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Die Nutzung der Architekturen des „Next Generation Networks“ (NGN) zur Bereitstel-
lung sicherheitsrelevanter Anwendungen innerhalb von Verkehrsprozessen erfordert 
hochverfügbare paketvermittelnde Kommunikationsnetze, um den Prozess verlässlich 
und nachhaltig zur Verfügung zu stellen. Die vorliegende Arbeit thematisiert die Model-
lierung der Prozesszuverlässigkeit, die durch drei Teilzuverlässigkeiten charakterisiert 
ist. Die analytischen Modelle werden auf Basis der Methoden zur Netzmodellierung für 
die technologische Zuverlässigkeit, die Systemzuverlässigkeit und die Securityzuver-
lässigkeit beschrieben. Mit dem entwickelten Ansatz zur Modellierung der Securityzu-
verlässigkeit sind die Auswirkungen von Angriffen auf Kommunikationssysteme quan-
tifizierbar. Die Modelle aus Normen und Standards, die vor allem aus organisatorischer 
Sicht einen Beitrag für hochverfügbare Kommunikationsnetze leisten, ergänzen die ana-
lytischen Modelle. Die Validierung der Modelle erfolgt an einer IP-basierten Stell-
werksarchitektur des Projektes „NeuPro – Neuausrichtung Produktionssteuerung“. Nach 
einem Leitfaden werden die Teilzuverlässigkeiten berechnet und dabei die Maxima und 
Minima bestimmt. Eine Bewertung der Ergebnisse sowie eine Schlussbetrachtung run-
den diese Dissertation ab.    
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Using the “Next-Generation-Networks” (NGN) approach to provide security demanding 
applications in transport processes requires high-available packet based communication 
networks. The present paper addresses process reliability modelling, that is characte-
rized by three partial reliabilities. The analytic models are based on network modelling 
methods such as technological reliability, system reliability and security reliability. The 
impact of cyberattacks on communication systems is quantifiable by the security-
reliability modelling concept. Norms and standards, which have an organizational im-
pact on high-available communication networks complement the above named models. 
Model validation is given by an IP-based signalbox of the project “NeuPro – Neuau-
srichtung Produktionssteuerung”. According to guidelines the partial reliabilities are 
computed and minima as well as maxima are determined. The evaluation of actual re-
sults and a conclusion complete this dissertation.  
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Thesen zur wissenschaftlichen Arbeit 
1. In den klassischen Kommunikationsnetzen ist die jeweilige Netzarchitektur optimal 
für den Dienst spezifiziert. Mit der Architektur des „Next Genration Networks“ 
werden alle Anwendungen über ein paketvermittelndes Netz bereitgestellt. Die Ver-
fügbarkeit ist mindestens auf dem Niveau der abzulösenden Technologien zu halten. 
2. Die Prozesszuverlässigkeit gibt die Wahrscheinlichkeit an, in welchem Maße ein 
Kommunikationssystem mit seinen Komponenten während einer bestimmten Tech-
nologiedauer einen definierten Betriebszustand einnimmt. In einem IP-basierten 
Kommunikationsnetz ist die Analyse der technologischen Zuverlässigkeit, der Sys-
temzuverlässigkeit und der Securityzuverlässigkeit ausreichend. Die Vorgabe der 
Hochverfügbarkeit mit 99,99 % ist unter bestimmten Voraussetzungen in einem IP-
basierten Kommunikationsnetz realisierbar. 
3. Die Knoten im IP-basierten Kommunikationsnetz werden für die technologische 
Zuverlässigkeit mit einem klassischen Wartesystem ohne Heavy-Tail-Verteilungen 
modelliert. Dabei wird angenommen, dass das Kommunikationsnetz als ein ge-
schlossenes Netz betrachtet wird, für den Dienst ein separater Pfad zur Verfügung 
steht, die Paketgröße immer gleich groß und die Auslastung des Netzes gering ist. 
4. Bei der Analyse der Systemzuverlässigkeit sind die Technikstandorte mit ihrer klas-
sifizierbaren Energieversorgung zu berücksichtigen. Die Verfügbarkeit der Energie-
versorgung beeinflusst bei einer Reihenschaltung von Standorten die Verfügbarkeit 
des Pfades.  
5. Die Securityzuverlässigkeit kann mit Hilfe eines „Präventiven Instandhaltungsmo-
dells“ mit Minimalinstandsetzung bei Angriffen modelliert werden. Betriebszustän-
de werden dabei nicht dargestellt. Mit einem korrektiven Instandhaltungsmodell 
lässt sich dagegen die Reaktion auf realisierte Maßnahmen beschreiben, um die Zu-
standswahrscheinlichkeiten der Betriebszustände in Abhängigkeit von den Angriffs-
raten zu berechnen.  
6. Angriffe auf ein Kommunikationsnetz, die in den Betriebszustand Kollaps führen, 
sind grundsätzlich abzuwehren, um für die Securityzuverlässigkeit die Hochverfüg-
barkeit zu erreichen. Aus dem BSI-Grundschutz-Kompendium des BSI lassen sich 
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Die Informations- und Kommunikationstechnik hat auf Basis des Internets und dem 
Wachstum an mobilen Anwendungen alle Lebensbereiche des privaten sowie gesell-
schaftlichen Lebens durchdrungen. Mit der einhergehenden Digitalisierung jeder Art 
von Informationen und der Verarbeitung von nahezu unbegrenzten Datenmengen haben 
sich existentielle Abhängigkeiten entwickelt, die von Organisationen und Unternehmen 
zu bewerten sind, um die Handlungsfähigkeit auf Basis von zu realisierenden Maßnah-
men zu gewährleisten. Zu den aktuellen IT-Trends zählen beispielsweise die Themen 
Big Data, Cloud Compouting, Internet of Things, und die Industrie 4.0 als vierte indus-
trielle Revolution. Bei diesen Ansätzen werden große Datenmengen organisiert sowie 
die Rechen- und Speicherkapazitäten in Rechenzentren virtualisiert. Das bedingt Archi-
tekturen von Kommunikationsnetzen, in denen sich neben den genannten Trends si-
cherheitsrelevante Anwendungen mit geringen Datenmengen und einer hohen Anforde-
rung an die Verfügbarkeit innerhalb kritischer Infrastrukturen realisieren lassen. 
Die Entwicklung der Architektur von Kommunikationsnetzen wird getrieben durch An-
forderungen wie zum Beispiel Kostensenkungen, Wettbewerbsdruck, Erschließung 
neuer Geschäftsfelder, technologischen Neuausrichtungen und organisatorische sowie 
regulatorische Veränderungen, die gleichzeitig zu einem Zielkonflikt in Bezug auf die 
Verfügbarkeit und Sicherheit, hier in der Form der Security, führen. 
In den klassischen Kommunikationsnetzen sind auf Grundlage der Eigenschaften eines 
Dienstes bzw. eines Bündels von Diensten separate Netze installiert und betrieben wor-
den. Die jeweilige Netzarchitektur war optimal spezifiziert, was eine Garantie der 
Diensteparameter indizierte, aber keine Flexibilität mit sich brachte. Mit den neuen An-
forderungen an die Architektur der Netze werden die Netzbetreiber gezwungen, von 
einem kanalvermittelnden Netz, das klassisch die Basis für Anwendungen in kritischen 
Infrastrukturen bildet, auf ein paketvermittelndes Netz umzustellen. Modelle zur Bewer-
tung der Qualität wurden überwiegend für kanalvermittelnde Netze erarbeitet. Mit 
All-IP und der Spezifikation Y.2012 der „International Telecommunications Uni-
on-Telecommuications Sector“ (ITU-T) ist die Architektur des „Next Generation Net-
works“ (NGN) entwickelt worden, in dem die Anwendungen über ein paketvermitteln-
des Netz bereitgestellt werden. All-IP basiert auf dem „Internet Protokoll“ (IP), ein  
weltumspannendes Netz, das seine Dienste verbindungslos mit Standardnetzkomponen-
ten und offenen Schnittstellen  nach dem Best-Effort Prinzip bereitstellt. Eine Zusiche-
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rung für eine zuverlässige Dienstebereitstellung erfolgt nicht. Die Ebenen Transport, 
Dienstesteuerung und Anwendungen sind im Gegensatz zu den klassischen Netzen 
strikt getrennt. 
Nach der Definition des „Bundesamtes für Sicherheit in der Informationstechnik“ (BSI)  
zählen zu den kritischen Infrastrukturen unter anderem der Sektor Transport und Ver-
kehr mit den Branchen Schienenverkehr und Straßenverkehr sowie der Sektor Informa-
tionstechnik und Telekommunikation [16]. Als charakteristische Szenarien für diese 
Branchen lassen sich hier zum Beispiel die Anwendungen aus der Verkehrssicherungs-
technik und der Verkehrsleittechnik  nennen. Die Nutzung der NGN-Architekturen zur 
Organisation der genannten Verkehrsprozesse erfordert die Ausrichtung der technischen 
Systeme auf Hochverfügbarkeit, um den Prozess verlässlich und nachhaltig zur Verfü-
gung zu stellen. Die Nachhaltigkeit erfordert dabei nicht nur verlässliche Systeme, son-
dern eine funktionierende Organisation mit einem Risikomanagement und einer Not-
fallvorsorge. 
1.2 Zielstellung 
Gegenstand dieser Dissertation ist die Entwicklung eines Leitfadens zur Modellierung 
zuverlässigkeitstheoretischer Aspekte von hochverfügbaren paketvermittelnden Kom-
munikationsnetzen unter Berücksichtigung der quantitativen Zielgröße von 99,99 %, die 
aus dem „Hochverfügbarkeitskompendium“ (HV-Kompendium) des Bundesamtes für 
Sicherheit in der Informationstechnik abgeleitet wurde [17]. Der Autor betreute als 
Lehrbeauftragter der Professur für Verkehrssicherungstechnik an der Technischen Uni-
versität Dresden Studien- und Diplomarbeiten, in denen zuverlässigkeitstheoretische 
Aspekte analytisch und simulativ untersucht wurden, deren Ergebnisse in dieser Arbeit 
Berücksichtigung finden. 
Ziel der Dissertation ist es, ausgehend von den Eigenschaften paketvermittelnder Netze 
die zuverlässigkeitstheoretischen Aspekte unter Anwendung von Modellen analytisch 
zu untersuchen und an einem Beispielszenario zu validieren. Verfügbarkeits- und Zu-
verlässigkeitsberechnungen basieren in der Literatur auf theoretischen Modellen von 
Knoten und Kanten. Für All-IP Architekturen sind diese weiter zu entwickeln. Die He-
rausforderung für die Dimensionierung und den Betrieb dieser Netze kann damit be-
schrieben werden, die Leistungsfähigkeit mindestens auf dem Niveau der abzulösenden 
kanalvermittelnden Netztechnologien zu halten. Das gilt im besonderen Maße für Orga-
nisationen und Unternehmen, die eine kritische Infrastruktur betreiben. Störungen, Aus-
fälle oder Angriffe verhindern einen ordnungsgemäßen Geschäftsbetrieb, die erhebliche 
finanzielle Schäden verursachen und ggf. die öffentliche Sicherheit gefährden können. 
Dem ist mit einer garantierten Verfügbarkeit entgegenzuwirken, die wiederum von der 
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Zuverlässigkeit abhängig ist. In dieser Arbeit wird die Securityzuverlässigkeit als neue 
Teilzuverlässigkeitskenngröße analytisch betrachtet, um den Auswirkungen von Angrif-
fen auf Kommunikationsnetze Rechnung zu tragen. 
Der erarbeitete Leitfaden muss in den entsprechend anzupassenden Regelwerken An-
wendung finden und den Beteiligten zugänglich gemacht werden. Daher werden in die-
ser Dissertation einige Regelwerke kurz betrachtet. 
1.3 Lösungsmethodik 
Im Kapitel 2 wird zunächst auf der Grundlage von zwei Szenarien von Kommunikati-
onsnetzen eine Analyse des Ist-Zustandes vorgenommen. Das Szenario aus dem Fach-
gebiet der Bahnsicherungstechnik beschreibt die Ansteuerung der Feldelemente im 
Gleisbereich mit den Steuerungsinformationen vom Stellwerk. Für das Fachgebiet der 
Verkehrsleitsysteme wird als Szenario die Ansteuerung der Lichtsignalanlagen im 
Kreuzungsbereich durch einen Verkehrsrechner betrachtet. In beiden Szenarien wird die 
Entwicklung zu einem IP-Netz beschrieben. Abschließend erfolgt eine Betrachtung für 
die allgemeine Anwendbarkeit dieser zwei Szenarien auf andere Netze, verbunden mit 
einer Abgrenzung des Themas. 
Die theoretischen Grundlagen werden in Kapitel 3 bearbeitet. Ausgehend von dem 
„Open System Interconnection“- Referenzmodellmodell (OSI) für Kommunikationsnet-
ze mit den in dieser Arbeit zu berücksichtigenden Schichten, erfolgt eine Einführung in 
die Architekturen unter Berücksichtigung der Anforderungen an IP-Netze und deren 
Eigenschaften. Nach dem allgemeinen analytischen Modell zur Beschreibung der Zu-
verlässigkeit von Kommunikationsnetzen werden die Methoden der Netzmodellierung 
beschrieben. 
Aufbauend zu den theoretischen Grundlagen erfolgt im Kapitel 4 zunächst die Model-
lierung der Prozesszuverlässigkeit mit den für diese Arbeit relevanten Teilzuverlässig-
keiten. Dabei findet zur Berechnung der Dauerverfügbarkeit der Markov-Prozess [39], 
zur Berechnung der Pfade in einem Kommunikationsnetz die Boolesche Algebra und 
zur Modellierung des Bediensystems das Wartesystem Anwendung. Der Markov-
Prozess ist in der Literatur auch in der Schreibweise Markow bzw. Markoff zu finden. 
Die Modellierung des Bediensystems erfolgt mit einem neuen Ansatz unter Einbezie-
hung der Eigenschaften von paketvermittelnden Netzen. Die Modelle aus Gremien und 
Organisationen, welche vor allem aus organisatorischer Sicht einen Beitrag für hochver-
fügbare Kommunikationsnetze leisten, werden im zweiten Schritt betrachtet. 
Grundlegend neu wird ein analytisches Modell zur Quantifizierung der Auswirkungen 
von Angriffen auf eine Kommunikationsinfrastruktur entwickelt. Ziel ist die Gewähr-
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leistung einer vorgegebenen Securityzuverlässigkeit. Für die Anzahl der Angriffe wird 
eine qualifizierte Schätzung vorgenommen. Um die Betriebszustände nach realisierten 
Angriffen zu berücksichtigen, erfolgt die analytische Beschreibung mit Hilfe eines kor-
rektiven Instandhaltungsmodells. 
Anschließend werden im Kapitel 5 zur Validierung die Systemzuverlässigkeit, die tech-
nologische Zuverlässigkeit und die Securityzuverlässigkeit am Beispiel des Kommuni-
kationsnetzes für das Projekt „Neuausrichtung Produktionssteuerung“ (NeuPro) be-
rechnet. Die Maxima und Minima der Teilzuverlässigkeiten sollen durch die Variation 
einzelner Parameter bestimmt werden. Aus den Teilzuverlässigkeiten erfolgt eine Ab-
schätzung der Prozesszuverlässigkeit. 
Eine Bewertung der Ergebnisse und eine Schlussbetrachtung auf weitere zu bearbeiten-
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2 Analyse des IST-Zustandes 
2.1 Ausgangssituation 
Die klassischen Kommunikationsnetze, wie beispielsweise das Telefonnetz, bieten dem 
Nutzer genau einen Dienst, die Sprachkommunikation. Ein Dienst beschreibt hier die 
Übertragung von Informationen von einer Quelle zu einer Senke. Die aus Diensten 
meist rechnergestützt weiterverarbeiteten Inhalte werden als Anwendung bezeichnet 
[40]. Die Standardisierungsgremien spezifizierten im ersten Schritt den Dienst mit sei-
nen Parametern, nach denen im zweiten Schritt die Systemhersteller die Hardware ent-
wickelten. Mit der Digitalisierung der Übertragungsnetze und Vermittlungsknoten, ver-
bunden mit der Einführung des „Integrated Services Digital Network“ (ISDN), wurde 
das Telefonnetz zu einem Netz erweitert, das mehrere Dienste integriert, aber weiterhin 
an das Raster der 64 kbit/s-Kanäle gebunden ist. Die Einführung einer zentralen Rech-
nersteuerung erfolgte mit dem „Intelligenten Netz“ (IN) [96]. Die Beziehungen zwi-
schen den Diensten und den klassischen Netzen lassen sich wie folgt charakterisieren:  
 Jeder Dienst hat einen festen Netzzugang. 
 Jeder Dienst ist für ein Netz optimiert. 
 Es existieren keine Interaktionen zwischen den einzelnen Diensten. 
Ein anderes Ziel verfolgt die Architektur des NGN mit der Entkopplung des Dienstes 
vom Transportnetz. Der Vergleich beider Architekturen ist in Abbildung 1 dargestellt. 
Zugangsnetze Zugangsnetze
Dienst 1 Dienst 2 Dienst N









Abbildung 1: Architekturvergleich 
Die ITU-T spezifizierte ein Netz mit einer Vielzahl von Eigenschaften, die unabhängig 
von einem speziellen Dienst gelten. Der Dienst richtet sich an der Architektur aus, was 
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zu einer Umkehr zur klassischen Architektur führt, aber eine Flexibilität und Interaktion 
von Diensten zulässt. 
2.2 Szenarien 
2.2.1 Szenario im Fachgebiet Bahnsicherungstechnik 
Die systemspezifischen Eigenschaften der Eisenbahn lassen sich durch die Spurführung 
und der Bewegung großer Massen bei einer geringen Haftreibung beschreiben. Seit Be-
stehen der Eisenbahn wurden Maßnahmen zur Gewährleistung eines sicheren Betriebes 
stetig weiter entwickelt. Eine zentrale Aufgabe übernimmt hier als technische Aus-
rüstung der Eisenbahninfrastruktur die „Leit- und Sicherungstechnik“ (LST), der die 
Stellwerke zugeordnet sind. Unter Berücksichtigung der systemspezifischen Eigen-
schaften und der Randbedingung eines hohen Schadensausmaßes bei einem Unfall ver-
bleibt zur Risikominimierung die Reduzierung der Häufigkeit von derartigen Ereig-
nissen. Daher wird im Schienenverkehr die aktive Sicherheit mit dem Ziel verfolgt, Un-
fälle von vornherein mit Hilfe eines Regelkreises der Betriebssicherheit zu verhindern 
[82]. Im § 4 Absatz 1 des „Allgemeinen Eisenbahngesetzes“ (AEG) heißt es: 
„Die Eisenbahnen sind verpflichtet, ihren Betrieb sicher zu führen, Zubehör sicher zu 
bauen und in betriebssicheren Zustand zu halten“ 
Weitere Regelungen werden in der „Eisenbahn-Bau- und Betriebsordnung“ (EBO) he-
rausgegeben. Für alle nicht in der EBO geregelten Sachverhalte bringt der § 2 eine Öff-
nung. „[…] Diese Anforderungen gelten als erfüllt, wenn die Bahnanlagen und Fahr-
zeuge den Vorschriften dieser Verordnung und, soweit diese keine ausdrücklichen Vor-
schriften enthält, anerkannten Regeln der Technik entsprechen. Von den anerkannten 
Regeln der Technik darf abgewichen werden, wenn mindestens die gleiche Sicherheit 
wie bei Beachtung dieser Regeln nachgewiesen wird.“ Diese Öffnung gewährleistet, 
dass der technische Fortschritt nicht durch spezielle Festlegungen ausgeschlossen wird. 
Die anerkannten Regeln der Technik basieren auf Erfahrungen, die sich bewährt haben, 
in den Fachkreisen bekannt sind und von der Mehrheit der Fachleute als richtig aner-
kannt werden. [82] 
Ausfälle von technischen Einrichtungen der Leit- und Sicherungstechnik dürfen sich 
nicht auf die Sicherheit des Bahnbetriebes auswirken. Die Systeme sind daher so aufge-
baut, dass ein Ausfall zu einem sicheren Betriebszustand führt. Dieses Verhalten wird 
fail-safe genannt. Der Stillstand als sicherer Zustand steht der Verfügbarkeit des Ver-
kehrssystems entgegen. Dieser Zustand soll selten eintreten und dann auch nur kurz 
andauern. [82] 
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Bei neuen Stellwerkskonzepten entwickelt sich ein Trend in Richtung einer starken De-
zentralisierung. Die Ansteuerrechner und Leistungsschalter werden nicht mehr zentral je 
Zugmeldestelle angeordnet, sondern entlang der Gleise. Daraus folgt, dass in der Fläche 
eine Infrastruktur für die Daten- und Energieübertragung des dann „Digitalen Stell-
werks“ (DSTW) aufgebaut werden muss. Gleichzeitig sinkt der Bedarf an Kupferleitun-
gen, da die Ansteuerung der Elemente mit der optischen Netzinfrastruktur erfolgt. Die 
Grundstruktur eines „Elektronischen Stellwerks“ (ESTW) zeigt die Abbildung 2. 
 
Abbildung 2: Grundstruktur eines ESTW [82] 
In Bezug auf die Lebensdauer von Stellwerken, die in Jahrzehnten gemessen wird, und 
der IT-Infrastruktur mit 5 bis 10 Jahren existiert hier zukünftig ein wesentlicher Innova-
tionsunterschied, soweit sich die Stellwerkstechnologie nicht in Richtung von vernetz-
ten Systemen verändert. [82] 
Im Bereich der „Deutschen Bahn AG“ (DB) werden die Netze in Telekommunikations-
netze und Netze der Leit- und Sicherungstechnik unterteilt. Das Telekommunikations-
netz umfasst das GSM-R Mobilfunknetz (Global System for Mobile Communications- 
Rail) mit ca. 3.550 Basisstationen, analoge Funknetze sowie das Festnetz mit ca. 
50.000 km Kupferkabel und Lichtwellenleiter entlang der ca. 33.000 km des Schienen-
netzes. Die Leit- und Sicherungstechnik nutzt als geschlossenes Netz ohne externe Zu-
griffsmöglichkeiten überwiegend eigene Übertragungsstrecken  in speziellen Kabeln mit 
proprietären Übertragungssystemen und separaten Lichtwellenleitern. Verbindungen 
außerhalb des eigenen Netzes werden nach dem „KISA“-Konzept (Kommunikationsin-
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frastruktur für sicherheitsrelevante Anwendungen) mit proprietären Security-Gateways 
abgesichert. Die DB Netz AG führte 2012 erste Überlegungen durch, die etablierte 
Stellwerksarchitektur grundlegend mit der Einführung von IP-Netzwerken in der Feld-
ebene elektronischer Stellwerke zu verändern. Das Projekt erhielt den Namen „Neuaus-
richtung Produktionssteuerung“ (NeuPro). Voraussichtlich ab 2020 werden neue Sys-
teme ausschließlich mit IP-Netzen ausgerüstet, in denen Industriekomponenten mit dem 
„Sicherheitsintegritätslevel“ 0 (SIL) zum Einsatz kommen. Diese Neuausrichtung mit 
dem DSTW soll zur Reduzierung der mehr als 4.000 Stellwerke auf 300 Technikstan-
dorte führen und eine modulare sowie standardisierte Anbindung der 240.000 Stellein-
heiten bieten. In der Abbildung 3 ist der Vergleich zwischen der  Kommunikation über 
das Kabelnetz bzw. über ISDN und die Neuausrichtung DSTW über das IP-Netzwerk 
dargestellt. [12], [57], [65],  
 
Abbildung 3: Vergleich der Kommunikation mit dem IP-Netz Sinet [57] 
Die Digitalisierung der Leit- und Sicherungstechnik ist mit eine Voraussetzung für den 
effizienten Ausbau des einheitlichen signaltechnischen Systems „European Train Cont-
rol System“ (ETCS). Entsprechend der Klassifizierung durch die „International Asso-
ciation of Public Transport“ (UITP) entspricht ETCS Level 1, 2/3 einem „Grad der 
Automatisierung“ (GoA) von 1, dem niedrigsten Niveau. Das autonome Fahren wird 
einem GoA von 4 zugeordnet. [49] 
Das IT-Sicherheitsgesetz von 2015 mit der Verordnung zur Bestimmung kritischer In-
frastrukturen aus dem Jahr 2017 für den Sektor Transport und Verkehr umfasst im 
Schienenverkehr neben den verschiedenen Bahnhofstypen die Stellwerke, die Verkehrs-
steuerung mit den Leitsystemen und die Leitzentrale der Eisenbahn. Das heißt für die 
Bahn, dass mit dem Betrieb von IP-Netzwerken in der Leit- und Sicherungstechnik um-
fangreiche Sicherheitsnachweise zu erstellen bzw. zu dokumentieren sind. [26] 
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2.2.2 Szenario im Fachgebiet Verkehrsleitsysteme 
Im Unterschied zur Bahn wird im Straßenverkehr  vorrangig das Konzept der passiven 
Sicherheit in Verbindung mit verkehrstelematischen Steuerungen eingesetzt. Der Be-
griff Telematik steht für eine Verknüpfung von Telekommunikation, Automatik sowie 
Informatik mit dem Ziel, eine nachhaltige und umweltschonende Lösung zur Bewälti-
gung der Verkehrsaufkommen zu erhalten. Zur Steigerung der Leistungsfähigkeit und 
Verkehrssicherheit existieren sowohl punktuell als auch streckenwirksam unterschiedli-
che Verfahren, um Verkehrsteilnehmer zu beeinflussen. Diese vorwiegend stationären 
verkehrstelematischen Einrichtungen nutzen überwiegend stadt-, landes- oder bundesei-
gene leitungsgebundene Übertragungswege innerhalb des Kommunikationsnetzes zur 
Ansteuerung von Verkehrsbeeinflussungsanlagen, wie zum Beispiel Parkleitsysteme, 
Lichtsignalanlagen (LSA) oder Wechselverkehrszeichen. Diese bilden das Stellglied 
innerhalb des Regelkreises zur Verkehrsflusssteuerung. Als Regler wirkt hier beispiels-
weise die Verkehrsleitzentrale. Moderne verkehrsadaptive Systeme setzen eine leis-
tungsfähige Vernetzung von Rechensystemen, Messfühlern und Stellgliedern voraus. In 
diesem Szenario soll im Weiteren die Ansteuerung von Lichtsignalanalgen über ein 
leitungsgebundenes Kommunikationsnetz betrachtet werden. 
Für die Steuerungsverfahren unterscheidet die „Richtlinie für Lichtsignalanlagen“ 
(RiLSA) grundsätzlich zwei Ebenen. Die makroskopische Ebene beschreibt die zeitliche 
Veränderung der gewählten Signalprogramme. Die Signalprogrammauswahl agiert da-
bei entweder zeitplan- oder verkehrsabhängig und es kann eine dynamische Bildung 
von Rahmensignalprogrammen erfolgen. Als mikroskopische Ebene wird die lokale 
Steuerung bezeichnet, die grundlegende Möglichkeiten zur Modellierung von Steue-
rungsprogrammen beschreibt. Hierin erfolgt eine weitere Unterscheidung in nicht dy-
namische Programme als Festzeitsteuerung und dynamische Programme zur Signal-
programmanpassung und Signalprogrammbildung. Mittlere Lebensdauern von ca. 
20 Jahren der Lichtsignalanlagen erfordern Anpassungen an den Kommunikations-
schnittstellen, um diese weiterhin in modernen Telematiksystemen nutzen zu können. 
[69] 
Die Schnittstelle DVI 35 findet zum Datenaustausch zwischen dem „Verkehrssignalan-
lagenrechner“ (VSR) und der LSA über mindestens eine Kupferdoppelader Anwen-
dung. Über ein Befehlsdiagramm des VSR an die LSA werden die Anlagen zum Anfang 
einer jeden Sekunde synchronisiert, was einer Echtzeitübertragung zugeordnet werden 
kann. Werden die Daten aufgrund der Menge nicht in einer Sekunde vollständig em-
pfangen, verwirft der VSR die Daten. Daher wird für künftige Anwendungen mit einer 
ansteigenden Datenmenge eine neue Schnittstelle benötigt. [44] 
 




steht für „Open Communication Interface for Traffic Control Systems“ und bil-
det eine standardisierte Schnittstelle zur Vernetzung verschiedener Systemhersteller 
über IP-Netze. Den LSA steht im Vergleich zur DVI 35 keine separate Kommunikati-








































LSA-Netz über Punkt-zu-Punkt Verbindungen
LSA-Netz über ein IP-Netz
 
Abbildung 4: Vergleich der LSA-Ansteuerungen 
Die Struktur mit OCIT-O entspricht einem IP-Netz mit Standardsystemkomponenten. 
Die OCIT Developer Group stellt mit dieser Schnittstelle den Zugang zur Verkehrsin-
frastruktur und zu den „Car2X“ (Car to X) Technologien her. Die einzelnen Schnittstel-
len werden wie folgt definiert: [86] 
 
                                   
1 OCIT ist eine registrierte Marke der Firmen Siemens AG, SWARCO TRAFFIC SYSTEMS 
GmbH, AVT-STOYE GmbH und Stührenberg GmbH. 
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 OCIT-Center to Center (OCIT-C) 
Standardisierte Schnittstelle  zwischen zentralen Komponenten und Systemen, diese 
deckt praktisch alle Schnittstellenbereiche des Verkehrsmanagements ab. 
 OCIT-Outstations (OCIT-O) 
Standardisierte Schnittstelle zwischen Zentrale und Feldgeräten. 
 OCIT-O Profile 
Festlegungen zur Übertragungstechnik. 
 OCIT-O Car 
Standardisierte Schnittstelle zwischen Roadside Unit und Zentrale. 
 OCIT-LED 
Elektrische Schnittstelle zwischen Lichtsignalsteuergerät und LED- Signalgebermo-
dul in 40 V Technik. 
Die Ansteuerung der LSA über das Kommunikationsnetz erfolgt mit der Schnittstelle 
OCIT-O. 
Bei einem Ausfall der Kommunikationsverbindung zur Ansteuerung der LSA fällt diese 
auf ein Eigenprogramm zur Ablaufsteuerung zurück, das vor Ort im Steuergerät vorge-
halten wird. Die nicht verkehrsgerechte Schaltung der Umlaufzeiten führt zu einem be-
hindernden Prozess, der nicht sicherheitsrelevant ist. Anders verhält es sich bei dem 
Gedanken einer Zentralisierung der Steuergeräte in einem Rechenzentrum. Bei der Nut-
zung von Car2Car-Diensten ist die Sicherheitsrelevanz neu zu beurteilen. 
Nach dem IT-Sicherheitsgesetz und der zugehörigen Kritisverordnung werden die Ver-
kehrssteuerungs- und Leitsysteme der Branche Straßenverkehr bei Kommunen mit über 
500.000 Einwohnern der kritischen Infrastruktur zugeordnet. Das heißt, dass mit dem 
Betrieb von IP-Netzwerken für Verkehrssteuerungssysteme umfangreiche Sicherheits-
nachweise zu erstellen bzw. zu dokumentieren sind. [26] 
2.3 Allgemeines Netzmodell 
Nachdem in zwei Szenarien die Entwicklung zu IP-Netzen aufgezeigt wurde, soll in 
diesem Abschnitt das allgemeine Netzmodell für das NGN abgeleitet werden, das auch 
auf weitere Szenarien angewendet werden kann. Das Modell in Anlehnung an das „Eu-
ropean Telecommunications Standards Institut“ (ETSI) ist in Abbildung 5 dargestellt. 
An der „Nutzer-Netz-Schnittstelle“ (User Network Interface, UNI) werden die zu über-
mittelnden Informationen an das Kommunikationsnetz übergeben. Sind am Kommuni-
kationsprozess weitere Netze gleicher oder anderer Betreiber beteiligt, erfolgt eine 
Übergabe an der „Netz-Netz-Schnittstelle“ (Network-Network-Interface, NNI) bzw. an 
der „Betreiberschnittstelle“ (Service-Network-Interface, SNI).   
 








Abbildung 5: Allgemeines Netzmodell nach ETSI TR 180 001 [37] 
In der Literatur wird die Netzumgebung häufig als Wolke dargestellt. Das Netzwerk 
besteht meist aus miteinander verbundenen Netzwerkkomponenten wie Router, Switche 
und „Dense Wavelength Division Multiplex“-Übertragungssystemen (DWDM) auf der 
Basis von Lichtwellenleitern, die die Kanten des Transportnetzes bilden. Die Router 
übernehmen eine wesentliche Aufgabe in IP-Netzen zur Vermittlung zwischen ver-
schiedenen logischen Netzen. Mit der Forwardingfunktion werden Pakete von einem 
Eingangsport zu einem Ausgangsport unter Verwendung der Informationen aus der 
Routingtabelle weitergeleitet. Der Routingprozess arbeitet im Hintergrund, um dem 
Forwardingprozess die Informationen über Routen, aufgrund der erstellten Routingta-
bellen zur Verfügung zu stellen. Unter Switching wird die Weiterleitung von Paketen 
verstanden, ohne die Vermittlungsebene einzubeziehen, was sich auf den Datendurch-
satz auswirkt [103]. DWDM-Systeme bündeln mehrere Übertragungskanäle auf einer 
LWL-Doppelfaser. Das Eingangssignal mit bis zu 400 Gbit/s wird in eine von bis zu 80 
möglichen Wellenlängen umgesetzt und optisch in die Faser eingekoppelt. Am Emp-
fänger erfolgt über optische Filter die Signaltrennung. [98] 
Das beschriebene allgemeine Netzmodell bildet die Basis für diese Arbeit. Kundennet-
ze, LAN-Infrastrukturen, Steuerungssysteme, Rechenzentren, Gebäudeinfrastrukturen 
und Mobilfunknetze werden nicht betrachtet. 
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3 Theoretische Grundlagen 
3.1 Referenzmodell für Kommunikationsnetze 
Nach der abstrakten Beschreibung des allgemeinen Netzmodells wird an dieser Stelle, 
der allgemeine modellhafte Aufbau von Netzen sowie deren Funktionsweise beschrie-
ben. Einen hierfür geeigneten Ansatz bietet das Referenzmodell mit seinen Kommuni-
kationsschichten und Funktionalitäten. Mit der Entwicklung der Technologien haben 
sich drei Modelle etabliert. 
Das OSI-Referenzmodell mit seinen sieben Schichten basiert auf einem Vorschlag der 
„International Standards Organization“ (ISO) von 1983. Eine Überarbeitung erfolgte 
im Jahr 1995. Das Modell ist allgemein und offen, um die Verbindungen zwischen of-
fenen Systemen zu beschreiben. Die ursprünglich mit dem OSI-Modell verknüpften 
Protokolle werden heute nicht mehr in der Gesamtheit verwendet. In der Vermittlungs-
schicht unterstützt das OSI-Modell die verbindungslose als auch die verbindungsorien-
tierte Kommunikation, auf der Transportschicht nur die verbindungsorientierte. Eine 
ausführliche Beschreibung der Schichten ist in [105] zu finden. 
Das TCP/IP-Referenzmodell, das vom „Department of Defense“ (DoD) ab 1970 entwi-
ckelt wurde, basiert auf vier Schichten. Das Modell selbst wird selten verwendet, die 
darin enthaltenen Protokolle sind weit verbreitet. Die beiden Referenzmodelle sind in 





















Abbildung 6: Vergleich zwischen OSI- und TCP/IP-Referenzmodell 
Auf der Vermittlungsschicht (Internet) unterstützt es den verbindungslosen Modus, auf 
der Transportschicht den verbindungslosen und verbindungsorientierten Modus. Es ist 
nicht allgemein gehalten und eignet sich begrenzt zur Beschreibung von Protokollsta-
peln außer von TCP/IP. Eine Unterscheidung zwischen der Bitübertragungs- und der 
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Sicherungsschicht, die in der Funktion generell verschieden sind, erfolgt nicht. Das Mo-
dell wird ausführlich in [105] beschrieben. 
Das TCP/IP-Referenzmodell ist von Andrew S. Tanenbaum zum „Hybriden Referenz-
modell“ modifiziert worden. Es repräsentiert das Internet und damit die paketvermit-
telnden Netze. Die Stärken des OSI- und des TCP/IP-Referenzmodells finden darin Be-
rücksichtigung. Mit der Nutzung der Netzkomponenten aus dem allgemeinen Netzmo-
dell, ist das Modell der geeignete Ansatz für die weiteren Betrachtungen. Es abstrahiert 
den Aufbau des Netzes in fünf Schichten. Diese sind bei eins beginnend, der untersten, 
die Bitübertragungsschicht, die Sicherungsschicht, die Vermittlungsschicht, die Trans-
portschicht und die Anwendungsschicht als oberste Schicht. Abbildung 7 zeigt das hyb-
ride Referenzmodell adaptiert auf die Netzwerkkomponenten.  
 
Abbildung 7: Hybrides Referenzmodell nach [7]   
Die Aufgaben der Schichten werden im Folgenden erläutert. 
 Die Bitübertragungsschicht realisiert den Transport der einzelnen Bits einer Nach-
richt von der Quelle zur Senke. Hierzu zählen zum Beispiel die DWDM-Systeme 
und die Lichtwellenleiter. 
 Die Sicherungsschicht übernimmt die Aufgabe der Zugangskontrolle auf das Über-
tragungsmedium und steuert, dass die von der Vermittlungsschicht übergebenen Pa-
kete in Rahmen festgelegter Längen verpackt werden. Die typische Netzkomponente 
ist der Switch. 
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 Die Vermittlungsschicht entscheidet über das Routing zum Ziel. Anwendung findet 
hier das verbindungslose Internetprotokoll IP. Eine weitere Aufgabe dieser Schicht 
ist das Traffic Engineering zur Steuerung von Diensteparametern. Router überneh-
men die Aufgaben dieser Schicht. 
 Die Transportschicht stellt eine Ende-zu-Ende Beziehung von der Quelle zur Senke 
her. Hier kommen Protokolle wie das „Transport Control Protocol“ (TCP) oder das 
„User Datagram Protocol“ (UDP) zum Einsatz. Eine verbindungslose als auch ver-
bindungsorientierte Kommunikation ist vorgesehen. 
 Die Anwendungsschicht enthält alle Protokolle, die für die Kommunikation mit der 
Anwendung erforderlich sind. Das sind zum Beispiel das „File Transfer Protocol“ 
(FTP) oder das „Hypertext Transfer Protocol“ (HTTP). 
Jede Schicht des Modells beansprucht jeweils die Dienste der nächst tieferen Schicht. 
Damit stellt jede Schicht die Dienste für die nächst höhere Schicht bereit. [105] 
3.2 Kanalvermittelnde Netze 
Kanalvermittelnde Netze besitzen die Eigenschaft, dass die Kanäle zwischen den End-
einrichtungen für die Dauer der Verbindung fest miteinander verbunden sind, was für 
eine exklusive Nutzung der Netzressourcen steht. Die Durchschaltung erfolgt in einem 
Vermittlungsknoten durch das Schließen von Kontakteinrichtungen zwischen den an-
kommenden und abgehenden Leitungen. Nach diesem Bereitstellungsprozess können 
unter Berücksichtigung der Eigenschaften des Kanals Informationen ausgetauscht wer-
den. Das Prinzip zeigt die Abbildung 8.  






Abbildung 8: Prinzip der Kanalvermittlung 
In Folge des reservierten und fest durchgeschalteten Weges zwischen den Endeinrich-
tungen ist für die Laufzeit der Informationen nur die Ausbreitungsgeschwindigkeit des 
Signals auf dem Übertragungsmedium relevant. Die eingeschränkte Flexibilität dieses 
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Netzes lässt sich damit beschreiben, dass die Ressourcen auch dann gebunden sind, 
wenn keine Informationen ausgetauscht werden. Der Verbindungsabbau erfolgt erst, 
wenn die Endeinrichtungen die aufgebaute Sitzung beenden. Ein Beispiel für das kanal-
vermittelnde Netz ist das ISDN. [98] 
3.3 Paketvermittelnde Netze 
Bei paketvermittelnden Netzen ist es nicht erforderlich, einen dedizierten Verbindungs-
kanal zum Informationsaustausch zwischen den Endeinrichtungen vorab aufzubauen. 
Die zu übertragenden Informationen eines Dienstes werden in Blöcke mit einer be-
grenzten Länge aufgeteilt, denen eine Steuerinformation voran gesetzt wird. Diese bei-
den Informationen bilden zusammen das Paket. Der Übertragungsweg zwischen den 
Endeinrichtungen wird bei diesem Prinzip mehrfach genutzt, da dieser in den Übertra-
gungspausen den Paketen anderer Verbindungen zur Verfügung steht. Die Pakete einer 
Verbindung nehmen nur dann den gleichen Weg durch das paketvermittelnde Netz, so-
weit zum jeweiligen Übertragungszeitpunkt auf diesem Weg Ressourcen zur Verfügung 
stehen. Bei Ausfall oder Überlastung eines Vermittlungsknotens bzw. eines Übertra-
gungsweges, werden die Pakete über einen anderen Weg geroutet, was sich positiv auf 
die Zuverlässigkeit aber negativ auf die Laufzeit auswirkt. Das Prinzip der paketvermit-








Abbildung 9: Prinzip der Paketvermittlung 
Router haben in paketvermittelnden Netzen die Aufgabe, die Steuerungsinformationen 
auszuwerten und das Paket auf einen Ausgangskanal zu routen. Soweit sich viele Pakete 
gleichzeitig in der Warteschlange befinden, werden Verzögerungen erzeugt. Die Verar-
beitung der Pakete erfolgt nach dem „Best-Efford“ Prinzip, ohne eine Servicequalität zu 
garantieren. 
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Zwischen einer garantierten Servicequalität und dem Bedarf an Netzkapazitäten bei 
kanalvermittelnden Netzen und der nicht garantierten Servicequalität sowie der ressour-
censchonenden Auslastung von Netzkapazitäten bei paketvemittelnden Netzen besteht 
ein Zielkonflikt. Dieser kann über die Implementierung eines verbindungsorientierten 
Dienstes und integrierte Dienste mit zusätzlichen Protokollen aufgelöst werden. Verbin-
dungsorientierte Dienste verwenden Markierungen, die in den Routingtabellen eingetra-
gen werden, so dass nicht für jedes Paket ein neuer Pfad ausgewählt wird. Paketvermit-
telnde Netze sind IP-Netze, wie das Internet. [98] 
3.3.1 Anforderungen an IP-Netze 
Für Anwendungen, wie zum Beispiel Sprache, Video oder Steuerungsinformationen für 
technische Anlagen, ist eine Vermittlung und Übertragung der Nachrichtenpakete in 
Echtzeit erforderlich. Das Kommunikationsnetz muss sich wie ein Echtzeit-System ver-
halten. Dieses System kann definiert werden mit einer Menge von Eingaben, die über 
die Netzkomponenten bearbeitet werden und auf eine Menge von Ausgaben abgebildet 
werden. Der Bearbeitungsprozess innerhalb des Systems führt zu einer Verzögerung 
zwischen der Eingabe und der Ausgabe der Pakete. Die Verzögerung wird auch als 
Reaktionszeit des Systems bezeichnet. Den maximal zulässigen Wert der Verzöge-
rungszeit bestimmen die Parameter der zu erbringenden Dienste bzw. Anwendungen. 
Nach [76] wird ein Echtzeit-System folgendermaßen definiert: 
„Ein Echtzeit-System ist ein System, dass explizit die Einhaltung von Beschränkungen 
der Reaktionszeit erfüllen muss, da sonst das Risiko besteht, schwerwiegende Konse-
quenzen inklusive Fehler, zu verursachen.“ 
Die Grenze der Zeitspanne bis zur spätesten Reaktion bzw. maximalen Verzögerungs-
zeit trägt die Bezeichnung „Deadline“. Sie ist differenzierbar durch das Ausmaß der 
Auswirkungen nach einer Überschreitung in die Kategorien „weich, gefestigt und hart“. 
In Bezug auf das Echtzeit-System gilt nach [76] folgende Beschreibung: 
 Ein „weiches“ Echtzeit-System ist ein System, welches nur eine Minderung der 
Leistungsfähigkeit verzeichnet, jedoch zu keinem Zusammenbruch führt. 
 Ein „gefestigtes“ Echtzeit-System ist ein System, in dem wenige überschrittene 
Deadlines keinen totalen Fehler bewirken. Wird sie häufiger überschritten, könnte es 
zu einem kompletten und fatalen Systemfehler führen. 
 Ein „hartes“ Echtzeit-System ist ein System, bei dem ein Fehler der Überschreitung 
genügt, um katastrophale Folgen nach sich zu ziehen. 
Auf Basis dieser Beschreibung bildet jedes paketvermittelnde Kommunikationsnetz 
mindestens ein „weiches“ Echtzeit-System. Andere Festlegungen sind abhängig von den 
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Parametern der Anwendung und den technischen Restriktionen der im System enthalte-
nen Netzkomponenten. 
Eine Unterteilung der Verzögerungszeiten, die bei den Bearbeitungsschritten im Netz 
entstehen, kann wie folgt vorgenommen werden: [33] 
 Kodierung und Komprimierung des Signals aus der Endeinrichtung, 
 Paketierung der zu übertragenden Informationen und Erstellung des Paketkopfes, 
 Serialisierung, um die Bits der Pakete auf das Übertragungsmedium zu übergeben, 
 Signallaufzeit auf dem Übertragungsmedium in Abhängigkeit von der Übertra-
gungstechnologie, 
 Pufferzeit, die die Pakete in Warteschlangen von Routern bis zur weiteren Bearbei-
tung verbringen und von den „Quality of Service“ (QoS) Mechanismen abhängig ist, 
 Prozesslaufzeit als die Zeitspanne, die ein Paket nach dem Verlassen der Eingangs-
warteschlange bis zum Erreichen der Ausgangswarteschlange erreicht, 
 Dejitter als die Zeit, die für die Zwischenpufferung bzw. für den Ausgleich des Jitter 
benötigt wird, um die verschiedenen Verbindungsdistanzen durch das Netz zu be-
rücksichtigen.  






















Abbildung 10: Paketvermittelnde Nachrichtenübertragung nach [99]  
In der weiteren Modellierung sind die Pufferzeit sowie die Prozesslaufzeit von Bedeu-
tung und stehen für die weiteren Aussagen zur Laufzeit. 
Begrenzte Warteschlangenspeicher in den Netzknoten führen bei einem Überlauf zum 
Paketverlust, worauf eine Paketwiederholung erfolgt. Speziell bei Echtzeitanwendungen 
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besteht die Forderung, die vorgegebene Verzögerungszeit einzuhalten. Um diese Forde-
rung umzusetzen, werden den Paketen Qualitätsklassen zugeordnet, was zu einer Redu-
zierung der Pufferzeit im Vergleich zu Paketen mit einer niedrigeren Klasse führt. In der 
ITU-T Empfehlung Y.1541 sind zum Beispiel fünf verschiedene Verkehrsklassen für 
IP-Pakete definiert. Diesen Klassen sind folgende Netzwerkleistungsparameter mit fes-
ten oberen Grenzwerten zugeordnet: 
 IP Ende-zu-Ende Verzögerung IPTD (IP-Paket Transfer Delay), 
 Abweichung eines IP-Paketes im Vergleich zur erwarteten Ankunftszeit IPDV (In-
stantaneous Packet Delay Variation), 
 Paketverlusthäufigkeit IPLR (IP-Packet Loss Ratio) und 
 Paketfehlerhäufigkeit IPER (IP Error Rate). 
Die Werte zu den Klassen sind in der Tabelle 1 enthalten. 



















IPTD Obere Grenze 
der mittleren 
IPTD 
100 ms 400 ms 100 ms 400 ms 1 s u 
IPDV Obere Grenze 50 ms 50 ms u u u u 
IPLR Obere Grenze 1 ⋅ 10
−3 1 ⋅ 10−3 1 ⋅ 10−3 1 ⋅ 10−3 1 ⋅ 10−3 u 
IPER Obere Grenze 1 ⋅ 10
−3 u 
Die messtechnische Prüfung zur Einhaltung der Klassen in IP-Netzen ist über mindes-
tens eine Minute durchzuführen. Das „u“ in der Tabelle steht für unspezifiziert. Im Kon-
text dieser Arbeit ist der Wert des Parameters „Klasse 0“ von Bedeutung. Dieser steht 
für eine weltweit anerkannte Obergrenze für die mittlere Ende-zu-Ende Verzögerung 
bei der Übertragung von IP-Paketen, den es bei der Planung und Dimensionierung  von 
Netzen zu beachten gilt. Die Empfehlungen der ITU-T zu den Qualitätsklassen werden 
durch die technologischen Entwicklungen beeinflusst und angepasst. 
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Die „Internet Engineering Task Force“ (IETF) hat eine Reihe von Protokollen für die 
Vermittlungsschicht zur Gewährleistung der Diensteparameter in paketvermittelnden 
Netzen mit dem Ziel definiert, die positiven Eigenschaften von kanalvermittelnden Sys-
temen in IP-Netzen nachzubilden, um die Pufferzeiten und Prozesslaufzeiten zu steuern. 
Ein Protokoll, das Reservierungen im Netz vornimmt, wird von der IETF in dem „Re-
quest For Comments“ (RFC) 2205-2210 beschrieben. Das „Resource Reservation Pro-
tocol“ (RSVP) ist ein Signalisierungsprotokoll, um die Anforderung von Ressourcen 
entlang eines Verbindungspfades im Kommunikationsnetz umzusetzen. An jedem Ver-
mittlungsknoten erfolgt die entsprechende Reservierung der Puffergröße und Rechen-
leistung. Mit der Reservierung zwischen den Knoten entsteht ein virtueller Pfad mit 
einer vordefinierten Dienstgüte. Befindet sich im Pfad ein Netzwerk, das dieses Proto-
koll nicht unterstützt, erfolgt eine Übertragung nach dem Best-Effort Prinzip. 
„Integrated Services“ (IntServ) wurde von der IETF im RFC 1633 definiert. Die Reali-
sierung einer definierten Dienstgüte erfolgt mit zwei Serviceklassen. In Verbindung mit 
dem RSVP wird eine Serviceklasse „Guarandeed-Service“ für Echtzeitanwendungen 
bezeichnet. Bei einer Toleranz gegenüber Paketverlusten wird die Serviceklasse „Con-
trolled-Load Services“ realisiert. 
Für einen einfacheren Ansatz der Dienstgüte, der lokal an jedem Router ohne vorherige 
Einbeziehung und Einrichtung des gesamten Verbindungspfades implementiert werden 
kann, steht das Protokoll „Differentiated Services“ (Diffserv) mit den RFC 2474, 2475, 
3246 und 2597. Dieser  Dienst kann in Form einer Gruppe von Routern, die eine admi-
nistrative Domäne bilden, realisiert werden. Die Pakete, die in diese Domäne eintreten, 
erhalten eine Kennzeichnung mit der entsprechenden Klasse. Zur Verwaltung der 
Dienstklassen existieren zwei Verfahren. Bei der Express-Weiterleitung (Expedited 
Forwarding) sind die Klassen „Normal“ und „Express“ verfügbar.  Expresspakete sind 
charakterisiert durch eine geringe Pufferzeit, Prozesslaufzeit und geringem Dejitter. 
Innerhalb der gesicherten Weiterleitung (Assured-Forwarding) werden vier Prioritäts-
klassen definiert, wobei jede Klasse ihre eigenen Ressourcen hat. 
Die „Multi Protocol Label Switching“-Technologie (MPLS) ähnelt in den Ansätzen den 
Mechanismen von kanalvermittelnden Netzen. Eine Beschreibung von MPLS erfolgt in 
der RFC 3031. Beim Eintritt des Paketes in ein MPLS-fähiges Netz wird ihm ein Label 
vor dem IP-Header hinzugefügt. IP-Pakete sind nicht für virtuelle Verbindungen entwi-
ckelt worden, so dass im IP-Header kein Feld für virtuelle Verbindungsnummern vor-
handen ist. Die Weiterleitung im Netz basiert auf diesem Label und nicht auf der Aus-
wertung der IP-Adresse. Das Label wirkt wie eine interne Tabelle, die die Zuweisung 
der Ausgangsleitung zuweist. Mit diesem Verfahren lässt sich der Verkehrsfluss steuern 
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und QoS etablieren. Dazu werden Kommunikationspfade, die als Label Switched Path 
(LSP) bezeichnet werden, angelegt. Am Ende des MPLS-Netzes wird das Label ent-
fernt, und es gilt für das weitere Routing die IP-Adresse. Router aggregieren auch Ver-
kehrsströme, die an einem bestimmten Router oder einem LAN enden. Dies erfordert 
einen Kennzeichner, die Äquivalenzklasse (Forwarding Equivalence Class, FEC), in 
dem nicht nur das Ziel der Pakete, sondern auch deren Dienstklasse enthalten ist. MPLS 
wird nach dem hybriden Referenzmodell zwischen der Sicherungsschicht und der Ver-
mittlungsschicht eingeordnet. 
Die genannten Protokolle unterstützen QoS für die bereitzustellenden Dienste. Das gilt 
bei der Anforderung des Dienstes und wird über den Zeitraum der Verbindung konstant 
gehalten. Bei einer Veränderung der Diensteanforderungen ist ein erneuter Prozess an-
zustoßen. [1], [105] 
Die Überlegungen zur Gewährleistung der von den Anwendungen erforderlichen 
Diensteparameter sind bei der Planung und Dimensionierung von Kommunikationsnet-
zen vorzunehmen. Über ein Traffic-Engineering, das das Wissen über Protokolle und 
Technologien voraussetzt, lassen sich Verbindungspfade mit fest vorgegebenen Redun-
danzen und Netznoten implementieren, was sich positiv auf die Verzögerungszeit aus-
wirkt. 
3.3.2 Eigenschaften der IP-Kommunikation 
In paketvermittelnden Netzen ist der Verkehr durch die Kommunikation auf Basis von 
IP-Paketen zu charakterisieren. Die Quellen übergeben die Pakete in unterschiedlichen 
Zeitabständen an das Netz, was einzeln oder bulkweise erfolgen kann und sich durch 
Paket-Bursts ausdrückt [59]. Im Gegensatz zu den  kanalvermittelnden Netzen verfügen 
diese Netze über eine höhere Effizienz, die sich dadurch ausdrückt, dass sich die Pakete 
verschiedener Verbindungen einen Kommunikationspfad teilen. Die Verarbeitungska-
pazität der Pakete innerhalb einer bestimmten Zeit ist begrenzt, was bei einem stetig 
steigenden Verkehr zu einer Überlastung führt. Daraus resultieren ein sinkender Durch-
satz und der Anstieg der Verzögerungszeit verbunden mit der Verletzung von Dienste-
parametern sowie Paketverlust. Abbildung 11 zeigt den Zusammenhang. Diese kapazi-
tive Auslastung ist nicht nur auf ein Netz zu beziehen, sondern auch auf einzelne lokale 
Netzkomponenten, so dass die Auslastung des Kommunikationsnetzes langsamer ans-
teigen kann als bei einer einzelnen Netzkomponente, an das Paket-Bursts gesendet wur-
den.  
 
Kapitel 3: Theoretische Grundlagen 
30 
Entwicklung des Durchsatzes Entwicklung der Verzögerungszeit
 
Abbildung 11: Auswirkungen der Netzbelastung [3] 
Paketvermittelnde Netze sind unter bedienungstheoretischen Gesichtspunkten allgemein 
als Warteverlust-System zu betrachten. Modellierungsansätze zu entwickeln ist auf-
grund der Eigenschaften der IP-Kommunikation deutlich komplexer.  
Die Eigenschaft der Selbstähnlichkeit charakterisiert die Verkehrsströme in einem 
Kommunikationsnetz, die in lokalen sowie in Weitverkehrsnetzen vorzufinden ist. Es 
besteht eine Unabhängigkeit von der Netztopologie und der Netzsoftware. Die Selbst-
ähnlichkeit lässt sich sehr gut darstellen, in dem die Menge der Pakete, die in einem 
bestimmten Zeitraum übertragen werden, messtechnisch aufgenommen werden. Die 
Schwankungsmuster des zeitlichen Verlaufs der Anzahl der Pakete einer Übertragung 
wiederholen sich in Zeitabschnitten größerer Ausdehnung. Mit der Skalierung der Ab-
tastrate des Paketdurchsatzes bei der Aufnahme eines gleichbleibenden Zeitintervalls 
besteht die Möglichkeit, diese Eigenschaft deutlich zu machen. Die Methode wurde 
durch [93] in Abbildung 12 angewandt. Die Eigenschaft der Selbstähnlichkeit zeigt der 
langzeitabhängige Verkehr, wie er bei IP-Netzen auftritt. Bei kurzzeitabhängigem Ver-
kehr geht das Signal mit steigender Skalierung in weißes Rauschen über. Der zeitliche 
Verlauf der unterschiedlichen Skalierungsgrade besitzt Ähnlichkeit zu sich selbst. Der 
Grad dieser Selbstähnlichkeit wird mit dem dimensionslosen Hurst-Parameter, auch 
Selbstähnlichkeitsparameter genannt, beschrieben. Bei paketvermittelnden Netzen liegt 
dieser zwischen 0,5 < H < 1,0. [93] 
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Abbildung 12: Selbstähnlichkeit von Verkehrsströmen nach [93] 
Im Zusammenhang mit der Selbstähnlichkeit stehen die Eigenschaften der Kurzzeit- 
und Langzeitabhängigkeit. Diese beziehen sich auf das Abklingverhalten der Autokorre-
lationsfunktion einer Zeitreihe. Die Zeitreihe selbst ist eine Aufzeichnung der Anzahl 
der Pakete, die über einen bestimmten Zeitraum über ein Kommunikationsnetz übertra-
gen wurden. Beim Abklingen einer Autokorrelationsfunktion korreliert die Zeitreihe mit 
sich selbst immer weniger und wird sich dadurch unähnlicher. Kurzzeitabhängige Ver-
kehrsströme, zu denen der Poisson-Verkehr gehört, haben eine exponentiell abnehmen-
de Autokorrelationsfunktion. Bei langzeitabhängigen Verkehrsströmen ist diese hyper-
bolisch und nimmt viel langsamer ab. Es erfolgt eine längere Beobachtungszeit bzw. die 
Abtastrate wird reduziert, so dass keine Selbstähnlichkeit mehr besteht. Bei einem 
Hurst-Parameter, der zwischen 0,5 < H < 1,0 liegt, ist die Langzeitabhängigkeit als Fol-
ge der Selbstähnlichkeit zu sehen [93]. Die Abklingeigenschaft der Autokorrelations-
funktion ist auch für die Varianzen zu beobachten. Die Autokorrelation der Varianz 
nimmt bei langzeitabhängigen Verkehrsströmen hyperbolisch ab. Bei kurzzeitabhängi-
gen Verkehrsströmen tritt ein exponentielles Abklingverhalten auf. Beide Verkehre un-
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terscheiden sich in Bezug auf die Schwankungsbreite über längere Zeiträume hinweg. 
[93] 
In Abhängigkeit, wie sich das auslaufende Ende bzw. „Schwanz“ (tail) einer Vertei-
lungsfunktion verhält, kann die Heavy-Tail-Eigenschaft auftreten. Nach [76] fällt bei 
üblichen Verteilungsfunktionen das auslaufende Ende der Funktion sehr schnell ab und 
es befindet sich darunter relativ wenig „Wahrscheinlichkeitsmasse“. Bei Heavy-Tail-
Verteilungen klingen die Enden nur sehr langsam ab und haben somit relativ viel 
„Wahrscheinlichkeitsmasse“. Daraus folgt, dass die Werte, die weit von einem Erwar-
tungswert entfernt liegen, mit relativ hoher Wahrscheinlichkeit auftreten. Das kann dazu 
führen, dass diese Verteilungen gar keinen Erwartungswert besitzen [93]. Die Selbst-
ähnlichkeit kommt in Weitverkehrsnetzen durch die heavy-tail Eigenschaft der An-
kunftsabstände und der Paketgrößen von 46 bis 1500 Byte zustande, die über das Kom-
munikationsnetz übertragen werden. Mit dem Einsatz von Traffic-Shaping werden die 
Pakete für die weitere Verarbeitung im Netzknoten zeitlich reguliert. 
Die Berechnung von Kenngrößen des IP-Verkehrs ist aufgrund der Eigenschaften sehr 
komplex. Das Nutzerverhalten kann nicht vorhergesagt werden und die Mittelwerte sind 
nicht aussagefähig.  
3.3.3 Next Generation Networks 
Ein Next Genration Networks (NGN) kann als Ersatz der klassischen Kommunikations-
netze, wie zum Beispiel kanalvermittelnde Telefonnetze oder Kabelfernsehnetze durch 
eine einheitliche paketvermittelnde Netzarchitektur mit definierten Schnittstellen zu 
anderen Netzen definiert werden. Dieses Konzept wurde eingeführt, um die neuen An-
forderungen im Kommunikationsmarkt, wie Marktderegulierung, Steigerung des Da-
tenverkehrs aus der wachsenden Nutzung des Internets und dem Bedürfnis nach Mobili-
tät Rechnung zu tragen. Die ITU-T hat 2004 mit der Empfehlung Y.2001 für ein NGN 
folgende 14 grundlegende Merkmale definiert [52]: 
 Paketübertragung, 
 Aufteilung der Steuerungsfunktionen, 
 Entkopplung des Diensteangebotes vom Transport und Bereitstellung von offenen 
Schnittstellen, 
 Unterstützung eines großen Spektrums von Diensten, Anwendungen und Mecha-
nismen auf Grundlage von Modulen, 
 Breitband mit einer Ende-zu-Ende Dienstgüte (QoS), 
 Anbindung an vorhandene Netze über offene Schnittstellen, 
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 Generelle Mobilität, 
 Uneingeschränkter Zugang der Nutzer zu verschiedenen Diensteanbietern, 
 Vielzahl von Identifikationsschemata, 
 Einheitliche Dienstemerkmale für den gleichen Dienst aus der Sicht des Nutzers, 
 Konvergenz zwischen Fest- und Mobilfunknetzen, 
 Unabhängigkeit von dienstbezogenen Funktionen von den zugrunde liegenden 
Übertragungstechnologien, 
 Unterstützung verschiedener Zugangstechnologien, 
 Übereinstimmung mit allen regulatorischen Anforderungen z. B. Notruf, Sicherheit, 
Privatsphäre und gesetzliche Überwachung. 
Die Architektur des NGN wurde in der ITU-T Empfehlung Y.2012 spezifiziert. Diese 
zeigt Abbildung 13. 
 
Abbildung 13: NGN-Struktur nach ITU-T Y. 2012 [53] 
Die strikte Trennung zwischen Transport und Dienst wird in dem Stratum abgebildet, 
das mindestens eine Schicht enthält. Jede der Schichten verfügt über eine Datenebene, 
die die Datenübertragung realisiert, eine Steuerungsebene zur Überwachung der betei-
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ligten Instanzen und eine Managementebene, welche die Instanzen innerhalb eines Stra-
tums koordiniert. Im „Transport Stratum“ ist das Modul „Transport Functions“ enthal-
ten. Dieses Modul bildet die Verbindungen für alle Komponenten und physikalisch se-
parierten Funktionen im NGN ab. Es werden Aufgaben für die Punkt-zu-Punkt und 
Punkt-zu-Multipunkt Übertragung sowie für die Übertragung von Kontroll- und Mana-
gementinformationen ausgeführt. Die enthaltenen Zugangsfunktionen ermöglichen dem 
Nutzer den Zugang zum Netz. Zusätzlich leisten die Funktionen im Modul QoS-
Kontrollmechanismen, Filtermechanismen, Verkehrsklassifizierungen, Paketgrößenan-
passungen und die Unterstützung von Mobilitätsfunktionen. Die Gatewayfunktionen 
werden benötigt, um Netze, die nicht dem NGN-Standard entsprechen, anbinden zu 
können. Ein weiteres Modul im Transport Stratum sind die “Transport Control Functi-
ons”. Das Modul enthält die  „Resource and Admission control Functions“ (RACF), die 
„Network Attachment and Control Functions“ (NACF) sowie die „Mobility Manage-
ment and Control Functions“. Das RACF-Modul dient als QoS-Vermittler zwischen den 
„Service Control Functions“ und den „Transport Functions“ und übernimmt damit die 
zentrale Aufgabe bei der Dienstgüteermittlung. Die Dienstgüteentscheidungen basieren 
auf den Servicevereinbarungen, den Netzwerkregeln, den Diensteprioritäten, den ver-
fügbaren Ressourcen und den Auslastungsinformationen. Das NACF-Modul übernimmt 
die Adressverwaltung und die Zugangskonfiguration. Es vergibt die für die Transport-
schicht benötigten IP-Adressen. Weiterhin erfolgen die Registrierung, Authentifizie-
rung, Autorisierung und die Initialisierung der Endeinrichtungen zum Zugang in das 
Servicenetzwerk. „Das Mobility Management Functions Modul“ beinhaltet Funktionen 
für die IP-basierte Mobilität innerhalb des Transportstratums. Das Modul ist unabhängig 
von der Zugangstechnologie und unterstützt ein Handover zwischen unterschiedlichen 
Technologien. 
Das Modul „Service Control and Content Delivery Functions“ im Service Stratum 
enthält Funktionen zur Autorisierung zwischen Nutzer und Dienst für den Service Level 
sowie zur Steuerung von speziellen Ressourcen und Gateways, die für die Signalisie-
rung erforderlich sind. Die „Content Delivery Functions“ erhalten Informationen vom 
Modul „Application Support Functions and Service Support Functions“, speichern, ver-
arbeiten und übertragen diese zu den „End-User Functions“. Die Überwachung über-
nehmen die „Service Control Functions“. 
Das Modul „Application Support Functions and Service Support Functions“ übernimmt 
die Funktionen zur Registrierung, Authentifizierung und Autorisierung sowie die Gate-
wayfunktionen als Schnittstelle zu den Applikationen. 
Die Managementfunktionen garantieren, dass die Dienste in der zugesicherten Qualität, 
Sicherheit und Zuverlässigkeit zur Verfügung gestellt werden. Für beide Straten werden 
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die Funktionalitäten Fehler-, Konfigurations-, Abrechnungs-, Performance- und Sicher-
heitsmanagement abgedeckt. 
Das Modul „Identity Management Functions“ (IdM) steuert die Identitäten, wie User-
ID, E-Mail Adresse, Telefonnummern und IP-Adressen. Zusätzlich sind hier Zertifikate, 
Rollen, Privilegien und der Aufenthaltsort hinterlegt. 
Das Modul „Management Functions“ ist in jedem funktionalen Block enthalten. Es 
übernimmt die Interaktion mit dem Service-, dem Elemente- und dem Netzwerkmana-
gement. Am Rande der NGN-Architektur befinden sich die Schnittstellen auf der Steue-
rungs- und Datenübertragungsebene wie UNI, NNI, SNI und das „Application Network 
Interface“ (ANI). [53], [54] 
Eine grundlegende Übereinstimmung besteht mit der NGN-Architektur des ETSI-
Standards. Dieser wird als „Telecommunications and Internet converged Service and 
Protocols for Advanced Networking“ (TISPAN) bezeichnet. Auch die ETSI unterschei-
det nach Transport- und Servicestratum. Der Schwerpunkt liegt hier in der Integration 
von leitungsgebundenen Zugangsnetzen. [37] 
Die Basis für die NGN-Architekturen der ITU-T und der ETSI bildet das „IP Multime-
dia Subsystem“ (IMS) des „3rd Generation Partnership Projects“ (3GPP). Hierin wur-
de ein Entwurf erarbeitet, der die Architektur der Mobilfunknetze berücksichtigt. [27] 
3.3.4 Future Internet (FI) 
Mit dem Future Internet ist eine Architektur erarbeitet worden, die den Anforderungen 
aus der dynamischen Entwicklung des Internet gerecht wird. Die Schwerpunkte für das 
FI bilden die dezentralen Knoten im Internet ohne eine regulierte Struktur, die Nutzung 
von einer Vielzahl von Protokollen, die Integration der mobilen Dienste und die stetige 
Steigerung des Internetverkehrs. Als Beispiel zu den FI-Aktivitäten wird in dieser Ar-
beit das Projekt „The 4WARD“ (4WARD) betrachtet. Dahinter verbirgt sich ein Zu-
sammenschluss von Kommunikationsunternehmen und Universitäten, die erste Ansätze 
entwickelt haben, die in zukünftigen Empfehlungen enthalten sein werden. 
Die Forschungsaktivitäten des FI stützen sich auf vier Grundsätze, um hochkomplexe 
Netze zu entwickeln, die auf einer allgemeinen Basis beruhen. 
 Entwicklung verschiedenartiger Netzwerke, die für die jeweilige Aufgabe speziali-
siert sind, bei gleichzeitiger Unterstützung von verschiedenen Zugangstechnologien. 
Bildung eines Rahmens, der die Interoperabilität von Netzen gewährleistet. 
 Selbstmanagement der Netzwerke ohne eine Visualisierung durch das Netzmana-
gementsystem, sondern die Netzknoten ermitteln das Fehlerbild selbständig und lei-
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ten entsprechende Maßnahmen ein. Es erfolgt eine Anpassung an die variierende 
Netzgröße und automatisierte Konfigurationsveränderungen werden hinterlegt. 
 Netzverbindungen als aktives Element, in dem der Ausfall von Übertragungswegen 
eigenständig alarmiert wird. Die Ressourcen werden dynamisch bereitgestellt, was 
den Ansatz der gleichmäßigen Ressourcenverteilung bei der Paketvermittlung er-
weitert. Es erfolgt eine präventive Instandhaltung zur Gewährleistung der Verfüg-
barkeit. 
 Das Netz als Informationsmittelpunkt, damit der Nutzer kein Wissen zu dem Netz 
benötigt. Netze entwickeln sich als Ganzes, um Informationen aus verschiedenen 
Netzen zu kombinieren und diese dezentral und mobil zur Verfügung zu stellen. Der 
Bereitstellungsort für den Dienst bzw. die Anwendung ist unabhängig vom Auf-
enthaltsort. 
Die Grundstruktur der FI-Architektur zeigt Abbildung 14.  
 
Abbildung 14: Modell für FI nach [30]  
Das Modell ist unterteilt in horizontale sowie vertikale Straten und einer Datenbank. 
Das horizontale Stratum bildet die virtuellen Knoten (K) ab. Die Zugangsnetze sind 
über standardisierte Schnittstellen an den Knoten angebunden. Jeder Knoten setzt sich 
aus den Netlets zusammen, die als Funktionsblöcke eine definierte Aufgabe überneh-
men. Die Verwaltung erfolgt durch das Managementsystem (MS). Zur Kommunikation 
der Straten untereinander werden Schnittstellen durch den „Stratum Service Point“ 
(SSP) und „Service Gateway Point“ (SGP) bereitgestellt. Das Management der Straten 
wird mit den Managementsystemen des jeweiligen Stratums und übergreifend mit dem 
Steuerungsstratum vorgenommen. Das Informationsstratum übernimmt die Aufgabe, 
die Struktur der Dienststraten zu dokumentieren und anderen Dienststraten zur Verfü-
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gung zu stellen. Die Rechte der Netze, einschließlich der Kommunikationsbeziehungen, 
verwaltet das Steuerungstratum. Die Datenbanken mit dem Aufbaubereich und dem 
Entwurfsmuster verwalten die Designvorgaben zur Konfiguration und die Richtlinien 
zum Aufbau weiterer virtueller Knoten, wenn diese zur Diensterealisierung erforderlich 
sind. [30], [40] 
Mit der beschriebenen mikroskopischen Architektur des FI lässt sich eine Protokollagi-
lität realisieren. Das heißt, dass in Abhängigkeit von der Anforderung durch den Nutzer 
das für die Bearbeitung der Anforderung geeignete Protokoll zur Anwendung kommt. 
Diese Vorgehensweise wird aufgrund der Modularität der Knoten unterstützt und 
gleichzeitig erfolgt eine Abbildung der Heterogenität der Protokolle in einem homoge-
nen Knotendesign. [30], [40]   
3.3.5 Software-Defined Networking (SDN) 
SDN ist eine paketvermittelnde Netzarchitektur, in der eine Trennung zwischen der Da-
ten- und Steuerungsebene erfolgt. Die Data Plane verantwortet lediglich den Transport 
der Pakete, die Control Plane steuert dagegen nicht nur die Anwendungen, sondern auch 
die Pfade der Pakete in der Data Plane. Damit umfasst die Control Plane alle Elemente 
und Systeme zur Steuerung der Pakete und trifft Entscheidungen über den Pfad im Netz 
auf Basis eines zentralen Abbildes in der Datenbank, die Informationen zum Auslas-
tungsgrad der Netzkomponenten und zu den Verbindungswegen zwischen den Kompo-
nenten in der Data Plane enthält. Die Netzkomponenten werden als SDN-Switch oder 
SDN-Router bezeichnet. Im hybriden Referenzmodell sind diese den Schichten 1 bis 4 
gleichzeitig zuzuordnen und bieten zusätzlich zwischen den Schichten Funktionen an. 
Eine Vergleichbarkeit mit den Netzkomponenten aus den klassischen Internetarchitektu-
ren ist nicht gegeben. Die Southbound-Schnittstelle trennt die Control-Plane von der 
Data-Plane. Von der „Open Network Foundation“ (ONF) ist eine herstellerunabhängige 
Spezifikation mit dem „Open Flow Protocol“ für diese Schnittstelle entwickelt worden, 
mit der die Netzkomponenten die Informationen für einen Flow enthalten. Die Pakete 
selbst beinhalten die vorhandenen Standardprotokolle wie Ethernet, IP und TCP. Die 
Anwendungen greifen über die Northbound-Schnittstelle auf den SDN-Contoller zu. 
Darüber können beispielsweise Vorgaben für das Netzverhalten, Lastverteilungen und 
Verfügbarkeiten an die Steuerung gegeben werden. Die Architektur des SDN zeigt die 
Abbildung 15. 
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Abbildung 15: SDN-Netzarchitektur [97] 
Für eine Verbindung von einer Anzahl von Paketen zwischen zwei Endeinrichtungen 
wird von der Control Plane ein Flow eingerichtet. Der erste SDN-Switch findet für das 
erste Paket einer aufzubauenden Verbindung keinen Eintrag für die Verarbeitung des 
Flows und sendet das Paket an die Control Plane. Nach der Analyse des Paketes und 
einer Kommunikation zwischen allen beteiligten Steuerungselementen wird ein optima-
ler sowie performanter Pfad durch das Netz unter Nutzung des Netz-Abbildes in der 
Datenbank ermittelt. Zur Aktualisierung des Abbildes werden Informationen zur Nut-
zung der Flows an die Control Plane übertragen. Danach werden alle beteiligten SDN-
Switche mit einem Flow programmiert, um den gesamten Pfad für alle folgenden Pakete 
festzulegen. [97]   
Mit der beschriebenen Architektur wird das Ziel verfolgt, die Komplexität der Netze 
durch die Virtualisierung von Netzfunktionen und die Programmierbarkeit der Netz-
komponenten durch eine übergeordnete Steuerung zu reduzieren. Das Prinzip ist ver-
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gleichbar mit der Verbindungssteuerung in klassischen Fernmeldenetzen. Auf Basis der 
Zieladresse werden die Netzkomponenten über einer Steuerrechner eingestellt, und da-
nach erfolgt die Durchschaltung der Verbindung.  
Nach [97] lassen sich für SDN beispielhaft folgende Einsatzgebiete nennen: 
 SDN ist eine Ergänzung vorhandener Infrastrukturen. Privatnetze können mit SDN-
Netzkomponenten verbunden werden und erweiterte Funktionen erhalten. 
 SDN ist eine neue Netzarchitektur und Technik, um große, komplexe und leistungs-
fähige Netze mit flexibler Steuerung zu bauen. 
 SDN ist eine mögliche Plattform, um eine Garantie von Qualitäten in der Übertra-
gung, die Vermeidung von Engpässen, kurze Paketlaufzeiten, praktisch kein Paket-
verlust in der Übertragung sowie eine sehr große Verfügbarkeit zu realisieren. 
 SDN kann eine Ende-zu-Ende Qualität bereitstellen. 
 SDN ist eine flexible Plattform zur Bereitstellung von Diensten. Die Dienste oder 
Netzfunktionen können lastabhängig auf virtuelle Maschinen verteilt im Netz reali-
siert werden. 
 SDN kann für bestimmte, einfachere Funktionen auch als zentrale Firewall im Netz 
eingesetzt werden. 
 SDN ist die Fortführung der Virtualisierung über Standorte hinweg im gesamten 
Netz. 
 SDN bietet einen optimierten Transport mit hoher Verfügbarkeit und Qualität sowie 
eine flexible Bereitstellung von Diensten. 
Die SDN-Technik ist nicht durchgängig standardisiert. Eine Grundlage bilden die Rah-
menspezifikationen der ONF mit dem „Open Flow Protocol“. In diesem Bereich sind 
weitere Gremien wie die IETF, die ETSI und die ITU-T tätig. Ein genereller Überblick 
ist zum Beispiel in der Empfehlung ITU-T Y.3300 enthalten. Der Stand zur Standardi-
sierung ist im Dokument der ITU-T Studie 2017-2020 mit der Bezeichnung JCA-SDN-
D-001 Rev. 6 enthalten. [55], [97]       
3.4 Modellierung der Zuverlässigkeit von Netzen  
3.4.1 Allgemeines analytisches Modell 
Ein verkehrstelematischer Prozess kann im Sinne seiner Organisation durch folgende 
gleichzeitig und relativ unabhängig ablaufende Elementarprozesse beschrieben werden: 
 Organisationsprozesse in den Steuerungs- und Leitsystemen, 
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 Verkehrsobjektein- und Verkehrsobjektausgang 
bestehend aus dem Verkehrsprozess mit den charakteristischen Zufallsgrößen 
Verkehrsobjektmenge  𝑋  =  
𝑋𝐸
𝑋𝐴




   und 
dem Eingangsprozess mit der Zufallsgröße Eingangszeitpunkt 𝑇𝐸 (𝐸- Eingangszeit-
punkt), der Ausgangsprozess wird nicht expliziert betrachtet, 
 Produktionsprozess (inklusive Messung/Kontrolle), je nach Verkehrsobjektart und 





Die Grundprozesse können analytisch mit Bedienungsmodellen beschrieben werden. 
Sie werden hier allgemein als Bedienprozess bezeichnet und durch die Zufallsgröße 
Bediendauer 𝑇𝐻 - bezogen auf ein Verkehrsobjekt – oder Technologiedauer 𝑇𝑄 
(𝑄 - Durchsatz bzw. Bedienungsrate) – bezogen auf eine deterministische Menge von 𝑥 
Verkehrsobjekten charakterisiert. Die Technologiedauer kann auch spezifisch als Bear-
beitungs-, Vermittlungs-, Transport- oder Übertragungsdauer bezeichnet werden. 
 Betriebsstörung ⇒ Ausfallprozess mit der Zufallsgröße 𝑇𝜆  Einsatzdauer (𝜆 - Ausfall-
rate), 
 Instandhaltung ⇒ Wiederherstellungsprozess mit der Zufallsgröße Wiederher-
stellungsdauer 𝑇𝜇  (𝜇 - Reparaturrate). 
Die Technologiedauer 𝑇𝑄 ist eine Funktion des Betriebszustandes 𝜅. Es wird unter-
schieden: 
 Nennbetrieb umfasst die Zustände 𝜅𝑙  eines technologischen Prozesses, bei denen 
sich alle relevanten Ausgangsgrößen in der von der Planung bestimmten zulässigen 
Grenzen bewegen; integriert ist hierin der Optimalbetrieb, bei dem die Prozess-
parameter im Optimalbereich liegen, 
 Störbetrieb umfasst die Zustände 𝜅𝑗  eines technologischen Prozesses, bei denen eine 
oder mehrere Ausgangsgrößen, die im Bedienungsregime fixierten normierten 
Grenzen ihres Sollwertes über- bzw. unterschreiten, aber keinen Prozesszusammen-
bruch zur Folge haben; in der Regel treten Leistungsminderungen wie zum Beispiel 
Qualitätseinbußen der Dienstgüte auf, 
 Betrieb als Menge aller Betriebszustände, 
 Kollaps bei dem ein oder mehrere Prozessparameter soweit abdriften, dass der Pro-
zess zum Erliegen kommt. 
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Die genannten Betriebszustände und eine entsprechende Trajektorie sind in der Abbil-
dung 16 dargestellt. 
 
Abbildung 16: Betriebszustände [59] 
Die Beschreibung der Prozesse erfolgt in der Systemtechnik über das Dual der Zeitfunk-
tion und der Stabilität. Die Prozessdauer  𝑇Π  ist eine stochastische Größe, die die für den 
Betriebsprozess in einem definierten Betriebssystem erforderliche Verweildauer der 
Verkehrsobjekte, als Vermittlungsprozessdauer  𝑇Π𝑣𝑒  im Knoten und als Übertragungs-
prozessdauer  𝑇ΠÜ auf der Kante, beschreibt. Die Prozessdauer  𝑇Π  wird als Zufallsgröße 
durch den Erwartungswert  𝐸 𝑇Π , die Varianz  𝐷
2 𝑇Π  und die Verteilungsfunktion 
𝐹𝑇Π  𝑡 =  𝑃(𝑇Π ≤ 𝑡) beschrieben. Bei der Betrachtung von Netzen entspricht die Pro-
zessdauer  𝑇Π  der Leistungszeit. Sie entspricht dem Zeitintervall, in dem eine Verkehrs-
objektmenge 𝑋 durch ein technologisches System der Konfiguration SY in einem be-
stimmten Organisationsregime OR bearbeitet wird und sie ist abhängig vom Bedienpro-
zess, dem Ausfall- bzw. Angriffsprozess und dem Wiederherstellungsprozess für beide 
Ausfallformen. 
                                              𝑇Π = 𝑓(𝑇𝑄 , 𝑇𝜆 , 𝑇𝜇  )                                                            (1) 
Der Begriff der Prozesszuverlässigkeit 𝑍Π(𝑡) wird nach [77] aus der Stabilität abgelei-
tet. Stabilität ist exakt nur für stark begrenzte technische Systeme definiert. Sie ist die 
Fähigkeit eines Systems (Regelkreis), nach einer Änderung der Eingangsgrößen (Stö-
rung der Regelgröße) die Ausgangsgrößen in festen Grenzen (bzw. ohne Schwingun-
gen) zu halten oder unter abklingenden Schwingungen einen neuen Beharrungszustand 
einzunehmen.  
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Weiterhin soll die Eigenschaft der Stabilität quantifizierbar sein. Diesen Anspruch 
kommt nach [77] die Definition der Zuverlässigkeit am nächsten, zum Beispiel mit der 
klassischen Definition der Zuverlässigkeit als die Eigenschaft eines Systems oder Ele-
mentes fähig zu sein, festgelegte Aufgaben unter bestimmten Betriebsbedingungen eine 
bestimmte Zeit zu erfüllen. 
Bei der Erweiterung auf den gesamten technologischen Prozess ist der Begriff der Zu-
verlässigkeit eher geeignet als die Stabilität von Knoten, Kanten und Netzen zu be-
schreiben, denn die Prozessstabilität  𝑆(𝑡𝑄) ist nur die Fähigkeit eines Kommunikati-
onssystems bzw. Netzes über eine bestimmte Zeit (Technologiedauer  𝑡𝑄) einen defi-
nierten Betriebszustand (Nenn- oder Störbetrieb) einzunehmen, während die Prozesszu-
verlässigkeit das Einnehmen der Betriebszustände und damit die Prozessstabilität quan-
tifizierbar macht. Damit lässt sich allgemein nach [77] die Prozesszuverlässigkeit 
𝑍Π(𝑡𝑄) als die Wahrscheinlichkeit dafür, dass ein Kommunikationssystem während 
einer bestimmten Technologiedauer einen definierten Betriebszustand einnimmt, defi-
nieren. In Abhängigkeit des Betriebszustandes 𝜅 wird unterschieden in die Nennbe-
triebszuverlässigkeit 𝑍𝑛𝑒𝑛𝑛 (𝑡𝑄), die Störbetriebszuverlässigkeit 𝑍
𝑠𝑡ö𝑟𝜅 𝑡𝑄  mit den 
Störzuständen 𝜅 ∈  1, 𝜅  und die Betriebszuverlässigkeit  𝑍𝑏𝑒𝑡𝑟 (𝑡𝑄). Für die Ebene der 
Betriebssysteme müssen zusätzlich die Eingangsgröße Verkehrsobjektmenge 𝑋 und ihr 
Eingangszeitpunkt  𝑇𝐸  berücksichtigt werden. Die Prozesszuverlässigkeit  𝑍Π(𝑡𝑄) kann 
daher als die Wahrscheinlichkeit  dafür, dass eine Systemkonfiguration SY bei Anwen-
dung einer Instandhaltungsmethode IM in einer Prozessdauer  𝑇Π ≤ 𝑡Π  die bis zum 
Zeitpunkt  𝑇𝐸  eingehende Verkehrsobjektmenge  𝑋 vollständig (rückstandsfrei) bearbei-
tet, definiert werden. Die Prozesszuverlässigkeit  𝑍Π(𝑡𝑄) ist deshalb nicht nur von der 
Technik abhängig, sondern auch von der Organisation, den Arbeitskräften und der Sto-
chastik des Ankunftsprozesses. Zur Berechnung ist eine kompatible Aufteilung in Teil-
zuverlässigkeiten erforderlich. In Abbildung 17 wird das allgemeine Modell der Pro-
zesszuverlässigkeit von Kommunikationsnetzen mit der Aufteilung in Teilzuverlässig-
keiten dargestellt. 
 



































Abbildung 17: Allgemeines Modell der Prozesszuverlässigkeit nach [59]  
Die Berechnung der Prozesszuverlässigkeit  𝑍Π
𝜅(𝑡Π) erfolgt nach einer kompatiblen 
Aufteilung in Teilprozessen in Abhängigkeit des Bedienungsregimes. 
Die Bedienungszuverlässigkeit 
                                                      𝑍𝐻(𝑡) = 𝑃 𝑇𝐻 ≤ 𝑡                                                    (2) 
beschreibt die Wahrscheinlichkeit dafür, dass ein System bzw. Bedienungskanal wäh-
rend der Zeitdauer  𝑇𝐻 ≤ 𝑡 ein Verkehrsobjekt bedienen kann. Die Bedienungszuverläs-
sigkeit wird durch die Verteilungsfunktion der Bediendauer  𝑍𝐻(𝑡) = 𝐹𝑇𝐻 (𝑡) model-
liert.  
Die Ankunftszuverlässigkeit 𝑍𝐴(𝜏𝐸 , 𝑥), auch als Liefer-, Kundenzuverlässigkeit defi-
nierbar, beschreibt im Zugangsbereich das Kundenverhalten bzw. das Verhalten der 
Endeinrichtungen und bei Verkehrsverbindungen zwischen den Knoten (Transit- bzw. 
WAN-Verbindungen zwischen den Netzkomponenten) die Auswirkungen des Trans-
port- oder Übertragungsprozesses als Wahrscheinlichkeit für die Ankunft einer be-
stimmten Verkehrsobjektmenge  𝑋   (stochastisch) oder 𝑥 (deterministisch) bis zum 
Zeitpunkt  𝜏𝐸  für einen deterministischen Zeitpunkt oder 𝑇𝐸  für einen stochastischen 
Zeitpunkt. Es gilt für den allgemeinen Fall: 
                                        𝑍𝐴(𝜏𝐸 , 𝑥) = 𝑃 (𝑋 ≤ 𝑥, 𝑇𝐸 ≤ 𝑡)                                             (3) 
Diese Wahrscheinlichkeit  𝑍𝐴(𝜏𝐸 , 𝑥) wird mit der zweidimensionalen Verteilungs-
funktion 
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                               𝑍𝐴(𝜏𝐸 , 𝑥) = 𝐹 𝑇𝐸 ,𝑋 (𝜏𝐸 , 𝑥) = 𝑃(𝑇𝐸 ≤ 𝜏𝐸 , 𝑋 ≤ 𝑥)                            (4) 
modelliert. Auf Grund der Unabhängigkeit zwischen dem Eingangszeitpunkt  𝑇𝐸  und 
der Verkehrsobjektmenge  𝑋 gilt: 
                     𝑍𝐴(𝜏𝐸 , 𝑥) = 𝐹 𝑇𝐸 ,𝑋 (𝜏𝐸 , 𝑥) = 𝐹𝑇𝐸 (𝜏𝐸)𝐹𝑋(𝑥) = 𝑍𝐸(τ𝐸)𝑍𝑋(𝑥)                   (5) 
Die Ankunftszuverlässigkeit kann daher in die Eingangszuverlässigkeit  𝑍𝐸(𝜏𝐸) und die 
Verkehrszuverlässigkeit  𝑍𝑋(𝑥) aufgespalten werden. Die Verkehrszuverlässigkeit ent-
spricht der Verteilungsfunktion der Verkehrsobjektmenge  𝑋. Die Eingangszuverlässig-
keit  𝑍𝐸 𝜏𝐸 𝑇𝐴   spiegelt den Einfluss des Eingangszeitpunktes wieder. Bei dieser Zu-
verlässigkeit spielen die Unterschiede der einzelnen Bedienregimes nach [59] eine gro-
ße Rolle. Eine getrennte Betrachtung ist an dieser Stelle sinnvoll. Für Holprozesse ist 
der Eingangszeitpunkt  𝑇𝐸  der Verkehrsobjektmenge  𝑋 entscheidend, während für kon-
tinuierliche Systeme der Ankunftsabstand  𝑇𝐴 zwischen zwei Verkehrsobjekten von 
Bedeutung ist. Für Holprozesse ist die Eingangszuverlässigkeit die Wahrscheinlichkeit 
für die Ankunft einer bestimmten Verkehrsobjektmenge  𝑋 (stochastisch) oder 𝑥 (de-
terministisch) bis zum Zeitpunkt  𝜏𝐸  für einen deterministischen Zeitpunkt oder  𝑇𝐸  für 
einen stochastischen Zeitpunkt. Bei kontinuierlichen Prozessen ist die Abhängigkeit der 
Parameter des Eingangsabstandes bzw. der Eingangshäufigkeit von der Tageskurve 
(Hauptverkehrsstunde) zu beachten, die konkrete Verkehrsobjektmenge  𝑋 ist dagegen 
nicht relevant. Für ein kontinuierliches Bedienungsregime ist die Eingangszuverlässig-
keit die Wahrscheinlichkeit  𝑃 𝑇𝐴 ≤ 𝑡  für den Eingang eines Verkehrsobjektes  𝑖 in 
einem Zeitabstand  𝑇𝐴 ≤ 𝑡 nach dem Verkehrsobjekt  𝑖 − 1, sie kann durch die Vertei-
lungsfunktion des Eingangsabstandes  𝐹𝑇𝐴 (𝑡) bzw. die Häufigkeit  𝑃 𝑋𝑛 = 𝑘  der Ein-
gänge pro Zeitintervall modelliert werden. 
Die technologische Zuverlässigkeit ist als die Wahrscheinlichkeit, dass eine Systemkon-
figuration  SY während der Zeitdauer  𝑇𝑄 ≤ 𝑡 eine deterministische Verkehrsobjekt-
menge  𝑥 bedient, 
                                           𝑍𝑄(𝑡) = 𝑃 𝑇𝑄|(𝑥 ⋀ 𝑆𝑌) ≤ 𝑡                                               (6) 
definiert. Sie wird auch als spezielle technologische Zuverlässigkeit bezeichnet im Ge-
gensatz zur allgemeinen technologischen Zuverlässigkeit für eine stochastische Ver-
kehrsobjektmenge  𝑋. In Abhängigkeit des konkreten Einsatzfalles kann für die Techno-
logische Zuverlässigkeit ebenfalls gelten: 
 Bearbeitungszuverlässigkeit  𝑍𝐵(𝑡), 
 Transportzuverlässigkeit  𝑍𝑇𝑟(𝑡), 
 Vermittlungszuverlässigkeit  𝑍𝑉𝑒 (𝑡), 
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 Übertragungszuverlässigkeit 𝑍Ü(t). 
Die technologische Zuverlässigkeit ist damit die Wahrscheinlichkeit, dass eine Ver-
kehrsobjektmenge  𝑋 oder  𝑥  in Form von Datenpaketen den Pfad zwischen den End-
einrichtungen zurücklegt, ohne das die Summe der Vermittlungs- und Übertragungs-
dauer (Technologiedauer) eine vorgegebene Zeitdauer 𝑡 überschreitet. Diese Wahr-
scheinlichkeit bietet eine geeignete Quantifizierungsmöglichkeit für die Einhaltung ei-
ner Laufzeit im Kommunikationsnetz. 
Die Berechnung der Technologiedauer  𝑇𝑄 erfolgt entsprechend nach Netzelement 
(Netzkomponente) und Bedienungsregime. Bei Holprozessen wird die Verteilungsfunk-
tion der speziellen Bearbeitungsdauer  𝐹𝑇𝑄𝐵
(𝑡) bzw. der Vermittlungsdauer  𝐹𝑇𝑄𝑉
 𝑡  im 
Knoten und der Transportdauer  𝐹𝑇𝑄𝑇𝑟
(𝑡) bzw. der Übertragungsdauer  𝐹𝑇𝑄Ü
(𝑡) auf der 
Kante verwendet. Bei kontinuierlichen Bedienungsprozessen wird die Verweildauer 
𝐹𝑇𝑉 (𝑡)  berechnet. 
Das Ausfall- und Wiederherstellungsverhalten lässt sich über die Verfügbarkeit  𝑉 𝑡  
für Systeme mit Erneuerung und über die Überlebenswahrscheinlchkeit  𝑅 𝑡  für Sys-
teme ohne Erneuerung während der Prozesszyklusdauer durch die Systemzuverlässig-
keit  𝑍𝑆𝑦 𝑡   
                               𝑍𝑆𝑦 (𝑡) = 𝑃 𝑆𝑌|(𝐼𝑀 ⋀ 𝑡) = 𝑃 𝑇𝜆|𝑇𝜇 ≥ 𝑡                                     (7) 
als Wahrscheinlichkeit dafür, dass eine Operator-, Anlagen-, und Infrastrukturkonfigu-
ration einschließlich ihrer Reserven bei der Anwendung einer Instandhaltungsmethode 
IM während der Zeitdauer  𝑇𝜆 ≤ 𝑡 verfügbar ist, definieren. Die Systemzuverlässigkeit 
wird dabei durch die Dauerverfügbarkeit beschrieben. 
Die Systemzuverlässigkeit wird unterschieden in die Anlagenzuverlässigkeit  𝑍𝑆𝑦𝑣(𝑡), 
die Operatorzuverlässigkeit  𝑍𝑆𝑦𝜂 (𝑡) und die Infrastrukturzuverlässigkeit  𝑍𝑆𝑦𝜄 (𝑡).  
Die Anlagenzuverlässigkeit beschreibt das Ausfall- und Instandhaltungsverhalten der 
aktiven Netzkomponenten, überwiegend in der klassischen Zuverlässigkeitsdefinition in 
Form der Intervallverfügbarkeit 
                                             𝑍𝑆𝑦𝑉 (𝑡) = 𝑃 𝑇𝜆𝑣| 𝑇𝜇𝑣 ≥ 𝑡                                                 (8) 
als Wahrscheinlichkeit dafür, dass eine Anlagen- oder Transportmittelkonfiguration 𝑣 
während der Zeitdauer  𝑇𝜆𝜈 ≤ 𝑡 verfügbar ist. 
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Das Ausfall- und Wiederherstellungsverhalten des Personals (Bediener des Kommuni-
kationsnetzes) beschreibt die Operatorzuverlässigkeit  𝑍𝑆𝑦𝜂 (𝑡) als 
                                             𝑍𝑆𝑦𝜂 (𝑡) = 𝑃  𝑇𝜆𝜂 | 𝑇𝜇𝜂 ≥ 𝑡                                                (9) 
oder der Wahrscheinlichkeit dafür, dass eine Operatorkonfiguration  𝜂 während der 
Zeitdauer  𝑇𝜆𝜂 ≤ 𝑡 einsetzbar ist. 
Die Operatorzuverlässigkeit kommt bei automatischen Systemen nicht zur Anwendung. 
Daher wird sie in dieser Arbeit auf  𝑍𝑆𝑦𝜂 (𝑡) = 1 gesetzt.  
Die Infrastrukturzuverlässigkeit  𝑍𝑆𝑦𝜄 (𝑡) charakterisiert das Ausfall- und Wiederherstel-
lungsverhalten der passiven Infrastruktur. Dazu gehören beispielsweise Gebäude und 
Kabel. Sie wird als Wahrscheinlichkeit dafür, dass ein Transport- oder Übertragungs-
weg während der Zeitdauer  𝑇𝜆𝜄 ≤ 𝑡 verfügbar ist, bezeichnet.  Meist werden hier nur 
die Kabelanlagen betrachtet. In dieser Arbeit werden systemfremde Eingriffe, wie zum 
Beispiel Tiefbaumaßnahmen, die nicht beeinflussbar sind, nachfolgend nicht betrachtet 
und damit entspricht die Infrastrukturzuverlässigkeit  𝑍𝑆𝑦𝜄 (𝑡) = 1. 
Das Betriebsverhalten als Vereinigung aus Bedienungs-, Ausfall- und Wiederherstel-
lungsverhalten wird durch die Betriebszuverlässigkeit  𝑍0(𝑡) 
              𝑍0(𝑡) = 𝑃 𝑇𝑄|(𝑥 ⋀ 𝑆𝑌 ⋀ 𝐼𝑀) ≤ 𝑡 = 𝑃 𝑇𝑄|(𝑥 ⋂ 𝑇𝜆|𝑇𝜇 ≥ 𝑡) ≤ 𝑡               (10) 
oder als Wahrscheinlichkeit dafür, dass eine Systemkonfiguration SY bei Anwendung 
einer Instandhaltungsmethode IM in einer Zeitdauer  𝑇 ≤ 𝑡 eine Verkehrsobjektmenge 
𝑥 vollständig bedient wird, definiert [77]. Die Betriebszuverlässigkeit  𝑍0(𝑡) berechnet 
sich aus der Systemzuverlässigkeit  𝑍𝑆𝑦 (𝑡) und der speziellen technologischen Zuver-
lässigkeit  𝑍𝑄 𝑡 . Die spezielle technologische Zuverlässigkeit muss für die weiteren 
Betrachtungen für den gesamten Definitionsbereich der Verkehrsobjektmenge  𝑋 be-
stimmt werden. Der konkrete Wert wird durch einen hochgestellten Index in Klammern 
gekennzeichnet  𝑍0
 𝑥 (𝑡). 
Die Prozesszuverlässigkeit  𝑍Π(𝑡) wird als die Wahrscheinlichkeit dafür, dass eine Sys-
temkonfiguration SY bei Anwendung einer Instandhaltungsmethode IM in einer Zeit-
dauer  𝑡 
 bei Holsystemen die bis zum Zeitpunkt  𝜏𝐸  eingehende Verkehrsobjektmenge 𝑋 
oder 
 bei kontinuierlichen Systemen die in einem Zeitintervall  Δ𝑇 ≫ 𝑇𝐴  eingehenden 
Verkehrsobjekte 
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vollständig und rückstandsfrei bedient werden, definiert. 
        𝑍Π(𝑡) = 𝑃 𝑇𝑄|(𝑋|𝑇𝐸 ⋀ 𝑆𝑌 ⋀ 𝐼𝑀) ≤ 𝑡 = 𝑃 𝑇𝑄|(𝑋|𝑇𝐸  ⋂ 𝑇𝜆|𝑇𝜇 ≥ 𝑡) ≤ 𝑡         (11) 
Zur Bestimmung der Prozesszuverlässigkeit wird zunächst die Betriebszuverlässigkeit 
𝑍0(𝑡) aus der Verknüpfung der Systemzuverlässigkeit mit der speziellen technologi-
schen Zuverlässigkeit, entsprechend der Anzahl der verfügbaren Bediensysteme  𝑛 be-
rechnet. Es werden damit alle Prozesszustände  𝜅 berücksichtigt: 
           𝑍0(𝑡) =  𝑍𝑆𝑦
 𝑛  𝑡 ⋅  𝑍𝑄
 𝑛  𝑡  +  𝑍𝑆𝑦
 𝑛−1  𝑡 − 𝑍𝑆𝑦
 𝑛  𝑡  ⋅ 𝑍𝑄
 𝑛−1 (𝑡) + ⋯          (12) 
Die Prozesszuverlässigkeit wird bestimmt aus der Verknüpfung der Betriebszuverläs-
sigkeit und der Ankunftszuverlässigkeit zu: 
                𝑍Π(𝑡) =  𝑍𝑆𝑦
 𝑛 ∞
𝑥=0 (𝑡) ⋅ 𝑍𝐴(𝜏𝐸 , 𝑥) = 𝑍𝐸(𝜏𝐸) ⋅  𝑍0
 𝑥 ∞
𝑥=0 (𝑡) ⋅ 𝑍𝑋(𝑥)          (13) 
Dieser Ansatz ist für eine große Anzahl von Bearbeitungssystemen sehr komplex. Die 
Prozesszuverlässigkeit  𝑍Π
 𝜅  (𝑡) wird für komplexe Systeme in Abhängigkeit vom Pro-
zesszustand  𝜅 für die einzelnen Betriebsbereiche berechnet. Für den Störbetrieb wird 
nur der untere Grenzzustand berechnet, wenn noch genau ein System/Operator für jede 
Prozessstufe verfügbar ist. Die einzelnen Zuverlässigkeiten sind unabhängig voneinan-
der. Es kann somit der Multiplikationssatz für die Zuverlässigkeiten angewendet wer-
den: 
                    𝑍Π
 𝜅 (𝑡) = 𝑍𝐸(𝜏𝐵) ⋅ 𝑍𝑄
 𝜅 (𝑡) ⋅ 𝑍𝑆𝑦𝜂
 𝜅 (𝑡) ⋅ 𝑍𝑆𝑦𝑣
 𝜅 (𝑡) ⋅ 𝑍𝑆𝑦𝜄
 𝜅 (𝑡) ⋅ 𝑍𝑥(𝑥)               (14) 
mit 
𝑍𝐸(𝜏𝐵)  Eingangszuverlässigkeit, bezogen auf den Bedienbeginn, 
𝑍𝑄(𝑡)  spezielle technologische Zuverlässigkeit, 
𝑍𝑆𝑦𝜂 (𝑡)  Operatorzuverlässigkeit, 
𝑍𝑆𝑦𝑣(𝑡)  Anlagenzuverlässigkeit, 
𝑍𝑆𝑦𝜄 (𝑡)        Infrastrukturzuverlässigkeit und, 
𝑍𝑥(𝑥)       Verkehrszuverlässigkeit. 
Bei kontinuierlichen Verkehrsprozessen spiegeln sich die Eingangs- und die Verkehrs-
zuverlässigkeit in der Zeitabhängigkeit des Ankunftsabstandes  𝑇𝐴 wieder. In der in die-
ser Arbeit zu betrachtenden IP-Netzen ist die Analyse der Systemzuverlässigkeit und 
der technologischen Zuverlässigkeit ausreichend. Auf die Analyse der Verkehrs- und 
Ankunftszuverlässigkeit kann verzichtet werden, da zur Analyse des technologischen 
Prozesses kontinuierliche Systeme verwendet werden und daher die konkreten Ein-
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gangszeitpunkte  𝜏𝐸  und die Verkehrsobjektmenge  𝑋 nicht explizit betrachtet werden. 
[59], [62] 
3.4.2 Methoden der Netzmodellierung 
Bei der Planung und Dimensionierung von Kommunikationsnetzen, unter Anwendung 
von neuen Technologien und Architekturen, besteht die Anforderung, dass diese quali-
tativ und leistungstechnisch mindestens das gleiche Niveau gewährleisten. Dafür bedarf 
es geeigneter Methoden zum Nachweis. 
Die messtechnische Erfassung der Parameter setzt voraus, dass das zu bewertende Sys-
tem in der Realität existiert oder ein Testsystem zur Verfügung steht, an dem die ent-
sprechenden Messungen vorgenommen werden können. Aus finanziellen Gründen 
kommt diese Methode meist nicht zum Tragen, da hier Systeme angeschafft werden, 
ohne vorab beurteilen zu können, dass diese die Anforderungen erfüllen. Zusätzlich sind 
leistungsfähige und komplexe Messgeräte erforderlich. 
Die analytische als auch simulative Methode legt ein geeignetes Modell zu Grunde, 
unabhängig davon, ob das zu modellierende System real existiert oder sich in der Pla-
nungsphase befindet. Die maßgebenden Eigenschaften des Systems sind durch das Mo-
dell abzubilden, worin speziell bei komplexen Systemen eine Herausforderung besteht. 
Die Grundlage der analytischen Methode sind mathematische Lösungsansätze, mit de-
nen exakte oder approximierte Ergebnisse zu erzielen sind. Der Abstraktionsgrad der 
Methode ist hoch, wodurch die zu beschreibenden Zusammenhänge der Netzkomponen-
ten bzw. des Netzes stark vereinfacht abgebildet werden. Mit einer zunehmenden De-
tailtiefe sind die rechnergestützten analytischen Berechnungen impraktikabel und be-
schreiben die stochastischen Prozesse im System nicht hinreichend genau. Bei paket-
vermittelnden Netzen mit ihrem vielschichtigen Aufbau und der Vielzahl von verwen-
deten Protokollen sowie den komplexen inneren Prozessen stößt die Analytik an ihre 
Grenzen.  
Die Simulation nutzt zur Modellierung des Systems Programmiersprachen in Verbin-
dung mit mathematischen Modellen, logischen Verknüpfungen und Schleifen. Die mit 
dem Programmlauf erzeugten Ergebnisse bilden eine Schätzung des Modellcharakters. 
Der Vorteil dieser Methode ist, dass die stochastischen Eigenschaften realer Systeme 
mit Hilfe der entsprechenden Eingangsparameter nachzubilden sind. Die Schätzungen 
aus mehreren Simulationsläufen mit verschiedenen Ausgangswerten sind statistisch 
abzusichern. Daher ist es wichtig, dass das Modell beim Simulationsdurchlauf einen 
stationären Zustand einnimmt, um repräsentative Ergebnisse zu erzeugen. Unter diesen 
Voraussetzungen nimmt eine simulative Methode oft mehr Zeit in Anspruch als die 
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Analytik, ist aber detaillierter und flexibler. Ein Simulationsmodell ist in der Lage, ein 
System in einer nahezu beliebigen Modelltiefe darzustellen und kann bei Bedarf an an-
dere Betriebsbedingungen angepasst werden. Die Grenzen der Simulation zeigen sich 
mit einer zunehmenden Anzahl von verschiedenen Modellkomponenten, dem steigen-
den Detaillierungsgrad sowie der Komplexität der inneren ablaufenden Prozesse. Das 
erfordert mehr Rechenleistung, um den Simulationsdurchlauf in einer angemessenen 
Zeitspanne durchführen zu können. 
Bei den drei Methoden ist eine anschließende Validierung der Ergebnisse erforderlich. 





















Abbildung 18: Kreislauf der Leistungsbewertung nach [45] 
Im Vergleich zwischen der analytischen und der simulativen Methode lässt sich nach 
[33] schlussfolgern: 
 Die Analytik ist primär als Lösungsmethode für Problemstellungen zu betrachten, 
da sich oft schnell exakte und approximierte Lösungen ermitteln lassen, die im Ver-
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gleich zur Simulation weniger finanzielle als auch zeitliche Ressourcen beanspru-
chen. 
 Existiert ein analytischer Lösungsweg und demzufolge ein analytisches Modell, 
welches valide ist und ein zu betrachtendes System hinreichend genau beschreibt, ist 
dieses der Simulation immer vorzuziehen. 
 Ist die Analytik nicht in der Lage ein System hinreichend genau zu beschreiben, ist 
eine Simulation durchzuführen. 
 Eine Simulation ist stärker als die Analytik durch Rechenzeit und Speicherbedarf 
begrenzt. 
 Das Ergebnis eines Simulationsdurchlaufs ist immer eine Schätzung und ist durch 
mehrere unabhängige Durchläufe zu validieren. 
 Selbst wenn ein analytisches Modell ein System nicht hinreichend genau beschrei-
ben kann, ist es dennoch einsetzbar, um die Ergebnisse einer Simulation zu validie-
ren. Dies gilt auch in der anderen Richtung. 
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4 Modellierung der Prozesszuverlässigkeit 
Nach der Erarbeitung der Grundlagen von IP-Netzen mit deren Anforderungen, Eigen-
schaften, Architekturen und der Beschreibung des allgemeinen analytischen Modells zur 
Zuverlässigkeit in Kommunikationsnetzen erfolgt in diesem Kapitel die Modellierung 
der Teilzuverlässigkeiten unter Anwendung der Verkehrs- und Zuverlässigkeitstheorie. 
Das Zuverlässigkeitsmodell wird um die Securityzuverlässigkeit erweitert. Aussagen 
zur Modellbildung aus Normen und Empfehlungen folgen am Ende des Kapitels. 
4.1 Technologische Zuverlässigkeit 
4.1.1 Grundlagen und allgemeine Restriktionen 
Mit der technologischen Zuverlässigkeit kann die Wahrscheinlichkeit, dass eine Ver-
kehrsobjektmenge  𝑋 (z. B. Datenpakete) den Weg zwischen einem Sender und Emp-
fänger (Endeinrichtungen) zurücklegt, ohne das die Summe der Vermittlungs- und 
Übertragungsdauer (Technologiedauer) die festgelegte Zeitdauer  𝑡 überschreitet, quan-
tifiziert werden. Die dafür benötigte Zeit wird als Laufzeit definiert. Diese setzt sich bei 
den Betrachtungen in dieser Arbeit aus der Wartezeit (Pufferzeit) und der Bedienzeit 
(Prozesslaufzeit) zusammen. Mit der technologischen Zuverlässigkeit lässt sich somit 
die Einhaltung der Laufzeit in einem Kommunikationssystem analysieren. Zur Abbil-
dung des technologischen Prozesses in den Knoten des IP-Netzes, können diese als 
Warteverlustsysteme modelliert werden. Die Verteilungsfunktionen der Zwischenan-
kunftszeiten und der Bearbeitungszeiten sind dabei nicht bekannt. Grundsätzlich lässt 
sich aussagen, dass der IP-Verkehr anders organisiert ist, als der Verkehr in einem ka-
nalvermittelnden Netz. Die Anzahl der Pakete pro Kommunikation und die Paketgrößen 
sind nicht immer identisch. Die Ankunftsabstände der Pakete schwanken stark über die 
Beobachtungszeit. Sie ist abhängig von der Anzahl der Benutzer und von den verwen-
deten Diensten. Die erzeugten Anfragen von den Diensten sind oft nicht voneinander 
unabhängig. Anwendungen erzeugen charakteristische Anfragen für den jeweiligen 
Dienst. Diese Anfragen bestimmen die Ankunftsabstände. Die Anfragen bestehen wei-
terhin aus einer Vielzahl von verschiedenen Nutzern und vielen unterschiedlichen 
Diensten. Dieser Sachverhalt wird in den Eigenschaften des IP-Verkehrs deutlich. 
Bei der Modellierung mit einem Warteverlustsystem kann die Exponentialverteilung zur 
Modellierung der Ankunftsabstände und der Bediendauern nicht verwendet werden. Es 
ist schwer, Mittelwerte für die Bearbeitungszeit und die Ankunftsabstände zu finden. 
Die Varianz dieser Werte strebt gegen unendlich. Die Bearbeitungszeit ist stark abhän-
gig von der Auslastung des Systems. 
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Der IP-Verkehr verfügt über folgende wesentliche Eigenschaften hinsichtlich der tech-
nologischen Zuverlässigkeit: 
 Der Ausgangszustand des Systems (Knoten im Netz) ist maßgebend. Der Betrach-
tungszeitpunkt des Systems ist entscheidend. 
 Die Ankünfte sind nicht unabhängig voneinander. 
 Mittelwerte für Zwischenankunftszeiten und Bearbeitungszeiten sind kaum be-
stimmbar und die Varianz dieser Werte strebt gegen unendlich. 
 Der Verkehr ist selbstähnlich. Ein Maß hierfür ist der Hurst-Parameter. 
 Exponentialverteilungen sind nicht geeignet zur Beschreibung des IP-Verkehrs. 
Hierfür können Heavy-Tail-Verteilungen, wie die Pareto- oder Weibull-Verteilung 
genutzt werden. 
Heavy-Tail-Verteilungen klingen wesentlich langsamer ab als die Exponentialvertei-
lung. Weiter entfernte Werte vom Mittelwert können daher mit hoher Wahrscheinlich-
keit auftreten. Damit kann die Varianz des Ankunfts- und Bedienprozesses des IP-
Verkehrs besser abgebildet werden.   
Obwohl das zu untersuchende Kommunikationsnetz IP-basiert ist, wird in der Analyse 
ein Kommunikationsnetz verwendet, dessen Knoten mit klassischen Warteverlustsyste-
men ohne Heavy-Tail-Verteilungen modelliert werden. Das ist aufgrund der folgenden 
Annahmen möglich: 
 Das Kommunikationsnetz wird als ein geschlossenes System betrachtet und ist nicht 
öffentlich zugänglich.  
 Für den Dienst wird im Kommunikationsnetz ein separater Pfad mit Hilfe des Traf-
fic Engineering zur Verfügung gestellt. 
 Die Paketgröße ist immer gleich groß. 
 Die Auslastung ist gering, da die vorhandene Übertragungsrate überdimensioniert 
ist. 
Die Knoten werden klassisch als Warteverlustsystem modelliert. Für die Berechnung 
wird ein Wartesystem zugrunde gelegt, bei dem mit einer angenommenen Sicherheit 
eine Warteschlangengröße nicht überschritten wird. Aufgrund der sich daraus ergeben-
den Berechnungsmöglichkeiten kann mit einer Sicherheit die Anzahl der entsprechen-
den Warteplätze abgeschätzt werden. [62] 
4.1.2 Modellierung von Bedienungsnetzwerken 
Die Grundlagen der Modellierung Markovscher Prozesse, wie sie in einem einstufigen 
Bediensystem zur Anwendung kommen, werden zunächst nach [39] vorgestellt. 
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In einem homogenen Markov-Prozess wird die Überlebenswahrscheinlichkeit dafür, 
dass innerhalb des Zeitintervalls  ∆𝑡 der Zustand  𝑖 nicht verlassen wird, mit  𝑃𝑖𝑖 (∆𝑡) 
bezeichnet. Dann ist  1 − 𝑃𝑖𝑖 (∆𝑡) die Wahrscheinlichkeit für das Verlassen des Zustan-
des  𝑖 innerhalb von  ∆𝑡. Mit 
                                           lim∆t→0
1−𝑃𝑖𝑖 (∆𝑡)
∆𝑡
= 𝑞𝑖 = 𝑐𝑜𝑛𝑠𝑡.                                         (15) 
wird die Verlassensrate des Zustandes  𝑖 bezeichnet. Analog hierzu ist 
                                              lim∆𝑡→0
𝑃𝑗𝑖  ∆𝑡 
∆𝑡
= 𝑞𝑗𝑖     𝑖 ≠ 𝑗                                             (16) 
die Übergangsrate vom Zustand  𝑖 zu  𝑗. Die verwendeten Raten  𝑞𝑖  und  𝑞𝑗𝑖  sind im 
Gegensatz zu den Wahrscheinlichkeiten konstant und dimensionsbehaftet (1 pro Zeit-
einheit). Es gilt außerdem die Beziehung, dass die Summe aller Übergangsraten  𝑞𝑗𝑖  
gleich der Verlassensrate  𝑞𝑖  entspricht: 
                                                 𝑞𝑗𝑖 = 𝑞𝑖 𝑖≠𝑗  , 𝑞𝑗𝑖 ≥ 0                                                (17) 
Die Änderung der Zustandswahrscheinlichkeiten vom Zeitpunkt  𝑡 zum Zeitpunkt 
𝑡 + ∆𝑡 lässt sich durch folgende Gleichung beschreiben: 
                  𝑃𝑗  𝑡 + ∆𝑡 − 𝑃𝑗  𝑡 =  𝑃𝑘𝑘≠𝑗  𝑡 ⋅ 𝑃𝑗𝑘 + 𝑃𝑗  𝑡 ⋅ 𝑃𝑗𝑗  ∆𝑡 − 𝑃𝑗  𝑡               (18) 
In der Gleichung (18) entspricht der erste Term der rechten Seite allen Trajektorien, die 
vom Zustand  𝑘 ≠ 𝑗 im Zeitpunkt  𝑡 innerhalb des Intervalls  ∆𝑡 zum Zustand  𝑗 führen. 
Der zweite Term entspricht der Situation, dass sich der Prozess zum Zeitpunkt  𝑡 bereits 
im Zustand  𝑗 befand und ihn innerhalb von  ∆𝑡 nicht verlässt. Zur Bildung der Diffe-
renzquotienten wird die Formel (18) umgeformt. Es gilt: 
                         
𝑃𝑗  𝑡+∆𝑡 −𝑃𝑗  𝑡 
∆𝑡
=  𝑃𝑘𝑘≠𝑗  𝑡 
𝑃𝑗𝑘  ∆𝑡 
∆𝑡
− 𝑃𝑗  𝑡 
1−𝑃𝑗𝑗  ∆𝑡 
∆𝑡
                            (19) 
Mittels Grenzübergang  ∆𝑡 → 0 und Beachtung von Gleichung (15) und (16) ergeben 
sich die Kolmogorovschen Gleichungen zu: 
                                      𝑃𝑗
′ 𝑡 =  𝑞𝑖𝑗𝑘≠𝑗 ⋅ 𝑃𝑘 𝑡 − 𝑞𝑗 ⋅ 𝑃𝑗  𝑡                                       (20) 
Die absolute Wahrscheinlichkeit  𝑃𝑗  𝑡  dafür, dass sich der Prozess zum Zeitpunkt  𝑡 im 
Zustand j befindet, kommt in der 0-ten und ersten Ableitung vor. Sie ist die gesuchte 
Größe. Diese Wahrscheinlichkeit hängt nur von der Wahrscheinlichkeitsverteilung zum 
Zeitpunkt  𝑡 = 0 und den Übergangsraten  𝑞𝑗𝑘  ab. Die Verlassensrate  𝑞𝑗  ist eine von 
𝑞𝑗𝑘  abhängige Größe. 
Zur Modellierung von Verkehrsnetzen werden folgende Voraussetzungen nach [47] 
festgelegt: 
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 Es existieren  𝑤  Knoten  𝑤𝑗 , 𝑗 ∈  1, 𝑤  , 
 Der Knoten  𝑤𝑗  hat  𝑠𝑗  Kanäle,  𝑠𝑗 ∈ [1, ∞), 
 In jedem Knoten  𝑤𝑗  gibt es unendlich viele Warteplätze (Wartesystem), 
 Jeder Knoten erhält von außen Forderungen, diese Forderungen auf dem Knoten  𝑤𝑗  
treffen unabhängig voneinander ein und sind Poissonsch mit der Rate  𝜆𝑗  verteilt, 
 Die Bediendauern im Knoten  𝑤𝑗  sind unabhängig voneinander und identisch expo-
nentialverteilt mit dem Parameter  𝜇𝑗 , auch zwischen den Knoten sind die Bedien-
dauern unabhängig, 
 Mit der Wahrscheinlichkeit  𝜋0𝑗  verlässt eine Forderung nach der Bedienung im 
Knoten  𝑤𝑗  das Netz oder geht mit der Übergangswahrscheinlichkeit  𝜋𝑖𝑗  zum Kno-
ten  𝑤𝑖  über, um dort erneut bedient zu werden, die Übergangswahrscheinlichkeit 
sei von dem vorhergehenden Prozessverlauf unabhängig, der Bedienprozess ist ein 
Markov-Prozess, 
 Es sei  𝜋  =  𝜋𝑖𝑗  , ∀ 𝑖, 𝑗 ∈  1, 𝑤  ⊆ ℕ die Übergangsmatrix, wenn  𝐸  die Einheits-
matrix ist, so sei  𝜋  − 𝐸  invertierbar, das heißt   𝜋  − 𝐸  
−1
 existiert, 
 Es gilt für alle Knoten  𝑤𝑗 , 𝑗 ∈  1, 𝑤   die Wahrscheinlichkeit: 
                                                       𝜋0𝑗 +  𝜋𝑖𝑗
𝑤 
𝑖=1 = 1                                               (21) 
Das Diagonalelement  𝜋𝑗𝑗 , 𝑗 ∈  1, 𝑤   der Übergangswahrscheinlichkeitsmatrix  𝜋   cha-
rakterisiert eine Rückführung auf den gleichen Knoten  𝑤𝑗 . Es muss gelten  𝜋𝑗𝑗 < 1, bei 
𝜋𝑗𝑗 = 1 würden alle Forderungen zurück auf den gleichen Knoten gelangen. 
Mit  𝜍𝑗  wird die gesamte Forderungsrate im Knoten  𝑤𝑗 , die sich aus allen Forderungen 
sowohl innerhalb als auch außerhalb des Netzes zusammensetzt, bezeichnet. Unter der 
Voraussetzung der Stationarität des gesamten Systems müssen die Eingangs- und Aus-
gangsrate gleich sein. Der Anteil der Eingangsrate des Knotens  𝑤𝑖  vom Knoten  𝑤𝑗  
beträgt  𝜍𝑗𝜋𝑖𝑗 . Damit ist   𝜍𝑗
𝑤 
𝑗=1 𝜋𝑖𝑗  die gesamte innere Eingangsrate des Knotens  𝑤𝑖  
und es folgt die stationäre Bedingung: 
                               𝜍𝑖 = 𝜆𝑖 +  𝜍𝑗
𝑤 
𝑗=1 𝜋𝑖𝑗  , ∀ 𝑖 ∈  1, 𝑤  ⊆ ℕ ∧ 𝑖 ≠ 𝑗                            (22) 
oder umgeformt gilt: 
                               𝜆𝑖 = 𝜍𝑖 −  𝜍𝑗
𝑤 
𝑗=1 𝜋𝑖𝑗  , ∀ 𝑖 ∈  1, 𝑤  ⊆ ℕ ∧ 𝑖 ≠ 𝑗                            (23) 
In Vektorschreibweise gilt: 
                                                             𝐸 − 𝜋   𝜍 = 𝜆                                                    (24) 
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mit  𝜍 𝑇 =  𝜍1, 𝜍2, …𝜍𝑤   und  𝜆 
𝑇 =  𝜆1, 𝜆2, …𝜆𝑤   
Mit Kenntnis der Übergangswahrscheinlichkeiten und den Ankunftsraten können nach 
[47] die einzelnen Eingangsintensitäten berechnet werden. Es gilt: 
                                                     𝜍 =  𝐸 − 𝜋   
−1
𝜆                                                       (25) 
An dieser Stelle soll die Charakteristik der internen Verkehrsströme beschrieben wer-
den. Dazu werden die Variationskoeffizienten der Ankunftsabstände  𝑉 𝑇𝐴𝑖  der einzel-
nen Eingangsintensitäten nach [39] verwendet. Der Variationskoeffizient des Eingangs-
stromes  𝑉𝜍𝑖 𝑇𝐴  bezieht sich immer auf seinen Ankunftsabstand. Zunächst werden die 
Anteilswerte  𝛼𝑖𝑗  der Verkehrsströme von den Knoten  𝑤𝑗  zum Knoten  𝑤𝑖  bestimmt. Es 
gilt: 
                                                               𝛼𝑖𝑗 =
𝜍𝑗
𝜍𝑖
                                                          (26) 
Für den Anteilswert aus den externen Eingangsströmen gilt: 
                                                               𝛼𝑖0 =
𝜆𝑖
𝜍𝑖
                                                          (27) 
Damit ergibt sich eine   𝑤 , 𝑤 + 1 -Matrix  𝛼  𝑤 ,𝑤 +1  mit dem Zeilenindex  𝑖 ∈  1, 𝑤   
und dem Spaltenindex  𝑗 ∈  0, 𝑤  . Die Spalte  𝑗 = 0 steht für den externen Eingangs-
strom. 
Für den Knoten  𝑤𝑖  berechnet sich nach [39] der Variationskoeffizient des zusammen-
gefassten Eingangsstromes zu 
             𝑉𝜍𝑖 𝑇𝐴 =  
1
𝜍𝑖
 𝜆𝑖 ⋅ 𝑉𝜆𝑖
2 𝑇𝐴𝑖 +  𝜍𝑗 ⋅ 𝑉𝜍𝑗
2𝑛
𝑗=1  𝑇𝐴𝑗    
1
𝑎
     𝑚𝑖𝑡 𝑎 = 1,5 𝑛  
               𝑉𝜍𝑖 𝑇𝐴 ≈  𝛼𝑖0 ⋅ 𝑉𝜆𝑖
𝛼𝑖0 𝑇𝐴𝑖 +  𝛼𝑖𝑗
𝑛
𝑗 =1 ⋅ 𝑉𝜍𝑗
𝛼𝑖𝑗  𝑇𝐴𝑗         𝑚𝑖𝑡  𝛼𝑖𝑗
𝑛
𝑗 =0 = 1    (28) 
mit dem Variationskoeffizienten des Ankunftsabstandes zweier Forderungen  𝑉𝜍𝑖 𝑇𝐴  
aus dem Vorgängerknoten  𝑤𝑗  bzw.  𝑉𝜆𝑖 𝑇𝐴  als externer Eingangsstrom des Knotens  
𝑤𝑖 . Die Anzahl der Teilströme wird mit  𝑎 bezeichnet. Für die Anteilswerte  𝛼𝑖𝑗  gelten 
die oben genannten Formeln. Der Ausgangsstrom aus dem Knoten  𝑤𝑗  lässt sich durch 
die Matrix  𝜏 =  𝜏𝑖𝑗   mit 
                                                           𝜏𝑖𝑗 = 𝜍𝑗 ⋅ 𝜋𝑖𝑗                                                        (29) 
bestimmen. Für einen externen Ausgangsstrom gilt: 
                                                            𝛽𝑗 = 𝜍𝑗 ⋅ 𝜋0𝑗                                                       (30) 
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Die Elemente  𝜋0𝑗  stellen dabei die 0-te Zeile der Übergangswahrscheinlichkeitsmatrix 
𝜋   dar, die jedoch bei der Berechnung der Eingangsraten nach den Formeln (22) bis (25) 
nicht verwendet wird. Die Übergangswahrscheinlichkeit  𝜋0𝑗  ist dabei der Anteil des 
Verkehrsstromes, der im Knoten  𝑤𝑗  das Bedienungsnetzwerk verlässt. Für den Variati-
onskoeffizienten  𝑉𝜏𝑖𝑗  𝑇𝐴𝑗   des Ausgangsstromes aus jedem Knoten  𝑤𝑗  in Richtung der 
Knoten  𝑤𝑖  gilt: 
                                     𝑉𝜏𝑖𝑗  𝑇𝐴𝑗  =  1 − 𝜋𝑖𝑗 + 𝜋𝑖𝑗 ⋅ 𝑉𝜍𝑗  
2  𝑇𝐴𝑗                                     (31) 
Die sukzessive Berechnung der Variationskoeffizienten der Eingangs- und Ausgangs-
ströme kann nicht wie bei den Eingangsintensitäten nach Formel (25) erfolgen, da die 
Berechnung des Variationskoeffizienten der Eingangs- und Ausgangsströme nach ver-
schiedenen Formeln erfolgt. Unter der Voraussetzung eines Poissonschen Eingangs-
stromes  𝜆  wird die beispielhafte Berechnung durchgeführt. Nach Formel (31) ergibt 
sich für einen Poissonschen Verkehrsstrom mit  𝑉𝜍𝑗  𝑇𝐴𝑗  = 1 für den herausgelösten 
Ausgangsstrom ebenfalls  𝑉𝜏𝑖𝑗  𝑇𝐴𝑗  . Für Poissonsche Eingangsströme bleibt die Pois-
sonsche Charakteristik des Gesamtstromes ebenfalls erhalten. Es wird daher in erster 
Näherung für die Teilströme innerhalb des Bedienungsnetzwerkes immer mit einem 
Poissonschen Verkehrsstrom gerechnet. 
In Anlehnung an die Zustandswahrscheinlichkeiten eines Wartesystems mit der Ken-
dall-Notation  𝑀 𝑀 𝑠𝑖 ∞    gilt unter der Bedingung, dass: 
 alle Forderungen mit einer Intensität  𝜍𝑖  in das Bedienungssystem des Knotens ein-
treten, 
 die Bediendauern auf den  𝑠𝑖  Kanälen unabhängig und identisch exponentiell verteilt 
sind, 
 für den Verkehrswert  𝜚𝑖 =
𝜍𝑖
𝜇 𝑖
 gilt und 
 die Stationaritätsbedingung  𝜍𝑖 < 𝑠𝑖  
erfüllt ist, für die Zustandswahrscheinlichkeit  𝑃𝑖𝑘  für den Knoten  𝑖 ∈  1, 𝑤    mit der 
Anzahl  𝑘 von Forderungen im Knoten gilt folgender Zusammenhang: 
















   ∀ 𝑘 > 𝑠𝑖  
                                      (32) 
mit der Leerwahrscheinlichkeit 
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𝑠𝑖 ! 𝑠𝑖−𝜚𝑖 
 
−1
                                         (33) 
Aufgrund der Unabhängigkeit sind die Kanäle multiplikativ miteinander gekoppelt und 
es kann für  𝑖 ∈  1, 𝑤   das folgende Ergebnis abschließend formuliert werden  [47]: 
Satz: Erfüllen die Eingangsintensitäten  𝜍  neben der Formel (22) die Bedingung  
𝜍𝑖 < 𝑠𝑖𝜇𝑖   ∀ 𝑖 ∈  0, 𝑤  , so besitzt der Prozess die Zustandswahrscheinlichkeiten: 
                                                            𝑃𝑖𝑘  =  𝑃𝑖𝑘
𝑤 
𝑖=1                                                   (34) 
Das System verhält sich wie ein  𝑀 𝑀 𝑠 ∞   -Wartesystem, muss aber hier nicht von 
diesem Typ sein, denn der Eingangsprozess ist ein zusammengesetzter Poisson-Prozess 
und dieser muss nicht erneut Poissonsch sein, siehe Formeln (28) und (31). Die Warte-
schlangenlängen in den jeweiligen Knoten sind voneinander unabhängig. Eine explizite 
Berechnung zur Überprüfung ist aufwendig. Nach der Berechnung von (33) wird das 
Ergebnis in (32) eingesetzt. Anschließend wird mit (25) und (22) eine Identität herges-
tellt. 
Für die Berechnungen des Verkehrswertes gilt: 
                                                                         𝜚 =
𝜍
𝜇
                                                    (35) 
Die verwendeten Knoten in den Bedienungsnetzwerken stellen hier meistens einkanali-
ge Bedienungssysteme (Router, Switche) dar, so dass für die Berechnung wichtige Pa-
rameter für ein  𝑀 𝑀 1 ∞   -Wartesystem  nach [39] vorgestellt werden: 
 
1. Verteilungsfunktion der Verweildauer, diese ist die technologische Zuverlässigkeit: 
                                  𝑃 𝑇𝑉𝑖 ≤ 𝑡 =  
0                          𝑡 ≤ 0
1 − 𝑒− 𝜇 𝑖−𝜍𝑖 𝑡    𝑡 > 0
                                    (36) 
2. Erwartungswert der Verweildauer: 
                                                      𝐸 𝑇𝑉𝑖 =
1
𝜇 𝑖−𝜍𝑖
                                                  (37) 
3. Verweildauer, die mit einer statistischen Sicherheit S nicht überschritten wird: 




                                            (38) 
4. Warteschlangenlänge, die mit einer statistischen Sicherheit  𝑆 nicht überschritten 
wird: 







2                                           (39) 
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Formeln für ein  𝑀 𝐺𝐼 1 ∞   -Wartesystem mit einer beliebigen Verteilung GI (General 
Independent) für den Bedienprozess nach [39]: 
Es gilt folgende Hilfsvariable: 






                                                  (40) 
1. Erwartungswert der Verweildauer: 






                                                  (41) 
2. Verweildauer, die mit einer statistischen Sicherheit  𝑆 nicht überschritten wird: 
                                            𝑡𝑉𝑆𝑖
≈ − ln 1 − 𝑆 ⋅ 𝐸 𝑇𝑉𝑖                                         (42) 
3. Technologische Zuverlässigkeit (berechnet über den Spitzenfaktor der Verweildauer 
nach [39]): 





                                             (43) 
4. Warteschlangenlänge, die mit einer statistischen Sicherheit  𝑆 nicht überschritten 
wird: 







2                                                   (44) 
[62] 
4.2 Systemzuverlässigkeit 
Zur Einführung in die Systemzuverlässigkeit werden zunächst die mathematischen 
Grundlagen für die Modellierung vorgestellt. In dieser Arbeit wird auf mathematische  
Modelle zurückgegriffen, die sich auf die Vorhersagbarkeit des Zustandes eines Sys-
tems beziehen. Dabei erfolgt eine Unterscheidung in stochastische und deterministische 
Modelle. Stochastische Modelle verwenden Wahrscheinlichkeiten von Zuständen, die 
während eines Prozesses eintreten können. Es ist nicht vorhersagbar, wann ein bestimm-
ter Zustand eintritt. Deterministische Modelle betrachten dagegen Zusammenhänge 
zwischen fest bestimmten, nicht zufälligen Werten von Variablen. Der Zustand des Sys-
tems ist vorhersagbar. 
Die Zustände der zu untersuchenden Systeme sind abhängig von der Zeit sowie der Ver-
fügbarkeit und stellen Wahrscheinlichkeitswerte dar, auf die stochastische Modelle an-
gewendet werden. Für die Modellierung der Betrachtungseinheiten der jeweiligen Netz-
komponenten wird auf den Markov-Prozess zurückgegriffen. Die Modellierung der 
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Übertragungspfade im Kommunikationsnetz erfolgt mit dem Booleschen Modell, um 
Serien- und Parallelstrukturen zu erfassen. 
4.2.1 Boolesches Modell 
Für komplexe vermaschte Systeme wird ein allgemeines zuverlässigkeitstheoretisches 
Modell hergeleitet. Dazu werden Boolesche Indikatorvariablen zur Beschreibung der 
Zustände der Elemente und des Systems eingeführt. Es gilt für funktionstüchtige Ele-
mente  𝑧𝑖 = 1,   ∀ 𝑖 ∈  1, 𝑛   und für funktionsuntüchtige Elemente  𝑧𝑖 = 0, ∀ 𝑖 ∈  1, 𝑛 . 
Für das funktionstüchtige System gilt  𝑧𝑆𝑦 = 1 und für das funktionsuntüchtige System 
gilt  𝑧𝑆𝑦 = 0. Ein binäres System liegt vor, wenn neben den Booleschen Indikatorva-
riablen auch die Zustände des Systems eindeutig durch den Zustand der Elemente be-
stimmt werden. Mit dieser Voraussetzung lässt sich der Systemzustand  𝑧𝑆𝑦  als Funkti-
on der Elementezustände  𝑧𝑖 , 𝑖 ∈  1, 𝑛   darstellen: 
                                                   𝑧𝑆𝑦 = 𝜑 𝑧1, 𝑧2, … , 𝑧𝑛                                                 (45) 
Eine mögliche Zeitabhängigkeit der  𝑧𝑖  wird nicht berücksichtigt, denn alle Untersu-
chungen beziehen sich auf einen festen Zeitpunkt oder es wird der Fall  𝑡 → ∞ betrach-
tet. Ein Problem der Zuverlässigkeitsanalyse binärer Systeme ist die Ermittlung der 
Funktion  𝜑. Darauf aufbauend ist bei bekannten Verfügbarkeiten der Elemente die Ver-
fügbarkeit des Systems bzw. der Netzkomponenten zu berechnen. Die Funktion  𝜑 wird 
Strukturfunktion genannt. Da  𝜑 eine binäre Variable ist, ergibt sich beim Übergang zu 
zufälligen Indikatorvariablen  𝑧𝑖  die Systemverfügbarkeit einfach durch die Berechnung 
des Erwartungswertes von  𝜑. Der Definitionsbereich der Strukturfunktion  𝜑 ist die 
Menge von Vektoren  𝑍 𝑛 , deren Elemente sind  𝑧 =  𝑧1, 𝑧2, … , 𝑧𝑛 . Die Vektoren  𝑧  
werden Zustandsvektoren der Elemente genannt. Es gilt daher  𝑧𝜎 = 𝜑 𝑧  . Basisstruk-
turfunktionen der Ordnung  𝑛 sind: 
Seriensystem 




𝑖=1 = 𝑚𝑖𝑛 𝑧1, 𝑧2, … , 𝑧𝑛                              (46) 
Parallelsystem 




𝑖=1 = 𝑚𝑎𝑥 𝑧1, 𝑧2, … , 𝑧𝑛                          (47) 
„k aus n“-System   
                                                                                           (48)                                                                                           
𝜑 𝑧  =  
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In arithmetischer Form lauten die Strukturfunktionen für Serien- und Parallelsysteme 
wie folgt: 
Seriensystem: 
                                                     𝜑 𝑧  = 𝑧1 𝑧2 …  𝑧𝑛                                                    (49) 
Parallelsystem: 
                                                  𝜑 𝑧  = 1 − 𝑧 1 𝑧 2 …𝑧 𝑛                                                 (50) 
Die Strukturfunktion eines Seriensystems nimmt entsprechend ihrer Definition genau 
den Wert 1 an, wenn alle  𝑧𝑖 = 1 sind, während im Fall eines Parallelsystems  𝜑 𝑧   ge-
nau dann 1 ist, wenn mindestens eines der  𝑧𝑖  gleich 1 ist. 
Die Systemverfügbarkeit  𝑉𝑆𝑦  berechnet sich aus den Elementeverfügbarkeiten  𝑉𝑖 . 
Bei einem Seriensystem zu: 
                                                       𝑉𝑆𝑦 =  𝑉𝑖
𝑛
𝑖=1                                                          (51) 
Bei einem Parallelsystem zu: 
                                                 𝑉𝑆𝑦 = 1 −   1 − 𝑉𝑖 
𝑛




Ein Markovsches Zustandsmodell besitzt nach [38] eine geschlossene Zustandsmenge, 
das heißt, jeder Zustand kann von einem beliebigen Zustand aus erreicht werden, es 
existieren keine absorbierenden Zustände. Aufgrund der Beschränkung auf den stationä-
ren Fall vereinfacht sich das Kolmogorowsche Differentialgleichungssytem für die 
Markov-Modelle von 
                                                          𝑃 ′ 𝑡 = 𝐴 ⋅ 𝑃  𝑡                                                   (53) 
zu: 
                                                                0  = 𝐴 ⋅ 𝑃                                                        (54) 
Der Vektor  𝑃  gibt die stationären Zustandswahrscheinlichkeiten an. Die Übergangs-
matrix  𝐴  beinhaltet dabei die Übergangsintensität vom Zustand  𝑧𝑗   zum Zustand  𝑧𝑖 . 
Die Diagonalelemente dieser Matrix berechnen sich aus der jeweiligen Zeilensumme 
nach folgender Vorschrift: 
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                                                                                                                       (55) 
Das homogene lineare Gleichungssystem (54) gestattet die Berechnung der stationären 
Zustandswahrscheinlichkeiten, in dem es mit Hilfe der Bestimmungsgleichung 
 
                                                               𝑃𝑖 = 1
𝑛
𝑖=0                                                       (56) 
 
in ein inhomogenes Gleichungssystem transformiert wird. Die allgemeine Lösung, das 
heißt die Berechnung der einzelnen Zustandswahrscheinlichkeiten  𝑃𝑖  und daraus die 
Systemdauerverfügbarkeit  𝑉𝑆𝑦𝐷 , künftig vereinfacht Systemverfügbarkeit  𝑉𝑆𝑦  genannt, 
für unterschiedliche Prozessniveaus erfolgt über verschiedene mathematische Lösungs-
wege, die vom Umfang und vom Aufbau des Gleichungssystems beeinflusst wird, wie 
zum Beispiel Gaußscher Algorithmus oder Cramersche Regel. In dieser Arbeit wird die 
Cramersche Regel angewendet. Diese kann nach [81] wie folgt formuliert werden:  
Sei  𝐴 ∈ 𝑀𝑛𝑛  ℝ  invertierbar, und sei  𝐴 ⋅ 𝑥 = 𝑏  ein lineares Gleichungssystem (LGS) 
mit  𝑛 Zeilen und  𝑛 Unbekannten. Sei  𝐴𝑖  die Matrix, die aus  𝐴  entsteht, in dem die  




   die Lösung 
von  𝐴 ⋅ 𝑥 = 𝑏 . Dann gilt für alle  1 ≤ 𝑖 ≤ 𝑛: 
                                                       Λ𝑖 = 𝑑𝑒𝑡 𝐴 
−1𝑑𝑒𝑡 𝐴𝑖                                           (57) 
 
Es wird folgender Algorithmus verwendet: 
1. Aufstellen des Zustandsmodells mit allen Übergängen 
2. Ableitung der Übergangsmatrix  𝐴  mit Hilfe der Formel (55) 
3. Ersatz einer Gleichung des homogenen Gleichungssystems (54) durch die Bestim-
mungsgleichung (56), dabei wird möglichst eine stark besetzte Zeile  𝑘 der Über-
gangsmatrix  𝐴  ausgewählt. 
4. Berechnung der Systemdeterminante  𝐷 =  𝐴   
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5. Berechnung der Zählerdeterminanten  𝐷𝑖 . Hierfür werden die Elemente  𝑎𝑗𝑖  der 
Spalte  𝑖 der Übergangsmatrix  𝐴  wie folgt geändert: 
                                                  𝑎𝑗𝑖 = 0  ∀  𝑗 ≠ 𝑘                                                    (58) 
 
Das heißt, das Element  𝑎𝑘𝑖  der Spalte  𝑖 und der Zeile  𝑘, in welcher die Be-
stimmungsgleichung (56) steht, bleibt erhalten. 
6. Die Zustandswahrscheinlichkeiten  𝑃𝑖  berechnen sich zu: 
                                                          𝑃𝑖 =
𝐷𝑖
𝐷
                                                           (59) 
 
7. Berechnung der Systemverfügbarkeit für die relevanten Betriebszustände zu: 
                                                     𝑉𝑆𝑦
𝑘 =  𝑃𝑖
𝑚
𝑖=0                                                      (60) 
 
Dabei ist  𝑚 in Abhängigkeit des Betriebszustandes  𝜅 im konkreten Fall festzule-
gen. 
Für die grundlegenden Systemkonfigurationen Seriensystem und redundantes System 
ergeben sich folgende allgemeingültige Zusammenhänge. 
Das Zustandsdiagramm eines Seriensystems hat die Struktur nach Abbildung 19. 
Z0
Z3Z1 Z2 Zn
λ1 λ2 λ3 λn
μ1 μ2 μ3 μn
 
Abbildung 19: Zustandsgraph eines Seriensystems 
Die einzelnen Zustände charakterisieren entweder den Ausfall unterschiedlicher, seriell 
angeordneter Elemente oder von den Ausfall- und Instandsetzungsraten her unterschied-
liche Ausfälle eines Systems, wobei jeder Ausfall zum Betriebszustand Kollaps führt. 
Die Übergangsmatrix hat folgende Form: 
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𝑖=1 𝜇1 𝜇2 ⋯ 𝜇𝑛
𝜆1 −𝜇1 0 ⋯ 0
𝜆2 0 −𝜇2 ⋯ 0
⋮ ⋮ ⋮ ⋱ ⋮
𝜆𝑛 0 0 ⋯ −𝜇𝑛 
 
 
                                (61) 
 
Die Systemdeterminante berechnet sich: 
 
        𝐷 =  
 
1 1 1 ⋯ 1
𝜆1 −𝜇1 0 ⋯ 0
𝜆2 0 𝜇2 ⋯ 0
⋮ ⋮ ⋮ ⋱ ⋮
𝜆𝑛 0 0 ⋯ −𝜇𝑛
 
 =  −1 𝑛   𝜇𝑖
𝑛





𝑖=1             (62) 
 
Es genügt die Berechnung der Zählerdeterminante  𝐷0, da für die Verfügbarkeit im Se-
riensystem  𝑉𝑆𝑦 = 𝑃0  gilt. 
 
                                𝐷0 =  
 
1 1 1 ⋯ 1
0 −𝜇1 0 ⋯ 0
0 0 −𝜇2 ⋯ 0
⋮ ⋮ ⋮ ⋱ ⋮
0 0 0 ⋯ −𝜇𝑛
 
 =  −1 𝑛  𝜇𝑖
𝑛
𝑖=1                    (63) 
 
Die Verfügbarkeit berechnet sich daraus nach einigen Umformungen zu: 
 















                                            (64) 
 
Dieser Ansatz lässt sich auch dafür nutzen, um ein Element mit mehr als einem Ausfall-
zustand in ein Element mit nur einem Ausfallzustand zu transformieren, was zu Verein-
fachungen bei komplexen Zuverlässigkeitsstrukturen führt. Die Berechnungen für die-
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Die Verfügbarkeit  𝑉𝑆𝑦 𝑒𝑖𝑛𝑧𝑒𝑙𝑛  dieses Systems berechnet sich bei Berücksichtigung aller 
Ausfallzustände nach Formel (64) zu: 







                                                    (65) 
 
Für das transformierte System mit nur noch einem Ausfallzustand muss die Verfügbar-
keit gleich groß sein, das heißt  𝑉𝑆𝑦𝑒𝑖𝑛𝑧𝑒𝑙𝑛 = 𝑉𝑆𝑦 . Da ein Element mit mehreren Ausfall-
zuständen als Seriensystem im Sinne der Zuverlässigkeit aufzufassen ist, können die 
Ausfallraten  𝜆𝑖  der einzelnen Ausfallzustände zur Gesamtausfallrate  𝜆 addiert werden. 
                                                               𝜆 =  𝜆𝑖
𝑛
𝑖=1                                                      (66) 
 
Für die Verfügbarkeit des transformierten Systems gilt: 















                                    (67) 
 





























Die Wiederherstellungsrate  𝜇 des transformierten Systems kann aus den Ausfall- und 
Wiederherstellungsraten des ursprünglichen Zuverlässigkeitssystems berechnet werden. 
Für ein Markov-Modell eines Parallelsystems gilt entsprechend Abbildung 20 folgender 
allgemeiner Zustandsgraph. 
Z0 Z1 Z2 Z3 Zn
μ1 μ2 μ3 μ4 μn
λ1 λ2 λ3 λ4 λn
 
Abbildung 20: Zustandsgraph eines Parallelsystems 
Die Übergangsmatrix  𝐴  lautet: 
 











−𝜆1 𝜇1 0 0 ⋯ 0 0
𝜆1 − 𝜆2 + 𝜇1 𝜇2 0 ⋯ 0 0
0 𝜆2 − 𝜆3 + 𝜇2 𝜇3 ⋯ 0 0
0 0 𝜆3 − 𝜆4 + 𝜇3 ⋯ 0 0
0 0 0 𝜆4 ⋯ 0 0
⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮
0 0 0 0 ⋯ 𝜇𝑛−1 0
0 0 0 0 ⋯ − 𝜆𝑛 + 𝜇𝑛−1 𝜇








  (69) 
 
Zur Berechnung der Determinanten ist es zweckmäßig, die zweite oder eine darunter 
liegende Zeile durch die Bestimmungsgleichung (56) zu ersetzen. Für die Systemdeter-
minante ergibt sich daraus mit  𝜆0 = 𝜇0 = 1: 






𝑖=0                                       (70) 
 
Die Zählerdeterminanten berechnen sich daraus zu: 




𝑗 =1                                                (71) 
 











                                                    (72) 
 
Die Zustandswahrscheinlichkeiten  𝑃𝑗  berechnen sich daraus zu: 
                                                      𝑃𝑗 = 𝑃0  𝜚𝑖
𝑗
𝑖=1                                                        (73) 
 
Die Systemzuverlässigkeit für die einzelnen Betriebszustände  𝜅 lässt sich daraus als  𝑘 
aus  𝑛 System ableiten, wobei  𝑘 in Abhängigkeit des Betriebszustandes festzulegen ist. 
Die Verfügbarkeit von  𝑘 Systemen berechnet sich damit zu:                                      (74) 
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Redundante Systeme sind unter zuverlässigkeitstheoretischen Gesichtspunkten Parallel-
systeme, die sich lediglich in den Ausfallraten unterscheiden. Für die weiteren Berech-
nungen wird zunächst von dem in der Praxis meist vorherrschenden Fall von nur einem 
Instandhaltungsteam ausgegangen, das heißt hier gilt  𝜇1 = 𝜇2 … = 𝜇𝑛  = 𝜇. Die Aus-
fallraten  𝜆𝑖   sind abhängig von der Art der Reserve (belastet oder unbelastet). Der Zu-
standsgraph eines Parallelsystems mit einem Instandhaltungsteam ist in Abbildung 21 
dargestellt. 
Z0 Z1 Z2 Z3 Zn
μ μ μ μ μ
λ1 λ2 λ3 λ4 λn
 
Abbildung 21: Parallelsystem mit einem Instandhaltungsteam 
Bei Systemen mit unbelasteter Reserve gilt für die Ausfallrate mit der Anzahl der Sys-
teme  𝜂  und der Anzahl der Reservesysteme  𝑟 : 
𝜆𝑖 = 𝜂  𝜆,   ∀  𝑖 ∈  1, 𝑟  
                                                     𝜆𝑖 =  𝜂 + 𝑟 + 1 − 𝑖 𝜆,   ∀  𝑖 ∈  𝑟 + 1, 𝜂 + 𝑟          (75) 
 










−𝜂 𝜆 𝜇 0 0 ⋯ 0 0
𝜂 𝜆 − 𝜂 𝜆 + 𝜇 𝜇 0 ⋯ 0 0
0 𝜂 𝜆 − 𝜂 𝜆 + 𝜇 𝜇 ⋯ 0 0
0 0 𝜂 𝜆 −  𝜂 − 1 𝜆 + 𝜇 ⋯ 0 0
0 0 0  𝜂 − 1 𝜆 ⋯ 0 0
⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮
0 0 0 0 ⋯ 𝜇 0
0 0 0 0 ⋯ − 𝜆 + 𝜇 𝜇








    (76) 
 
Zur Berechnung der Determinanten ist es zweckmäßig, die zweite oder eine darunter 
liegende Zeile durch die Bestimmungsgleichung (56) zu ersetzen. Für die Systemdeter-
minante ergibt sich :                                                                                                      (77)                                                                                      




𝜂 𝑟 𝜂 !
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Die Zählerdeterminanten berechnen sich zu: 
                            𝐷𝑖 = 𝜂 
𝑖𝜇𝜂 +𝑟 −𝑖𝜆𝑖 ,       ∀  𝑖 ∈  0, 𝑟                                                       (78) 
𝐷𝑖 =
𝜂 𝑟 𝜂 !
 𝜂 + 𝑟 − 𝑖 !
𝜇𝜂 +𝑟 −𝑖𝜆𝑖 , ∀  𝑖   ∈  𝑟 + 1, 𝜂 + 𝑟  
 
Die Zustandswahrscheinlichkeiten  𝑃𝑗  berechnen sich  ∀ 𝑗 ∈  0, 𝑟  dann mit  𝜚 =
𝜆
𝜇
 zu:  
                                                                                                                        (79) 
𝑃𝑗 =
𝜂 𝑗𝜇𝜂 +𝑟 −𝑖𝜆𝑗
 𝜂 𝑖𝜇𝜂 +𝑟 −𝑖𝜆𝑖𝑟 𝑖=0 +  
𝜂 𝑟 𝜂 !






 𝜂 𝜚 𝑗
  𝜂 𝜚 𝑖 +  
𝜂 𝑟 𝜂 !








und  ∀ 𝑗 ∈  𝑟 + 1, 𝜂 + 𝑟  gilt:                                                                                       (80) 
𝑃𝑗 =
𝜂 𝑟 𝜂 !
 𝜂 +𝑟 −𝑗  !
𝜇𝜂 +𝑟 −𝑖𝜆𝑗
 𝜂 𝑖𝜇𝜂 +𝑟 −𝑖𝜆𝑖𝑟 𝑖=0 +  
𝜂 𝑟 𝜂 !






𝜂 𝑟 𝜂 !𝜚 𝑗
 𝜂 +𝑟 −𝑗  !
  𝜂 𝜚 𝑖 +  
𝜂 𝑟 𝜂 !








Die Verfügbarkeit für den Nennbetrieb berechnet sich in der Regel aus der Menge der 
Zustände, in denen die maximale Anzahl der Systeme für das Nennbetriebsregime  𝜂  
noch verfügbar ist, zu: 
                                                         𝑉𝑆𝑦
𝑛𝑒𝑛𝑛 =  𝑃𝑖
𝑟 
𝑖=0                                                    (81) 
 
Und für den Störbetriebsbereich muss noch mindestens ein System verfügbar sein. Es 
gilt: 
                                                          𝑉𝑆𝑦
𝑠𝑡ö𝑟 =  𝑃𝑖
𝜂 +𝑟 −1
𝑖=𝑟 +1                                                (82) 
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Bei Systemen mit belasteter Reserve gilt für die Ausfallrate: 
                                                      𝜆𝑖 =  𝜂 + 𝑟 + 1 − 𝑖  𝜆                                            (83) 
 









− 𝜂 + 𝜌  𝜆 𝜇 0 ⋯ 0 0
 𝜂 + 𝜌  𝜆 −  𝜂 + 𝜌 − 1 𝜆 + 𝜇 𝜇 ⋯ 0 0
0  𝜂 + 𝜌 − 1 𝜆 −  𝜂 + 𝜌 − 2 𝜆 + 𝜇 ⋯ 0 0
0 0  𝜂 + 𝜌 − 2 𝜆 ⋯ 0 0
⋮ ⋮ ⋮ ⋮ ⋱ ⋮
0 0 0 ⋯ 𝜇 0
0 0 0 ⋯ − 𝜆 + 𝜇 𝜇








                                                                                                                       (84) 
Zur Berechnung der Determinanten ist es zweckmäßig, die zweite oder eine darunter 
liegende Zeile durch die Bestimmungsgleichung (56) zu ersetzen. Für die Systemdeter-
minante ergibt sich daraus:         
                                                                                                                       (85) 
𝐷 =  
 𝜂 + 𝑟 !





          
Die Zählerdeterminanten berechnen sich zu:  
                                                    (86) 
𝐷𝑖 =
 𝜂 + 𝑟 !
 𝜂 + 𝑟 − 𝑖 !
𝜇𝜂 +𝑟 −𝑖𝜆𝑖  
                                    




                                                                                                                       (87) 
𝑃𝑗 =
 𝜂 +𝑟 !
 𝜂 +𝑟 −𝑗  !
𝜇𝜂 +𝑟 −𝑗𝜆𝑗
 
 𝜂 +𝑟 !






 𝜂 +𝑟 !
 𝜂 +𝑟 −𝑗  !
𝜚𝑗
 
 𝜂 +𝑟 !
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Die Verfügbarkeit für den Nennbetrieb berechnet sich in der Regel aus der Menge der 
Zustände, in der die maximale Anzahl der Systeme für das Nennbetriebsregime  𝜂  noch 
verfügbar ist zu: 
                                                      𝑉𝑆𝑦
𝑛𝑒𝑛𝑛 =  𝑃𝑖
𝑟 
𝑖=0                                                       (88) 
 
Für den Störbetrieb muss noch mindestens ein System verfügbar sein. Es gilt: 
                                                       𝑉𝑆𝑦
𝑠𝑡ö𝑟 =  𝑃𝑖
𝜂 +𝑟 −1
𝑖=𝑟 +1                                                   (89) 
 
Für die Berechnung der Systemzuverlässigkeiten sind sowohl der allgemeine Ansatz 
nach Formel (74) als auch ein spezieller Ansatz für Systeme mit unbelasteter Reserve 
nach den Formeln (81) und (82) möglich. 
[62] 
 
4.3 Erweiterung des Modells um die Securityzuverlässigkeit 
Ziel dieses Abschnittes ist die Entwicklung eines analytischen Modells zur Quantifizie-
rung der Auswirkungen von Angriffen auf Kommunikationssysteme in einem Kommu-
nikationsnetz. 
Aufgrund der Auswirkungen von Angriffen auf den Betriebszustand  𝜅 ist das allgemei-
ne Modell der Prozesszuverlässigkeit aus Abschnitt 3.4.1 um die Securityzuverlässig-
keit  𝑍𝑆𝑒𝑐  𝑡  zu erweitern. Die Erweiterung zeigt Abbildung 22. 
Die Security beschreibt den Schutz eines Systems vor Angriffen aus der Systemumge-
bung. Die Angriffe sind meist zielgerichtete und bewusst vorgenommene Handlungen. 
Im Gegensatz hierzu beschreibt die Saefty den Schutz vor einer Gefährdung der Sys-
temumgebung auf Grundlage einer Fehlfunktion des Systems. 
Die offenen Schnittstellen der Architekturen von IP-Netzen erfordern Maßnahmen, um 
die Angriffe abzuwehren. Eine Klassifizierung und Charakterisierung der Angriffsarten 
sowie der dazugehörigen Schutzmaßnahmen werden hier nicht betrachtet.  
 
 






































Abbildung 22: Erweitertes Modell der Prozesszuverlässigkeit 
4.3.1 Quantifizierung der Angriffe auf Kommunikationsnetze 
Als ein Angriff wird hier ein potentieller Angriff definiert, also die Möglichkeit einen 
Angriff auf ein Kommunikationssystem durchzuführen. Die anzugreifenden Netzkom-
ponenten werden in diesem Zusammenhang als Kommunikationssystem bezeichnet. Die 
Durchführung von Angriffen, auch als realisierter Angriff bezeichnet, wird über noch zu 
definierende Zustände beschrieben. 
Unabhängig von der Art, seinem Ursprung und seinen unmittelbaren Schäden werden 
für einen Angriff folgende Parameter betrachtet: 
 Angriffsintensität (Angriffsrate), diese beschreibt die Anzahl der im Sinne eines 
Angriffs erfolgreichen Angriffe pro Zeiteinheit. 
 Zusammenhang zwischen Angriff und einer Gegenmaßnahme. 
Zur Quantifizierung werden die Angriffe als eine Menge  𝐴 definiert. Die Elemente  𝑎𝑖  
der Menge  𝐴 werden bezeichnet als  𝑎𝑖 ∈ 𝐴  ∀ 𝑖 ∈  1, 𝑎  , wobei  𝑎𝑖  einen Angriff der 
Art  𝑖 ∈  1, 𝑎   darstellt. Die Anzahl  𝑎  der Angriffe stellt eine in Abhängigkeit der Zeit 𝑡 
nicht monoton fallende natürliche Zahl dar. Es gilt also: 
                                    𝑎 = 𝑎  𝑡  mit  𝑎  𝑡1 ≤ 𝑎  𝑡2  ⋀  𝑡1 < 𝑡2                                   (90) 
Für die Praxis beschreibt die Aussage, dass die Anzahl der potentiellen Angriffe mono-
ton wächst. 
 
Kapitel 4: Modellierung der Prozesszuverlässigkeit 
71 
Die Menge  𝐴 der Angriffe wird in folgende Teilmengen unterteilt: 
 𝐴𝑢  als unbekannte Angriffe, es gibt keine Maßnahme  𝑚 ∈ 𝑀 gegen den Angriff. 
 𝐴𝑏  als bekannte Angriffe, es gibt keine Maßnahme  𝑚 ∈ 𝑀 gegen den Angriff. 
 𝐴𝑚  als bekannte Angriffe, es gibt die Maßnahme  𝑚 ∈ 𝑀 gegen den Angriff. 
Diese Unterteilung stellt den Zusammenhang zwischen einem Angriff und einer Maß-
nahme gegen den Angriff dar. Sie Charakterisiert den Angriffstyp. 
Die Teilmengen der Angriffstypen sind paarweise disjunkt, das heißt es gilt: 
                                         𝐴𝑖 ∩ 𝐴𝑗 = ∅, 𝑚𝑖𝑡 𝑖, 𝑗 ∈  𝑢, 𝑏,  𝑚                                            (91) 
Die Zuordnung eines Angriffs  𝑎𝑖  zu einer der Teilmengen  𝐴𝑢 , 𝐴𝑏  oder  𝐴𝑚  ist eindeu-
tig, die Zuordnung kann also durch eine Relation im algebraischen Sinne vorgenommen 
werden. 
Die Elemente aus den einzelnen Teilmengen können auch mit 𝑎𝑢𝑖  mit 1 ≤ 𝑖 ≤ 𝑢 ,  𝑎𝑏𝑗  
mit  1 ≤ 𝑗 ≤ 𝑏  und  𝑎𝑚𝑘  mit  1 ≤ 𝑘 ≤ 𝑚  bezeichnet werden. Die Parameter  𝑢 , 𝑏
 , 𝑚  
kennzeichnen die Mächtigkeit der jeweiligen Teilmengen  𝐴𝑢 , 𝐴𝑏 , 𝐴𝑚 . Es gilt  
𝑎 = 𝑢 + 𝑏 + 𝑚 . Die Zeitabhängigkeit wird wie bei Formel (90) berücksichtigt. Die An-
zahl der realisierten Angriffe der einzelnen Angriffstypen pro Zeitraum werden mit  
𝛼𝑢 , 𝛼𝑏  und  𝛼𝑚  bezeichnet. Dabei wird zunächst nicht berücksichtigt, von welchem 
Startzustand (Nennbetrieb oder Störbetrieb) welcher Zielzustand (Störbetrieb oder Kol-
laps) erreicht wird. 
Mit  𝑀 wird die Menge der Maßnahmen gegen die potentiellen Angriffe definiert. Die 
Elemente  𝑚𝑗  dieser Menge werden mit  𝑚𝑗 ∈ 𝐴  ∀  𝑗 ∈  1, 𝑚   bezeichnet. Das Element  
𝑚𝑗  der Menge  𝑀 stellt eine Maßnahme der Art  𝑗 ∈  1, 𝑚   dar. Die maximale Anzahl  
𝑚  der Maßnahmen ist wieder eine in Abhängigkeit der Zeit  𝑡 monoton nicht fallende 
natürliche Zahl. Es gilt also  𝑚 = 𝑚  𝑡  mit  𝑚  𝑡1 ≤ 𝑚  𝑡2 ∧ 𝑡1 < 𝑡2. In der Praxis 
bedeutet dieser Zusammenhang, dass die Anzahl der (potentiellen) Angriffe monoton 
wächst. 
Die Menge  𝑀 wird in folgende Teilmengen unterteilt: 
 𝑀𝑎  als Maßnahme gegen einen bekannten Angriff aus der Menge  𝐴𝑚 . 
 𝑀𝑣 als Maßnahme gegen einen veralteten Angriff  𝑎𝑣, der nicht mehr in der Menge  
𝐴 enthalten ist, es gilt  𝑎𝑣 ∉ 𝐴, veraltete Angriffe verursachen Kosten und verrin-
gern die technologische Zuverlässigkeit. 
Die Wirksamkeit der Maßnahmen kann durch den Faktor  𝛾𝑠 =
𝑀𝑎
𝐴𝑏
 ausgedrückt werden. 
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Bei der Modellierung der Securityzuverlässigkeit müssen die Angriffe  𝐴𝑢  und  𝐴𝑏  be-
rücksichtigt werden. Ein realisierter Angriff aus dieser Teilmenge führt zu einer Beeint-
rächtigung der Funktionsfähigkeit des Kommunikationssystems und damit des Dienstes 
bzw. der Anwendung. Dieser Zusammenhang wird im Modell eines Zustandsgraphen 
durch den Übergang vom Nennbetriebszustand in den Störbetriebszustand oder in den 



















Abbildung 23: Zustandsgraph der Securityzuverlässigkeit 
Der Zustand  𝑍0
 𝑆 
 beschreibt den Nennbetriebszustand. Das System funktioniert ohne 
eine Beeinträchtigung der Funktionsfähigkeit durch Angriffe.  
Der Zustand  𝑍1
 𝑆 
 stellt den Störbetriebsbereich dar. Nach einem realisierten Angriff aus 
der Menge der Angriffstypen  𝐴𝑢  bzw.  𝐴𝑏  wird die Funktionssicherheit des Kommuni-
kationssystems beeinträchtigt, es kommt jedoch nicht zum vollständigen Ausfall. Die 
Art und der Umfang der Beeinträchtigung wird an dieser Stelle nicht berücksichtigt. 
Der Zustand  𝑍2
 𝑆 
 ist der Kollaps. Nach einem erfolgreich realisierten Angriff aus der 
Menge der Angriffstypen  𝐴𝑢  bzw.  𝐴𝑏  kommt es zu einem Verlust der Funktionsfähig-
keit des Kommunikationssystems (Ausfall). 
Die Übergangsintensitäten haben folgende Bedeutung: 
 𝜆1
 𝑆 
 als Übergang vom Nennbetriebszustand  𝑍0
 𝑆 
 zum Störbetriebszustand  𝑍1
 𝑆 
 
durch einen erfolgreich realisierten Angriff aus der Menge der Angriffstypen  𝐴𝑢  
bzw. 𝐴𝑏 . Diese Intensität berechnet sich aus der Summe der jeweils realisierten 
Angriffe  𝜆1
 𝑆 = 𝛼𝑢1 + 𝛼𝑏1  pro Zeitintervall. 
 𝜆2
 𝑆 
 als Übergang vom Nennbetriebszustand  𝑍0
 𝑆 
 zum Zustand des Kollaps  𝑍2
 𝑆 
 
durch einen erfolgreich realisierten Angriff aus der Menge der Angriffstypen 𝐴𝑢  
bzw.  𝐴𝑏 . Diese Intensität berechnet sich aus den Summen der jeweils realisierten 
Angriffe  𝜆2
 𝑆 = 𝛼𝑢2 + 𝛼𝑏2  pro Zeitintervall. 
 




 als Übergang vom Störbetriebszustand  𝑍1
 𝑆 
 zum Zustand des Kollaps  𝑍2
 𝑆 
 
durch einen erfolgreich realisierten Angriff aus der Menge der Angriffstypen  𝐴𝑢  
bzw. 𝐴𝑏 . Diese Intensität berechnet sich aus der Summe der jeweils realisierten 
Angriffe  𝜆3
 𝑆 = 𝛼𝑢3 + 𝛼𝑏3  pro Zeitintervall. 
Der Übergang vom Nennbetriebszustand  𝑍0
 𝑆 
 zum Störbetriebszustand  𝑍1
 𝑆 
 bzw. zum 
Zustand des Kollaps  𝑍2
 𝑆 
 ist abhängig vom spezifischen Element  𝑎𝑢  bzw.  𝑎𝑏  aus der 
jeweiligen Menge. Welcher Übergang im konkreten Fall eintritt, wird als zufällig ange-
nommen, er ist nur von der jeweiligen Intensität  𝜆1
 𝑆 
 und  𝜆2
 𝑆 
 abhängig. 
Für den Übergang vom Nennbetriebszustand  𝑍0
 𝑆 
 bzw. vom Störbetriebszustand  𝑍1
 𝑆 
 
zum Zustand des Kollaps  𝑍2
 𝑆 
 kann die Intensität als identisch betrachtet werden, das 
heißt  𝜆2
 𝑆 = 𝜆3
 𝑆 
, da diese Übergänge von den gleichen Angriffen realisiert werden. 
Die Wiederherstellungsrate  𝜇 𝑆  wird für alle Übergänge als quantitativ identisch vor-
ausgesetzt. Der Übergang vom Störbetriebszustand  𝑍1
 𝑆 
 bzw.  vom Zustand des Kol-
laps  𝑍2
 𝑆 
 zum Nennbetriebszustand  𝑍0
 𝑆 
 umfasst hier alle Tätigkeiten zur Wiederher-
stellung der Funktionsfähigkeit des Kommunikationssystems nach einem realisierten 
Angriff. Hierzu gehören jedoch nicht die durchzuführenden Maßnahmen zum prophy-
laktischen Schutz des Kommunikationssystems. Diese werden gesondert betrachtet. 
Der Übergang vom Nennbetriebszustand  𝑍0
 𝑆 
 auf den gleichen Zustand zurück durch 
die Intensität  𝜆4
 𝑆 
 kennzeichnet die erfolgreiche Durchführung vorbeugender Maßnah-
men zum Schutz vor Angriffen. Hierbei werden Elemente aus den Teilmengen  𝑎𝑢 ∈ 𝐴𝑢  
und  𝑎𝑏 ∈ 𝐴𝑏  in die Teilmenge  𝐴𝑚  überführt. Damit wird auch die Wirksamkeit  𝛾𝑠 
verbessert. Die Verbesserung bewirkt eine Reduzierung der Übergangsintensitäten  
𝜆1
 𝑆 , 𝜆2
 𝑆 
 und  𝜆3
 𝑆 
. Entscheidend für diese Maßnahmen ist neben ihrer Qualität die 
Zeitdifferenz  𝑡 𝑆  zwischen zwei Maßnahmen. Zur Durchführung von Maßnahmen gibt 
es folgende Gründe: 
 Für einen bekannten Angriff  𝑎𝑏 ∈ 𝐴𝑏 , für den bisher noch keine Maßnahme exis-
tierte, wurde eine Maßnahme entwickelt. 
 Für einen bekannten Angriff  𝑎𝑚 ∈ 𝐴𝑚 , für den bisher schon Maßnahmen existie-
ren, die aber vom Betreiber des Kommunikationssystems noch nicht eingesetzt wur-
den, sollen nun angewendet werden. 
 Ein unbekannter Angriff  𝑎𝑢 ∈ 𝐴𝑢  wurde registriert. Dies geschieht häufig in Zu-
sammenhang mit einem realisierten Angriff. Für diesen Angriff muss eine Maß-
nahme entwickelt und anschließend umgesetzt werden. 
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Die ersten beiden Gründe für die Durchführung von Maßnahmen sind prophylaktische 
Maßnahmen, während der dritte Grund korrektive Maßnahmen beinhaltet. [62] 
4.3.2 Analytisches Modell der Securityzuverlässigkeit 
Ziel für die Durchführung aller dieser Maßnahmen ist die Einhaltung einer vorgegebe-
nen Securityzuverlässigkeit  𝑍𝑠 𝑡 . Aus der bisherigen Analyse erweist sich die Ver-
wendung von zwei unterschiedlichen Modellen als sinnvoll. 
Modell 1: 
Die Umsetzung von Maßnahmen lässt sich mit Hilfe eines „Präventiven Instandhal-
tungsmodells“ (PVI) mit „Minimalinstandsetzung“ (MI) bei Fehlern modellieren. Hier-
bei können die unterschiedlichen Betriebszustände nicht dargestellt werden. 
Modell 2: 
Die Reaktion auf realisierte Maßnahmen lässt sich mit Hilfe eines korrektiven Instand-
haltungsmodells analytisch beschreiben. Bei diesem Modell werden die Betriebszustän-
de berücksichtigt. Es wird aber eine konstante Ausfallrate  𝜆𝑖
 𝑆 
 verwendet, die Umset-
zung der Maßnahmen kann nicht explizit berücksichtigt werden. 
Bei Modell 1 wird zwischen prophylaktischer Instandsetzung nach starren bzw. alters-
abhängigen Zyklus unterschieden, wobei hier praktisch nur das Modell mit starrem Zyk-







Abbildung 24: Zeit-Zuverlässigkeitsdiagramm eines PVI 
Diese prophylaktische Instandsetzung erfolgt als vollständige Instandsetzung, die in 
einer Zeitdauer  𝑡𝑝  durchgeführt wird. Die Instandsetzungsmaßnahme ist geplant und 
wird meist zu verkehrsschwachen Zeitdauern durchgeführt. Als Zeitdauer für die Nicht-
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verfügbarkeit der technischen Systeme werden nur die unmittelbaren Instandsetzungs-
maßnahmen berücksichtigt. Die Zeitdauern bis zum Erkennen der Fehler, die Vorberei-
tungszeiten, Fahrzeiten usw. liegen außerhalb der Nichtverfügbarkeit. Daher wird meist 
näherungsweise mit  𝑡𝑝 = 𝑐𝑜𝑛𝑠𝑡. → 0 gerechnet. Eine vollständige Instandsetzung ver-
ändert die Ausfallrate  𝜆𝑖
 𝑆  𝑡 . Es wird in der Regel nicht die Ausfallrate zum Zeitpunkt  
𝑡0 erreicht, sondern eine davon verschiedene, je nachdem wie viele Angriffe durch die 
Maßnahmen verhindert werden können. Die Zeitdauer  𝑡𝑠 entspricht einer Störinstand-
setzung,  𝑡𝑚  einer minimalen Instandsetzung. 
Eine Minimalinstandsetzung setzt die durch einen Angriff  𝑎𝑖 ∈  𝐴𝑢 ,  𝐴𝑏   verursachten 
Ausfälle instand, die aktuell vorhandene Ausfallrate  𝜆𝑖
 𝑡  𝑡  wird nicht verändert. Auch 
wenn ein bisher unbekannter Angriff  𝑎𝑢 ∈ 𝐴𝑢  realisiert wurde, wird das ausgefallene 
System zunächst wiederhergestellt. Unabhängig davon wird eine Maßnahme gegen die-
sen Angriff erarbeitet, die aber erst zu einem späteren Zeitpunkt durch eine vollständige 
Instandhaltung umgesetzt wird. Für die Zeitdauer zur Instandsetzung gilt                   
𝑡𝑝 < 𝑡𝑚 = 𝑐𝑜𝑛𝑠𝑡. Als Lebensdauerfunktion  𝑇𝜆  muss eine Verteilungsfunktion mit ste-
tig wachsender Ausfallrate  𝜆 𝑡  verwendet werden. Häufig wird für die analytische 
Modellierung der Lebensdauer die zweiparametrige Weibull-Verteilung mit folgenden 
Kenngrößen benutzt: [38], [59] 





    














Erwartungswert    𝐸 𝑇𝜆 = 𝛽 ⋅ Γ  
1
𝛼
+ 1  

























Diese Lebensdauerfunktion gilt nur für eine Betrachtungseinheit. Für die Modellierung 
eines komplexen Kommunikationsnetzes muss die Netzstruktur, bestehend aus einer 
seriellen und parallelen Verknüpfung von Komponenten (Elementen), berücksichtigt 
werden. Für derartige komplexe Netzstrukturen existieren unter Verwendung weibull-
verteilter Elementelebensdauerfunktionen jedoch keine praktisch nutzbaren analytischen 
Ansätze. 
Auf Grund der Formbarkeit der Weibull-Verteilung ist diese Verteilungsfunktion bei 
beliebigen Netzstrukturen einsetzbar. Die beiden Parameter  𝛼  und  𝛽 müssen dazu für 
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die jeweilige Systemstruktur empirisch, zum Beispiel durch eine Regressionsanalyse, 
geschätzt werden. Bei einer Änderung der Systemstruktur ist eine neue Schätzung er-
forderlich. 
Für das ausgewählte Instandsetzungsmodell PVI nach starrem Zyklus gelten nach  [38], 
[59] folgende Zusammenhänge. Die Dauerverfügbarkeit 𝑉𝐷 als die Verfügbarkeit im 
stationären Zustand gilt allgemein: 




𝐸 𝑇𝜆  
𝐸 𝑇𝜆  +𝐸 𝑇𝜇  
                                             (92) 
mit: 
MTTF  Mean Time To Failure = mittlere Einsatzbereitschaftsdauer  𝐸 𝑇𝜆  
MTTR  Mean Time To Repair = mittlere Ausfalldauer  𝐸 𝑇𝜇  
Die mittlere  Instandsetzungsdauer berechnet sich zu  𝑀𝑇𝑇𝑅 = 𝑡𝑝 + 𝑡𝑚  Λ 𝜏 . Die An-
zahl der Ausfälle im Zyklus wird durch die integrierte Ausfallrate  Λ 𝜏  ausgedrückt. 
Jede Periode schließt eine planmäßig vorbeugende Instandsetzung mit der Dauer  𝑡𝑝  ein. 
Zusätzlich sind Störinstandsetzungen als minimale Instandsetzung der Zeitdauer  𝑡𝑚  in 
dem Maß notwendig, wie Ausfälle in der Periode  𝜏 auftreten. Für die Dauerverfügbar-
keit bei weibullverteilter Lebensdauer gilt: 
                                 𝑉𝐷 𝜏 =
𝜏




                                          (93) 
 
Die Differentiation  
𝑑𝑉𝐷  𝜏 
𝑑𝜏
= 0 liefert als Bestimmungsgleichung für das optimale In-
standhaltungsintervall  𝜏𝑜𝑝𝑡 : 




𝜏 + 𝑡𝑝 + 𝑡𝑚  𝛽
−𝛼𝜏𝛼 − 𝜏 1 + 𝑡𝑚𝛽
−𝛼𝜏𝛼−1 
 𝜏 + 𝑡𝑝 + 𝑡𝑚  𝛽−𝛼𝜏𝛼 
2 = 0 
Damit berechnet sich dieses Intervall zu: 
 
                         𝜏𝑜𝑝𝑡 + 𝑡𝑝 + 𝜏𝑜𝑝𝑡
𝛼  𝑡𝑚  𝛽
−𝛼 − 𝜏𝑜𝑝𝑡 − 𝜏𝑜𝑝𝑡
𝛼  𝛼 𝑡𝑚  𝛽
−𝛼 = 0 
                                                                               𝜏𝑜𝑝𝑡
𝛼 𝑡𝑚
𝛽𝛼
 𝛼 − 1 = 𝑡𝑝                       (95)                                                                                                 
𝜏𝑜𝑝𝑡 = 𝛽  
𝑡𝑝
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Die maximale Verfügbarkeit für das optimale Instandsetzungsintervall berechnet sich  
zu :                                                                                                                                 (96) 
𝑉𝐷 𝜏𝑜𝑝𝑡  =
𝛽  
𝑡𝑝










+ 𝑡𝑝 + 𝑡𝑚  𝛽−𝛼  𝛽  
𝑡𝑝






𝑉𝐷 𝜏𝑜𝑝𝑡  =
𝛽  
𝑡𝑝














Mit der oben getroffenen Näherung  𝑡𝑚 ≫ 𝑡𝑝 = 𝑐𝑜𝑛𝑠𝑡. → 0 ergibt sich für die maxi-
male Verfügbarkeit :                                                                                                     (97) 
𝑉𝐷 𝜏𝑜𝑝𝑡  =
1
1 + 𝑡𝑚  𝛼 𝛽−𝛼  𝜏𝑜𝑝𝑡
𝛼−1 
Die Modellparameter lassen sich im praktischen Netzbetrieb wie folgt variieren: 
 𝛼 als Strukturparameter der Lebensdauerverteilung, dieser ist verantwortlich für die 
Wirksamkeit der Maßnahmen, er muss empirisch geschätzt werden, als Vorgabe-
wert wird  𝛼 = 2 verwendet. 
 𝛽 als Zeitparameter der Lebensdauerverteilung, über den Erwartungswert     
𝐸 𝑇𝜆 = 𝛽 ⋅ Γ  
1
𝛼
+ 1  wird die Anzahl der Angriffe pro Zeiteinheit  𝜆 𝑆  berück-
sichtigt. Es ergibt sich: 
                                        𝜆 𝑆 =
1
𝐸 𝑇𝜆  
⟹ 𝛽 =
1




                                       (98) 
 𝑡𝑚  als Zeitdauer der Minimalinstandsetzung, dies entspricht der Zeitdauer für die 
Wiederherstellung des Systems nach einem Angriff. 
 𝑡𝑝  als Zeitdauer für eine prophylaktische Instandsetzung, diese Zeitdauer entspricht 
der Umsetzung einer Maßnahme, welche in der Regel unabhängig vom Betrieb er-
folgt und es gilt daher  𝑡𝑝 → 0. 
 𝜏𝑜𝑝𝑡  als optimales Instandhaltungsintervall, dieses entspricht dem Abstand zwischen 
den Maßnahmen, auf Grund der geringen Zeitdauer einer prophylaktischen Erneue-
rung kann hier wegen  lim𝑡𝑝→0 𝜏𝑜𝑝𝑡 = lim𝑡𝑝→0 𝛽  
𝑡𝑝




= 0 mit einem kleine-
ren Wert gerechnet werden, als Vorgabewert wird mit 𝜏 = 7d verwendet. 
 𝑉𝐷 als Dauerverfügbarkeit. 
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Auf eine Optimierung des Instandhaltungsintervalls wird verzichtet, da hierzu die Pa-
rameter  𝛽 und  𝑡𝑚  bekannt sein müssen. Der Parameter  𝑡𝑝  wird für eine Näherungslö-
sung nicht benötigt. 
 
Basis für das Modell 2 ist der Zustandsgraph nach Abbildung 23. Auf die Übergangsin-
tensität  𝜆4
 𝑆 
 kann hier verzichtet werden. Zunächst wird entsprechend Abbildung 25 ein 
vereinfachtes Modell 2.1, bestehend aus dem Nennbetriebszustand  𝑍0
 𝑆 
 und den Zu-











Abbildung 25: Zustandsgraph für Modell 2.1 
Aus der Abbildung 25 kann das Differentialgleichungssystem aufgestellt werden. Für 
den instationären Fall gilt mit  𝜆 = 𝜆1
 𝑆 + 𝜆3
 𝑆 , 𝜇 𝑆 = 𝜇, 𝑍0
 𝑆 = 𝑃0  sowie  𝑍2
 𝑆 = 𝑃1. 
Mit dieser Schreibweise wird die übliche Formelnotation aus der Zuverlässigkeitstheo-
rie verwendet. 
                                                𝑃0  𝑡 = −𝜆 𝑃0 𝑡 + 𝜇 𝑃1 𝑡                                          (99) 
                                                𝑃1  𝑡 = 𝜆 𝑃𝑜 𝑡 − 𝜇 𝑃1(𝑡)          
Da nur die stationäre Lösung für  𝑡 → ∞ und 𝑃𝑖 𝑡 → 𝑃𝑖 , 𝑖 ∈  0,  1   interessiert, ergibt 
sich für das DGL-System: 
                                               𝑃0  𝑡 = −𝜆 𝑃0 𝑡 + 𝜇 𝑃1 𝑡 = 0                                 (100) 
  𝑃1  𝑡 = 𝜆 𝑃𝑜 𝑡 − 𝜇 𝑃1 𝑡 = 0 
Das DGL-System ist ein homogenes Gleichungssystem. Mit Einbeziehung der Normie-
rungsbedingung 
                                                              𝑃𝑖 = 1
1
𝑖=0                                                      (101) 
kann dieses DGL-System in ein homogenes Gleichungssystem umgewandelt werden. 
Dazu wird eine Gleichung des DGL-Systems durch die Normierungsbedingung ersetzt. 
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Daraus ergibt sich folgendes Gleichungssystem, in dem die Zeitabhängigkeit der Zu-
standswahrscheinlichkeit nicht mehr berücksichtigt wird. 
                                                                𝑃0 + 𝑃1 = 1                                                 (102) 
𝜆 𝑃0 − 𝜇 𝑃1 = 0 
 
Dieses Gleichungssystem wird mit Hilfe der Cramerschen Regel berechnet. Die Matrix  
𝐴  des LGS lautet: 




Die dazugehörige Determinante lautet: 
𝑑𝑒𝑡 𝐴  =  
1 1
𝜆 −𝜇
 = −𝜇 − 𝜆 
Die Determinante der Matrix  𝐴 0 lautet: 
𝑑𝑒𝑡 𝐴 𝑜 =  
1 1
0 −𝜇
 = −𝜇 
Die Determinante der Matrix  𝐴 1 lautet: 
𝑑𝑒𝑡 𝐴 1 =  
1 1
𝜆 0
 = −𝜆 
 
Der Lösungsvektor  Λ   entspricht den stationären Zustandswahrscheinlichkeiten. Es gilt 
für den Zustand  𝑍0
 𝑆 
 (Nennbetrieb) die Zustandswahrscheinlichkeit  𝑃0: 
                                    𝑍0
 𝑆 = 𝑃0 = Λ0 = 𝑑𝑒𝑡 𝐴 
−1 𝑑𝑒𝑡 𝐴0 =
𝜇
𝜆+𝜇
                         (103) 
 
Für den Zustand  𝑍2
 𝑆 
(Kollaps) gilt die Zustandswahrscheinlichkeit  𝑃1: 
                                   𝑍2
 𝑆 = 𝑃1 = Λ1 = det A 
−1 det A1 =
λ
λ+μ
                           (104) 
 
Folgend wird das exakte Modell 2.2, bestehend aus dem Nennbetriebszustand  𝑍0
 𝑆 
, 
dem Störbetriebszustand  𝑍1
 𝑆 
 und dem Zustand des Kollaps 𝑍2
 𝑆 
, betrachtet. In Abbil-
dung 26 ist dieses dargestellt. 
 

















Abbildung 26: Zustandsgraph für Modell 2.2 
Die einzelnen Zustände haben folgende Bedeutung: 
Zustand  𝑍0
 𝑆 
:  Nennbetrieb 
Zustand  𝑍1
 𝑆 
: Störbetrieb, System funktioniert mit Einschränkungen nach erfolgrei-
  chem Angriff   
Zustand  𝑍2
 𝑆 
: Kollaps, System ist nach erfolgreichem Angriff ausgefallen 
Die Übergangsraten haben folgende Bedeutung: 
𝜆1
 𝑆 
:  Angriffe, die zum Störbetrieb führen (Ausfallrate) 
𝜆3
 𝑆 
:  Angriffe, die zum Kollaps führen (Ausfallrate) 
𝜇 𝑆 :  Instandsetzungsrate, hier wird quantitativ nicht unterschieden, ob der 
    Störbetriebszustand oder der Zustand des Kollaps vorliegt 
Für dieses Modell wird die aus der Zuverlässigkeitstheorie übliche Formelnotation ver-
wendet. Es gilt für die Übergangsintensitäten  𝜆1
 𝑆 = 𝜆1,  𝜆3
 𝑆 = 𝜆3, 𝜇
 𝑆 = 𝜇  und für 
die Zustandswahrscheinlichkeiten  𝑍0
 𝑆 = 𝑃0, 𝑍1
 𝑆 = 𝑃1, 𝑍2
 𝑆 = 𝑃2. 
 
Für die stationäre Lösung ergibt sich für das Modell 2.2 folgendes DGL-System: 
𝑃0  𝑡 = − 𝜆1 + 𝜆3  𝑃0 𝑡 + 𝜇 𝑃1 𝑡 + 𝜇 𝑃2 𝑡 = 0 
                             𝑃1  𝑡 = 𝜆1 𝑃0 𝑡 −  𝜇 + 𝜆3  𝑃1 𝑡 = 0                                        (105) 
                             𝑃2  𝑡 = 𝜆3 𝑃0 𝑡 + 𝜆3 𝑃1 𝑡 − 𝜇 𝑃2 𝑡 = 0  
Durch Einbeziehung der Normierungsbedingung 
                                                            𝑃𝑖
2
𝑖=0 = 1                                                       (106) 
 
Kapitel 4: Modellierung der Prozesszuverlässigkeit 
81 
kann dieses DGL-System in ein inhomogenes Gleichungssystem umgewandelt werden. 
Damit ergibt sich folgendes Gleichungssystem:  
𝑃0 + 𝑃1 + 𝑃2 = 1 
                                             𝜆1 𝑃0 −  𝜇 + 𝜆3  𝑃1 = 0                                                (107) 
                                           𝜆3 𝑃0 + 𝜆3 𝑃1 − 𝜇 𝑃2 = 0  
 
Dieses Gleichungssystem wird mit Hilfe der Cramerschen Regel berechnet. Die Matrix  
𝐴  des LGS lautet: 
𝐴 =  
1 1 1
𝜆1 − 𝜇 + 𝜆3 0
𝜆3 𝜆3 −𝜇
  
Die dazugehörige Determinante lautet: 
𝑑𝑒𝑡 𝐴  =  
1 1 1
𝜆1 − 𝜇 + 𝜆3 0
𝜆3 𝜆3 −𝜇
 = 𝜇2 + 2𝜆3𝜇 + 𝜆1𝜇 + 𝜆3
2 + 𝜆1𝜆3 
Die Determinante der Matrix  𝐴 0 lautet: 
𝑑𝑒𝑡 𝐴 0 =  
1 1 1
0 − 𝜇 + 𝜆3 0
0 𝜆3 −𝜇
 = 𝜇2 + 𝜆3𝜇 
Die Determinante der Matrix  𝐴 1 lautet: 




 = 𝜆1𝜇 
Die Determinante der Matrix  𝐴 2 lautet: 
𝑑𝑒𝑡 𝐴 2 =  
1 1 1
𝜆1 − 𝜇 + 𝜆3 0
𝜆3 𝜆3 0
 = 𝜆3
2 + 𝜆3𝜇 + 𝜆1𝜆3 
 
Der Lösungsvektor  Λ   entspricht den stationären Zustandswahrscheinlichkeiten. Es gilt 
für den Zustand  𝑍0
 𝑆 
 (Nennbetrieb), die Zustandswahrscheinlichkeit  𝑃0: 
                𝑍0
 𝑆 = 𝑃0 = Λ0 = 𝑑𝑒𝑡 𝐴 




                  (108) 
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Für den Zustand  𝑍1
 𝑆 
 (Störbetrieb) gilt für die Zustandswahrscheinlichkeit  𝑃1: 
                𝑍1
 𝑆 = 𝑃1 = Λ1 = 𝑑𝑒𝑡 𝐴 




                  (109) 
 
Für den Zustand  𝑍2
 𝑆 
 (Kollaps) gilt die Zustandswahrscheinlichkeit  𝑃2: 
                𝑍2
 𝑆 = 𝑃2 = Λ2 = 𝑑𝑒𝑡 𝐴 










Die Prozesszuverlässigkeit  𝑍Π 𝑡  gibt die Wahrscheinlichkeit an, in welchem Maße ein 
Kommunikationsnetz mit seinen Komponenten während einer bestimmten Technolo-
giedauer einen definierten Betriebszustand einnimmt. In einem IP-basierten Kommuni-
kationsnetz ist die Analyse der 
 Systemzuverlässigkeit  𝑍𝑆𝑦 𝑡 , 
 technologischen Zuverlässigkeit  𝑍𝑄(𝑡) und 
 Securityzuverlässigkeit  𝑍𝑆𝑒𝑐 (𝑡) 
ausreichend. Auf die Analyse der Verkehrs- und Ankunftszuverlässigkeit kann verzich-
tet werden, da für die Analyse des technologischen Prozesses kontinuierliche Systeme 
verwendet werden und damit die konkreten Eingangszeitpunkte  𝜏𝐸  und die Verkehrs-
objektmenge  𝑋 nicht explizit betrachtet werden. Ihr Einfluss wird über die Ankunftsab-
stände  𝑇𝐴  quantifiziert [59]. 
 
Aus der angenommenen Unabhängigkeit der analysierten Teilzuverlässigkeiten kann die 
Prozesszuverlässigkeit aus dem Produkt der drei Teilzuverlässigkeiten gebildet werden. 
 
                                        𝑍Π 𝑡 = 𝑍𝑆𝑦  𝑡 ⋅ 𝑍𝑄 𝑡 ⋅ 𝑍𝑆𝑒𝑐 (𝑡)                                        (111) 
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4.5 Modelle aus Normen und Standards 
Im Gegensatz zu den analytischen Modellen der Prozesszuverlässigkeit auf Grundlage 
Verkehrs- und Zuverlässigkeitstheorie stützen sich die Modelle aus Normen und Stan-
dards fast ausschließlich auf organisatorische Prozesse und Maßnahmen in Form von 
Handlungsempfehlungen, um Verfügbarkeits-, Saefty- sowie Securitydefizite auszuglei-
chen. Die Maßnahmen zielen im Einzelnen darauf ab, potentielle Fehler zu vermeiden 
bzw. bei deren Eintreten ihre Wirkung auf das System zu begrenzen. 
4.5.1 ISO/IEC 2700x 
Die Normen zur Informationssicherheit werden in der 2700x-Reihe durch die interna-
tionalen Normungsorganisationen ISO und „International Electrotechnical Commissi-
on“ (IEC) beschrieben. Grundlage hierfür waren die von „British Standards“ (BS) he-
rausgegeben Normen. Die zentralen Normen der Reihe ISO/IEC 2700x bilden die Nor-
men 27000, 27001 und 27002. International werden die Normen als Standards bezeich-
net. Diese werden noch ergänzt durch die Normen 27004 sowie 27006 und beschreiben: 
[21] 
 ISO/IEC 27000 Überblick und Terminologie (2018) 
In dieser Norm wird ein Überblick über „Informationsmanagementsysteme“ (ISMS) 
und über die Zusammenhänge der Normenreihe ISO/IEC 2700x gegeben. Für das 
ISMS sind die grundlegenden Begriffe und Definitionen  enthalten. 
 ISO/IEC 27001 Anforderungen (2013) 
Diese stellt eine internationale Norm zum Management von Informationssicherheit 
dar, die auch eine Zertifizierung ermöglicht. Sie beinhaltet normative Vorgaben zur 
Einführung, dem Betrieb und der Verbesserung eines ISMS. Im Anhang werden 
mehr als 100 Maßnahmen aufgeführt, die unter Berücksichtigung der relevanten Ri-
siken ausgewählt werden können. Eine Hilfestellung für die Umsetzung in die Pra-
xis ist nicht enthalten. 
 ISO/IEC 27002 Leitfaden (2013) 
Diese Norm unterstützt in Form eines Leitfadens bei der Auswahl und Umsetzung 
von den in der Norm 27001 beschriebenen Maßnahmen mit dem Ziel, ein funktio-
nierendes Sicherheitsmanagement aufzubauen und in der entsprechenden Institution 
zu verankern. 
 ISO/IEC 27004 Messungen (2016) 
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Innerhalb dieser Norm werden mit Hilfe von Kenngrößen die Umsetzungsmaßnah-
men und die Wirksamkeit eines ISMS bewertet.  
 ISO/IEC 27005 Risikomanagement (2011) 
Empfehlungen zum Risikomanagement für Informationssicherheit enthält diese 
Norm. Sie unterstützt bei der Umsetzung der Anforderungen aus der Norm 
ISO/IEC 27001. Für eine spezifische Methode des Risikomanagements wird auf die 
Norm ISO/IEC 31000 „Risikomanagement Prinzipien und Umsetzung“ mit weiteren 
unterstützenden Normen zurückgegriffen. Im Anhang B der ISO 31010 sind ver-
schiedene Methoden aufgeführt. 
 ISO/IEC 27006 Anforderungen an Zertifizierungsstellen (2015) 
Diese Norm enthält ISMS Zertifizierungsprozesse und spezifiziert die Anforderun-
gen an die Akkreditierung von Zertifizierungsstellen. 
Die Normenreihe ISO/IEC 2700x liefert damit eine grundlegende Vorgehensweise zur 
Entwicklung eines Systems, das Informationssicherheit zur Aufrechterhaltung von Ver-
traulichkeit, Integrität und Verfügbarkeit gewährleistet. Verfügbarkeit wird definiert als 
Eigenschaft, einer berechtigten Einheit auf Verlangen zugänglich und nutzbar zu sein 
[50]. Über einen Risikomanagementprozess werden die Maßnahmen aus einem vorge-
gebenen Maßnahmenkatalog ausgewählt. Das ISMS übernimmt hierfür die Aufgaben 
der Einführung, des Betriebes, der Überwachung, der Überprüfung, der Pflege und der 
Verbesserung der Informationssicherheit. Darin enthalten sind Leitlinien, Prozesse, Ver-
fahren, Organisationsstrukturen, Software und Hardware zum Schutz von identifizierten 
Werten.  
Für den sich daraus ergebenden Umsetzungsprozess kommt der „Plan-Do-Chek-Act-
Zyklus“ (PDCA-Zyklus) aus Abbildung 27 zur Anwendung. Dieser wird für kontinuier-
liche Verbesserungsprozesse bei Managementsystemen genutzt und dient in diesem 
Zusammenhang speziell zur Strukturierung der ISMS-Prozesse. Für eine erfolgreiche 
Integration eines ISMS ist der Ablauf, in Anlehnung an den PDCA-Zyklus, in weitere 
Punkte unterteilt. Zu Beginn stehen die Anforderungen und Erwartungen, anschließend 
die Umsetzung durch den PDCA-Zyklus und als Ergebnis die erzielte Informationssi-
cherheit, die diese anfänglichen Forderungen erfüllt.  
Bei der Überarbeitung der Norm ISO/IEC 27001 in 2013 ist auf eine explizite Nennung 
des PDCA-Zyklus verzichtet worden mit dem Ziel, dass die Reihenfolge der einzelnen 
Anforderungen in der Norm keinen Rückschluss auf deren jeweilige Wichtigkeit oder 
die Reihenfolge ihrer Umsetzung gibt. Der Aufbau und der Betrieb eines ISMS lassen 
sich aber weiterhin nach dem PDCA-Zyklus durchführen [21].  
 



















Abbildung 27: PDCA-Zyklus in Anlehnung der ISO/IEC 27001 [51] 
Im ersten Schritt werden die Anwendungsbereiche und Grenzen des ISMS unter Be-
rücksichtigung der jeweiligen Institution und deren Eigenschaften des Geschäfts, der 
Organisation, der Standorte, verwendeter Technologien und organisationseigener Werte 
definiert. Eine Klassifizierung der Informationen ist auf Basis ihres Wertes, ihrer ge-
setzlichen Anforderungen, Sensitivität und Kritikalität erforderlich. Zusätzlich erfolgt 
eine Bestimmung des Schutzniveaus der Informationen hinsichtlich der Verfügbarkeits-, 
Vertraulichkeits- und Integritätsanforderungen. Die Klassifizierung ermöglicht eine 
Unterscheidung bei der Auswahl der Maßnahmen und der Akzeptanz des Restrisikos. 
Mit den gesetzten Zielen wird letztlich die Leitlinie des ISMS definiert, die den Rahmen 
für Zielsetzungen sowie die Richtung vorgibt. Für eine Risikoeinschätzung sind Metho-
den zu identifizieren, die als geeignet erscheinen, Risiken für das ISMS und die festge-
legten Geschäftsanforderungen an die Informationssicherheit einzuschätzen. Hierzu 
werden Kriterien für die Bewertung von Risiken, für die Risikoakzeptanz und die Iden-
tifizierung eines akzeptablen Risikoniveaus entwickelt. Nach den Organisationsthemen 
werden Bedrohungen, Risiken sowie die Schwachstellen des Systems erkannt und ana-
lysiert, welche Auswirkungen diese auf die Sicherheitsziele haben. Eine Einschätzung 
der Eintrittswahrscheinlichkeit und der Risikoniveaus dieser Sicherheitsprobleme hat zu 
erfolgen verbunden mit einer Prüfung, ob diese Risiken akzeptabel oder Gegenmaß-
nahmen notwendig sind. Als Alternativen gelten die Risikovermeidung und die Risiko-
übertragung durch Outsourcing. Geeignete Gegenmaßnahmen sind zu identifizieren und 
dem Maßnahmenkatalog zu entnehmen. 
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Mit den gewonnen Daten wird im zweiten Schritt ein Risikoplan formuliert, der alle 
geeigneten Aktionen für das Management, die Ressourcen, die Verantwortlichkeiten 
und die Prioritäten für das Management der Informationssicherheitsrisiken offenlegt. 
Für die Wirksamkeit der umzusetzenden Maßnahmen ist eine Kenngröße zu definieren, 
die die Vergleichbarkeit und Reproduzierbarkeit der Ergebnisse garantiert sowie eine 
Methode, um die Wirksamkeit einzuschätzen. 
Der dritte Schritt beinhaltet das Erkennen von Fehlern in den Verarbeitungsergebnissen, 
die Identifikation von Sicherheitsvorfällen, die Anwendung von Automatismen und 
Indikatoren zum verhindern von Sicherheitsvorfällen sowie die Analyse, ob Maßnah-
men zum Beheben derartiger Vorfälle wirksam waren. Mit Einzubeziehen sind Ergeb-
nisse von Sicherheitsaudits und Rückmeldungen anderer beteiligter Personen. Eine 
Überprüfung der Risikoeinschätzungen, der Restrisiken und des ermittelten akzeptablen 
Risikoniveaus haben zu erfolgen. Das gilt speziell bei einer Änderung der Organisation, 
eingesetzter Technologien und einer generellen Änderung des Anwendungsbereiches 
oder nach der Identifikation neuer Bedrohungen. 
Im vierten Schritt erfolgt die Umsetzung der identifizierten Verbesserungen im ISMS. 
Geeignete Korrektur- und Vorbeugemaßnahmen finden dabei Berücksichtigung. Nicht-
konformitäten werden identifiziert, deren Ursachen ermittelt, potentielle Folgen beur-
teilt und daraus der Handlungsbedarf bestimmt, um diese Nichtkonformitäten mit dem 
ISMS-Anforderungen zukünftig zu verhindern. [51], [100] 
Im Ergebnis führt der Prozess in Form des PDCA-Zyklus zu einer Verbesserung der 
Wirksamkeit des ISMS, einer Aktualisierung des Risikoeinschätzungsplanes sowie des 
Risikomaßnahmenplanes und zu Änderungen der zum Erreichen der Informationssi-
cherheit notwendigen Anforderungen. Die Normen sind generisch gehalten, um unab-
hängig von Geschäftsfeldern und Institutionsgrößen eingesetzt werden zu können. Der 
Begriff der Hochverfügbarkeit findet in diesen Normen keine Anwendung. Der be-
schriebene Prozess leistet einen Beitrag zur Securityzuverlässigkeit ohne eine Generie-
rung von quantitativen Aussagen. 
4.5.2 BSI-Standards 
Das „Bundesamt für Sicherheit in der Informationstechnik“ (BSI) hat eine Dokumenten-
sammlung zum IT-Grundschutz herausgegeben, um Behörden und Unternehmen eine 
einfache Methode anzubieten ihre Informationen und Systeme zu schützen. Der IT-
Grundschutz nach BSI besteht aus mehreren Dokumenten. Die Methodik selbst wird in 
vier BSI-Standards erläutert. Das sehr umfangreiche IT-Grundschutz-Kompendium mit 
über 700 Seiten ergänzt die Methodik mit konkreten Inhalten und Anleitungen. Eine 
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Übersicht über die in 2017 überarbeiteten BSI-Publikationen zum Sicherheitsmanage-
ment zeigt die Abbildung 28. 
 
Abbildung 28: Übersicht der BSI-Publikationen [21]  
Der Standard 200-1 definiert die allgemeinen Anforderungen an ein ISMS. Hierin wer-
den Methoden beschrieben, mit denen Informationssicherheit in einer Institution ini-
tiiert, gesteuert und überwacht werden kann. Der Prozess der Informationssicherheit 
wird auch hier mit dem PDCA-Zyklus beschrieben. Der Begriff ISMS ist kompatibel 
zur Norm ISO/IEC 27001 und berücksichtigt die Begriffe der Norm ISO/IEC 27000 
sowie die Empfehlungen aus der Norm ISO/IEC 27002. 
Der Standard 200-2 beschreibt mit der IT-Grundschutz-Methodik, wie ein ISMS ent-
sprechend der Abbildung 29 in der Praxis aufgebaut und betrieben werden kann. Zentra-
le Themen sind hierin die Aufgaben des Informationssicherheitsmanagements und der 
Aufbau einer Organisationsstruktur für Informationssicherheit. In dem Standard wird 
ausführlich dargestellt, wie ein Sicherheitskonzept für eine Institution praxisnah erstellt 
wird und angemessene Sicherheitsanforderungen ausgewählt werden. Die Aufrecht-
erhaltung des ISMS im laufenden Betrieb sowie eine kontinuierliche Verbesserung sind 
Inhalt der IT-Grundschutz-Methodik. 
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Abbildung 29: ISMS nach BSI Standard 200-1 [21] 
Der Standard 200-3 bietet eine Methodik zur Risikoanalyse auf Basis des IT-
Grundschutzes. Es wird darin beschrieben, wie eine vereinfachte Analyse von Risiken 
vorgenommen wird. Diese nutzt die elementaren Gefährdungen, wie sie im IT-
Grundschutz-Kompendium beschrieben sind. Mit der Vorgehensweise kann eine Risi-
koanalyse an die IT-Grundschutz-Analyse angeschlossen werden. 
Mit dem Standard 100-4 wird eine Methodik zur Etablierung und Aufrechterhaltung 
eines Notfallmanagements angeboten. Die Methodik baut auf dem Standard 200-2 auf. 
[21] 
Das modular aufgebaute IT-Grundschutz-Kompendium bildet mit seinen Prozess- und 
Systembausteinen Anwendungen, Systeme, Kommunikationsverbindungen und Räume 
entsprechend Abbildung 30 ab. 
 
Abbildung 30: Das Schichtenmodell des IT-Grundschutzes [23] 
Die zutreffenden Bausteine werden ausgewählt und angewendet. Dabei enthält jeder 
Baustein eine Beschreibung zum Inhalt und zum Ziel. Diese ist verbunden mit Umset-
zungshinweisen und einem Überblick zu den spezifischen Gefährdungen zum Themen-
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gebiet. Die Hinweise enthalten dabei detaillierte Beschreibungen für passende Sicher-
heitsmaßnahmen, die auf dem Erfahrungsschatz und „Best Practices“ vom BSI und IT-
Grundschutz basieren. Die Bausteine enthalten folgende Funktionen: [23]  
 ISMS Sicherheitsmanagement 
Die Schicht enthält als Grundlage für alle weiteren Aktivitäten im Sicherheitspro-
zess den Baustein Sicherheitsmanagement. 
 ORP Organisation und Personal 
Diese Schicht befasst sich mit organisatorischen und personellen Sicherheitsaspek-
ten. Hierzu gehören beispielsweise die Bausteine Organisation und Personal. 
 CON Konzepte und Vorgehensweise 
Die Schicht enthält Bausteine, die sich mit Konzepten und Vorgehensweisen befas-
sen. Typische Bausteine sind das Kryptokonzept und der Datenschutz.   
 OPS Betrieb 
Die Schicht umfasst alle Sicherheitsaspekte betrieblicher Art. Insbesondere sind dies 
die Aspekte des operativen IT-Betriebs, der in Teilen oder vollständig durch Dritte 
betrieben wird. Er enthält die Sicherheitsaspekte, die bei einem IT-Betrieb für Dritte 
zu beachten sind. Beispiele für die Schicht sind die Bausteine Schutz vor Schad-
programmen und Outsourcing für Kunden. 
 APP Anwendungen 
Die Schicht beinhaltet die Absicherung von Anwendungen und Diensten, unter an-
derem in den Bereichen Kommunikation, Verzeichnisdienste, netzbasierte Dienste 
sowie Business- und Client-Anwendungen. Typische Bausteine der Schicht sind all-
gemeine Groupware, Office Produkte, Webserver und relationale Datenbanksyste-
me. 
 SYS IT-Systeme 
Die Schicht betrifft die einzelnen IT-Systeme des Informationsverbundes, die ggf. in 
Gruppen zusammengefasst wurden. Hier werden die Sicherheitsaspekte von Ser-
vern, Destop-Systemen, mobilen Geräten und sonstigen IT-Systemen wie Druckern 
und TK-Anlagen behandelt. Zur Schicht gehören beispielsweise Bausteine zu kon-
kreten Betriebssystemen, Smartphones und Tablets sowie Drucker, Kopierer und 
Multifunktionsgeräte. 
 IND Industrielle IT 
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Die Schicht befasst sich mit Sicherheitsaspekten industrieller IT. Zu dieser Schicht 
gehören Bausteine wie beispielsweise Betriebs- und Steuerungstechnik und spei-
cherprogrammierbare Steuerungen. 
 NET Netze und Kommunikation 
Die Schicht betrachtet die Vernetzungsaspekte, die sich nicht primär auf bestimmte 
IT-Systeme, sondern auf die Netzverbindungen und die Kommunikation beziehen. 
Dazu gehören zum Beispiel die Bausteine Router, Netzmanagement und Firewall. 
 INF Infrastruktur 
Die Schicht beinhaltet die baulichen Gegebenheiten. Hier werden Aspekte der in-
frastrukturellen Sicherheit zusammengeführt. Das betrifft unter anderem die Bau-
steine allgeneines Gebäude und Rechenzentren.   
 DER Detektion und Reaktion 
In dieser Schicht befinden sich alle Bausteine, die für die Überprüfung der umge-
setzten Sicherheitsmaßnahmen, die Detektion von Sicherheitsvorfällen sowie die 
geeigneten Reaktionen darauf relevant sind. Typische Bausteine der Schicht sind die 
Behandlung von Sicherheitsvorfällen und die Vorsorge. 
Die Informationssicherheit auf Basis der BSI-Standards schützt Informationen durch die 
Aufrechterhaltung der drei Grundwerte 
 Verfügbarkeit, 
 Vertraulichkeit und 
 Integrität. 
Das heißt, der Verlust der drei Grundwerte und der damit einhergehende Schaden soll 
minimiert, verlagert oder verhindert werden. Das Ziel ist ein angemessener ausreichen-
der Schutz für die Informationen einer Institution mit einem ganzheitlichen Ansatz 
durch die Kombination von 
 organisatorischen, 
 personellen, 
 infrastrukturellen und 
 technischen Sicherheitsanforderungen. 
Mit Anforderungen werden gleichzeitig die Maßnahmen bezeichnet. Verfügbarkeit ist 
aus Sicht des BSI, wenn Dienstleistungen, Funktionen oder Anwendungen von den 
Anwendern stets wie vorgesehen genutzt werden können. 
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Den Sicherheitsprozess zur Erstellung eines Sicherheitskonzeptes nach IT-Grundschutz 
zeigt die Abbildung 31. 







Abbildung 31: Sicherheitsprozess nach BSI-Standard 200-2 nach [22] 
Nachfolgend werden die einzelnen Schritte erläutert: [22] 
 Initiierung des Sicherheitsprozesses 
Die Leitungsebene muss den Sicherheitsprozess initiieren, steuern und kontrollieren. 
Sie ist diejenige Instanz, die die Entscheidung über den Umgang mit Risiken treffen 
und die Ressourcen zur Verfügung stellen muss. Die Verantwortung für Informati-
onssicherheit verbleibt dort. Es ist ein kontinuierlicher Informationssicherheitspro-
zess zu etablieren und eine Strategie festzulegen. Damit verbunden ist die Formulie-
rung allgemeiner Sicherheitsziele wie zum Beispiel Gewährleistung der gesetzlichen 
Vorgaben oder des guten Rufs der Institution. Das Sicherheitsniveau ist für die Ge-
schäftsprozesse zu bestimmen. Im Rahmen der Ersterfassung müssen die Anwen-
dungen, IT-Systeme, Netzkomponenten, Räume und ähnliche Objekte identifiziert 
werden, die für die Durchführung der Geschäftsprozesse wesentlich sind. Eine Ent-
scheidung über die Vorgehensweise und die Art der Absicherung (Basis, Kern, 
Standard) ist durch das Management zu treffen. 
 Erstellung der Leitlinie zur Informationssicherheit 
Eine wesentliche Grundlage für die Ausgestaltung des Sicherheitsprozesses ist die 
Leitlinie. Sie beschreibt welche Sicherheitsziele und welches Sicherheitsniveau die 
Institution anstrebt, was die Motivation hierfür ist und mit welchen Maßnahmen so-
wie mit welchen Strukturen dies erreicht werden soll. Die Erarbeitung und Inkraft-
setzung der Leitlinie erfolgt durch die Leitungsebene. Sie ist regelmäßig zu überprü-
fen und zu aktualisieren. 
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 Organisation des Sicherheitsprozesses 
Das angestrebte Sicherheitsniveau kann nur erreicht werden, wenn der Informati-
onssicherheitsprozess institutsweit umgesetzt wird. Der übergreifende Charakter 
macht es erforderlich, Rollen innerhalb der Institution festzulegen und den Rollen 
die entsprechenden Aufgaben zuzuordnen. Die Gesamtverantwortung für die ord-
nungsgemäße und sichere Aufgabenerfüllung verbleibt bei der Leitungsebene. Es ist 
mindestens eine Person als Informationssicherheitsbeauftragter zu benennen, die 
den Prozess fördert und koordiniert. Jeder Mitarbeiter ist gleichermaßen für seine 
originäre Aufgabe, wie für die Aufrechterhaltung der Informationssicherheit an sei-
nem Arbeitsplatz und in seiner Umgebung verantwortlich. 
 Erstellung der Sicherheitskonzeption 
Diese Aufgabe stellt den Kern des Sicherheitsprozesses mit sieben Teilaufgaben dar. 
Als Grundlage befinden sich in den Bausteinen des IT-Grundschutz-Kompendiums 
Beschreibungen für typische Komponenten von Geschäftsprozessen, Anwendungen, 
IT-Systemen und weitere Objekte, entsprechend den Sicherheitsanforderungen nach 
dem Stand der Technik. Abhängig davon, ob eine Basis-, Standard- oder Kernabsi-
cherung angestrebt wird, unterscheiden sich die Aktivitäten zur Erstellung der Si-
cherheitskonzeption. Es wird ein Soll-Ist-Vergleich zwischen den Sicherheitsanfor-
derungen aus den Bausteinen und den bereits umgesetzten Maßnahmen durchge-
führt. 
 Umsetzung der Sicherheitskonzeption 
Ein ausreichendes Sicherheitsniveau lässt sich nur erreichen, wenn bestehende Defi-
zite ermittelt, der aktuelle Status in einem Sicherheitskonzept festgehalten, erforder-
liche Maßnahmen identifiziert worden und diese Maßnahmen konsequent umgesetzt 
werden. Hierzu ist ein Realisierungsplan mit Prioritäten, Verantwortlichkeiten, Be-
reitstellung von Ressourcen und der Umsetzung einzelner Maßnahmen zu erarbei-
ten. 
 Aufrechterhaltung und Verbesserung 
Ziel des Sicherheitsmanagements ist es, das angestrebte Sicherheitsniveau zu errei-
chen und dieses auch dauerhaft aufrechtzuerhalten. Der Sicherheitsprozess und die 
Organisationsstruktur müssen regelmäßig daraufhin überprüft werden, ob sie ange-
messen, wirksam und effizient sind. 
Der Kernprozess „Erstellung der Sicherheitskonzeption“ mit sieben Teilaufgaben wird 
nachfolgend detailliert betrachtet: [22] 
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1. Definition des Geltungsbereiches 
Zuerst ist zu entscheiden, ob das Konzept für die gesamte Institution oder nur für 
bestimmte Organisationseinheiten zu erarbeiten ist. Die betroffenen Bereiche, Ge-
schäftsprozesse, Fachaufgaben und die betroffene Infrastruktur sind einzugrenzen. 
Das zu erstellende Konzept muss einem Informationsverbund zugeordnet werden, 
deren Bestandteile durch die Bausteine des IT-Grundschutz-Kompendiums abge-
deckt werden. 
2. Strukturanalyse 
Die Strukturanalyse besteht aus folgenden Aufgaben: 
o Identifikation der zum Informationsverbund zugehörigen Geschäftspro-
zesse, Informationen und Anwendungen 
o Netzplanerhebung mit den im Informationsverbund eingesetzten Kom-
ponenten und deren Vernetzung als Basis für eine Dokumentation 
o Erhebung der Systeme durch Erstellung einer Komponentenliste und ge-
nauer Bezeichnung der eingesetzten Komponenten 
o Erfassung der betroffenen Gebäude, Räume und sonstige Lokationen in 
denen relevante Prozesse, Anwendungen und Komponenten betrieben 
werden 
o Identifikation der notwendigen Mitarbeiter zur Erstellung des Informati-
onsverbundes 
3. Schutzbedarfsfeststellung 
Ziel der Schutzbedarfsfeststellung ist es, für die im Informationsverbund befindli-
chen Objekte den Schutzbedarf bezüglich der drei Grundwerte Verfügbarkeit, Ver-
traulichkeit und Integrität festzulegen. Beim Schutzbedarf „normal“ sind die Scha-
densauswirkungen begrenzt sowie überschaubar, bei „hoch“ beträchtlich und bei 
„sehr hoch“ können sie ein existenziell bedrohliches, katastrophales Ausmaß errei-
chen. Die Schutzbedarfsvorgabe erfolgt durch die datenverarbeitende Stelle oder auf 
Basis von Prüftabellen des BSI. Der Schutzbedarf vererbt sich auf die Netzkompo-
nenten und weiter auf die Gebäude, Räume sowie Kommunikationsverbindungen. 
Der höchste Schutzbedarf, der in einem Informationsverbund auftritt, bildet auch 
den Grundschutzbedarf des Informationsverbundes (Maximumprinzip). 
4. Modellierung 
Bei der Modellierung werden die im IT-Grundschutz-Kompendium vorhandenen 
Bausteine, mit ihren Beschreibungen und Sicherheitsempfehlungen auf die identifi-
zierten Objekte angewendet. Bei dem Schutzbedarf „normal“ eines Objektes sind 
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die Anforderungen Basis und Standard, bei „hoch“ die Anforderungen hoher 
Schutzbedarf und bei „sehr hoch“ die Anforderungen hoher Schutzbedarf ergänzt 
um individuelle Maßnahmen zu erfüllen. 
5. IT-Grundschutz-Check 
Der IT-Grundschutz-Check beinhaltet einen Ist-Soll-Vergleich der Anforderungen 
mit der Realität. Es werden mit den zuständigen Beschäftigten Interviews in Bezug 
auf den Umsetzungsgrad geführt. Dabei wird festgelegt, ob Anforderungen bzw. 
Maßnahmen entbehrlich, teilweise erfüllt, erfüllt oder nicht erfüllt sind. 
6. Weiterführende Sicherheitsmaßnahmen 
Weiterführende Schutzmaßnahmen sind dann erforderlich, wenn ein „hoher“ oder 
„sehr hoher“ Schutzbedarf bei einem der drei Grundwerte existiert, Bausteine ein 
Objekt nicht exakt abbilden oder Einsatzszenarien im Grundschutz nicht existieren. 
Über eine erweiterte Risikoanalyse werden zu schützende Informationen und Ge-
schäftsprozesse, relevante Bedrohungen sowie Schwachstellen identifiziert. 
7. Reihenfolge der Abarbeitung 
Diese Aufgabe umfasst die Erstellung eines Realisierungsplanes mit Prioritäten und 
den Verantwortlichkeiten. Zur Steuerung und Kontrolle der Umsetzung sind die 
Zielvorgaben regelmäßig zu überprüfen bzw. anzupassen. 
Der Begriff der Hochverfügbarkeit findet in den BSI-Standards keine Anwendung. 
Auch hier bezieht sich die Verfügbarkeit auf den Schutzbedarf eines Objektes. Quantita-
tive Aussagen zur Verfügbarkeit sind nicht enthalten. Die BSI-Standards mit der um-
fangreichen Anleitung durch das IT-Grundschutz-Kompendium eignen sich, um für den 
„normalen“ Schutzbedarf ein strukturiertes Sicherheitskonzept aufzustellen. Das Kom-
pendium enthält die für IP-Netze erforderlichen Bausteine zur Modellierung von Rou-
tern, Switchen, Managementsystemen, Übertragungswegen und Gebäude. Für DWDM-
Systeme ist ein neuer Baustein auszuarbeiten bzw. ein vorhandener Baustein, wie zum 
Beispiel Router, anzupassen, da dieser in dem Katalog noch nicht enthalten ist. Zur Un-
terstützung des Sicherheitskonzeptes können Tools verwendet werden.  
Die BSI-Standards leisten damit aus der Prozesssicht einen Beitrag zur Securityzuver-
lässigkeit, enthalten aber keine quantitativen Aussagen. 
4.5.3 Hochverfügbarkeitskompendium des BSI 
Das „Hochverfügbarkeitskompendium“ (HV-Kompendium) verfolgt das Ziel, den Ma-
nagementebenen ein Hilfsmittel zur Wahrnehmung ihrer Verantwortung im Rahmen des 
IT-Governance anzubieten. Im Vordergrund steht die Optimierung des Verfügbarkeits-
 
Kapitel 4: Modellierung der Prozesszuverlässigkeit 
95 
potentials auf Basis der Gestaltung hochverfügbarer Architekturen verbunden mit der 
Förderung von Verlässlichkeit und Nachhaltigkeit. Schwachstellen und Optimierungs-
potentiale lassen sich über eine Potentialanalyse herausarbeiten. Es werden die folgen-
den Ziele verfolgt: [18]  
 Verlässlichkeit 
„Verlässlichkeit beschreibt die Erwartung, dass ein Service die angeforderte Funkti-
on auch hinsichtlich der geforderten Qualität aktuell erfüllt.“ 
 Nachhaltigkeit 
„Nachhaltigkeit bietet die Gewähr, dass die Funktionalität eines Services in der ge-
forderten Qualität auch künftig zur Verfügung steht, dabei sind auch Umstände zu 
bewältigen, die besondere Anforderungen an die Kontinuität der IT und des Ge-
schäftserfolges stellen.“ 
 Das HV-Kompendium enthält keine Rezepte oder pauschale Lösungen, keine Anlei-
tung für eine Geschäftsprozessanalyse oder Modellierung und keine Anleitung für die 
Ableitung von Funktionen aus einem geschäftlichen Modell zur Entwicklung eines 
funktionalen Dienstekataloges. Der Aufbau des HV-Kompendiums ist in folgende vier 
Bände unterteilt: [18]  
 Band G 
Enthält eine Einführung und methodische Grundlagen mit der Beschreibung der 
Zielsetzung, der Einordnung in Standards, der Phasen S, I, und M zur Vorgehensbe-
schreibung und der Hochverfügbarkeitsprinzipien. 
 Band B 
Enthält die Bausteine für die nachhaltige und kontinuierliche Service-Bereitstellung 
mit der Modellierung von Hochverfügbarkeitsumgebungen auf Basis der Hochver-
fügbarkeitsbausteine im Rahmen der Phase M. Bausteine sind hier beispielsweise 
Server, Speicher, Datenbanken und die Infrastruktur mit der Energieversorgung. 
 Band M 
Enthält Maßnahmenkataloge zur Realisierung nachhaltiger und kontinuierlicher 
Services, in denen Maßnahmen und Konzepte in konzentrierter Form dargestellt 
werden. Diese gelten für die gleichen Bausteine wie in Band B. 
 Band AH 
Enthält Architekturmodelle, Steuerungsinstrumente und weitere Hilfsmittel für die 
Verfügbarkeitsoptimierung. Ein Hilfsmittel für die Optimierung ist das Assessment 
und Benchmarking.  
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Abbildung 32: Vorgehen in drei Phasen nach [18] 
In der Phase S wird eine Erhebung und Analyse der Anforderungen im Soll vorgenom-
men. Weiterhin dient sie der Ausarbeitung des strategischen Zielsetzung verbunden mit 
einer Identifikation von Geschäftsprozessen mit einer besonderen Bedeutung für die 
Kernaufgaben der Organisation. 
Auf der Grundlage einer qualitativen Potentialbewertung über fünf Potentialstufen dient 
die Phase I der Ermittlung der Dienstbereitstellung. In der Phase I wird ein Hochverfüg-
barkeits-Assessment durchgeführt, um das Ist auf eine IT-Dienstleistung unter dem As-
pekt der Hochverfügbarkeit zu aggregieren. 
Mit der Phase M werden IT-Services modelliert, die orientiert an den Bedarf von Ge-
schäftsprozessen eine bedarfsgerechte Funktionalität und Qualität anbieten. Auf Grund-
lage der Hochverfügbarkeitsarchitekturmodelle entstehen in einem ganzheitlichen me-
thodischen Ansatz qualitativ hochwertige Dienste, die zu einer anforderungskonformen 
IT-Dienstleistung zusammengesetzt werden. 
[18] 
Die Definition der Verfügbarkeit bezieht sich in der Vergangenheit fast ausschließlich 
auf technische Objekte. Das HV-Kompendium betrachtet die Verfügbarkeit aus ganz-
heitlicher Sicht, in dem die Produktion von Dienstleistungen mit ihren Prozessen und 
Diensten Berücksichtigung finden. 
In [17] werden Definitionen, teilweise auch mathematisch, für zur Verfügbarkeit ver-
wandte Begriffe vorgenommen, die nicht über das Boolesche Modell hinausgehen. 
Eine Einteilung in „Verfügbarkeitsklassen“ (VK) nach dem HV-Kompendium wird in 
Tabelle 2 vorgenommen. 
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VK 0 Ohne zugesicherte Verfügbar-
keit 
   
VK 1 Normale Verfügbarkeit 99,0 % < 8 h < 88 h 
VK 2 Erhöhte Verfügbarkeit 99,9 % < 44 min < 9 h 
VK 3 Hochverfügbarkeit 99,99 % < 5 min < 53 min 
VK 4 Höchstverfügbar 99,999 % < 26 s < 6 min 
VK 5 Verfügbarkeit unter extremen 
Bedingungen, auch bei höherer 
Gewalt (Disaster-Tolerant) 
   
 *bei 7 x 24 Std. Betriebszeit 
Hochverfügbarkeit wird der Verfügbarkeitsklasse 3 (VK 3) mit 99,99 % zugeordnet. 
Ausfälle in der Summe von fünf Minuten pro Monat werden, je nach Anwendung, meis-
tens kaum wahrgenommen. Für die VK 3 genügen normale Maßnahmen nicht, sondern 
müssen mit Automatismen zur Überwachung und Wiederherstellung in Kombination 
mit Redundanzen abgesichert werden. Die kurzen Instandsetzungszeiten müssen bei der 
Planung berücksichtigt werden, so dass keine Zustandsanalyse und Wiederanlaufsteue-
rung von Außen erforderlich ist. [17] 
Bei der Validierung des Beispielnetzes in dieser Arbeit wird die Hochverfügbarkeit mit 
einem Wert von 99,99 % zu Grunde gelegt. 
Folgende Prinzipien für die Realisierung hochverfügbarer IT-Systeme werden in  [19] 
genannt: 
 Redundanz. 
 Fehlertoleranz mit der Gewährleistung der Diensterbringung auch im Fall von Stö-
rungen. 
 Robustheit mit der Fähigkeit auf äußere Störeinflüsse zu reagieren, dass diese nicht 
zu Ausfällen führen. 
 Separation durch Trennung von Services und Ressourcen. 
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 Virtualisierung mit der Aufhebung der Bindung zwischen Hardware und Software 
bzw. Anwendungen. 
 Transparenz mit der Durchschaubarkeit von organisatorischen Zusammenhängen. 
 Automatismen mit automatisch ablaufenden Regelmechanismen. 
 Priorisierung mit der Bevorzugung von kritischen Prozessen. 
 Skalierbarkeit mit einer effizienten Implementierung bei steigenden Anforderungen. 
 Autonomie mit selbständiger und transparenter Ausführung von Aufgaben. 
Die genannten Prinzipien sind für eine hohe Verfügbarkeit aufeinander abzustimmen, 
um einen Prozess nahezu unterbrechungsfrei zur Verfügung zu stellen. Die folgende 
Abbildung 33 beschreibt den Zusammenhang zwischen den Prinzipien der Verfügbar-
keit und den Potentialen zur Erhöhung der Verlässlichkeit. 
 
Abbildung 33: Prinzipien und Potentiale [17] 
Die Abbildung zeigt, welche Prinzipien auf welcher Potentialstufe greifen. Maßnahmen 
zur Automatisierung wirken erst dann, wenn robuste und redundante Komponenten ver-
baut werden. Im Planungsprozess sind die Maßnahmen sinnvoll zu kombinieren, um 
einen Beitrag zur Erhöhung der MTTF und Verringerung der MTTR zu leisten. [19] 
Zur Überprüfung des Verfügbarkeitspotentials von zentralen bzw. kritischen IT-
Ressourcen und Prozessen wird innerhalb der Phase I ein HV-Assessment durchgeführt. 
Es besteht aus mehreren, aufeinander folgenden Phasen. Der Ablauf der Phasen ist in 
der Abbildung 34 dargestellt. 
 














Abbildung 34: Ablauf des Assessment [20] 
In der ersten Phase wird definiert welche Bereiche zu betrachten sind. Dies umfasst kri-
tische Geschäftsprozesse, bestehende und geplante Service-Architekturen. 
Im nächsten Schritt erfolgt die Bestimmung des Soll in Bezug auf die Verfügbarkeitsan-
forderungen der zu betrachtenden Prozesse und Dienstleistungen. Diesen werden Ziel-
werte in Form von Reifegraden bei IT-Prozessen und Potentialstufen für technische 
Architekturen vorgegeben. 
In der dritten Phase werden Informationen gesammelt, die die Grundlage für die Bewer-
tung des tatsächlichen Verfügbarkeitsstatus bilden. Dazu zählen die Daten aus verschie-
denen Quellen wie beispielsweise Organigrammen, Architekturskizzen und Prüfungsbe-
richte. 
Mit der vierten Phase erfolgt die Ermittlung des tatsächlich erreichten Verfügbarkeits-
status. Dazu wird auf die Daten aus dem letzten Schritt zurückgegriffen. Befragungen 
ergänzen die Datenaufnahme. 
In der fünften Phase erfolgen die Auswertungen der verfügbarkeitsrelevanten Fragen 
und eine Dokumentation der Ergebnisse. Dazu wird die Vorgehensweise der Potential- 
und Reifegradbewertung verwendet. 
Die Ergebnisse der Soll- und Ist-Erfassung werden in der letzen Phase verglichen, das 
heißt die vorgegebenen und die tatsächlich erreichten Potentiale der Prozesse bzw. tech-
nischen Architekturen werden abgeglichen und daraus ermittelt, welche Optimierungs-
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potentiale bestehen. Mit Hilfe dieser Potentiale werden abschließend Maßnahmen zur 
Erhöhung der Verfügbarkeit realisiert. 
Das HV-Assessment kann zusätzlich durch ein HV-Benchmarking ergänzt werden. 
Hierbei erfolgt ein Vergleich mit den Referenzwerten früherer HV-Assessment oder mit 
Referenzwerten anderer Organisationen. [20], [100] 
Das HV-Kompendium ist ein Ansatz, um über eine Prozessgestaltung und Architektur-
empfehlungen das Ziel der Hochverfügbarkeit zu verfolgen. Die analytische Bewertung 
beschränkt sich auf das Boolesche Modell. Damit leistet das HV-Kompendium einen 
Beitrag zur Systemzuverlässigkeit, bei dem die quantitativen Aussagen begrenzt sind. 
4.5.4 Normen der Deutschen Bahn 
Bahnsysteme verfügen mit der Leit- und Sicherungstechnik über spezifische bzw. prop-
rietäre Infrastrukturen. Im Bereich der Bahnanwendung existieren eine Vielzahl von 
Normen bzw. Standards. Diese beziehen sich aufgrund der proprietären Systeme und 
der hohen Sicherheitsanforderungen an den Betrieb der Bahnen vor allem auf die The-
men Safety und Verfügbarkeit, wobei die Verfügbarkeit mit der EN 50126 abgebildet 
wird. Die Verfügbarkeit wird darin definiert als: 
„Die Fähigkeit eines Produktes, in einem Zustand zu sein, in dem es unter vorgegebe-
nen Bedingungen zu einem vorgegebenen Zeitpunkt oder während einer vorgegebenen 
Zeitspanne eine geforderte Funktion erfüllen kann unter der Voraussetzung, dass die 
geforderten äußeren Hilfsmittel bereitstehen“ [32].  
Für eine Quantifizierung der Verfügbarkeit kommen in dieser Norm die MTTF- und 
MTTR- Werte bzw. die „Mean Time Between Failures“ (MTBF) zur Anwendung. Die 
Digitalisierung mit dem Projekt „Neu Pro“ integriert die Systeme der Leit- und Siche-
rungstechnik in IP-basierte Kommunikationsnetze, was zu einer neuen Bewertung hin-
sichtlich der Security führt. In den letzen Jahren sind im Bereich der Eisenbahn Normen 
zum Thema Security erschienen. Die folgende Auflistung gibt einen beispielhaften 
Überblick zu Normen aus den Bereichen Verfügbarkeit, Safety und Security.  
 IEC 62443 (2015) 
IT-Sicherheitsstandard über industrielle Kommunikationsnetze mit Sicherheitslevel 
 IEC 62443 3-2 (2018) 
Risikomanagement 
 IEC 62443 3-3 (2013) 
Systemanforderungen zur IT-Sicherheit und Sicherheitslevel 
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 IEC 62443 4-2 (2017) 
Technische Sicherheit 
 IEC 62425 (2007) 
Sicherheit für elektronische Signalisierungssysteme 
 NIST SP 800-30, 800-53 (2012) 
Risikoanalyse und Risikomanagement 
 DIN VDE V 0831-104 (2015) 
Sicherheitsanforderungen auf Grundlage der IEC 62443 
 DIN VDE 0831-102 (2013) 
Schutzprofil für technische Funktionen in der Eisenbahnsignaltechnik 
Sicherheit in der Leit- und Sicherungstechnik 
 EN 50126 (2016) 
Spezifikation und Nachweis der Zuverlässigkeit, Verfügbarkeit, Instandhaltbarkeit 
und Sicherheit (RAMS) 
Beschreibung eines Sicherheitsmanagementprozesses 
 EN 50128 (2011) 
Software für Eisenbahnsteuerungs- und Überwachungssysteme 
 EN 50129 (2003) 
Sicherheitsrelevante elektronische Systeme für Signaltechnik 
 EN 50159 (2011) 
Sicherheitsrelevante Kommunikation in Übertragungssystemen 
Nutzung von Übertragungssystemen, die nicht für sicherheitsrelevante Anwendun-
gen entworfen worden sind 
In der Tabelle 3 wird eine Einordnung der bahnspezifischen Normen vorgenommen. 







Die Tabelle zeigt, dass sich die gegenwärtige Normenwelt der Bahn auf Safety fokus-
siert. Es fehlt ein branchenspezifischer ganzheitlicher Sicherheitsprozess für Security. 
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Erste Ansätze sind in  den neuen Versionen der IEC 62443 zu finden. Eine quantitative 
Bewertung der Securityzuverlässigkeit leistet die Norm nicht. 
Eine andere denkbare Methode ist, das IP-basierte Kommunikationsnetz der Leit- und 
Sicherungstechnik der Bahn über ein Sicherheitskonzept auf Basis der BSI-Standards 
abzusichern. Mit der Nutzung von „Commercial off the shelf“ (COTS), in Form von 
Standardsystemen der Systemhersteller, sind die benötigten Bausteine für das Sicher-
heitskonzept im IT-Grundschutz-Kompendium des BSI enthalten. Das spezielle Sicher-
heitskonzept der Bahn beschränkt sich dann mit den entsprechenden Normen auf die 
proprietären Bahnsysteme. Eine Abgrenzung erfolgt über Schnittstellen. 
Ziel der Sicherheitskonzepte ist es, den Bahnbetrieb bei einem Angriff sicher fortzufüh-
ren. Rückfallebenen existieren heute bereits für Störungen. Es hat eine Bewertung zu 
erfolgen, ob diese Rückfallebenen nach Angriffen angewendet oder nur teilweise ange-
wendet werden können, da die damit verbundenen Voraussetzungen nicht mehr erfüllt 
sein können. Die Leistungsfähigkeit der Rückfallebenen ist hier zu betrachten. Auf der 
anderen Seite kann durch Angriffe die Verfügbarkeit der Systeme reduziert werden, 
ohne dass es zu einer Gefährdung des Bahnbetriebes kommt. [66] 
Um das Thema Security haben die Deutsche Bahn und die TU Darmstadt eine Arbeits-
gruppe „Cybersecurity für sicherheitskritische Infrastrukturen“ (CYSIS) gegründet. Im 
Ergebnis wurde ein Whitepaper mit Empfehlungen erarbeitet, wie Resilienz gegen IT-
Sicherheitsvorfälle in der LST erreicht werden kann. Ausgangspunkt ist die zentrale 
Norm IEC 62443. Der Begriff der Resilienz bezieht sich im Wesentlichen auf die Defi-
nition des NIST und wurde auf den Infrastrukturbereich der LST sowie auf den IT-
Sicherheitsbereich konkretisiert. Resilienz eines informationstechnischen Systems in 
bezug zur IT-Sicherheit ist durch folgende Fähigkeiten gekennzeichnet: [31]  
 Das System und die Organisation sollen auf ungünstige Bedingungen und/oder au-
ßergewöhnliche Beanspruchungen vorbereitet sein. 
 Das System soll auf ungünstige Bedingungen und/oder außergewöhnliche Beans-
pruchung reagieren können und seine wesentlichen Funktionen, trotz einer mög-
lichen eingeschränkten Funktionalität, aufrechterhalten können. 
 Das System soll innerhalb eines akzeptierbaren Zeitintervalls wieder in einen defi-
nierten Systemzustand zurückkehren können. 
Die Ergebnisse der Arbeitsgruppe zu den Anforderungen für resiliente Architekturen 
sind: [31] 
 Ende-zu-Ende Sicherung der Kommunikation, 
 Adaptierbarkeit bei COTS-Systemen, 
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 Analysefähigkeit und Beobachtung der Komponenten und des Netzwerks, 
 Datenaggregation und Reaktion auf den Zustand des Netzwerks, 
 Datenfilterung über Sicherheitsregeln an Gefahrenübergangspunkten, 
 Laufzeitprüfung der Integrität der Systeme in Bezug auf den Abnahmezustand, 
 Attestierbarkeit der Integrität gegenüber Dritten, 
 Protokollierung kritischer Ereignisse, 
 Einfache Übertragbarkeit der Konfiguration auf Ersatzgeräte, 
 Warnung bei schwachen Konfigurationen der IT-Sicherheit wie zum Beispiel veral-
tete Kryptographie-Algorithmen, 
 Modulare Architektur zur Begrenzung einer Kompromittierung mit der Isolierung 
von Einheiten, 
 Erkennung von physischen Zugriffen durch zum Beispiel Einbruchmeldeanlagen, 
 Kryptographische Schlüssel müssen sicher erzeugt und aufbewahrt werden, 
 Herstellen des Urzustandes bzw. des Erstzustandes ohne das ein kompromittierender 
Zustand entsteht, 
 Verfahren zum sicheren Schlüsselaustausch müssen unterstützt werden, 
 Störungszustand realisierbar durch Trennung eines Teilsystems vom Gesamtsystem, 
 Systemreserven, um das System zukunftsfähig zu gestalten und 
 Asset- und Configuration-Management durch Abbildung eines Systemmodells mit 
allen Komponenten und ihres Sollzustandes. 
Bei einem Vergleich mit den Maßnahmen aus dem IT-Grundschutz-Kompendium des 
BSI existieren hier überwiegend Überschneidungen. Mit Standardsystemen (COTS) 
lassen sich nur bahnspezifische Anforderungen realisieren, soweit diese Systeme auch 
die erforderlichen Funktionalitäten bereitstellen. 
4.5.5 Das IT-Sicherheitsgesetz 
Das IT-Sicherheitsgesetz zur Erhöhung der Sicherheit informationstechnischer Systeme 
ist am 25.07.2015 in Kraft getreten. In Form eines Artikelgesetzes ergänzt es neben dem 
BSI-Gesetz auch das Energiewirtschafts-, das Telekommunikations-, das Telemedien-
gesetz und weitere Gesetze. Zu den Kernzielen gehören die Verbesserung der Sicherheit 
und des Schutzes der IT-Systeme sowie der Dienste. Besonders im Bereich der „Kriti-
schen Infrastrukturen“ (KRITIS) kann ein Ausfall oder eine Beeinträchtigung von Ver-
sorgungsdienstleistungen zu dramatischen Folgen führen. Kritische Infrastrukturen wer-
den dabei wie folgt definiert: [16]  
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„Kritische Infrastrukturen sind Organisationen und Einrichtungen mit wichtiger Bedeu-
tung für das staatliche Gemeinwesen, bei deren Ausfall oder Beeinträchtigung nachhal-
tig wirkende Versorgungsengpässe, erhebliche Störungen der öffentlichen Sicherheit 
oder andere dramatische Folgen einträten.“ 


















Abbildung 35: Sektoren für KRITIS nach [16] 





 Straßenverkehr und 
 Logistik. 
Betreiber kritischer Anlagen haben auf Basis des Gesetzes ein Mindestniveau an IT-
Sicherheit einzuhalten und außergewöhnliche IT-Störungen an das BSI zu melden. Das 
IT-Sicherheitsgesetz hat folgende Zielgruppen: [24] 
 Betreiber kritischer Infrastrukturen, 
 Betreiber von Webangeboten, 
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 Telekommunikationsunternehmen, 
 BSI als Steuerungs- und Kontrollinstanz. 
Die Betreiber kritischer Infrastrukturen werden dadurch verpflichtet zu: [24]  
 Absicherung ihrer Dienste nach dem Stand der Technik und Überprüfung mindes-
tens aller zwei Jahre. 
 Erarbeitung von Sicherheitsstandards nach dem Stand der Technik, sofern nicht an-
dere Spezialregelungen bestehen. 
 Meldung von außergewöhnlichen Störungen an das BSI. 
Der Nachweis zur Absicherung der kritischen Infrastruktur lässt sich zum Beispiel über 
ein Informationssicherheitsmanagementsystem (ISMS), soweit keine anderen branchen-
spezifischen Nachweissysteme bestehen, erbringen. Zur Klärung der Frage, was konkret 
kritische Infrastrukturen im Sinne des IT-Sicherheitsgesetzes sind, wurde vom Bundes-
ministerium des Inneren am 21.06.2017 eine Rechtsverordnung veröffentlicht. Damit 
wird es den Betreibern ermöglicht, auf Basis nachvollziehbarer Kriterien zu prüfen, ob 
das IT-Sicherheitsgesetz für sie Anwendung findet. Der Versorgungsgrad wird mit Hilfe 
von Schwellenwerten für jede Anlagenkategorie bestimmt. Eine Anlage ist eine kriti-
sche Infrastruktur. Der Regelwert beträgt 500.000 versorgte Personen. 




 Schienennetz und Stellwerke der Eisenbahn, 
 Verkehrssteuerungs- und Leitsystem der Eisenbahn 
 Leitzentrale der Eisenbahn. 
Im Straßenverkehr sind folgende Anlagen betroffen: [26]  
 Verkehrssteuerungs- und Leitsystem, 
 Verkehrssteuerungs- und Leitsystem im kommunalen Straßenverkehr. 
Die betroffenen Unternehmen mit den kritischen Infrastrukturen haben nach der Fest-
stellung, das sie über diese Analgen verfügen, zwei Jahre Zeit ihre IT nach dem Stand 
der Technik angemessen abzusichern. Innerhalb von sechs Monaten ist dem BSI eine 
Kontaktstelle für außergewöhnliche Störungen zu melden, welche 24/7 erreichbar ist 
[16], [24]. 
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In der Rechtsverordnung wurde abgeschätzt, dass sieben Meldungen von IT-
Sicherheitsvorfällen pro Jahr und betriebener Anlage erfolgen [25]. 
Dieser Wert wird als qualifizierte Schätzung bei der Validierung der Securityzuver-
lässigkeit verwendet. Mit den Meldungen der Betreiber werden erst zukünftig belastbare 
Zahlen vorliegen. Das BSI analysiert die Meldungen und setzt diese zu anderen Er-
kenntnissen in Beziehung, mit dem Ziel ein Lagebild zu erhalten, auf dessen Basis 
Handlungsempfehlungen erstellt werden. Die Kategorisierung der IT-Störung erfolgt 
















· außergewöhnliche und 
unerwartete technische Defekte 
mit IT-Bezug 
(z. B. nach Softwareupdates)
Ja Nein
Gewöhnliche IT-Störung Außergewöhnliche IT-Störung
Keine Meldung erforderlich! Meldung erforderlich!
 
Abbildung 36: Meldekriterien nach § 8b BSIG [24]  
Betreiber die nicht unter die BSI-Kritisverordnung fallen, können freiwillig außerge-
wöhnliche Störungen melden.  
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5 Validierung der analytischen Modelle 
Die analytischen Modelle zur Berechnung der technologischen Zuverlässigkeit, der Sys-
temzuverlässigkeit und der neu erarbeitete Ansatz zur Quantifizierung der Securityzu-
verlässigkeit wurden im letzten Kapitel bereitgestellt. Zusätzlich erfolgte eine Betrach-
tung der organisatorischen Prozesse zur Security auf Basis von Normen, Standards und 
Gesetzen. In diesem Kapitel erfolgt eine Validierung der analytischen Modelle an einem 
IP-basierten Beispielnetz aus dem Bereich der Bahnsicherungstechnik mit dem Ziel, 
einen Leitfaden zur Berechnung der genannten Teilzuverlässigkeiten zu entwickeln. 
Durch die Variation einzelner Parameter sollen dabei die Maxima und Minima der er-
reichbaren Teilzuverlässigkeiten bestimmt werden. Die Grundlage für die Bewertung 
der Ergebnisse bilden das HV-Kompendium mit der VK 3 und die BSI-
Kritisverordnung mit einer Abschätzung von sieben Angriffen pro Jahr. 
5.1 Beispielnetz NeuPro 
Die Modularisierung und Standardisierung der NeuPro-Stellwerksarchitektur verfolgt 
das Ziel, die bisherige monolithische Architektur mit Netzkomponenten verschiedener 
Hersteller aufzubrechen. Die COTS-Komponenten in den offenen Netzen übernehmen 
dabei keine sicherheitsrelevanten Funktionen im Sinne von Safety. Diese sind auf bahn-
spezifische Module beschränkt. 
Die Innenanlage der NeuPro-Stellwerksarchitektur bildet der Stellwerksrechner, auch 
als „ESTW-Zentraleinheit“ (ESTW-ZE) bezeichnet, als eigensicheres Teilsystem. Die-
ses gewährleistet, dass im Falle eines Fehlers kein unsicherer Zustand eingenommen 
wird. Es gilt das „Fail-Safe-Prinzip“. Die Ansteuerung der Außenanlagen wird von der 
ESTW-ZE realisiert, welche sich in einem Stellwerksgebäude befindet. Zu den Außen-
anlagen gehören die sich im Gleisfeld befindenden Feldelemente, die durch einen „Ob-
jekt Controller“ (OC) angesteuert werden. Beide bilden in dieser Architektur als Teil-
system eine Einheit. Der OC wird später nicht mehr gesondert erwähnt. Dieses Teilsys-
tem ist über standardisierte Schnittstellen durch ein IP-basiertes Datennetzwerk auf der 
Basis von Lichtwellenleitern an ein ESTW-ZE angebunden. Das Datennetzwerk ist wei-
ter unterteilt in das Netz des Stellwerkes, das Backbonenetz und das Netz der Feldringe 
mit den Feldelementen. Der Übergang zwischen dem Backbone und dem Netz der Feld-
ringe erfolgt über einen „Gleisfeldkonzentrator“ (GfK). Dieser aggregiert den Verkehr 
aus den Feldringen. Die Feldringe sind im Sinne eines Ringes nicht geschlossen, wer-
den hier aber trotzdem so bezeichnet. Die Abbildung 37 zeigt den logischen Aufbau der 
NeuPro-Stellwerksarchitektur. 
 









Abbildung 37: Logischer Aufbau von NeuPro nach [33]  
Die Architektur mit einem IP-basierten Datennetzwerk ist auch unter der Bezeichnung 
DSTW zu finden. Die Entfernung zwischen der ESTW-ZE und den Feldelementen wird 
bei der Nutzung von Lichtwellenleitern durch die optische Dämpfung und der Dispersi-
on der Fasern begrenzt. Im Gegensatz zur bisherigen Architektur mit Entfernungen von 
6,5 km über Kupferdoppeladern, werden hier wesentlich größere Reichweiten (ca. 
80 km) erzielt. Die Versorgung der Feldelemente wird über einen separaten Energiebus, 
der vom Informationsfluss getrennt ist, realisiert. Der Netzzugang erfolgt über „Points 
of Service“ (PoS) in Form von Routern und Switchen. [33]  
Im IP-Netzwerk findet ein Protokollstapel Verwendung, der aus standardisierten und 
bahnspezifischen Protokollen bzw. Technologien besteht. Von Schicht 1 bis 4 kommen 
die Standardprotokolle zum Einsatz. Auf Schicht 1 werden für die Validierung Licht-
wellenleiter und DWDM-Systeme verwendet. Nach dem hybriden Referenzmodell setzt 
oberhalb der Schicht 4 die Anwendungsschicht auf. In dem NeuPro-Protokollstapel be-
findet sich dazwischen eine weitere separate Schicht. Die Bahnschicht „Kommuni-
kationsinfrastruktur für Sicherheitsrelevante Anwendungen“ (KISA) findet Anwendung, 
um die durch den Backbone zu übermittelnden Daten im offenen Netz zu verschlüsseln. 
In der Bahnschicht 2, welche sich in der Anwendungsschicht befindet, kommt das „Rail 
Safe Transport Application“-Protokoll (RaSTA) zum Einsatz. Es verfügt über eine Re-
dundanz-, Sicherheits- und Sendewiederholungsschicht für eine sichere Datenübertra-
gung. Die Redundanzschicht ermöglicht es, einen Kommunikationskanal aufzubauen, 
der physikalisch in zwei getrennte Wege Pfade aufgeteilt ist. Ein RaSTA-Paket wird 
dadurch redundant versendet und durch den Empfänger (FE-Teilsystem) zusammenge-
führt. Nach einer erfolgreichen Sequenz- und Integritätsprüfung wird das Paket an die 
nächst höhere Schicht gegeben. Auf der Anwendungsschicht nutzt NeuPro das „Bahn-
technische Protokoll“ (BTP). Den Protokollstapel zeigt Abbildung 38. [33]  
 
















Abbildung 38: Protokollstapel für NeuPro nach [33] 
Die zu übermittelnden Informationen sind entsprechend der Tabelle 4 in drei Klassen 
mit einer jeweils unterschiedlichen Priorität eingeteilt. 
Tabelle 4: Informationsarten von NeuPro mit Priorisierung [12] 
Daten Anforderung an die Übertragung Priorität 
Signaltechisch sichere Daten mit 
Relevanz für den Eisenbahnbe-
trieb 
echtzeitkritische Übertragung hoch 
Daten für die Überwachung und 
Konfiguration des Datennetz-
werkes 
weniger zeitkritisch mittel 
Hintergrunddaten nicht zeitkritisch niedrig 
Die Protokolle der Bahnschichten 1 und 2 finden nur bei den signaltechnisch sicheren 
Daten mit einer Relevanz für den Bahnbetrieb der Prioritätsklasse „hoch“ Anwendung. 
Für die Validierung wird eine NeuPro-Architektur von der Firma Thales beschrieben. 
Von verschiedenen Unternehmen existieren ähnliche weitere Konzepte. Das modifizier-
te Konzept für das IP-basierte Netzwerk der Firma Thales zeigt die folgende Abbil-
dung 39. 
 










































Abbildung 39: Netztopologie für NeuPro nach [67] 
Das Netz des Stellwerkes besteht aus einem Stellwerksrechner, der mit zwei Layer 3-
Switchen verbunden ist. 
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Das Backbonenetz wird gebildet aus zwei redundanten LWL-Ringen. Als Übertra-
gungstechnologie kommt DWDM zum Einsatz. Alternativ wären Technologien wie die 
„Synchrone Digitale Hierarchie“ (SDH), Gigabit-Ethernet oder Ethernet über SDH 
nutzbar. Für die Vermittlung der Daten kommen in diesem Beispielnetz pro Ring je-
weils drei Router zum Einsatz, welche auch die PoS des Backbone bilden. Ein Router 
pro Ring ist mit dem Stellwerksrechner verbunden. Die beiden anderen Router pro Ring 
koppeln die Feldringe an den Backbone. Den unteren Bereich der Architektur bilden 
zwei Feldringe, die nicht geschlossen sind. Jeder Feldring ist mit beiden Backbonerin-
gen gekoppelt. Die Stichleitung vom Backbone verbindet jedes Feldelement durch einen 
separaten Switch. Aufgrund der zwei Stichleitungen ist jedes Feldelement pro Ring re-
dundant durch zwei Switche angebunden. Die verbundenen Switche bilden ein       
Layer 2-Netz. Die mögliche Anzahl der Switche in einem Feldring bzw. die Anzahl der 
Router im Backbone sind im Planungsprozess zu bestimmen. Für eine zeitgerechte 
Übertragung der Steuerungsdaten kommt Traffic Engineering zum Einsatz. QoS erfolgt 
über eine Priorisierung der Daten. Im Backbone wird die Priorisierung mit DiffServ 
umgesetzt. [33]  
Nach [67] sind für eine hohe Verfügbarkeit unter Nutzung von COTS-Komponenten 
folgende Anforderungen zu erfüllen bzw. zu übertreffen: 
 Alle Segmente der Netzwerkarchitektur besitzen eine Übertragungsrate von mindes-
tens 512 kbit/s. 
 Für die Ende-zu-Ende-Verbindung der Kommunikationspartner, zwischen der 
ESTW-ZE und einem Feldelement, wird stets die Latenzzeit von 50 ms unterschrit-
ten. 
 Die maximale Bitfehlerrate beträgt 10-6.  
5.2 Technologische Zuverlässigkeit 
5.2.1 Analytische Lösung 
Zur analytischen Lösung wird ein Pfad des Netzwerkes von der ESTW-ZE zum Feld-
element betrachtet. Mittels der technologischen Zuverlässigkeit soll die Laufzeit eines 
Datenpaketes zwischen der ESTW-ZE und dem Feldelement quantifiziert werden. Es ist 
ausreichend, dieses für einen Pfad zu prüfen. Auf dem anderen Feldring nach Abbildung 
39 besteht kein signifikanter Unterschied in der Laufzeit über die in diesem Beispiel 
identischen LWL-Backbones. Wesentlich ist nur die Länge des Pfades, das heißt die 
Anzahl der im Pfad liegenden Betrachtungseinheiten bzw. Netzkomponenten mit einer 
zu berücksichtigenden Bediendauer. Zur Bearbeitung wurde das Netzwerk wie folgt 
angepasst: 
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 Jede Betrachtungseinheit ist ein Knoten  𝑤𝑖 . 
 Betrachtungseinheiten sind Übertragungswege, Switche und Router. 
 Bei Routern können Fehler im Routingprozess auftreten. Dieses wird durch die Feh-
lerrate  𝑝 beschrieben. 
 Ein auftretender Fehler im Router wird jeweils durch einen Verlust der weiterzulei-
tenden Datenmenge mit der Rate  𝑝 modelliert, das heißt die Datenpakete werden 
verworfen. Dieser Datenverlust wird im Feldelement erkannt und es wird ein neues 
Datenpaket angefordert. 
 Der Backbone wird mit einem Eingangs- und Ausgangsrouter und den Übertra-
gungswegen modelliert. 
 Das DWDM-System entfällt bei der Modellierung, da die Laufzeit durch das System 
zu vernachlässigen ist. 






















































Abbildung 40: Pfad von der ESTW-ZE zum Feldelement 
In der Übergangsmatrix  𝜋   sind die Wahrscheinlichkeiten vom Übergang zwischen den 
Knoten eingetragen. Die externe Ankunftsrate wird mit  𝜆 bezeichnet. Im Vektor  𝜆  
werden die externen Ankunftsraten für jeden Knoten  𝑤𝑖  eingetragen. 
In der Tabelle 5 ist jedem Knoten  𝑤𝑖  eine entsprechende aus der Praxis relevante Be-
dienrate zugeordnet. 
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Tabelle 5: Zuordnung der Knoten und der Bedienrate 
Knoten Betrachtungseinheit Bedienrate 𝝁𝒊 
𝑤1, 𝑤7, 𝑤9, 𝑤11 , 𝑤13 , 𝑤15 , 𝑤17 Switch ZE und Switche Feldring 480 Gbit/s 
𝑤3, 𝑤5 Router Backbone 200 Gbit/s 
𝑤2, 𝑤4 Übertragungsweg 1 Gbit/s 
𝑤6 Übertragungsweg 100 Mbit/s 
𝑤8, 𝑤10 , 𝑤12 , 𝑤14 , 𝑤16 , 𝑤18 Übertragungsweg 10 Mbit/s 
 
Auf Grundlage von Abbildung 40 sind in Abbildung 41 die Übergangswahrscheinlich-
keiten zwischen den Knoten  𝑤𝑖  eingetragen und bezeichnet. 
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Abbildung 41: Modell der technologischen Zuverlässigkeit 
In Tabelle 6 befinden sich die Erklärungen zur Abbildung 41. 
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Tabelle 6: Erklärungen zum Modell technologische Zuverlässigkeit 
Bezeichnung Erklärung 
𝜆 Externer Eingangsstrom mit Ankunftsrate im Knoten  𝑤𝑖  
𝜋𝑗𝑖  Übergangswahrscheinlichkeit vom Knoten 𝑤𝑖  zum Knoten 𝑤𝑗 , bei ei-
nem zweistelligen Index eines Knotens werden die zwei Indizes mit 
einem Punkt getrennt 
𝑝 Fehlerrate 
𝛽 externer Ausgangsstrom, entspricht 𝜋0.18   
𝜋1.18  Rückführung auf Grund von Verlust in den Routern  𝑤3 und  𝑤5, diese 
Rückführung funktioniert praktisch durch Löschen defekter Datenpa-
kete in den Routern und Neuanforderung durch das Feldelement. 
 
Der Leitfaden zur Bestimmung der technologischen Zuverlässigkeit beinhaltet folgende 
fünf Schritte: 
1. Aufstellen des Vektors des externen Ankunftsrate  𝝀   
Nur der Knoten  𝑤1 erhält externe Verkehrsobjekte mit der Rate  𝜆 von der ESTW-ZE. 
Somit ergibt sich folgendes für den Vektor  𝜆 : 
                            𝜆 𝑇 =  𝜆 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0   
Mbit
s
                           (112) 
 
2. Aufstellen des Vektors der Bedienrate  𝝁   
Der Vektor der Bedienrate  𝜇  ergibt sich aus der Tabelle 5. 
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                                            (113) 
 
3. Aufstellen der Übergangsmatrix  𝝅    
Die Elemente  𝜋𝑗𝑖  der Übergangsmatrix  𝜋   stehen für die Wahrscheinlichkeit, dass ein 
Verkehrsobjekt vom Knoten  𝑤𝑖  zum Knoten  𝑤𝑗  übertragen wird. Werden alle zu bear-
beitenden Verkehrsobjekte vom Knoten  𝑤𝑖  zum Knoten  𝑤𝑗  übertragen, so gilt  𝜋𝑗𝑖 = 1. 
Besteht keine Verbindung zwischen den beiden Knoten, dann gilt  𝜋𝑗𝑖 = 0. In den Rou-
tern tritt ein Fehler in der Weiterleitung mit der Fehlerrate  𝑝 auf, deshalb beträgt die 
Übergangswahrscheinlichkeit: 
                                                      𝜋43 = 𝜋65 = 1 − 𝑝                                               (114) 
 
Die Gesamtrückweisungsrate wird hier mit  𝜌 bezeichnet. Die Anzahl der Router beträgt 
im Beispielnetz  𝑛 = 2. Es gilt: 
                                                  𝜌 =  1 − 𝑝 𝑛 =  1 − 𝑝 2                                         (115) 
 
Bei Verlust eines Paketes durch einen Fehler wird dieses erneut gesendet. Dieses wird 
durch die Gesamtrückweisungsrate, hier  𝜌 = 𝜋1.18  abgebildet. Damit kann die Über-
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0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 − 𝜌
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 − 𝑝 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 − 𝑝 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0


















       
4. Berechnung der Eingangsintensitäten  𝝈    und des Verkehrswertes  𝝔   
Mit einer Einheitsmatrix  𝐸 18  kann der Vektor der Eingangsintensität  𝜍  berechnet wer-
den zu 
                                                              𝜍 =  𝐸 − 𝜋   
−1
⋅ 𝜆                                          (117) 
unter der Voraussetzung, dass die inverse Matrix von   𝐸 − 𝜋   
−1
 existiert. Die Elemen-
te des Vektors der Verkehrswerte  𝜚  berechnen sich zu: 
                                                                         𝜚𝑖 =
𝜍𝑖
𝜇 𝑖
                                                (118) 
 
5. Modellierung des Bedienungsprozesses in den Knoten durch ein Wartesystem 
Der Eingangs- und Bedienprozess im Knoten  𝑤𝑖  wird mittels eines Wartesystems ab-
gebildet. Dazu werden folgende Modelle betrachtet: 
1. M/M/1/∞ Wartesystem 
Ankunftsabstands- und Bediendauer sind exponentiell verteilt. Es gibt einen Be-
dienkanal und unendlich viele Warteplätze. 
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2. M/GI/1/∞ Wartesystem 
Der Ankunftsabstand ist exponentiell verteilt. Die Bediendauer ist beliebig verteilt. 
Für den quadratischen Variationskoeffizienten der Bediendauer soll gelten 
0,5 ≤ 𝑉2 𝑇𝐻 ≤ 2. Es  existieren ein Bedienkanal und unendlich viele Warteplätze. 
Bestimmung ausgewählter Parameter unter Anwendung eines M/M/1/∞ Wartesys-
tems 
Die Verweildauer im Knoten wird mittels folgender Gleichung bestimmt: 






                                              (119) 
Die maximale Verweildauer im Knoten, die mit einer statistischen Sicherheit  𝑆 nicht 
überschritten wird. Es wird  𝑆 = 1 − 10−6 festgelegt. 
                                                    𝑡𝑉𝑆𝑖
= −





                                              (120) 
Bezogen auf ein Datenpaket der Größe 512 Byte = 4096 bit ergibt sich: 








                                        (121) 
Die Verteilungsfunktion der Verweildauer  𝐹𝑇𝑉𝑖
 𝑡 = 𝑃 𝑇𝑉𝑖 ≤ 𝑡  ist die technologische 
Zuverlässigkeit  𝑍𝑄𝑖 𝑡𝑖  eines Knotens  𝑤𝑖 . Es gilt: 
                                                                                                                     (122) 
𝑃 𝑇𝑉𝑖 ≤ 𝑡𝑖 =  
0                         𝑡 ≤ 0
1 − 𝑒− 𝜇 𝑖−𝜍𝑖 𝑡𝑖  𝑡 > 0
  
 
Damit kann die technologische Zuverlässigkeit  𝑍𝑄𝑖 𝑡𝑖  für den Knoten  𝑤𝑖  berechnet 
werden. Hierfür sind a priori die Verweildauern  𝑡𝑖  für den jeweiligen Knoten  𝑤𝑖  fest-
gelegt worden. Die Zeitdauern werden über die maximalen Verweildauern  𝑡𝑉𝑆𝑖
 abge-
schätzt. Es ist zu beachten, dass die maximale Verweildauer eines Paketes auf dem Pfad 





.  Für die technologische 
Zuverlässigkeit eines Knotens ergibt sich: 
                                               𝑍𝑄𝑖 𝑡𝑖 = 1 − 𝑒
− 𝜇 𝑖−𝜍𝑖 𝑡𝑖                                              (123) 
Die technologische Zuverlässigkeit auf dem gesamten Pfad berechnet sich aus dem Pro-
dukt der Einzelzuverlässigkeiten  𝑍𝑄𝑖 𝑡𝑖  zu: 
                                                  𝑍𝑄 𝑡 =  𝑍𝑄𝑖 𝑡𝑖 
18
𝑖=1                                                 (124) 
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Die maximale Warteschlangenlänge in einem Knoten, die mit einer statistischen Sicher-
heit  𝑆 nicht überschritten wird, berechnet sich zu: 







                                                  (125) 
Auf die Berechnung der Warteschlangenlänge wird in der Validierung verzichtet. 
Nachfolgend wird die technologische Zuverlässigkeit für den Pfad des Beispielnetzes 
nach dem Leitfaden berechnet. 
Die Angabe der Nachkommastellen ist relevant für die Bewertung der Ergebnisse. Es 
wird hier daher auf eine wissenschaftliche Schreibweise verzichtet. 
Im ersten Schritt werden für die externe Ankunftsrate  𝜆  drei Varianten festgelegt: 
 Variante  1:  𝜆 1




 Variante 2:  𝜆 2




 Variante 3:  𝜆 3




Im zweiten Schritt erfolgt die Festlegung des Vektors der Bedienrate  𝜇 . Dieser wird 
nach Tabelle 5 festgelegt und entspricht Formel (113). Dieser gilt für alle drei Varianten 
der Ankunftsrate  𝜆 .  
Im dritten Schritt wird die Übergangsmatrix  𝜋    nach der Abbildung 41 aufgestellt. 
Diese entspricht der Formel (116). Die Übergangsmatrix gilt für alle drei Varianten der 
Ankunftsrate  𝜆 . Für die Paketfehlerrate wird  𝑝 = 10−9  
1
bit
  festgelegt. Es gilt mit: 
1 − 𝜌 = 0,00000000199999994 und 
1 − 𝑝 = 0,9999999990  
Im vierten Schritt erfolgt die Berechnung der Eingangsintensität  𝜍  und des Verkehrs-
wertes  𝜚 . Beide unterschieden sich für die drei Varianten der Ankunftsrate  𝜆 𝑗 . Die 
Eingangsintensität  𝜍  wird mit der Formel 
                                                         𝜍 =  𝐸 − 𝜋   
−1
⋅ 𝜆                                               (126) 
berechnet. Für eine Ankunftsrate  𝜆 1
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Im fünften Schritt wird der Bedienungsprozess modelliert. Das Ziel ist die Bestim-
mung der maximalen Übertragungsdauer eines Paketes und die Berechnung der techno-
logischen Zuverlässigkeit. Als Parameter wurde die statistische Sicherheit mit 
 𝑆 = 1 − 10−6 festgelegt. Es erfolgt die Abbildung des Eingangs- und Bedienprozesses 
in den Knoten  𝑤𝑖  für die drei festgelegten Ankunftsraten  𝜆 𝑗 . 
Zur Berechnung der technologischen Zuverlässigkeit müssen die Verweildauern  𝑡𝑉𝑖  der 
Pakete in den einzelnen Knoten  𝑤𝑖  festgelegt werden. Die maximale Verweildauer  
𝑡𝑉𝑁𝑒𝑡𝑧  eines Paketes im Kommunikationsnetz wird anwendungsbezogen auf        
𝑡𝑉𝑁𝑒𝑡𝑧 = 50 
ms
Paket
 festgelegt.  Diese Zeit bezieht sich auf Verzögerungen in den einzel-
nen Knoten (Router, Switch, Übertragungsgerät). Die Signallaufzeit wird hierbei nicht 
berücksichtigt. 
Die Festlegung der Verweildauer erfolgt über eine iterative Abschätzung. Es wird zu-
nächst die maximale Verweildauer  𝑡𝑉𝑆𝑖
, die mit einer statistischen Sicherheit  𝑆 nicht 
überschritten wird, für jeden Knoten berechnet. Die statistische Sicherheit  𝑆 wird be-
tragsmäßig gleich der zu erreichenden technologischen Zuverlässigkeit gesetzt. Die 
Festlegung der zulässigen Verweildauern über den Parameter  𝑡𝑉𝑆𝑖
, einer oberen Tole-
ranzgrenze, kann nur als eine grobe Abschätzung einer oberen Grenze betrachtet wer-
den, da die Addition von Toleranzgrenzen nach den Gesetzen der Stochastik nicht er-
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laubt ist. Eine Addition ist nur bei Erwartungswerten möglich. Die maximal zulässigen 
Verweildauern  𝑡𝑉𝑆𝑖
 sind so festzulegen, dass gilt: 





𝑖=1 = 𝑡𝑉𝑁𝑒𝑡𝑧                                          (128) 
Eine genaue Berechnung der maximal zulässigen Verweildauern eines Paketes im Netz 
ist nur mit Kenntnis der Verteilungsfunktion der Verweildauer 𝐹𝑇𝑉𝑁𝑒𝑡𝑧
 𝑡  im gesamten 
Netz möglich. Diese Funktion steht hier nicht zur Verfügung. Es ist aber eine Abschät-
zung der technologischen Zuverlässigkeit  𝑍𝑄𝑁𝑒𝑡𝑧  𝑡  möglich. Der Wert der technologi-
schen Zuverlässigkeit  𝑍𝑄𝑖 𝑡  in den einzelnen Knoten  𝑤𝑖  wird umso größer, je größer 
die festgelegte maximal zulässige Verweildauer  𝑡𝑉𝑆𝑖
 eines Paketes in einem Knoten  𝑤𝑖  
ist. Die Festlegung dieser Verweildauern  𝑡𝑉𝑆𝑖
 erfolgt daher nur für eine externe An-
kunftsrate von  𝜆 = 1
Mbit
s
 . Damit ist eine bessere Vergleichbarkeit der Ergebnisse für 
die drei unterschiedlichen externen Ankunftsraten gegeben.  
Für das M/M/1/∞ - Wartesystem ergibt sich folgendes Ergebnis in  
s
Mbit




einer Paketgröße von 4096 bit. 






















































































































      Die abgeschätzte Summe der maximal zulässigen Verweildauern beträgt: 
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𝑡𝑉𝑚𝑎𝑥







                                        = 38,41183455585158 
ms
Paket
< 50 ms 
ms
Paket
= 𝑡𝑉𝑁𝑒𝑡𝑧     (130) 
Die maximale Verweildauer eines Paketes im Netz  𝑡𝑉𝑁𝑒𝑡𝑧  wird mit der geforderten sta-
tistischen Sicherheit von  𝑆 = 1 − 10−6 eingehalten. Die vorgegebene Verweildauer für 




wie folgt berechnet. 















































































































              (131) 
 
Das ergibt eine festgelegte Gesamtverweildauer eines Paketes im Netz von: 
                                                                                                                      (132) 
𝑡𝑉𝑁𝑒𝑡𝑧
∗ =  𝑡𝑉𝑖











= 𝑡𝑉𝑁𝑒𝑡𝑧  
Damit können, soweit erforderlich, noch Reserven bei den einzelnen Knoten festgelegt 
werden. Diese Festlegung nach Formel (131) soll auch für die anderen Ankunftsraten  
𝜆 𝑗  für dieses Modell gelten. Die technologische Zuverlässigkeit  𝑍𝑄𝑖 𝑡𝑖  berechnet sich 
für jeden Knoten  𝑤𝑖  mit  𝑡𝑖 = 𝑡𝑉𝑖
∗  zu: 
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           𝑍𝑄𝑖 𝑡𝑖 = 1 − 𝑒




















































                               (133) 
 
Die technologische Zuverlässigkeit des Gesamtprozesses berechnet sich zu: 
                            𝑍𝑄 𝑡 =  𝑍𝑄𝑖 𝑡𝑖 = 𝟎, 𝟗𝟗𝟗𝟗𝟖𝟔𝟎𝟓𝟑𝟏𝟔𝟒𝟏𝟗𝟓𝟓
18
𝑖=1                       (134) 
 




trägt die abgeschätzte Summe der maximal zulässigen Verweildauern: 
                       𝑡𝑉𝑚𝑎𝑥






= 𝑡𝑉𝑁𝑒𝑡𝑧                    (135) 
Die maximale Verweildauer eines Paketes im Netz  𝑡𝑉𝑁𝑒𝑡𝑧 wird mit der geforderten sta-
tistischen Sicherheit von  𝑆 = 1 − 10−6 eingehalten. 
Die technologische Zuverlässigkeit des Gesamtprozesses beträgt: 
                                       𝑍𝑄 𝑡 = 𝟎, 𝟗𝟗𝟗𝟗𝟔𝟒𝟖𝟓𝟓𝟏𝟏𝟐𝟗𝟒𝟗                                       (136) 
 




trägt die abgeschätzte Summe der maximal zulässigen Verweildauern: 
                    𝑡𝑉𝑚𝑎𝑥






= 𝑡𝑉𝑁𝑒𝑡𝑧                     (137) 
Die maximale Verweildauer eines Paketes im Netz  𝑡𝑉𝑁𝑒𝑡𝑧 wird mit der geforderten sta-
tistischen Sicherheit von  𝑆 = 1 − 10−6 nicht eingehalten. 
 
Kapitel 5: Validierung der analytischen Modelle 
123 
Die technologische Zuverlässigkeit des Gesamtprozesses beträgt: 
                                      𝑍𝑄 𝑡 = 𝟎, 𝟐𝟑𝟓𝟏𝟎𝟕𝟕𝟗𝟏𝟗𝟔𝟕𝟐𝟔𝟖                                        (138) 
Die errechnete technologische Zuverlässigkeit ist praktisch nicht akzeptabel. Für die 
Übertragung von Steuerungsinformationen zu den Feldelementen ist die angenommene 
Ankunftsrate von 9 
Mbit
s
  nicht realistisch, verdeutlicht aber die Auswirkung auf den 
Gesamtprozess. 
[62] 
Bestimmung ausgewählter Parameter unter Anwendung eines M/GI/1/∞ Warte-
systems 
Bei einer unbekannten Verteilungsfunktion der Bediendauer, kann mit dem genannten 
Modell die Stochastik des Bedienprozesses über den Variationskoeffizienten der Be-
diendauer abgeschätzt werden. In der Beispielrechnung wird hier der quadratische Va-
riationskoeffizient der Bediendauern zu  𝑉2 𝑇𝐻 = 2 festgelegt, im Vergleich zur Ex-
ponentialverteilung, wo  𝑉2 𝑇𝐻 = 1 gilt. Mit diesem Wert des Variationskoeffizienten 
der Bediendauer werden größere Schwankungen der Paketgröße berücksichtigt. Es gilt 
folgende Hilfsvariable: 
                                                           𝛾𝑖 =
2
1+𝑉2 𝑇𝐻𝑖 
                                                  (139) 
Der Erwartungswert der Verweildauer berechnet sich zu: 









                                          (140) 
Die maximale Verweildauer im Knoten, die mit einer statistischen Sicherheit  𝑆 nicht 
überschritten wird, berechnet sich zu: 
                                            𝑡𝑉𝑆𝑖
≈ −ln 1 − 𝑆 ⋅ 𝐸 𝑇𝑉𝑖   
s
Mbit
                                  (141) 
Es wird wieder  𝑆 = 1 − 10−6 festgelegt. Bezogen auf ein Datenpaket der Größe 
512 Byte = 4096 bit ergibt sich: 





   
s
Paket
                                      (142) 
Die technologische Zuverlässigkeit  𝑍𝑄𝑖 𝑡𝑖  für den Knoten 𝑤𝑖  berechnet sich nach [39] 
über den Spitzenfaktor der Verweildauer zu: 





                                        (143) 
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Die Verweildauern  𝑡𝑖  für den jeweiligen Knoten  𝑤𝑖  werden wieder wie beim 
M/M/1/∞-Wartesystem a priori festgelegt. Die technologische Zuverlässigkeit auf dem 
gesamten Pfad berechnet sich aus dem Produkt der Einzelzuverlässigkeiten𝑍𝑄𝑖 𝑡𝑖  zu: 
                                                      𝑍𝑄 𝑡 =  𝑍𝑄𝑖 𝑡𝑖 
18
𝑖=1                                             (144) 
 
Die maximale Warteschlangenlänge in einem Knoten, die mit einer statistischen Sicher-
heit  𝑆 nicht überschritten wird, berechnet sich zu: 







                                                      (145) 
 
Nachfolgend wird die technologische Zuverlässigkeit für den Pfad des Beispielnetzes 
unter Anwendung eines M/GI/1/∞-Wartesystems nach dem Leitfaden berechnet. 
Wie im M/M/1/∞-Wartesystem gilt hier 




 der gleiche Vektor der Bedienrate  𝜇  nach Tabelle 5, 
 die gleiche Übergangsmatrix  𝜋   nach Abbildung 41 und 
 die gleiche Eingangsintensität  𝜍  sowie der Verkehrswert  𝜚  in Abhängigkeit der 
drei Varianten der Ankunftsrate  𝜆 𝑗 . 
Daraus folgt, dass die Schritte eins bis vier identisch mit den Berechnungen zum 
M/M/1/∞-Wartesystem sind. 
 
Im fünften Schritt wird der Bedienungsprozess modelliert. Das Ziel ist die Bestim-
mung der maximalen Übertragungsdauer eines Paketes und die Berechnung der techno-
logischen Zuverlässigkeit. Als Parameter wurde die statistische Sicherheit mit 
𝑆 = 1 − 10−6 festgelegt. Es erfolgt die Abbildung des Eingangs- und Bedienprozesses 
in den Knoten  𝑤𝑖  für die drei festgelegten Ankunftsraten  𝜆 𝑗 . 
Für das M/GI/1/∞-Wartesystem wird der quadratische Variationskoeffizient der Be-
diendauer für alle drei Varianten festgelegt zu  𝑉2 𝑇𝐻 = 2. Es muss zunächst der Er-
wartungswert der Verweildauer bestimmt werden zu: 
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                      (146) 
 
Für die maximal zulässige Verweildauer  𝑡𝑉𝑆𝑖




und in  
s
Paket
 bei einer Paketgröße von 4096 bit: 
𝑡 𝑉𝑆 ≈  −𝑙𝑛 1 − 𝑆 ⋅ 𝐸 𝑇𝑉𝑖  𝑛=18
 














































































































                   (147) 
 
Die abgeschätzte Summe der maximal zulässigen Verweildauern beträgt: 
 




𝑃𝑎𝑘𝑒𝑡 =  𝑡𝑉𝑆𝑖






                                         = 40,301026907809  
ms
Paket
< 50  
ms
Paket
= 𝑡𝑉𝑁𝑒𝑡𝑧            (148) 
 
Die maximale Verweildauer eines Paketes im Netz  𝑡𝑉𝑁𝑒𝑡𝑧 wird mit der geforderten sta-
tistischen Sicherheit von  𝑆 = 1 − 10−6 eingehalten. Die vorgegebene Verweildauer für 




wie folgt festgelegt: 















































































































               (149) 
 
Dieses ergibt eine festgelegte Gesamtverweildauer eines Paketes im Netz von: 
                                                                                                                      (150) 
𝑡𝑉𝑁𝑒𝑡𝑧
∗ =  𝑡𝑉𝑖
∗ = 0,0405026816  
s
Paket








= 𝑡𝑉𝑁𝑒𝑡𝑧  
Damit können, falls erforderlich, noch Reserven bei den einzelnen Knoten festgelegt 
werden. Diese Festlegung nach Formel (149) soll auch für die anderen Ankunftsraten  
𝜆 𝑗  für dieses Modell gelten. Die technologische Zuverlässigkeit  𝑍𝑄𝑖 𝑡𝑖  berechnet sich 
für jeden Knoten  𝑤𝑖  mit  𝑡𝑖 = 𝑡𝑉𝑖
∗  zu: 
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                              (151) 
 
Die technologische Zuverlässigkeit des Gesamtprozesses berechnet sich zu: 
                                𝑍𝑄 𝑡 =  𝑍𝑄𝑖 𝑡𝑖 
18
𝑖=1 = 𝟎, 𝟗𝟗𝟗𝟗𝟖𝟔𝟏𝟏𝟖𝟔𝟐𝟔𝟓𝟒𝟏                     (152) 
 




trägt die abgeschätzte Summe der maximal zulässigen Verweildauern: 
                       𝑡𝑉𝑚𝑎𝑥






= 𝑡𝑉𝑁𝑒𝑡𝑧                     (153) 
Die maximale Verweildauer eines Paketes im Netz  𝑡𝑉𝑁𝑒𝑡𝑧 wird mit der geforderten sta-
tistischen Sicherheit von  𝑆 = 1 − 10−6 eingehalten. 
Die technologische Zuverlässigkeit des Gesamtprozesses beträgt: 
                                       𝑍𝑄 𝑡 = 𝟎, 𝟗𝟗𝟗𝟗𝟒𝟓𝟓𝟖𝟕𝟔𝟕𝟑𝟑𝟗𝟑                                       (154) 
  




trägt die abgeschätzte Summe der maximal zulässigen Verweildauern: 
                    𝑡𝑉𝑚𝑎𝑥






= 𝑡𝑉𝑁𝑒𝑡𝑧                     (155)   
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Die maximale Verweildauer eines Paketes im Netz  𝑡𝑉𝑁𝑒𝑡𝑧 wird mit der geforderten sta-
tistischen Sicherheit von  𝑆 = 1 − 10−6 nicht eingehalten. Es ergeben sich hier die glei-
chen Probleme wie beim M/M/1/∞- Wartesystem. 
Die technologische Zuverlässigkeit des Gesamtprozesses beträgt: 
                                      𝑍𝑄 𝑡 = 𝟎, 𝟎𝟗𝟐𝟕𝟔𝟒𝟖𝟔𝟕𝟏𝟒𝟒𝟐𝟔𝟗                                        (156) 




Die Simulation kommt meistens dann zur Anwendung, wenn ein zu bearbeitendes Pro-
blem durch andere Lösungsmethoden, wie beispielsweise der Analytik nicht hinrei-
chend genau oder gar nicht beschreibar ist. Sie wird auch zur Validierung der Ergebnis-
se anderer Lösungsmethoden genutzt. Für ein Simulationsergebnis mit qualitativ hoch-
wertigen Aussagen sind nach [33] folgende Arbeitsschritte erforderlich: 
 Problemdefinition, 
 Spezifikation des Simulationsobjektes, 
 Erstellung eines konzeptionellen Modells, 
 Wahl eines geeigneten Simulationswerkzeugs, 
 Programmierung bzw. Implementierung des konzeptionellen Modells, 
 Wahl der zu schätzenden Messgrößen, 
 Definition verschiedener Simulationsszenarien mit Versuchsvarianten, 
 Erwartungshaltung an die Simulation und deren Ergebnisse, 
 Warm-Up-Phase, Stichprobenumfang und Simulationszeitraum sowie 
 Durchführung der Simulation mit anschließender Analyse und Bewertung. 
Zur Simulation der technologischen Zuverlässigkeit ist zunächst ein geeignetes Simula-
tionswerkzeug auszuwählen, das die Methode der ereignisorientierten Simulation 
enthält, um diskrete Zustandsänderungen durch das Senden und Empfangen von Daten-
paketen an Netzkomponenten abzubilden. Weiterhin ist bei der Werkzeugauswahl zu 
berücksichtigen, ob auf der Grundlage der Simulation die Paketlaufzeiten im Kommu-
nikationsnetz schätzbar und damit Rückschlüsse auf die technologische Zuverlässigkeit 
gezogen werden können. Betrachtet wurden die Simulationswerkzeuge Riverbed Mode-
ler Akademic Edition, OMNeT++ mit dem INET Framework und der Network Simula-
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tor 3. Neben der Funktionalität der Paketlaufzeiten erfolgte eine Prüfung der drei Werk-
zeuge auf ihre Funktionalität, Bedienung, Dokumentation, Aktualität und den Aufwand 
für die Einarbeitung. Dabei konnte das Werkzeug OMNeT++ überzeugen und kommt in 
Kombination mit dem INET Framework zum Einsatz. [34] 
OMNeT++ ist ein in C++ geschriebenes objektorientiertes modulares ereignisorientier-
tes Werkzeug für die Simulation von Netzwerken. Damit lassen sich nach [33] folgende 
Problemstellungen bearbeiten: 
 Modellierung von leitungsgebundenen und drahtlosen Netzwerken, 
 Modellierung und Evaluation von Warteschlangennetzen und deren Leistungsfähig-
keit, 
 Modellierung und Simulation von Systemen, welche durch den ereignisorientierten 
Modellierungsansatz abbildbar sind. 
Das INET Framework beinhaltet Modelle zur Simulation paketvermittelnder Netze. Die 
Schichten des hybriden Referenzmodells sind für leitungsgebundene Netzwerke imple-
mentiert. Die Dienste der Anwendungsschicht sind durch verschiedene Applikations-
modelle mit charakteristischen Parametern integriert. Die Parameter lassen sich teilwei-
se deterministisch oder an Hand von Zufallsvariablen mit verschiedenen Wahrschein-
lichkeitsverteilungen festlegen. Für die Transportschicht existieren Modelle für TCP 
und UDP. Auf der Vermittlungsschicht ist IPv4 und IPv6 enthalten. Die Sicherungs-
schicht wird über Ethernet abgebildet. Auf der Bitübertragungsschicht sind die Techno-
logien SDH und DWDM nicht enthalten. Es existieren nur Modelle in Form von Ver-
bindungen, die Netzwerkkanten mit speziellen Eigenschaften wie Datenrate, Verzöge-
rungszeit, Bitfehlerrate und Paketfehlerrate repräsentieren. Die jeweiligen Schichten 
sind somit mit ihren charakteristischen Eigenschaften umgesetzt. 
Aufgrund des fehlenden DWDM-Modells ist die Netztopologie des Simulationsmodells 
im Gegensatz zum konzeptionellen Modell zu vereinfachen. Diese Vereinfachung wur-
de auch bei der analytischen Lösung vorgenommen, da nach unternehmensinternen 
Messungen die maximalen Durchlaufzeiten im DWDM-System im Bereich von           
50 Mikrosekunden liegen. Ein Feldelement ist im Feldring redundant durch beide Stich-
leitungen vom Backbone angebunden. Für die Simulation der technologischen Zuver-
lässigkeit ist diese redundante Anbindung nicht von Relevanz. Daher wird pro Feldring 
jeweils eine Stichleitung entfernt. Mit dieser Maßnahme tritt der Effekt ein, dass jeder 
Switch pro Feldring aufgrund der redundanten Übertragung der Steuerungsinformatio-
nen das doppelte Verkehrsaufkommen verarbeiten muss. Diese Beeinflussung kann ver-
nachlässigt werden, da die Größe der Steuerungsinformationen im Bereich von wenigen 
hundert Byte liegt und die Feldelemente nur in größeren Zeitabständen angesteuert wer-
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den. Die in OMNeT++ implementierte Netzwerktopologie ist in Abbildung 42 darges-
tellt. 
 
Abbildung 42: OMNeT++ NeuPro-Netztopologie [33] 
Die Endpunkte der Netztopologie sind durch die Komponenten ESTWZEeins und 
ESTWZEzwei dargestellt. Beide übernehmen sowohl die Funktion eines Hosts als auch 
eines Clients und sind im Verbund als ein einziges ESTW-ZE zu betrachten, welche 
Informationen redundant über zwei Backboneringe übertragen. Beide Komponenten 
sind jeweils über eine 1 Gbit/s-Leitung mit einem Switch verbunden. Jeder Switch stellt 
mit der gleichen Übertragungsrate eine Verbindung mit dem separaten Backbone her. 
Der Backbone besteht aus drei Routern, die jeweils über eine 80 km lange Leitung mit 
1 Gbit/s verbunden sind. Die Verbindungslänge vom Backbone zum ersten Switch im 
Feldring beträgt 40 km mit einer Übertragungsrate von 100 Mbit/s. Die Switche im 
Feldring sind über jeweils sechs Kilometer lange Leitungen mit einer Übertragungsrate 
von 100 Mbit/s verbunden. Bei der analytischen Lösung beträgt diese im Ring 
10 Mbit/s. Die Erhöhung bei der Simulation wurde vorgenommen, da neben der Steue-
rungsinformation auch Hintergrundinformationen übertragen werden. Das Feldelement 
ist über eine 10 Mbit/s-Verbindung an den Switch angebunden. Die Eingangswarte-
schlangenlänge der Router und Switche beträgt standardmäßig 100 Pakete. Nach der 
Kendall-Notation wird ein GI/GI/1/100-Sytem simuliert.  
Ein Kantenmodell für Lichtwellenleiter steht in OMNeT++ nicht zur Verfügung. Es ist 
lediglich ein Kantenmodell für Kupferleitungen enthalten. Dieses wurde modifiziert, um 
die Laufzeit des Lichtes in die Simulation einfließen zu lassen.  
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Zur Nachbildung der redundanten Übertragung der Steuerungsinformation des RaSTA-
Protokolls bauen sowohl ESTWZEeins als auch ESTWZEzwei jeweils immer eine Ver-
bindung zum anzusteuernden Feldelement auf. Dieser Vorgang ist in Abbildung 43 dar-
gestellt. 
 
Abbildung 43: Verbindungen des Steuerungsdienstes zu FE 1 [33] 
Der Verbindungsweg der ESTWZEeins ist gelb und der ESTWZEzwei blau dargestellt. 
Es wird ein statisches Routing vorgenommen, da eine feste Wegeeinstellung über 
MPLS nicht möglich ist. 
Der Dienst für die Konfiguration des Netzwerks wird Konfigurationsdienst und der 
Dienst zur zyklischen Überwachung der Feldelemente Überwachungstaktdienst ge-
nannt. Beide werden bei der Simulation als Hintergrundinformationen berücksichtigt.  
Zur Verifikation des Simulationsmodells werden kurze Simulationsläufe von 50 Sekun-
den durchgeführt. Dabei wird der Steuerungsdienst für das FE1 des linken Feldringes 
betrachtet. Im Voraus werden hierzu folgende Annahmen in [33] getroffen: 
 Aufgrund der statischen Routen, der geringen Netzbelastung durch kleine Informa-
tionsgrößen sowie größerer Sendeintervalle und der Erfahrung aus der Praxis, dass 
mit jedem Netzelement ungefähr eine Millisekunde an Verzögerung zur Laufzeit ei-
nes Datenpaketes hinzukommt, sollte die maximale Ende-zu-Ende-Verzögerung 
zehn Millisekunden am FE1 nicht übersteigen. 
 Weil Informationen der ESTWZEeins nach FE1 einen kürzeren Weg mit weniger 
Komponenten zurückzulegen haben als jene der ESTWZEzwei, sollte ein Unter-
schied in den entsprechenden Ende-zu-Ende-Verzögerungen ersichtlich sein. 
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 Durch das Versenden von größeren Steuerungsinformationen sollte sich die Ende-
zu-Ende-Verzögerung am FE1 entsprechend erhöhen, da größere Pakete zu längeren 
Verarbeitungszeiten an den Netzelementen führen. 
Für die Durchläufe mit dem Model „TCP“ bestätigten sich alle Annahmen.  
Die Durchführung der Simulation ist nach [33] in mehrere Szenarien aufgeteilt. Dabei 
wird vor allem die Verzögerung des Steuerungsdienstes betrachtet.  
Hauptszenario I (HS I) 
Der Steuerungsdienst der beiden ESTWZE sendet zu gleichen Zeitpunkten eine Anfrage 
der Größe von 250 Byte an die zu steuernden Feldelemente. Die Feldelemente reagieren 
auf diese Anfrage mit einer Antwort der jeweils gleichen Größe. Alle Parameter sind 
ausschließlich deterministische Werte.  Die Parameter des Steuerungsdienstes sind in 
der Tabelle 7 enthalten. 
Tabelle 7: Parameter des Steuerungsdienstes HS I [33]   
ESTWZEeins und ESTWZEzwei 
sendet an Startzeit Sendeintervall 
FE1 0 s 0,5 s  
FE2 1 s 0,5 s 
FE3 3 s 0,6 s 
FE4 2 s 0,3 s 
FE5 6 s 0,4 s 
FE6 9 s 0,5 s 
FE7 8 s 1,0 s 
FE8 10 s 0,2 s 
FE9 7 s 0,7 s 
FE10 5 s 0,8 s 
FE11 3 s 0,4 s 
FE12 8 s 0,3 s 
Die Parameter des Konfigurationsdienstes und des Überwachungstaktdienstes sind in 
Tabelle 8 und 9 enthalten. 
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Tabelle 8: Parameter des Konfigurationsdienstes HS I [33] 
ESTWZEeins und ESTWZEzwei 
Parameter Wert 
Startzeit 0 s 
Paketgröße 1.500 Byte 
Sendeintervall 1 s 
Tabelle 9: Parameter des Überwachungstaktdienstes HS I [33] 
ESTWZEzwei 
Parameter Wert 
Startzeit 0 s 
Paketgröße 8 Byte 
Sendeintervall 0,1 s 
 
Unterszenario I (US I) 
Das Unterszenario I enthält andere Parameter für den Konfigurations- und Über-
wachungstaktdienst. Diese bilden den Hintergrundverkehr, der sich störend auf die Ver-
zögerungszeit auswirken kann. Um die Auswirkungen zu betrachten, wird das Sende-
intervall des Konfigurationsdienstes um das Zweihundertfache und das des Über-
wachungstaktdienstes um das Hundertfache verkleinert. Die Parameter sind in Tabelle 
10 und 11 dargestellt. 
Tabelle 10: Parameter des Konfigurationsdienstes US I [33] 
ESTWZEeins und ESTWZEzwei 
Parameter Wert 
Startzeit 0 s 
Paketgröße 1.500 Byte 
Sendeintervall 0,05 s 
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Tabelle 11: Parameter des Überwachungstaktdienstes US I [33] 
ESTWZEzwei 
Parameter Wert 
Startzeit 0 s 
Paketgröße 8 Byte 
Sendeintervall 0,001 s 
 
Hauptszenario II (HS II) 
Für das Hauptszenario II wird davon ausgegangen, dass für den Steuerungsdienst die 
Größe der Datenpakete normalverteilt zwischen 150 und 350 Byte ist. Die Erwartungs-
werte der jeweiligen Sendeintervalle des Steuerungsdienstes an die Feldelemente sind 
exponentialverteilt. Die anderen Parameter des Steuerungs-, Konfigurations- und Über-
tragungstaktdienstes entsprechen dem Hauptszenario I. Die Parameter des Steuerungs-
dienstes sind in Tabelle 12 enthalten. 
Tabelle 12: Parameter des Steuerungsdienstes HS II [33] 
ESTWZEeins und ESTWZEzwei 
sendet an Startzeit Sendeintervall 
FE1 0 s exponential(0,5 s)  
FE2 1 s exponential(0,5 s) 
FE3 3 s exponential(0,6 s) 
FE4 2 s exponential(0,3 s) 
FE5 6 s exponential(0,4 s) 
FE6 9 s exponential(0,5 s) 
FE7 8 s exponential(1,0 s) 
FE8 10 s exponential(0,2 s) 
FE9 7 s exponential(0,7 s) 
FE10 5 s exponential(0,8 s) 
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ESTWZEeins und ESTWZEzwei 
sendet an Startzeit Sendeintervall 
FE11 3 s exponential(0,4 s) 
FE12 8 s exponential(0,3 s) 
 
Unterszenario II (US II) 
Beim Unterszenario II werden die Parameter des veränderten Hintergrundverkehrs 
durch den Konfigurations- und Überwachungstaktdienst aus dem Unterszenario I über-
nommen. 
Für die Simulationsdurchführung wurde ein Computer mit einer Intel Core i3-2310M 
CPU mit 2,1 GHz Taktfrequenz und 4 GByte Arbeitsspeicher verwendet. Diese Rech-
nerleistung führt zu Einschränkungen hinsichtlich der Simulationswiederholungen. Der 
Computer benötigt entsprechend Zeit, um die Simulationsdaten zu laden und nach Kri-
terien zu ordnen. Daher sind die benötigten Daten vorab zu definieren. 
Die Auswertung der Simulationsergebnisse erfolgt mit dem in OMNeT++ integrierten 
Analysewerkzeug Scavetool. Das Tool bietet die Möglichkeit, die erzeugten Daten nach 
Parametern zu filtern und die Ergebnisse graphisch darstellen zu lassen. Weiterhin kön-
nen die Daten in andere Statistiktools exportiert werden. 
Die Abbildung 44 zeigt das Ergebnis der Simulation mit den ermittelten Werten für die 
gemittelten maximalen Ende-zu-Ende-Verzögerungen. 
 
Abbildung 44: Vergleich der Verzögerungszeiten der FE [33] 
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Für eine übersichtliche Darstellung sind die einzelnen Werte der Feldelemente pro Sze-
nario miteinander verbunden. Bei den Verzögerungen an den Feldelementen des Haupt-
szenario I ist bei einigen Feldelementen die Höhe des Wertes der Verbindungsaufbaura-
te zu erkennen. Hieraus kann abgeleitet werden, dass bei einer häufigen Verbindungs-
aufbaurate, einer festen Paketgröße und geringem Hintergrundverkehr hohe maximale 
Verzögerungen auftreten. Diese steigt beim Unterszenario I mit erhöhtem Hintergrund-
verkehr bis auf das Dreifache an. In den Feldringen sind besonders die Komponenten 
betroffen, die direkt an den Backbone angebunden sind. An der Kennlinie des Haupt-
szenarios II mit einer zufälligen Paketgröße ist zu erkennen, dass die Aufbaurate der 
TCP-Verbindungen einen geringen Einfluss auf die maximalen Verzögerungszeiten an 
den Feldelementen hat. Im Vergleich zum Hauptszenario I steigen diese deutlich an. Bei 
beiden Unterszenarien ergeben sich mit erhöhtem Hintergrundverkehr nahezu dieselben 
maximalen Verzögerungszeiten.  
Das Simulationsergebnis zeigt, dass die simulierten Werte, wie bei der analytischen 
Lösung, unter dem Grenzwert von 50 Millisekunden liegen. Die technologische Zuver-
lässigkeit orientiert sich bei der Simulation an der Einhaltung des vorgegebenen Grenz-
wertes für die Verzögerungszeit. Ein Wert für die technologische Zuverlässigkeit ist 
nicht das direkte Ergebnis einer Simulation.  
[33] 
5.3 Systemzuverlässigkeit 
5.3.1 Restriktionen zur Modellierung 
Das Beispielnetz besteht aus Netzkomponenten des gleichen Typs, das heißt alle 
DWDM-Systeme, Switche und Router haben die gleiche Verfügbarkeit. Die Verfügbar-
keit aller passiven LWL-Übertragungswege zwischen den einzelnen Netzkomponenten 
wird jeweils mit  𝑉𝑆𝑦Ü𝑤 = 1  festgelegt. Wartungsarbeiten oder höhere Gewalt wie Un-
wetter oder Beschädigungen werden hier nicht betrachtet. Die LWL-Übertragungswege 
können somit nicht ausfallen. Ebenfalls werden die Kühlsysteme in den Technikstan-
dorten nicht berücksichtigt. Bei einem Ausfall kann mit Zwangskühlungsmaßnahmen 
die Temperatur abgesenkt werden. Die Verfügbarkeit der Energieversorgung an den 
Technikstandorten und Rechenzentren wird in vier TIER-Klassen (dt.: Rang) eingeteilt. 
Befinden sich an einem Standort mehrere Netzkomponenten, so werden diese über die 
gleiche Energieversorgung betrieben. Dem Netz des Stellwerkes wird TIER IV, dem 
Backbonenetz TIER III und dem Feldring-Netzwerk TIER I zugeordnet. 
Nach [101] verfügen die TIER-Klassen über folgende Eigenschaften: 
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 Bei TIER I kann die jährliche Ausfallzeit bis zu 28,8 Stunden betragen. Die Voraus-
setzungen bilden ein nicht redundantes System sowie nicht redundant ausgelegte 
Versorgungspfade für die Energie- und Kälteverteilung. Eine räumliche Trennung 
muss nicht vorhanden sein. Zudem genügt eine unterbrechungsfreie Stromversor-
gung (USV), die nicht redundant ausgelegt ist. Eine Wartung während des Betriebes 
ist somit nicht möglich. 
 Die jährliche Ausfallzeit bei der Kategorie TIER II beträgt 22 Stunden. Zusätzlich 
zu TIER I sind Telekommunikationszugang, Klimaanlage und USV redundant aus-
gelegt, zudem besteht eine Reservestromversorgung durch einen Dieselgenerator. 
 Die TIER III Kategorie zeichnet sich durch eine Ausfallzeit von 1,6 Stunden pro 
Jahr aus. Eine Wartung kann ab dieser Kategorie während des laufenden Betriebs 
realisiert werden. Grundlage hierfür sind redundant ausgelegte Hardwarekomponen-
ten sowie aktive und passive redundante Pfade für elektronische Geräte, Klimaanla-
gen und Telekommunikation, zu dem erfolgt eine Unterteilung in mehrere Brandab-
schnitte. 
 Eine maximale Ausfallzeit von jährlich bis zu 0,8 Stunden wird durch TIER IV si-
chergestellt. Zusätzlich zu TIER III sind Komponenten wie Applikations-, Daten-
bankserver und Speichersysteme redundant ausgelegt. Alle Geräte verfügen über re-
dundante Daten- und Stromanschlüsse. Eine Versorgung findet über separate Wege 
statt. 
Die Tabelle 13 enthält die Verfügbarkeitswerte der beschriebenen vier TIER-Klassen. 
Tabelle 13: Verfügbarkeit von Technikstandorten [101] 
TIER I TIER II TIER III TIER IV 
𝑉𝑇𝑅−𝐼 = 0,99671 𝑉𝑇𝑅−𝐼𝐼 = 0,99749 𝑉𝑇𝑅−𝐼𝐼𝐼 = 0,99982 𝑉𝑇𝑅−𝐼𝑉 = 0,99991 
 
5.3.2 Berechnung der Verfügbarkeit einer Netzkomponente 
Die Bestimmung der Systemzuverlässigkeit des Kommunikationsnetzes gliedert sich in 
zwei wesentliche Schritte. Zunächst ist die Dauerverfügbarkeit  𝑉𝐷 der Netzkomponen-
ten, die hier als Betrachtungseinheiten (BE) bezeichnet werden, zu errechnen. Das sind 
die DWDM-Übertragungssysteme, die Switche und die Router. Sie werden mittels 
Markov-Prozess modelliert. Danach erfolgt die Analyse der Übertragungspfade des 
Kommunikationsnetzes mit Hilfe der Booleschen Algebra. Damit wird die Systemzu-
verlässigkeit  𝑍𝑆𝑦  𝑡  bestimmt. 
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Die Betrachtungseinheiten DWDM-Übertragungssystem, Switch und Router werden in 
diesem Beispiel aus einer Verknüpfung von vier spezifischen Komponenten modelliert. 
Die Abbildung 45 stellt den grundlegenden Aufbau dieser drei Betrachtungseinheiten 
dar. 
Komponente A Komponente B
Komponente D
Komponente C Komponente D
 
Abbildung 45: Modell der Betrachtungseinheiten nach [101] 
Der Komponente A wird zum Beispiel beim DWDM-Übertragungssystem der Grund-
baugruppenträger, der Komponente B das Multiplexsystem, der Komponente C der 
Verstärker und der Komponente D der Transponder zugeordnet. Die Komponente D ist 
redundant. Es sind die spezifischen Ausfallraten jeder Komponente gegeben. Die In-
standsetzungsrate ist für jede Komponente gleich.  
Der Leitfaden zur Bestimmung der Verfügbarkeitswerte vom DWDM-
Übertragungssystem, Switch und Router beinhaltet sechs Schritte [79]. 
1. Aufstellen des Zustandsübergangsgraphen mit allen Übergängen 
Aufbauend auf dem Modell der Betrachtungseinheit wird ein Zustandsmodell entwi-
ckelt, das alle möglichen Zustände und Übergänge berücksichtigt. Die Definition der 
Zustände erfolgt in der Tabelle 14. 
Tabelle 14: Zustandsdefinitionen der Komponenten nach [79] 
Zustand Wahrscheinlichkeit Beschreibung Betriebszustand 
𝑍0 𝑃0 alle funktionsfähig Nennbetrieb 
𝑍1 𝑃1 A ausgefallen Kollaps 
𝑍2 𝑃2 B ausgefallen Kollaps 
𝑍3 𝑃3 C ausgefallen Kollaps 
𝑍4 𝑃4 ein D ausgefallen Störbetrieb 
𝑍4
∗ 𝑃5 beide D ausgefallen Kollaps 
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Für das Beispiel wurden folgende Annahmen getroffen: 
Da die Komponenten A, B und C in Reihe geschaltet sind, führt ein Ausfall einer dieser 
Komponenten zum Kollaps des Gerätes. Die Komponente D ist redundant. Fällt eine 
Komponente D aus, und sind A, B und C funktionsfähig, führt es zum Störbetrieb mit 
einer eingeschränkten Leistungsfähigkeit. Sind beide Komponenten D gleichzeitig aus-
gefallen, kommt es zum Kollaps des Gerätes (DWDM, Switch, Router). Die Ausfallra-
ten  𝜆𝐴 ,  𝜆𝐵 ,  𝜆𝐶  und 𝜆𝐷 sind von den Komponenten abhängig. Die Instandsetzungsrate 
ist für jede Komponente gleich. Die Übergänge zwischen den ausgefallenen Zuständen 
werden nicht betrachtet, da sich das Gerät bereits im Kollaps befindet. Die Ausfallrate  
𝜆𝐷 ist für beide Komponenten identisch. 
Instandsetzungsmaßnahmen werden beim gleichzeitigen Ausfall mehrerer Komponen-
ten zum gleichen Zeitpunkt durchgeführt. Damit ergibt sich der in Abbildung 46 darges-
tellte Zustandsübergangsgraph. 















Abbildung 46: Zustandsübergangsgraph nach [101] 
2. Bilden der Übergangsmatrix  𝑨    aus dem Zustandsgraphen 






− 𝜆𝐴 + 𝜆𝐵 + 𝜆𝐶 + 𝜆𝐷 𝜇 𝜇 𝜇 𝜇 𝜇
𝜆𝐴 −𝜇 0 0 𝜆𝐴 0
𝜆𝐵 0 −𝜇 0 𝜆𝐵 0
𝜆𝐶 0 0 −𝜇 𝜆𝐶 0
𝜆𝐷 0 0 0 − 𝜇 + 𝜆𝐴 + 𝜆𝐵 + 𝜆𝐶 + 𝜆𝐷 0







Kapitel 5: Validierung der analytischen Modelle 
140 
3. Transformation in ein inhomogenes Gleichungssystem 
Durch Einbeziehen der Bestimmungsformel (56) werden die Koeffizienten  𝑎11  bis  𝑎16  
der Übergangsmatrix  𝐴  mit eins ersetzt. Dieses ergibt die transformierte Übergangs-
matrix  𝐴 : 





1 1 1 1 1 1
𝜆𝐴 −𝜇 0 0 𝜆𝐴 0
𝜆𝐵 0 −𝜇 0 𝜆𝐵 0
𝜆𝐶 0 0 −𝜇 𝜆𝐶 0
𝜆𝐷 0 0 0 − 𝜇 + 𝜆𝐴 + 𝜆𝐵 + 𝜆𝐶 + 𝜆𝐷 0




              (158) 
 
Aus dem homogenen DGL-System ergibt sich dieses inhomogene DGL-System: 
                                                    𝑃 | 𝑡 = 𝐴 ⋅ 𝑃  𝑡 + 𝑏                                                (159) 
                                       mit  𝑏 𝑇 =  1 0 0 0 0 0  
 
4. Berechnung der Systemdeterminante 
𝐷 = det 𝐴  =
 
 
1 1 1 1 1 1
𝜆𝐴 −𝜇 0 0 𝜆𝐴 0
𝜆𝐵 0 −𝜇 0 𝜆𝐵 0
𝜆𝐶 0 0 −𝜇 𝜆𝐶 0
𝜆𝐷 0 0 0 − 𝜇 + 𝜆𝐴 + 𝜆𝐵 + 𝜆𝐶 + 𝜆𝐷 0
0 0 0 0 𝜆𝐷 −𝜇
 
 
         (160) 
 
5. Berechnung der Zählerdeterminanten 
Die Zählerdeterminante  𝐷𝑖  wird berechnet, in dem die 𝑖-te Spalte der Determinante  𝐷 
durch den Vektor  𝑏  ersetzt wird. Nachfolgend werden die Zählerdeterminanten  𝐷0 bis  
𝐷4
∗ gebildet: 
               𝐷0 =
 
 
1 1 1 1 1 1
0 −𝜇 0 0 𝜆𝐴 0
0 0 −𝜇 0 𝜆𝐵 0
0 0 0 −𝜇 𝜆𝐶 0
0 0 0 0 − 𝜇 + 𝜆𝐴 + 𝜆𝐵 + 𝜆𝐶 + 𝜆𝐷 0
0 0 0 0 𝜆𝐷 −𝜇
 
 
                  (161) 
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               𝐷1 =
 
 
1 1 1 1 1 1
𝜆𝐴 0 0 0 𝜆𝐴 0
𝜆𝐵 0 −𝜇 0 𝜆𝐵 0
𝜆𝐶 0 0 −𝜇 𝜆𝐶 0
𝜆𝐷 0 0 0 − 𝜇 + 𝜆𝐴 + 𝜆𝐵 + 𝜆𝐶 + 𝜆𝐷 0
0 0 0 0 𝜆𝐷 −𝜇
 
 
                   (162) 
               𝐷2 =
 
 
1 1 1 1 1 1
𝜆𝐴 −𝜇 0 0 𝜆𝐴 0
𝜆𝐵 0 0 0 𝜆𝐵 0
𝜆𝐶 0 0 −𝜇 𝜆𝐶 0
𝜆𝐷 0 0 0 − 𝜇 + 𝜆𝐴 + 𝜆𝐵 + 𝜆𝐶 + 𝜆𝐷 0
0 0 0 0 𝜆𝐷 −𝜇
 
 
                   (163) 
               𝐷3 =
 
 
1 1 1 1 1 1
𝜆𝐴 −𝜇 0 0 𝜆𝐴 0
𝜆𝐵 0 −𝜇 0 𝜆𝐵 0
𝜆𝐶 0 0 0 𝜆𝐶 0
𝜆𝐷 0 0 0 − 𝜇 + 𝜆𝐴 + 𝜆𝐵 + 𝜆𝐶 + 𝜆𝐷 0
0 0 0 0 𝜆𝐷 −𝜇
 
 
                   (164) 
                                   𝐷4 =
 
 
1 1 1 1 1 1
𝜆𝐴 −𝜇 0 0 0 0
𝜆𝐵 0 −𝜇 0 0 0
𝜆𝐶 0 0 −𝜇 0 0
𝜆𝐷 0 0 0 0 0
0 0 0 0 0 −𝜇
 
 
                                      (165) 




1 1 1 1 1 1
𝜆𝐴 −𝜇 0 0 𝜆𝐴 0
𝜆𝐵 0 −𝜇 0 𝜆𝐵 0
𝜆𝐶 0 0 −𝜇 𝜆𝐶 0
𝜆𝐷 0 0 0 − 𝜇 + 𝜆𝐴 + 𝜆𝐵 + 𝜆𝐶 + 𝜆𝐷 0
0 0 0 0 𝜆𝐷 0
 
 
                   (166) 
 
6. Berechnung der Zustandswahrscheinlichkeiten 
Die Zustandswahrscheinlichkeiten  𝑃𝑖werden über folgende Formel bestimmt: 
                                                              𝑃𝑖 =
𝐷𝑖
𝐷
                                                           (167) 
Die Betrachtungseinheit ist verfügbar, wenn sie den Zustand Betrieb einnimmt. Es be-
rechnet sich der Verfügbarkeitswert für die Betrachtungseinheit aus der Summe der 
Zustandswahrscheinlichkeiten von Nennbetrieb und Störbetrieb. 
                                                     𝑍𝑆𝑦𝐵𝐸
𝐵𝑒𝑡𝑟𝑖𝑒𝑏 = 𝑃0 + 𝑃4                                                 (168) 
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[62] 
Für eine praxisnahe Bestimmung der Verfügbarkeitswerte der Netzkomponenten 
DWDM-Übertragungssystem, Switch und Router (Betrachtungseinheiten) wird die mitt-
lere Wiederherstellungszeit auf zwei, vier und oder acht Stunden festgelegt. Die zuge-
hörigen Wiederherstellungsraten sind in Tabelle 15 enthalten. 
Tabelle 15: Wiederherstellungsraten der Netzkomponenten 




2 1,3888888889 ⋅ 10-4 
4 6,9444444444 ⋅ 10-5 
8 3,4722222222 ⋅ 10-5 
 
Die Ausfallraten für jede Komponente des DWDM-Übertragungssystems sind in Ta-
belle 16 enthalten. Die Basis bilden die anonymisierten  Failure in Time-Werte (FIT) 
für die jeweiligen Komponenten. In den Produkthandbüchern der Systemhersteller sind 
diese Werte nicht enthalten. Es ist notwendig, diese bei den Herstellern separat abzufor-
dern oder im Rahmen von Ausschreibungen abzufragen. Die Werte sind Grundlage der 
Verfügbarkeitsberechnung. 















A 𝜆𝐴 1200 3,3333333333 ⋅ 10-10 
B 𝜆𝐵 1900 5,2777777778 ⋅ 10-10 
C 𝜆𝐶 1700 4,7222222222 ⋅  10-10 
D 𝜆𝐷 1200 3,3333333333 ⋅ 10-10 
 
In Tabelle 17 sind die Ausfallraten für jede Komponente des Switches auf Grundlage 
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A 𝜆𝐴 750 2,0833333333 ⋅ 10-10 
B 𝜆𝐵 2600 7,2222222222 ⋅ 10-10 
C 𝜆𝐶 300 8,3333333333 ⋅  10-11 
D 𝜆𝐷 1500 4,1666666667 ⋅ 10-10 
 
Die Ausfallraten für jede Komponente der Router sind in Tabelle 18 auf Basis der FIT-
Werte dargestellt. 















A 𝜆𝐴 1300 3,6111111111 ⋅ 10-10 
B 𝜆𝐵 9000 2,5000000000 ⋅ 10-9 
C 𝜆𝐶 800 2,2222222222 ⋅  10-10 
D 𝜆𝐷 13.000 3,6111111111 ⋅ 10-9 
 
Die Berechnung der Verfügbarkeit für die einzelnen Netzkomponenten erfolgt auf 
Grundlage der Wiederherstellungsraten und Ausfallraten entsprechend der Schritte eins 
bis sechs des Leitfadens. Der Wert der Verfügbarkeit in Tabelle 19 ist die Summe aus 
dem Betriebszustand Nennbetrieb und den Betriebszustand Störbetrieb nach Formel 
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Tabelle 19: Verfügbarkeiten der Netzkomponenten 
Wiederher-
stellungszeit  𝐡  
DWDM  𝑽𝑫 
 
Switch  𝑽𝑺 Router  𝑽𝑹 
2 0,999990400086400 0,999992700044290 0,999977799816909 
4 0,999980800345594 0,999985400177159 0,999955599267913 
8 0,999961601382356 0,999970800708631 0,999911197073869 
Die ausgewählten Netzkomponenten, die bei Netzbetreibern zum Einsatz kommen, er-
füllen nach der Klassifizierung des HV-Kompendiums die Verfügbarkeitsklasse 3 
(VK 3) mit 99,99 % bei einer Wiederherstellungszeit zwischen zwei und acht Stunden. 
Dieser Wert entspricht der Hochverfügbarkeit. Bei zwei Stunden Wiederherstellungszeit 
erfüllen die DWDM-Übertragungssysteme und die Switche die Verfügbarkeitsklasse 4 
(VK 4) mit 99,999 %. Nach Tabelle 19 sind die Verfügbarkeitswerte vom DWDM-
Übertragungssystem und vom Switch geringfügig größer als die vom Router. [62] 
5.3.3 Berechnung der Systemverfügbarkeit der Feldelemente 
Zur Berechnung der Systemverfügbarkeit werden nachfolgend die Pfade von der 
ESTW-ZE zu den einzelnen Feldelementen betrachtet. Es wird das Boolesche Modell 
angewendet.  
Für die Analyse werden der Backbone und das Feldring-Netzwerk separat modelliert. 
Das Netz des Stellwerkes besteht aus zwei Switchen, die bei dem Gesamtpfad berück-
sichtigt werden. Die Struktur des LWL-Backbones mit drei DWDM-
Übertragungssystemen zeigt die Abbildung 47. Es wird ein Pfad vom Router R1.0  zum 
Router R1.2  betrachtet. Die Verbindung zum LWL-Backbone erfolgt über das DWDM-
Übertragungssystem D1.0. D1.1 und D1.2 sind weitere DWDM-Systeme im LWL-
Backbone.    
Das Zuverlässigkeitsersatzschaltbild des Backbones wird aus Abbildung 47 abgeleitet 
und ist in Abbildung 48 dargestellt. Es ist ergänzt um den in Reihe geschalteten Stand-
ort mit der entsprechenden Energieversorgung nach den TIER-Klassen. Im Backbone 
existieren zwei Wege von D1.0 zu D1.2. Ein Weg führt über D1.1 und andere auf direktem 
Weg. Für die Übertragungswege wurde eine Verfügbarkeit  von  𝑉Ü𝑤 = 1 festgelegt und 
damit für den direkten Weg, der zuverlässigkeitstheoretisch eine Parallelstruktur dar-
stellt, ein Element mit der Verfügbarkeit 1 eingefügt. 
 















Abbildung 47: LWL-Backbone mit drei DWDM-Systemen 
Mit Hilfe des Ersatzschaltbildes kann die Berechnung der Verfügbarkeit des Backbone 
erfolgen. 




Abbildung 48: Zuverlässigkeitsersatzschaltbild LWL-Backbone 1 [79]   
Die Verfügbarkeit des LWL-Backbone berechnet sich nach folgender Formel: 
                                                                                                                     (169) 
𝑉𝐵𝑎𝑐𝑘𝑏𝑜𝑛𝑒  1 = 𝑉𝑅1.0 ⋅ 𝑉𝑇𝑅𝐼𝐼𝐼 ⋅ 𝑉𝐷1.0 ⋅  1 −  1 − 1 ⋅  1 − 𝑉𝐷1.1 ⋅ 𝑉𝑇𝑅𝐼𝐼𝐼   ⋅ 𝑉𝐷1.2 ⋅ 𝑉𝑇𝑅𝐼𝐼𝐼
⋅ 𝑉𝑅1.2  
Aufgrund dessen, dass ein paralleler Pfad eine Verfügbarkeit von eins hat, ergibt die 
Klammer den Faktor eins. 
Wird in Abbildung 47 der Router R1.1 als Endpunkt des Pfades gewählt, ergibt sich bis 
auf die Bezeichnung die gleiche Struktur. Es ergibt sich: 
                         𝑉𝐵𝑎𝑐𝑘𝑏𝑜𝑛𝑒  1 = 𝑉𝑅1.0 ⋅ 𝑉𝑇𝑅𝐼𝐼𝐼 ⋅ 𝑉𝐷1.0 ⋅ 𝑉𝐷1.1 ⋅ 𝑉𝑇𝑅𝐼𝐼𝐼 ⋅ 𝑉𝑅1.1                       (170) 
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Alle Netzkomponenten desselben Typs besitzen die gleiche Verfügbarkeit. Es ergibt 
sich für den Backbone mit drei DWDM-Systemen (Index 3B) die folgende vereinfachte 
Formel zur Berechnung der Verfügbarkeit: 
                                                       𝑉3𝐵 = 𝑉𝑅
2 ⋅ 𝑉𝑇𝑅𝐼𝐼𝐼
2 ⋅ 𝑉𝐷
2                                           (171) 
 
Für eine Struktur des LWL-Backbone mit 10 DWDM-Übertragungssystemen gibt es 
zwei parallele Wege. Ein Pfad führt über ein und der andere Pfad über sieben DWDM-
Übertragungssysteme. Mit der Voraussetzung, dass die Netzkomponenten desselben 
Typs die gleiche Verfügbarkeit besitzen, ergibt sich: 
              𝑉10𝐵𝑎 =  𝑉𝑅 ⋅ 𝑉𝑇𝑅𝐼𝐼𝐼 ⋅ 𝑉𝐷 
2
⋅  1 −  1 − 𝑉𝐷 ⋅ 𝑉𝑇𝑅𝐼𝐼𝐼  ⋅  1 − 𝑉𝐷
7 ⋅ 𝑉𝑇𝑅𝐼𝐼𝐼
7        (172) 
Bei der Variante b existieren zwei parallele Pfade über jeweils vier DWDM-
Übertragungssysteme. Es gilt für die Verfügbarkeit: 
              𝑉10𝐵𝑏 =  𝑉𝑅 ⋅ 𝑉𝑇𝑅𝐼𝐼𝐼 ⋅ 𝑉𝐷 
2
⋅  1 −  1 − 𝑉𝐷
4 ⋅ 𝑉𝑇𝑅𝐼𝐼𝐼
4  ⋅  1 − 𝑉𝐷
4 ⋅ 𝑉𝑇𝑅𝐼𝐼𝐼
4        (173) 
 
Die berechneten Verfügbarkeiten für die drei Varianten des LWL-Backbone sind in der 
Tabelle 20 dargestellt. 
Tabelle 20: Verfügbarkeiten LWL-Backbone 
Wiederher-
stellungszeit  𝐡  
Backbone  𝑽𝟑𝑩 Backbone  𝑽𝟏𝟎𝑩𝒂 Backbone  𝑽𝟏𝟎𝑩𝒃 
2 0,999576456537582 0,999576205154877 0,999575881948557 
4 0,999512883162959 0,999512605710226 0,999512248985303 
8 0,999385743880224 0,999385410439268 0,999384981729495 
Aus der Tabelle 20 ist ersichtlich, dass für einen einzelnen Pfad im Backbone die Ver-
fügbarkeitsklasse 3 mit 99,99 % bei allen drei Varianten von Wiederherstellungszeiten 
nicht erreicht wird. Die Ursache liegt in der Verfügbarkeit des Technikstandortes mit 
einer Energieversorgung nach der Klassifizierung von TIER III mit  𝑉𝑇𝑅−𝐼𝐼𝐼 = 0,99982.  
Dieser Wert potenziert sich entsprechend der Formeln (171), (172) und (173). 
 
Das Feldring-Netzwerk besteht aus sechs Feldelementen und zeigt die Abbildung 49. 
 





























Abbildung 49: Feldring-Netzwerk mit sechs Feldelementen 
Jedes Feldelement ist durch zwei parallele Wege mit der ESTW-ZE verbunden. Das 
Feldelement FE1 ist über die mit den Pfeilen markierten Pfade 1 und 2 mit der ESTW-
ZE verbunden. Die Struktur des Pfades ist charakterisiert durch die folgenden Netz-
komponenten: 
 redundanter Switch in der ESTW-ZE, 
 LWL-Backbonenetz, die Verfügbarkeit  𝑉𝐵1  ist abhängig von der Anzahl der 
DWDM-Übertragungssysteme, 
 in Reihe geschaltete Switche im Feldring. 
Die Formeln für die Systemverfügbarkeiten der beiden Pfade 1 und 2 sind nachfolgend 
angegeben. Hier ist zu berücksichtigen, dass die Switche in der ESTW-ZE mit TIER IV 
klassifiziert und die Switche im Feldring-Netzwerk jeweils separat mit TIER I klassifi-
ziert werden. 
                                                                                                                      (174) 
𝑉𝑃𝑓𝑎𝑑  1 = 𝑉𝑆1.0 ⋅ 𝑉𝑇𝑅𝐼𝑉 ⋅ 𝑉𝐵1 ⋅ 𝑉𝑆11 ⋅ 𝑉𝑇𝑅𝐼 ⋅ 𝑉𝑆12 ⋅ 𝑉𝑇𝑅𝐼 ⋅ 𝑉𝑆13 ⋅ 𝑉𝑇𝑅𝐼 ⋅ 𝑉𝑆14 ⋅ 𝑉𝑇𝑅𝐼 ⋅ 𝑉𝑆15 ⋅ 𝑉𝑇𝑅𝐼
⋅ 𝑉𝑆16 ⋅ 𝑉𝑇𝑅𝐼  
Zusammengefasst ergibt sich daraus:  
                                               𝑉𝑃𝑓𝑎𝑑  1 = 𝑉𝑆
7 ⋅ 𝑉𝑇𝑅𝐼𝑉 ⋅ 𝑉𝑇𝑅𝐼
6 ⋅ 𝑉𝐵1                                   (175) 
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Für Pfad 2 gilt: 
                                           𝑉𝑃𝑓𝑎𝑑  2 = 𝑉𝑆2.0 ⋅ 𝑉𝑇𝑅𝐼𝑉 ⋅ 𝑉𝐵2 ⋅ 𝑉𝑆21 ⋅ 𝑉𝑇𝑅𝐼                            (176) 
Daraus ergibt sich für Pfad 2: 
                                                 𝑉𝑃𝑓𝑎𝑑  2 = 𝑉𝑆
2 ⋅ 𝑉𝑇𝑅𝐼𝑉 ⋅ 𝑉𝑇𝑅𝐼 ⋅ 𝑉𝐵2                                 (177) 
Mit der Parallelschaltung von Pfad 1 und Pfad 2 ergibt sich die Systemverfügbarkeit für 
das äußere Feldelement FE1: 
              𝑉𝐹𝐸1 = 1 −  1 − 𝑉𝑆
7 ⋅ 𝑉𝑇𝑅𝐼𝑉 ⋅ 𝑉𝑇𝑅1
6 ⋅ 𝑉𝐵1 ⋅  1 − 𝑉𝑆
2 ⋅ 𝑉𝑇𝑅𝐼𝑉 ⋅ 𝑉𝑇𝑅𝐼 ⋅ 𝑉𝐵2       (178) 
Die Systemverfügbarkeit für das innere Feldelement FE3 wird berechnet zu: 
              𝑉𝐹𝐸3 = 1 −  1 − 𝑉𝑆
5 ⋅ 𝑉𝑇𝑅𝐼𝑉 ⋅ 𝑉𝑇𝑅𝐼
4 ⋅ 𝑉𝐵1 ⋅  1 − 𝑉𝑆
4 ⋅ 𝑉𝑇𝑅𝐼𝑉 ⋅ 𝑉𝑇𝑅𝐼
3 ⋅ 𝑉𝐵2        (179) 
Für die weitere Analyse wird festgelegt, dass der Backbone 1 und 2 die gleiche System-
verfügbarkeit besitzen: 
                                                         𝑉𝐵 = 𝑉𝐵1 = 𝑉𝐵2                                                   (180) 
Werden unter dieser Voraussetzung die beiden äußeren Feldelemente FE1 und FE6 in 
Abbildung 49 betrachtet, so lässt sich aufgrund der Netztopologie feststellen, dass die 
Struktur zur Anbindung an die ESTW-ZE identisch ist. Damit haben die beiden äußeren 
Feldelemente die gleiche Systemverfügbarkeit. Es gilt: 
         𝑉6𝐹𝑎3𝐵 = 1 −  1 − 𝑉𝑆
7 ⋅ 𝑉𝑇𝑅𝐼𝑉 ⋅ 𝑉𝑇𝑅1
6 ⋅ 𝑉𝐵 ⋅  1 − 𝑉𝑆
2 ⋅ 𝑉𝑇𝑅𝐼𝑉 ⋅ 𝑉𝑇𝑅𝐼 ⋅ 𝑉𝐵           (181) 
Bei den inneren Feldelementen FE3 und FE4 liegt eine gerade Anzahl von Feldelemen-
ten vor. Für die beiden Feldelemente lässt sich in Analogie zu der Analyse der Feldele-
mente am Rand folgende Formel für die Systemverfügbarkeit ableiten: 
          𝑉6𝐹𝑖3𝐵 = 1 −  1 − 𝑉𝑆
5 ⋅ 𝑉𝑇𝑅𝐼𝑉 ⋅ 𝑉𝑇𝑅𝐼
4 ⋅ 𝑉𝐵 ⋅  1 − 𝑉𝑆
4 ⋅ 𝑉𝑇𝑅𝐼𝑉 ⋅ 𝑉𝑇𝑅𝐼
3 ⋅ 𝑉𝐵           (182) 
Die Verfügbarkeit der Feldelemente bei einem Backbone mit drei DWDM-
Übertragungssystemen und sechs Feldelementen ist in Tabelle 21 dargestellt. 
Tabelle 21: Verfügbarkeiten der FE mit 3B und 6 FE 
Wiederherstellungszeit  𝐡  𝑉6𝐹𝑎3𝐵 𝑉6𝐹𝑖3𝐵 
2 0,999923169519300 0,999858507110128 
4 0,999921163569795 0,999856221262997 
8 0,999917099565213 0,999851595736482 
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Die Verfügbarkeitsklasse 3 ist bei den äußeren Feldelementen erfüllt. Die inneren Feld-
elemente weichen  davon geringfügig ab. Hier wirkt sich die Klassifikation der Tech-
nikstandorte an den Außenanlagen mit TIER I und dem Wert  𝑉𝑇𝑅−𝐼 = 0,99671 aus. 
In der Tabelle 22 sind die Verfügbarkeiten der Feldelemente mit 10 DWDM-
Übertragungssystemen im Backbone und der Variante a nach Formel (172) sowie sechs 
Feldelemente enthalten. 
Tabelle 22: Verfügbarkeiten der FE mit 10B Variante a und 6 FE 
Wiederherstellungszeit  𝐡  𝑽𝟔𝑭𝒂𝑩𝟏𝟎𝒂 𝑽𝟔𝑭𝒊𝐁𝟏𝟎𝐚 
2 0,999923163535160 0,999858501142250 
4 0,999921156912962 0,999856214624154 
8 0,999917091439744 0,999851577213617 
Das Ergebnis der Verfügbarkeitswerte ist vergleichbar mit Tabelle 21. Die Erweiterung 
des Backbones wirkt sich nicht auf die Verfügbarkeitsklasse aus. 
Die Verfügbarkeiten der Feldelemente mit 10 DWDM-Übertragungssystemen und der 
Variante b nach Formel (173) sowie sechs Feldelemente sind in der Tabelle 23 enthal-
ten. 
Tabelle 23: Verfügbarkeiten der FE mit 10B Variante b und 6 FE 
Wiederherstellungszeit  𝐡  𝑽𝟔𝑭𝒂𝑩𝟏𝟎𝒃 𝑽𝟔𝑭𝒊𝐁𝟏𝟎𝐛 
2 0,999923155841085 0,999858493469082 
4 0,999921148353873 0,999856206088279 
8 0,999917080992395 0,999851577213617 
Die Veränderung der Verfügbarkeitswerte gegenüber der Backbonevariante a sind sehr 
gering. Die Anbindung des Feldringes an das mittlere DWDM-Backboneelement be-
einflusst bei diesem Beispiel die Verfügbarkeitsklasse der äußeren und inneren Feld-
elemente nicht.  
   
Bei der Erweiterung des Feldringes auf 12 Feldelemente werden in den entsprechenden 
Feldringen sechs Switche hinzugefügt.  
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Für die Verfügbarkeit der äußeren Feldelemente gilt: 
           𝑉12𝐹𝑎 = 1 −  1 − 𝑉𝑆
13 ⋅ 𝑉𝑇𝑅𝐼𝑉 ⋅ 𝑉𝑇𝑅𝐼
12 ⋅ 𝑉𝐵 ⋅  1 − 𝑉𝑆
2 ⋅ 𝑉𝑇𝑅𝐼𝑉 ⋅ 𝑉𝑇𝑅𝐼 ⋅ 𝑉𝐵          (183) 
Für die inneren Feldringe gilt: 
           𝑉12𝐹𝑖 = 1 −  1 − 𝑉𝑆
8 ⋅ 𝑉𝑇𝑅𝐼𝑉 ⋅ 𝑉𝑇𝑅𝐼
7 ⋅ 𝑉𝐵 ⋅  1 − 𝑉𝑆
7 ⋅ 𝑉𝑇𝑅𝐼𝑉 ⋅ 𝑉𝑇𝑅𝐼
6 ⋅ 𝑉𝐵            (184) 
In der Tabelle 24 sind die Verfügbarkeiten der Feldelemente mit 10 DWDM-
Übertragungssystemen und der Variante a nach Formel (172) sowie 12 Feldelemente 
enthalten. 
Tabelle 24: Verfügbarkeiten der FE mit 10B Variante a und 12 FE 
Wiederherstellungszeit  𝐡  𝑽𝟏𝟐𝑭𝒂𝑩𝟏𝟎𝒂 𝑽𝟏𝟐𝑭𝒊𝐁𝟏𝟎𝐚 
2 0,999849784337066 0,999529653001341 
4 0,999846124221311 0,999524614183919 
8 0,999838733455338 0,999514457648678 
Die Verfügbarkeitsklasse 3 ist bei einem Feldring mit 12 Feldelementen auch am äuße-
ren Feldelement nicht erfüllt. Die äußeren Feldelemente weichen geringfügig von der 
VK 3 ab. Hier wirkt sich bereits am äußeren Feldelement die Klassifikation der Tech-
nikstandorte an den Außenanlagen mit TIER I und dem Wert  𝑉𝑇𝑅−𝐼 = 0,99671 aus, da 
sich dieser entsprechend der Anzahl in Reihe geschalteter Standorte potenziert. 
Die Verfügbarkeiten der Feldelemente mit 10 DWDM-Übertragungssystemen und der 
Variante b nach Formel (173) sowie 12 Feldelemente sind in der Tabelle 25 enthalten. 
Tabelle 25: Verfügbarkeiten der FE mit 10B Variante b und 12 FE 
Wiederherstellungszeit  𝐡  𝑽𝟏𝟐𝑭𝒂𝑩𝟏𝟎𝒃 𝑽𝟏𝟐𝑭𝒊𝐁𝟏𝟎𝐛 
2 0,999849770473758 0,999529639241546 
4 0,999846108839757 0,999524598917111 
8 0,999838714776372 0,999514439108817 
Die Veränderung der Verfügbarkeitswerte gegenüber der Backbonevariante a sind sehr 
gering. Die Verfügbarkeitsklasse 3 wird nicht erfüllt. Die Anbindung des Feldringes an 
das mittlere DWDM-Backboneelement beeinflusst bei diesem Beispiel die Verfügbar-
keitsklasse der äußeren und inneren Feldelemente nicht. 
 [62], [79] 
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5.4 Securityzuverlässigkeit 
Die Validierung der Securityzuverlässigkeit bezieht sich auf die Modelle aus Abschnitt 
4.3.2. zur Quantifizierung von Angriffen. Der gewählte Ansatz ist unabhängig von der 
Netzstruktur. 
5.4.1 Modell 1 
Für das Modell 1 wird die Umsetzung von Maßnahmen mit Hilfe eines präventiven In-
standhaltungsmodells (PVI) mit Minimalinstandsetzung (MI) bei Fehlern nach Abbil-
dung 24 modelliert. Die Vorgabeparameter werden für alle Szenarien wie folgt defi-
niert: 
 Strukturparameter der Lebensdauerverteilung:  𝛼 = 2  
 Instandsetzungsintervall:                                    𝜏 = 7d 
Szenario 1: 
Als Eingabeparameter werden die Verfügbarkeit  𝑉𝐷 und die Intensität der Angriffe  
𝜆(𝑆) vorgegeben. Ausgabeparameter ist die Zeitdauer einer Minimalinstandsetzung  𝑡𝑚 . 
Diese berechnet sich mit Formel (97) zu: 





                                               (185) 
Der Zeitparameter  𝛽 der Lebensdauerverteilung wird mit der Formel (98) berechnet. 
Die Anzahl der erfolgreichen Angriffe pro Jahr wird entsprechend der Abschätzung des 
BSI [25] festgelegt zu  𝜆 𝑆 = 7
1
𝑎
 . Mit diesem Wert ergibt sich für den Zeitparameter 
der Lebensdauerverteilung nach Formel (98)  𝛽 = 58,142857 d. Damit wird die Dauer 
der Minimalinstandsetzung nach Formel (185) berechnet. Die Ergebnisse sind in der Ta-
belle 26 enthalten. 
Tabelle 26: Securityzuverlässigkeit Modell 1, Szenario 1 
Verfügbarkeit  𝑽𝑫 Dauer der Minimalinstandsetzung  𝒕𝒎 𝐡  
0,9999 0,59351 
0,999967 0,19584 
Die berechneten Zeiten von unter einer Stunde zur Minimalinstandsetzung des Systems 
nach einem Angriff sind praktisch nur unter bestimmten Voraussetzungen realisierbar. 
Sie liegt damit noch weit unter einer Wiederherstellungszeit von vier Stunden.    
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Szenario 2: 
Als Eingabeparameter werden die Verfügbarkeit  𝑉𝐷 und die Zeitdauer einer Minimalin-
standsetzung  𝑡𝑚  vorgegeben. Gesucht ist die Anzahl der maximal pro Jahr zulässigen 
erfolgreichen Angriffe. Aus der Verfügbarkeit nach Formel (97) kann der Zeitparameter 
der Lebensdauerverteilung berechnet werden. Es gilt: 
 
                                                          𝑉𝐷 =
1
1+𝑡𝑚 𝛼  𝛽−𝛼  𝜏𝛼−1
  




𝑡𝑚  𝛼  𝜏𝛼−1
  




𝑡𝑚  𝛼  𝜏𝛼−1
   
                                                    ln 𝛽 = −
1
𝛼




𝑡𝑚  𝛼  𝜏𝛼−1
   



















                                              (186) 
 
Daraus lässt sich die zulässige Angriffsrate nach Formel (98) berechnen zu: 






                                                        (187) 
 
Nach der Formel (186) wird zunächst der Zeitparameter der weilbullverteilten Lebens-
dauer berechnet. Mit Formel (187) wird die maximal zulässige Anzahl an erfolgreichen 
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lung 𝜷  𝐝  
Zeitdauer der Minimal-
instandsetzung 𝒕𝒎 𝐡  
Intensität der 





152,74489 4 2,69638 
216,01389 8 1,90663 
374,14703 24 1,10079 
468,92376 48 0,77838 
0,999967 
265,65095 4 1,54890 
376,26077 8 1,09524 
577,22459 24 0,63234 
816,31884 48 0,44713 
Bei den vorgegebenen Verfügbarkeiten und den Zeitdauern zur Minimalinstandsetzung 
ergibt sich eine  Intensität von maximal zulässigen Angriffen, die deutlich unter den 
abgeschätzten sieben pro Jahr liegt. 
5.4.2 Model 2.1 
Im Modell 2.1 wird ein Markovsches Zuverlässigkeitsmodell nach Abbildung 25 analy-
siert. Es werden nur die Betriebszustände Nennbetrieb und Kollaps betrachtet.  
Szenario 1: 
Die Eingabeparameter sind die Angriffe  𝜆 𝑆 = 𝜆 und die Nennbetriebszuverlässigkeit  
𝑍0
 𝑆 = 𝑃0. Ausgabeparameter ist die Instandsetzungsrate  𝜇
 𝑆 = 𝜇. Diese wird durch 
Umstellung der Formel (103) nach der Instandsetzungsrate berechnet zu: 




                                                𝑃0 𝜆 + 𝜇 = 𝜇  
                                              𝑃0 𝜆 + 𝑃0 𝜇 = 𝜇  
                                                          𝜆 𝑃0 = 𝜇 − 𝜇 𝑃0  
                                                              𝜇 =
𝜆  𝑃0
1−𝑃0
                                                        (188) 
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Daraus kann der Erwartungswert der Instandsetzungsdauer  𝐸 𝑇𝜇
 𝑆  =
1
𝜇  𝑆 
 bestimmt 
werden. 
Es wird eine Angriffsrate von  𝜆 𝑆 = 𝜆 = 7
1
a
 vorgegeben. Zusätzlich wird eine Ang-
riffsrate von  𝜆 𝑆 = 𝜆 = 1
1
a
  festgelegt. Die Instandsetzungsrate  𝜇 und der Erwar-
tungswert der Instandsetzungsdauer von  𝐸 𝑇𝜇
 𝑆   werden in Abhängigkeit der Nennbe-
triebszuverlässigkeit  𝑍0
 𝑆 = 0,9999 und  𝑍0
 𝑆 = 0,999967 berechnet. Die Ergebnisse 
sind in Tabelle 28 dargestellt. 
Tabelle 28: Securityzuverlässigkeit Modell 2.1, Szenario 1 
Angriffsrate 






 𝑺  
Instandsetzungsra-







 𝑺   𝐡  
1 0,9999 1,14144 0,87609 
1 0,999967 3,45914 0,28909 
7 0,9999 7,99007 0,12516 
7 0,999967 24,21395 0,04130 
Der Erwartungswert der Instandsetzungsdauer beträgt bei beiden Angriffsraten unter 
einer Stunde, um die jeweilige Nennbetriebszuverlässigkeit zu garantieren.    
Szenario 2: 
Die Eingabeparameter sind die Instandsetzungsrate  𝜇 𝑆 = 𝜇 bzw. der Erwartungswert 
der Instandsetzungsdauer  𝐸 𝑇𝜇
 𝑆 
  und die Nennbetriebszuverlässigkeit  𝑍0
 𝑆 
= 𝑃0. 
Ausgabeparameter ist die zulässige Angriffsrate  𝜆 𝑆 = 𝜆. Die Umstellung der Formel 
(103) nach der Angriffsrate ergibt: 




                                                  𝑃0 𝜆 + 𝜇 = 𝜇   
                                                           𝜆 𝑃0 = 𝜇 1 − 𝑃0   
                                                               𝜆 = 𝜇
1−𝑃0
𝑃0
                                                     (189) 
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Es wird der Erwartungswert der Instandsetzungsdauer  𝐸 𝑇𝜇
 𝑆  =  
4  h 
8  h 
24  h 
48  h 
   vorgegeben. 
Die maximal zulässige Angriffsrate  𝜆 𝑆  wird in Abhängigkeit der Nennbetriebszuver-
lässigkeit  𝑍0
 𝑆 = 0,9999 und  𝑍0
 𝑆 = 0,999967 berechnet. Die Ergebnisse sind in Ta-
belle 29 dargestellt. 
Tabelle 29: Securityzuverlässigkeit Modell 2.1, Szenario 2 
Verfügbarkeit 𝑽𝑫 
Erwartungswert der Instandset-
zungsdauer von 𝑬 𝑻𝝁
 𝑺   𝐡  
Intensität der Angriffe 














Bei einer Verfügbarkeit 𝑉𝐷 = 0,9999  und dem Erwartungswert von vier Stunden In-
standsetzungsdauer kann nach diesem Szenario maximal alle fünf Jahre ein erfolgrei-
cher Angriff zugelassen werden. 
5.4.3 Model 2.2 
Im Modell 2.1 wird ein Markovsches Zuverlässigkeitsmodell nach Abbildung 26 mit 
den Betriebszuständen Nennbetrieb, Störbetrieb und Kollaps analysiert. 
Szenario 1: 
Eingabeparameter sind die Angriffsraten, die auf die beiden Übergänge zum Störbetrieb  
𝜆1
 𝑆 = 𝜆1 bzw. Kollaps  𝜆3
 𝑆 = 𝜆3 aufgeteilt werden und die Instandsetzungsraten  
𝜇 𝑆 = 𝜇 aus Modell 2.1. Ausgabeparameter sind die Zustandswahrscheinlichkeiten für 
die Betriebszustände. 
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Die Angriffsraten werden mit  𝜆 𝑆 = 7 
1
a
  auf  die beiden Übergänge zum Störbetrieb 
bzw. Kollaps aufgeteilt zu  𝜆1
 𝑆 = 𝜆1 = 6 
1
a
  bzw.  𝜆3




zungsrate von  𝜇 𝑆 = 𝜇 = 7,99007 
1
h




für  𝑍 𝑆 = 0,999967 bei  𝜆 𝑆 = 7 wird aus Modell 2.1, Szenario 1 übernommen. Die 
berechneten Werte sind in Tabelle 30 dargestellt. 
Tabelle 30: Securityzuverlässigkeit Modell 2.2, Szenario 1 
Instandsetzungsrate 𝝁  
𝟏
𝐡
  7,9900684932 24,2139511554 
Nennbetrieb 𝒁𝟎
 𝑺 = 𝑷𝟎 0,99990000000000060 0,99996699999999990 
Störbetrieb 𝒁𝟏
 𝑺 
= 𝑷𝟏 0,00008571306111900 0,00002828558093499 
Betrieb 𝒁𝟎
 𝑺 + 𝒁𝟏
 𝑺 = 𝑷𝟎 + 𝑷𝟏 0,99998571306111960 0,99999528558093420 
Kollaps 𝒁𝟐
 𝑺 = 𝑷𝟐 0,00001428693888039 0,00000471441906499 
Unter den Voraussetzungen dieses Szenarios wird für den Betrieb eine Securityzuver-
lässigkeit von mindestens 99,99 % erfüllt. 
Szenario 2: 
Eingabeparameter sind die Angriffsraten, die auf die beiden Übergänge zum Störbetrieb 
𝜆1
 𝑆 = 𝜆1 bzw. Kollaps  𝜆3
 𝑆 = 𝜆3 aufgeteilt werden und die Instandsetzungsraten 
𝜇 𝑆 = 𝜇 aus Modell 2.1. Die Aufteilung erfolgt komplementär zum Szenario 1. Aus-
gabeparameter sind die Zustandswahrscheinlichkeiten für die Betriebszustände. 
Die Angriffsraten werden mit  𝜆 𝑆 = 7 
1
a
  auf  die beiden Übergänge zum Störbetrieb 
bzw. Kollaps aufgeteilt zu  𝜆1
 𝑆 = 𝜆1 = 1 
1
a
  bzw.  𝜆3
 𝑆 = 𝜆3 = 6 
1
a
 . Die Instandset-
zungsrate von  𝜇 𝑆 = 𝜇 = 7,99007 
1
h




für  𝑍 𝑆 = 0,999967 bei  𝜆 𝑆 = 7 wird aus Modell 2.1, Szenario 1 übernommen. Die 





Kapitel 5: Validierung der analytischen Modelle 
157 
Tabelle 31: Securityzuverlässigkeit Modell 2.2, Szenario 2 
Instandsetzungsrate 𝝁  
𝟏
𝐡
  7,9900684932 24,2139511554 
Nennbetrieb 𝒁𝟎
 𝑺 = 𝑷𝟎 0,99990000000000060 0,99996699999999990 
Störbetrieb 𝒁𝟏
 𝑺 
= 𝑷𝟏 0,00001428448977834 0,00000471415236672 
Betrieb 𝒁𝟎
 𝑺 + 𝒁𝟏
 𝑺 = 𝑷𝟎 + 𝑷𝟏 0,99991428448977900 0,99997171415236700 
Kollaps 𝒁𝟐
 𝑺 
= 𝑷𝟐 0,00008571551022105 0,00002828584763327 
Unter den Voraussetzungen dieses Szenarios wird für den Betrieb eine Securityzuver-
lässigkeit von 99,99 % erfüllt. 
Szenario 3: 
Eingabeparameter sind die Angriffsraten, die auf die beiden Übergänge zum Störbetrieb 
𝜆1
 𝑆 = 𝜆1 bzw. Kollaps  𝜆3
 𝑆 = 𝜆3 aufgeteilt werden und die vorgegebenen Instandset-
zungsraten  𝜇 𝑆 = 𝜇. Ausgabeparameter sind die Zustandswahrscheinlichkeiten für die 
Betriebszustände. 
Die Angriffsraten werden mit  𝜆 𝑆 = 7 
1
a
  auf  die beiden Übergänge zum Störbetrieb 
bzw. Kollaps aufgeteilt zu  𝜆1
 𝑆 = 𝜆1 = 6 
1
a
  bzw.  𝜆3
 𝑆 = 𝜆3 = 1 
1
a
. Weiterhin ist der 
Erwartungswert der Instandsetzungsdauer mit 𝐸 𝑇𝜇




4  h 
8  h 
24  h 
48  h 
  gegeben. Die 
Ergebnisse sind in den Tabellen 32 und 33 enthalten. 
Tabelle 32: Securityzuverlässigkeit Modell 2.2, Szenario 3 Teil 1 











 𝑺 = 𝑷𝟎 0,99681383705052360 0,99364791288566260 
Störbetrieb 𝒁𝟏
 𝑺 = 𝑷𝟏 0,00272975035248888 0,00543967835521348 
Betrieb 𝒁𝟎
 𝑺 + 𝒁𝟏
 𝑺 = 𝑷𝟎 + 𝑷𝟏 0,99954358740301260 0,99908759124087600 
Kollaps 𝒁𝟐
 𝑺 = 𝑷𝟐 0,00045641259698768 0,00091240875912409 
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Tabelle 33: Securityzuverlässigkeit Modell 2.2, Szenario 3 Teil 2 











 𝑺 = 𝑷𝟎 0,98118279569892460 0,96306068601583120 
Störbetrieb 𝒁𝟏
 𝑺 
= 𝑷𝟏 0,01608496386391680 0,03148972270351492 
Betrieb 𝒁𝟎
 𝑺 + 𝒁𝟏
 𝑺 = 𝑷𝟎 + 𝑷𝟏 0,99726775956284150 0,99455040871934620 
Kollaps 𝒁𝟐
 𝑺 
= 𝑷𝟐 0,00273224043715847 0,00544959128065395 
Unter den Voraussetzungen dieses Szenarios wird für den Betrieb eine Securityzuver-
lässigkeit von mindestens 99,99 % nicht erfüllt. 
Szenario 4: 
Eingabeparameter sind die Angriffsraten, die auf die beiden Übergänge zum Störbetrieb 
𝜆1
 𝑆 = 𝜆1 bzw. Kollaps  𝜆3
 𝑆 = 𝜆3 aufgeteilt werden und die vorgegebene Instandset-
zungsrate  𝜇 𝑆 = 𝜇. Die Aufteilung erfolgt komplementär zum Szenario 3. Ausgabepa-
rameter sind die Zustandswahrscheinlichkeiten für die Betriebszustände. 
Die Angriffsraten werden mit  𝜆 𝑆 = 7 
1
a
  auf  die beiden Übergänge zum Störbetrieb 
bzw. Kollaps aufgeteilt zu  𝜆1
 𝑆 = 𝜆1 = 1 
1
a
  bzw.  𝜆3
 𝑆 = 𝜆3 = 6 
1
a
. Weiterhin ist der 
Erwartungswert der Instandsetzungsdauer mit 𝐸 𝑇𝜇




4  h 
8  h 
24  h 
48  h 
  gegeben. Die 
Ergebnisse sind in den Tabellen 34 und 35 enthalten. 
Tabelle 34: Securityzuverlässigkeit Modell 2.2, Szenario 4 Teil 1 











 𝑺 = 𝑷𝟎 0,99681383705052360 0,99364791288566220 
Störbetrieb 𝒁𝟏
 𝑺 = 𝑷𝟏 0,00045392251231809 0,00090249583368362 
Betrieb 𝒁𝟎
 𝑺 + 𝒁𝟏
 𝑺 = 𝑷𝟎 + 𝑷𝟏 0,99726775956284160 0,99455040871934600 
Kollaps 𝒁𝟐
 𝑺 = 𝑷𝟐 0,00273224043715847 0,00544959128065395 
 
Kapitel 5: Validierung der analytischen Modelle 
159 
Tabelle 35: Securityzuverlässigkeit Modell 2.2, Szenario 4 Teil 2 











 𝑺 = 𝑷𝟎 0,98118279569892500 0,96306068601583120 
Störbetrieb 𝒁𝟏
 𝑺 
= 𝑷𝟏 0,00264469756263079 0,00510907525737841 
Betrieb 𝒁𝟎
 𝑺 + 𝒁𝟏
 𝑺 = 𝑷𝟎 + 𝑷𝟏 0,98382749326145590 0,96816976127320960 
Kollaps 𝒁𝟐
 𝑺 
= 𝑷𝟐 0,01617250673854448 0,03183023872679045 
Unter den Voraussetzungen dieses Szenarios wird für den Betrieb eine Securityzuver-
lässigkeit von mindestens 99,99 % nicht erfüllt. Die Werte liegen unterhalb der aus dem 
Szenario 3. 
Szenario 5: 
Eingabeparameter sind die Angriffsraten, die auf die beiden Übergänge zum Störbetrieb 
𝜆1
 𝑆 = 𝜆1 bzw. Kollaps  𝜆3
 𝑆 = 𝜆3 aufgeteilt werden und die Betriebszustandswahr-
scheinlichkeit 𝑍0
 𝑆 + 𝑍1
 𝑆 = 𝑃0 + 𝑃1. Ausgabeparameter ist die erforderliche Instand-
setzungsrate  𝜇 𝑆 = 𝜇 bzw. der Erwartungswert der Instandsetzungsdauer 𝐸 𝑇𝜇




Mit der Vorgabe einer Ausfallrate von  𝜆1, 𝜆3 und der Betriebszustandswahrscheinlich-
keit  𝑃0 + 𝑃1 = 1 − 𝑃2 kann nach Formel (110) die erforderliche Instandsetzungsrate 
berechnet werden. Es gilt: 
                                                
𝜆3
2+𝜆3  𝜇+𝜆1  𝜆3
𝜇2+2𝜆3𝜇+𝜆1𝜇+𝜆3
2+𝜆1𝜆3
= 𝑃2                                           (190) 
                               𝜇2 + 𝜇 2𝜆3 + 𝜆1 + 𝜆3







                         








= 0  
Mit  𝑝 = 2𝜆3 + 𝜆1 −
𝜆3
𝑃2
 und  𝑞 = 𝜆3




  ergibt sich für die Instand-












− 𝑞  ist praktisch nicht 
möglich). 
Parameter sind die Angriffsraten, die mit  𝜆 𝑆 = 7 
1
a
  auf  die beiden Übergänge zum 
Störbetrieb bzw. Kollaps aufgeteilt werden zu  𝜆1
 𝑆 = 𝜆1 = 6 
1
a
  bzw.  𝜆3




und die Betriebszustandswahrscheinlichkeit 𝑍0
 𝑆 + 𝑍1
 𝑆 = 𝑃0 + 𝑃1 = 0,9999 = 1 − 𝑃2 
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→ 𝑃2 = 1 − 0,9999 bzw.  𝑃2 = 1 − 0,999967. Die Ergebnisse sind in Tabelle 36 
enthalten. 
Tabelle 36: Securityzuverlässigkeit Modell 2.2, Szenario 5 
Betriebszustandswahrschein-
lichkeit  𝒁𝟎
 𝑺 + 𝒁𝟏
 𝑺 = 𝑷𝟎 + 𝑷𝟏 
Instandsetzungsrate 











 𝐡  
0,9999 1,14144 0,87609 
0,999967 3,45914 0,28909 
Der Erwartungswert der Instandsetzungsdauer beträgt in diesem Szenario bei den gege-
benen Betriebszustandswahrscheinlichkeiten kleiner eine Stunde. 
Szenario 6: 
Eingabeparameter sind die Angriffsraten, die auf die beiden Übergänge zum Störbetrieb 
𝜆1
 𝑆 = 𝜆1 bzw. Kollaps  𝜆3





= 𝑃0 + 𝑃1. Die Aufteilung erfolgt komplementär zum Szena-
rio 5. Ausgabeparameter ist die erforderliche Instandsetzungsrate  𝜇 𝑆 = 𝜇 bzw. der 
Erwartungswert der Instandsetzungsdauer 𝐸 𝑇𝜇
 𝑆  =
1
𝜇
. Mit der Vorgabe einer Ausfall-
rate von  𝜆1, 𝜆3 und der Betriebszustandswahrscheinlichkeit  𝑃0 + 𝑃1 = 1 − 𝑃2 kann 
nach Formel (110) die erforderliche Instandsetzungsrate berechnet werden. Es gilt: 
                                                   
𝜆3
2+𝜆3  𝜇+𝜆1  𝜆3
𝜇2+2𝜆3𝜇+𝜆1𝜇+𝜆3
2+𝜆1𝜆3
= 𝑃2  
                               𝜇2 + 𝜇 2𝜆3 + 𝜆1 + 𝜆3







                        (191) 








= 0  
Mit  𝑝 = 2𝜆3 + 𝜆1 −
𝜆3
𝑃2
 und  𝑞 = 𝜆3




  ergibt sich für die Instand-












− 𝑞  ist praktisch nicht 
möglich). 
Parameter sind die Angriffsraten, die mit  𝜆 𝑆 = 7 
1
a
  auf  die beiden Übergänge zum 
Störbetrieb bzw. Kollaps aufgeteilt werden zu  𝜆1
 𝑆 
= 𝜆1 = 1 
1
a
  bzw.  𝜆3
 𝑆 




und die Betriebszustandswahrscheinlichkeit 𝑍0
 𝑆 + 𝑍1
 𝑆 = 𝑃0 + 𝑃1 = 0,9999 = 1 − 𝑃2 
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→ 𝑃2 = 1 − 0,9999 bzw.  𝑃2 = 1 − 0,999967. Die Ergebnisse sind in Tabelle 37 
enthalten. 
Tabelle 37: Securityzuverlässigkeit Modell 2.2, Szenario 6 
Betriebszustandswahrschein-
lichkeit  𝒁𝟎
 𝑺 + 𝒁𝟏
 𝑺 = 𝑷𝟎 + 𝑷𝟏 
Instandsetzungsrate 











 𝐡  
0,9999 6,84863 0,14601 
0,999967 20,75482 0,04818 
Der Erwartungswert der Instandsetzungsdauer beträgt in diesem Szenario bei den gege-
benen Betriebszustandswahrscheinlichkeiten kleiner eine Stunde. Der Wert ist bei dieser 
Aufteilung der Angriffsraten wesentlich kleiner als im Szenario 5. 
Szenario 7: 





= 𝑃0 + 𝑃1. Ausgabeparameter sind die Angriffsraten, 
die im Verhältnis  𝜆1
 𝑆 = 6 𝜆3
 𝑆 
 auf die Übergänge zum Störbetrieb bzw. zum Kollaps 
aufgeteilt werden. Ausgehend von der Summe der Nenn- und Störbetriebswahrschein-
lichkeit (Formel (108) und (109)) ergibt sich: 
                                            𝑃0 + 𝑃1 =
𝜇2+𝜆3  𝜇+𝜆1  𝜇
𝜇2+2𝜆3  𝜇+𝜆1  𝜇+𝜆3
2+𝜆1𝜆3
                                     (192) 
Mit  𝑃 = 𝑃0 + 𝑃1 und  𝜆1 = 6 𝜆3 wird daraus die Angriffsrate  𝜆3 bestimmt. Eine Um-
formung ergibt folgende quadratische Gleichung: 
                                             𝜆3










= 0                                       (193) 























− 𝑞  ist praktisch nicht möglich). 
Es werden die Angriffsraten, die im Verhältnis  𝜆1
 𝑆 = 6 𝜆3
 𝑆 
 auf die Übergänge zum 
Störbetrieb bzw. zum Kollaps aufgeteilt werden, berechnet. Eingabeparameter sind der 
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Erwartungswert der Instandsetzungsdauer mit 𝐸 𝑇𝜇




4  h 
8  h 
24  h 
48  h 
   und die Be-
triebszustandswahrscheinlichkeit 𝑍0
 𝑆 + 𝑍1
 𝑆 = 𝑃0 + 𝑃1 = 0,9999 = 1 − 𝑃2  
→ 𝑃2 = 1 − 0,9999  bzw.  𝑃2 = 1 − 0,999967 . Die Ergebnisse sind in der Tabelle 38 
dargestellt. 




setzungsdauer von 𝑬 𝑻𝝁
 𝑺 
  𝐡  













4 1,31413 0,21902 
8 0,65707 0,10951 
24 0,21902 0,03650 
48 0,10951 0,01825 
0,999967 
4 0,43363 0,07227 
8 0,21682 0,03614 
24 0,07227 0,01205 
48 0,03614 0,00602 
Die Intensität der Angriffe pro Jahr, die zum Kollaps führen, ist bei diesem Szenario 
kleiner eins. 
Szenario 8: 
Eingabeparameter sind die Instandsetzungsrate  𝜇 𝑆 = 𝜇 und die Betriebszustands-
wahrscheinlichkeit  𝑍0
 𝑆 + 𝑍1
 𝑆 = 𝑃0 + 𝑃1. Ausgabeparameter sind die Angriffsraten, 
die im Verhältnis  6 𝜆1
 𝑆 = 𝜆3
 𝑆 
 auf die Übergänge zum Störbetrieb bzw. zum Kollaps 
aufgeteilt werden. Ausgehend von der Summe der Nenn- und Störbetriebswahrschein-
lichkeit (Formel (108) und (109)) ergibt sich: 
                                       𝑃0 + 𝑃1 =
𝜇2+6 𝜆1  𝜇+𝜆1  𝜇
𝜇2+2⋅6 𝜆1  𝜇+𝜆1  𝜇+ 6 𝜆1 2+6 𝜆1 2
                              (194) 
Mit  𝑃 = 𝑃0 + 𝑃1 wird daraus die Angriffsrate  𝜆1 bestimmt. Eine Umformung ergibt 
folgende quadratische Gleichung: 
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                                             𝜆1










= 0                                      (195) 























− 𝑞  ist praktisch nicht möglich). 
Es werden die Angriffsraten, die im Verhältnis  6 𝜆1
 𝑆 =  𝜆3
 𝑆 
 auf die Übergänge zum 
Störbetrieb bzw. zum Kollaps aufgeteilt werden, berechnet. Eingabeparameter sind der 
Erwartungswert der Instandsetzungsdauer mit 𝐸 𝑇𝜇




4  h 
8  h 
24  h 
48  h 





= 𝑃0 + 𝑃1 = 0,9999 = 1 − 𝑃2  
→ 𝑃2 = 1 − 0,9999  bzw.  𝑃2 = 1 − 0,999967 . Die Ergebnisse sind in der Tabelle 39 
dargestellt. 




setzungsdauer von 𝑬 𝑻𝝁
 𝑺   𝐡  













4 0,03650 0,21902 
8 0,01825 0,10951 
24 0,00608 0,03650 
48 0,00304 0,01825 
0,999967 
4 0,01205 0,07227 
8 0,00602 0,03614 
24 0,00201 0,01205 
48 0.00100 0,00602 
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5.5 Prozesszuverlässigkeit 
Für IP-basierte Kommunikationsnetze wurden in diesem Kapitel folgende Teilzu-
verlässigkeiten  analysiert: 
 technologische Zuverlässigkeit  𝑍𝑄 𝑡 , 
 Systemzuverlässigkeit  𝑍𝑆𝑦 𝑡 , 
 Securityzuverlässigkeit  𝑍𝑆𝑒𝑐  𝑡 . 
Aus der angenommenen Unabhängigkeit der drei Teilzuverlässigkeiten kann die Pro-
zesszuverlässigkeit aus dem Produkt der Teilzuverlässigkeiten gebildet werden. 
                                             𝑍Π 𝑡 = 𝑍𝑆𝑦  𝑡 ⋅ 𝑍𝑄 𝑡 ⋅ 𝑍𝑆𝑒𝑐 (𝑡)                                   (196) 
Folgende Maxima und Minima wurden für die Teilzuverlässigkeiten des Beispielnetzes 
mit sechs Feldelementen pro Feldring berechnet: 
Technologische Zuverlässigkeit 
𝑍𝑄𝑚𝑎𝑥  𝑡 = 0,9999860531641955 für ein M/M/1/∞-Wartesystem mit der externen 




𝑍𝑄𝑚𝑖𝑛  𝑡 = 0,092764867144269 für ein M/GI/1/∞-Wartesystem mit der externen 





𝑍𝑆𝑦𝑚𝑎𝑥  𝑡 = 0,999923169519300 bei dem äußeren Feldelement mit einer Wieder-
herstellungszeit von zwei Stunden. 
𝑍𝑆𝑦𝑚𝑖𝑛  𝑡 = 0,999851595736482  bei dem inneren Feldelement mit einer Wieder-
herstellungszeit von acht Stunden. 
Securityzuverlässigkeit 
𝑍𝑆𝑒𝑐𝑚𝑎𝑥  𝑡 = 0,99999528558093420  für den Betrieb im Modell 2.2, Szenario 1 mit 
einer Instandsetzungsrate 𝜇 = 24,21395  
1
h
  und einer Nennbetriebszuverlässigkeit 
𝑍0
 𝑆 = 0,999967. 
𝑍𝑆𝑒𝑐𝑚𝑖𝑛  𝑡 = 0,96816976127320960  für den Betrieb im Modell 2.2, Szenario 4 







In der Tabelle 40 sind die einzelnen Werte zusammenhängend dargestellt. 
 
Kapitel 5: Validierung der analytischen Modelle 
165 
Tabelle 40: Maxima und Minima der Teilzuverlässigkeiten 
 𝒁𝑸 𝒕  𝒁𝑺𝒚 𝒕  𝒁𝑺𝒆𝒄(𝒕) 
Maxima 0,9999860531641955 0,999923169519300 0,99999528558093420   
Minima 0,092764867144269 0,999851595736482 0,96816976127320960   
Daraus ergibt sich das Maximum und das Minimum der Prozesszuverlässigkeit zu: 
𝑍Πmax  𝑡 = 0,9999045  
𝑍Πmin  𝑡 = 0,0897988  
Hochverfügbarkeit entspricht nach dem HV-Kompendium einem Wert von 0,9999. Die 
Realisierung dieses Wertes für den Gesamtprozess erfordert Teilzuverlässigkeiten, de-
ren Wert größer als 0,9999 ist.  
Mit den Modellen und Berechnungen wurde nachgewiesen, dass Hochverfügbarkeit für 
die Prozesszuverlässigkeit in IP-basierten Kommunikationsnetzen unter bestimmten 
Voraussetzungen erreicht wird.  
Bei den Netzkomponenten aus dem Umfeld der Netzbetreiber kann von hochverfügba-
ren Systemen ausgegangen werden. Bei der Planung von Kommunikationsnetzen ist auf 
Basis der Verfügbarkeitsvorgabe die Anzahl der in Reihe geschalteten Komponenten in 
den Pfaden zu begrenzen. Die Energieversorgungen an den Technikstandorten sind da-
bei zu berücksichtigen.  
In IP-basierten privaten Netzen kann mit den Mechanismen des Traffic Engineering, 
einer geringen Auslastung, ausreichend dimensionierten Übertragungswegen und einer 
steuerbaren Paketgröße die Hochverfügbarkeit der technologischen Zuverlässigkeit um-
gesetzt werden. Der Nachweis erfolgte bei der Validierung mit den Ankunftsraten von 1 




Das Modell der Securityzuverlässigkeit verdeutlicht, dass erfolgreiche Angriffe grund-
sätzlich zu verhindern sind, um hier die Hochverfügbarkeit zu gewährleisten. Die nach 
den Berechnungen zur Verfügung stehenden Instandsetzungsdauern sind nicht praktika-
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6 Zusammenfassung und Ausblick 
Mit dieser Dissertation sind ausgehend von den Eigenschaften paketvermittelnder Netze 
die zuverlässigkeitstheoretischen Aspekte unter Anwendung von analytischen Modellen 
untersucht und an dem Beispielnetz der Stellwerksarchitektur „NeuPro“ der Deutschen 
Bahn AG validiert worden. Die Grundlage bildet das allgemeine Modell der Prozesszu-
verlässigkeit. Diese gibt die Wahrscheinlichkeit an, in welchem Maße ein Kommunika-
tionsnetz mit seinen Komponenten während einer bestimmten Technologiedauer einen 
definierten Betriebszustand einnimmt. In einem IP-basierten Kommunikationsnetz ist 
die Analyse der technologischen, der Systemzuverlässigkeit und der Securityzuver-
lässigkeit ausreichend. Bei der Validierung des Beispielnetzes ist ein Leitfaden zur Be-
rechnung der Teilzuverlässigkeiten erarbeitet worden, der auch auf andere Kommunika-
tionsnetze anwendbar ist.  Die Quantifizierung der Securityzuverlässigkeit erfolgt über 
ein in dieser Arbeit entwickeltes Modell. Nach dem HV-Kompendium wurde die Ziel-
größe für Hochverfügbarkeit auf 99,99 % (VK 3) festgelegt. Die Herausforderung beim 
Technologiewechsel auf paketvermittelnde Netze kann damit beschrieben werden, die 
Zuverlässigkeit mindestens auf dem Niveau der abzulösenden kanalvermittelnden 
Technologie zu halten. Diese Betrachtung gilt in besonderem Maße für Organisationen 
und Unternehmen, die eine kritische Infrastruktur betreiben.  
Mit der technologischen Zuverlässigkeit kann die Wahrscheinlichkeit, dass eine Ver-
kehrsobjektmenge (Datenpakete) den Weg zwischen Sender und Empfänger zurücklegt, 
ohne dass die Summe der Vermittlungs- und Übertragungsdauer eine festgelegte Zeit-
dauer überschreitet, quantifiziert werden. Es lässt sich somit die Einhaltung der Laufzeit 
in einem Kommunikationsnetz analysieren. Hierzu ist es ausreichend, dieses für einen 
Pfad zu prüfen. Die Auswahl des Pfades wird bestimmt aus der Sicht der Laufzeit, das 
heißt aus der maximalen Anzahl der sich im Pfad befindenden Betrachtungseinheiten 
bzw. Netzkomponenten. Die Modellierung des Bedienprozesses auf dem ausgewählten 
Pfad erfolgt mit einem Wartesystem. Die Berechnung der Laufzeiten über ein paket-
vermittelndes Netz ist sehr komplex und es fehlt an anwendbaren Modellen. Um die 
Knoten mit einem klassischen Wartesystem ohne Heavy-Tail-Verteilungen zu modellie-
ren, ist ein Traffic Engineering mit Hilfe von Netzwerkprotokollen anzuwenden. Damit 
wird für den Dienst im Kommunikationsnetz ein separater Pfad mit einer entsprechen-
den Übertragungsrate, wie in einem klassischen Kommunikationsnetz, zur Verfügung 
gestellt. Das Ergebnis in der Validierung des Beispielnetzes zeigt, dass mit dieser Vor-
gehensweise die festgelegte maximale Laufzeit von 50 ms nicht überschritten wird, 
wenn die Bediendauern der Knoten und Übertragungswege im Vergleich zur Ankunfts-
rate entsprechend dimensioniert sind. Mit diesem analytischen Modell und den Parame-
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tern aus dem Beispielnetz erreicht die technologische Zuverlässigkeit die Zielgröße der 
Hochverfügbarkeit.  
Alternativ zur Analytik wurden die Laufzeiten des Beispielnetzes mit dem Simulati-
onswerkzeug OMNeT++ simuliert. Das Ergebnis der Simulation liefert ein vergleichba-
res Ergebnis. Die simulierten Werte liegen deutlich unter der maximalen Laufzeit von 
50 ms.  
Bei der Berechnung der Systemzuverlässigkeit wird auf mathematische Modelle zu-
rückgegriffen, die sich auf die Vorhersagbarkeit des Zustandes eines Systems beziehen. 
Die stochastischen Modelle verwenden Wahrscheinlichkeiten von Zuständen, die wäh-
rend eines Prozesses eintreten können. Es ist nicht vorhersagbar, wann ein bestimmter 
Zustand eintritt. Für die Modellierung der Betrachtungseinheiten wird auf den Markov-
Prozess zurückgegriffen. Zur Berechnung der Verfügbarkeitswerte nach dem Markov-
Prozess sind die Ausfallraten der einzelnen Komponenten einer Betrachtungseinheit, 
wie zum Beispiel DWDM-Übertragungssystem, Switch oder Router erforderlich, die 
vom Systemlieferanten angegeben werden. Die in der Validierung ausgewählten Netz-
komponenten (DWDM, Switch, Router) erfüllen bei einer Wiederherstellungszeit von 
zwei, vier oder acht Stunden die Verfügbarkeitsklasse 3 und sind damit hochverfügbar. 
Die Berechnung zeigt, dass Router eine geringfügig kleinere Verfügbarkeit im Ver-
gleich zu den DWDM-Übertragungssystemen und Switchen aufweisen. Die Modellie-
rung der Pfade im Kommunikationsnetz erfolgt mit dem Booleschen Modell. Bei der 
Validierung wird zwischen dem Backbone und der Gesamtberechnung mit der ESTW-
ZE, dem Backbone und dem Feldring-Netzwerk unterschieden. Neben den Netzkompo-
nenten finden die Technikstandorte mit den klassifizierten Energieversorgungen Be-
rücksichtigung. Ein einzelner Pfad im Backbone erfüllt nicht die Verfügbarkeitsklasse 3 
bei allen drei Varianten von Wiederherstellungszeiten. Die Ursache ist in der Verfüg-
barkeit des Technikstandortes nach der Klassifizierung TIER III mit 0,99982 zu finden. 
Bei der Ansteuerung des Feldelements über zwei Pfade mit jeweils drei DWDM-
Übertragungssystemen im Backbone und sechs Feldelementen im Feldring-Netzwerk 
erfüllt nur das äußere Feldelement die Verfügbarkeitsklasse 3. Das innere Feldelement 
weicht geringfügig davon ab. Bei dieser Berechnung wirkt sich die Klassifikation der 
Technikstandorte an den Außenanlagen mit TIER I und der zugeordneten Verfügbarkeit 
von 0,99671 aus. Aufgrund der Reihenschaltung der Feldelemente potenziert sich der 
Wert entsprechend. Das Ergebnis wird bestätigt bei der Variante mit zehn DWDM-
Übertragungssystemen im Backbone und sechs Feldelementen. In der Variante mit zehn 
DWDM-Übertragungssystemen im Backbone und 12 Feldelementen im Feldring-
Netzwerk ist die Verfügbarkeitsklasse 3 auch am äußeren Feldring nicht erfüllt. Sie 
weicht geringfügig davon ab.  
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Im Ergebnis ist die Systemzuverlässigkeit abhängig von der Netztopologie, der Anzahl 
der Netzkomponenten mit deren jeweiligen Verfügbarkeit und der Anzahl der Pfade. 
Zusätzlich ist die Verfügbarkeit der Energieversorgung an den Technikstandorten zu 
berücksichtigen. Speziell bei Pfaden mit einer Reihenschaltung von mehreren Netz-
komponenten hat die Energieversorgung mindestens die Verfügbarkeitsklasse 3 zu er-
füllen. Mit dem analytischen Modell der Systemzuverlässigkeit kann die Anzahl der 
möglichen Netzkomponenten in den Pfaden und die Anzahl der benötigten Pfade be-
stimmt werden, so dass mindestens die Verfügbarkeitsklasse 3 realisiert wird. 
Ein weiteres Hilfsmittel für die Systemzuverlässigkeit stellt das HV-Kompendium dar. 
Es unterstützt die Managementebenen bei der Wahrnehmung ihrer Verantwortung. Im 
Vordergrund steht die Optimierung des Verfügbarkeitspotentials auf Basis der Gestal-
tung hochverfügbarer Architekturen. Schwachstellen und Optimierungspotentiale lassen 
sich über eine Potentialanalyse herausarbeiten. Zusätzlich werden organisatorischen 
Prozesse betrachtet. Das HV-Kompendium enthält keine Rezepte oder pauschale Lö-
sungen, keine Anleitung für eine Geschäftsfeldanalyse oder Modellierung. Zur Überprü-
fung des Verfügbarkeitspotentials von zentralen bzw. kritischen IT-Ressourcen und 
Prozessen bietet das HV-Kompendium ein HV-Assessment an. Dieses kann zusätzlich 
durch ein HV-Benchmarking ergänzt werden.  
Die Securityzuverlässigkeit beschreibt den Schutz eines Systems vor Angriffen aus der 
Systemumgebung. Die Angriffe sind meist zielgerichtete und bewusst vorgenommene 
Handlungen. Für die Analyse erweist sich die Verwendung von zwei unterschiedlichen 
Modellen als sinnvoll. Beide Modelle sind unabhängig von der Netzarchitektur. 
Bei Modell 1 lässt sich die Umsetzung von Maßnahmen mit Hilfe eines „Präventiven 
Instandhaltungsmodells“ (PVI) mit Minimalinstandsetzung modellieren. Die verschie-
denen Betriebszustände können hierbei nicht dargestellt werden. Bei den Modellen wird 
die Anzahl der erfolgreichen Angriffe pro Jahr auf sieben festgelegt. Die Zahl basiert 
auf einer Schätzung aus der Rechtsverordnung zu den kritischen Infrastrukturen. Mit der 
Anzahl von sieben Angriffen und einer geforderten Verfügbarkeit von 0,9999 ergibt 
sich eine Dauer der Minimalinstandsetzung nach Modell 1 von 0,59 Stunden. Diese 
nach einem Angriff zur Verfügung stehende Zeit für eine Minimalinstandsetzung kann 
als nicht realistisch eingeschätzt werden. Bei der gleichen vorgegebenen Verfügbarkeit 
und einer Zeitdauer der Minimalinstandsetzung zwischen 4 und 48 Stunden ergibt sich 
nach dem Modell 1 eine Intensität der Angriffe zwischen 2,7 bis 0,8 pro Jahr. Diese 
Zahlen liegen deutlich unter der Schätzung von sieben Angriffen pro Jahr. Das heißt, 
mit sieben Angriffen pro Jahr ist eine Hochverfügbarkeit nicht zu realisieren.  
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Bei Modell 2 wird die Reaktion auf realisierte Maßnahmen mit Hilfe eines korrektiven 
Instandhaltungsmodells analytisch beschrieben. Die Betriebszustände werden berück-
sichtigt. Bei diesem Modell wird eine konstante Ausfallrate verwendet. Die Umsetzung 
von Maßnahmen kann nicht explizit berücksichtigt werden. Bei Modell 2.1 mit den Be-
triebszuständen Nennbetrieb und Kollaps ergibt sich bei sieben Angriffen im Jahr und 
einer Nennbetriebszuverlässigkeit von 0,9999 ein Erwartungswert der Instandsetzungs-
dauer von 0,13 Stunden. Dieser Wert kann als praktisch nicht realistisch für eine In-
standsetzungsdauer nach einem Angriff eingestuft werden. Bei der Vorgabe des Erwar-
tungswertes der Instandsetzungsdauer zwischen 4 und 48 Stunden und einer Verfügbar-
keit von 0,9999 ergibt sich nach dem Modell 2.1 eine Intensität der Angriffe zwischen 
0,22 und 0,02 pro Jahr. Mit sieben geschätzten Angriffen im Jahr kann die geforderte 
Hochverfügbarkeit nicht umgesetzt werden.  
Bei Modell 2.2 wird zusätzlich der Betriebszustand Störbetrieb betrachtet. Die sieben 
Angriffe pro Jahr werden aufgeteilt. Sechs Angriffe führen zum Störbetrieb und ein 
Angriff zum Kollaps. Unter Berücksichtigung der Nennbetriebszuverlässigkeit von 
0,9999 und des Erwartungswertes der Instandsetzungsdauer von 0,13 Stunden wird für 
den Betriebszustand Betrieb eine Zuverlässigkeit von 0,999985 erreicht, was der Hoch-
verfügbarkeit entspricht. Bei allen anderen Szenarien des Models 2.2 mit einem Erwar-
tungswert der Instandsetzungsdauer zwischen 4 und 48 Stunden wird für den Betriebs-
zustand Betrieb keine Hochverfügbarkeit erreicht. Die Ergebnisse zeigen deutlich, dass 
Angriffe auf eine Kommunikationsinfrastruktur zu verhindern sind, um bei der Securi-
tyzuverlässigkeit die Verfügbarkeitsklasse 3 zu gewährleisten. Das bedeutet, dass nach 
den Berechnungen gemäß Modell 2.2, Szenario 8 nur ca. alle 5 Jahre ein erfolgreicher 
Angriff zugelassen wird und das System den Betriebszustand Kollaps einnimmt.   
Im Ergebnis des analytischen Modells zur Securityzuverlässigkeit sind die zur Verfü-
gung stehenden Instandsetzungsdauern, mit dem Ziel der Hochverfügbarkeit, nach ei-
nem erfolgreichen Angriff, der in den Betriebszustand Kollaps führt, praktisch zu ge-
ring, um das System wieder in den Störbetrieb bzw. Nennbetrieb zu überführen, wenn 
von jährlich sieben Angriffen ausgegangen wird. Daraus wird abgeleitet, dass bei der 
Planung, der Dimensionierung und dem Betrieb von Kommunikationsnetzen Maßnah-
men zu etablieren sind, die erfolgreiche Angriffe verhindern, um die Hochverfügbarkeit 
bei der Securityzuverlässigkeit zu gewährleisten. Die Maßnahmen sind in Regelwerken 
vorzugeben und regelmäßig zu überarbeiten. Ein Beispiel hierfür ist das IT-
Grundschutz-Kompendium des BSI. Hierin sind zu den Prozess- und System-
Bausteinen konkrete Maßnahmen enthalten. 
Die Prozesszuverlässigkeit berechnet sich aus dem Produkt der drei Teilzuverlässigkei-
ten. Im Ergebnis ergibt sich die Hochverfügbarkeit des Beispielnetzes mit den Maxima 
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ausgewählter Szenarien der Teilzuverlässigkeiten.  Es wurde nachgewiesen, dass Hoch-
verfügbarkeit für die Prozesszuverlässigkeit in IP-basierten Kommunikationsnetzen 
unter bestimmten Voraussetzungen erreicht wird. Um diese zu gewährleisten ist es er-
forderlich, dass alle drei Teilzuverlässigkeiten einen Wert größer 0,9999 einnehmen.  
Die angewandten analytischen Modelle der technologischen Zuverlässigkeit und der 
Systemzuverlässigkeit konnten mit der Validierung des Beispielnetzes bestätigt werden. 
Die Modellierung der Knoten des Kommunikationsnetzes mit einem klassischen Warte-
system für die technologische Zuverlässigkeit ist aufgrund der getroffenen Maßnahmen 
zulässig. Zur Modellierung der Securityzuverlässigkeit ist ein Ansatz entwickelt wor-
den, der die Betriebszustände des Systems berücksichtigt sowie Aussagen zur Intensität 
der Angriffe bei vorgegebener Verfügbarkeit ermöglicht.  
In weiteren Arbeiten ist das Modell der Securityzuverlässigkeit zu erweitern, um die 
Wirksamkeit von Maßnahmen gegen Angriffe zu quantifizieren. Neben den technischen 
Maßnahmen sind organisatorische Maßnahmen zu betrachten, die Angriffe abwehren. 
Weiterhin sind die für die Planung, die Dimensionierung und den Betrieb der Kommu-
nikationsnetze einheitliche Normen und Standards für die Security erforderlich. Es ist 
eine Entscheidungsgrundlage zu erarbeiten, ob branchenspezifische Standards erforder-
lich sind oder bei der Nutzung von COTS-Komponenten in den Kommunikationsnetzen 
die vorhandenen umfangreichen BSI-Standards angewendet werden. Mit der Einfüh-
rung der Meldepflicht von außergewöhnlichen Störungen bei kritischen Infrastrukturen 
werden erst zukünftig Zahlen für umfangreiche Berechnungen vorliegen.         
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Anhang A: Leitfaden zur Prozesszuverlässigkeit 
Der Leitfaden beinhaltet die einzelnen Berechnungsschritte, ohne Herleitung der For-
meln. 
Bestimmung der technologischen Zuverlässigkeit: 
 
1. Aufstellen des Vektors des externen Ankunftsrate  𝝀   
Nur der Knoten  𝑤1 erhält externe Verkehrsobjekte mit der Rate  𝜆 vom Sender. Somit 
ergibt sich folgendes für den Vektor  𝜆 : 





2. Aufstellen des Vektors der Bedienrate  𝝁   
Der Vektor der Bedienrate  𝜇  ergibt sich aus den Werten der Netzkomponenten und 
Übertragungswegen. 
 
3. Aufstellen der Übergangsmatrix  𝝅    
Die Elemente  𝜋𝑗𝑖  der Übergangsmatrix  𝜋   stehen für die Wahrscheinlichkeit, dass ein 
Verkehrsobjekt vom Knoten  𝑤𝑖  zum Knoten  𝑤𝑗  übertragen wird. Werden alle zu bear-
beitenden Verkehrsobjekte vom Knoten  𝑤𝑖  zum Knoten  𝑤𝑗  übertragen, so gilt  𝜋𝑗𝑖 = 1. 
Besteht keine Verbindung zwischen den beiden Knoten, dann gilt  𝜋𝑗𝑖 = 0. In den Rou-
tern tritt ein Fehler in der Weiterleitung mit der Fehlerrate  𝑝 auf. 
 
4. Berechnung der Eingangsintensitäten  𝝈    und des Verkehrswertes  𝝔   
Mit einer Einheitsmatrix  𝐸  kann der Vektor der Eingangsintensität  𝜍  berechnet werden 
zu 
                                                        𝜍 =  𝐸 − 𝜋   
−1
⋅ 𝜆    
unter der Voraussetzung, dass die inverse Matrix von   𝐸 − 𝜋   
−1
 existiert. Die Elemen-
te des Vektors der Verkehrswerte  𝜚  berechnen sich zu: 
                                                                𝜚𝑖 =
𝜍𝑖
𝜇 𝑖




5. Modellierung des Bedienungsprozesses in den Knoten durch ein Wartesystem 
Der Eingangs- und Bedienprozess im Knoten  𝑤𝑖  wird mittels eines Wartesystems ab-
gebildet. Dazu werden folgende Modelle betrachtet: 
1. M/M/1/∞ Wartesystem 
Ankunftsabstands- und Bediendauer sind exponentiell verteilt. Es gibt einen Be-
dienkanal und unendlich viele Warteplätze. 
2. M/GI/1/∞ Wartesystem 
Der Ankunftsabstand ist exponentiell verteilt. Die Bediendauer ist beliebig verteilt. 
Für den quadratischen Variationskoeffizienten der Bediendauer soll gelten 
0,5 ≤ 𝑉2 𝑇𝐻 ≤ 2. Es  existieren ein Bedienkanal und unendlich viele Warteplätze. 
Bestimmung ausgewählter Parameter unter Anwendung eines M/M/1/∞ Wartesys-
tems 
Die Verweildauer im Knoten wird mittels folgender Gleichung bestimmt: 






                                 
Die maximale Verweildauer im Knoten, die mit einer statistischen Sicherheit  𝑆 nicht 
überschritten wird. Es wird  𝑆 = 1 − 10−6 festgelegt. 
                                                    𝑡𝑉𝑆𝑖
= −





                                                
Bezogen auf ein Datenpaket der Größe 512 Byte = 4096 bit ergibt sich: 








                                         
Die Verteilungsfunktion der Verweildauer  𝐹𝑇𝑉𝑖
 𝑡 = 𝑃 𝑇𝑉𝑖 ≤ 𝑡  ist die technologische 
Zuverlässigkeit  𝑍𝑄𝑖 𝑡𝑖  eines Knotens  𝑤𝑖 . Es gilt:                                                                                                                      
𝑃 𝑇𝑉𝑖 ≤ 𝑡𝑖 =  
0                         𝑡 ≤ 0
1 − 𝑒− 𝜇 𝑖−𝜍𝑖 𝑡𝑖  𝑡 > 0
  
Damit kann die technologische Zuverlässigkeit  𝑍𝑄𝑖 𝑡𝑖  für den Knoten  𝑤𝑖  berechnet 
werden. Hierfür sind a priori die Verweildauern  𝑡𝑖  für den jeweiligen Knoten  𝑤𝑖  fest-
gelegt werden. Die Zeitdauern werden über die maximalen Verweildauern  𝑡𝑉𝑆𝑖
 abge-
schätzt. Es ist zu beachten, dass die maximale Verweildauer eines Paketes auf dem Pfad 
die vorgegebene Zeit nicht überschreitet.  Für die technologische Zuverlässigkeit eines 
Knotens ergibt sich: 
                                                𝑍𝑄𝑖 𝑡𝑖 = 1 − 𝑒




Die technologische Zuverlässigkeit auf dem gesamten Pfad berechnet sich aus dem Pro-
dukt der Einzelzuverlässigkeiten  𝑍𝑄𝑖 𝑡𝑖  zu: 
                                                  𝑍𝑄 𝑡 =  𝑍𝑄𝑖 𝑡𝑖 
𝑖=𝑛
𝑖=1                                                  
Die maximale Warteschlangenlänge in einem Knoten, die mit einer statistischen Sicher-
heit  𝑆 nicht überschritten wird, berechnet sich zu: 







                                 
 
Bestimmung ausgewählter Parameter unter Anwendung eines M/GI/1/∞ Warte-
systems 
Bei einer unbekannten Verteilungsfunktion der Bediendauer, kann mit dem genannten 
Modell die Stochastik des Bedienprozesses über den Variationskoeffizienten der Be-
diendauer abgeschätzt werden. In der Beispielrechnung wird hier der quadratische Va-
riationskoeffizient der Bediendauern zu  𝑉2 𝑇𝐻 = 2 festgelegt, im Vergleich zur Ex-
ponentialverteilung, wo  𝑉2 𝑇𝐻 = 1 gilt. Mit diesem Wert des Variationskoeffizienten 
der Bediendauer werden größere Schwankungen der Paketgröße berücksichtigt. Es gilt 
folgende Hilfsvariable: 
                                                           𝛾𝑖 =
2
1+𝑉2 𝑇𝐻𝑖 
                                                   
Der Erwartungswert der Verweildauer berechnet sich zu: 









                                           
Die maximale Verweildauer im Knoten, die mit einer statistischen Sicherheit  𝑆 nicht 
überschritten wird, berechnet sich zu: 
                                            𝑡𝑉𝑆𝑖
≈ −ln 1 − 𝑆 ⋅ 𝐸 𝑇𝑉𝑖   
s
Mbit
                                   
Es wird  𝑆 = 1 − 10−6 festgelegt. Bezogen auf ein Datenpaket der Größe 
512 Byte = 4096 bit ergibt sich: 





   
s
Paket
                                       
Die technologische Zuverlässigkeit  𝑍𝑄𝑖 𝑡𝑖  für den Knoten 𝑤𝑖  berechnet sich über den 









                                         
 
Die Verweildauern  𝑡𝑖  für den jeweiligen Knoten  𝑤𝑖  werden wie beim M/M/1/∞-
Wartesystem a priori festgelegt. Die technologische Zuverlässigkeit auf dem gesamten 
Pfad berechnet sich aus dem Produkt der Einzelzuverlässigkeiten  𝑍𝑄𝑖 𝑡𝑖  zu: 
                                                      𝑍𝑄 𝑡 =  𝑍𝑄𝑖 𝑡𝑖 
𝑖=𝑛
𝑖=1                                              
Dabei entspricht  𝑛 der Anzahl der Knoten. 
Die maximale Warteschlangenlänge in einem Knoten, die mit einer statistischen Sicher-
heit  𝑆 nicht überschritten wird, berechnet sich zu: 







                   
  
Bestimmung der Systemzuverlässigkeit 
 
1. Berechnung der Systemverfügbarkeit der Betrachtungseinheiten bzw. Netz-
komponenten. 
1. Aufstellen des Zustandsmodells mit allen Übergängen 
2. Ableitung der Übergangsmatrix  𝐴  mit Hilfe der Formel (55) 
3. Ersatz einer Gleichung des homogenen Gleichungssystems (54) durch die Be-
stimmungsgleichung (56), dabei wird möglichst eine stark besetzte Zeile  𝑘 der 
Übergangsmatrix  𝐴  ausgewählt. 
4. Berechnung der Systemdeterminante  𝐷 =  𝐴   
5. Berechnung der Zählerdeterminanten  𝐷𝑖 . Hierfür werden die Elemente  𝑎𝑗𝑖  der 
Spalte 𝑖 der Übergangsmatrix  𝐴  wie folgt geändert: 
                                                  𝑎𝑗𝑖 = 0  ∀  𝑗 ≠ 𝑘                                                 
das heißt, das Element  𝑎𝑘𝑖  der Spalte  𝑖 und der Zeile  𝑘, in welcher die Be-
stimmungsgleichung (56) steht, bleibt erhalten. 
6. Die Zustandswahrscheinlichkeiten  𝑃𝑖  berechnen sich zu: 
                                                          𝑃𝑖 =
𝐷𝑖
𝐷





7. Berechnung der Systemverfügbarkeit für die relevanten Betriebszustände zu: 
                                                     𝑉𝑆𝑦
𝑘 =  𝑃𝑖
𝑚
𝑖=0                                            
wobei  𝑚 in Abhängigkeit des Betriebszustandes  𝜅 im konkreten Fall festzule-
gen ist. 
 
2. Berechnung der Systemverfügbarkeit der Pfade im Kommunikationsnetz 
Die Systemverfügbarkeit  𝑉𝑆𝑦  berechnet sich aus den Elementeverfügbarkeiten bzw. den 
Verfügbarkeiten der Betrachtungseinheiten  𝑉𝑖 . 
Bei einem Seriensystem zu: 
                                                      𝑉𝑆𝑦 =  𝑉𝑖
𝑛
𝑖=1                                                           
 
Bei einem Parallelsystem zu: 
                                                      𝑉𝑆𝑦 = 1 −   1 − 𝑉𝑖 
𝑛
𝑖=1                                                
 
Bestimmung der Securityzuverlässigkeit 
 
In dem Leitfaden wird das Modell 2 mit den Betriebszuständen betrachtet. 
1. Nach dem Modell 2.1 aus Abbildung 25 sind zwei Szenarien zu berechnen. 
Szenario 1: 
Die Eingabeparameter sind die Angriffe  𝜆 𝑆 = 𝜆 und die Nennbetriebszuverlässigkeit  
𝑍0
 𝑆 = 𝑃0. Ausgabeparameter ist die Instandsetzungsrate  𝜇
 𝑆 = 𝜇. Diese wird durch 
Umstellung der Formel (103) nach der Instandsetzungsrate berechnet zu.                                             
                                                              𝜇 =
𝜆  𝑃0
1−𝑃0
                                                         
Daraus kann der Erwartungswert der Instandsetzungsdauer  𝐸 𝑇𝜇
 𝑆  =
1




Die Eingabeparameter sind die Instandsetzungsrate  𝜇 𝑆 = 𝜇 bzw. der Erwartungswert 
der Instandsetzungsdauer  𝐸 𝑇𝜇
 𝑆   und die Nennbetriebszuverlässigkeit  𝑍0




Ausgabeparameter ist die zulässige Angriffsrate  𝜆 𝑆 = 𝜆. Die Umstellung der Formel 
(103) nach der Angriffsrate ergibt:          
                                                               𝜆 = 𝜇
1−𝑃0
𝑃0
      
                                                 
2. Nach dem Modell 2.2 aus Abbildung 25 sind folgende Szenarien zu berechnen. 
Szenario 1: 
Eingabeparameter sind die Angriffsraten, die auf die beiden Übergänge zum Störbetrieb  
𝜆1
 𝑆 = 𝜆1 bzw. Kollaps  𝜆3
 𝑆 = 𝜆3 aufgeteilt werden und die Instandsetzungsraten  
𝜇 𝑆 = 𝜇 aus Modell 2.1. Ausgabeparameter sind die Zustandswahrscheinlichkeiten für 
die Betriebszustände. 
Szenario 2: 
Eingabeparameter sind die Angriffsraten, die auf die beiden Übergänge zum Störbetrieb 
𝜆1
 𝑆 = 𝜆1 bzw. Kollaps  𝜆3
 𝑆 = 𝜆3 aufgeteilt werden und die Instandsetzungsraten 
𝜇 𝑆 = 𝜇 aus Modell 2.1. Die Aufteilung erfolgt komplementär zum Szenario 1. Aus-
gabeparameter sind die Zustandswahrscheinlichkeiten für die Betriebszustände. 
Szenario 3: 
Eingabeparameter sind die Angriffsraten, die auf die beiden Übergänge zum Störbetrieb 
𝜆1
 𝑆 = 𝜆1 bzw. Kollaps  𝜆3
 𝑆 = 𝜆3 aufgeteilt werden und die vorgegebenen Instand-
setzungsraten  𝜇 𝑆 = 𝜇. Ausgabeparameter sind die Zustandswahrscheinlichkeiten für 
die Betriebszustände. 
Szenario 4: 
Eingabeparameter sind die Angriffsraten, die auf die beiden Übergänge zum Störbetrieb 
𝜆1
 𝑆 = 𝜆1 bzw. Kollaps  𝜆3
 𝑆 = 𝜆3 aufgeteilt werden und die vorgegebene Instand-
setzungsrate  𝜇 𝑆 = 𝜇. Die Aufteilung erfolgt komplementär zum Szenario 3. Ausgabe-
parameter sind die Zustandswahrscheinlichkeiten für die Betriebszustände. 
Szenario 5: 
Eingabeparameter sind die Angriffsraten, die auf die beiden Übergänge zum Störbetrieb 
𝜆1
 𝑆 = 𝜆1 bzw. Kollaps  𝜆3
 𝑆 = 𝜆3 aufgeteilt werden und die Betriebszustandswahr-
scheinlichkeit 𝑍0
 𝑆 + 𝑍1
 𝑆 = 𝑃0 + 𝑃1. Ausgabeparameter ist die erforderliche Instand-
setzungsrate  𝜇 𝑆 = 𝜇 bzw. der Erwartungswert der Instandsetzungsdauer 𝐸 𝑇𝜇








keit  𝑃0 + 𝑃1 = 1 − 𝑃2 kann nach Formel (110) die erforderliche Instandsetzungsrate 
berechnet werden. 
Mit  𝑝 = 2𝜆3 + 𝜆1 −
𝜆3
𝑃2
 und  𝑞 = 𝜆3




  ergibt sich für die Instand-






− 𝑞 .  
Szenario 6: 
Eingabeparameter sind die Angriffsraten, die auf die beiden Übergänge zum Störbetrieb 
𝜆1
 𝑆 = 𝜆1 bzw. Kollaps  𝜆3
 𝑆 = 𝜆3 aufgeteilt werden und die Betriebszustandswahr-
scheinlichkeit 𝑍0
 𝑆 + 𝑍1
 𝑆 = 𝑃0 + 𝑃1. Die Aufteilung erfolgt komplementär zum Szena-
rio 5. Ausgabeparameter ist die erforderliche Instandsetzungsrate  𝜇 𝑆 = 𝜇 bzw. der 
Erwartungswert der Instandsetzungsdauer 𝐸 𝑇𝜇
 𝑆  =
1
𝜇
. Mit der Vorgabe einer Ausfall-
rate von  𝜆1, 𝜆3 und der Betriebszustandswahrscheinlichkeit  𝑃0 + 𝑃1 = 1 − 𝑃2 kann 
nach Formel (110) die erforderliche Instandsetzungsrate berechnet werden. 
Mit  𝑝 = 2𝜆3 + 𝜆1 −
𝜆3
𝑃2
 und  𝑞 = 𝜆3




  ergibt sich für die Instand-






− 𝑞.  
 
Bestimmung der Prozesszuverlässigkeit 
 
Aus der angenommenen Unabhängigkeit der analysierten Teilzuverlässigkeiten kann die 
Prozesszuverlässigkeit aus dem Produkt der drei Teilzuverlässigkeiten gebildet werden. 
 
                                        𝑍Π 𝑡 = 𝑍𝑆𝑦 𝑡 ⋅ 𝑍𝑄 𝑡 ⋅ 𝑍𝑆𝑒𝑐 (𝑡)          




                          
