Abstract-We provide an overview of our work to date on the parallelization of implicit time domain methods, in particular the alternating direction implicit finite-difference time-domain method (ADI-FDTD). First we describe a domain decomposition scheme for parallel ADI-FDTD in three dimensions that is suitable for implementation on widely available high performance computer architectures such as symmetric multiprocessors (SMP) and distributed memory computer clusters (DMCC). We present a selection of benchmark results for parallel solutions for domains of up to 8 billion mesh cells, and compare against standard parallel FDTD. The results indicate that a useful speed-up can be obtained with ADI-FDTD for large, highly oversampled meshes. We also present a formulation and benchmark results for parallel ADI-Body Of Revolution-FDTD. Our demonstration of parallel speed up represents an important step forward for the application of implicit time domain solvers. We expect that our parallelisation approach can be adopted for related implicit FDTD methods.
INTRODUCTION
The parallelisation of implicit time domain solvers is essential for applications requiring large, highly over-sampled meshes that exceed the memory limitations of standalone workstations [1] . Prime application examples include large arrays of small antennas, and on-chip interconnects for state of the art integrated circuits (IC) [2, 3] . The need for highly over sampled meshes in these applications can be illustrated by example. Current on-chip IC interconnect widths can be as low as 22 nm or less, yet cover an area > 100 (mm) 2 and transmit signals with fundamental frequencies in the range DC-10 GHz. Typically, transient effects involving high frequencies are of the most interest, but even this can still require meshes with ∆x < (λ 0 /10 6 ), i.e., four to five orders of magnitude smaller than for typical FDTD meshes (neglecting considerations relating to material properties). It is not practical to use explicit FDTD solvers for such meshes, even in parallel, because the Courant-Friedrichs-Lewy (CFL) stability criteria enforces a commensurate reduction in the time step size for numerical reasons. While implicit FDTD solvers, such as ADI-FDTD, offer freedom from the CFL stability criteria, it has been presumed that parallel implementations on all but the most specialised architectures [4] would be of little benefit due to the high communication overhead. However, we have been able to show that this is not the case [5] .
In this Paper we present an overview of our work to date on the parallelisation of implicit time domain methods, including parallel ADI-FDTD [1, 5] and parallel ADI-BOR-FDTD [6] on both symmetric multiprocessor (SMP) and distributed memory computer clusters (DMCC). In Section 2 we describe our domain decomposition scheme. In Section 3 we present benchmarking results for domains of up to 8 billion mesh cells. In Section 4 we present a parallel ADI-BOR-FDTD formulation and results. We present our concluding remarks in Section 5.
PARALLELISATION APPROACH
The ADI-FDTD iteration comprises two substeps which each require solving a tridiagonal matrix system of equations over the three orthogonal Cartesian planes of the domain. For the sake of brevity we do not include the equations here, because they can be found elsewhere [1, 5] . We do not parallelise the tridiagonal matrix solver itself, because each 2D matrix must have more than 4,000 (40,000) elements per direction before this becomes efficient for SMP (DMCC) machines. This requires 3D domains that are at or beyond current memory limits for state of the art machines. Instead, we decompose the domain in two directions as shown in Figure 1 and solve the resulting multiple, smaller, tridiagonal matrix systems in parallel.
The highlighted region in Figure 1 (a) (local sub-domain) is employed for all explicit updates and the implicit updates of electric field components along x and y directions. These updates are based solely on the local sub-domain data so they do not require data stored inside other sub-domains (except for fields on the surface of their nearest neighbours, as for standard FDTD). However, for updates along the z-direction, the sub-domains take the form of the highlighted region in Figure 1 (b), requiring data from within local sub-domains to be communicated between processors. Although careful ordering of the communications ensures that data handling is minimized, this forms the rate-limiting step of the procedure. The overhead is proportional to the volume of the sub-domains. 
PERFORMANCE BENCHMARKING
The code was developed in the C programming language using a message passing interface (MPI) library. Benchmark simulations were run on an SMP machine (IBM p690, Linux, Power 4+ 1.9 GHz 32 processors, 32 GB of shared RAM) and a DMCC machine (36 nodes with two dual-core Opteron 2222 3 GHz processors, 32 GB of RAM per node, DDR Infiniband interconnects). The computational domain was bounded either by the Mur 1st order ABC or 10 cells of the CPML boundary condition. Our investigations of the ADI-FDTD method resulted in improvements to the standard implementations of the Mur 1st order ABC [7] and CPML boundary condition [8] . Both of our improved boundary conditions treated the intermediate variables as non-physical variables, so that they are consistent with the ADI-FDTD scheme, although we do not repeat the details here for the sake of brevity. In order to aid the comparison of our benchmark results against other serial ADI-FDTD codes, we used the standard boundary conditions referenced in [7, 8] .
The inverse runtimes and scaling efficiencies for the IBM p690 are presented in Figure 2 . For the smallest domain (250 3 cells), there is an almost linear relation between inverse runtime and number of processors for single precision, confirming the good scalability of the algorithm. Efficiencies slightly in excess of 100% are attributed to caching effects. Despite having twice the communication overhead, the double precision simulations only took 40% longer, indicating that the benefit of solving multiple tridiagonal matrix systems of equations in parallel outweighs the communication penalty. For the 500 3 domain, the characteristics suffer from nonlinearities but the computational speedup remains significant, with efficiencies above 60%.
The DMCC gave a similar performance improvement from parallelization, as shown in Figure 3 . Since the inter-process memory bandwidth is reduced compared to the SMP machine, linear inverse runtime characteristics are only observed for single precision computations in the smallest domain. The double precision runtimes are about twice as long for large numbers of processors which suggests that communication time outweighs the computation time. Nonetheless, employing parallel ADI-FDTD algorithm for ultra large mesh size computations (1000 3 and 2000 3 ) still provides a scalable speedup even for ultra large meshes. For the largest domain (2000 3 ) we attribute the non-linearities to the volume-proportional communication overhead, influence of cache size, load changes due to other cluster users, and non-optimal code placement by the queuing system with respect to the number of switches between communicating processors. Although the application of CPML as a boundary condition results in smaller reflections than for Mur ABC, the runtime increases by 20%. Although not shown here, the effects of cumulative propagation error are such that the agreement of the far field pattern of a Hertzian dipole computed with ADI-FDTD compares well with the analytical solution up to CFL = 10. We benchmarked the code by simulating the electromagnetic field inside a cylindrical perfect electric conductor cavity resonator excited by a differentiated Gaussian pulse point source. The runtime and efficiency is shown in Figure 4 for simulations of 80 × 120 and 1600 × 2400 cells on the SMP machine. Surprisingly, the efficiency can be above 100% for large-scale (1600 × 2400 mesh) parallel BOR-FDTD and ADI-BOR-FDTD simulations due to cache effects [10] . 
CONCLUSIONS
Practical applications of implicit time domain methods such as ADI-FDTD are likely to require large amounts of memory that can be most economically accessed by exploiting parallel computer architectures. We have demonstrated good scalability on the widely available SMP and DMCC architectures, for domains of up to 8 billion mesh cells for 3D ADI-FDTD, and also for ADI-BOR-FDTD. We expect that our parallelisation approach can be adopted for related implicit FDTD methods.
