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Abstract
Fermionic Brownian paths are defined as paths in a space para-
metrised by anticommuting variables. Stochastic calculus for these
paths, in conjunction with classical Brownian paths, is described;
Brownian paths on supermanifolds are developed and applied to estab-
lish a Feynman-Kac formula for the twisted Laplace-Beltrami operator
on differential forms taking values in a vector bundle. This formula
is used to give a proof of the Atiyah-Singer index theorem which is
rigorous while being closely modelled on the supersymmetric proofs
in the physics literature.
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1 Introduction
These lectures concern a generalisation of Brownian paths to include fermion-
ic paths, which are paths in spaces parametrised by anticommuting variables.
The aim of this work is to provide a rigorous version of some heuristic con-
structions used with great effect in quantum physics, and in application to
geometry.
While fermionic paths do not directly model any physical quantity, they
provide a technique for investigating differential operators on spaces of func-
tions of anticommuting variables; since one can obtain an analogue of the
Schro¨dinger representation for fermion operators in quantum physics using
just this kind of operator, such paths are useful in path integral quantisation
of theories with fermions, as was first observed in a highly original paper
of Martin [14]. Additionally, functions on carefully constructed supermani-
folds are equivalent to differential forms or spinor fields, which can then be
analysed by the geometric fermionic path integration techniques described in
these lectures. It is of course possible to handle fermionic quantization with-
out using anticommuting variables; however, in the author’s opinion, they
are a valuable aid to intuition, particularly in supersymmetric models, and
these lectures are presented in the hope of showing that such variables also
have analytic power.
Section 2 of these lectures introduces fermionic Brownian paths, and the
corresponding Wiener measure; a brief review of conventional stochastic cal-
culus and its use in deriving Feynman-Kac (or path integral) formulae for
diffusion operators is then given. In section 4 it is shown how these methods
may be extended to include fermionic paths. Section 5 reviews the standard
construction of Brownian paths on manifolds, and extends the construction
to paths on carefully chosen supermanifolds, leading to a Feynman-Kac for-
mula for the Laplace-Beltrami operator on twisted differential forms. In the
final section these techniques are applied to give a rigorous version of the
supersymmetric proofs of the Atiyah-Singer index theorem. A more formal
account of this work, with analytic details, may be found in [16].
The following conventions will be used: even variables, which anticom-
mute with all variables, will be denoted by lower case latin letters, while odd
variables, which anticommute with one another but commute with even vari-
ables, will be denoted by lower case greek letters. Bm,n will denote the space
whose elements are m+n-tuples (x1, . . . , xm, θ1, . . . , θn) with x1, . . . , xm even
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and θ1, . . . , θn odd. The space of functions of n odd variables θ1, . . . , θn of
the form
f(θ1, . . . , θn) =
∑
µ∈Mn
fµθ
µ1 . . . θµk (1)
where each µ = µ1 . . . µk is a multi-index, with 1 < µ1 ≤ . . . ≤ µk < n,
and Mn denotes the set of all such multi-indices (including the empty one),
will be denoted G∞(n). The coefficients fµ will take values in some specified
space. Integration of functions of anticommuting variables will follow the
Berezin prescription [3] ∫
dnθ f(θ) = f1...n (2)
where f1...n is the coefficient of θ
1 . . . θn in the expansion (1) of the function
f . The integral kernel of an operator H on the function space G∞(n) is a
function H(θ1, . . . , θn, φ1, . . . , φn) of 2n anticommuting variables such that
Hf(θ) =
∫
dnφH(θ, φ)f(φ). (3)
A useful feature of the Berezin integral is that it allows the trace of an oper-
ator to be calculated from its kernel; it can be shown by explicit calculation
that
trH =
∫
dnθH(θ,−θ). (4)
Through out these lectures the language of probability theory will be used for
fermionic analogues; however such analogues do not have all the properties
of their classical counterparts. For instance, the Grassmann Wiener measure
defined in the next section is not a true measure, but it seems useful to
use the same terminology, indicating the departure from convention by the
prefix G, so that, for example, Grassmann Wiener measure is said to be a
G-measure.
2 Fermionic Brownian paths
The fermionic analogue of Brownian paths and Wiener measure will now be
defined. Letting I denote the closed interval [0, t] of the real line, Grass-
mann Wiener measure is a G-measure on (B0,2n)I , the space of paths in 2n-
dimensional anticommuting space. A typical element of this space is denoted
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(θ1(t), . . . , θn(t), ρ1(t), . . . , ρn(t)|t ∈ I) or (θ(t), ρ(t)|t ∈ I). The G-measure is
then defined by specifying its finite distributions. That is, suppose that G is
a function on (B0,2n)I which actually only depends on θ(ti), ρ(ti) at a finite
set of times ti, i = 1, . . . , N with 0 ≤ t1 < . . . < tN ≤ t, so that
G(θ(t), ρ(t)) = G(θ(t1), ρ(t1), . . . , θ(tN), ρ(tN)). (5)
Then
E[G] =def
∫
dµF G
=def
∫
dnNθ dnNρFN (θ
1, ρ1, . . . , θNρN)G(θ1, ρ1, . . . , θNρN) (6)
where
FN(θ
1, ρ1, . . . , θNρN ) = exp
[
−(ρ1.θ1+ρ2.(θ2−θ1)+. . .+ρN(θN−θN−1))
]
(7)
with
ρr.θr =
n∑
i=1
ρirθir (8)
for r = 1, . . . , N . The distribution FN corresponds to the heuristic fermionic
path integral measure exp
∫ t
0 ψ(s)ψ˙(s) ds. The distributions FN all have
weight one, so that they are probability distributions. They also obey the
consistency condition∫
dnθr dnρr FN(θ
1, ρ1, . . . , θNρN ) = FN−1(θ
1, ρ1, . . . , θˆr, ρˆr, . . . , θNρN), (9)
where the caret indicates omission of an argument. Functions such asG above
are called G-random variables. Particular examples are θs = θi(s) and ρs =
ρi(s) for some i, 0 ≤ i ≤ n and some s, 0 < s < t. The collection {θis, ρis|i =
1, . . . , n, s ∈ I} is called fermionic Brownian motion. More complicated G-
random variables, such as
∫ t
0 V (θs, ρs)ds, can be defined by a limiting process.
One has the Feynman-Kac formula
(exp−Ht)f(θ) = E[exp(−
∫ t
0
Vµνθ
µ
s (iρs)
νds)f(θ + θt)] (10)
where H =
∑
µ,ν∈Mn Vµνθ
µ( ∂
∂θ
)ν [18]. (Note that the free fermionic Hamilto-
nian is zero.)
This measure can be combined as a direct product with conventional
Wiener measure on Rm to give a measure on the space (Bm,2n)I of paths in
the superspace Bm,2n.
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3 Stochastic calculus
Heuristic derivations of path integral formulae meet greater difficulties when
considering (even in a purely bosonic setting) Hamiltonians of the form
H = −1
2
gij(x)∂1∂j + h
i(x)∂i + V (x). (11)
It is possible to handle the direct, time-slicing approach to such Hamiltoni-
ans in an analytically rigorous way, but this approach is not always useful,
because it requires a knowledge of the very operator one is hoping to study,
or of a closely related operator. Much more effective are the techniques
of stochastic calculus. These are unfamiliar to many physicists, and so a
summary of those aspects of the standard theory which are important in ap-
plications to diffusions (or imaginary-time Schro¨dinger equations) will now
be given, before showing how these methods may be extended to fermionic
Brownian motion.
Brownian paths (bs|s ∈ I) are almost nowhere smooth, but nevertheless
sufficiently regular for
∫ t
0 fsdbs to be defined in the following manner: let
fs = f({bu|u ≤ s}) with
E
[∫ t
0
|fs|2 ds
]
<∞. (12)
(This is a rather loose definition of an adapted stochastic process on Wiener
space.) Then ∫ t
0
fsdbs = lim
N→∞
2N−1∑
r=0
ftr(btr+1 − btr), (13)
where tr = rt/2
N . It
sp o integrals with respect to multi- dimensional Brownian motion may be
defined in a similar manner. (A fuller account of this may be found in a
number of places; for physicists the work of Simon is an accessible account.)
A crucial formula is the It
sp o formula for the change of variable. Suppose that a1t , . . . , a
p
t are stochastic
integrals on the Wiener space of Brownian paths in Rm over the time interval
I; that is, there exist adapted stochastic processes f ia,s, g
i
s, i = 1, . . . p, a =
1, . . .m, s ∈ I and random variables ai0, i = 1, . . . , p such that
ais = a
i
0 +
∫ s
0
[
m∑
a=1
f ia,udb
a
u + g
i
sds]. (14)
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Then, if F is a sufficiently regular function of p variables, F (a1t , . . . , a
p
t ) is
also a stochastic integral and
F (a1s, . . . , a
p
s)− F (a10, . . . , ap0)
=
∫ s
0
p∑
i=1
m∑
a=1
∂iF (a
1
u, . . . , a
p
u)(f
i
a,u + g
i
u) du
+1
2
p∑
i,j=1
m∑
a=1
∂i∂jF (a
1
u, . . . , a
p
u)f
i
a,uf
j
a,uds. (15)
This formula is proved much as the corresponding formula in conventional
calculus is proved; the key estimate is that
E
[
(bas+δs − bas)(bcs+δs − bcs)
]
= 1
2
δacδs, (16)
which accounts for the presence of the second order term in (15).
This formula will now be applied to obtain a path-integral expression for
exp(−Ht) when H is a second order elliptic operator on Rm of the form (11).
First suppose that functions eia(x), i = 1, . . . , m, a = 1, . . . , p satisfy
eia(x)e
j
a(x) = g
ij(x). (17)
(Here and in the remainder of the paper the summation convention that
repeated indices are to be summed over their range will be used.) Then
consider the stochastic differential equation
xis = x
i +
∫ s
0
(eia(xu)db
a
u − hi(xu)du) (18)
where xi ∈ Rm. (Such equations are known to have unique solutions xs,
provided that the functions gij and hi are sufficiently regular.) Given f ∈
C∞, set
Fs(f, x) = exp
[
−
∫ s
0
V (xu)du
]
f(xs). (19)
Then, applying the It
sp o formula (15), one obtains
Fs(f, x)− F0(f, x) =
∫ s
0
[
exp
[
−
∫ u
0
V (xv)dv
]
×
(
−V (xu)f(xu)du + ∂if(xu)(eia(xu)dbau − hi(xu)du
+ 1
2
∂i∂je
i
a(xu)e
j
a(xu)du)
)]
. (20)
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If the operator Us on C
∞(Rm) is now defined by setting
Usf(x) = E(Fs(f, x), (21)
then (using the fact that the expectation of the It
sp o integral of an adapted function is always zero), one finds that
Usf(x)− f(x) =
∫ s
0
UuHf(x)du (22)
where H is the operator
H = −1
2
gij(x)∂1∂j + h
i(x)∂i + V (x), (23)
and hence
Us = exp−Hs, (24)
so that the Feynman-Kac formula
(exp−Hs)f(x) = exp
[
−
∫ s
0
V (xu)du
]
f(xs) (25)
has been established.
4 Fermionic paths and stochastic calculus
Fermionic paths can be incorporated into stochastic calculus, but it is nei-
ther necessary nor possible to define integrals along fermionic paths. In the
case of standard, bosonic Brownian paths, stochastic integrals allow path
integral quantization techniques to handle Hamiltonians which are arbitrary
second-order elliptic operators of the form (11); in the case of fermionic
paths, because they are defined in phase space, all derivative operators can
be handled by the simple Feynman-Kac formula (10), without the necessity
of introducing stochastic integrals. Moreover, it can be seen in a number of
ways that fermion paths are too irregular to allow any simple analogue of
the It
sp o integral; inspection of the Fourier mode analysis of fermionic Brownian
paths in [18] indicates that their derivatives would be divergent, while the
lack of explicit time-dependence in the fermionic Wiener distributions (7)
means that increments of all orders remain of order 1, and thus no analogue
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of the It
sp o formula (15) exists for fermions unless one includes derivatives of all
orders.
However fermionic paths can be included in the integrand of bosonic It
sp o integrals, with the corresponding It
sp o formula being that, if
Z is = Z
i + k(θs) +
∫ s
0
hi(Zu, θu, ρu)du+
∫ t
0
eia(Zu, θu, ρu)db
a
u (26)
then, for sufficiently regular functions F ,
F (Zs)− F (Z0) =E
∫ u
0
[
(hi(Zu, θu, ρu) + e
i
a(Zu, θu, ρu)db
a
u)∂iF (Zu)
+1
2
eij(Zu, θu, ρu)e
j
a(Zu, θu, ρu)∂i∂jF (Zu)du
]
, (27)
where the symbol =E indicates that two G-random variables have equal ex-
pectations. This leads to a Feynam-Kac formula for Hamiltonians which
resemble (11) but include fermion operators. Full details may be found in
[19].
5 Brownian paths on supermanifolds
In this section the approach to Brownian paths on manifolds which may be
found in the work of Elworthy [6], Malliavin [13] and Ikeda and Watanabe
[10] will be briefly reviewed and then extended to Brownian paths on super-
manifolds.
The theory of geometric Brownian paths on Riemannian manifolds has
two components. First, suppose that Va, a = 1, . . . , p are vector fields on
an m-dimensional manifold M . Then, in local coordinates xi, i = 1, . . . , m
on some coordinate patch of M , Va = V
i
a (x)(∂/∂x
i). If one considers the
stochastic differential equations
xis = x
i +
∫ s
0
[V ia (xu)db
a
u +
1
2
V ja (xu)∂jV
i
a (xu)du], (28)
(with ba being p-dimensional Brwonian motion), one finds that under change
of coordinate xi → x˜i(x) this stochastic differential equation transforms co-
variantly – the non- tensorial part of the equation exactly compensates for
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the second order term in the It
sp o formula for change of variable. The Stratonovich integral allows one to
systemise this; given two stochastic integrals X and Y with
Xs =
∫ s
0
[fa,udb
a
u + f0,udu],
Ys =
∫ s
0
[ga,udb
a
u + g0,udu], (29)
the Stratonovich differential is defined by setting
Ys ◦ dXs =def Ys(fa,sdbas + f0,sds) + 12fa,sga,sds. (30)
The integrand in (28) can then be expressed as V ia (xu) ◦ dbau. Stratonovich
integrals have much better transformation properties than It
sp o integrals, and are thus useful in a geometric context.
The covariance of equation (28) allows one to solve the equation globally
on the manifold (although quite sophisticated patching techniques between
different coordinate patches are required). We have seen above that a solu-
tion to a stochastic differential equation provides us with a Feynman- Kac
formula for a Hamiltonian which may be deduced from the stochastic differ-
ential equation. In the case of the stochastic differential equation (28) the
corresponding Feynman-Kac formula is
exp(−Hs)f(x) = Ef(xs) (31)
with Hamiltonian
H = −1
2
V iaV
j
a ∂i∂j − 12V ja ∂jV ia∂i
= −1
2
VaVa (32)
This Hamiltonian is globally defined, as one would expect from the covariance
of the corresponding stochastic differential equation.
The second component in the theory of geometric Brownian paths on an
m-dimensional Riemannian manifold M is the existence of a canonical set of
vector fields Va, a = 1, . . . , m on O(M), the bundle of orthonormal frames on
M . In local coordinates about the point (x, ea) of O(M),
Va = e
i
a∂i − eiaejbΓijk
∂
∂ekb
. (33)
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These vector fields lead, by the process described above, to a Feynman-Kac
formula for the Hamiltonian
H = −1
2
VaVa (34)
which is the scalar Laplacian when applied to functions on O(M) which
depend on x but not on ea, that is, to functions on M .
By using fermionic paths (in addition to bosonic ones) on a carefully
constructed supermanifold, it is possible to extend this approach to obtain
a Feynman-Kac formula for the Laplace-Beltrami operator L = 1
2
(d+ δ)2 on
the space of forms on a Riemannian manifold, and to the twisted Laplace-
Beltrami operator on forms which take their values in a vector bundle over
the manifold.
Given an m-dimensional Riemannian manifold M , together with an n-
dimensional Hermitian vector bundle E over M , the required supermanifold
S(E) has dimension (m,m+ n) and is constructed in the following manner.
Suppose that {Uα} is an open cover of M by coordinate neighbourhoods
which are also trivialisation neighbourhoods of the bundle E, with
hαβ : Uα ∩ Uβ → U(n) (35)
the transition functions of the bundle. Then the required supermanifold has
local coordinates xi(α), i = 1, . . . , m, θ
i
(α), i = 1, . . . , m, η
p
(α), p = 1, . . . , n with
coordinate changes on overlapping neighbourhoods being as on the underly-
ing manifold for the even coordinates xi and, for the odd coordinates,
θi(β) =
∂xi(β)
∂xj(α)
θj(α)
ηp(β) = hαβ
p
q(x(α))η
q
(α). (36)
(Full details of the patching construction of this supermanifold from its tran-
sition functions may be found in [17].)
Now functions on this supermanifold of the form
f(x, θ, η) =
n∑
p=1
∑
µ∈Mn
fµp(x)θ
µηp (37)
correspond to twisted forms on M with θµ ↔ dxµ, and the action of a
U(n) matrix (Apq) represented by A
p
qη
q ∂
∂ηp
. The Laplace- Beltrami operator
10
1
2
(d + δ)2 can thus be expressed as a differential operator on this space. In
fact one can extend the proof of the Weitzenbock formula given by Cycon,
Froese, Kirsch and Simon [5] to obtain the twisted Weitzenbock formula
1
2
(d+ δ)2 = −1
2
(B − Rji (x)θiδθj − 12Rkijl(x)θiθkδjδl
+ 1
4
[ψi, ψj]Fijp
q(x)ηpδηq ), (38)
where B is the twisted Bochner Laplacian
B = gij(DiDj − ΓkijDk) (39)
with
Di = ∂i + Γ
k
ij(x)θ
jδθk + A
s
irη
rδηs , (40)
and δθi = ∂/∂θ
i, δηp = ∂/∂η
p and ψi = θi + gij(x)δθj .
Now let S(O(M), E) denote the supermanifold obtained by including even
coordinates in S(E) so that the underlying even manifold is O(M), and
consider the vector fields Wa, a = 1, . . . , m on this supermanifold where
Wa = e
i
a∂i − ejaekbΓijk
∂
∂eib
− ejaθkΓijkδθi − ejaηrAsjrδηs . (41)
Because of the particular nature of the transition functions of S(O(M), E)
this defines m vector fields globally on S(O(M), E). Now
WaWa = B, (42)
and thus, if we find stochastic processes xis, ξ
i
s, e
i
a,s, η
p
s , i, a = 1, . . . , m, p =
1, . . . , n which satisfy
xis = x+
∫ s
0
eia,u ◦ dbu
eia,s = e
i
a +
∫ s
0
−ela,uΓikl(xu)ekb,u ◦ dbbu
ξis = θ
i + θaeia,s +
∫ s
0
(−ξjuΓijk(xu)ekb,u ◦ dbbu
−θaudeia,u + i4ξjuRijkℓ(xu)ξkuπℓudu)
ηps = η
p +
∫ s
0
(−eja,uηquApjq(xu) ◦ dbau
+1
4
ηqu(ξ
i
u + iπ
i
u)(ξ
j
u + iπ
j
u)Fijq
p(xu)du), (43)
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where
πis = e
i
a,sρ
a
s , (44)
then one obtains the Feynman-Kac formula
exp−(Ls)f(x, θ, η) = E[f(xs, ξs, ηs)] (45)
where L is the twisted Laplace-Beltrami operator 1
2
(d+δ)2 and f is a function
of the form (37).
6 Applications to geometry
As an illustration of the analytic power of this techniques, the Atiyah-Singer
index theorem for the twisted Hirzebruch signature theorem will now be
proved. (It was shown by Atiyah, Bott and Patodi [2] that the full theorem
follows from this special case by K-theoretic arguments.) The proof is a rig-
orous version of the supersymmetric proofs of the index theorem introduced
by Alvarez-Gaume´ [1] and by Friedan and Windey [8]. Various other authors
have used probabilistic methods to prove the index theorem [4, 7, 11, 12, 21],
but these works do not use the fermionic paths described in this paper, which
are a rigorous version of the paths used in [1] and [8].
The proof makes use of the McKean and Singer formula for the index I
of the twisted Hirzebruch signature complex [15]
I = Trγ5 exp(−Lt), (46)
where L is the Laplace-Beltrami operator 1
2
(d+ δ)2 as before, and Tr denotes
a full trace over both operators and matrices. The result to be proved is that
I =
∫
M
[
tr exp(
−F
2π
) det
( iΩ/2π
tanh iΩ/2π
)1
2
]
, (47)
where F is the curvature two-form of the connection A on the bundle E, Ω
is the curvature connection of the Riemannian connection on (M, g), and the
square brackets indicate projection onto the m-form component. In fact a
stronger, local result will be proved, that is, it will be shown that at each
point p of the manifold M
lim
t→0
trγ5 exp(−Lt)(p, p) =
[
tr exp(
−F
2π
) det
( iΩ/2π
tanh iΩ/2π
)1
2
]
p
(48)
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where tr denotes a matrix trace.
To evaluate the left hand side of (48), the Feynman-Kac formula (45)
must be used. Addiditionally, several steps in the analysis of Grassmann
variables are required, and Du Hamel’s formula must be used to extract
information about the kernel of exp(−Lt) from information about the action
of the operator on functions. The most important difference between the
approach used in heuristic physicists’ calculations of path integrals in curved
space and the approach used here is that stochastic differential equations
are used, which means that different paths are used but the measure on path
space is unchanged, whereas in the heuristic approach it is the measure which
is changed, which is a much harder task to handle analytically.
Beginning with the anticommuting variables, the first step is to observe
that the action of γ5 on twisted forms is
γ5
∑
µ∈Mn
n∑
p=1
fµp(x)θ
µηp =
∑
µ∈Mn
n∑
p=1
∫
dmρ
1√
det gij
exp iρiθjgij(x)fµp(x)ρ
µηp.
(49)
The operator γ5 is an involution, which resembles the Hodge star operator.
As we are working at one particular point p ∈ M we will use normal
coordinates xi about this point, so that p has coordintaes 0, while
gij(x) = δij − 1
3
xkxℓRk
iℓj(0) + h.o.t.
det(gij(x)) = 1 + h.o.t.
Γkij =
1
3
xℓ(Rℓji
k(0) +Rℓij
k(0)) + h.o.t.
Asir = −12xjFijrs(0) + h.o.t. (50)
It is shown by Cycon, Froese, Kirsch and Simon [5] that for the purposes of
calculating limt→0 trγ
5 exp(−Lt)(p, p) one may replace the manifold M with
R
m and the bundle E over M with the trivial bundle Rm × Cn provided that
the metric and connection are chosen to agree with those on the manifold on
a neighbourhood of p (indentified with a neighbourhood of 0 in Rm by the
coordinate functions) and to be the Euclidean metric and the zero connection
outside some compact region of Rm. Thus from now on these replacements
will be made.
Using the expression (49) for the action of γ5, together with the expression
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(4) for the trace of an operator in terms of a Berezin integral, one finds that
trγ5 exp(−Lt)(0, 0) =
∫
dmρdmθdnη exp(−Lt)(0, 0, ρ,−θ, η,−η) exp iρ.θ .
(51)
Now the Feynman-Kac formula (45) tells us about the action of exp(−Lt)
on functions. Using Du Hamel’s formula [9] one may extract information
about the kernel of this operator. Suppose that H0 is the operator −12∂i∂i
on C∞(Rm). Then Du Hamel’s formula states that
exp(−Lt)(x, x′, θ, θ′, η, η′)− exp(−H0t)(x, x′, θ, θ′, η, η′) =∫ t
0
exp(−L(t− s))(L−H0)[exp−H0s(x, x′, θ, θ′, η, η′)], (52)
where the operators L and H0 act with respect to the variable x, θ and η.
Taking the supertrace of both sides (that is, operating with γ5 and taking
the trace) one finds that
trγ5 exp(−Lt)(0, 0) =
∫
dmθdmρdnη
∫ t
0
[
exp(−L(t− s))(L−H0)
×
(
exp(−H0s(x, 0, ρ, θ, η, π))
)
|x=0,π=−η exp−θ.ρ
]
, (53)
(using the fact that trγ5 exp(−Lt) = 0).
Now
exp(−H0t)(x, 0, θ, θ′, η, η′) =
∫
dmρdnκ
(2πt)−
m
2 exp(
x2
2t
) exp−iρ.(θ − θ′) exp−iκ(η − η′) (54)
so that (using the Feynman-Kac formula (45), and carrying out some inte-
gration)
trγ5 exp(−Lt)(0, 0) = E
[∫
dmθdnηdnκ∫ t
0
ds(2πs)−
m
2 Fs(xt−s, ξt−s, θ, ηt−s, κ) exp−κ.η
]
, (55)
where
Fs(x, θ, ρ, η, κ) = (L−H0)(exp −x
2
2s
exp−iρ.θ exp−iκ.η). (56)
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Now this can be estimated as t tends to 0 in the following way. First let
x1is, ξ
1i
s, η
1p
s satisfy the stochastic differential equations
x1is = b
i
s
ξ1is = θ
i + θasδ
i
a +
∫ s
0
(1
3
ξ1jux
1ℓ
u(Rℓkj
i +Rℓjk
i)dbku
+1
3
ξ1juR
i
jdu− i4ξ1juξ1kuρℓuRjkiℓdu)
η1ps = η
p +
∫ s
0
1
4
η1qu(θ
i
u − iπiu)(θju − iπju)Fijqpdu. (57)
(Here Rijk
l = Rijk
l(0), and indices are raised and lowered by gij(0) = δij .)
Now solutions to this set of stochastic differential equations are close to those
of (43). In fact xs − x1s ∼
√
s3, ξs − ξ1s ∼ s, ηs − η1s ∼ s and eia,s − δia ∼ s
[16]. Thus
lim
t→0
trγ5
(
exp(−Lt)(0, 0)− exp(−L1t)(0, 0)
)
= 0 (58)
where L1 is the Hamiltonian corresponding to the simplified stochastic dif-
ferential equations (57).
This simpler Hamiltonian L1 can be handled by flat space path integral
methods. Use of these, together with further use of Du Hamel’s formula,
shows that
lim
t→0
trγ5 exp(−L1t)(0, 0)
= lim
t→0
∫
dmρdmθdnη exp(−L1t)(0, 0, ρ,−θ, η,−η) exp iρ.θ
= lim
t→0
∫
dmρdmθdnη exp(−L2t)(0, 0, ρ,−θ, η,−η) exp iρ.θ (59)
where
L2 = Hx +Hθ +Hη (60)
with
Hx = −
(
1
2
∂i∂i +
1
2
xˆℓ
φj√
2πt
φi√
2πt
Rjiℓ
k∂k
+1
8
xˆkxˆℓ
φiφjφn
′
φm
′
(2πt)2
Rn′ikpRm′jℓ
p
)
,
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Hθ = −1
4
Rijkℓ
φiφj
2πt
ψkψℓ and
Hη = − φ
i
√
2πt
φj√
2πt
Fijp
qηˆpδηq , (61)
with φ =
√
tθ. (This rescaling allows one to pick out those terms which
survive in the limit as t tends to zero. Note that dθ =
√
tdφ.) Now
exp−Hxt(0, 0) can be evaluated using the result given by Simon [20] for
R
2 that, if
H = −1
2
∂i∂i +
iB
2
(x1∂2 − x2∂1) + 18B2((x1)2 + (x2)2), (62)
then
exp−Ht(0, 0) = B
4π sinh(1
2
Bt)
. (63)
Thus, if Ωk
l = 1
2
φiφjRijk
l is regarded as an m×m matrix, skew-diagonalised
as
(Ωk
l) =


0 Ω1 . . . 0 0
−Ω1 0 . . . 0 0
...
...
. . .
...
...
0 0 . . . 0 Ω1
2
m
0 0 . . . −Ω1
2
m
0


, (64)
then
exp−Hxt(0, 0) =
m/2∏
k=1
iΩk
2πt
1
sinh( iΩk
2π
)
. (65)
Also, using fermion paths [18] or direct calculation,
exp−tHθ(θ, θ′)
=
∫
dmρ
(
exp−iρ(θ − θ′)
m/2∏
k=1
(cosh
iΩk
2π
+ (θ2k−1 + iρ2k−1)(θ2k + iρ2k) sinh
iΩk
2π
)
)
. (66)
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Thus
trγ5 exp−Ht(0, 0)
=
∫
dmφ
m/2∏
k=1
iΩk
2π
1
sinh( iΩk
2π
)
cosh
iΩk
4π
tr(exp−φiφjFij
2π
). (67)
Hence
trγ5 exp−Lt(p, p) =
[
tr exp
(−F
2π
)
det
(
iΩ/2π
tanh iΩ/2π
)1
2
]∣∣∣∣∣
p
(68)
as required.
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