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ГЛАВА 1. НЕКОТОРЫЕ ОБЩЕМАТЕМАТИЧЕСКИЕ 
ПОНЯТИЯ 
 
 Высказывания, аксиомы, теоремы. Стандартные обозначения. 
 Логические операции.  
 Основные формулы алгебры высказываний. 
 Множества и операции над множествами. Теоретико-множественные 
кванторы . 
 Принцип включения множеств. 
 Принцип совпадения множеств. 
  
1.1. Высказывания, аксиомы, теоремы 
Стандартные обозначения 
В математике особое место занимают повествовательные пред-
ложения, имеющие форму суждения о рассматриваемых предметах. 
Такие предложения называют высказываниями, утверждениями, 
формулами, соотношениями и т. д. К высказываниям приме-нимы 
вопросы: верно ли (истинно или ложно) данное высказывание или 
при каких условиях оно верно?  
Высказывания, которые объявляются истинами теории, назы-
ваются аксиомами или постулатами. Логические следствия аксиом 
называются теоремами или леммами. 
Примеры математических высказываний 
aba  :  равно b . Здесь и далее знак «: =» употребляется 
вместо фразы «есть (равно) по определению» (двоеточие ставится со 
стороны определяемого объекта). 
aba  :  строго меньше b. 
aba  :  не превосходит b. 
 
1.2. Логические операции  
 
Если α, β  – некоторые высказывания, то с помощью логических 
операций , , , ,  можно строить новые высказывания. 
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Приведем определения этих операций. 
Отрицанием высказывания  называется такое высказывание, 
обозначаемое   (   ) (читается: «не  »), которое является 
истинным, если   ложно, и ложным, если   истинно. 
Конъюнкцией высказываний   и   называется высказывание, 
обозначаемое   (читается: «  и »), которое истинно, если 
истинны оба высказывания   и  , и ложно в остальных случаях. 
Дизъюнкцией высказываний   и   называется высказывание, 
обозначаемое   (читается: «  или »), которое ложно, если 
ложны оба эти высказывания   и  , и истинно в остальных случаях. 
Импликацией высказываний   и   называется высказывание, 
обозначаемое   (читается: «из   следует », или «если  , то    
», или «  влечет », или «  имплицирует »), которое ложно, если 
  истинно, а   ложно, и истинно в остальных случаях. 
Если отмечать истинные высказывания символом 1, а ложные – 
символом 0, то каждому из высказываний  ,,,  
можно поставить в соответствие так называемую таблицу 
истинности, которая указывает его истинность в зависимости от 
истинности высказываний  ,  . Эти таблицы являются формальным 
определением логических операций  ,,, .  
Приведем таблицы истинности высказываний 
 ,,, :  
 
      
 
  0 1 
  1 0 
  
 
        
  
0 1 
0 0 0 
1 0 1 
  

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  
 
 
 
       
  
0 1 
0 0 1 
1 1 1 
          
  
0 1 
0 1 1 
1 0 1 
Любую теорему в математике можно рассматривать как импли-
кацию двух высказываний  . Высказывание   называется усло-
вием теоремы, а высказывание   – заключением теоремы, или   – 
достаточное условие для  , а   – необходимое условие для  . 
Соотношение (теорема)   равносильно тому, что выска-
зывание   необходимо и достаточно для выполнения  , a   необхо-
димо и достаточно для выполнения   (  влечет   и одновременно   
влечет  ). Таким образом, соотношение   можно прочитать 
одним из следующих способов: 
  необходимо и достаточно для ; 
  тогда и только тогда, когда ; 
α,  если и только если ; 
  равносильно  . 
Эквиваленцией высказываний   и   называется высказывание, 
обозначаемое   (читается: «  эквивалентно »), которое истин-
но, когда высказывания   и   истинны или ложны одновременно. 
Множество высказываний, построенное с помощью логических 
операций , , , , , называют алгеброй высказываний. 
 
1.3. Основные формулы алгебры высказываний 
Основными формулами являются следующие: 
1)    ; 
2)    ; 
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3)    ; 
4)    ; 
5)    . 
Из основных формул алгебры высказываний следует, что  
    ; 
      . 
 
1.4. Множества и операции над множествами 
Теоретико-множественные кванторы 
Термин множество объясняется как совокупность, коллекция, 
набор некоторых объектов (элементов множества), объединенных 
по каким-то общим для них признакам. Это объяснение, разумеется, 
нельзя назвать определением, т. к. понятия «множество», «элемент 
множества» относят к первичным, неопределяемым понятиям. Мно-
жества обычно обозначают прописными буквами латинского алфа-
вита: A, B, С, а их элементы – строчными буквами: a, b, с. 
Множества натуральных N, целых Z, рациональных Q, вещес-
твенных R, комплексных C чисел являются примерами числовых 
множеств. 
Запись Xx  означает, что элемент x  принадлежит множеству 
X , в противном случае пишут  XxXx  . 
Множество можно задать, перечислив его элементы:   ,,,, 21 kxxxX  .  
Если множество X  состоит из элементов x , обладающих 
свойством  x , то пишут   xxX  : , например, полуинтервал   10:1,0  xx . 
Если    xxx  : , то получим множество   ::  xxXx  – 
пустое множество множества X , т. е. множество, не содержащее   
ни одного элемента. 
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В записи высказываний о множествах часто используют теоре-
тико-множественные кванторы: 
 – любой, всякий, каждый (all (англ.), any (лат.) – общность);  
 – существует, найдется (exist (англ.), exsistentia (лат.) – 
существование). 
Запись  Aa  означает, что для каждого (любого) элемента 
a  множества A справедливо высказывание  . Запись  Bb  
означает, что существует (найдется) элемент b  множества B , для 
которого высказывание   истинно. Запись  Bb!   означает, что 
существует (найдется) только один (единственный) элемент b из 
множества B , для которого высказывание   истинно. 
Правила построения отрицания для высказывания, содержа-
щего кванторы существования и единственности, даются при помощи 
формул:    xAaxAa  ; 
   xAaxAa  . 
Покажем применение этих правил на примере отрицания 
определения функции, ограниченной на множестве X .  
Пример 1.1. Функция  xf  называется ограниченной на 
множестве RX , если 
   CxfXxC  :R . (1.1) 
Неограниченность функции  xf  на множестве X  означает:    
не существует числа такого C , что для любого Xx  выполняется 
неравенство   Cxf  . Это значит, что для любого числа C  сущес-
твует число Xx , для которого   Cxf  . Поэтому определение 
неограниченной на множестве X  функции  xf  с помощью кванторов 
можно записать так: функция  xf  не ограничена на множестве X , 
если  
   CxfXxC  :R . (1.2) 
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Сравнивая выражения (1.1) и (1.2), мы видим, что для построе-
ния отрицания предложения (1.1) нужно квантор  заменить на ,     
а квантор  – на  и стоящее после двоеточия неравенство заменить 
ему противоположным. 
Операции над множествами 
Пусть универсальному множеству E: = принадлежат все 
рассматриваемые в данной задаче множества. 
Пусть EBEA  , , тогда 
1)     BxAxExBA  ::  – объединение множеств BA и ; 
2)     BxAxExBA  :  – пересечение множеств BA и ; 
3)     BxAxExBA  :\  – разность множеств BA и ; 
4)    ABBABA \\   – симметрическая разность множеств 
BA и . 
Далее  ,x y  – упорядоченная пара элементов x  и y , в которой x  
предполагается первым элементом и y  – вторым, при этом 
         , , .x y t z x t y z      
Определим       YyXxyxYX  :,:  – декартово* произ-
ведение множеств YX и .  
Пример 1.2. Пусть, X = {1, 2}, 
Y = {3, 4}. Каждое из множеств 
YX и  содержит по два элемента. 
Декартово произведение множеств 
YX и  – четырехэлементное 
множество:  
{1, 2}×{3, 4}={(1, 3), (1, 4), (2, 3), (2, 4)}
          (рис. 1.1). 
                                                          
* Декарт Рене (1596–1650) – выдающийся  французский философ, физик, мате-
матик, внесший фундаментальный вклад в теорию научного мышления               
и познания. 
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ГЛАВА 2. ДЕЙСТВИТЕЛЬНЫЕ (ВЕЩЕСТВЕННЫЕ) 
ЧИСЛА 
 
 Аксиоматика и некоторые свойства множества действительных (веществен-
ных) чисел. 
 Расширенная числовая прямая. Арифметические операции. 
 Модуль и знак числа. Выпуклое множество. 
 Верхние и нижние грани числовых множеств. 
 Теорема о существовании и единственности верхней (нижней) грани ограни-
ченного числового множества. 
 
2.1. Аксиоматика и некоторые свойства множества 
действительных (вещественных) чисел 
Множество R  называется множеством действительных (веще-
ственных) чисел, а его элементы действительными (вещественными) 
числами, если во множестве R  определены: 
1) операции сложения «+», иначе говоря, каждой паре чисел x и y из 
R  поставлено в соответствие число R yx , называемое суммой 
чисел x и y; 
2) операции умножения «·», иначе говоря, каждой паре чисел x и y из 
R  поставлено в соответствие число xyR , называемое произве-
дением чисел x и y; 
3) отношение порядка «», иначе говоря, для каждой пары чисел x     
и y из R  определено, истинно или нет неравенство yx  . 
Эти операции и отношение порядка подчинены системе аксиом. 
Аксиомы сложения: 
1) в R  существует нейтральный элемент 0 (называемый в случае 
сложения нулем) такой, что для любого элемента xxx  0R ; 
2) Rx  существует противоположный элемент к x, обозначаемый 
« x » и такой, что   0 xx ; 
3) R zyx ,,  выполнено    zyxzyx   (ассоциативность 
сложения); 
4) R yx,  выполнено xyyx   (коммутативность сложения). 
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Определение. Если на множестве элементов G определена 
операция, удовлетворяющая аксиомам 1–3, то говорят, что G  есть 
группа. Если эта операция коммутативна, т. е. выполняется аксиома 4, 
то группу называют коммутативной, или абелевой*. Если эта 
операция  сложения, то группу называют аддитивной. 
Множество R  является аддитивной абелевой группой. 
Аксиомы умножения: 
1) в R  существует нейтральный элемент 0\1 R  (называемый         
в случае умножения единицей) такой, что  Rx  имеет место равен-
ство xx 1 ; 
2) 0\Rx  существует элемент 0\1 Rx  ( :1x =  обратный эле-
мент) такой, что 1 1xx  ; 
3) R zyx ,,  имеет место равенство    xy z x yz  (ассоциатив-
ность умножения); 
4) R yx,  имеет место равенство xy yx  (коммутативность умно-
жения). 
Множество R  является мультипликативной абелевой группой. 
Аксиомы порядка: 
1) xxx  R  (рефлексивность); 
2)     yxxyyx   (антисимметричность); 
3)     zxzyyx   (транзитивность); 
4) RR  yx ,  справедливы неравенства    xyyx   (линей-
ность). 
Аксиомы полноты (непрерывности): если YX и – непустые 
подмножества R , обладающие тем свойством, что YyXx  ,  
выполняется неравенство yx  , то существует такое Rc , что 
ycx   для любых элементов Xx  и Yy . 
                                                          
* Абель Н. Х. (1802–1829) – замечательный норвежский математик, доказавший 
теорему о неразрешимости в радикалах решения алгебраических уравнений 
степени выше четвертой. 
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Упражнения. Докажите, что: 
1) в R  0!  и в R  1! ; 
2) в R  !  противоположный элемент; 
3) в R  !  обратный элемент;  
4) уравнение bxa   в R  имеет единственное решение  abx  ;  
5) 00  xx R ; 
6)      0 0 0xy x y     ; 
7) Rx имеет место равенство  1x x   ; 
8)   1x x x    R ; 
9)   x x x xx    R ; 
10) 10  . 
Введем следующие понятия и обозначения.  
Для каждого числа x  введем понятие целой степени: 
0 1 2 1: 1, : , : ... :n nx x x x xx x xx     . 
Для каждого натурального числа n  символом !n  (читают:             
«n -факториал»)  обозначают  произведение  чисел  n,,2,1  ,  точнее, 
   nnnn 21!1:!,1:!1  . При этом 1:!0  . 
 
2.2. Расширенная числовая прямая. Арифметические 
операции 
Множество  
  ;RR , 
состоящее из элементов множества   ,-R  и двух символов     
« » и « », называется расширенной системой действительных 
чисел (расширенной числовой прямой), т. е.   xx :R . 
Для точек из R  вводятся операции сложения и умножения: 
1) если Ryx, , то операции  , , 0xx y xy y
y
   имеют в R  тот же 
смысл, что и в R ; 
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2) R x  считаем, что  
 xxxx ;;; ; 
3)  , 0, , 0,( )           
, 0; , 0;
x x
x x
x x
               
4) 









;0,
,0,
          
;0,
,0,
x
x
xx
x
x
 
5) 0
xxx R ; 
6) ;,   
7)  ))((;))((;))(( . 
При этом остаются неопределенными следующие выражения: 
00 ,0  , 1,,0, 
0
0, 
  . 
 
2.3. Модуль и знак числа. Выпуклое множество 
Определение. Знаком элемента Rx  называется число xsgn , 
определяемое следующими условиями:  







.0   1,   
,0   0,   
,0   ,1
sgn
x
x
x
x  
Определение. Модулем (абсолютной величиной) элемента 
Rx называется число  







.0      x,
,0   0,   
,0   ,
sgn:
x
x
xx
xxx  
Геометрически x означает расстояние на числовой прямой от 
нуля до числа x . Следовательно, yx   – расстояние между точками 
x  и Ry  на числовой прямой.  
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Свойства модуля: 
1) 00  xx ;  
2)  0,  y
y
x
y
xyxyx ; 
3) ;; yxyxyxyx   
4) axaax  ; 
5)    axaxax  ; 
6) xxxx  : . 
Говорят, что число Rx  лежит между числами a  и b , если 
bxa   либо bxa  . Пусть ba  , тогда отрезок    bxaxba  ::, R . Множества вида      bababa ,\,:,   
называют интервалами, а множества вида      bbaba \,:,   или      ababa \,:,   – полуинтервалами. Множество RX  называется 
выпуклым множеством, или промежутком, если вместе с любыми 
своими точками a  и b  оно содержит отрезок  ba, , их соеди-
няющий. Так, отрезки, интервалы, полуинтервалы являются выпук-
лыми множествами (промежутками). 
Пример 2.1. Множество    4,38,5,2,0 X  не является 
выпуклым, т. к., например, отрезок  2,0  этому множеству              
не принадлежит.  
 
2.4. Верхние и нижние грани числовых множеств  
Определение. Непустое множество RX  называется 
ограниченным сверху, если KxXxK  :R . При этом число K 
называют верхней гранью, или мажорантой множества X . 
Определение. Непустое множество RX  называется 
ограниченным снизу, если xkXxk  :R . При этом число k 
называют нижней гранью, или минорантой, множества X . 
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Определение. Непустое множество RX  называется огра-
ниченным, если оно ограничено сверху и снизу, т. е. если 
KxkXxKk  :, R .  
Определение. Элемент Xm  называется минимальным 
(наименьшим) элементом X , если xmXx  .  
Формальная запись определения:       xmXxXmXm  :min .               (2.1) 
Аналогично формуле (2.1)       MxXxXMXM  :max   
(M  – максимальный (наибольший) элемент множества X ). 
Замечание. Не всякое (даже ограниченное) множество имеет 
минимальный (максимальный) элемент. 
Например, множество   10:R1,0  xxX  имеет макси-
мальный элемент 1M  и не имеет минимального элемента. 
Лемма о единственности минимального (максималь-
ного) элемента. Если во множестве RX имеется минимальный 
(максималь-ный) элемент, то один. 
Доказательство. Пусть  
       1 1 1max : ;M X M X x X x M        (2.2) 
       2 2 2max : .M X M X x X x M        (2.3) 
Поскольку X2М , то из выражения (2.1) вытекает 12М M . Так как 
X1М , то из выражения (2.3) следует 21М M . Согласно аксиоме 
порядка (2)  имеем       211221 MMMMMM  .  
Определение. Число Rx  называется точной верхней гранью 
(точной верхней границей) множества RX , если x  – наименьшее 
среди всех чисел, ограничивающих X  сверху.  
Число x  обозначается Xsup  или 
Xx
x

sup  (supremus (лат.) – 
высший). 
Итак,  
     xxXxxxxxXxXx   :  :sup . (2.4) 
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Первая скобка справа в формуле (2.4) означает, что x  ограничивает 
множество X  сверху (справа). Вторая скобка означает, что x  – мини-
мальное среди чисел, ограничивающих X  сверху, т. е. любое число, 
меньшее x , уже не является верхней гранью множества X . 
Заметим, что высказывание xxXxxx   :  равносильно    xxXx0 . В самом деле,  xxxx : . 
Поэтому определение (2.4) можно записать в виде 
      sup :   ε 0 εx X x X x x x X x x            .  
При решении задач определение точной верхней грани чаще ис-
пользуется именно в этом виде. 
Аналогично вводится понятие точной нижней грани: число 
Rx  называется точной нижней гранью (точной нижней границей) 
множества RX , если x  – наибольшее среди всех чисел, огра-
ничивающих X  снизу. Число x  обозначается Xinf  или xXxinf   
(infinus (лат.) – нижний). 
Упражнение. Приведите формальную запись точной нижней 
грани с помощью логической символики и кванторов. 
Таким образом, даны следующие определения: 
   yxXxyX  :min:sup R , (2.5) 
   xcXxcX  :max:inf R . (2.6) 
Пример 2.2.  1,01 X  – отрезок числовой прямой. Ясно, что 
1sup 1 X , 0inf 1 X . В этом случае обе точные грани принадлежат 
множеству и 11 max1sup XX  , 11 min0inf XX  . 
Пример 2.3. Пусть  1,02 X  – полуинтервал, тогда 
22 min0inf XX  , т. е. 2inf X  входит в множество. Покажем, что 
1sup 2 X . Число 1x  является точной верхней гранью промежутка 
 1,0 , т. к.   1:1,0  xx . Более того,   xaax  :1,01 . 
Действительно, если 0x , то   xaa  :1,0 . Если 0x , то на 
интервале  1,x  найдется рациональное число a, такое что 1 ax  
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(о чем далее, в параграфе 3.6), т. е.   xaa  :1,0 . Таким образом, 
для числа 1 выполнены оба условия определения точной верхней 
грани. Следовательно, 2sup  1X  . Заметим, что найденная точная 
верхняя грань не принадлежит множеству, и поэтому множество 2X  
не имеет максимального элемента. 
Пример 2.4. Пусть 


  Nn
n
X :13 . Здесь  ,,, 321N  – 
множество натуральных чисел (см. параграф 3.1). Наибольший 
элемент в 3X  – это 1. И, конечно, 1sup 3 X . Наименьшего элемента 
в 3X  нет.  Заметим, что все элементы множества положительны. Бу-
дет ли 0 точной нижней гранью 3X ? Возьмем число  , большее 0. По 
принципу Архимеда 1ε 0 Ν: ε,n
n
     т. е.   уже не является ниж-
ней гранью. Поэтому 0inf 3 X . 
Пример 2.5. Пусть 





2
1,
2
1
5
1,
5
1
4 X . Здесь 
,min
2
1inf 44 XX   44 max2
1sup XX  . В самом деле, во-первых, 
xxXx :
2
1    и, во-вторых, 0 найдется элемент 
 xxXx : . Этим элементом является число 42
1 Xx  . 
Поэтому 
2
1sup 4 X . Аналогично доказывается, что 2
1inf 4 X . 
Пример 2.6. Пусть 


  Nnn
nX :
122
1
5 . Покажем, что 
0inf 5 X , 1sup 5 X . Из неравенств 1 1 10 2 1 2 2 1 2
n
n n
       
1 1
2 1 2 2
n n
n n
     вытекает, что все элементы множества 5X  огра-
ничены снизу числом 0 и сверху – числом 1. Пусть   – произвольное 
положительное число. Покажем, что найдется натуральное число 
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N*n  такое, при котором выполнено каждое из неравенств: 
1
122
11,
122
10  n
n
n
n . В самом деле, каждое из 
неравенств справедливо для всех 1 2 ,
4
n 
  и поэтому в качестве *n  
можно взять число 




4
21*n . Оба условия определения точной 
нижней и верхней граней выполнены, и поэтому 0inf 5 X , 1sup 5 X . 
Заметим, что множество 5X  не имеет ни наименьшего, ни наи-
большего элемента: 5555 sup,inf XXXX  . 
Пример 2.7. Пусть   ,26X . Здесь 66 min2inf XX  . 
Верхней грани у множества 
6
X  нет, т. к. 
6
X  не ограничено сверху. 
Заметим, что во всех разобранных примерах точная верхняя 
грань всегда существует, когда множество ограничено сверху.  
Справедлива следующая теорема. 
 
2.5. Теорема о существовании и единственности          
верхней (нижней) грани ограниченного числового множества 
Теорема. Если непустое множество RX  ограничено сверху, 
то оно имеет единственную точную верхнюю грань. Точно так же 
всякое непустое ограниченное снизу множество RX  имеет 
единственную точную нижнюю грань. 
Доказательство. Пусть  XX R, , и Y   
  :y x X x y    R  – множество верхних границ YX , .          
В силу аксиомы полноты (см. параграф 2.1) Xx  и Yy  
ycxc  :R . Таким образом, число c является мажорантой X     
и минорантой Y . Поскольку c  – верхняя граница множества X , то 
Yc  и поэтому yc  . Следовательно, XcYc supmin )4.2(  . 
Поскольку Yc min , постольку из леммы о единственности ми-
нимального элемента вытекает единственность точной верхней гра-
ни Xsup .  
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Если множество RX  не ограничено сверху (снизу), то при-
нято писать 
  XX inf,sup . 
Пример 2.8. Пусть  1: 2  xxX R . Ясно, что множество 
    ,11, X  не ограничено ни снизу, ни сверху. Поэтому 
 XX sup,inf . 
Упражнения 
1. Пусть YX   – множество чисел вида yx   и YX  – мно-
жество чисел вида xy, где R Xx  и  RYy . Проверьте:  
а) всегда ли   YXYX supsupsup  ; 
б) sup(X·Y) = supX supY. 
2. Пусть X  есть множество чисел вида x , где R Xx . Покажите, что   XX infsup  . 
3. Пусть   YXYXYX  ,,, R . Известно, что мно-
жество Y  ограничено сверху, а множество X – снизу. Докажите, что 
множество Y  также ограничено снизу, а множество X  – сверху          
и YXYX infinf,supsup  .  
4. Всегда ли XX supinf  ? 
5. Найдите точные грани множества рациональных чисел, удов-
летворяющих неравенству 22 x . 
6. Найдите точные грани множества всех правильных рацио-
нальных дробей 


  nmnm
n
m N,,:  и покажите, что это множес-
тво не имеет наименьшего и наибольшего элементов. 
7. Для множества 

 

 
1
13;11
n nn
X  покажите его ограни-
ченность сверху, снизу, найдите мажоранту и миноранту, 
XX sup,inf  (если они существуют) и выясните, являются ли они 
соответственно наибольшим и наименьшим элементом X .  
 
 
22 
 
ГЛАВА 3. КЛАССЫ ДЕЙСТВИТЕЛЬНЫХ ЧИСЕЛ  
 
 Индуктивное свойство натурального ряда. 
 Метод математической индукции. 
 Целые числа. 
 Рациональные числа. 
 Иррациональные числа. 
 Принцип Архимеда. 
 Лемма о вложенных отрезках (принцип Коши–Кантора). 
 
3.1. Индуктивное свойство натурального ряда 
Определение. Множество RX  называется индуктивным, 
если вместе с числом Rx  ему принадлежит также число 1x . 
Пересечение  XX   любого семейства индуктивных мно-
жеств  , если оно не пусто, является индуктивным множеством. 
Действительно, 
      индуктивно: ΧΧхΑΧΧх Α
        ΧΧхΧхΑ Α11 . 
Определение. Наименьшее индуктивное множество в R , 
содержащее 1 (пересечение всех индуктивных множеств, содержа-
щих 1), называется множеством натуральных чисел и обозначается 
символом N .  
Элементы N  называются натуральными числами. Ясно, что 
 3,2,1,N . 
 
3.2. Принцип математической индукции 
Пусть для каждого натурального числа n  задано высказывание  nW  и справедливы следующие утверждения: 
1) база индукции –  nW  истинно при некотором N0n ; 
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2) шаг индукции – для каждого Nn  высказывание  1nW  яв-
ляется следствием утверждения (предположения индукции)  nW      
    т. е. 1n W n W n   , тогда  nW  истинно для любого числа 
0: nnn N . 
Примеры использования метода математической индукции 
Пример 3.1. Разложение бинома Ньютона*: для всякого числа 
Nn  и любых Rba,
 
справедлива формула 
 
nnn
n
n
n
n
n
nn babCbaCbaCaba   1122211 ...)( , (3.1) 
где  
 nk
k
knnn
knk
nC kn  0!
)1)...(1(
)!(!
! . 
Числа knC  называются биномиальными коэффициентами. Для 
доказательства формулы (3.1) заметим, что  
 11

  knknkn CCC . (3.2) 
Действительно,   

)!1(!1
!
)!(!
!1
knk
n
knk
nCC kn
k
n  
       k
nCknk
n
knk
nn
knk
kknn
1)!1(!
!1
)!1(!
1!
)!1(!
1!



 . 
Для краткости выражение (3.1) перепишем в виде ( )na b 
 
0
n
k n k k
n
k
C a b

 . 
Докажем истинность формулы (3.1). 
1. База индукции: истинность формулы при 1n  очевидна –      
в левой части высказывания  1W  имеем   baba  1 ; в правой 
части – ba  . 
                                                          
* Исаак Ньютон (1642–1727) – английский физик, механик, астроном и матема-
тик. Разработал (наряду с Лейбницем) основы дифференциального и интеграль-
ного исчисления. 
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2. Шаг индукции: предположим, что 

 n
k
kknk
n
n baCba
0
)(  
при некотором Nn . Перейдем от n  к 1n  и докажем равенство 
 



  1
0
1
1
1)(
n
k
kknk
n
n baCba . (3.3) 
Имеем 
 



 n
k
kknk
n
n
k
kknk
n
nnn baCbaCbabbaaba
0
1
0
11 )()()(  



  



1,1
:индексаЗамена
0
1
1
1010
jkjk
baCbaCbaC
n
k
kknk
n
n
k
kknk
n
n
n  
  



 1
1
11
1
1010 n
j
jjnj
n
n
k
kknk
n
n
n baCbaCbaC
 



  10
1
11
1
1010 nn
n
n
j
jjnj
n
n
k
kknk
n
n
n baCbaCbaCbaC
 



  10
1
11
1
1010 nn
n
n
k
kknk
n
n
k
kknk
n
n
n baCbaCbaCbaC
  )2.3(10
1
11010  

  nnn
n
k
kknk
n
k
n
n
n baCbaCCbaC
 








 
1
0
1
1
101
1
1
1
1
010
1
)2.3( n
k
kknk
n
nn
n
n
k
kknk
n
n
n baCbaCbaCbaC . 
Таким образом, равенство (3.3) доказано, т. е. формула бинома 
Ньютона справедлива и при 1n . Поэтому формула (3.1) верна для 
всех Nn . 
Пример 3.2. Докажем неравенство Бернулли*: 
  xnxxn n  11:1N, . 
1. База индукции: неравенство при 1n  очевидно: xx  11 . 
2. Шаг индукции: предположив неравенство справедливым при 
n , покажем, что оно справедливо и при 1n . Действительно, т. к. 
                                                          
* Иоганн Бернулли (1667–1748) – один из представителей знаменитого семей-
ства швейцарских ученых Бернулли; аналитик, геометр, механик. Дал первое 
систематическое изложение дифференциального и интегрального исчисления. 
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01  x ,  используя предположение индукции, получим  
           21 1111111 nxxnxnxxxx nn   . Так как 
02 nx , то    xnx n 111 1   , т. е. неравенство справедливо       
и при 1n . Поэтому неравенство Бернулли верно при всех Nn . 
Пример 3.3. Доказать для каждого Nn  истинность формул:  
а)   
6
121
1
2 

nnnk
n
k
; б)   1!1!
1


nkk
n
k
. 
Докажем истинность формулы (а). 
1. База индукции: докажем истинность формулы при 1n .        
В левой части высказывания  1W  имеем 1; в правой части – 1
6
321  . 
2. Шаг индукции: предположим, что   
6
121
1
2 

nnnk
n
k
 при 
некотором Nn . Перейдем от n  к 1n  и докажем равенство 
   
6
32211
1
2 

nnnk
n
k
. 
Сумма  



 n
k
n
k
nkk
1
221
1
2 1 . По предположению индукции 
         
   .
6
3221
6
66211
6
1211
2
2
1
22



nnn
nnnnnnnnnk
n
k  
Итак, истинность  nW  влечет истинность   nnW 1 . 
Следовательно, формула   
6
121
1
2 

nnnk
n
k
 верна при всех Nn . 
Докажем истинность формулы (б). 
1. База индукции: докажем истинность формулы при 1n . В ле-
вой части высказывания  1W  имеем 1; в правой части – 
  11!21!11  . 
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2. Шаг индукции: предположим, что   1!1!
1


nkk
n
k
 при 
некотором Nn . Перейдем от n  к 1n  и докажем равенство 
  1!2!1
1


nkk
n
k
. Сумма   !11!!
1
1
1
 



nnkkkk
n
k
n
k
 По пред-
положению индукции        
1
! 1 1 ! 1 ! 1 1 1 !
n
k
k k n n n n n

            
     1 ! 1 1 1 2 ! 1n n n n         N . 
Итак, истинность  nW  влечет истинность   nnW 1 . 
Следовательно, формула   1!1!
1


nkk
n
k
 верна при всех Nn . 
Пример 3.4. Применив метод математической индукции, 
доказать справедливость следующих неравенств при указанных 
натуральных n : 
а) Ν
 n
nn
n ,
12
1
2
12
4
3
2
1  ; 
б)     1,!2!2 22  nnn n ; 
в) 1! , 1.
2
nnn n      
Неравенство (а) при 1n  очевидно: 
3
1
2
1  . Предположив его 
справедливым при n , покажем, что оно справедливо и при 1n . Дей-
ствительно, используя предположение индукции, получаем  
1 3 2 1 2 1 1 2 1 2 1
2 4 2 2 2 2 2 2 22 1
n n n n
n n n nn
        
     
  
2 1 2 3 2 1 2 31 1
2 2 2 2 2 22 3 2 3
n n n n
n n nn n
        
2
2
1 4 8 3 1
4 8 42 3 2 3
n n
n nn n
     , т. е. утверждение справедливо и при 
1n . Поэтому неравенство (а) верно для всех Nn . 
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Неравенство (б) при 2n  очевидно:   41624,!22!4 24  . Ис-
ходя из справедливости его при n  покажем, что оно справедливо       
и при 1n . В самом деле,        2 2 ! 2 ! 2 1 2 2n n n n    
               2 2 22 2 2 2 22 ! 2 1 2 2 2 ! 2 2 2 2 2 2 ! 1n n nn n n n n n n n         
    22 12 1 !n n  , т. е. утверждение справедливо и при 1n . Поэтому 
неравенство (б) верно для всех 1n . 
Неравенство (в) при 2n  очевидно: 492,
2
12!2
2


  . Ис-
ходя из справедливости его при n  покажем, что оно справедливо        
и при 1n . В самом деле,      11 ! ! 1 1
2
nnn n n n        
     
 
 1 1 1 1 1
1 1 11 1
1
1 2 1 2 2 2 2 2 2
2 22 2 2 12 1
1 1
n n n n n
n n nn n
n
n n n n n
n n
n n
    
   

                          
     
1 Бином Ньютона
1
1 1 11 1 1 2
1 1 1
n
nnn n n


                 
  
11
2
2
2
2
2
2  

 

 
nn nn , т. е. неравенство справедливо и при 1n . 
Поэтому неравенство (в) верно для всех Nn . 
Упражнения 
Доказать следующие утверждения. 
1. Сумма и произведение натуральных чисел являются числами нату-
ральными. 
2.       11 nn n     N N . 
3.   1:min  nxnx N . 
4.   ).1()()( nmnmnm  NN  
5. Не существует натуральных чисел x , удовлетворяющих условию 
,1 nxn  Nn . 
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6. Пусть  EE ,N и ограничено сверху, тогда Emax! .  
7. Множество натуральных чисел N  не ограничено сверху.  
8. Каждое непустое подмножество NE  содержит наименьший 
элемент. 
9. Для любых n  положительных чисел nxxx ,,, 21  , удовлет-
воряющих условию 121 nxxx  , имеет место неравенство 
nxxx n  21 . 
10. Справедливость неравенства  1 4 1 2,a a a a     
0a  . 
11. n n
n xxx
n
xxx  2121 

 при  nkxk ,,10   (среднее 
геометрическое n  неотрицательных чисел не превосходит их сред-
него арифметического). 
 
3.3. Целые и рациональные числа 
Определение. Объединение множества натуральных чисел, 
множества чисел, противоположных натуральным числам, и нуля 
называется множеством целых чисел и обозначается Z . Итак,  
  0 NNZ ,  NN  nn :: ,  
или  ...,2,1,0 Z . Заметим, что Z  – абелева группа (см. пара- 
граф 2.1) в отношении операции сложения. В отношении операции 
умножения Z  не является группой. Пусть 1,0,  xxx Z . Легко 
показать, что Z1x . 
Определение. Числа вида 1, где ,mn m n  Z N , называются 
рациональными.  
Здесь 0,:,0,1: 11   n
n
mnmn
n
n . Множество рациональ-
ных чисел обозначается Q . Итак, множество рациональных чисел  
: , , .m m n
n
     Q Ζ Ν  
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Заметим, что 
  12122121
2
2
1
1 ,0\ knnkmmkmnnm
n
m
n
m  Ζ . Если 
2
2
1
1
2
2
1
1 :
n
m
c
n
m
c
n
m
n
m  Q , где, например, 


 
2
2
1
1
2
1
n
m
n
m
c . 
 
3.4. Иррациональные числа 
Иррациональные числа – это числа множества .\: QRI   Клас-
сическим примером иррационального числа является 2 , т. е. число 
sR  такое, что 0s  и 22 s . Иррациональное число называется 
алгебраическим, если оно является корнем алгебраического много-
члена с рациональными коэффициентами. Например, 2  – корень 
многочлена 22 x , 32   – корень многочлена 14 24  xx . Ос-
тальные иррациональные числа называются трансцендентными. 
Можно доказать, что трансцендентным является, например, число  . 
 
3.5. Принцип Архимеда*  
Пусть   – произвольное положительное число и x  – произ-
вольное вещественное число   ,xR  тогда найдется единственное 
целое число k  такое, что 
   kxk 1  . 
Упражнение 1. Доказать, что 
n
n 10:Ν0 . 
Упражнение 2. Если 0x  и n  
n
x 1 , то 0x .  
Упражнение 3. 1:  kxkkx ΖR . (  xk :  – целая 
часть x  (функция антье переменной x ),       10,  xxxx ,  x  – 
дробная часть x .)  
Упражнение 4.  brarbaba  :,,, QR . 
                                                          
* Архимед (287–212 гг. до н.э.) – гениальный греческий ученый. 
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R c  такое, что nm bca   N nm, . В частности, nn bca   
N n . Следовательно, точка c  принадлежит всем отрезкам nI . 
Докажем единственность точки c . Предположим противное: 
21 cc  , 0:12  cc . Пусть 21 ccInn  N , тогда 
01221  ccabbcca nnnn , т. е. длина любого отрезка 
нашей последовательности не может быть меньше положительного 
числа 12 cc  . Полученное противоречие доказывает лемму. 
Упражнение. nn IN  является либо точкой, либо отрезком.  
Замечание. В условиях леммы нельзя заменить отрезки  nn ba ,  интервалами  nn ba , . 
Пример 3.5. Доказать, что 


 nn
1,0
N
 . 
Предположим противное: пусть существует 0 , 
 1ε 0,1ε 0,
n
n
nn
                   N N . Однако по принципу Архимеда 
0  
n
n 1:N , т. е. 


n
1,0 . 
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ГЛАВА 4. ОТОБРАЖЕНИЯ 
 Область определения отображения, пространство значений отображения, 
образы и прообразы точек и множеств, график отображения. 
 Простейшая классификация отображений. 
 Композиция отображений. 
 Обратимые отображения. Теорема (достаточное условие обратимости). 
Теорема (критерий обратимости). 
 Алгоритм составления обратной функции. 
 
4.1. Основные определения 
Пусть YX ,  – множества произвольной природы.  
Определение. Отображением множества X  в множество Y , 
или функцией, заданной на X  и принимающей значения в Y , 
называется правило, или закон f , согласно которому каждому 
элементу Xx  ставится в соответствие ровно один элемент 
Yxfy  )( .  
Формальная запись отображения: YxfyXx  )(! . Для 
записи отображения используют обозначения: YXf : , или YX
f
 . 
Множество X  называется областью определения отображения 
f  и обозначается   fDfD ,  ( ff Domain,Dom ). Множество Y  – 
пространство (множество) значений отображения f . 
Отображение (функция) состоит из трех объектов: множества X , 
множества Y и правила f . 
Пример 4.1. Пусть 2)( xxf   и пусть  
а)   );0,);01  YX ; 
б)  );0,2  YX R ; 
в) RR  YX ,3 .  
В случае а функция f  монотонно возрастает на множестве      1 2 1 2 1X x x f x f x   , в случае б функция f  не является моно-
тонной. В случаях а и б в каждую точку множества Y  отображается 
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хотя бы одна точка множества X , в случае в этого нет (например,     
не существует значения Rx  такого, что 42 x ).  
Меняя множества X  или Y , мы получаем новые функции 
(пример 4.1, далее см. примеры 4.7–4.10).  
Итак, для того чтобы задать функцию f , нужно выполнить 
следующие действия: 
1) определить  fD  или X ; 
2) задать пространство (множество) значений Y ; 
3) описать соответствие Yxfy  )( , т. е. указать, чему равно 
значение )(xf  этой функции в каждой точке Xx .  
Пусть YXf :  – произвольное отображение (функция). 
Элемент ( )( )f x y  называется образом элемента x  при 
отображении ,f  или значением функции f  в точке x  ( :)(xfx   f  
переводит x  в ( )f х ). 
Образ множества XS   – это множество 
 SxYxfSf  :)(:)( . 
  Множество   YXf   называют множеством значений отобра-
жения f  и обозначают   fEfE , .  
Пример 4.2. Пусть  2,1,,,)( 2  SYXxxfy RR . 
Образ множества S – отрезок   YSfSf  )(,4,0:)( . 
Пример 4.3.  XSYXxxfy  ,);0,,)( 2 R . Образ 
множества S :   YXfSf  ;0)()( . 
Пример 4.4.  RRR  );0)(,,,)( 2 XfYXxxfy . 
Прообразом точки Yy  при отображении f  называется 
множество элементов   )(:)(: 1 yfxfyXx  . 
Замечание. Множество )(1 yf   может быть пустым, содержать 
ровно один элемент, содержать несколько элементов. 
Пример 4.5. Пусть RR  YXxxfy ,,)( 2 . Возьмем в ка-
честве y  число 4, тогда )(1 yf   состоит из двух чисел: 2и2  . Дей-
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ствительно, 242  xx  или 2x . Если 4y , то  )(1 yf , 
поскольку квадрат действительного числа не может быть отри-
цательным. Наконец, возьмем в качестве y  число 0. В этом случае 
002  xx . Поэтому множество )(1 yf   содержит ровно один эле-
мент:  0)0(1 f . 
Замечание. Обозначение )(1 yf   не связано с понятием отри-
цательной степени, т. е.  yfyf
1)(1  . 
Прообразом множества YT   при отображении f  называется 
множество  .)(::)(1 TxfXxTf   
Множество fΓ  или   )(:,:)(Γ xfyYXyxf   называется 
графиком отображения (функции) f . 
Пусть YXf : , XS  . Отображение YSf : называется 
сужением функции f  на множество S (см. пример 4.1). 
 
4.2. Простейшая классификация отображений 
Определение. Отображение YXf :  называют: 
1) постоянным, если )()( qfpf   Xqp  , ; 
2) инъективным (инъекцией, вложением), если Xqp  ,  
 ) ( ( ) ( )p q f p f q   , т. е. различные элементы множества X
имеют различные образы (это эквивалентно тому, что 
)())()(( qpqfpf  ); 
3) сюръективным (сюръекцией), или отображением «на», если 
YXf )( , т. е. любой элемент Yy  является образом некоторого 
Xx ; 
4) биективным (биекцией), или взаимно однозначным 
отображением X на Y, если оно инъективно и сюръективно, т. е. 
Yy  уравнение yxf )(  имеет единственное решение Xx ; 
5) тождественным, если XY   и xxf )(  Xx . 
Пример 4.6. Отображение xxf sgn)(   является постоянным 
на множестве  0,X . 
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Пример 4.7. Отображение R

 
2
,
2
:,cos)( fxxf , 
неинъективно, несюръективно.  
Поскольку, например, 
2
2
4
cos
4
cos 

 

  , постольку 
отображение неинъективно, и поскольку R

 

 
2
;
2
f , постольку 
оно несюръективно. 
Пример 4.8. Отображение   1,02,2:,cos)( R

  fxxf  
неинъективно, но сюръективно, т. к.  1,0
2
;
2


 

 f . 
Пример 4.9.     R ,0:,cos fxxf  инъективно, 
несюръективно. 
Пример 4.10.      1,1,0:,cos  fxxf биективно. 
 
4.3. Композиция функций 
Пусть заданы функции (отображения) YXf :  и ZYg :  
(рис. 4.1), т. е.   yxfXx f   и   zygy g  . 
Рис. 4.1. Конструкция композиции отображений g и  f 
 
x z 
y  
 
Y 
X Z 
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Пусть  Xf  – множество значений функции f  и   YXf  . В таком 
случае       g xf x y z g y g f Z      (отображение g любому 
элементу Yy  ставит в соответствие определенный элемент 
  Zygz  ). Новое соответствие  
zyxzx gf  : ,  
которое Xx  посредством правила fgh   ставит в соответ-
ствие элемент        xz h x g f x g f Z    , называется компози-
цией (суперпозицией) функций g  и ,f  или сложной функцией (слож-
ное отображение). Заметим, что сложная функция определена для 
тех x , для которых   Yxf  . Если   YXfy  , то    11 : Xyf  . 
Таким образом, область определения сложной функции fgh   есть 
множество    YXffX 11  . 
Свойства композиции:  
1)     fghfgh   ; 
2) gffg   ; 
3)   111   gffg  . 
Пример 4.11. R YX ,   2xxf  ,   yyg sin . 
Найдем     2sin xxfg   или      1,1:,sin 2  Rhxxh ,  
    2sin xxgf   или      1,0:,sin 2  Rhxxh . Здесь  
gffg   . 
Пример 4.12. Найти   xfff  , если  
x
xf  1
1 . 
Найдем       1 1 1, 0, 1
1 1/ (1 )
x
x xf f x f f x x
x x x
         . 
Тогда    1 , 0, 1
1 ( 1) / 1
xf f f x x x x
x x x x
         . 
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Пример 4.13. Найти   xgf  , если   1 , 1;
2 , 1,
x x
f x
x x
        
  2, 1;, 1.
x x
g x
x x x
      
Имеем          
1 , : 1;
2 , : 1.
g x x g x
f g x
g x x g x
      
   
Найдем   1: xgx : 
2
1;
1;
1;
1.
x
x
x x
x
        
  
Первая система несовместна, из второй вытекает, что   251x .  
Найдем  
2
1;
1;
: 1.
1;
1.
x
x
x g x
x x
x
          
  
Из первой системы вытекает 1x , из второй следует 
  2511  x . Учитывая, что   1,  xxxg ,   1,2  xxxxg , 
получим     
 
2
2
2 , 1;
2 , 1 1 5 2;
1 , 1 5 2.
x x
f g x x x x
x x x
           
  
Пример 4.14. Пусть   R xxxf ,1 2 . Найти  1xf . 
Обозначим 11  txtx , тогда    21 xxf , 
   221  xxf . 
Пример 4.15. Найти  xf , если   21,2
12



 xx
xfxxf . 
Обозначим    12/,12/  ttxtxx , тогда  
  21,2
12



 xxxfx
xf . 
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Учитывая, что  
  21,2
12



 xx
xfxxf , 
 из системы двух уравнений с двумя неизвестными находим 
    1,21,
1
122 
 xx
x
xxf . Если 1x , то из равенства 
  2
112
11 


 ff  находим   11 f . Таким образом, 
 
 2 2 1 , 1 2, 1;
1
1, 1.
x
x xf x x
x
    
 
 
4.4. Обратимые отображения 
Пусть YXf :  – биективное отображение, тогда любому 
элементу Yy может быть поставлен в соответствие один элемент x , 
который обозначается через  yf 1 , такой, что   yxf  . Таким 
образом определено отображение XYf  :1 , которое называется 
обратным отображению ,f  или обратной функцией функции f . 
Ясно, что        11 ,   fDfEfEfD . 
Очевидно, что отображение f  является обратным отображению 
1f . Поэтому отображения 1и ff  называют взаимно обратными. 
Для них справедливы соотношения: 
   yyff 1  Yy   1( )( )f f y y  ; 
 1 ( )f f x x   Xx   1( )( )f f x x  ; 
  ff  11 . 
Теорема (достаточное условие обратимости)  
Если функция f  строго монотонна на некотором множестве 
RX , то она обратима на этом множестве, причем если функция f  
строго возрастает (убывает) на X , а RY – множество значений 
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функции, то обратная функция 1f также строго возрастает (убывает) 
на ,Y  и наоборот. 
Иллюстрацию этой теоремы дает рис. 4.2: функция 
 baxxfy ,),(   монотонна и обратима (рис. 4.2, а), тогда как функ-
ция  baxxgy ,),(   немонотонна и необратима (рис. 4.2, б). 
 
 
  
Условие строгой монотоннос-
ти функции является, достаточным, 
но не необходимым условием су-
ществования обратной функции. 
Так, на рис. 4.3 изображен график 
функции  
, 1 2;
2 3 , 2,
2
x x
f x x x
x
     
       
    : 1, 1,f    , которая не яв-
ляется монотонной функцией во 
всей области своего определения, 
но является обратимой (т. е.    1 , 1, )f x x   . 
 
 
б   y а   у 
a  b x а     b  x 
x 4 1 2 
y 
1 
2 
3 
4 
0 3 
Рис. 4.3. График 
немонотонной, но обратимой 
функции 
Рис. 4.2. Иллюстрация теоремы о достаточном условии обратимости:  
а – функция y = ƒ(x) монотонна и обратима;  
б – y = g(x) немонотонна и необратима 
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Теорема (критерий обратимости) 
Отображение YXf :  обратимо в том и только в том случае, 
если оно биективно. 
Доказательство. Необходимость: пусть функция 
XYf  :1  существует, тогда для любого элемента Yy  существует 
его образ во множестве X :  yfx 1 . По определению обратной 
функции      yyffxf  1 , поэтому отображение f  – сюръекция. 
Докажем, что f  – инъекция. Предположим противное, т. е. что есть 
два различных элемента 21 xx   во множестве X , для которых     yxfxf  21 . В таком случае  1 1 1 1( ) ( )f y f f x x    
 1 1 2 2( ) ( )f y f f x x   , поэтому 21 xx  . Полученное противоречие     
и доказывает биективность отображения f . 
Достаточность: пусть функция f  – биекция. Возьмем любую 
точку Yy . Поскольку f  – сюръекция, найдется такой элемент 
Xx , что   yxf  , а т. к. f  – инъекция, то такой элемент единствен. 
Следовательно, мы имеем некоторую функцию XYg : , ставящую 
в соответствие каждому элементу Yy  его прообраз во множестве 
X . При этом очевидно, что  ( ) ,f g y y  и также ясно, что  ( )g f x x  
для любой точки Xx , т. е. 1 fg . Теорема доказана. 
Примеры обратимых функций: 
     1,12,2:,sin  fxxf ; 
     1,1,0:,cos  fxxf ; 
    R 2,2:,tg fxxf ; 
    0,:,e Rfxf x . 
Обратными к этим функциям соответственно являются: 
     2,21,1:,arcsin1  fxxf ; 
      ,01,1:,arccos1 fxxf ; 
   2,2:,arctg1  Rfxxf ; 
    R 0,:,ln1 fxxf . 
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Обычно для обратной функции независимую переменную y  
обозначают через x , а значение функции x  через y , т. е. вместо 
 yfx 1  пишут  xfy 1 . Таким образом, если пара чисел 
 , ( )x f x  удовлетворяет уравнению  xfy    1или ( )x f y , то пара 
чисел  ( ),f х x  удовлетворяет уравнению  xfy 1 . Поэтому 
графики функций  xfy   и  xfy 1  симметричны относительно 
прямой xy  (рис. 4.4).  
 
4.5. Алгоритм нахождения обратной функции 
Алгоритм состоит в следующем: 
1) убедиться в том, что f  – монотонная функция (или биекция) 
на множестве Rx ; 
2) из уравнения  xfy  , Xx , найти x ;  
3) в полученном равенстве поменять местами x  и y .  
Пример 4.16. Для функции   ,0,2 xxy , найти обрат-
ную функцию и построить ее график.  
0 
 
 
 x
x
x 
y 
Рис. 4.4. Графики взаимно обратных 
функций  
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Заданная функция возрастает на промежутке  ,0 , поэтому 
она обратима. Из уравнения 2xy   находим yx   или yx  . 
Промежутку  ,0  принадлежат лишь значения функции yx  . 
Это и есть обратная функция, которая определена на промежутке 
 ,0 . 
 
 
 
 
 
 
 
 
 
Поменяв местами x  и y , получим   ,0, xxy . График 
этой функции получается из графика функции  2 , 0, ,y x x         
с помощью преобразования симметрии относительно прямой xy   
(рис. 4.5).  
Пример 4.17. Для функции  ln tg 2 , 0 π,y x x    найти 
обратную функцию. Найти область определения и множество значе-
ний прямой и обратной функций. 
На множестве  x0  заданная функция строго возрастает 
(суперпозиция двух строго возрастающих функций), поэтому она 
обратима. Отметим, что множеством значений функции 
   xxy 0,2tgln , является вся числовая ось ( Ry ). 
 
х 
Рис. 4.5. Геометрическая 
иллюстрация примера 4.16 
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Из уравнения    xxy 0,2tgln , находим yx earctg2 . 
Это и есть обратная функция, которая определена на всей числовой 
оси ( Ry ). 
Поменяв местами x  и y , получим R xy x ,earctg2 . При этом 
множеством значений обратной функции является интервал  ,0 . 
Пример 4.18. Показать, что график функции 
     ,2sin2arccos 2 xxf    2;0 x  симметричен относительно 
прямой xy  . 
 Заметим, что    2,0,12sin20 2  xx , т. е. функция  xf  
убывает на множестве  2,0  , поэтому она обратима. При этом 
   2,0 fE . 
Из уравнения     2,0,2sin2arccos 2  xxy , находим обрат-
ную функцию:  arccos 1 cos 1 cos cos cosy x x y x        
   21 cos arccos 1 cos arccos 2sin 2y x y y      , которая опреде-
лена для значений  2,0 y .  
Поменяв местами x  и y , получим   2arccos 2sin 2 ,y x  
 0, π 2x . При этом множеством значений обратной функции явля-
ется отрезок  2,0  .  
Таким образом, функции 1и ff на отрезке  2,0   совпадают,  
и поэтому график заданной функции  xf  симметричен относительно 
прямой xy  . 
Пример 4.19. Для функции     
2 2 2, ; 1 ;
, 1; ,
x x x
f x
x x
          
 
найти обратную и построить ее график.  
Заданная функция убывает на всей числовой оси  и поэтому 
обратима. 
Если 1x , то из уравнения 222  xxy  находим 
11  yx  или 11  yx . Промежутку  1;   принад-
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лежат лишь значения функции 11  yx . Это и есть обратная 
функция, которая определена на промежутке  ,1 . 
Если 1x , то из уравнения xy   находим 1,  yyx . 
Заменив x  на y , получим     
1
, ;1 ;
1 1, 1; .
x x
y f x
x x
         
 
Графики функций 1и ff симметричны относительно прямой xy   
(рис. 4.6).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 4.6. Геометрическая иллюстрация примера 4.19 
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ГЛАВА 5. ЧИСЛОВЫЕ ПОСЛЕДОВАТЕЛЬНОСТИ 
 
 Конечные суммы. 
 Последовательности вещественных чисел. 
 Ограниченные последовательности. 
 Предел последовательности. 
 Свойства сходящихся последовательностей: 
 теорема о единственности предела; 
 теорема об ограниченности сходящейся последовательности; 
 теорема о сохранении знака сходящейся последовательности; 
 теорема о неравенстве пределов; 
 теорема о пределе промежуточной последовательности. 
 Бесконечно малые и бесконечно большие последовательности. 
 Сравнение последовательностей. 
 Арифметические операции над пределами последовательностей: 
 теорема о сумме пределов;  
 теорема о произведении пределов;  
 теорема о частном пределов.  
 Задачи с решениями. 
 
5.1. Конечные суммы 
Не существует общих методов суммирования конечного числа 
слагаемых. Рассмотрим частные случаи методов и некоторые при-
меры решения задач. 
Пример 5.1. Найдем сумму !!22!11 nn   . 
Так как     !!1!11! nnnnnn  , то 
 !!22!11 nn
     !!1!1!!4!5!3!4!2!3!1!2 nnnn  
  1!1  n . Итак,  1 1! 2 2! ! 1 ! 1n n n         . 
Пример 5.2. Покажем, что 
  
6
121321 2222  nnnn .  
 
 
46 
 
С одной стороны,  
     

333333
1
3333 13423121 nnkk
n
k
  
   nnnn 3311 233  . (5.1) 
С другой стороны,  
  

n
k
kk
1
331  
    nnnkkkkk n
k
n
k
n
k
n
k
n
k
 
 

1
2
11 1
2
1
2
2
133133133 .
 (5.2) 
Из формул (5.1), (5.2) вытекает   nnnknnn n
k



1
223
2
13333 . 
Отсюда   
6
121
1
2 

nnnk
n
k
. 
Пример 5.3. Покажем, что 
   
30
133121321
2
4444  nnnnnn . 
Приведем здесь еще один способ нахождения суммы степеней n . 
Обозначим  
4444 321 nSn   . 
Будем искать nS  в виде многочлена  
 FEnDnCnBnAnSn  2345 , (5.3) 
где числа FEDCBA ,,,,, называются неопределенными коэффициен-
тами. Найдем  444441 1321  nnSn  , тогда 
   14641 23441  nnnnnSS nn . (5.4) 
С учетом выражения (5.3) 
         3344551 111 nnCnnBnnASS nn  
       1510105111 23422 nnnnAFFnEnnD  
       EnDnnCnnnB  121331464 223 .  (5.5) 
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Приравнивая коэффициенты при одинаковых степенях n  в правых 
частях выражений (5.4) и (5.5), получим 
5А = 1, 
10А + 4В = 4, 
10А + 6В + 3С = 6, 
5А + 4В + 3С + 2D = 4, 
A + B + C + D + E = 1. 
Отсюда  
 301,0,31,21,51  EDCBA . (5.6) 
Для определения F  положим 1n , тогда 
FEDCBAS 11 . С учетом формулы (5.6) получим 0F . 
Следовательно,    
30
133121
30
10156 2345  nnnnnnnnnSn . 
Пример 5.4. Найти сумму   kn
k
n qkS   0 1 , где Rq . 
Преобразуем сумму nS , используя формулу суммы геометри-
ческой прогрессии,  
    nnn qqqqqqqqS  32321
       nnnn qqqqqq 132           

q
qq
q
qq
q
qq
q
q nnnn
1
1
1
1
1
1
1
1 121   
          2121
1
121
1
11
1
1
1
1  




 


nnn
n
qnqn
q
qn
q
q
q
. 
Пример 5.5. Найти сумму 
n
111111111  .  
Представим искомую сумму в виде  

9
110
9
11000
9
1100
9
110111111111
n
n

   10910
81
1
9
10101010
9
1 132   nn nn . 
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Пример 5.6. Найти сумму 
 
n
k
n kkk
S
1 2 )23(
1 .  
Представим выражение   21
1
)23(
1
2  kkkkkk  в виде 
суммы простейших дробей:  
   2121
1
 k
C
k
B
k
A
kkk
. 
Умножая обе части этого равенства на знаменатель левой части, 
приходим к тождеству       12211  kCkkBkkkA . 
Последовательно полагая 2,1,0 k , находим  
2
1;1;
2
1  CBA . 
Таким образом,  






 2
1
1
1
1
11
2
1
2
1
1
21
2
1
)23(
1
2 kkkkkkkkkk
. 
Отсюда 
1 1 1 1 1 1 1 1 1 1 1 1 1 11
2 2 3 2 2 2 3 4 3 2 1 2 1n
S
n n n n
                                






 1
1
2
1
2
1
4
1
1
1
2
1
2
11
2
1
nnnn
. 
Пример 5.7. Найти сумму   
n
k kk1 10
1 .  
Поскольку  
  


 10
11
10
1
10
1
kkkk
, 
постольку  
  


  


10
111111
11
10
1
10
1
10
11
10
1
10
1 n
k
n
k
n
k
n
k
n
k
n kkkkkk
S


 

   



10
1
10
1
10
1
1
10
1
10
1
2
11
10
111
10
1 n
nk
n
nkk kkk

 
10
1
1
10
1
25
94
n
nk k
. 
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Пример 5.8. Найти сумму 
 



 n
k
n k
kS
1 13
23ln . 
Выпишем последовательно суммы: 
,
2
5ln1 S  
,,
2
8ln
5
8
2
5ln
5
8ln
2
5ln2 

 S  
 3 1 2 3 2 3 1 3 2 3 2ln ln ln ln .
2 3 1 2 3 1 2n
n n n n nS
n n
              
 
Пример 5.9. Пусть m  – фиксированное натуральное число. 
Найти сумму     
n
k
n mkkk
S
1 1
1
 .  
Преобразуем выражение    mkkk  1
1  по формуле  
    

mkkk
kmk
m 1
1
       


 mkkmkkkm  1
1
11
11 . 
Выпишем последовательно суммы:  
 


 132
1
!
11
1 mmm
S  , 
     
  ,,243
1
!
11
243
1
132
11
132
1
!
11
2













mmm
mmmmmm
S
 
     


 mnnnmmS n 21
1
!
11 . 
В заключение приведем суммы, часто встречающиеся в курсе 
математического анализа: 
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 
2
1
1


nnk
n
k
; 
  
6
121
1
2 

nnnk
n
k
; 
2
11
3 

 

n
k
n
k
kk ;      
3
111
1


nnnkk
n
k
; 
    
6
7212
1


nnnkk
n
k
;     2
1
2 1 2 1
2 1 ;
3
n
k
n n n
k

  
      
4
32121
1


nnnnkkk
n
k
;  

n
k
nk
1
212 ; 
       1
sin / 2 sin 1 / 2
sin ,
sin / 2
2 , ;
n
k
nx n x
k x
x
x m m


 

Z 
0
2 2  1;
n
k n
k
   
     1
sin 2 1 21 cos ,
2 2 sin / 2
2 , ;
n
k
n x
k x
x
x m m

 
 

Z
  
1
! 1 !  1;
n
k
k k n

     
 
      
0
1 2
2
1
1 1 2 1 ,
1
;
n
k
k
n n
k q
n q n q
q
q

 
 
    


R
  
 
2
1
1
1
1

nn
kk
n
k
. 
 
5.2. Последовательности вещественных чисел 
Пусть RN,  YX . Отображение YX: f  в этом случае 
можно записать как RN:f . 
Определение. Функция RN :f  (функция натурального ар-
гумента) называется последовательностью действительных чисел 
(числовой последовательностью). 
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Значения  nf   Nn  функции f  называют членами (элемен-
ты) последовательности и обозначают  nfxn : ; nx  называют n-м 
(общим) членом последовательности. Итак, имеют место соответ-
ствия 
 ,,,2,1 21 nxnxx  , 
где       ...,,,2,1 21 nfxfxfx n   , т. е. каждому натуральному 
числу n  по некоторому правилу поставлено в соответствие число  
n
f
n xnx  :R . 
Последовательность обозначают nx ,  nx ,   1 ,n nx   а также запи-сывают в виде ...,,...,, 21 nxxx , считая букву n  переменным числом 
множества N .  
Пример 5.10. Пусть формула n -го члена последовательности 
1 n
nxn . Здесь 211 , 322 ,...,  1 nnn , ..., т. е. 
 ,
1
,,
3
2,
2
1
21  n
nxxx n  
. 
Последовательность 


1n
n  можно записать также в виде 
   ,1,,32,21 nn  . 
Пример 5.11. Последовательность ,1,1,1,1,1,1   можно 
задать, указав формулу ее общего члена:   11  nnx . Говорят также: 
«Задана последовательность   11  n ». 
Множество всех членов последовательности обозначают  nx  
или  Nnxn : . 
Важно не путать последовательность и множество ее значений. 
Например, в последовательности   11  nnx  бесконечно много чле-
нов: ,1,1,1,1,1,1   . Однако она имеет только два значения: 1,1 . 
Можно рассмотреть постоянную последовательность, имеющую 
только одно значение:    cxn  , т. е. N ncxn . 
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5.3. Ограниченные последовательности 
 
Определение. Последовательность  nx  называется ограничен-
ной сверху, если множество ее значений  Nnxn :  ограничено 
сверху, т. е. если RM  Mxn n  :N . 
Определение. Последовательность  nx  называется ограничен-
ной снизу, если множество ее значений  Nnxn :  ограничено снизу, 
т. е. если Rm  mxn n  :N . 
Определение. Последовательность  nx  называется ограничен-
ной, если множество ее значений ограничено, т. е. если R Mm, , 
Mxmn n  :N . Это определение равносильно следующему: 
последовательность  nx  называется ограниченной, если существует 
число M > 0 такое, что для всех Nn  верно неравенство ,nx M  или  
 MxnM n  :N0 . (5.7) 
Для обозначения ограниченности последовательности  nx  ис-
пользуется символьная запись  
  N nOxn ,1 . 
Символ  1O  читается: «О-большое от единицы».  
Пример 5.12. Последовательность  
n
x
n
n
11   ограничена: 
при любом n  имеем 
2
30  nx . 
Пример 5.13. Пусть  nn nx 2
1 2 . Докажем, что эта последова-
тельность ограничена.  
Очевидно, что данная последовательность ограничена снизу ну-
лем 0 nxn N . Найдем несколько первых членов последова-
тельности: ,
16
25,2
8
16,
4
9,2 4321  xxxx  . Начиная со 
второго члены последовательности убывают. Но это нужно строго 
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доказать. Найдем отношение   
 
 2
2
21
2
1
12
2
12
22


  n
n
n
n
x
x
n
n
n
n . Сравним 
его с единицей: 11 
n
n
x
x
, если     02122 222  nnn . По-
следнее неравенство выполняется при всех 1n . Неравенство 
11 
n
n
x
x
 равносильно 11  nxx nn , т. е. заданная последова-
тельность строго убывает начиная со второго номера. Значит, 
4
9
2 x  
– самый большой член последовательности и 
4
90  nxn N .  
Неограниченность последовательности xn означает, что для 
любого числа 0M  найдется Nn  такое, что Mxn  , иначе 
 MxnM n  :0 N .  (5.8) 
Сравнивая формулы (5.7) и (5.8), мы видим, что для построения 
отрицания предложения (5.7) нужно квантор  заменить на ,           
а квантор  – на  и стоящее после двоеточия неравенство заменить 
ему противоположным. 
Напомним, что правила построения отрицания для высказыва-
ния, содержащего кванторы, даются при помощи формул: 
   xAaxAa   
   xAaxAa  ; 
Пример 5.14. Последовательность   nnx nn 1  не ограни-
чена (рис. 5.1). Для любого положительного числа M  все члены         
с четными номерами  если 


22
MMn . 
 
2 ,2nx n M 
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5.4. Предел последовательности 
 
Определение. Число a  называется пределом последователь-
ности  nx , если 0  существует натуральное число N = N (ɛ) 
такое, что для всех Nn   выполняется неравенство  axn  (эле-
мент последовательности nx  отличается от числа a  менее, чем на ). 
В этом случае пишут lim ,nna x  или , ,nx a n   (изменяясь          
с увеличением n , величина nx  стремится к a ).  
Если число Ra  является пределом последовательности  nx , 
то говорят, что последовательность  nx  сходится к a . 
Итак,  
      axNnnNNax nnn NN0:lim . 
Пример 5.15. Пусть 
n
xn
1 . Покажем, что 01lim  nn . 
По принципу Архимеда 0    
N
NN 1: , тогда  

Nn
Nn 11: , 
а это и означает, что 01lim  nn . 
Рис. 5.1. Неограниченная 
последовательность 
8 
4 
6 5 3 1 2 4 
12 
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Пример 5.16. Доказать, что 2
1
12lim 

 n
n
n
. 
Пусть   – произвольное положительное число. Найдем нату-
ральное число N , начиная с которого будет выполняться неравенство 

 2
1
12
n
n . Приводим к общему знаменателю и решаем нера-
венство 
13
1
3
1
3 
 n
nn
. 
Положим   113 

  NN . Пусть Nn  , т. е. 1
3113 

 n , 
следовательно, 
 2
1
12
n
n , что и означает, что 2
1
12lim 

 n
n
n
. 
(Здесь мы воспользовались тем, что   ,1 xxxx  R  где  x  – целая часть x . Напомним, что   Z nxnnx ,:max: .) 
Например, если 4,0 , то 711
4,0
3 

 N . При 7n  получим 
4,02
1
12 

n
n . Так, 4,03,02
10
172
1
12 

n
n  при 9,n                
а 4,003,02
100
1972
1
12 

n
n  при 99n . Чем больше n , тем 
ближе значения 
1
12


n
n  к числу 2. 
Пример 5.17. Доказать, что 0
!
1lim  nn . 
Поскольку nn ! , постольку nn ! . Следовательно, 

nn
1
!
1 . Отсюда 2
11
 nn . Положим 1
1
2 


N . Если 
Nn  , то 222
111111 


n , т. е. 2
1
n , следовательно, 

!
1
n
, что и означает, что 0
!
1lim  nn . 
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Для описания поведения неограниченных последовательностей 
служит понятие бесконечности. Так,  


  :lim nn x    ExNnENNE n  :NR , 
это означает, что для любого (даже очень большого) числа E  най-
дется номер, начиная с которого Exn  . Аналогично определяется  


  :lim nn x    ExNnENNE n  :NR . 
Можно дать понятие о пределе для всех случаев сразу. Заметим, 
что неравенство  axn  равносильно  axa n . Интервал   aa ,  называют  -окрестностью точки a  и обозначают  aO . 
Таким образом,        axaxaaaO :R,: . 
Окрестности бесконечно удаленных точек   и   опреде-
ляются так:   







1:1,: xxO R ,  
  





 
1:,1: xxO R .  
Используя понятие  -окрестности точки a , определение преде-
ла можно формулировать следующим образом: 
       aOxNnNNaOax nnn    :lim . 
Иначе говоря, начиная с некоторого номера все  aOxn  , т. е. за 
пределами  aO  остается конечное число членов последовательности. 
(Здесь a  может быть как конечным числом, так и   или  .) 
Напомним, что последовательность, имеющая конечный предел, 
называется сходящейся. Последовательность, предел которой равен 
, ,   или вообще не существует, называется расходящейся. 
Отрицание определения сходимости последовательности выгля-
дит так: последовательность  nx  расходится, если любое число a    
не является пределом xn, иначе  
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

   :limR, nn xaa  
NN  nN00   0( ) ( )nn N x a     . 
Здесь для построения определения расходящейся последова-
тельности мы воспользовались одной из формул алгебры высказы-
ваний:    . 
Пример 5.18. Доказать, что последовательность nxn   рас-
ходится.  
Берем Ra  и пусть 
2
1 . Воспользуемся тем, что 
    1 aaaa R , где  a  – целая часть a . Отсюда 
  nnaa  021 .  Для любого 2
11:0  ananNnn ,  
т. е. последовательность nxn   расходится.  
Пример 5.19. Доказать, что последовательность  nnx 1  
расходится. 
Для произвольного числа a  возьмем окрестность  1,1  aa , 
т. е. 1 . Заметим, что расстояние между любыми двумя соседними 
членами последовательности  nnx 1  равно 2. 
1 22 : 1,NN n N x    N  1:12 122  NxNn , Nnn 21, .  
Если  aOx N 12   (т. е. 12  ax N ), то  aOx N 112   (т. е. 
 112 ax N ). Это и означает, что данная последовательность 
расходится.  
Пример 5.20. Доказать, что последовательность nxn   рас-
ходится.  
Покажем, что  nnlim . Действительно, для любого числа Е
n  принимает значения больше E  ( En  ), если 2En  .              
58 
 
И поэтому   2 + 1N N E E     . Например, если 225E , то 
  15714625 N . В таком случае для 225157  nn . Так, 
при 22515225225  nn . 
Пример 5.21. Доказать, что последовательность nxn sin  рас-
ходится.  
Предположим противное. Пусть R AAnn ,sinlim , тогда 
An
n
 )2sin(lim   
и
                                 
  0sin)2sin(lim  nnn .                                  (5.9) 
Так как  1cos1sin2sin)2(sin  nnn , то с учетом выраже-    
ния (5.9) получим 
   01coslim  nn .                                       (5.10) 
Из равенства   1sinsin1coscos1cos nnn   находим 
 1sin cos cos1 cos( 1)sin1n n n   . Отсюда с учетом формулы (5.10) 
получим 0sinlim  nn . Таким образом, 0coslimsinlim   nn nn , что 
противоречит равенству 1sincos 22  nn . Следовательно, после-
довательность  nsin  расходится. 
 
5.5. Свойства сходящихся последовательностей 
Теорема 1 (о единственности предела). Предел сходя-
щейся последовательности определен однозначно. 
Доказательство. Проведем доказательство от противного: 
пусть числа a  и b являются пределами последовательности  nx          
и ba  . Возьмем 0,
2
:  ab . Имеем 
0:lim 

  axnn  1N   axNn n1 ; 
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0:lim 

  bxnn  2N   bxNn n2 . 
Пусть  21,max: NNN  , тогда Nn    
abbxaxbxxaba nnnn  2 , т. е.  
baba  . 
Абсурдность полученного неравенства доказывает, что ba  . 
Впрочем, теорему о единственности предела можно доказать, ис-
пользуя понятие  -окрестности точки:  21,max NNn   
     bOxaOx nn   , но      bOaO  . 
 
Теорема 2  
(Об ограниченности сходящейся последовательности)  
Сходящаяся последовательность ограничена. 
Доказательство. Пусть axnn lim . Взяв 1 , найдем 
натуральное число N  такое, что Nn   выполняется неравенство 
1 axn , тогда для этих номеров n   
aaaxaaxx nnn  1 . 
Если положить  axxxM N  1,,...,,max: 21 , то получим 
Nn  Mxn  , т. е. последовательность  nx  ограничена. 
Замечание. Ограниченность – необходимое условие сходи-
мости последовательности, но недостаточное. 
Пример 5.22. Последовательность  nnx 1  ограничена          
( 11  nx ), но не является сходящейся. 
Теорема 3  
(О сохранении знака сходящейся последовательности) 
Если axnn lim , 0a , то существует такое натуральное число 
N , что 
2
axNn n  . При этом если 0a , то 2
axn  , если 0a , 
то 
2
axn  . 
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Доказательство. Возьмем 
2
:
a  и найдем число N , такое 
что Nn   выполняется неравенство aaxn 2
1 , тогда 
aaxaa n  2
1
2
1 . Если 0a , то axa n 2
3
2
 , если же 0a , то 
22
3 axa n  , следовательно, 2
axn  . 
Предельный переход в неравенствах 
Пусть Nn  задано некоторое высказывание  n  (например,  
Cxn n  N ). Будем говорить, что  n  истинно для всех n  
начиная с некоторого номера (или  n  верно для всех достаточно 
больших n ), и писать    nn  или  α( ) nn  , если существует такое 
натуральное число N , что для любого n , следующего за N , 
справедливо высказывание  n , т. е. 
   α( ) : : α( )nn N n N n     N . 
Высказывание    nn  будем называть асимптотическим. 
Теорема 4 (о неравенстве пределов)  
Пусть axnn lim , bynn lim , тогда:  
1) если ba  , то  nnn yx ; 
2) если  nnn yx , то ba  . 
Доказательство 1. Пусть ba  , 
2
: bac  . Возьмем 
2
: ab .  
Так как axnn lim , то   11 NN   axNn n1 , т. е. 
cbaabaaxn  22 . 
Поскольку bynn lim , постольку   22 NN  
 byNn n2 , т. е. cbaabbbyn  22 . 
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Пусть  21,max: NNN  , тогда для Nn      cycx nn  ,     
т. е.  nnn yx . 
Доказательство 2 проведем от противного. Пусть ba  , 
тогда согласно п. 1  nnn yx , т. е. N 1N  1Nn   nn yx  . По 
условию nn yx   начиная с некоторого N2N . Таким образом, для 
числа  21,max: NNN   Nn   выполняются неравенства nn yx      
и nn yx  . Это абсурдно! Значит, ba  . 
Замечание. Из неравенства  nnn yx  не следует 
неравенство ba  . В самом деле, пусть 
n
xn
1 , 
n
yn
1 , 
0limlim   nnnn yx , т. е. ba  . 
 Следствия  
1) Если  nnn yx , то ba  ; 
2) если  nn bx , то ba  ; 
3) если  nn bx , то ba  . 
Теорема 5 (о пределе промежуточной 
последовательности, или «теорема о двух милиционерах»)  
Пусть  nnnn zyx  и azx nnnn   limlim , тогда aynn lim . 
Доказательство. Действительно, 0    11 NN  
 axNn n1 ,   22 NN   azNn n2 . Пусть  21,max: NNN  , тогда 0  и Nn   выполняются неравенства: 
 axa n  и  aza n . Таким образом,  
 azyxa nnn , 
т. е. Nn     aayn ,  и, следовательно, aynn lim . 
Следствие. Если axnn lim , то axnn lim . 
Доказательство следствия вытекает из того, что 0  
  NN   axNn n , и из оценки  axax nn . 
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Замечание. Обратное утверждение неверно. Рассмотрим по-
следовательность  nnx 1 . Ясно, что 1lim  nn x , но nn xlim  не су-
ществует. 
Пример 5.23. Изучим поведение последовательности 
  11
1
 nn nx . Здесь   1
1
1
1
1
1
1   nnn n . Так как 
 nnnn ,01
1,,0
1
1 , то по теореме «о двух мили-
ционерах»   01
1lim 1   nn n .  
Заметим, что nxn  0 , последовательности 
k
x
k
x kk 2
1и
12
1
122   монотонно убывают (о чем далее, пара- 
граф 6.1), однако последовательность   11
1
 nn nx  не является 
монотонной: 
8
1
5
1
6
1
3
1
4
1
1
1
2
1
 
. 
 
5.6. Бесконечно малые и бесконечно большие 
последовательности 
Определение. Последовательность  nx  называется беско-
нечно малой (б. м.), если 0lim  nn x . В этом случае будем писать  
   noxn ,1 . 
Символ  1o  читается: «о-малое от единицы».  
Пример 5.24. Доказать, что последовательность 
3
52
2 

n
nxn  
является бесконечно малой. 
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Требуется доказать, что 0
3
52lim 2 

 n
n
n
, т. е. для 0  
  N NN  

3
52
2n
nNn . Так как ,33
3
52
22 nn
n
n
n 
  если 
5n , то для 



 5,
3maxn  требуемое неравенство будет 
выполнено. В качестве N  можно взять целое число: 53 


N .  
Определение. Последовательность  nx  называется бесконечно 
большой (б. б.), если RE    ExNnENN n  :N .         
В этом случае пишут  
 nn xlim . 
Геометрически это означает, что начиная с некоторого номера 
все члены последовательности содержатся в окрестности бесконеч-
ности  Exx n : . 
Пример 5.25. Пусть   nx nn 1 . Заметим, что эта последо-
вательность не сходится ни к  , ни к  . В этом случае 
  nx nnn limlim , поэтому  nn xlim , т. е. последовательность 
является бесконечно большой. 
Упражнение. Пользуясь правилом построения отрицаний, 
записать определение последовательности, не являющейся бесконеч-
но большой.  
Заметим, что бесконечно большая последовательность расхо-
дится, т. е. не является сходящейся. Но если последовательность     
не является бесконечно большой, то она может быть как сходящейся, 
так и расходящейся. Например, последовательность  
n
x
n
n
1  
сходится к нулю, а последовательность  nnx 1  не имеет предела. 
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Всякая бесконечно большая последовательность является неог-
раниченной, поскольку вне любой окрестности нуля  Cxx n :  со-
держатся все члены начиная с некоторого номера.  
Обратное утверждение неверно: неограниченная последователь-
ность может и не быть бесконечно большой. 
Пример 5.26. Рассмотрим последовательность 
2
sin nnxn
 . 
Эта последовательность не является бесконечно большой. Действи-
тельно, все члены с четными номерами равны нулю: 02 kx . 
Поэтому в окрестности бесконечности (например (1, ) ) лежат        
не все члены последовательности. 
Покажем, что заданная последовательность неограниченная. 
Пусть C  – любое положительное число. Найдем Cnnn 
2
sin: . 
Рассмотрим       1414
2
sin141414 

  kkkknx k . Тогда 
Cx k 14 , если 4
1 Ck , т. е. начиная с номера 1
4
1
0 

  Ck  
неравенство Cx k 14  выполняется для всех 0C . В таком случае 


 

  11
4
1414 00
Ckn
0
0
0 0
1 1sin 4 1 4 1 1 4 1 1 1
2 4 4n
n C Cx n k                         
CC  11 . Здесь   ,1 xxxx  R  где  x  – целая часть x . 
Итак, CCxn 0 , т. е. последовательность 

 
2
sin nn
 
не огра-
ничена. 
Рассмотрим еще один пример. 
Пример 5.27. Покажем, что последовательность 
  nnx nn  12  является бесконечно большой и, следовательно, 
неограниченной.  
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Пусть ,2222:2 2 kkkxkn k   последовательность 
kx k 22   бесконечно большая, так как Ck 2 , если 


22
CCk . 
Пусть     12
12
212122:12 112 

 kk
kkxkn k . 
Оценим ,22112
12
21212
12
2
12  kkkkkkx k
если 2k . Итак, Ckx k  2212 , если 

 
2
2
2
2 CCk . 
Поэтому последовательность 12 kx  также бесконечно большая.          
В таком случае для значений 

 
2
2Ck  последовательность 
  nnx nn  12  является бесконечно большой и, следовательно, 
неограниченной.  
Отметим основные свойства бесконечно малой последова-
тельности. 
Теорема 6. Пусть  nx  – бесконечно малая последователь-
ность,  ny  – ограниченная последовательность, тогда после-
довательность  nn yx  бесконечно малая, т. е.      1 , 1 1n n n nx o y O x y o    . 
Доказательство. Поскольку  1Oyn  , то M  Nn  
Myn  . Положим M
 :1 , где   – произвольное положительное 
число. Так как  nx  – бесконечно малая последовательность, то 
01    1 NN   1 nxNn . В таком случае 
1
εε εn nx y M M M   , т. е. 0lim  nnn yx . 
Теорема 7. axnn lim  тогда и только тогда, когда nn ax  , 
где 0lim  nn . 
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Необходимость. Пусть axnn lim , тогда 0    NN  
 axNn n . Обозначим nn ax  : , тогда n  Nn      
и nn ax  . 
Достаточность. Пусть nn ax  , где 0lim  nn , тогда   0lim  axnn , т. е. 0    NN    axNn n , а это 
значит, что axnn lim . 
Следствие.  naxax nn 0R . В частности, 
0lim0lim   nnnn xx .  
Теорема 8. Пусть  nx  – бесконечно малая последовательность 
и  nnx 0 , тогда  nx1  – бесконечно большая последова-тель-
ность. 
Действительно, 

  0lim nn x 0:     11 NN  
 nxNn 1 , т. к.   0:0 22   nnn xNnNx . Пусть 
 21,max: NNN  . Возьмем 0E  и положим E1 , тогда для  
Nn  : nx  и 
111
nn xx
, т. е. E
xn
1  и, следовательно, 
 nn x
1lim . 
Теорема 9. Если  ny  – бесконечно большая последователь-
ность и  nny 0 , то  ny1  – бесконечно малая последова-
тельность. 
Доказательство аналогично представленному в теореме 8. 
Упражнение. Если последовательности n , n  бесконечно 
малые, то бесконечно малыми являются и последовательности 
nn  , nn  , α βn n , т. е.      11,1 ooo nnnn  ,       α 1 , β 1 α β 1n n n no o o    . 
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5.7. Сравнение последовательностей 
Пусть nnn yx  , где n  – бесконечно малая последователь-
ность. В этом случае пишут     nyox nn ,  
и говорят, что последовательность nx  есть о-малое от ny  при n .  
Если   , ,n nx o y n   и последовательность ny  есть сама бесконечно малая, то nx  будем называть бесконечно малой более 
высокого порядка малости.  
Пример 5.28. Пусть 3
1
n
xn   и nyn
1 . Так как 3 21 1 1 1 αnn n n n  , 
где 2
1:
nn
  и 01limlim 2   nnnn , то 


n
o
n
11
3 . 
Если существует такое число C , что при всех натуральных n  
выполняется неравенство nn yCx  , то пишут   nn yOx   
и говорят, что nx  есть O -большое от ny .  
Таким образом, даны следующие определения: 
      0lim,:, nnnnnnn yxnyox , 
   ( ) : 0  ( )n n n nx O y C n x C y      N . 
Заметим, что, если 0 nyn N  и последовательность  nn yx  
ограничена, т. е. Cyxn nn  N , то  nn yOx  . 
Пример 5.29. Пусть 

  nnxn 2sin ,  nn ny 1 . 
Поскольку 1
2
sin  n
y
x
n
n , постольку  nn yOx  , но 
 nn xOy  , т. к. при kn 2  02 kx  и ky k 22  . Неравенство 
kk xCy 22   не выполняется ни при каких значениях .C   
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Пример 5.30. Пусть 2nxn   и nyn  .  
Поскольку 11 
nx
y
n
n  Nn , постольку  nn xOy  . Заметим, 
что  nn yOx  . Действительно,  nyxnn . 
Определение. Пусть  nxn ,0 ,  nyn ,0               
и  nny 0 . Если  
1lim  n
n
n y
x
,  
то последовательности nx  и ny  называют эквивалентными при n , 
что записывается как 
nnn yx ~  или nyx nn ,~ . 
Пример 5.31. Последовательности 
n
xn 2
1  и 
12
1
 nyn  экви-
валентны ( nnn yx ~ ), т. к.  nnn
n
y
x
n
n ,1
2
11
2
12 .  
 
5.8. Арифметические операции над пределами 
последовательностей 
 Если nx  и ny  – две числовые последовательности, то их суммой, 
произведением и частным называются соответственно последова-
тельности  nn yx  ,  nn yx  ,  N



ny
y
x
n
n
n ,0 . 
Теорема 10 о сумме пределов  
Пусть nn xa  lim: , nn yb  lim: , тогда если сумма ba   опреде-
лена, то   bayx nnn lim . 
Доказательство. Пусть Rba, , 0 , 
2
:21
 .           
По определению предела последовательности  
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 01    111  axNnN nN ,            (5.11) 
 02   N 2N  2Nn    2byn .           (5.12) 
По заданному 0  находим натуральное N  (  21,max: NNN  ) такое, что для любого  Nn   
  
2221
byaxbayx nnnn . 
Пусть b , a . axnn lim ,  nn ylim . 
0:lim 

  axnn  1N   1Nn    axa n ; 
  nn ylim R 1: E  2N   2Nn   1Eyn  . 
Положим  ac : , R EcEE :1 . Пусть  21,max: NNN  . 
RE   )( 1 EcEcEayxNn nn  . 
Следовательно, bayx nn  . 
Случай a , b  исследуется аналогично описанному. 
Итак, сумма пределов является пределом суммы. 
 
Теорема 11 о произведении пределов  
Пусть nn xa  lim: , nn yb  lim: , тогда если произведение ba  
определено, то   bayx nnn lim . 
Доказательство. Пусть Rba, , тогда  
     byayaxabyx nnnnn byayax nnn  .   (5.13) 
Поскольку последовательность ny  сходится, то она ограничена 
bynn
lim MynM n  N:0 . Пусть M2:1
 , 
a2
:2
 , 
0 . Пользуясь оценками (5.11), (5.12), из выражения (5.13) 
получаем, что для всех Nn 
a
aM
M
ayabyx nnn 2221
. 
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Пусть  ba ,0 .   nnnn yax lim,lim . Поскольку 
axnn
lim , то  nn ax 2  (см. теорему 3 на с. 61). Так как 
 nn ylim , то 11 EEy nn   . Пусть Ea
EE  21 , тогда 
2
2n n
a Ex y E
a
  , т. е. bayx nnn lim . 
Итак, произведение пределов является пределом произведения. 
 
Теорема 12 о частном пределов  
Пусть nn xa  lim: ,   nnnn ybyb 0,0,lim: . Если частное 
b
a  определено, то 
b
a
y
x
n
n
n
lim . 
Доказательство. Имеем 
b
a
y
x
n
n  
by
aybx
n
nn
n n
n
x b ab ab y a
y b
   
by
byaaxb
n
nn
n
n
n
n
y
by
b
a
y
ax  . 
Поскольку 0b , постольку согласно теореме о сохранении знака 
сходящейся последовательности, 0
2
: 00 
b
yNnN n .  
Пусть 
4
:1
b
, 
a
b
4
2
2 , 0 . Используя оценки (5.11)           
и (5.12), находим натуральное  ),,max:( 210 NNNNN   такое, что 
для всех Nn  2 21
22
b
a
bb
a
y
x
n
n 
2
2
22 ε ε ε
4 4
b a b
b b a
   . 
Итак, частное пределов равно пределу частного. 
Упражнение. nnnnnn xcxcax   limlimlim . 
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5.9. Задачи с решениями 
1. Показать по определению 
5
2
15
12lim 

 n
n
n
. 
Решение. По определению число 
5
2  будет пределом последова-
тельности 
15
12


n
nxn , если для 0  найдется натуральное число 
  NN  такое, что для всех Nn   выполняется неравенство 


5
2
15
12
n
n . 
Решим последнее неравенство относительно n : 
    



25
75
155
7
155
210510
5
2
15
12 n
nn
nn
n
n . В каче-
стве   NN  можно взять некоторое натуральное число, большее 
числа 

25
75 , например число 1
25
75 



 . В таком случае для каж-
дого натурального n , большего этого числа N , выполняется нера-
венство 
    

 

 





11
25
7555
7
155
7
155
7
5
2
15
12
Nnn
n
. Так как 







25
7511
25
751
25
75 , то 5ε 75 5 1 1
25ε
          
   
5ε 7 35 75 5 1 5
25ε 25ε ε
      
      и   155
7
N
. Таким образом, для 
любого 0  существует натуральное число   1
25
75 



 NN  
такое, что все члены последовательности 
15
12


n
nxn , номера которых 
больше ,N  удовлетворяют неравенству 

5
2
15
12
n
n . По определе-
нию это означает, что 
5
2
15
12lim 

 n
n
n
. 
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Отметим, что в задании 1 найдено наименьшее   NN , 
удовлетворяющее определению предела. Это удается сделать            
не всегда (см. следующее задание). 
2. Показать по определению 
6
5
16
5lim 34
4
 nn
n
n
. 
Решение. Как и в предыдущем задании, решая неравенство 
 6
5
16
5
34
4
nn
n , для данного 0  находим такое   NN , 
чтобы при всех Nn   неравенство было выполнено. Если потребу-
ется, увеличим N . Для нас главное – найти какое-нибудь              
N  с указанными условиями. Имеем 
4
4 3
5 5
6 1 6
n
n n
  
 
 
 
34 4 3
4 3 4 3
5 130 5 6 5 5 ε ε
6 6 1 6 6 1
nn n n
n n n n
          . Упростим неравен-
ство, увеличив его левую часть: 
nn
n
n
nn
nn
n
3
1
6
2
616
1
4
3
4
33
34
3

 . 
Теперь если 
n3
1 , то тем более 

16
1
34
3
nn
n . Так как 
n3
1  
равносильно неравенству  3
1n , то в качестве N  можно взять число 
1
3
1 


 . В таком случае для каждого Nn   имеем 
  
4
4 3
5 5 1 1 1 1 ε
6 1 6 3 3 3(1 3ε)3 1 3ε 1
n
n n n N
        . 
3. Доказать, что последовательность nnxn  32  является 
бесконечно малой. 
Решение. По определению последовательность будет 
бесконечно малой, если   03lim 2  nnn , т. е. если для 0  
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найдется натуральное число   NN  такое, что для всех Nn   
выполняется неравенство  nn 32 . 
Решим непосредственно неравенство  nn 30 2          
или 

2
3233
2
2222 nnnnnn , в качестве 
  NN  можно взять число
23 ε , ε 3;
2ε
1, ε 3.
N
      
  
Неравенство  nn 22  можно решить с предварительной 
оценкой (в этом случае найденное далее число   NN  не умень-
шается, а может только увеличиться):    2 2 2 22
2 2 2
3  3 3 3 33
23 3 3
n n n n n nn n
nn n n n n n
                . 
Потребуем, чтобы 
n2
3 , и выберем   1
2
3 


 NN . 
Итак,   


 nnnNnN 2
33:1
2
30 2 , т. е. 
  03lim 2  nnn . 
Заметим, что оба решения корректны и для вывода можно 
использовать любое из найденных значений N . 
4. Показать, что число 1a  не является пределом последова-
тельности 
2
32


n
nxn .  
Решение. Вспомним, что 

   :lim, nn xaa R   0 0ε 0 ( ) ( ε )nN n n N x a          N N . 
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При Nn 2  имеем 
4
3
4
11
22
11
22
121
22
34 


NN
N
N
N . 
Итак,   0:4
31
2
322 

n
nNNnN N . Таким образом, 
число 1a  не является пределом последовательности 
2
32


n
nxn . 
Вычисление пределов последовательностей 
Вычисление предела последовательности опирается на теоремы 
параграфа 5.8 об арифметических операциях над пределами после-
довательностей и зависит от вида неопределенностей, которые полез-
но находить в каждом примере. 
Неопределенность вида 



  
5. Вычислить 
16
75lim 23
3


 nn
n
n
.  
Решение. При n  числитель и знаменатель дроби неогра-
ниченно возрастают, поэтому имеет место неопределенность 



 . 
Для раскрытия этой неопределенности числитель и знаменатель дро-
би делят на наивысшую степень n , встречающуюся в данной дроби   
(в нашем случае 3n ): 
3 3 3 3
3 2 3 2 3 3
5 7 5 7 5 7 5lim lim lim
6 1 6 1 6 1 1 6n n n
n n n n
n n n n n n n  
   
             . 
Здесь  n
nn
,01,01 3 . 
6. Вычислить 
5 24
3 32
12
15lim


 nn
nn
n
.
  Решение. При n  числитель и знаменатель дроби неогра-
ниченно возрастают, поэтому имеет место неопределенность 



 . 
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Для раскрытия этой неопределенности числитель и знаменатель дро-
би делят на наивысшую степень n , встречающуюся в данной дроби,  
(в нашем случае 2n ):  
 
32 3 2
32 3
54 2 54 2 2
5 15 1lim lim
2 1 2 1n n
n n nn n
n n n n n 
             
 
3 4 2
3 5
6 4 10
1 2 1lim 5
n
n n n
n n n
            
       
3 5
3 6 4 8 10
5 01 1 2 1 1lim 5 1 5.
1 0n n n n n n
          
        
7. Вычислить      
1 !  3 !
lim
6 1 1 ! 2 !n
n n
n n n
 
    . 
Решение. Чтобы раскрыть неопределенность 



  в случае 
факториалов, надо выразить все факториалы, входящие в данное 
выражение, через факториал меньшего из чисел и сократить на него. 
Имеем 
 
    
  
     






 !21!1
,!21!
!2!116
!3!1lim
nnn
nnnn
nnn
nn
n
   
   
 
 
2 ! 1 3 ( 1) 1 3 ( 1)
lim lim
2 ! 6( 1)( 1) 1 6( 1)( 1) 1n n
n n n n n n n
n n n n n 
                
2 2
2 2
3 2 1 3 2 1 3 0 0 1lim lim
6 7 6 7 6 0 2n n
n n n n
n n 
           . 
8. Вычислить 1
21
335
45lim 

 

nn
nn
n
.  
Решение. Каждая из последовательностей 1 2 1(5 ), (4 ), (3 )n n n  
 при n  является бесконечно большой. Скорость стремления к   
тем быстрее, чем больше основание степени. Таким образом, среди 
последовательностей 1 2 1(5 ), (4 ), (3 )n n n    с «наибольшей ско-
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ростью» стремится к   последовательность 1(5 )n . Разделим числи-
тель и знаменатель на 15 n , получим 
 
 
11 2 1 2 1
1 1 1 11 1
1
1
1 4 4 55 4 5 4 5 3lim lim  3 lim 15 5 5 55 3 3 3 3 5
5
4 0, ,
5 1 4 0 5.
1 5 3 03 0,
5
nn n n n n n
n n n nn n nn n n
n
n
n
n
    
      


            
   
   
          
       
 
9. Вычислить    151494
12lim
2


 n
n
n  . 
Решение. В знаменателе стоит сумма членов арифметической 
прогрессии. Воспользуемся формулой суммы первых n  членов 
арифметической прогрессии   11 2 1
2 2
n
n
a d na aS n n
   . 
В нашем случае 15,41  naa n , тогда 4 5 1 5 32 2n
n nS n n    . 
Следовательно,  
 
 
 
 
 
   
2 2 2 2
2
2 1 2 1 2 1
lim lim lim
4 9 14 5 1 5 3 2 5 3 2n n n
n n n n
n n n n n n  
          
   2 22 1 2 0 8lim .
5 2 3 2 5 2 0 5n
n
n
      
10. Вычислить   


 2313
1...
85
1
52
1lim
nnn
. 
Решение. Представим выражение   2313
1
 nn  в виде суммы 
простейших дробей  
   23132313
1
 n
B
n
A
nn
. 
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Умножая обе части этого равенства на знаменатель левой части, 
приходим к тождеству    13231  nBnA . Сравнивая коэффи-
циенты при степенях n , находим  
,033: ABBAn   
.
3
1,
3
112:0  BABAn  
Таким образом,    


 23
1
13
1
3
1
2313
1
nnnn
, отсюда 
    2313
1...
85
1
52
1
nn
 






 23
1
2
1
3
1
23
1
13
1
11
1
8
1
8
1
5
1
5
1
2
1
3
1
nnn
 . 
Окончательно получаем
   6
1
2
1
3
1
23
1
2
1
3
1lim
2313
1...
85
1
52
1lim 





  nnn nn . 
Неопределенность вида    
11. Вычислить  32lim 22  nnnnn .  
Решение. Здесь при n  получаем неопределенность   , 
которую можно привести к неопределенности 




 умножением         
и делением на выражение, сопряженное к данному (используется 
формула   bababa  22 ). Таким образом, 
     32lim 22 nnnnn     2 2 2 2
2 2
2 3  2 3
lim
2 3n
n n n n n n n n
n n n n
     
          325lim32 32lim 22
2
22
2222
nnnn
n
nnnn
nnnn
nn
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2 2
5 5 5lim
1 1 21 2 1 3n n n
       .  
12. Вычислить  3 32 3lim nnn
n
 .  
Решение. Здесь, как и в предыдущей задаче, имеем неопре-
деленность   . Умножим и разделим выражение 3 33 nn        
на неполный квадрат разности (используется формула 3 3a b   
2 2( )( )a b a ab b   ), получим  
       


 
  23 33 32
23 33 323 32
3 32
33
333
lim3lim
nnnn
nnnnnnn
nnn
nn
 
        23 33 32
2
23 33 32
332
33
3lim
33
3lim
nnnn
n
nnnn
nnn
nn
 
 
2
2
2 3 33 3
3 3lim 1
1 1 11 3 1 3 1
n
n
n n n
    
      
. 
Неопределенность вида  1  
13. Вычислить 
52
6
6
5
5lim
n
n nn
nn







. 
Решение. Здесь при n  выражение под знаком предела 
представляет степень, основание которой стремится к единице 
1
5
5lim 6
6


 nn
nn
n
, а показатель – к бесконечности 
52lim n
n
. Таким 
образом, имеем неопределенность  1 . Для раскрытия этой неопре-
деленности нужно воспользоваться замечательным пределом  
 
  e1lim 1   nnn ,                                 (5.14) 
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где n  – бесконечно малая последовательность. 
Преобразуем выражение под знаком предела так, чтобы можно 
было использовать формулу (5.14). 

















5
5
2
6
62
6
6
1
5
51lim
5
5lim
n
n
n
n nn
nn
nn
nn

 






















5
665
2
5
10
10
5
6
2
6
66
5
101lim
5
551lim
n
nn
n
n
nn
n
n
n nn
n
nn
nnnn  
5
610 205 55 2 20 16 66 5 5
10 lim2 lim lim 205lim e e e e e
n nn
n n n n n nn n
nn
n n
n
    
   
     . (Здесь 
e
5
101lim 10
5
6
6






n
nn
n nn
n , т. к. 0
5
10lim 6  nn
n
n
, т. е. 
nn
n
5
10
6   является 
бесконечно малой последовательностью.) 
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6. ПРИЗНАКИ СХОДИМОСТИ ПОСЛЕДОВАТЕЛЬНОСТИ 
 
 Предел монотонной последовательности. Теорема Вейерштрасса о сходи-
мости монотонной и ограниченной последовательности. 
 Число e. 
 Применение последовательностей в экономике. 
 Подпоследовательности. Теорема о сходимости подпоследовательности 
сходящейся последовательности. Верхний и нижний пределы последова-
тельности. 
 Теорема Больцано–Вейерштрасса (о выделении сходящейся подпоследова-
тельности из любой ограниченной последовательности). 
 Фундаментальные последовательности. Критерий Коши сходимости после-
довательности. 
 Задачи с решениями. 
 
6.1. Предел монотонной последовательности 
Определение. Последовательность nx  называется: 
строго убывающей, если 1 nn xx  для всех Nn ; 
убывающей (невозрастающей), если 1 nn xx  для всех Nn ; 
строго возрастающей, если 1 nn xx  для всех Nn ; 
возрастающей (неубывающей), если 1 nn xx  для всех Nn . 
Убывающие и возрастающие последовательности называют 
монотонными. В дальнейшем, если последовательность nx  возрас-
тающая (убывающая), то будем писать: ( )nx   ( )nx  . 
Заметим, что неубывающая последовательность nx  ограничена 
снизу своим первым элементом. Она будет ограниченной, если она 
ограничена и сверху, т. е. если существует такое число ,C  что при 
всех натуральных n  выполняется неравенство Cxn  . Невоз-
растающая последовательность nx  ограничена сверху своим первым 
элементом. Она будет ограниченной, если она ограничена и снизу,    
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т. е. если существует такое число ,c  что при всех натуральных n  
выполняется неравенство cxn  . 
Пусть }...,...,,,{ 321 xxxX  . 
Теорема 1 (теорема Вейерштрасса* о сходимости 
монотонной и ограниченной последовательности). 
Монотонная ограниченная последовательность действительных чисел 
сходится, причем если последовательность nx  возрастающая, то 
Xxnn
suplim  , 
если же последовательность nx  убывающая, то  
Xxnn
inflim  . 
Доказательство. Пусть последовательность )( nx  и ограни-
чена сверху (снизу она ограничена числом 1x ), т. е. 
)()(: 1 nnn xxbxnb ΝR . Так как bx n   для всех n , 
то существует точная верхняя грань Xa sup:   и ba   (если ba  , 
например, 0,  ba , то bxbxn nn  00 ,00 , что 
противоречит тому, что bxn n  N ). Покажем, что nn xa  lim . 
Поскольку a  – точная верхняя грань X , то  
1) axn n  N ; 
2) )(0  NN  такое, что  axN .  
Поскольку последовательность )( nx  возрастает, постольку для 
каждого Nn   имеем  
axxa nN  , 
т. е. для всех  aaxaNn n . Таким образом, axn  
при Nn  . Отсюда ввиду произвольности числа  имеем axnn lim . 
Теорема доказана. 
                                                          
* Вейерштрасс Карл (1815–1897) – немецкий математик, уделявший большое 
внимание  логическому обоснованию математического анализа. 
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Замечание 1. Если последовательность )( nx  не является 
ограниченной сверху, то  nn xlim , т. е. последовательность явля-
ется бесконечно большой. В самом деле, если последовательность 
)( nx  не является ограниченной сверху, то RE  существует такое 
число mx , что Exm  . Так как )( nx , то для всех mn xxmn  ,   
а это и означает, что  nn xlim . 
Аналогично доказывается теорема о пределе убывающей 
последовательности. 
Замечание 2. Сходящаяся последовательность может              
и не быть монотонной.  
Пример 7.1. Рассмотрим последовательность  211 nx
n
n
 , 
1lim  nn x . Находим 
  ,1
9
8,1
4
5,0
1
11 321  xxx , т. е. все 
члены последовательности с четными номерами 1
4
11 22  kx k ,      
а все члены с нечетными номерами   112
11 212  kx k . Как 
видно, последовательность  211 nx
n
n
  не является монотонной. 
Пример 7.2. Докажем, что 0lim 
n
n
q , если 1q . 
Пусть сначала 10  q . Находим 
nxxq
q
q
x
x
nnn
n
n
n  

1
1
1 1 , т. е. )( nx  – убывающая ограни-
ченная снизу (нулем) последовательность. Значит, она имеет предел. 
Пусть nn xa  lim: . Последовательность ( 1nx ) имеет тот же предел: 
1lim:  nn xa . Но по теореме о произведении пределов последова-
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тельностей (параграф 5.8) qaqqqqq
n
nn
n
n
n



 )lim(limlim
1 . 
Таким образом, 0 aqaa . 
Если 01  q , то будем пользоваться тем, что nn qq  , и тем, 
что 0lim0lim   nnnn xx .  
 
6.2. Число e 
Теорема 2. Последовательность )( nx ,  
где                                    
 
1: 1 , 1, 2, ...,
n
nx nn
       
сходится. 
Заметим, что 
1 2 3 1002, 2,25, 2,370 37, , 2,704 81,x x x x     
1000 99982,716 923, 2,718 145 791,x x   
Доказательство. Докажем, что последовательность )( nx  стро-
го возрастает и ограничена. Воспользуемся формулой бинома Нью-
тона: 
 nnnn
n
n
n
n
nn babCbaCbaCaba   1122211 ...)( , (6.1) 
где  
!
)1)...(1(
)!(!
!
k
knnn
knk
nC kn
 . 
Подставляя в формулу (6.1) 
n
ba 1,1  , получаем 
 nn nn
nnnn
n
nn
n
nx 1
!
)1)...(1(...1
!2
)1(11 2  
 

 

 

 

 

 
n
n
nnnnn
11...11
!
1...2111
!3
111
!2
12 . (6.2) 
Так как )1,,2,1(01  ni
n
i  , то из выражения (6.2) вытекает 
Ν nxn 2 .  
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А так как 1 0 ( 1, 2,  ,  1)i i n
n
    , то 
1   1 1 1 2    ...  !  1  2  3... 2
2! 3! !
n
nx n nn
          
12 1
1  2 1 3
2
1 1 12    ...  2 2 2 nn 
        . Следовательно, 32  nx . 
Докажем, что nn xx 1 . Находим 





1
1 1
11
n
n n
x  









 ...1
21
1
11
!3
1
1
11
!2
12
nnn













 11...1
11
)!1(
1
1
11...
1
11
!
1
n
n
nnn
n
nn
. (6.3) 
Поскольку )1...,,2,1(1
1
1  nin
i
n
i  и, кроме того, последнее 
слагаемое в выражении (6.3) 0
1
1...
1
11
)!1(
1 





 n
n
nn
, 
постольку из соотношений (6.2) и (6.3) следует, что nn xx 1 . 
Итак, 32  nx  и Ν nxx nn 1 . 
В соответствии с теоремой 1 о пределе монотонной ограничен-
ной последовательности 
n
n


  11  имеет предел, который, следуя 
Эйлеру*, обозначают e: 
n
n n


  
11lim:e . 
Наряду с   число e является одной из наиболее важных констант 
в математике. Подсчитано, что начальный отрезок десятичного 
разложения для е имеет вид e 2,718 281 828 459 0 45 235 3   
 
                                                          
* Леонард Эйлер (1707–1783) – швейцарский математик, механик, ученик             
И. Бернулли, большую часть жизни работал в Петербургской и Берлинской АН; 
только при жизни Эйлером было опубликовано около 550 своих книг и статей. 
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В 1873 г. Шарль Эрмит* установил, что число е трансцен-
дентно. В математике число е известно также как неперово** число.  
Число е используется в качестве основания натурального логарифма 
xx elog:ln  .  
Показательная функция с основанием е называется экспонентой 
xx e:exp  . 
 
6.3. Применение последовательностей в экономике 
Пример 6.3. Пусть 0Q  – первоначальная сумма вклада в банк, 
р – процент начисления за определенный период времени (месяц, 
год), N – количество периодов времени хранения вклада, тогда сумма 
вклада по истечении N периодов равна 
 
0
1 .
100
N
N
pQ Q       (6.4) 
Формула (6.4) называется формулой сложных процентов. 
Если период времени разбит на n частей, то через t периодов 
времени сумма вклада (депозита) составит 
tn
nt n
pQQ 


 
100
10 . 
Пусть rp 
100
, тогда  
tr
r
ntnn
r
r
ntn
nt n
rQ
n
rQ
n
rQQ 









 









 

  111 000 .  
Так как 


   nn
p
nn
p
p
n
limгде,e11lim , то  
                                                          
* Шарль Эрмит (1822–1901) – французский математик, член Парламента 
Англии. 
** Джон Непер (1550–1617) – шотландский математик, составил таблицу 
логарифмов в 1614 г. 
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tr
tr
r
n
nntn
Q
n
rQQ e1limlim 00 










   . 
Расчеты, выполненные по этой формуле, называют начисле-
ниями по непрерывным процентам.  
Пример 6.4. Пусть темп инфляции составляет 1 % в день. 
Насколько уменьшится первоначальная сумма через полгода? 
183
183 100 100
1,83
0 0 0 0
1 11 1 0,16
100 100
Q Q Q Q e Q


                  
. 
Потери за полгода составят  
%9,83%100
e
%100
0
0
83,1
0
0
0 

Q
QQ
Q
QQ
. 
Инфляция уменьшит первоначальную сумму примерно в 6 раз. 
 
6.4. Подпоследовательности 
Пусть задана последовательность  nx . Выберем некоторую 
строго возрастающую последовательность натуральных чисел 
......1 21  knnn . 
Последовательность 




kk nnnn
xxxx ,,...,,
21
 называется 
подпоследовательностью последовательности ( )nx  (частичной после-
довательностью последовательности ( )nx ). 
Итак,   RΝΝ  nnkk xxnnk k, , т. е. 
подпоследовательность RΝ  knx  – функция натурального 
аргумента со значениями во множестве действительных чисел R . 
Заметим, что knk k  Ν . 
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Пример 6.5. Пусть    ...,16,11,6,15  kk nkn , 
   ...,,, 1611615 xxxxx knk    – подпоследовательность последова-
тельности  nx . 
Замечание. В частичной последовательности  
knx  сохраняется 
тот же порядок следования элементов, какой они имели в исходной 
последовательности  nx . Например, последовательность 
 ...,,, 61611 xxx  не является подпоследовательностью последователь-
ности  nx . 
Определение. Пределом подпоследовательности является      .)(0:lim   axNkkNNxa kk nnk ΝΝ  
 
Теорема 3. Если последовательность )( nx  сходится, то и любая 
ее подпоследовательность  
knx  также сходится, причем к тому же са-
мому пределу. 
Доказательство. Имеем    axNnNNax nnn Ν)(0:lim . 
Пусть  
knx  – любая подпоследовательность последовательности )( nx : 
 axNnNknNk
knkk . 
Предел подпоследовательности называют частичным пределом 
последовательности. Их может быть много. Наименьший и наиболь-
ший частичные пределы называют соответственно нижним и верх-
ним пределом последовательности. Используют следующие обозна-
чения:  
 nn xlim  верхний предел,  nn xlim  нижний предел. 
Пусть последовательность  nx  расходится. Что можно сказать  
о сходимости ее частичных последовательностей?  
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6.5. Теорема Больцано*–Вейерштрасса  
Теорема 4. Из любой ограниченной последовательности 
можно выделить сходящуюся подпоследовательность. 
Доказательство. Поскольку последовательность )( nx  огра-
ничена, постольку bxanba n  :, NR . Разделим отрезок  ba,  пополам, тогда, по крайней мере, один из полученных отрезков 
содержит бесконечно много членов последовательности  nx , обозна-
чим его  11,ba . Выберем произвольный элемент последовательности 
 nx , принадлежащий отрезку  11,ba . Пусть это будет 1nx . Разделим 
теперь отрезок  11,ba  пополам и обозначим через  22 ,ba  один из 
отрезков, который также содержит бесконечно много членов после-
довательности  nx . В силу того что на отрезке  22 ,ba  содер-          
жится бесконечно много членов последовательности  nx , най-    
дется такой элемент 
2nx , что 2 2 2,nx a b    и 12 nn  . Так выбран 
элемент  
2
,nx  и т. д.  
Получилась последовательность вложенных отрезков  kk ba ,       
и подпоследовательность  
knx  последовательности  nx , причем 
 kkn bax k ,  и ......21  knnn . Очевидно, что 02k k k kb ab a    . 
По теореме Коши–Кантора существует единственная точка  kk bac ,  Nk .  
Покажем, что lim .
knk
x c   Так как caaaa k  ......221 , 
последовательность  ka  и ограничена сверху числом c , то по 
теореме Вейерштрасса о сходимости монотонной ограниченной 
последовательности существует 
 lim sup .k kk k
a a c    (6.5) 
 
                                                          
* Больцано Бернард (1781–1848) – чешский математик, философ, теолог. 
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Поскольку cbbbb k  ......321 , т. е.   kb  и ограничена 
снизу числом c , постольку существует 
 cbb kkkk
 inflim . (6.6) 
Поскольку knk bxa k  Nk  по теореме 5 о пределе промежуточ-
ной последовательности (см. параграф 5.5 на с. 60), постольку, учи-
тывая выражения (6.5) и (6.6), получаем lim lim lim
kn k kk k k
x a b c     . 
Теорема доказана. 
Упражнения  
Докажите. 
1. Из любой монотонной неограниченной последовательности 
можно выделить бесконечно большую подпоследовательность. 
2. Любая подпоследовательность бесконечно большой после-
довательности является бесконечно большой.  
3. У каждой ограниченной последовательности среди частичных 
пределов существуют нижний и верхний пределы последова-
тельности.  
4. Последовательность )( nx  сходится к числу a  тогда и только 
тогда, когда axx nnnn   limlim . 
Для изучения поведения последовательности используется ин-
формация о поведении множества ее подпоследовательностей. 
Полезны следующие утверждения (см. упражнения 5, 6). 
5. Достаточное условие сходимости последовательности. Пусть 
R  AAxx kkkk ,limlim 122 , тогда Axnn lim . 
6. Достаточное условие «расходимости» последовательности. 
Если какая-либо подпоследовательность не является сходящейся 
либо существуют две ее подпоследовательности, сходящиеся к раз-
личным пределам, то сама последовательность расходится. 
Пример 6.6. Последовательность  nnx 11   имеет два час-
тичных предела: 2lim  nn x , 0lim  nn x . К числу 2 сходится под-
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последовательность с четными номерами: 2lim 2  kn x . К числу 0 схо-
дится подпоследовательность с нечетными номерами: 0lim 12  kn x . 
Ясно, что последовательность  nnx 11   расходится. 
Если рассматривать любые последовательности, а не только ог-
раниченные, то частичными пределами могут быть и символы ,  
или  .  
Пример 6.7. Расходящаяся последовательность   nx nn 1  
имеет два частичных предела:  nn xlim ,  nn xlim . 
Пример 6.8. Найти предел последовательности 
4sin
12 n
n
nxn
 . 
Заметим, что 212lim  n
n
n
, 
4
sinlim n
n

  
не существует. В самом 
деле, рассмотрим подпоследовательности последовательности 
π sin
4n
ny  :  
Ζ kky k 0sin4 ,  
4 1
2 2, 2 ;πsin π
4 2 2, 2 1, ,
k
k m
y k
k m m

     
      Ζ  
4 2
1, 2 ;πsin π
1, 2 1, ,2k
k m
y k
k m m
     
      Ζ
.
4
3sin 1434  

  kk yky   
Значит, имеется 5 частичных пределов: 2,2,2,2,0  . При 
этом 212lim  nn x  (к этому пределу сходится, например, под-
последовательность 8 2 ( 0,1, 2, )mx m   );  
221lim  nn x  (к этому пределу сходится, например, 
подпоследовательность 8 2 ( )mx m N ).  
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6.6. Фундаментальные последовательности. Критерий Коши 
сходимости последовательности 
 
Определение. Последовательность  nx  удовлетворяет усло-
вию Коши (является фундаментальной), если для любого числа 0  
найдется натуральное число   NN  такое, что из Nn   и Nm   
следует неравенство  mn xx . 
Условие Коши формулируют и таким образом: 
  N pnNN ,0      npn xxNn . 
Теорема 5  
(Критерий Коши сходимости последовательности.) Для 
того чтобы последовательность сходилась к конечному пределу, 
необходимо и достаточно, чтобы она удовлетворяла условию Коши. 
Необходимость. Пусть последовательность  nx  сходится, т. е. 
axnn
 lim . По числу 0    NN  Nmn  ,  выполняются 
неравенства 
2
,
2
 axax mn . Из этих неравенств и свойства 
модуля получаем  ε ε ε
2 2n m n m n m
x x x a a x x a x a            . 
А это и означает, что последовательность  nx  фундаментальная. 
Достаточность. Пусть последовательность  nx  фундамен-
тальная. Докажем, что она сходится. Покажем, что последователь-
ность  nx  ограничена. 
Пусть 0 . Так как последовательность  nx  удовлетворяет 
условию Коши, найдется такое число  1NN  , что n N     
1n mx x   . Положим 1 Nm , тогда для Nn   имеем 
11  Nn xx . Следовательно, 1 1 1n n nN N Nx x x x x x       
1 11N Nx x    . Положим  121 1,...,,,max:  Nn xxxxL , тогда 
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Lxn n  N . Таким образом, последовательность  nx , удовлет-
воряющая условию Коши, ограничена.  
Согласно теореме Больцано–Вейерштрасса (о выделении сходя-
щейся подпоследовательности из любой ограниченной последова-
тельности) последовательность  nx  в силу ее ограниченности имеет 
частичный предел. Обозначим его a  и докажем, что a  является пре-
делом всей последовательности  nx . 
Пусть  knx  – та последовательность, для которой ax knk lim . 
Зададим произвольное число 0  и найдем число   11 NN  такое, 
что для всех 1, Nmn   имеем 2
 mn xx  (в силу фундаменталь-
ности ( )nx ). Для этого же   найдем число   22 NN  такое, что для 
всех 2Nnk   2
 ax
kn
. Пусть  21,max: NNN  . Оценим для Nn   
модуль разности axn  . Пусть kn  – такое число, что Nnk  , тогда 
для всех Nn   имеем 
22
axxxax
kk nnnn
, что озна-
чает сходимость последовательности  nx  к числу a . Теорема 
доказана. 
 
6.7. Задачи с решениями 
1. Доказать, что R an
an
n
,0
!
lim .  
Решение. Пусть Ν ma ,0  и am  1 . Для всех mn   имеем 
   n
m
mn mm
m
mmnmmmn )1(!
)1(
)1(
1
!
1
...21
1
!
1
!
1

  ,  
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тогда для mn     !
)1(
!
1
1! m
mq
m
m
m
a
n
a mnm
nn 


 , где 
10,
1
:  qm
aq . 
Таким образом,  
!
)1(
!
0
m
mq
n
a mnn  . 
Находим 
!
)1(lim
m
mq
m
n
n

 
 
n
n
m
q
m
m lim
!
)1(
00
!
)1( 
m
m m . По 
теореме 5 о пределе промежуточной последовательности (с. 61)   
0
!
lim  n
a n
n
. 
 При 0a  доказательство очевидно. 
Пусть 0a . Найдем 0
!
lim
!
lim   n
a
n
a n
n
n
n
, т. к. 0a . Но 
поскольку 0
!
lim  n
an
n
, то .0
!
lim  n
an
n  
2. Пусть 
n
n
n x
х
x
2
4 2
1
 , 31 x . Найти nn xlim .  
Решение. Найдем 2
2
2
22
2
2
1
2
4
1
2
24
2
4
n
n
n
nn
n
n
n
n
x
х
x
хх
x
х
x
x  . 
Так как  
n
n
n
nnn
n x
x
x
xxх
x
2
2
2
2
444 22
1
 , то 
N nxn 2 . Поэтому    0224 2  nnn xxx , 
следовательно, 11 
n
n
x
x
. 
Таким образом, последовательность )( nx   и ограничена снизу 
числом 2, следовательно, R  Cxnnlim . Для определения С  
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перейдем к пределу при n  в рекуррентном соотношении 
n
n
n x
х
x
2
4 2
1
 . Имеем C
CC
2
4 2 , откуда 2C . Итак, 2lim  nn x . 
3.   
корней
...
n
n aaax   – рекурсивная последовательность, 
0a . Найти nn xlim .  
Решение. Поскольку   
корней1
1 ...

 
n
n aaaax  и 0a , 
постольку ясно, что  nx , т. е. nxx nn 1 . Очевидно, что 
nn хаx 1 . Неравенство nn xха   выполняется в промежутке



 
2
411,0 a , т. к. 2nn xха   равносильно 02  aхx nn . 
Следовательно,  nx  и ограничена сверху: 2 411 axn  , – 
поэтому существует R Cxnnlim . Найдем C : 
2 2
1 nn nx a x C    a C , отсюда 1,2 1 1 .2 4C a    И поскольку 
0C , то aC 
4
1
2
1 . Итак, axnn  4
1
2
1lim . 
Заметим, что ограниченность последовательности можно дока-
зать, используя метод математической индукции. 
Пусть 1n . Так как 0a , то 
2
411
1
aax  . 
Предположим, что 
2
411 axn
 . Покажем, что 
2
411
1
аxn  . Так как nn xax 1 , то нужно доказать, что  
95 
 
2
411 аxa n  . Если умножить обе части последнего неравен-
ства на 2 и возвести в квадрат, то получим 
2
411 аxn  .  
4. Доказать, пользуясь критерием Коши, сходимость 
последовательности  12...531
1...
531
1
31
11  nxn .  
Решение. Введем обозначение:    12...531!!12  nn . 
Оценим сверху модуль разности  
        !!12
1...
!!32
1
!!12
1
pnnn
xx npn  
            



 12...32
1...
5232
1
32
11
!!12
1
pnnnnnn
 
        


   ...32
1...
32
1
32
11
!!12
1
12 pnnnn
            






 !!12
1
2
3
12!!12
33
22!!12
32
32
11
1
!!12
1
nnn
n
nn
n
n
n
nnn 4
3
2
1
2
3
12
1
2
3  .  
Пусть ε  – произвольное положительное число. Для этого   
неравенство 
n4
3  выполнено для значений  4
3n . Пусть 
1
4
3 


N , тогда   npn xxNn . 
Следовательно, последовательность  nx  фундаментальна и по 
критерию Коши сходится. 
5. Доказать, что последовательность 
n
xn
1
3
1
2
11    рас-
ходится. 
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Решение. Докажем, что последовательность  nx  не является 
фундаментальной. Оценим разность: 
1 1 1
1n p n
x x p
n n p n p
       . 
 Пусть N NNNnp 1 , тогда 
2
1 nn
nxx npn . 
Отсюда следует, что данная последовательность удовлетворяет отри-
цанию условия Коши  ( )A B A B   , а именно: при 21  для 
любого натурального   

   2
1, npn xxNnpnN N . Следо-
вательно, последовательность  расходится. 
6. Пусть   nnx 1 . Доказать расходимость последователь-
ность  nx . 
Решение. Докажем, что последовательность  nx  расходится:  
   mn xxNmNnmnN ,,0 N . 
Действительно, если 2 , то для любого натурального N  числа
2,1  NmNn  больше, чем N, и 221   NN xx . 
 
 
 
 
 
 
 
 
 
 
 nx
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