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Cold spray technology has emerged in recent years as a promising method of powder 
deposition that is inherently different from other processes. Without melting of the particles prior 
to deposition, powders of a wide range of materials can be deposited onto a substrate primarily 
through their initial kinetic energy. By keeping particle temperatures below melting, coatings 
made from cold spray are able to elegantly avoid many temperature-related defects commonly 
seen in traditional coating methods. The amount of kinetic energy required for successful 
bonding has been experimentally shown to be defined by a critical velocity, which varies 
depending on the thermomechanical properties of the powder material. Due to the time duration 
across which bonding occurs, it is difficult to observe the precise bonding phenomena in 
experiments leading to an emphasis on numerical simulation. However, most numerical studies 
have been focused on using mesh-based FEMs and identify bonding during post-processing of 
results. As such, these models are incapable of properly predicting bonding or bond effects on 
material behavior.  
In the current thesis, a bonding model is developed within a Material Point Method 
(MPM) framework that is able to directly model bonding effects on each body within the 
simulation. By using the MPM, it is possible to combine the advantages of Lagrangian and 
Eulerian FEMs while simultaneously minimizing their shortcomings in modeling the extreme 
strain and strain rate conditions seen in cold spray. This novel, direct bonding model introduces a 
time-discrete bond parameter whose evolution is based on adhesion energy, similar to the energy 
release rate seen in damage/fracture modeling. The overall code has been generalized to also 
provide initial consideration of multiparticle impacts, which is important for modeling the 
overall build-up and predicting the properties of coatings or structures. 
With the current model, it is possible to produce accurate predictions of the critical 
velocity for a range of Al particle sizes. Through use of adhesion energy and regularization 
techniques, the bonding model is able perform independently of discretization level and 
accurately capture the material jetting behavior observed experimentally to be related to impact-
induced bonding. A linear trend is predicted such that critical velocity decreases as particle 
diameter increases. Furthermore, the current model also predicts convergence of the percent 
bonded area with grid size refinement towards a value which aligns with theoretical works. This 
further suggests that the current model is also able to provide insight on the bond quality and 
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Chapter 1 Introduction 
1.1 Thermal Spray Technology 
Initially developed as a method to make lead plates for batteries by Oerlikon in 1882, it was 
not until Schoop and his associates from Switzerland first developed the equipment and 
techniques for producing dense coatings with thicknesses greater than 100 μm from molten and 
powder metals that is became widely popular [1]. Most notably, the process proved valuable in 
being able to provide protection for metal surfaces as well as restore wear defects of metal parts. 
With the onset of the World Wars, the popularity of thermal sprays (TS) soared as a method of 
rapid repair for tanks and other machinery in the field [2]. Nowadays, TS technology has 
expanded beyond simple metals and alloys to incorporate a large variety of material types such 
as polymers, ceramics, ceramic-metals and other combinations of materials. Figure 1.1 shows a 
schematic of a typical TS technique. With this, it became possible to coat parts and machinery 
with a thin layer of material to improve corrosion, wear and thermal resistance as well as 
increase lubricity became a possibility. This allowed the propagation of TS coatings into areas 
such as the aerospace and automotive industries where the drive to improve fuel efficiency led 
manufactures to use TS to make lighter parts without compromising thermomechanical 
performance. 
 
Figure 1.1 Schematic of a typical TS process [3]. 
Generally, the feedstock material is required to be projected through a nozzle and sprayed 
in a liquid or semi-liquid state. For traditional TS processes such as high-velocity oxy-fuel 
(HVOF), this requires high propellant temperatures which can reach values up to 3000oC [4]. 
Other electric-arc based processes such as plasma transferred wire arc (PTWA) can reach even 
higher temperatures over 10,000oC which make it particularly suitable for depositing materials 
such as ceramics and is commonly used by automobile manufacturers to coat lightweight 
cylinder bores [2]. Although effective, the coating formation at elevated temperatures can result 
in undesired thermal effects such as oxidation of the material as well as a loss of nanostructure in 
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the coating [5]. Other undesirable effects such as phase changes, decomposition and preferential 
evaporation can also occur as a result of high processing temperatures [6]. 
1.2 Cold Spray Technology 
Across the various TS techniques, there exists a relationship between processing 
temperature and spray velocity where higher temperatures require less particle velocity for 
successful coating formation. In recent years, cold spray (CS) has emerged as a promising 
powder deposition technology that lies essentially on the other end of the spectrum as plasma-
based techniques. CS is a solid-state process where microparticles typically between 1 and 50 μm 
in size are accelerated to supersonic speeds through a de Laval nozzle by a stream of inert gas 
such as nitrogen or helium as shown in Figure 1.2. Throughout the process, temperatures are 
maintained well below melting. By doing so, not only are undesirable thermal effects elegantly 
avoided but dense coatings can be deposited with both high efficiency and rate. The resulting 
coatings can be extremely thick with 2.5 mm copper coatings having been deposited over 
stainless steel manifolds in rocket engines. Deposited coatings can not possess high strength, 
hardness and wear resistance by themselves, but also exhibit high bond strength with the 
substrate which improves the overall cyclic performance of the coated part [6]. 
 
Figure 1.2 Schematic representation of the cold spray process [7]. 
Nevertheless, no process is perfect and CS still has several disadvantages. First and 
foremost, there exists a significant shot-peening effect in the coating due to the repeated high-
velocity impacts of particles on the substrate. This results in a near-zero ductility in the CS 
coating in the as-sprayed condition which can be problematic in some applications. Furthermore, 
CS is only able to properly deposit materials or composites on substrates where both have a 
certain degree of ductility, as successful bonding in the process is reliant on severe plastic 
deformations. Consequently, the range of viable materials is limited in CS compared to 
conventional TS, as coatings deposited on ceramic substrates for example show only limited 
bond strength [6].  
Rather than relying on thermal energy to cause bonding, cold spray uses kinetic energy and 
contact pressure to remove the oxidation layer on the substrate. This results in intimate metal to 
metal contact and subsequently under the high contact pressures, induces metallurgical bonding 
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and mechanical interlocking [8]. However, in order to remove the oxide layer, the substrate and 
particle must undergo the aforementioned severe plastic deformations. The entire process occurs 
rapidly on the nanosecond scale as the powder particle velocity required to achieve bonding, or 
critical velocity, can be upwards of 800 m/s [9]. There also exists a maximum particle velocity 
above which erosion effects serve to prevent bonding [10], however identification of this 
velocity lies beyond the scope of the present research. 
1.3 Motivation, Objectives and Methodology 
In the formation of a CS coating for any application, it is essential to identify the critical 
velocity at which bonding occurs. However, this value is highly dependent on a number of 
variables such as particle/substrate material, particle size, impact temperature, oxide layer 
thickness and oxygen content [11, 12, 13, 14]. Nevertheless, as there is a distinct threshold 
velocity at which bonding occurs, this suggests that there must likewise be a distinct mechanism 
that causes bonding. Due to the speed and physical scale at which the impact and subsequent 
impact-induced bonding occurs, it is difficult to observe the threshold metric that must be 
attained to achieve bonding. As a result, the importance of accurate numerical modeling that is 
able to quantify bonding effects directly in a simulation is emphasized. Through this, bonding, 
bond strength and other mechanical properties may be accurately predicted through numerical 
simulations which specifically account for the extreme CS conditions. 
Previous work has been done within the Fatigue and Stress Analysis Laboratory (FATSLAB) 
in developing the numerical modeling framework for a direct bonding model within a particle-
based modeling framework. This work culminated in the development of a strain-like history 
variable conjugate to a rate-dependent evolution law that allows introduction of a bonding 
criterion for contacting surfaces. It was implemented within an in-house code based on the 
Material Point Method (MPM) [15]. This work was able to validate the modeling framework and 
establish a pathway for its calibration to the observed particle bonding behavior; however, it did 
not address the critical issues of mesh-dependence which undermines its accuracy in predicting 
critical components of the observed behavior such as bond initiation site and material jetting. 
Detailed discussions on the modeling technique will be presented in Chapter 2 and 3 while the 
existing bond model will be presented at the beginning of Chapter 4.  
This thesis aims to further develop the existing bonding model developed within FATSLAB 
and address the issues of the previous model. Additional features will also be added to further 
improve the theoretical accuracy of the entire numerical model. Ultimately, the goal is to develop 
a continuum-based model from which values can be extracted to give proper predictions of 
bonding occurrence and bond quality for a given set of material and CS process parameters. 
Formally, the objectives of this thesis are as follows: 
 Develop a finite element program based on a framework which is specifically tailored to 
the extreme strain and strain rate conditions of the CS process. This extends to the 
consideration of specific numerical components which include but are not limited to 
specific strength models, melt models and infinite media.  
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 Develop and implement a novel bonding model within this suitable numerical framework 
based on physical and theoretical knowledge, such that the effects of adhesion forces on 
material behavior are represented directly within a simulation. 
 Extract information from the bonding model on bonding occurrence and bond quality in 
single and multiparticle impacts. 
 Enable predictions of the necessary particle critical velocity for a given set of process and 
material parameters. 
To demonstrate that the proposed bonding model and modeling framework satisfies the 
above-stated objectives, the following strategies will be employed: 
 The bonding model must show similar performance irrespective of the level of system 
discretization. Consequently, the bonding model must be based on a value within the 
simulation which is insensitive to discretization level. To identify an appropriate measure 
to base the bonding model upon, convergence tests will first be conducted without 
bonding considerations. 
 To evaluate that the proposed bonding model and the metric its based upon is reasonably 
insensitive to discretization, tests will be conducted with a range of discretization levels 
and their results compared. The bonding model must show similar performance to 
discretization level to ensure robustness of the numerical method. 
 A measure will be identified and extracted from model calibration tests that can act as a 
reasonable measure of bond quality. This constitutes a first step towards future 
development in predictions of mechanical properties such as bond strength of the 
deposited coating. 
 The ability of the final bonding model, calibrated for a specific material combination, to 
accurately predict material behavior and critical velocity of single-particle impacts will 
be tested for different particle sizes and compared with experimental results. 
 The model will be generalized to handle multiparticle impacts and predict cohesion in 
addition to adhesion. This will allow for future large-scale simulations where the 
properties of an entire CS part/coating may be predicted. 
1.4 Thesis Outline 
Chapter 2 will present the theory behind bonding in CS, review basics of the most 
commonly used finite element methods, analyze their advantages and disadvantages then cover 
some existing models that have been developed for bonding. Fracture modeling is also briefly 
discussed due to its similarity to as essentially an equal but opposite phenomenon to bonding. 
Chapter 3 presents the Material Point Method (MPM) used to model the current process in detail 
and presents some additional numerical considerations to improve performance in conditions 
specific to CS. Chapter 4 describes the development process for the novel bonding model used to 
directly simulate bonding effects and the specific steps taken to address discretization sensitivity 
concerns. Chapter 5 shows the final bonding model performance within an MPM framework, 
discusses the single-particle and multiparticle impact results, and compares its performance with 
experimental observations and other numerical results. Chapter 6 concludes the thesis and briefly 
discusses future works.  
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Chapter 2 Literature Survey 
Despite the importance of numerical modeling in high-velocity impact-induced bonding, 
most research into CS bonding mechanisms has been conducted using commercial finite element 
software [8, 16, 17]. In the following sections, a review of CS benefits in various applications is 
first performed. Then, an analysis of the predominant bonding mechanisms and theories for 
impact-induced bonding is conducted. Following, the basic techniques behind conventional FEA 
software is discussed and some notes of their shortcomings in simulating the extreme conditions 
observed in CS. Finally, a review of previous bonding models is presented, and a relation drawn 
to fracture modeling which already has a strong theoretical foundation. 
2.1 Cold Spray Applications 
 As a solid-state powder deposition process, CS has been primarily applied as a coating 
method that serves to improve the mechanical properties of an existing part. A major application 
of CS coatings has been in improving the fatigue performance of existing parts. Ghelichi et al. 
[18] have shown that by coating an Al5052 specimen with a thick (> 2 mm) layer of Al7075 
feedstock powder, fatigue strength is able to be significantly increased by up to 30%. The fatigue 
strength of the overall coated part appeared to follow the fatigue endurance of the stronger 
component as well as be influenced by the coating-substrate bond strength. A similar result was 
observed by Dayani et al. [19] with deposition of high-density Al7075 coatings on AZ31B 
substrate for the purposes of lightweighting. Higher fatigue strength in the coating resulted in an 
increase of 25% in sample fatigue strengths at 10 million cycles. In addition to the contributions 
of a more resistant coating, the work-hardening effect of CS impacts which acts similarly to pre-
process grit-blasting and serve to induce residual stresses, increasing fatigue strength [20]. Final, 
residual stresses in CS coatings are certainly beneficial to fatigue performance but have also been 
shown by Marzbanrad et al. [21] to be detrimentally affected by carrier gas temperature which 
may serve to recover residual stresses and induce grain growth. Nevertheless, the residual stress 
state has been shown to be controllable by adjusting the heat input and heat transfer rate through 
changes to nozzle speed, powder feed rate and heat sinking/insulation of the substrate [22].  
 Despite the potential of Mg alloys for lightweighting given their low density and high 
specific strength, Mg is extremely prone to corrosion effects and thus have not seen much use in 
humid/aqueous environments. However, CS coatings have shown to be extremely effective in 
counteracting this. Diab et al. [23] compared AZ31B samples that were uncoated with those that 
were coated with pure Al using CS. In their accelerated salt spray corrosion test, the Al coated 
sample reduced average weight loss from 90% after 33 days to < 10% after 90 days. However, 
the corrosion fatigue strength showed no significant improvement as the lower fatigue strength 
of pure Al relative to AZ31B resulted in early fatigue cracking in the coating, allowing for 
penetration of the corrosive solution into the Mg substrate. In any case, the improved corrosion 
resistance under non-cyclic conditions is still beneficial and can be attributed to the strong bond 
strength and low porosity of the pure Al coating.  
The addition of a CS interlayer to friction-stir butt welded joints has also shown potential 
for increasing tensile strength while simultaneously improving ductility [24]. Hou et. al [24] 
reported an increase of 25% in tensile strength and increase of ductility from 5.5% to 10.5% with 
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the addition of an Ni interlayer to Al alloy friction-stir butt welding on Cu substrates. Post-
processing techniques such as friction-stirring have been shown to increase density and hardness 
of CS coatings through refinement of precipitates and grains [25]. Meanwhile, post-annealing is 
capable of improving fracture strength and bond strength through formation of intermetallic 
layers in Al7075 deposition on AZ31B substrates [26]. The effects of post-spray heat treatment 
has also been shown by Tang et al. [27] to significantly increase hardness and abrasive wear 
resistance of Ti-WC particles sprayed onto stainless steel substrates with a Ti interlayer. This 
was shown to be as a result of a self-propagating high temperature synthesis reaction which 
formed TiC between the WC grains and Ti interlayer. Given these results, it is apparent that there 
exists a wide range of post-processing techniques which may be applied to alter CS coating 
properties and achieve the desired material properties. 
 From the above works, there are clearly several ways CS may be of benefit in various 
applications. It has been experimentally shown that basic coating qualities such as porosity and 
bond strength in addition to process parameters like gas temperature and nozzle speed are 
directly related to mechanical properties such as fatigue strength, corrosion resistance and 
residual stress. Post-processing techniques may also be applied to similarly change the phase 
composition and microstructure within the coating. With this knowledge, developing a numerical 
model capable of accurately predicting CS coating parameters is valuable to allow production of 
components with optimized mechanical properties. As an initial step towards this goal, the focus 
of the present work is to first develop a model capable of predicting bonding within an 
appropriate numerical framework. By extension, the effects of bond forces on material behavior 
will be directly included within the simulation, thus enabling the modeling of a full coating 
build-up process involving large numbers of particles.  
2.2 Cold Spray Bonding Theory 
The precise mechanisms behind bonding are difficult to identify through experiments due 
to the speed at which the process occurs. Classical works using mesh-based finite element 
simulations have suggested that bonding is due to material jetting resulting from adiabatic shear 
instability (ASI) [28, 8]. ASI is assumed to be achieved based on the reasoning that as impact 
velocity increases, so does the amount of adiabatic heating. Figure 2.1 provides a schematic 
representation of the difference between isothermal and adiabatic hardening/softening. In an 
ideal material with uniform stress, strain, temperature and microstructure distributions, the 
“Adiabatic” softening curve can continue indefinitely. However, in a real non-uniform material, 
shearing, heating and subsequent softening becomes highly localized leading to behavior like 
what is shown by the “Localization” curve. The significant amount of thermal softening results 
in a near-zero flow strength value enabling the large, localized shear deformations. These 
deformations manifest themselves as material jets near the perimeter of the contact interface 
which remove surface oxides and allows for intimate contact between bodies [8]. Under the high 
normal contact pressures from impact, metallurgical bonding and mechanical interlocking occur 




Figure 2.1: Schematic representation comparison of the stress-strain curves in normal strain-
hardening (Isothermal) material, adiabatically softened material (Adiabatic) and in a material 
undergoing adiabatic shear localization (Localization) [8]. 
More recently, Hassani et al. [16] suggested ASI was not required for bonding but rather 
a hydrodynamic spall process is the cause behind jetting and subsequent bonding. Their finite 
element simulations were based on a Coupled Eulerian-Lagrangian (CEL) framework and 
showed that the material jetting which leads to bonding is attributed to the release of 
hydrodynamic pressure. This occurs as a free surface is formed between the compression waves 
of the Eulerian particle and Lagrangian substrate as shown in Figure 2.2. Nevertheless, both 
theories still point towards material jetting as being intricately linked with bonding phenomena. 
This knowledge in addition to the observed existence of a critical velocity, makes it reasonable to 
postulate that there exists a critical threshold level of material jetting that must be achieved to 
result in bonding. 
 
Figure 2.2: Schematic representation of jetting in cold spray: Stage I. Impact induces a shock 
wave. Stage II. Shock detaches form the leading edge. Stage III. Jet forms on the basis of 
pressure releases. Note: the uniformity of the colors is not meant to suggest uniform pressure 
[16]. 
With both ASI and hydrodynamic spall, it is critical to note that both theories merely 
serve to explain why material jetting occurs. It is undisputed in current literature that there is an 
important relationship between material jetting and bonding such that bonding is only observed 
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when there is sufficient material jetting. Experimentally, Hassani et al. [12] have been able to 
observe the highspeed microparticle CS impacts of Al on Al and Au on Au. Figure 2.3 shows 
their observations of similarly sized particles impacted at a speed below and above the critical 
velocity. It can be seen that despite large plastic deformations in both particles impacted at the 
lower velocities, bonding only occurs once even larger deformations and more specifically, 
material jetting occurs. Material jetting can be seen in the images by the cloud of fragmented 
material near the perimeter of the contact interface as labelled by the white arrows. Subsequent 
analysis through scanning electron microscopy of the Au on Au impacts presented in Figure 2.4 
shows the lips around the perimeter of the contact interface associated with material jetting. 
 
Figure 2.3: Single particle impacts of Al on Al (a, b) and Au on Au (c, d) at velocities below (a, 
c) and above (b, d) their respective critical velocities. White arrows indicate the presence of 
material jetting, which is essentially in achieving adhesion [12]. 
 
Figure 2.4: Lips around the perimeter of the contact interface which show the lips associated 
with material jetting in Au on Au impacts [12]. 
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2.3 Modeling Techniques 
Any solid mechanics finite element analysis (FEA) technique is essentially the breaking 
up of an object into a large, finite number of smaller elements. Each element can be differently 
shaped however the focus of this thesis will be on the standard hexahedron shape consisting of 8 
nodes and 6 sides used in 3D analysis. Figure 2.5 shows the hexahedron shape and lists the nodal 
parent coordinates for an 8-node hexahedron element. Without going into excessive detail, the 
origin of the parent coordinate system is at the center and reaches a maximum value of 1 or -1 at 
the nodes. This rule is maintained irrespective of any deformation or change in shape of the 
element.  
  
Figure 2.5: 8-node hexahedron element with nodal parent coordinates [29]. 
The thermomechanical properties across the body of each element can be found through a 
linear interpolation of the nodal values. By use of the parent coordinates, the same interpolation 
equations or shape functions can be used throughout a simulation which is critical to properly 
solve any finite element problem. The standard shape functions for an 8-node hexahedron 
element are commonly known and shown below, where 𝜉, 𝜂 and 𝜁 are the natural coordinates of 
the particle ranging from -1 to 1. 
𝑁 (𝜉, 𝜂, 𝜁) =
1
8
(1 + 𝜉 𝜉)(1 + 𝜂 𝜂)(1 + 𝜁 𝜁) (2.1) 
With this ability to map nodal values throughout the body of an element, it is then 
possible to interpolate thermomechanical properties such as displacement, force, stress and 
temperature at any point in an element as a function of its nodal values and a set of non-changing 
shape functions in natural coordinates. The precise governing equations, formulated from the 
principle of virtual work or the weak form of equations derived from conservation laws, are not 
presented here for brevity however will be described in detail within Chapter 3 when presenting 
the MPM. These governing equations and shape functions are similar within any mesh-based 
finite element solver. The primary difference lies in how the bodies are discretized (i.e. meshed) 
as well as the formulation of the constitutive equations which govern material properties such as 
stress. A brief description of the most common finite element formulations follows. 
2.3.1 Lagrangian Methods 
A Lagrangian FEM is characterized by its use of a mesh that deforms with the material. 
In a Lagrangian formulation, the mesh distorts as the material is deformed under an applied load. 
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Historically in FEA, the predominant analysis techniques in solid mechanics revolved around 
using Lagrangian meshes. This can be primarily attributed to their ease in dealing with more 
complex imposed boundary conditions and ability to easily follow points within a material in 
order to track history-dependent variables. Figure 2.6 shows a typical simulation result observed 
using a Lagrangian formulation of an Al particle impact on an Al substrate in CS near the critical 
velocity. 
 
Figure 2.6: Contours of the (a) equivalent plastic strain and (b) temperature for Al/Al impact 
obtained using the Lagrangian method at 19 ns post-impact [30]. 
From the contours, it can be seen that there is noticeable material jetting near the 
perimeter of the contact surface. As previously mentioned, although there may be several 
theories on what causes this material jetting, it is undisputed based on experimental evidence that 
this jet formation is critical to impact-induced bonding. The fact that this phenomenon is 
somewhat captured within a Lagrangian formulation is good, however the actual material jets are 
sharp and unphysical in shape. This results in heavy mesh distortion in these regions which leads 
to critical errors in severe deformation problems such that simulations like the one by by Xie et 
al. [30] in Figure 2.6 were unable to be completed and forced to be terminated at 19 ns.  
Mesh distortion is as a result of the primary issue of having a mesh which deforms with 
the object. Although insignificant in the modeling of small deformations, if strains are large, 
element distortions become severe and result in a failure of the simulation due to a negative or 
near-zero element Jacobians. The extreme strains within the jetting region in CS can be as high 
locally as 450%, leading to the highest inaccuracy in the most sensitive region for accurate bond 
modeling [16, 31]. Adaptive meshing can be used to alleviate mesh distortion problems to a 
degree, however frequent remeshing can cause non-conserving energy variation and unphysical 
material jetting [28]. Overall, it is clear that a pure Lagrangian formulation is not ideal for 
modeling the high strain CS process. 
2.3.2 Eulerian and Other Mesh-based Methods 
To address the issues of Lagrangian formulations related to large deformations and mesh 
distortion, Eulerian methods typically used in fluid modeling have been applied to solid 
mechanics. In a Eulerian formulation, material mass flows through stationary points of a mesh 
that does not deform with the material. Consequently, the mesh no longer deforms at all and is 
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able to avoid the inaccuracies and critical solver errors seen in a Lagrangian formulation. Finite 
element simulations by Yu et al. [17] have been conducted using ABAQUS/Explicit with a 
Eulerian formulation, producing reasonable predictions of the critical velocity of Cu particles 
impacting on same material substrate. Figure 2.7 shows a contour of the particle impact from 
these simulations, where it can be seen how the solid material is simulated to behave similarly to 
a liquid.  
Although a Eulerian formulation allows for more accurate modeling of the material jet in 
both the particle and substrate, it is not without disadvantages. Since Eulerian methods only 
calculate material quantities advected between elements, it is difficult to enforce boundary 
conditions and model deforming interfaces which are prevalent in contact problems. 
Furthermore, there exists other shortcomings such as numerical dissipation and difficulties in 
tracking history dependent variables within a body which are important in solid mechanics and 
not originally an issue with Lagrangian methods [32]. 
 
Figure 2.7: Contour of equivalent plastic strain for Cu particle impacting a Cu substrate at 500 
m/s [17]. 
An alternative is to combine Lagrangian and Eulerian meshes in discretizing a body to 
combine the advantages of both methods [30, 33]. The Arbitrary Lagrangian-Eulerian 
formulation (ALE) does this where the user is required to specify the mesh combination based on 
the desired mesh motion. As a result, this places much of the emphasis on the user in selecting 
the appropriate combination in order to achieve a result which properly combines the advantages 
of both mesh types. A study by Xie et al. [30] compared ALE performance with a Lagrangian 
formulation and noted that although excessive mesh distortion was avoided, a new type of 
unrealistic result is observed. Specifically, the equivalent plastic strain is observed to reach a 
maximum value then slowly decrease over time when physically, it should reach a plateau like in 
the Lagrangian simulations. This result was attributed to interpolation errors resulting from the 
adaptive remeshing and the high-strain gradients near the interface.  
Figure 2.8 shows the contours of a particle impact near its critical velocity calculated 
using an ALE mesh. To note, it can be seen that with this ALE formulation, accurate modeling of 
the material jet is still an issue as it becomes smooth and rounded contrary rather than the cloud 
of fragmented material seen experimentally by Hassani et al. [9]. Rather than using ALE, most 
recent research utilizes a Coupled Eulerian-Lagrangian (CEL) approach with a Lagrangian 
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substrate and Eulerian particle with improved results over ALE [16, 30]. In any case, there are 
inherent issues with both Lagrangian and Eulerian FEMs in modeling the extreme conditions 
seen in CS which are not easily solved by combining the two in various ways. 
 
Figure 2.8: Contours of the (a) equivalent plastic strain and (b) temperature for Al/Al impact 
obtained using an ALE mesh [30]. 
2.3.3 Particle-based Methods 
None of the above mesh-based techniques are ideal in their modeling of severe-
deformation problems. As such, the use of particle-based methods has emerged as a promising 
alternative to combine the advantages of Lagrangian and Eulerian methods. Smoothed particle 
hydrodynamics (SPH) is one such particle-based FEM originally developed for astrophysics 
simulations that has been applied to CS [34, 35, 36]. Rather than discretizing a body into a finite 
number of meshed 3D elements, SPH instead discretizes a body into a number of particles. These 
particles are essentially state variables which carry all the properties necessary to describe the 
material such as mass, velocity, pressure and stress. Although technically a Lagrangian particle 
method as the particles deform with the body, the particles are also free to move and become 
disordered. No background mesh is present at all thus avoiding the most problematic mesh 
distortion issues of traditional Lagrangian methods. 
Without a mesh, the interpolation previously achieved through use of shape functions is 
impossible and an entirely different method must be implemented. In SPH, this interpolation is 
achieved through a weighting function known as an SPH kernel, represented mathematically by 
Equation 2.2 [37]: 
𝐴(𝑥 ) = 𝐴
𝑚
𝜌
𝑊(𝑥 − 𝑥 , ℎ)
∈
(2.2) 
where 𝐴 represents a vector function of position 𝑥, 𝑚  the mass of particle 𝑏 and 𝜌  the density 
of particle 𝑏. 𝑊(𝑥 − 𝑥 , ℎ) is the actual kernel function itself. A kernel function is essentially a 
smoothed delta function with added convergence requirements to ensure mathematical 
consistency. The ℎ parameter within the kernel function is called the smoothing length and 
defines the radius of the kernel, or the resolution of the simulation. Each particle has a domain of 
influence that is represented by 𝛬, with the interparticle distance being typically less than ℎ [37]. 
The gradient of 𝐴 can be calculated by simply taking the derivative of the kernel function which 
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replaces shape function derivatives used in mesh-based FEMs. Figure 2.9 gives a visual 
representation the SPH kernel function used for interpolation in the simulation space. 
 
Figure 2.9: Interpolation technique used in the SPH method [38]. 
In preliminary studies of CS impact using SPH, oblique impacting copper particles were 
simulated with results noted by Li et al. [39] to be fairly well-matched to experimental evidence. 
Comparisons of SPH and Lagrangian methods not only showed improvements in avoiding mesh 
distortion, but also reduced dependence on particle weight in SPH than mesh type and size in 
Lagrangian methods [40]. Bonding of ceramic particles in a deposition method similar to CS has 
also been studied through SPH [41]. However, the contact boundaries in the above studies were 
treated as free surfaces which may reasonably simulate deformation behavior but are lacking in 
providing accurate predictions of critical and maximum velocities. Later, Manap et al. [34] were 
able to define this boundary condition and include particle-substrate interaction effects. Through 
this, they were able to use the ratio of rebound and deposition energy to evaluate CS coating 
quality, verifying results based on experimentally measured quantities. Further SPH simulations 
have also been conducted including the effects of varying oxide layer thickness which were also 
able to closely match experimental results [42].  Overall, the use of SPH in CS process modeling 
showed good results in predicting critical as well as maximum and optimum impacting particle 
velocities. Nevertheless, as a particle-based method, SPH is not without disadvantages such as 
requiring computationally expensive neighbor searching and tensile instability [32]. 
2.4 Constitutive Models 
2.4.1 Johnson-Cook Strength Model 
When modeling microparticle impacts, it is essential to begin with an accurate continuum 
description of material behavior. This is especially important when the conditions are extreme as 
in CS particle impacts at supersonic velocities which result in extreme strains and strain rates as 
well as moderate temperature changes. In these cases, predictions by some constitutive models 
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may no longer be representative of experimental observations. Despite some of its known 
shortcomings at high strain rates, the Johnson-Cook (JC) equation has been by far the most 
widely implemented constitutive model in simulating CS [43, 28, 8, 16, 35, 34, 11, 44, 45] 
𝜎 = (𝐴 + 𝐵𝜀 )(1 + 𝐶𝑙𝑛𝜀̇∗)(1 − 𝑇∗ ) (2.3) 
This equation describes the flow stress in terms of three components, taking into account 
the effects of strain hardening, strain rate hardening and thermal softening. However, the JC 
model is a purely empirical model was fit experimental data only up to 10  𝑠  [46]. In 
comparison, the effective plastic strain rates during the simulated CS process can reach strain 
rates several orders of magnitude higher, up to 10  𝑠 . As a result, the JC model may present 
inaccuracies at the high strain rates present during CS which lie well beyond the experimental 
range it was fitted to. In particular, its simple linear logarithmic relation between flow stress and 
strain rate hardening proves inaccurate at high strain rates [45]. Albeit not as impactful in CS, the 
JC model has also been noted to have unrealistically small strain-rate dependence at high 
temperatures [47]. Due to these issues, which are particularly relevant during the high-strain rate 
CS process, use of an improved constitutive model will be beneficial.  
2.4.2 Preston-Tonks-Wallace Strength Model 
The Preston-Tonks-Wallace (PTW) model has been developed with specific components 
that can model plastic deformation in the overdriven shock regime (strain rates greater than 
10 𝑠 ) [47], making it much more suitable for CS fconditions [47, 48]. Rahmati and Jodoin 
[49] have implemented the PTW model in numerical studies of CS impacts within an ALE 
framework specifically due to its improved accuracy at extreme strain rates. Due to these 
benefits, the original MPM code developed by Zhang et al. [32]. has been used as a basis with 
the addition of a numerical implementation of the PTW strength model, used for calculating flow 
stress within each material point. The flow strength in the PTW model can be calculated as 
follows:  
𝜎 = 2 𝜏 + 𝛼 ln 1 − 𝜓 𝑒𝑥𝑝 −𝛽 −
𝜃𝜀
𝛼𝜓







, 𝜓 = exp(𝛽) − 1 (2.5) 
where 𝜀  is the plastic strain, 𝜏  is the normalized work hardening saturation stress, 𝜏  is the 
normalized yield stress, ℎ is the hardening constant, 𝑑 is a dimensionless material constant and 
𝑠  is the value of 𝜏  at zero temperature. Furthermore, 𝜇 is the shear modulus which has been 
shown to be able to be accurately predicted by the Mechanical Threshold Stress shear modulus 
model as only a function of temperature [47]: 







where 𝜇  is the shear modulus at 0 K, 𝐷 and 𝑇  are material constants and 𝑇 is the material 
temperature. Lastly, 𝜏  and 𝜏  are defined as follows: 
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where 𝑐  is the transverse sound speed, 𝑎 is the atomic radius, 𝜌 the density and 𝑀 the atomic 
mass of the material. Note that ?̇? is in fact equal to the reciprocal of the time required for a 
transverse wave to cross an atom [48]. It serves as a scaling factor for the strain rates such that it 
always appears within the dimensionless strain rate variable of the PTW model as 𝜀̇ /?̇?. In terms 
of the units to be used, 𝜌 will be in 𝑛𝑔 𝜇𝑚⁄ , 𝑀 in 𝑛𝑔 and 𝜇 in 𝑀𝑃𝑎. Working out the units, the 
reciprocal of the time for a transverse wave to cross an atom ?̇? will be in 𝜇𝑠 , therefore the 
strain rates within the numerical implementation must also be in 𝜇𝑠  to match. 
In this thesis, the focus is in simulating Al particle impact on an Al substrate. Table 2.1 
below lists all the material properties and PTW parameters for Al used in this study [49]. It 
should be noted that certain PTW model parameters have largely been identified or calibrated 
using data from bulk material which may differ in composition and microstructure from the 
microparticles considered in CS. Further, they have not been identified under the extreme strain 
and strain rate CS conditions. To address this, in a recent study by Razavipour and Jodoin [50], 
the PTW model parameters for Cu and Ni have been recalibrated using experimental coefficient 
of restitution (CoR) data from CS impacts on same material substrates. Although no bonding 
effects were considered, the recalibrated model parameters showed significantly improved 
accuracy in predicting the CoR as well as the crater diameter from rebounded particles over the 
original PTW model. Recalibration of the PTW parameters for Al-Al impacts have not yet been 




Table 2.1: Al material properties and PTW parameters [38].  
PTW Parameters Aluminum 
Strain rate dependence constant (γ) 2.04e-5 
Strain hardening rate (θ) 0.01156 
Strain hardening constant (d) 3 
Yield stress constant at 0 K (y0) 0.0115 
Yield stress constant at melting (y∞) 0.002003 
Medium strain rate constant (y1) 0.0168 
Medium strain rate constant (y2) 0.2339 
High strain rate exponent (s1) 0.2034 
Saturation stress at 0 K (s0) 0.01489 
Saturation stress at melting (s∞) 0.002819 
Temperature dependence constant (κ) 1.3 
Atomic mass (M), kg 4.48039 × 10-23 
Shear modulus at 0 K (G0), GPa 28.8 
Material constant (D), GPa 3.44 
Temperature material constant (T0), K 215 
 
Although a different constitutive model is introduced for calculating the deviatoric stress 
components and flow stress, the Mie-Grüneisen equation of state remains the method used to 
calculate the pressure within the shock-compressed solid, similar to previous works [16, 47, 51]. 
Exact details of how this is implemented may be found later in Section 3.5.2.  
Furthermore, it is known that the melting temperature can increase drastically with 
pressure [47], which can be extremely relevant in high strain-rate processes such as CS. As 
melting temperature is an input to many PTW parameter values, it is deemed necessary to 
consider this within a numerical model. One method to consider the effects of pressure on melt 
temperature is through a modified Lindemann law from the Steinberg-Cochran-Guinan (SCG) 
melt model [52]: 
𝑇 (𝜌) = 𝑇 exp 2𝑎 1 −
1
𝜂




where 𝑇  is the melt temperature at 𝜂 = 1 (ambient pressure), 𝑎 is the coefficient of the first 
order volume correction to Grüneisen’s gamma (𝛤 ). Although other melt models such as the 
Burakovsky-Preston-Silbar model exist, they are much more involved require more detailed 
definitions of the shear and bulk modulus as functions of pressure [47].  
2.5 Bonding Models 
2.5.1 Cohesive Zone and Adhesion Models 
Historically, in many studies on CS bonding mechanisms, bonding has either not been 
directly considered in the simulations or has been assessed through numerical analysis of results 
during post-processing [41, 28, 30, 53, 33, 54]. Li et al. [39] have noted that even without a 
bonding model, impacted particles using with SPH did not rebound from the substrate. They 
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attributed this phenomenon to the interpenetration of SPH particles from different bodies into 
each other near the interfacial surface. Nevertheless, a formal bonding model with a sound 
theoretical basis will improve the robustness of the simulation. There exists only a few studies 
which have incorporated bonding effects directly into simulations. Many of these studies, have 
examined the use of the Dugdale-Barenblatt cohesive zone model in modeling bonding during 
CS with SPH [34, 55, 56, 57, 58]. The Dugdale-Barenblatt model, like many cohesive models, 
originates from non-linear fracture mechanics theory. In brief, this model was used to describe 
non-linear fracture processes and stress transfer across cracks in various types of materials by 
considering a zone across and extended crack tip where cohesive forces exist [59]. With this 
model, so long as the separation distance is less than a critical crack opening distance, a constant 
cohesive force is assumed to be present. Knowing this, it is clear how a cohesive zone model 
normally used in fracture modeling can be useful in the simulation of bonding, which is a similar 
phenomenon on the opposite end of the spectrum. 
Although cohesive zone models may be informative, it is unable to model exact bonding 
behavior as it is incapable of including the requirement for breaking the native oxide layer. To 
address this, adhesion models such as the one developed by Profizi et al. [35] using the SPH 
method, were created with an activation and deactivation criterion based on observed simulation 
variables such shear stress, surface energy dissipation, and element erosion. They were able to 
accurately predict critical velocity and include a damage value to cause breakage of cohesion 
before all surface adhesion energy has dissipated in order to predict the maximum impact 
velocity beyond which erosion will occur. However, the activation criterion for determining 
when the cohesive stress is applied is based on a measure which lacks a strong physical basis, 
where a cohesive stress was directly applied on SPH particles when a 30% drop in local yield 
stress was detected. Nevertheless, the use of energy as a bonding measure has been supported by 
a recent theoretical study by Sun et al. [60]. They have indicated that jetting is a source of energy 
dissipation and suggested that there is a threshold level of jetting-induced energy dissipation as a 
result of material jetting that is required to result in bonding. 
Despite the promising results, only a small number of other studies have been conducted 
which have attempted to directly incorporate adhesion/bonding forces within a simulation, all of 
which use the concept of an adhesion energy [61, 62, 63, 49]. In a study by Rahmati and Ghaei 
[45], a separate adhesion model was developed where bonding or successful particle deposition 
is considered to have occurred when the adhesion energy is higher than the rebound (i.e. elastic) 
energy. Their model within an ALE framework and is only in its preliminary stages where 
adhesion energy is assumed to be a function of sublimation energy which is potentially different 
from the fracture energy required to cause debonding [49]. A similar concept of adhesion and 
rebound energy to define when bonding has occurred has been applied by a small number of 
other studies [61, 64].  
2.5.2 Adhesion Energy Definition and Bond Strength Prediction 
The adhesion energy used in previous energy-based models was determined by 
Shorshorov and Kharlamov in 1978 [65]. Equation 2.10 describes how the adhesion energy 𝐴 is 
used to compare with the rebound energy in simulations to identify bonding is calculated: 
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𝐴 = 𝑎%𝐴   
𝑤ℎ𝑒𝑟𝑒 𝑎% = 1 − exp −𝜈𝑡 𝑒𝑥𝑝 −
𝐸
𝑘𝑇 + (1 − 𝑒 )𝑚 𝑣 2⁄
 (2.10) 
where 𝜈 is the natural frequency of Eigen-oscillations of atoms in the crystal lattice, 𝑡  is the 
contact time, 𝐸  is the activation energy of chemical bonds, 𝑇  is the contact temperature, 𝑒  is 
the elastic recoil coefficient, 𝑚  and 𝑣  are the atomic mass and velocity, respectively, of the 
sprayed particle. The maximum adhesion energy 𝐴 = 𝑆 𝑁 𝐸  where 𝑆  is the contact area, 
𝑁  is the number of atoms in a unit contact plane and 𝐸  is the energy of a single bond between 
two atoms evaluated by the sublimation energy. In a similar manner, Shorshorov and Kharlamov 
[65] have also obtained a relationship for predicting the relative bond strength in CS, given by 
𝜎 = 1 − exp −𝜈𝑡 𝑒𝑥𝑝
−𝐸
𝛼 𝑘𝑇 + 𝛼 𝑚 𝑣 2⁄
 (2.11) 
where the new variables introduced are 𝛼  and 𝛼 , which are the coefficients of utilization of the 
internal and kinetic energy of the sprayed particle upon impact with the substrate.  
It is clear that the above relationships for adhesion energy and bond strength are not 
based on measures which are easily quantified in practice. In particular, determining the value of 
𝛼  and 𝛼  can be complicated [63]. Furthermore, it has been pointed out by Rahmati and Jodoin 
[49] that it is difficult within this bonding model framework to include the effects of oxide 
layers. Although the use of these measures and the adhesion energy derived from them are 
certainly valid, the development of a continuum-based direct bonding or adhesion model is 
sparce. More specifically, no previous adhesion energy model has been developed which only 
utilizes values from directly within the simulation they are applied within to identify the critical 
adhesion energy required for bonding. Furthermore, to the best of the author’s knowledge, no 
direct bonding model also developed within an MPM framework, which shows clear advantages 




Chapter 3 Material Point Method Formulation 
The process to be modelled by MPM in this thesis is the single-particle impact of an Al 
particle on a same material cylindrical substrate. Figure 3.1 gives a 2D schematic representation 
of the initial system used to represent the CS deposition process, with black dots representing 
material points and red grid lines representing the computational grid. Every simulation is set to 
begin as the first material point in the particle contacts the substrate at a specified velocity. The 
following section begins by describing the governing equations and weak form formulation 
which are similar to traditional FEM. Afterwards, the MPM will be described and the MPM 
algorithm is presented to explain how the method is implemented numerically in the code. 
 
Figure 3.1: 2D schematic representation of the initial system used to model a single-particle CS 
impact. Red lines indicate the computational grids while black dotes indicate material points.  
3.1 Governing Equations 
As a continuum-based FEM, the behavior of each body can be defined by a material-
specific constitutive equation in addition to a set of governing equations. The governing 
equations in MPM are based on conservation laws for mass, momentum and energy. These 
equations are formed in similar fashion to those used in traditional mesh-based FEM; a brief 
description will be presented in this section.   
Rather than a total Lagrangian approach where stress and strain measures are defined 
with respect to the initial or reference coordinates (typically denoted by X in literature), the 
updated Lagrangian approach is the most widely used in MPM [32]. Note that per convention, 
bolded characters are tensor values and dotted terms indicate a derivative with respect to time. In 
an updated Lagrangian approach, stress and strain measures are defined instead with respect to 
the current configuration (typically denoted x in literature) using the Cauchy stress and rate of 
deformation. Furthermore, all gradients and integrals are also to be calculated with respect to the 
current configuration. For brevity, it is assumed that there is a basic understanding of concepts 
such as the deformation gradient, rate of deformation, Cauchy stress and, the Jaumann rate of 
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Cauchy stress [29]. The following section briefly presents the partial differential equations 
(PDEs) derived from conservation laws.  
3.1.1 Conservation of Mass 
Before deriving any of the conservation equations, the concept of a material derivative 
must be presented. The material derivative is the partial derivative with respect to time for any 
quantity within a moving continuum body. For a volume integral of an arbitrary function 𝒇(𝒙, 𝑡), 




𝑓(𝒙, 𝑡)𝑑𝑉 = 𝑓̇(𝒙, 𝑡) + 𝑓(𝒙, 𝑡)∇ ∙ 𝒗 𝑑𝑉  (3.1) 
where 𝒗 is the velocity tensor, 𝑑𝑉 a current infinitesimal volume element, 𝛺 is a body the 
volume integral is applied on and ∇ is the gradient operator. Note that ∇ ∙ 𝒗 is simply the 
divergence of the velocity tensor 𝑣. With the material time derivative defined, we can proceed 
with defining the conservation laws within a continuum body. The total mass of a continuum 
body in its current configuration can be expressed in volume integral form as: 
𝑚 = 𝜌(𝒙, 𝑡)𝑑𝑉  (3.2) 
where 𝜌(𝒙, 𝑡) is the local density of the body. In order for conservation of mass to be satisfied, 
the material time derivative of the mass in body 𝑚 must be equal to 0. By Reynolds Transport 
Theorem Equation (3.1), this can be written in the current configuration as 
𝐷
𝐷𝑡
𝜌(𝒙, 𝑡)𝑑𝑉 = (?̇? + 𝜌∇ ∙ 𝒗)𝑑𝑉 = 0 (3.3) 
Or  
?̇? + 𝜌∇ ∙ 𝒗 = 0 (3.4) 
Equation (3.4) is known as the continuity equation and can also be written with respect to 
the reference coordinates. However, for current purposes Equation (3.4) suffices and must 
always be true in order satisfy the conservation of mass law. 
3.1.2 Conservation of Momentum 
Another important consideration in any FEM is the conservation of linear momentum. In 
order for momentum to be conserved, the material time derivative of the linear momentum in a 




𝜌𝒗(𝒙, 𝑡)𝑑𝑉 = 𝜌𝒃(𝒙, 𝑡)𝑑𝑉 + 𝒕(𝒙, 𝑡)𝑑𝐴 (3.5) 
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where 𝒃 is the body force per unit mass acting on the continuum body 𝛺 and 𝒕 = 𝒏 ∙ 𝝈 is the 
traction force acting on the external surface 𝛤 along the normal of body 𝛺 defined by 𝒏. Again, 






+ 𝜌𝒗∇ ∙ 𝒗 𝑑𝑉 = [𝜌?̇? + 𝒗(?̇? + 𝜌∇ ∙ 𝒗)]𝑑𝑉 (3.6) 
Meanwhile, the divergence theorem can be applied to change the surface integral term on the 
right-hand side of Equation (3.5) containing the traction force to a volume integral as follows: 
𝒕(𝒙, 𝑡)𝑑𝐴 = 𝒏 ∙ 𝝈𝑑𝐴 = 𝝈 ∙ ∇𝑑𝑉  (3.7) 
Combining the above equations and making use of the continuity (3.4), the conservation of linear 
momentum for an updated Lagrangian approach can be described as 
(𝜌?̇? − 𝜌𝒃 − 𝝈 ∙ ∇)𝑑𝑉 = 0 (3.8) 
Or 
𝜌?̇? − 𝜌𝒃 − 𝝈 ∙ ∇= 0 (3.9) 
This governing equation must be met in order to satisfy the conservation law for linear 
momentum. 
3.1.3 Conservation of Energy 
The last conservation law that needs to be considered is that for energy and relates to the 
first law of thermodynamics. Essentially, the total energy of a continuum body must be equal to 
the sum of the mechanical work done by the various forces acting on the body and the net heat 
flux into the body. For the current CS modeling application, there is assumed to be no heat 
supply and negligible heat flux. As such, the first law of thermodynamics for a continuum body 






𝜌𝒗 ∙ 𝒗 𝑑𝑉 = 𝜌𝒗 ∙ 𝒃𝑑𝑉 + 𝒗 ∙ 𝒕𝑑𝐴 (3.10) 
where 𝑒 is the specific internal energy, 𝒃 the body force per unit mass and 𝒕 the surface traction 
force. Using the divergence theorem and the fact that 𝑾: 𝝈 = 0 (due to the skew-symmetric 
property of 𝑾 where 𝑳 = ∇𝒗 = 𝑫 + 𝑾 = (𝑳 + 𝑳 ) + (𝑳 − 𝑳 )), the last term on the right-
hand side of Equation (3.10) can be rewritten as   
𝒗 ∙ 𝒕𝑑𝐴 = 𝒏 ∙ 𝝈 ∙ 𝒗𝑑𝐴 = ∇ ∙ (𝝈 ∙ 𝒗)𝑑𝑉 (3.11𝑎) 
= (∇𝒗: 𝝈 + (∇ ∙ 𝝈) ∙ 𝒗)𝑑𝑉 (3.11𝑏) 
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= (𝑫: 𝝈 + 𝑾: 𝝈 + (∇ ∙ 𝝈) ∙ 𝒗)𝑑𝑉 (3.11𝑐) 
= (𝑫: 𝝈 + (∇ ∙ 𝝈) ∙ 𝒗)𝑑𝑉 (3.11𝑑) 
Meanwhile, by making use of what has been shown in (3.7) to eliminate the ?̇? term, the left-hand 






𝜌𝒗 ∙ 𝒗 𝑑𝑉 = 𝜌?̇? +
1
2
𝜌?̇? ∙ 𝒗 +
1
2
𝜌𝒗 ∙ ?̇? 𝑑𝑉 
= (𝜌?̇? + 𝜌𝒗 ∙ ?̇? )𝑑𝑉 (3.12) 
Combining these with Equation (3.10) describing the conservation of energy yields the following 
expression: 
[𝜌?̇? − 𝑫: 𝝈 + 𝒗 ∙ (𝜌?̇? − 𝝈 ∙ ∇ − 𝜌𝒃)]𝑑𝑉 = 0 (3.13) 
Now, the last term in the integral can be noted to be equal to the result obtained from the 
conservation of momentum equation. Substituting in the equality from conservation of 
momentum (3.9) and invoking the arbitrariness of the domain gives the final conservation of 
energy governing equation. (3.14) This expression essentially governs the stress state within a 
particle and will be used later in Section 3.5.2 to determine the pressure in each material point 
using an equation of state. 
𝜌?̇? = 𝑫: 𝝈 (3.14) 
3.2 Weak Formulation 
In the previous section, the governing equations for a deforming continuum body were 
described as essentially a set of PDEs. This section now focuses on briefly describing the 
weighted residual method used in numerically solving the weak form of these PDEs. To begin 
with, the weighted residual method introduces an arbitrary virtual displacement 𝛿𝑢  to the strong 
form conservation of momentum equation (3.8). A similar process is applied to the traction 
boundary condition given by (3.16) which essentially states that the traction boundary force must 
equal the boundary stress in the body. This produces a weak form which in tensor index notation, 
can be written for momentum (3.8) and boundary conditions respectively as: 
𝛿𝑢 𝜎 , + 𝜌𝑏 − 𝜌?̈? 𝑑𝑉 = 0 (3.15) 
𝛿𝑢 𝜎 𝑛 − 𝑡̅ 𝑑𝑉 = 0 (3.16) 
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where the new term 𝑡̅ = 𝑛 𝜎 |  is the traction force and 𝛤  is the traction boundary. The first 
term in Equation (3.15) can be rewritten using integration by parts, divergence theorem and 
(3.16) to yield 
𝛿𝑢 𝜎 , 𝑑𝑉 = 𝛿𝑢 𝜎 ,
− 𝛿𝑢 , 𝜎 𝑑𝑉  (3.17𝑎) 
= 𝛿𝑢 𝜎 𝑛 𝑑𝐴 − 𝛿𝑢 , 𝜎 𝑑𝑉 (3.17𝑏) 
= 𝛿𝑢 𝑡̅ 𝑑𝐴 − 𝛿𝑢 , 𝜎 𝑑𝑉  (3.17𝑐) 
Substituting (3.17) into (3.15) and multiplying by -1 yields the following virtual work equation: 
𝜌?̈? 𝛿𝑢 𝑑𝑉 + 𝜎 𝛿𝑢 , 𝑑𝑉 − 𝜌𝑏 𝛿𝑢 𝑑𝑉 − 𝛿𝑢 𝑡̅ 𝑑𝐴 = 0 (3.18) 
Alternatively, the terms in Equation (3.18) can be separated into internal, external and inertial 
work components respectively. This leads to what is known as the virtual equation shown below 
𝛿𝑤 = 𝛿𝑤 − 𝛿𝑤 + 𝛿𝑤 = 0 (3.19𝑎) 
where 
𝛿𝑤 = 𝜎 𝛿𝑢 , 𝑑𝑉  (3.19𝑏) 
𝛿𝑤 = 𝜌𝑏 𝛿𝑢 𝑑𝑉 + 𝛿𝑢 𝑡̅ 𝑑𝐴 (3.19𝑐) 
𝛿𝑤 = 𝜌?̈? 𝛿𝑢 𝑑𝑉  (3.19𝑑) 
These equations serve as the basis for the formulation of a numerical solution presented in the 
following sections. 
3.3 MPM Description 
The Material Point Method (MPM) [32] is implemented in this thesis and is a particle 
method designed to incorporate the advantages of both Lagrangian and Eulerian methods. 
Similar to the SPH method [36], bodies are discretized into a finite number of material points 
each of which carry the stresses, strains, energy, momentum and all other thermomechanical 
properties. Again, by discretizing the bodies into point particles rather than elements, the 
Lagrangian issue of mesh distortion and element entanglement is avoided while the focus on 
points within the material is maintained. Furthermore, by solving the constitutive equations at the 
material points and having them carry all information, the issue of numerical dissipation due to 
the transfer of information between material and grid in Eulerian methods is eliminated [32]. 
What separates MPM from SPH is how interpolations are carried out. Rather than a SPH kernel 
function describing how the value of a property at a particle diffuses into its surrounding volume, 
24 
 
a computational grid and shape functions identical to mesh-based FEM are utilized. Boundary 
conditions can be easily enforced directly on the necessary nodes of the computational grid. 
Previous work by Raymond et al. [37] has introduced methods which couple the MPM and SPH 
however this has not been implemented in the current thesis as it has not been shown to 
specifically improve performance in CS modeling. 
Constitutive equations are solved at the material points, which essentially serve as 
integration points, while the computational grid is employed only to determine gradient and 
divergence terms in solving for the forces and momentums. This grid is typically composed of 
hexahedron elements which collect data from material points within it to its grid nodes. Then, 
total forces and momentums at grid nodes are calculated based on values at the material points 
and integrated to determine nodal displacements and velocities. These nodal displacements and 
velocities are then mapped back to the material points to update particle displacements and 
velocities as well as particle strain and vorticity increments. After all this, the grid is reset to its 
initial position at the end of each time step while particles remain in their deformed position 
along with their updated stress, momentum and other properties. The solution on the new grid 
can be reconstructed at the beginning of the next time step, thus eliminating the convection term 
in Eulerian formulations [32]. Figure 3.2 shows a schematic representation of the MPM 
algorithm describing the major steps in the MPM algorithm.  
 
Figure 3.2: Schematic representation of the MPM algorithm showing a) mapping of particle mass 
and momentum to nodes, b) calculation of new nodal forces and momentums etc., c) updating of 
particle velocity and position with nodal values, d) storage of all material properties in particles 
and resetting of grid [32]. 
By the MPM formulation, several advantages exist over SPH and other meshfree 
methods. Firstly, MPM does not require the computationally expensive neighbor search required 
in meshfree methods. Rather, with its use of a computational grid, MPM is able to avoid tensile 
instability and other inconsistencies present in meshless methods like SPH. The standard shape 
functions used in mesh-based FEM given by (2.1) are used again in the original MPM 
implemented in this thesis. Again, this is given by (3.20), 
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𝑁 (𝜉, 𝜂, 𝜁) =
1
8
(1 + 𝜉 𝜉)(1 + 𝜂 𝜂)(1 + 𝜁 𝜁) (3.20) 
where 𝜉, 𝜂 and 𝜁 are the natural coordinates of a particle p and 𝜉 , 𝜂  and 𝜁  are the natural 
coordinates of the specific node I of the grid element, which are always either +1 or -1 by 
definition. Similar to in mesh-based FEM, these shape functions serve to map any nodal value or 
the gradient of said value to a material point and vice versa. Equation (3.21) and (3.22) describes 
how this can be done using displacement and displacement gradient as an example. 
𝛿𝑢 = 𝑁 𝛿𝑢 (3.21) 
𝛿𝑢 , = 𝑁 , 𝛿𝑢  (3.22) 
Note that only the original MPM implementation is considered in this thesis, where the 
use of the linear shape function in (3.20) results in a discontinuous shape function gradient. As a 
result, numerical issues will exist if a particle happens to lie directly on the boundary between 
cells as it will have an undefined shape function gradient. This is commonly known as cell 
crossing noise which may result in unsatisfactory and unphysical results [32]. Techniques have 
been developed over the years to modify the original MPM such as the Generalized Interpolation 
Material Point (GIMP) method by Bardenhagen et al. [66], which essentially smoothens the 
linear shape functions by taking the convolution of (3.20) with a characteristic particle function. 
Various forms of the GIMP method are able to largely alleviate or eliminate the effects of cell 
crossing noise, however these have been left as part of future work in overall improvements to 
the MPM implementation. 
3.4 Numerical Implementation 
The explicit scheme numerical implementation of the MPM has been developed by 
Zhang et al. [32], and serves as the basis which the current MPM code is developed upon. A 
Modified Update-Stress-Last (MUSL) scheme is used as it leads to more stability when a grid 
node is only related to a single particle. Schemes that update stress last (i.e. at the end of a time 
step) have also been shown by numerical studies to damp out unresolved modes [67]. Figure 3.3 
presents a flow chart of the steps in the MUSL MPM scheme with contact considerations in 




Figure 3.3: Flow chart of the MUSL MPM algorithm with contact considerations compared with 
traditional FEMs. 
The numerical implementation of the MPM algorithm using a central difference method 
explicit integration is described in detail by the following steps: 
1. At the beginning of each time step, shape functions (𝑁 ) identical to those used in 
traditional FEM shown in Equation (3.20) are used to map initial values for mass and 
momentum from the particles to the computational grid (Figure 3.2a). 







𝑁  (3.24) 
where 𝜌  is the momentum and 𝑣  is the velocity of the material point p. Note that to 
match notation from Zhang et al. [32], 𝜌  indicates momentum while 𝜌 indicates density. 
The meaning of the subscripts and superscripts are as follows: 
 Subscript I refers to a grid node I. 
 Subscript p refers to a material point p. 
 Subscript i refers to coordinate direction. 
 Superscript k refers to time step number. 
Essential boundary conditions can be easily applied to specific grid nodes by explicitly 
setting the momentum of the desired grid node along a direction to a desired value. 
2. Internal forces are calculated using stress values from the previous time step and 
combined with external forces to produce the total inertial force applied at a grid node. 
The nodal acceleration can then be calculated from the inertial force and integrated to 
find velocity and position. Nevertheless, these equations are derived from the virtual 
work equation (3.19) described in Section 3.3. In essence, the virtual displacement terms 
𝛿𝑢  at the grid nodes are numerically approximated as functions of 𝑁  and virtual 
displacements at the material points. Since the virtual displacements themselves can be of 
arbitrary value, work/energy terms can be written in terms of force. These force equations 
must still be equal to the volume/surface integrals within the Equation (3.19), which 
numerically can be represented using shape functions as follows: 
𝑓 , = − 𝑁 , 𝜎
𝑚
𝜌
  (3.25) 




𝑓 = 𝑓 , + 𝑓 ,  (3.27) 
 
Additional variables and notation introduced are as follows: 
 𝑁 ,  refers to the derivative of the shape function value at particle p w.r.t. a 
coordinate direction j at time step k. 
 𝜎  refers to the Cauchy stress tensor of a particle p. 
 𝑏  refers to the body force at time step k. 
 𝑡̅  refers to the traction force at time step k. 
An additional term ℎ is also present in 𝑓 ,  which refers to the thickness of a fictitious 
layer used to convert the surface integral described by the traction force summation to a 
volume integral. Since no traction forces are considered as part of the simulation, this 
term is not actually defined and may be ignored. 
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3. Grid nodal momentums are then calculated by explicitly integrating the inertial force at 





+ 𝑓 ∆𝑡  (3.28) 
4. Contact detection: A basic contact algorithm is implemented within the current thesis 
which detects contact through the nodal velocities calculated from the newly determined 
nodal momentums. If particles from body m and body s are both near the same grid node 
such that mass from both are detected on that grid node and are approaching each other as 
dictated by their momentums shown in Equation (3.29), then the bodies may 
interpenetrate within the current time step. Note that the opposite of this expression may 
be used to evaluate if bodies are separating as opposed to impacting as well, which will 
be useful later in determining when to apply bonding effects. 
𝑚 , ?̅? ,
⁄
− 𝑚 , ?̅? ,
⁄
𝑛 > 0 (3.29) 
𝑛  refers to the components of the unit normal vector of body m at grid node I. The most 
simple way to calculate this vector is by using the mass gradients as shown in Equation 
(3.30). 
𝑛 =
∑ 𝑚 𝑁 ,
∑ 𝑚 𝑁 ,
 (3.30) 
There are more complex methods of contact detection where the above velocity criterion 
is combined with a separation criterion to improve accuracy but these are not considered 
within this thesis [68]. Further discussion on the challenges in identifying the most 
accurate normal vector in MPM is provided in section 3.5.4. Figure 3.4 provides a 
schematic representation of a grid node I in 2D that would detect imminent contact if the 
material points in a body r and body s within its region of influence are approaching node 
I. 
 
Figure 3.4: Contact detection schematic, showing the region of influence of a contact node [32].  
5. Contact force: If contact is detected to be imminent at a grid node, it is necessary for that 
grid node to apply an equal and opposite contact force onto each body to prevent 
interpenetration. For a sticking contact condition, the grid nodal velocity for each body 
must be exactly equal (i.e. the particles in both bodies must have a relative velocity of 0 
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when mapped to grid node I). Using this certainty, the sticking contact force at grid node 
I can be calculated as follows: 
𝑓 , , =
1
𝑚 , + 𝑚 , ∆𝑡
𝑚 , 𝜌 ,
⁄
− 𝑚 , 𝜌 ,
⁄ (3.31) 
This sticking condition contact force can be separated into normal and tangential 
components, with the tangential component being subjected to change if slipping occurs. 
In the present thesis, only a frictionless contact condition is considered therefore 𝑓 , ,  is 
never subject to change as a result of Coulomb’s stick-slip law. 
6. Nodal momentums are adjusted with the calculated contact force in identical fashion to in 
Step 3. These nodal force and momentum calculations constitute step b) in Figure 3.2. 
7. Particle velocity and position are updated using the eight updated nodal momentums of 
the grid each particle is currently within. This can be done using Equation (3.32) shown 








∆𝑡  (3.32𝑎) 





∆𝑡 ⁄  (3.32𝑏) 
8. As part of the MUSL scheme, an additional step is required where grid nodal 
momentums are recalculated based on the updated particle velocity from step 7, with 
essential boundary conditions imposed. As previously mentioned, the essential boundary 







9. Nodal velocities are recalculated from the updated nodal momentums by simply dividing 








10. These updated nodal velocities are then used to calculate strain and vorticity increments 
of each particle for a given time step using the symmetric and skew-symmetric 








+ 𝑁 , 𝑣
⁄








− 𝑁 , 𝑣
⁄
∆𝑡 ⁄ (3.35𝑏) 








11. These strain and vorticity increments are then used within the PTW model to update the 
stress state of each particle for use in the next time step. A description of the stress update 
algorithm can be found in Appendix A. 
12. The grid is reset to its initial positions at the end of each time step while material points 
maintain their updated positions, velocities and other properties. This corresponds to part 
d) in Figure 3.2. 
With MPM, boundary conditions at fixed boundaries can be imposed by setting the 
appropriate nodal momentums to 0. The time step size used for the explicit integration is 
required to be small enough to satisfy a stability requirement. In traditional FEM, this time step 





where 𝑙  is the characteristic length of element 𝑒 and 𝑐 =
( )
( )( )
 for an assumed linearly 
elastic material. In the actual implementation, it was deemed necessary through initial testing to 
impose an additional requirement setting the time step size to a small fraction of ∆𝑡  such as 5% 
for stability. Further details on convergence testing will be presented in Section 4.2 and an ideal 
time step size will be identified through explicit testing in Section 5.1.4. It is also important to 
note that all material properties are stored within the material points, thus allowing the grid to be 
able to be reset at the end of each time step. By doing so, the MPM is able to avoid the mesh 
distortion problems typically seen for large-deformation simulations using Lagrangian FEM and 
eliminate convection terms in Eulerian FEM. 
Similar to mesh-based methods, an important criterion in MPM is the relationship 
between grid size and particle spacing (i.e. the distance between two material points). The grid 
configurations will be referred to by the format DCell/dp where DCell refers to the length in μm 
of the grid dimension and dp refers to the material point spacing, also in μm. A well-known 
source of divergence in MPM is the number of material points per computational grid. Sinaie et 
al. [69] has been shown that although grid refinement does have the highest influence on 
accuracy, the number of material points or particles in the test also plays a significant role. As a 
result, any refinement of the grid size also requires a similar refinement in particle spacing to 
maintain a sufficient/similar number of particles per grid. The error between predicted initial 
stiffness in simulations by Sinaie et al. [69] and experimental values can be over 150% if there 
are insufficient material points per grid. 
Finally, to note in two-body contact problems, one grid must be used for each body 
within the simulation to store values pertinent to contact such as normal vectors and momentums 
from particles in each separate body. Although this does increase the computational cost of the 
algorithm, it remains a necessary step to distinguish between bodies and incorporate the contact 
algorithm within MPM. In order to reduce this cost, the method proposed by Ma et al. [70] is 
utilized where the multi-mesh is only employed at nodes where there is contact, as shown in 
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Figure 3.5. Since each grid is identical and kept as such due to the reset at the end of every time 
step, contact nodes can be easily identified as the same one in each grid. 
 
Figure 3.5: Multi-mesh method applied only at contact nodes introduced by Ma et al. [70]. 
3.5 Numerical Considerations 
3.5.1 Strength Model 
As was previously described in Chapter 2, an appropriate constitutive model is essential 
in order to generate an accurate finite element simulation. Historically, the JC model has been 
the most widely implemented constitutive model in simulating CS [8, 28, 43, 16, 35, 34, 11, 44, 
45]. This model is suitable for modeling of most processes but is noticeably lacking when 
modeling process with large strain and particularly high strain rates as is observed in CS particle 
impacts. Instead, the PTW model has components that are specifically tailored to modeling 
plastic deformation in the overdriven shock regime (strain-rates above 10 𝑠 ). In a study by 
Banerjee et al. [47] comparing five constitutive models including JC and PTW, it was 
determined that the PTW model performed the best overall being very accurate for both high (≥
100 𝑠 ) and low strain rates (≤ 100 𝑠 ) and is valid for the greatest strain rate range. The 
PTW model clearly stood out against other models as it showed the lowest overall error 
compared to experimental data in flow stress prediction as shown in Table 3.1.  
Table 3.1: Average error from maximum absolute (MA) errors in yield stress for five flow stress 
models under various conditions [47]. 
 
As it can be seen, percent error in both tension and compression are both low which is 
unique among the tested models. Simulations in the overdriven shock regime were not 
specifically tested by Banerjee et al. [47], however the model does explicitly account for rapid 
increases in yield stress at strain rates above 1000 𝑠 . Recalibration of certain model material 
parameters for processes with strains in the overdriven shock regime may be required to improve 
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prediction accuracy of CoR as shown by Razavipour and Jodoin [50]. Nevertheless, the overall 
results obtained by Banerjee are also supported by numerical studies from Rahmati and Ghaei 
[45] and Cormier et al. [71], specifically for its advantages and improvements over the JC and 
other models at the extreme strain rates seen in the CS process. Although these studies have 
utilized a constitutive model which considers CS-specific parameters, they have been 
implemented within ABAQUS/Explicit using mesh-based methods which are not ideal for CS 
conditions. 
Using an alternate strength model will have a strong influence on the performance of any 
direct bonding model as well. Aside from the work by Rahmati and colleagues [45, 49], all 
previous bonding models as mentioned in Chapter 2.4 made use of the JC strength model which 
as previously mentioned is not suitable for CS conditions. The use of an appropriate strength 
model for CS conditions such as the PTW model is critical to achieving accurate bonding model 
performance. Although the PTW model has also been previously implemented in 
ABAQUS/Explicit [45, 49], it has never been implemented within an MPM framework to the 
best of the authors knowledge. Consequently, this thesis seeks to address this knowledge gap and 
use the implementation of a modified PTW strength model to develop a direct bonding model 
using the MPM. 
3.5.2 Equation of State 
In order to determine the internal energy and subsequently, the pressure within each 
material point, the linear Mie-Grüneisen equation of state is utilized. The following equations 
have been derived in detail by Zhang et al. [32], but are summarized here. From the energy 
conservation expression (3.14) in Section 3.1.3, the rate of internal energy per initial volume ?̇? 
can be written for isothermal cases as 
𝜌?̇? = 𝑫: 𝝈 = ?̇? = 𝐽𝑫: 𝒔 − 𝐽𝑝𝑡𝑟(?̇?) (3.38) 
where 𝐽 is the Jacobian determinant, 𝑫 is the deformation tensor, 𝒔 is the deviatoric stress tensor, 
𝑝 is the pressure and ?̇? is the total strain rate. Then, the following equation for the internal energy 
at the next step 𝑒  can be derived through numerical integration using values at 𝑡  and 𝑡 ⁄ . 
𝑒 = 𝑒 + 𝑉 ?̇? ⁄ ∆𝑡 
= 𝑒 + 𝑉 ⁄ 𝒔 ⁄ : ∆𝜺 ⁄ − 𝑉 ⁄ 𝑝 ⁄ ∆𝜀
⁄ (3.39) 
The second line in (3.39) has taken advantage of the fact that 𝑉 = 𝐽𝑉  and that 𝑡𝑟(?̇?)∆𝑡 =
∑ ∆𝜀 = ∆𝜀
⁄  is the volumetric strain increment. This means that 𝑉 ⁄ ∆𝜀 ⁄ =
𝑉 − 𝑉 = ∆𝑉. Any value at time step 𝑡 ⁄  is calculated as the average of its value at time 
step 𝑡  and 𝑡 . With this, (3.39) can be rewritten as 
𝑒 = 𝑒∗ −
1
2
∆𝑉𝑝  (3.40) 
where 𝑝  is the pressure and 𝑒∗  the trial specific internal energy at 𝑡  defined as follows: 
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𝑒∗ = 𝑒 + 𝑉 ⁄ 𝒔 ⁄ : ∆𝜺 ⁄ −
1
2
∆𝑉𝑝  (3.41) 
Converting the internal energy 𝑒  to the internal energy per initial volume 𝐸 =
𝑒 𝑉⁄ , the pressure at 𝑡  can be found by assuming a linear equation of state using Equation 
(3.42): 
𝑝 = 𝐴 + 𝐵 𝐸  (3.42) 
where 𝐴  and 𝐵  are material-specific constants. These constants are functions of material 
properties and can be defined in a variety of ways. In this research, the well-known Mie- 
Grüneisen equation of state will be used in determining 𝐴  and 𝐵 . For brevity, the 
formulation of these constants is not described here but can be found as Equation (6.180) in 
Section 6.3.5 of the textbook by Zhang et al. [32]. Substituting (3.40) and (3.41) into (3.42), 
𝑝  can be found as follows: 
𝑝 =








By Equations (3.40) and (3.43), the internal energy and pressure for each subsequent time step 
can be found and used to calculate future values. 
3.5.3 Adiabatic Heating 
Although the powder feedstock material is considered to be at room temperature initially, 
in spite of its namesake, CS particles still experience a noticeable temperature change that must 
be considered in numerical modeling. Although it is difficult to measure particle temperature 
experimentally, Nastic and Jodoin [72] have reported 15-μm copper particle temperatures of 44, 
77 and 99oC at the nozzle exit with a gas stagnation temperature of 200, 400 and 500oC, 
respectively. Particle temperatures upon impact have been shown by Manap et al. [34] within an 
SPH framework to reach up to 450oC locally for Al on Al impacts. Experimental data from 
Al7075 on AZ31B impacts have validated this as temperatures as high as 330oC have been 
recorded [21]. Changes to gas stagnation or particle temperature is not examined within the 
numerical simulation and the particle is simply assumed to be initially at room temperature. 
However, significant particle heating must still be expected and is calculated assuming adiabatic 
heating, which has proven reasonable in a number of other fundamental studies [28, 8]. Material 
temperature is updated as a function of plastic work and using a standard constant Taylor-
Quinney coefficient of 0.9 [73]. In essence, this assumes that 90% of the plastic work calculated 
during each time step is converted to heat. Equation (3.44) presents the temperature increment as 




∆𝜀  (3.44) 
Nevertheless, it should be noted that the precise implications of temperature on the 
simulation output does not lie with only the particle temperature but rather the ratio between 
particle temperature, a reference and melting temperature. The reference temperature is a 
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constant however melt temperature is updated using the SCG melt model, based on a Mie- 
Grüneisen material constant and previously presented in Section 2.4.2.  
3.5.4 Normal Vector Calculation 
An additional variable that has not been explicitly addressed is the direction of the 
contact/bonding force. The MPM contact algorithm is severely affected by variations in the 
definition of a normal vector and it affects both contact and bonding forces. Due to the 
magnitude of contact forces required to prevent interpenetration of such high velocity impacts, a 
different normal definition will lead to effects which propagate throughout the simulation to 
drastically affect the final result. Normal vectors in a basic MPM implementation for a body 𝑏 at 
grid node 𝐼 is calculated using the mass gradients as shown in (3.30). Note that in the current 
thesis, only a single material system is considered thus the mass gradient suffices. If multiple 
materials are to be considered simultaneously, it is recommended that the normals be calculated 
through the volume gradient instead to account for different material densities [74]. 
Since the calculated normals from each body are generally not perfectly aligned, either 
one of the normal vectors 𝑛  or a function of the two may be selected as the contact normal 
(𝑛 ). Typically, the normal from the stiffer body should be selected but in the present case of 
identical materials, the normal from the body with the larger mass gradient is selected. For 
simplicity, it is assumed that the body with the larger mass also has the larger mass gradient and 
more accurate normal vector, particularly near edge nodes as shown in Figure 3.6. This method 
is known as the Maximum Volume Gradient (MVG) technique which selects the normal of the 
body with the greatest volume gradient, or the greatest mass gradient single material systems. 
This has shown good performance so long as material stiffnesses are not too high [74].  
 
Figure 3.6: Schematic showing the improved accuracy of using the normal vector of the larger 
volume body r, particularly around edge nodes [75]. 
Overall, the choice and calculation of normal vectors is a known source of error in MPM, 
with numerous techniques having been developed to minimize error for certain scenarios. For 
simplicity, the MVG is used here which sets the normal vector of the substrate (𝑛 ) as the 
contact normal in all tests within this thesis (𝑛 = 𝑛 ). The logic is that the substrate which has 
the much larger mass and mass gradients is more likely to be closer to the physical contact 
interface and more accurate [74]. Conceptually, it is reasonable to assume smaller volume bodies 
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like the powder particle are less likely to have the more accurate volume/mass gradients. An 
equal and opposite force is applied by the particle on the substrate along the −𝑛  direction to 
adhere to conservation laws. The collinearity condition is explicitly enforced to ensure 
conservation of momentum by setting the nodal normal value associated with the particle body to 
𝑛 = −𝑛  [32, 74].  
As a final note on normal vector calculations, it is known that the MPM contact and 
interface calculations can be very accurate provided an accurate normal vector is available [76]. 
Aside from MVG, there exists several other commonly used methods for normal vector 
identification as well as filtering techniques to address edge node issues. Unfortunately, the most 
accurate method depends on the problem and in particular, may vary with the location and 
orientation of the contact interface relative to the computational grid [74]. With these factors in 
mind, it is easy to see that identifying the best normal vector technique for modeling of CS can 
be challenging, particularly with the large deformations and material ejection or numerical 
fracture observed in the current application. Considering and comparing the performance 
different mathematical and machine learning techniques for identifying the most accurate normal 
vector definition is a topic of ongoing research [68]. Overall, this lies outside the scope of the 
current thesis but suffice to say, additional testing will be required to calibrate and evaluate the 
model in the future, if an improved normal vector definition is to be considered.  
3.5.5 Infinite/Semi-infinite Media 
Another factor that must be considered is the numerical modeling of an infinite or semi-
infinite media, such as the particle-substrate system in CS. In order to have good particle 
resolution within the particle, it is not feasible to discretize the full system without high 
computational costs. As such, the viscous damping boundary method as described by Ross, has 
been developed to have a finite media behave in similar fashion to an infinite media. Within this 
method, stresses are applied by fictitious viscous dampers to boundaries based on the primary 
and secondary wave velocities of the material [77]. These velocities are defined by standard 
material properties given as Equation (3.45). 
𝑉 =
(1 − 𝜈)𝐸






For a given boundary in 3D cartesian coordinate system, the primary direction considered 
by the dampers is the direction perpendicular to the boundary while the secondary direction are 
the remaining orthogonal directions. Figure 3.7 provides a schematic of the viscous damping 





Figure 3.7: Viscous damping boundary schematic, showing primary (z) and secondary wave (x 
and y) directions [77]. 
The damping coefficient of the fictitious dampers can be calculated from these wave velocities as 
follows: 
𝑐 = 𝑎𝜌𝑉 𝑑𝛤     𝑃𝑟𝑖𝑚𝑎𝑟𝑦 𝑤𝑎𝑣𝑒, 𝑧 − 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 (3.46𝑎) 
𝑐 =  𝑎𝜌𝑉 𝑑𝛤      𝑆𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑦 𝑤𝑎𝑣𝑒, 𝑥 𝑜𝑟 𝑦 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 (3.46𝑏) 
 
where Γ is the surface area of the element. The 𝑎 and 𝑏 terms are dimensionless parameters 
which for small incident angles (θ < 30o) can be set to one [78]. Numerically, the grid nodes 
containing surface particles of the cylinder substrate will be subjected to an additional internal 
damping force defined by the product of the damping coefficient, particle velocity and particle 
volume. To note is that only surface particles on the bottom and circumferential boundaries are 
considered and the top surface is left unaffected. In the case of the bottom boundary, there will 
be one primary (z) and two secondary (x, y) wave directions while the circumferential 
boundaries will have two primary (x, y) and one secondary (z) directions.  
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Chapter 4 Direct Bonding Model 
From the literature review, all research into impact-induced bonding in the CS process 
clearly point toward the existence of an intimate relationship between material jetting and 
bonding. As previously described, the precise physical phenomenon behind jet formation is still 
a subject of debate with initial theories attributing jetting to adiabatic shear instability but more 
recent literature suggesting it is as a result of a hydrodynamic spall process. The purpose of this 
thesis is not to identify which elastoplastic-dynamic process is correct. Instead, the goal is to 
represent bonding effects on material behavior directly within a simulation and accurately predict 
critical velocity and bond strength. In order to specifically tailor the MPM to CS conditions, the 
basic FE equations are solved with the PTW strength model, SCG melt model, viscous damping 
boundaries, linear Mie- Grüneisen equation of state and MVG normal vector definition. 
4.1 Strain-based Bonding Model 
4.1.1 Model Formulation 
As an initial step towards a complete direct model of bonding, the aim is to first be able 
to predict bonding as a binary solution (bonded or rebounded) without any quantitative 
prediction of bond quality. The feedstock powder is assumed to always be at room temperature 
initially with friction and surface topology not considered in any simulation. Rahmati and Jodoin 
[49] have previously developed a strain-based cohesive zone model considering specifically the 
effects of oxide layers within an ALE framework. Their results showed good performance in 
predicting critical velocities and coefficients of restitution for Al, Cu and Ni particles impacting 
on same material substrates. This along with the relationship between jetting and bonding 
motivates the initial development of a strain-based bonding model within a MPM framework. 
The following model formulation has been developed by Hirmand et al. [15] and will be 
utilized in this thesis work. It has been developed with the knowledge that there is a critical 
velocity required for bonding which corresponds to a specific set of process parameters. This 
suggests that successful bonding is likely also governed by a critical threshold value. Given the 
strong correlation between material jetting and bonding, the hypothesis is that this threshold 
value may be defined by the level of material jetting. From here, it is postulated that there exists 
within certain material points a time-discrete variable 𝐷 , called the bonding parameter, 
which defines whether bonding has either occurred or not. This bonding parameter is a history 
variable which serves to track the evolution of material jetting along the surface of each body 
and serves to define the threshold level of jetting required for bonding.  
With this basis, two bodies 𝐵  and 𝐵  are considered which are externally bounded by 
surfaces 𝜕𝐵  and 𝜕𝐵  and come into contact. The contact interface can then be defined by the 
union of these two surfaces and denoted as 𝑆 = 𝜕𝐵 ∩ 𝜕𝐵 . This bonding parameter 𝐷  is 
initialized to zero within each material point with ?̇? 𝒙 ≥ 0 for 𝒙 ∈ 𝑆 and ?̇? 𝒙 = 0 
otherwise. The key concept of the bonding model is in how ?̇? 𝒙  is defined for impacting 
particles. Given the physical knowledge that material jetting manifests in large plastic strains 
occurring at extreme rates, it is sensible that ?̇? 𝒙  is a function of these terms. An 
additional term which may be reasonable to consider is the amount of contact pressure and 
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friction that must be exerted on the contact interface 𝑆 for bonding to occur. The general 
evolution law for 𝐷 (𝒙 ) is assumed to have functional relation with state variables given by  
?̇? = 𝑓 𝜀 , 𝜀 , 𝜀̇ , 𝜀̇ , 𝒕𝒏, 𝒕𝒔 (4.1) 
where effective plastic strains (𝜀 ), strain rates (𝜀 ) and traction forces (𝒕) have been separated 
into normal and shear components. 
Sufficient normal stress and strain have been shown in numerical studies to be critical for 
properly extruding material between the gaps in the oxide layer created by material jetting [49]. 
Experimental evidence from Wang et al. [54] has further shown that there is a spray angle below 
which bonding is compromised, indicating that a certain level of normal pressure/strain is 
required for impact-induced bonding. For simplicity, it is assumed that there is always sufficient 
normal contact pressure for successful bonding, given that only normal (90o) impacts will be 
considered. This allows 𝐷  to be purely a representation of the level of material jetting and 
subsequent oxide layer breakage/removal. As a result, the dependence of ?̇?  on normal and 
shear traction forces may be eliminated. Furthermore, by extension of this assumption, the 
normal components of strain and strain rate may also be ignored in the determination of 
?̇? 𝒙  as it can be presumed to be governed by the normal contact pressure threshold. In the 
end, the evolution of 𝐷  can be reduced to a function of the following variables: 
?̇? = 𝑓 𝜀 , 𝜀̇  (4.2) 
where 𝜀  and 𝜀̇  refer to the shear component of effective plastic strain and plastic strain rate, 
respectively. Lastly, it is also deemed reasonable to assume lack of dependence on shear 
direction in the as the precise direction of shear strains should not affect the removal of oxide 
layers and subsequent bonding. This means that for the evolution of the 𝐷 , 𝜀  and 𝜀̇  can be 
simply taken as a magnitude rather than a vector.  
Equation (4.2) can now serve as a basis for the development of an explicit form of 





in which 𝜀  is the effective bonding strain of a material which defines the threshold level of 
jetting required for bonding, given by 
𝜀 = 𝜀 1 − ln
𝜀̇
𝜀̇
  (4.4) 
where 𝜀  and 𝜀̇  refer to the critical bonding strain and critical bonding strain rate. Intuitively, 
there is a distinct similarity between damage/fracture and bonding where bonding can in essence 
be viewed as a similar but opposite process to damage. As such, 𝜀  in the proposed bonding 
model is loosely based on the form of the damage parameter in the Johnson-Cook (JC) dynamic 
failure model, in which fracture occurs once a critical strain is achieved [46].  
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Within a numerical integration framework, the evolution of 𝐷 (𝒙 ) in a material point 
𝒙  can be described at time step 𝑛 using a backward-Euler finite difference scheme as follows: 




where ∆𝜀 = 𝜀 − 𝜀 . 
In order to directly include bonding phenomena in the numerical model, implementation 
of the bonding model is done as an extension of the contact algorithm. Originally, the contact 
algorithm can be distinguished by an impact and separation phase. During impact, a contact force 
is applied to prevent interbody penetration between points while no additional forces are applied 
if the points of each body are detected to be separating. As the bonding parameter 𝐷 𝒙  
evolves within material points over time, they are also mapped to grid nodes like any other value 
in MPM. Since 𝐷 𝒙 > 0 for 𝒙 ∈ 𝑆, it will only be non-zero at grid nodes where contact 
is detected. With a contact multi-mesh, the nodal 𝐷 (𝑰 ) is calculated for node I each body 𝑏 
as the arithmetic average of the 𝐷 𝒙  of all surface particles within the volume of influence 
of node 𝐼 in the multi-mesh of body b. Then, assuming that each body contributes equally to the 
bonding parameter evolution, the global nodal bonding parameter is then calculated as the 
average of the local 𝐷 (𝑰 ) values from each body. Mathematically, for a two-body system 
this can be expressed within a time step as 
𝐷 (𝑰 ) =




𝐷 (𝐈 ) + 𝐷 (𝐈 )
2
(4.7) 
where 𝐷 (𝑰 )  is the bonding parameter value at node 𝐼 of body b, 𝑛  is the number of 
surface particles on body b in the volume of influence of node 𝐼 and  𝐷 (𝑰 ) is the global 
bonding parameter at node 𝐼. Per this formulation, bonding effects are enforced by a grid node I 
on all material points within its volume of influence during the separation phase if 𝐷 (𝑰 )  ≥
1. This is done through applying an equal and opposite bond force to each body which is 
identical to the sticking contact force from the contact implementation. To recall, this contact 
force ensures a relative velocity of 0 between the contacting bodies which can be used to 
effectively model bond forces within a simulation. Thus, bond effects have been directly 
incorporated within the MPM simulation. Figure 4.1 presents how the proposed bonding model 




Figure 4.1: Flow chart of the MUSL MPM algorithm with contact considerations, updated with 
blocks in green showing how the bonding considerations are included. 
4.1.2 Calibration Tests and Results 
To limit computational costs, only a 1.0/0.35 grid configuration has been used in the 
initial testing of the strain-based bonding model calibration tests. Given the availability of 
existing experimental data, an Al/Al system with an aluminum particle sprayed onto an 
aluminum substrate will be modeled. A smaller spherical particle with a diameter of 14-μm and 
larger 30-μm diameter particle are impacted at their critical velocities of 810 and 770 m/s 
determined from experiments on a same material substrate [9]. From the model formulation, the 
critical bonding strain 𝜀  and critical bonding strain rate 𝜀̇  need to be calibrated for the current 
material system. The calibration method is as follows [15]. 
In order to calibrate the model parameters, a wide range of 𝜀  and 𝜀̇  combinations are 
tested, without friction effects, to observe how the steady-state restitution ratio varies with 
respect to average bonding parameter, for both particle sizes. This set of parameters may then be 
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generalized to other particle sizes to predict critical velocity for other different-sized Al particle 
impacts on Al substrates. Figure 4.2 shows plots of restitution ratio vs. average bond parameter 
from the results of all the calibration tests. Solid vertical and horizontal lines represent the 
classification tolerances for average 𝐷  and restitution ratio, respectively such that only tests 
resulting in data points in the bottom right quadrant are considered bonded. Labeled data points 
refer to model parameters which produced a particle that isn’t bonded but has been affected 
bonding forces (i.e. partially bonded particles). These will used in Section 4.1.4 in analyzing 
bond initiation sites. 
a)  b)  
Figure 4.2: Plots of restitution ratio at 100 ns with respect to average surface bonding parameter 
for 14 μm (a) and 30 μm (b) diameter Al powder particles. Solid vertical and horizontal lines 
represent the classification tolerances for average 𝐷  and restitution ratio, respectively. 
Labeled points indicate tests results within the transition zone. 
With this, the problem has been simplified to only have a binary result for each test of 
either a fully bonded or not bonded powder particle. Since the outcomes have now been 
classified into two main categories, logistic regression can then be applied to identify the 
bonding boundary along a plot of 𝜀  vs. 𝜀̇  along bonding is deemed to have just barely occurred. 
The intersection of these boundaries for both the 14 and 30-μm diameter particles can then be 
determined to be the calibrated bonding model parameters which may be applied for all particle 
sizes. Note that although the precise tolerance values are not particularly relevant, they were 
required to be adjusted by inspection to ensure a bonded boundary intersection. 
Logistic regression is a well-established method with wide use in machine learning 
algorithms [79]. A Matlab program has been developed previously within FATSLAB to perform 
logistic regression on the model calibration results. The process can be described as follows [80]: 
1. First, the final output of each test must be classified as either bonded or not bonded. To 
do so, a set of tolerances is required to define which test results are considered bonded (or 
have a value of 𝑦 = 0) and which are not bonded (or have a value of 𝑦 = 1). Based on 
the plots from Figure 4.2, the outputs from each test are classified into two discrete 
groups as follows for both particle sizes. 
𝑦 = 1 𝑓𝑜𝑟 𝐶𝑜𝑅 ≤ 0.002 & 𝐴𝐵𝑃 ≥ 0.15  






















𝑦 = 1 𝑓𝑜𝑟 𝐶𝑜𝑅 ≤ 0.0015 & 𝐴𝐵𝑃 ≥ 0.25 
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 (4.9) 
 
where 𝐶𝑜𝑅 is the coefficient of restitution and 𝐴𝐵𝑃 is the average surface bond 
parameter tolerance value depicted in Figure 4.2. 
2. Then a hypothesis must be defined which is limited between values of 0 and 1 with 0 
corresponding to one category and 1 the other. In logistic regression, this hypothesis 
takes the form of a Sigmoid function shown below. 





Figure 4.3: Typical sigmoid function graph centered at Z = 0 [80]. 
This hypothesis will be defined for each calibration test run, meaning that it will have m 
components for m number of tests. 
3. 𝑍 in the above equation represents the input to the hypothesis and is typically represented 
by a polynomial of arbitrary order. A second order logistic regression is used in this case 
meaning that 𝑍 takes on the following form: 
𝑍 = 𝜃 + 𝑥 𝜃 +  𝑥 𝜃 + 𝑥 𝜃 + 𝑥 𝑥 𝜃 +  𝑥 𝜃  (4.11) 
where 𝜃  are unknown coefficients and 𝑥  and 𝑥  are the bonding model parameters 𝜀  
and 𝜀̇ , respectively used in each calibration test. In matrix form, Z can be represented as 


















= 𝑿(𝑥 , 𝑥 )𝜽 (4.12) 
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4. With the hypothesis now defined, it is then possible to define a cost function. The cost 




(𝑦 log ℎ(𝑍) + 1 − 𝑦 log 1 − ℎ(𝑍)  (4.13) 
where 𝑦  represents the previously classified output from test number i (either 0 or 1), 𝑍 
as defined by Equation (4.12), log is the natural logarithmic and m the total number of 
tests performed. With this, each calibration test contributes a certain amount to the error 
function 𝐽(𝜽). 
5. At this point, the bonding boundary identification problem has been reduced to an 
optimization problem where the goal is to find the values for 𝜽 which will result in the 
smallest value of 𝐽(𝜽). To do so, the fminunc function for finding the minimum of an 
unconstrained multivariable function is utilized from the Matlab Optimization Toolbox 






𝑋 ∙ ℎ(𝑍) − 𝑦  (4.14) 
where 𝑋  is defined for each test number i as the j components of the 𝑿 array shown in 
Equation (4.12). 
Through this process, the values of the θ array have been found which will result in a 
minimum cost function 𝐽(𝜽). With this, it is then possible to work backwards to calculate the 
components of the 𝑿 input array which will result in a specific value of ℎ(𝑍). It should be noted 
that by the class definition, a value of ℎ(𝑍) = 1 corresponds to a test with a bonded result while 
ℎ(𝑍) = 0 a test with a rebounded result. Since the purpose of the logistic regression is to identify 
a decision or bonding boundary, solving for the components of 𝑿 which will produce a value of 
ℎ(𝑍) = 0.5 will be the model parameters which will result in a result that is at the boundary of 
the bonded and not bonded classifications. Without any offset, this value corresponds exactly to 
𝑍 = 0 meaning that the bonding boundary can now be identified as the 𝜀  and 𝜀̇  values which 
need to be input to array 𝑿 in Equation (4.12) to produce 𝑍 = 0, thus giving the coordinates in a 
𝜀  vs. 𝜀̇  plot of points along the bonding boundary curves. By following this logistic regression 
process, the following bonding boundary curves shown in Figure 4.4 are identified.  
a)  b)  

































Figure 4.4: Logistic regression plots showing the boundaries at which bonding occurs based on 
the previously identified tolerance values for the 14-μm (a) and 30-μm (b) diameter powder 
particles. The intersection of these boundaries (c) identifies the set of model parameters that 
would result in bond initiation for both-sized particles impacted at critical velocities. 
Although an intersection is achieved, it should be noted that the bonding boundaries are 
not very similar throughout. This is not ideal and suggests that the current strain-based model 
only predicts bonding accurately for different particle sizes with model parameters specifically at 
the intersection point. Consequently, there exists a large number of model parameter 
combinations which may predict bonding for one particle size but no bonding for another. 
Producing bonding boundaries which show more overlap throughout the domain will allow for 
more consistent bonding predictions of different particle sizes with a wide range of model 
parameters. Nevertheless, there exists two other issues of greater concern which will be 
discussed in the following sub-sections. 
4.1.3 Discretization Sensitivity Issue 
The most concerning issue with the above bonding model is its sensitivity to grid 
configuration (i.e. discretization level). Jetting phenomena is experimentally observed to be 
critical for bonding [9, 28, 8], thus the fact that it is able to be realistically captured in the form 
of numerical fracture of material points within a simulation is an advantage of using the MPM. 
However, a drastically different amount of effective plastic strain is observed to be predicted in 
tests without bonding implementations using different grid configurations.  
To demonstrate this, tests of a 14-μm particle impacting at critical velocity with a 
1.0/0.35 and 0.5/0.175 grid configuration are conducted with the differences shown in Figure 
4.5. As it can be seen from the strain contours, although jetting is not as visible in the coarser 
grid, it becomes apparent with grid refinement as material points of the powder particle can be 
seen to be completely ejected from the body. Although these tests did not include bonding 
effects, these results already suggest that a strain-dependent direct bonding model will show an 
unacceptably high sensitivity to the level of discretization. Consequently, it may be expected that 
the model will predict a significantly different bonding result for different grid configurations 



















despite all other parameters remaining the same. A modification to the numerical implementation 
of the bonding model that significantly alleviates this issue will be presented in Section 4.3. 
a)  b)  
Figure 4.5: Effective plastic strain distribution in the 14-μm particle using a) 1.0/0.35 and b) 
0.5/0.175 grid configurations with no bonding model considerations shows that material jetting 
becomes apparent as the grid is refined. 
Figure 4.6a explicitly compares the predicted bonding boundaries for the 14-μm diameter 
particle determined using two different grid configurations and identical classification tolerances. 
As it can be seen, the bonding boundaries are extremely different from each other, demonstrating 
the discretization sensitivity of the proposed model. Analysis of the effective strain contours in 
Figure 4.6b and 4.6c further shows this sensitivity to discretization as a drastically different 
material behavior is predicted with different grid configurations to the point of having different 
bonded results for the same model parameters.  Both contours in Figure 4.6b and 4.6c have been 
calculated using the same 𝜀 = 1.4 and 𝜀̇ = 850 𝑠  parameters, labeled as data1 in Figure 
4.6a. Such sensitivity to discretization must be avoided with any FEM and adjustments must be 
made in the future to resolve this issue. 


















b)  c)  
Figure 4.6: a) Plot of predicted bonding boundaries for the 14-um diameter particle using a grid 
configuration of 1.0/0.35 and 0.7/0.25. Effective plastic strains determined using the same 
bonding model parameters labeled in a) are also shown using grid configurations of b) 1.0/0.35 
and c) 0.7/0.25. 
4.1.4 Bond Initiation Site Issue 
Another issue with the strain-based bonding model is the locations where strong bonding 
effects are predicted. As it can be seen in Figure 4.2, there is a transition region where the 
restitution ratio of the impacting powder particle goes from rebounded to bonded values with 
respect to the average bonding parameter. Analysis of the contour plots of tests within the 
transition region where a partially bonded particle is present can be beneficial in revealing where 
bonding is initiating within the simulation. Figure 4.7 shows the contour plot of effect plastic 
stress in a 14-μm diameter powder particle from the labeled test point in Figure 4.2a with model 
parameters set within the transition region. As it can be seen, the powder particle appears to have 
rebounded to a degree but are held back by a small number of bonded particles around the 
perimeter of the contact surface. Consequently, this suggests that particles within this region are 
experiencing strong bonding effects relative to the rest of the contact interface. This result clearly 
does not align with experimental observations of material jets and points towards possible 
intrinsic issues within the bonding model. Strong bonding within the shear-dominated jetting 
region, is also likely to violate the basis of the 𝐷  evolution law, where it is assumed that 
there is always sufficient normal contact pressure for proper bonding.  
 
Figure 4.7: Contour plot of the effective plastic strain in the 14-μm diameter Al particle at 120ns 
post-impact. Circled regions show that bonding initiates in near the perimeter of the contact 
surface within the jetting region. 
47 
 
For the jetting region to be the site of bond initiation also does not align with previous 
experimental studies for CS of Cu, Ti and Ti-6Al-4V particles [82, 83, 84]. Such a result is also 
contrary to Al/Al simulations by Rahmati and Jodoin [49] using an ALE framework, where it 
was observed that bonding occurs away from the jetting zone and more towards the south pole of 
the particle. Reasoning for their result is that normal pressure, and not shear, is the driving 
mechanism for extruding material into surface cavities leading to intimate contact and bonding. 
Such a conclusion is deemed reasonable and as a result, bonding should not be expected to 
initiate in the shear-dominated jetting region. This suggests that a strain-dependent bonding 
model that only considers shear strains of the contacting surfaces can lead to inaccurate 
predictions of bond initiation sites. An alternative formulation that resolves this shortcoming 
which relies on energies rather than shear strains to formulate the bonding criterion will be 
discussed in Section 4.3. 
4.2 Convergence Test 
4.2.1 Convergence Test Motivation 
 The mesh dependence issue discussed in the previous section makes predictive 
simulations difficult to obtain since different grid configurations lead to different results. This 
prompts a mesh convergence study whose purpose is twofold: first, to assess the level of mesh 
dependence and study its characteristics and, second, to identify a less mesh-dependent measure 
upon which to base the bonding model. This measure should still be able to define the threshold 
level of material jetting leading to bonding and ideally also improve the accuracy of the 
predicted bond initiation sites. 
4.2.2 Convergence Test Set-up 
Since it is well-known that a source of divergence in MPM is the number of material 
points per computational grid [69], a range of grid size and particle spacing combinations are 
tested. Although grid refinement does have the highest influence on accuracy, the number of 
material points or particles in the test also plays a significant role [69]. As such, it is deemed 
necessary for the current tests to account for this by testing three different particle spacings for 
each grid size under consideration. Regardless of grid size and particle spacing, the powder 
particle and substrate dimensions are kept identical between each convergence test with a 14 μm 
diameter Al particle to minimize external effects. All convergence tests are performed without 
bonding considerations. The grid configurations tested at the critical impact velocity of 810 m/s 
are listed in Table 4.1. Given the large deformations expected, relatively fine particle spacings 
are used with each grid size to avoid significant errors from insufficient particles per grid. 
Table 4.1: Grid configurations used in convergence testing. 




0.5 0.4 0.35 0.4 0.35 0.25 0.2 0.175 0.15 
A scaling factor of 0.05 times the critical time step size defined by the smallest tested 
grid size of 0.5 μm is used for all convergence tests. This choice of the time step size, which is 
significantly smaller than the critical value imposed by the stability condition of an explicit time 
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stepping scheme, was made to resolve the time domain variations with a high resolution and 
minimize the errors that may be caused by temporal discretization. In the final model testing, this 
scaling factor will be adjusted to determine the optimal time step size for which the bonding 
model still shows good performance without excessive computational costs. 
4.2.3 Convergence Test Results 
Figure 4.8 below shows the average plastic strain in the powder particle throughout the 
simulation predicted by all tested grid configurations. This is done as a basic method to quantify 
the strains in the powder particle and observe its sensitivity to discretization. For simplicity, 
contact between the surfaces is considered to be frictionless in all tests. Tests with a friction 
factor of 0.2 were also performed with a similar convergence result was found demonstrating 
that friction implementation does not noticeably affect convergence. Note that several of the 
results were not able to be run fully to the 1000 ns end time due to the 24 h runtime limit from 
the Niagara supercomputer on which all tests are conducted. Figure 4.5 shows the plastic strain 
contours calculated using 1.0/0.35 and 0.5/0.175 grid configurations. Significant differences can 
be seen particularly around the perimeter of the contact interface where particles can be observed 
to be ejected outwards with the finer discretization. 
 
Figure 4.8: Plots of average effective plastic strain for the powder particle based on the PTW 
constitutive model without friction and bond effects considered. 
From the above plot, it is clear that although the final predicted steady-state average 
effective plastic strains are fairly stable with respect to the tested particle spacings or particles 
per grid values, strains do vary drastically with grid size refinement. Not only can the final 
average plastic strain of the powder particle be inferred to be different with grid refinement, but 
the slopes or average strain rates beyond the initial time steps are drastically different as well. 
Strain values appear to converge to similar values for each grid size and with increasing numbers 












































of strain in MPM and the need for identifying a different, grid insensitive measure of material 
jetting. 
4.2.4 Strain Energy Density Convergence 
The concept of an adhesion energy as a function of sublimation energy has been 
previously studied by Manap and Profizi et al. [34, 35]. In these models, bonding is deemed to 
occur if adhesion energy is greater than rebound energy which suggests energy as an alternative 
measure of a threshold jetting value for bonding. Motivated by this, although it is clear that 
average plastic strain is extremely sensitive to grid size, it was found that average plastic strain 
energy density of the powder particle exhibits less sensitivity to discretization. Plastic strain 
energy density is calculated by Equation (4.15) as a function of the von Mises flow stress and 
plastic strain in each step.  
𝐸 = 𝜎 𝑑𝜀 (4.15) 
This can be observed in Figure 4.9 where the final value and rate of change of the energy 
density values obtained from different grid configurations clearly show smaller discrepancies. 
This can be attributed to the fact that although the jetted particles possess extremely high strains, 
they are subjected to negligible internal stresses.  
 
Figure 4.9: Plots of average plastic strain energy density for the powder particle calculated using 
the PTW constitutive model with no friction or bond effects considered. 
Although these results are promising, it must be noted that the convergence of 𝐸  is 
expected to change with the consideration of bond effects. The material jetting phenomenon in 
particular can be expected to be heavily affected by bonding effects incorporated directly into the 
simulation. This means particle strains and strain energy densities in a simulation where bonding 






































result, this suggests that the intrinsic issue of grid size dependence within MPM may not be fully 
addressed by using a simple energy density-based model. Nevertheless, the convergence study 
still suggests that an energy-based quantity is an improvement over strain as a measure of 
material jetting and bonding less sensitive to discretization. Specifically, strain energy has the 
potential to be a better numerical representation of the physical parameters which describe jetting 
and bonding. Thus, it is concluded that modifying the model to be based on energy rather than 
shear strain, and possibly other techniques, may lead to less discretization sensitivity. 
4.3 Energy-based Bonding Model 
4.3.1 Motivation for Development 
An adhesion model based on an energy dissipative cohesive model has also been directly 
implemented by Profizi et al. [35] within an SPH framework. They were able to accurately 
predict critical velocity and include a damage value to cause breakage of cohesion before all 
surface adhesion energy has dissipated in order to predict the maximum impact velocity beyond 
which erosion will occur [35]. Several other studies have included adhesion energy as an input 
specifically in modeling the effect of oxide layers on critical velocity [85, 86]. Nevertheless, only 
a small number of studies in total have been conducted which have attempted to directly 
incorporate adhesion/bonding forces within a simulation using the concept of an adhesion energy 
within an SPH or Lagrangian formulation [61, 62, 64]. Again, adhesion energy in these studies 
has been quantified as a function of sublimation energy, microstructure characteristics and the 
bonded atom fraction relation for high-speed impact developed by Shorshorov and Kharlamov 
[65].  
The motivation for development of the current model is to address the gap in direct 
bonding implementation within an MPM framework that shows advantages over both mesh-
based FEMs and other particle-based methods like SPH. Furthermore, improvements are 
considered such as the inclusion of the PTW constitutive model and SCG melt model which is 
better suited to CS conditions [47]. The shift to an energy-based bonding model is motivated by 
previous works [61, 62, 35, 49], as well as results of the convergence study which suggests that 
energy will result in less variance in simulation results with respect to grid size. In contrast to 
previous energy-based adhesion models, the current formulation will focus on using continuum-
level measures from within the simulation to calculate adhesion energy and predict bonding 
rather than atomic-scale material properties [65]. 
4.3.2 Energy-Based Bonding Model Formulation 
The overall formulation of the bonding model is nearly identical to the original strain-
based model, with the exception of how the bond parameter increment ∆𝐷  is calculated. 
Rather than 𝜀  and 𝜀̇ , ∆𝐷  is instead described as a function of critical surface adhesion 
energy and energy rate 𝐺  and ?̇? . Surface adhesion energy is defined as the energy required for 
adhesion of a unit surface area and has been used in SPH adhesion models [35]. It is equivalent 
to the strain energy release rate 𝐺 used in fracture mechanics for determining the work required 
to close a crack [87].  
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In the energy-based bonding model, the evolution speed of 𝐷  within each material 
point 𝒙  will be defined by a critical surface adhesion energy 𝐺 , whose value is defined by 
𝐺  and ?̇? , which need to be calibrated. Mathematically, this is expressed as Equation (4.16): 












in which ∆𝐺 (𝒙 ) is the increment in surface adhesion energy for each material point 𝒙 . Similar 
to the previous model, a sticking contact condition is enforced at a grid node when sufficient 
material jetting has occurred and 𝐷 𝑰 > 1 [15]. 
In terms of the numerical implementation of the above model, a regularization approach 
should be implemented similar to what is often used in damage/fracture mechanics to address 
mesh dependence of the numerical results. It is well known that the amount of energy dissipation 
in damage/fracture modeling is known to be sensitive to mesh size in traditional FEM [88] unless 
proper remedies are considered in the numerical implementation of the damage/fracture. 
Physically, the dissipated energy per unit crack surface is given by 
𝐺 =  𝜆 𝜎𝑑𝜀  (4.16) 
where λ is a specific characteristic length of the material representing the physical width of the 
localization zone [88, 89]. Numerically, damage localization and eventual fracture always occurs 
across a single band of elements. Thus, the amount of dissipated energy will be different with 
different discretization sizes such that it decreases to zero in the limit of mesh refinement, 
making any argument of FE mesh convergence impossible. In that case, the numerical model 
captures the amount of dissipated energy correctly only if the width of the elements is exactly 
qual to 𝜆. This issue is most commonly addressed by scaling the fracture energy of the 
damage/fracture model w.r.t. to mesh size so that the amount of energy dissipated by a given 
width of elements matches the physical value [88]. The scaled fracture energy is thus regarded as 
an “algorithmic” value of the fracture energy rather than being a strictly physical quantity. 
Given that bonding is a similar albeit opposite process to fracture, it is reasonable to 
postulate that bonding also occurs across a “bonding band” along the surface of each body. The 
width represented by λ in fracture modeling is analogous to the depth or thickness of this band of 
elements into each body. In MPM, the numerical width of the bonding band can be approximated 
by 𝐷𝐶𝑒𝑙𝑙 or the edge length of the computational grid. By including this measure into the 
formulation of the bonding criterion as a scaling factor, it allows for the same calibration 
parameters to be consistently and accurately applied across a range of grid configurations. This 
effectively reduces the sensitivity of the energy-based bonding model to discretization level. 
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Thus, the increment in surface adhesion energy ∆𝐺 (𝒙 ) for each material point 𝒙  is 
calculated numerically as 
∆𝐺 (𝒙 ) = 𝜎 (𝒙 )∆𝜀 (𝒙 )𝐷𝐶𝑒𝑙𝑙 (4.17) 
where σvm is the von Mises stress of the material point, ∆𝜀  the effective plastic strain increment 
of a material point 𝒙  and DCell the grid length measure. By this formulation, the surface 
adhesion energy within the algorithm is effectively regularized with respect to grid size. To note 
is that although not shown for brevity, simply the strain energy density without the 𝐷𝐶𝑒𝑙𝑙 
measure does not result in discretization insensitivity despite convergence test results. This can 
be attributed to the bonding model which directly affects material behavior in the simulation. 
Only with the inclusion of 𝐷𝐶𝑒𝑙𝑙 is an appropriate level of insensitivity achieved meaning this 
insensitivity is more as a result of including 𝐷𝐶𝑒𝑙𝑙 than purely switching to an energy measure. 
4.3.3 Calibration Test Setup 
A more complete test is conducted to fully evaluate the energy-based bonding model 
performance as it will serve as the final proposed model of this thesis. In terms of the test setup, 
it must be noted that it is well known that large inaccuracies in energy measures can result from 
insufficient material points per grid. Larger changes are observed with larger grid sizes but the 
variations themselves have been observed to decrease as the number of material points is 
increased [69]. In order to account for this source of error, three initial material points per grid 
values will be tested for each grid size 𝐷𝐶𝑒𝑙𝑙. By extension, it can also be noted that particle 
spacing is essentially governed by computational grid size due to particle per grid requirements. 
Three sets of grid sizes will be tested, each with three approximate particle per grid 
values as stated above. The result is a total of nine final grid configurations that will be tested for 
each powder particle size as listed in Table 4.2. By testing these grid configurations, it is also 
possible to explicitly quantify the effects of different 𝐷𝐶𝑒𝑙𝑙 and 𝑑𝑝. All approximate initial 
particle per grid values considered are relatively high at approximately 8, 20 and 40 as the severe 
deformations each body experiences can lead to cases where there are relatively few particles in 
a grid. An acceptable bonding model must show convergence with grid and particle spacing 
refinement, as the particles act essentially as integration points within the grid element. 
Increasing the number of integration points in a FEM should not lead to a drastically different 
solution. 
Table 4.2: All tested grid configurations for each particle size grouped by grid size and listing the 
approximate number of initial particles per grid.  
Grid 
Config. 
Particles/grid  Grid 
Config. 
Particles/grid  Grid 
Config. 
Particles/grid 
14-μm 30-μm  14-μm 30-μm  14-μm 30-μm 
1.5/0.5 9.08 9.00  1.0/0.35 8.74 7.79  0.7/0.25 8.04 7.63 
1.5/0.35 28.0 26.0  1.0/0.25 22.7 21.6  0.7/0.175 23.5 22.6 




All tests for both particle sizes are done with a 0.1 scaling factor on the critical time step 
size for a 0.5-μm grid, except for the finest grid configuration of 0.7/0.15 which uses 0.2. This is 
done in order to keep the dimensions of the system consistent across all tests and still achieve a 
steady state result within Niagara usage limits. Further testing and discussion on an ideal time 
step scaling factor can be found in Section 5.1.4, however in short, so long as the scaling factor 
remains below around 0.2, the differences are negligible. Since the proposed bonding model is 
primarily based upon achieving a threshold level of material jetting, it is critical for it to be 
properly captured within the simulation. A cylindrical substrate with a height of 10 μm is used 
for both particle sizes while diameters of 30 and 50 μm are used for the 14 and 30-μm particles, 
respectively across all tests.  
Note that the substrate diameters have been set to be significantly larger than the particle 
diameters while height remains relatively low across all cases. This is done as the substrate is not 
restricted by any radial boundary conditions while its bottom surface is bound vertically by the 
computational grid. Given these boundary conditions, substrate height effectively only serves to 
define the thickness of a semi-infinite substrate, represented numerically through the inclusion of 
absorbing boundaries, and should not drastically affect jetting as it is primarily in the radial 
direction. Meanwhile, radial substrate deformations resulting from a lack of boundary conditions 
can impose internal forces on the contact interface which are not present in practice. In the worst 
case, the substrate may even be unable to fully accommodate the powder particle as it deforms 
radially and fail to provide a complete contacting surface. By this reasoning, it is deemed that an 
insufficient substrate diameter will be more problematic than insufficient height. Although a 
taller substrate would yield improved results (particularly with larger particles), any increase to 
substrate height would significantly increase computational cost without much benefit to 
predicted material behavior. Due to the above reasons and in order to maintain consistent system 
dimensions across all grid configurations for the same-sized particle, substrate height is kept 




Chapter 5 Final Model Results and Discussion 
The primary goal of the following sections is to present and analyze the results of the 
energy-based bonding model implemented within an MPM framework, as described in Chapter 
4. Results from model calibrations and testing are shown and discussed. Final calibrated model 
performance is evaluated with identification of critical velocities, bond quality and performance 
in multiparticle simulations. 
5.1 Simulation Results and Discussion 
5.1.1 Model Calibration Results from Logistic Regression 
Following a similar logistic regression process as with the strain-based model, tests were 
conducted in order to calibrate the critical surface adhesion energy 𝐺  and energy rate ?̇?  values. 
A wide range of model parameter combinations are tested. All results are extracted from tests 
completed until steady state, which is achieved for both particles at approximately 50-60 ns post-
impact. The nine grid configurations listed in Table 4.2 are tested with both the 14 and 30-μm 
particle sizes to identify the respective bonding boundaries and boundary intersections. 
Considering the two particle sizes, this constitutes a total of eighteen grid configuration tests, 
each of which consisting of 375 simulations.  
With this, the discretization sensitivity of the bonding model and MPM in general can be 
evaluated under CS conditions. Impact velocities are set to the experimentally determined critical 
velocity of 810 m/s and 770 m/s for the 14-μm and 30-μm particles, respectively [9]. Bonding 
boundaries for the three tested grid sizes with initial particles per grids of around 20 are shown in 
Figure 5.1, with a similar trend observed in all other grid configurations. The predicted bonding 
boundaries can be seen to be very similar to each other across the different tested grid 
configurations. 














































Figure 5.1: Bonding boundaries and intersections achieved with the adhesion energy-based bond 
model with a grid configuration of a) 1.5/0.35, b) 1.0/0.25 and c) 0.7/0.175.  
Figure 5.2 summarizes these results by showing the identified boundary intersection 
points for each grid configuration. With these results combined, it can be seen that the current 
bonding model is much less sensitive to discretization. This is largely be attributed to the 
inclusion of 𝐷𝐶𝑒𝑙𝑙 within the bonding model formulation which serves to regularize the bonding 
parameter increments and adhesion energy to the grid size. As was previously mentioned, this 
regularization with respect to element size concept is standard in damage/fracture modeling. 
Since the size of the computational grid is an approximation of element size in MPM, 
regularization with respect to 𝐷𝐶𝑒𝑙𝑙 can be seen here to also be important in bond modeling. 
Without the 𝐷𝐶𝑒𝑙𝑙 term, a drastically different range of intersections and bonding boundaries 
will be predicted with the different grid sizes.  
 a)  b)  
Figure 5.2: a) Plot of all intersection points using the same axis dimensions as the tested domain 
and b) expanded view of intersection points, labelled with the associated grid configuration with 
which they were identified. 
Although similar intersection points are obtained, analysis of the result classification 
process leading to identification of these bounding boundaries and intersections revealed an issue 































































requires tests with each set of model parameters to be first classified as bonded or not bonded. 
For this, tolerances for restitution ratio and average surface bond parameter were used in the 
strain-based model and have been implemented here as well. Table 5.1 lists the tolerances used 
to generate the bonding boundary intersections shown in Figure 5.2. 
Table 5.1: Average bond parameter and restitution ratio tolerances (average bond 
parameter/restitution ratio) used to generate the bonding boundary intersections shown in the 
previous figure, grouped together by grid size. 
Grid Config. 
(1.5 grid size) 
Tolerances 
(Avg 𝐷 /restitution ratio) 
14-μm 30-μm 
1.5/0.5 0.25/0.0031 0.35/0.002 
1.5/0.35 0.25/0.003 0.38/0.002 
1.5/0.3 0.25/0.003 0.39/0.002 
Grid Config. 
(1.0 grid size) 
Tolerances 
(Avg 𝐷 /restitution ratio) 
14-μm 30-μm 
1.0/0.35 0.2/0.003 0.34/0.003 
1.0/0.25 0.2/0.0031 0.40/0.002 
1.0/0.2 0.2/0.003 0.41/0.002 
Grid Config. 
(0.7 grid size) 
Tolerances 
(Avg 𝐷 /restitution ratio) 
14-μm 30-μm 
0.7/0.25 0.25/0.006 0.30/0.007 
0.7/0.175 0.25/0.003 0.305/0.0031 
0.7/0.15 0.25/0.003 0.29/0.0031 
 
From Table 5.1, it is noted that in order to generate a proper boundary intersection from 
similarly shaped bonding boundaries, the classification tolerance for average 𝐷  in the 30-μm 
particle in particular had to be adjusted to be quite different from the 14-μm particle. 
Consequently, this led to the classification of several tests with critical parameters which met the 
restitution ratio tolerance for bonding but were instead classified as not bonded as they did not 
meet the average 𝐷  tolerance. To demonstrate this, Figure 5.3 shows the test results obtained 
using the 1.0/0.25 grid configuration, with again, a similar phenomenon being observed with 
every tested grid configuration. The solid horizontal and vertical lines represent the restitution 




a) b)  
c)  
Figure 5.3: Energy-based bonding model simulation results with a 1.0/0.25 grid configuration 
showing the plots of restitution ratio vs. average bonding parameter (a, b) with solid black lines 
showing classification tolerances. Circled in red are test results which had to be incorrectly 
classified to achieve similar bonding boundaries. The bonding boundary intersection identified 
(c) for 14 μm and 30 μm diameter Al particles are also shown. 
As it can be seen, there exists a significant amount of test results with the 30-μm particle 
within a wide range average 𝐷  values circled in red, where the larger particle is classified as 
not bonded despite having low enough restitution ratio. If these points were to be considered 
bonded as is expected from what is observed in the simulation based off the restitution ratio, the 
bonding boundaries from each curve would not intersect at all as shown in Figure 5.4. This is 
clearly problematic as it suggests that the bonding effects are being incorrectly modeled within 
the simulation of different-sized particle impacts. With the current view of the output data, there 
is no clear physical reasoning or explanation that can be derived to justify classification of the 
points circled in red in Figure 5.3 to be considered not bonded. Rather than disregard the entire 























a) b)  
c)  
Figure 5.4: Energy-based bonding model simulation results with a 1.0/0.25 grid configuration 
showing the plots of restitution ratio vs. average bonding parameter (a,b) with solid black lines 
showing logistic regression tolerances that have been adjusted to expected values. The bonding 
boundaries predicted (c) show a clear difference between particle sizes and a lack of intersection. 
5.1.2 Percent Bonded Contact Particle Classification Tolerance 
Despite the classification tolerancing issues described in the previous section, there are 
still signs that show promise with the overall model. Key among these is that classifying the data 
points circled in red in Figure 5.3 as not bonded led to extremely similar bonding boundaries. 
Comparing this result to the purely strain-based bonding model in Figure 4.4, it is a clear 
improvement where no adjustments in tolerances led to such similar bonding boundaries. This 
suggests a change in perspective of the outputs is required and that average 𝐷  may not be the 
ideal tolerance for classifying the bonded status of tests. 
Thus, a shift in perspective of the output data is proposed to minimize and justify the 
elimination of these data points. Previously, it was difficult to identify a precise value for 
complete bonding in all particle sizes using the average 𝐷  as a bonding classification 
tolerance. Instead, it is proposed that the percent bonded contact particles (PBCP) be utilized in 
lieu of the average 𝐷 . With using PBCP as a measure for identifying what constitutes a 
bonded particle, it allows for bonding classification that can be based on a quantifiable, physical 









































threshold value in terms of the PBCP and tracking its evolution over time, this allows for an 
indirect measure of the bond quality for different sets of process and material parameters. For 
instance, if a particle with the final calibrated model is to be impacted at an above-critical (i.e. 
supercritical) velocity, not only will the bond effects be directly simulated but the PBCP will 
return an above-threshold PBCP value to capture the effects of increased jetting. This accurately 
reflects the increase in coating density as well as bond strength with supercritical impacts 
observed both experimentally by Schmidt et al. [90] and numerically by Wang et. al [54].  
To properly define PBCP within the bonding and contact algorithm implementation, it is 
first noted that the desired PBCP is with respect to the only the particles that have come into 
contact and not the total number of surface particles. This distinction is critical to maintain 
consistency of the measured value across tests with different particle sizes. Given the geometry 
of the bodies, it is fairly straightforward to specifically label material points on the surfaces as 
surface particles. As described in the bonding model formulation in Section 4.3.2, ?̇? (𝒙 ) 
and thus 𝐷 (𝒙 ) is only non-zero at material points which have come into contact with 
another body (i.e. 𝒙 ∈ 𝑆). Consequently, the total contacted area can be represented in each 
calibration test by the number of material points containing a non-zero 𝐷  value. In similar 
fashion, the total bonded area can be approximated by the number of material points with a 
𝐷 (𝒙 )  ≥ 1, as only the volumes represented by these points will be considered fully 
bonded. Mathematically, PBCP can be simply calculated by  
𝑃𝐵𝐶𝑃 =
# 𝑜𝑓 𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 𝑝𝑜𝑖𝑛𝑡𝑠 𝑤𝑖𝑡ℎ 𝐷 ≥ 1
# 𝑜𝑓 𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 𝑝𝑜𝑖𝑛𝑡𝑠 𝑤𝑖𝑡ℎ 𝐷 > 0
 (5.1) 
Although not a direct measure, the PBCP can also be related to the percentage of the 
contact area that has been bonded, despite surface area being difficult to define in the MPM. This 
is because each particle represents a certain volume which can then be associated with a certain 
surface area given some assumptions on the shape of the represented volume. In fact, PBCP will 
be equal to the percent bonded area if the surface area represented by each particle is identical. 
Of course, this is unlikely to ever be the case after particle impact. Nevertheless, for comparison 
purposes, it is deemed reasonable to assume material point volumes are similar enough in any 
given time step such that PBCP can be considered synonymous to the percent bonded area. 
Figure 5.5 below then presents the identified boundary intersections identified using 
restitution ratio and PBCP tolerances while Table 5.2 lists the specific classification tolerances 
for each grid configuration. To note is that restitution ratio tolerances have been kept identical to 
those used when the average 𝐷  was used for consistency. It can be seen from Figure 5.5 that 
the boundary intersections are slightly different from those in Figure 5.2 but remain similarly 
close to each other relative to the tested domain. 
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a)  b)  
Figure 5.5: a) Plot of all intersection points using the same axis dimensions as the tested domain 
and b) expanded view of intersection points, labelled with the associated grid configuration with 
which they were identified. 
Table 5.2: Percent bonded area and restitution ratio tolerances (PBCP/restitution ratio) used to 
generate the bonding boundary intersections shown in the previous figure, grouped together by 
grid size. 
Grid Config. 




1.5/0.5 8.5%/0.0031 8.1%/0.002 
1.5/0.35 8.0%0.003 9.2%/0.002 
1.5/0.3 8.5%/0.003 9.2%/0.002 
Grid Config. 




1.0/0.35 6.0%/0.003 8.1%/0.003 
1.0/0.25 6.1%/0.0031 8.3%/0.002 
1.0/0.2 6.1%/0.003 8.3%/0.002 
Grid Config. 




0.7/0.25 4.7%/0.006 4.9%/0.007 
0.7/0.175 4.6%/0.003 5.3%/0.0031 
0.7/0.15 4.8%/0.003 5.3%/0.0031 
 
From the PBCP tolerances in Table 5.2, it noted that there is a clear convergence in the 
PBCP for what constitutes a fully bonded particle with grid size refinement. With the finest grid 
size of 0.7, the PBCP classification tolerance is approximately the same for both particle sizes at 
~5%. As a result, it can be concluded that the current bonding model suggests that a similar 











































suggests that the oxide layer breakage over a similar percentage of the contact interface is 
required irrespective of particle size. This further allows the PBCP from tests with the finest 0.7 
μm grid size to serve as a consistent measure of bond quality for all particle sizes. The predicted 
PBCP is also observed to be appropriately convergent as the number of initial particles per grid 
is increased with each grid size. From this result, it can be concluded that a grid size of 0.7 is 
sufficient for producing a consistent measure of bond quality for different-sized particles. A 
moderate number of initial particles per grid of approximately 20 is recommended in order to 
avoid potential issues caused by too few particles per grid as deformations occur, however fewer 
particles per grid will still yield usable results. Figure 5.6 shows the logistic regression tolerances 
and identified bonding boundaries for both particle sizes along with their intersection point for 
the 1.5/0.35, 1.0/0.25 and 0.7/0.175 grid configurations like in Figure 5.3. Bonding boundaries 
identified with other grid configurations have not been shown here for brevity but are all similar 
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c)   
Figure 5.6: Energy-based pressure independent bonding model simulation results showing the plots of restitution ratio vs. PBCP and 
































Bonding boundary curves can be seen to be extremely similar to each other with each 
grid configuration similar to what was observed previously with restitution ratio and average 
𝐷  tolerances. Although the range appears smaller, there still exists a large number of test 
results that had to be classified as not bonded despite having low enough restitution ratios. 
However, there now exists an argument with the PBCP perspective which did not exist with 
average 𝐷 . It is reasoned that the particles which meet the restitution ratio tolerance but not 
the PBCP tolerance may not have rebounded but also have not bonded sufficiently to have 
significant bond strength. The particle itself may have been affected by adhesion forces included 
directly in the simulation such that it has negligible rebound energy and low restitution velocity. 
However, it can be argued that physically there has not been sufficient jetting or oxide layer 
breakage to result in a fully bonded particle. Thus, the use of PBCP may not fully address the 
classification issues but at the very least, provides a quantifiable, physical metric that can be used 
to explain predicted material behavior. 
5.1.3 Discretization Sensitivity  
As was shown in the previous section, transitioning to a PBCP perspective is useful in 
classifying test results as bonded or not and providing a quantifiable, physically-based measure 
of bonding. Although the boundary intersection points were previously presented in Figure 5.5, 
all the precise bonding boundary curves predicted were not shown for brevity. Instead, as part of 
a more explicit analysis of the discretization sensitivity of the proposed model, the bonding 
boundaries identified using tolerances in Table 5.2 for all nine grid configurations and each 
particle size are presented in Figure 5.7. Note that grid sizes are grouped by color and the 
number of initial particles per grid (i.e. particle spacing) by line type, with more particles per 
grid being represented by a higher density line. 
a) b)  
Figure 5.7: Plots of bonding boundaries of the a) 14-μm particle and b) 30-μm diameter particle 
identified using all grid configurations. 
It can be seen from these plots that by basing the model parameters on adhesion energy, 
and in particular with the inclusion of the 𝐷𝐶𝑒𝑙𝑙 grid size regularization measure, a similar 
bonding boundary is able to be identified using all tested grid configurations. Overall, it can be 
seen that a similar bonding boundary shape is identified in each particle for each grid size, with 











































variation with grid or element size should be expected with any numerical method and the 
current result is considered acceptable. Smaller increments in the range of tested model 
parameters may lead to improved boundary accuracy however the current tests are deemed 
sufficient for validating the discretization sensitivity of the model. Ultimately, this suggests that 
the same set of calibrated parameters can be reasonably applied to simulations with any grid 
configuration that has sufficient initial particles per grid to produce accurate results. These 
results confirm that an approximate initial particle per grid value of 8 or 20 appears to be 
sufficient even with the severe deformations seen in CS. 
The grid size in particular is noted to play a more significant role in the predicted 
deformations and bonding boundaries compared to particle spacing. To demonstrate this, plastic 
strain contours of the 14-μm particle using 1.0/0.25, 1.0/0.2 and 0.7/0.25 grid configuration are 
shown in Figure 5.8. These tests were conducted with identical bonding model parameters and 
other process parameters with the only difference being particle spacing or grid size, in order to 
explicitly investigate their effects on the overall simulation.  
a)  b)  
c)  
Figure 5.8: Contour plots of effective plastic strain using an a)1.0/0.25, b)1.0/0.2 and b) 0.7/0.25 
grid configuration, explicitly comparing the effects of grid size and particle spacing on material 
behavior. 
From these contours, it is clear that grid size appears to have a noticeably greater effect 
than particle spacing on the amount of plastic strain and material jetting predicted at the contact 
interface. Between Figure 5.8a and 5.8b, there is hardly any difference in particle shape and only 
a slightly greater number of ejected material points, which is expected since more points are 






changed in addition to showing increased material jetting and higher strains, giving a more 
accurate representation of bonded particle behavior relative to experimental evidence. The 
greater influence of grid size on test results in MPM is in line with results obtained by Sinaie et 
al. [69], who also demonstrated that grid size plays a greater role than particle spacing on 
simulation outputs. 
5.1.4 Time Step Scaling Factor 
Based on the above results and discussions, the calibrated model parameters are taken to 
be the bonding boundary intersection achieved using a 0.7/0.175 grid configuration with 
restitution ratio and PBCP as the classification tolerances for logistic regression. With this 
0.7/0.175 grid configuration, a series of calibration tests are performed to determine the optimal 
time step size. Time step scaling factors of 0.1, 0.2 and 0.4 applied to the critical time step size of 
a 0.5-μm grid are tested for the 14-μm particle size using identical PCBP and restitution ratio 
classification tolerances for all cases. The identified bonding boundary curves are shown in 
Figure 5.9. Line density increases as time step size is reduced with the thick green line 
representing the test conducted with the 14-μm particle and a 0.05 scaling factor, to be used as a 
reference for convergence. 
 
Figure 5.9: Bonded boundary curves achieved using a 0.7/0.175 grid configuration and time step 
scaling factors of 0.1, 0.2 and 0.4. Labeled is the intersection point of the bonding boundaries for 
the 14 and 30 μm particles with a 0.1 scaling factor. 
From these plots, it is clear that time step size only slightly influences the bonding 
boundary predictions, although noticeable differences appear at the largest tested time steps. 
Although a time step scaling factor of 0.2 is also valid, a time step scaling factor of 0.1 is used 
for the most part to ensure convergence during model calibration testing. The predicted boundary 
with a 0.1 scaling factor is in fact identical to the one predicted with 0.05 given the testing 
resolution. The precise critical surface adhesion energy (𝐺 ) and energy rate (?̇? ) values are 
























particle sizes. This model parameter combination will be used in the following section as the 
final calibrated parameters in order to evaluate model performance.  
5.2 Calibrated Model Performance 
5.2.1 Predicted Material Behavior under Subcritical and Critical Velocity Impacts 
In order to evaluate the performance of the calibrated model in accurately predicting 
material behavior, the predicted strain contours are compared with what has been observed 
experimentally. The material ejection observed is in fact as a result of an artificial fracture as no 
explicit fracture or damage criterion has been included within any simulation in this thesis. 
Therefore, the material ejections observed may be said to be simply as a result of large 
deformations in the associated material points such that the ejected particles are considered like a 
separate body. Furthermore, in order to match the spatial and temporal dimensions listed 
experimentally as closely as possible, the time step scaling factor has been increased to 0.2 for all 
simulations to ensure 1-to-1 comparison. The differences from increasing time step size by this 
degree are considered negligible as shown in Section 5.1.4.  
In any case, the ability of the proposed energy-based bonding model within an MPM 
framework can be seen in Figure 5.10 to quite accurately represent the cloud of fragmented or 
ejected material observed experimentally [12]. Note that in order to minimize computation time, 
the simulations only start upon initial impact of the particle or 𝑡 . Experimental results by 
Hassani et al. [12] have been reproduced and relabeled according to the time of initial contact, 
𝑡 . The specific images which directly correlate to simulations have been boxed in green while 
the contours themselves have been labeled with timestamps to match the times in the appropriate 
experimental images. Figure 5.10a shows the plots of effective plastic strain predicted with the 
calibrated bonding model for a 45-μm particle with a 0.7/0.175 grid configuration impacted at a 
velocity of 550 m/s. This matches the experiment setup by Hassani et. al [12] for Al-on-Al 
impacts of a 45-μm sized particles as shown in Figure 5.10b. It can be seen in both Figure 5.10a 
and 5.10b that although the particle undergoes large plastic deformations, there is almost no 
predicted or observed material jetting when the impact velocity is subcritical.  
Meanwhile, as velocity is increased to near or above critical values, significant material 
jetting phenomenon starts to be observed both numerically and experimentally. Figure 5.10c 
shows the simulation results of a 38-μm Al particle impacting on an Al substrate at a 
supercritical velocity of 780 m/s while Figure 5.10d is the experimental observations of a 38-μm 
Al particle impact under similar conditions made by Hassani et al. [12]. It is clear from these 
images that only with the occurrence of sufficient material jetting does bonding occur both 
numerically and experimentally. An additional contour has been included at 120 ns post impact 
in Figure 5.10c to show that the powder particle has been modeled to be fully bonded with the 
substrate. This demonstrates that the current adhesion model within a MPM framework is able to 
accurately capture the material jetting phenomenon, relate it to successful bonding and directly 
include the bonding effects within a simulation. 
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Figure 5.10: Comparison of subcritical velocity material behavior from: a) simulations of a 45-
μm particle sprayed at 550 m/s and b) experimental observations of a 45-μm particle sprayed at 
550 m/s [12]. Also shown are critical velocity material behavior from c) simulations of a 38-μm 
particle sprayed at 780 m/s and d) experimental observations of a 38-μm particle sprayed at 780 
m/s [12]. 
To note is that with the present model, it is predicted that it is primarily material from the 
powder particle which is ejected while the substrate demonstrates little jetting behavior. This 
aligns with results obtained by Hassani et. al [9] using a CEL approach but opposite to results by 
Yu et. al [17] whose Eulerian simulations predicted heavy jetting in the substrate. Material 
properties of the particle and substrate have been shown to affect which body contributes more 
towards jetting [44]. However, accurately modeling from which body the ejected particles are 
to to + 20ns to + 40ns to + 90ns to + 190ns 
to to + 10ns to + 20ns to + 30ns to + 120ns 
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from may also be affected by the normal vector definition and thus, require future improvements 
to the overall MPM contact algorithm to be fully addressed. 
5.2.2 Critical Velocity Prediction 
In order to test the performance of the calibrated MPM bonding model, a series of tests 
are conducted using a range of particle sizes to evaluate the ability of the model to predict critical 
velocity. Particles and substrates with dimensions listed in Table 5.3, such that they are of 
reasonable size relative to each considered particle size. All critical velocity prediction tests are 
done with a 0.7/0.175 grid configuration and the previously calibrated 𝐺 = 1503.74𝐽/𝑚  and 
?̇? = 2.271 𝐽/𝑚 𝑠 values for the bonding model parameters. As the experimental critical 
velocities are 810 m/s and 770 m/s respectively for a 14-μm and 30-μm diameter Al particle 
impacts on same material substrate, the range of tested initial impact velocities are set to be 
between 750-830 m/s. Only particles sizes between 14 and 30 μm are considered as the current 
bonding model parameters have been calibrated with experimental data from this range. 
Consideration of larger particles remains valid as shown previously in Figure 5.10, however 
there may be loss of accuracy in the predicted critical velocity. 
Table 5.3: Approximate particle and cylinder substrate dimensions used to test model 







14 30 10 
18 36 10 
22 44 10 
26 46 10 
30 50 10 
 
Plots of the PBCP results at 80 ns post-impact for each particle size are shown in Figure 
5.11, with solid vertical lines showing the approximate critical velocity assuming a linear 
relation between particle size and critical velocity. Note that the experimentally measured critical 
velocity of the 14 and 30 μm particles themselves are subject to a potential 2% measurement 
error [9]. Thus, the solid horizontal shows the average PBCP within the 2% error envelope for 
each interpolated critical velocity. It is clear that PBCP is steadily increasing as impact velocity 
is increased with every particle size. By observation from the average PBCP, it appears that a 
PBCP of about 4.6%-5.4% can be identified as the threshold for bonding assuming a linear 
relation between particle size and critical velocity with the current level of discretization. 
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Figure 5.11: Plots of PBCP vs. initial particle velocity. Vertical lines label the critical velocity 
approximated by a linear size-to-velocity ratio and the horizontal line identifies the average 
PBCP of data points within a 2% error envelope. 
In order to show further evidence of complete bonding at a precise impact velocity, it is 
natural to also observe the average particle restitution velocity, 𝑣 . Within a simulation, 
bonding can be quantified by the final steady state velocity of the particle, as a low enough 𝑣  
represents a bonded particle in the simulation. However, there is a significant amount of material 
point jetting that occurs in every simulation as demonstrated in Figure 5.12, showing the 
effective plastic strain of the 14-μm and 22-μm diameter particle impacted at 810 m/s. The 
excessive material jetting in the 22-μm particle reflects that the 810 m/s impact is above the 
critical velocity limit necessary for bonding.  
Nevertheless, the majority of these ejected material points have velocity magnitudes in 
the hundreds of m/s with some even reaching over 2000 m/s. If all are considered, these ejected 
particles can disproportionately affect the 𝑣  calculation and result in an inaccurate 
representation of the overall average particle rebound velocity. Furthermore, there can also be a 
different proportion of jetted material points for different particle sizes, resulting in 
inconsistencies between different particle/substrate sizes. As such, a filter is applied where only 
material points with a velocity magnitude lower than 60 m/s are considered in the calculation of 
the bulk particle 𝑣 . This velocity is selected intuitively as it is approximately the maximum 
restitution velocity in a fully rebounded particles for all tested sizes. Since only normal impacts 
are considered, the vertical or z component of these velocities are then averaged to give a 























Figure 5.12: Contour plot of effective plastic strain for a) the 14-μm and b) the 22-μm diameter 
particles impacted at 810 m/s. 
Figure 5.13 shows the plots of overall particle restitution velocity 𝑣  superimposed 
with the PBCP plots with respect to initial velocity for each tested particle size. By these results, 
it is clear that in the tests with every particle size, there is a clear decrease in 𝑣  as the impact 
velocity is increased. Tolerances of 5.0% for PBCP and 0.6 m/s for 𝑣 , shown by dashed blue 
and orange lines respectively, are assumed wherein the precise critical velocity is the lowest 
impact velocity in which both conditions are satisfied. Identical tolerances are used for all tests 
with the exception of the 14-μm particle which used tolerances of 4.8% and 0.9 m/s as the 
restitution velocities were slightly higher and PBCPs slightly lower on average than other 
particle sizes. This small adjustment to a tolerance is considered acceptable within the 
simulations and may be attributed to numerical error associated with the MPM algorithm and 
level of discretization. It may also possible that smaller particles require slightly less PBCP to be 
bonded overall as their kinetic energies are lower, however studies at finer grid configurations 
with an improved MPM implementation should be done to confirm this. In any case, the 
predicted critical velocities by the above criteria are labeled by solid green vertical lines in 
Figure 5.13. Critical velocities assuming a purely linear relation between particle size and critical 




Figure 5.13: Plots of overall particle restitution ratio vs. initial particle velocity superimposed 
with PBCP vs. initial velocity plots of for all tested particle sizes. Vertical green lines show an 
estimate of the predicted critical velocity for each particle size using the tolerances as indicated 
by the dashed horizontal lines. Vertical black lines indicate the predicted critical velocities 
assuming a purely linear relation between particle size and experimental critical velocity.  
Table 5.4 lists the predicted critical velocities for all particle sizes along with the 
respective PBCP and 𝑣  at this velocity. From this table, it is clear that PBCP and 𝑣  are 
























































































































































































































































velocities themselves follow the trend seen in experiments with larger particles exhibiting lower 
critical velocities. The PBCP values at the predicted critical velocities range from 4.8 – 5.5 % at 
the predicted critical velocities for all particle sizes while restitution velocities range from 
approximately 0.5 – 0.8 m/s. Figure 5.14 labels all the predicted critical velocities along with 
their associated particle sizes in a plot of PBCP vs. impact velocity to reveal the relationship 
between predicted critical velocity and particle size. Results from the present model suggests that 
critical impact velocity decreases linearly as particle diameter is increased. 
Table 5.4: Table of predicted critical velocities for particles of various sizes, along with their 












14 824 4.80 0.8156 
18 809 5.50 0.5620 
22 791 5.03 0.5884 
26 776 5.00 0.4964 
30 761 5.08 0.5815 
 
 
Figure 5.14: Plot of PBCP vs. initial velocity with vertical lines indicating the predicted critical 
velocities for particle sizes ranging from 14 to 30 μm diameter. 
5.2.2 Two-Particle Impacts 
In this section, the performance of the proposed bonding model will be briefly examined 
in the simulation of multiparticle impacts. Initially, two 14-μm diameter Al particles will be 
considered both with initial velocities of 810 m/s. The first powder particle will begin in contact 
with the substrate with the centre of the sphere located 7-μm above the substrate while the 
second particle is initialized with its center located 30-μm above the substrate. A total of four 






















0, 2.5, 5 and 7.5 μm offsets in the x-direction from the first impacting particle. By this analysis, 
the ability of the current MPM bond model to accurately simulate the multiparticle deformations 
and simple particle-particle interactions will be evaluated. 
Figure 5.15 shows the evolution of plastic strain at 30 ns increments across the first 90 ns 
post-impact for two 14-μm particle impacts at critical velocity with varying levels of centre 
offset. From these plots, it is clear that the amount of offset has a significant impact on the 
deformation behavior of each body. In Figure 5.15a it is assumed that the second powder particle 
impacts directly onto the center of the previously bonded particle. As a result, both particles can 
be seen to undergo an axisymmetric deformation. Of course, such an ideal scenario is rarely 
expected in actual processing conditions. Instead, two-particle impacts at offsets of 2.5, 5.0 and 
7.5 μm to each other are shown in Figure 5.15b, c, and d, respectively. It can be seen that with an 
offset, the latter impacted particle appears to slide and shear across the top surface of the first 
bonded particle. As a result of this, material points can be seen to be sheared off along the 
particle-particle interface resulting in an ejection of material that is proportional to the amount of 
offset. This effect is more severe the greater the offset is, to the point that the second particle 
slides off and begins to shear off and de-bond from the first particle with a 7.5 μm offset at 90 ns 
post-initial particle impact. 







Figure 5.15: Contour plot of effective plastic strain from simulating multiparticle impacts at 30 
ns increments, with an offset of a) 0-μm, b) 2.5-μm, c) 5-μm and d) 7.5-μm offset between the 
centres of two 14-μm diameter spherical Al powder particles. 
90 ns60 ns30 ns
30 ns 60 ns 90 ns
30 ns 60 ns 90 ns
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In terms of the simulation of particle-particle interactions and overall bond quality 
between the bodies, Table 5.5 lists the predicted PBCP within the whole system associated with 
the different offset tests and overall restitution velocity with ejected particles filtered out. Note 
that some particle velocities may not have been filtered out completely due to the increased 
jetting from subsequent particle impacts, meaning the restitution velocities may be slightly 
different from the previous single-particle tolerance of ~0.6 m/s. In any case, bonded particle 
restitution velocities are still reasonably low and are not considered a problem in the more 
aligned impacts. Based on the bonding PBCP criterion from critical velocity predictions, a PBCP 
of at least 4.8-5.0% should be expected for particles to be considered bonded.  
Table 5.5: Predicted overall PBCP values of two-particle impact tests to be used as an indirect 
measure of bond quality. The average restitution velocity filtered to only consider material points 
with velocities ≤ 60 m/s for each powder particle are also listed as further insight on bonding 
result. 
 0-μm Offset 2.5-μm Offset 5.0-μm Offset 7.5-μm Offset 
Overall PBCP 
(%) 








1.24 0.92 0.94 -0.53 
 
From Table 5.5, it is clear that subsequent particle impacts that are near-alignment 
actually serve to improve the adhesion/cohesion quality of the formed coating, resulting in 
PBCPs well over the 5.0% tolerance for a bonded particle. Physically, this can be attributed to 
the peening effect and increased contact pressure applied by the subsequent particle impacts 
which have been observed experimentally to enhance metallurgical bonding and mechanical 
interlocking effects [91]. Meanwhile as the impacts are at greater offsets, it can be seen that the 
PBCP of 4.71% and 3.91% reflects the reduced overall bond quality with a 5.0 and 7.5 μm 
offset, respectively. In fact, with the largest 7.5 μm offset, the top particle which impacts later 
has clearly rebounded fully based off the restitution velocity and the contours in Figure 5.15d. 
Note that all PBCP values presented are with relation to the overall system as the main purpose 
of this measure is to evaluate the bond quality in the overall coating/part. Specific PBCP for 
bonding between particles has not been explicitly investigated although it is likely to be different 
given that subsequent impacts occur against a heavily deformed particle rather than a pristine 
substrate. Quantifying a PBCP for each individual body may be looked into further as part of 
future work as it will also be particularly influenced by improvements to the overall MPM 
contact implementation. 
5.2.3 Large-scale Particle Impacts 
In adjusting the in-house MPM code for two-particle impacts, it has also been generalized 
to accommodate for impacts of any number of particles. To demonstrate the initial validity of the 
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bonding model implemented in the MPM without excessive computational costs, Figure 5.16 
shows the plots of effective plastic strain of ten 14-μm sized Al particles impacting on an Al 
substrate at their critical velocities, with a grid configuration of 1.0/0.35. Each particle is placed 
at randomized locations and heights to simulate different impact times, without initial overlap. 
Through this simulation, it can be seen that the present numerical model is able to accurately 
model impacts of large numbers of powder particles, which is relevant for simulation of coating 
buildups.  
Previously, Zhou et al. [91] noted from their Lagrangian simulations that the interactions 
between material jets in multiparticle impacts are beneficial for bonding. In the current MPM 
study, although most particles which were impacted at their critical velocity bond successfully, 
observations of the particle-particle interactions reveal that the material ejected from bonded 
particles can inhibit bonding from subsequently impacted particles in its vicinity. In particular, 
the particle circled in yellow in Figure 5.16 can be seen to be rebounding as its successful 
bonding was compromised by the ejected material points of the previously bonded particles 
around it. In terms of the physical process, this may be related to the effects of spray speed, scan 
speed and other parameters which may affect parameters such as deposition efficiency and 
porosity in a cold spray coating or part. 
 
Figure 5.16: Effective plastic strain in impacts with ten 14-um Al particles on an Al substrate 
demonstrating the ability of the model to simulate particle-particle interactions and cohesion. 
The labeled particle can be seen to have debonded due to the ejected material points from the 
previously bonded particles around it. 
However, it is important to note here again the influence of the unit normal vector 
calculated for multiparticle and multimaterial impacts. Firstly, as was mentioned in Chapter 
3.5.4, the collinearity condition is preserved by explicitly setting the normals of the slave 
(“particle”) body 𝑛  to the opposite of that of the master (“substrate”) 𝑛 . However, in 
multiparticle simulations, each body may both be considered the “particle” and “substrate” 
within a single time step which increases the complexity of normal vector calculations. For 
simplicity, the current multiparticle implementation randomly assigns each body a number 
however with the substrate always being the highest numbered body. It then always takes the 
normal vector of the higher numbered body as the contact normal. Thus, for a body 𝑖 and body 𝑗 
that have come into contact, the normal vector 𝑛  ( , ) is taken as the normal vector. Such an 
to + 10 ns to + 40 ns to + 70 ns to + 100 ns 
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arbitrary normal vector selection does not lead to good accuracy in the MPM, where it has been 
shown that the interfacial energy density can vary significantly using traditional, grid-based 
normal vector definitions like the one used in this thesis [74]. Overall, results have been shown 
to be sensitive to the contact interface location and orientation relative to the computational grid 
as well. 
Improvements to the MPM contact implementation will be required in the future in order 
to develop an accurate bonding simulation of multiparticle impacts. Nairn et al. [68] have 
recently developed a method using logistic regression solved by non-linear least squares which 
penalizes points as a function of their distance from a preferred separation line is able to address 
this issue well. Their inclusion of logistic regression and a separation criterion improved the 
overall accuracy of the contact algorithm in MPM, however it has yet to be validated up to the 
extreme strains seem in CS. This has not been implemented in the current work and the 
performance of the proposed bonding model is simply evaluated in a basic MPM implementation 
with the MVG normal vector definition in single particle simulations and arbitrary body mass 
gradients in multiparticle simulations. Further improvements to the normal vector definition will 
be necessary in the future ensure accuracy in large-scale simulations, likely also requiring a full 
recalibration of the bonding model. 
5.3 Comparison with Experimental and Other Numerical Results 
5.3.1 Bond Initiation Site Analysis 
To examine where bonding initiates more explicitly, contour plots of 𝐷 (𝒙 ) values in 
each material point for the 14 μm diameter particle using both strain and energy-based bonding 
models are shown in Figure 5.17. Only material points with a 𝐷 (𝒙 )  > 0.7 are shown in a 
top-down view of the contact interface for clear visualization of bonded particle distribution. For 
the sake of consistency, strain-based model tests are reconducted using a 0.7/0.175 grid 
configuration. With this configuration, there is a larger number of bonded material points which 
provides a more detailed visualization of the different bond initiation sites between models. 
Based on the time step scaling factor results, a scaling factor of 0.1 is also used.  
The final calibrated model parameters are used for the energy-based bonding model while 
a critical strain and strain rate of 1.9 and 1350 μs-1 were selected for the strain-based model. 
Specific model parameter values are not important but are simply chosen such that a similar 
PBCP is predicted with both models. It should be noted the strain-based model does not 
incorporate an element or grid size measure within its formulation like the energy-based model, 
with using 𝐷𝐶𝑒𝑙𝑙. Consequently, its result is highly sensitive to discretization. Nevertheless, this 
does not affect the key feature under examination, which is the difference in distribution 
predicted by both models, for a similar number of bonded particles across the contact interface. 
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a)  b)  
Figure 5.17: Plot of particle 𝐷 (𝒙 ) values within a 14-μm diameter Al particle impacting on 
Al substrate at 30 ns post-impact using the a) strain-based and b) adhesion energy-based bonding 
models. Model parameters were chosen such that a similar total number of bonded particles was 
achieved. Only particles with 𝐷 (𝒙 ) > 0.7 are shown with particle sizes also being 
proportional to 𝐷 (𝒙 ) magnitude above 1. 
Due to the model parameters used, the number of material points with 𝐷 (𝒙 )  > 1 is 
approximately the same for both (~740) and constitutes a PBCP of approximately 5.3%. 
Although the global 𝐷 (𝑰 ) value is limited to around a value of 1, individual particle values 
are observed to reach as high as 2.5. In Figure 5.17, all particles with 𝐷 𝒙 ≥ 1 are shown 
as an uniform red color however their magnitudes are further represented by the size of the 
spheres. Keeping this in mind, it can be observed that the distribution of these bonded particles 
has become more uniform throughout the contact interface. By switching to an energy-based 
model, many bonded particles have shifted towards the south pole of the particle rather than 
being concentrated near the perimeter of the contact surface where jetting occurs. The maximum 
particle 𝐷 (𝒙) values achieved are also noted to be lower with the energy-based model.  
This result is in line with direct bond modeling results in an ALE framework performed 
by Rahmati and Jodoin [49] who concluded that bonding should initiate more towards the south 
pole of the particle and away from the jetting region. In their study, the effect of oxide layers was 
specifically considered through a surface expansion coefficient. With the current approach, 
although oxide layer effects have not been explicitly considered, the bond initiation site is still 
similar to studies where its effects have been directly studied. This demonstrates the benefits of 
the current adhesion energy-based model that uses a bonding activation criterion based on a 
threshold level of material jetting which is physically related to oxide layer breakage. The added 
stress component effect from using surface adhesion energy has appropriately reduced the effect 
of high shear strain but low stress material points in the jetting region on bonding. 
5.3.2 Percent Bonded Area 
Since results obtained with the finest tested grid size of 0.7 showed convergence in 
PBCP, the model parameters obtained a grid configuration of 0.7/0.175 and a moderate number 
of particles per grid is considered the final calibrated ones. With the assumption that each 
material point represents a similar material volume, the PBCP can be considered synonymous to 
percent bonded area. The percent bonded area for what constitutes a bonded CS particle can then 
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be concluded to be ~5% for both the 14-μm and 30-μm diameter Al particles. Such a result is 
line with what has been determined theoretically by Sun et al. [60] who calculated the percent 
bonded area in Cu-Cu impacts to be ~5%. Schmidt et al. [90] also determined that bonded 
interface area can vary between 15% and 95% depending on how far above the critical velocity 
the impact occurs. Experimentally, such a low percent bonded area value is in fact reasonable as 
cross-sectional images of the particle-substrate interface has revealed that it is extremely 




Chapter 6 Conclusions and Future Work 
6.1 Conclusions 
In recent years, CS has emerged as a promising new technology for deposition of dense, 
high quality coatings that avoid many of the thermal-related issues inherent in traditional thermal 
spray techniques. However, due to the speed at which the impact process occurs, it has been 
difficult to identify through experimental work the precise bonding mechanisms. As an 
alternative, numerical modeling has been widely used however an accurate model is difficult 
given the large strains and strain rates in CS. The bonding phenomenon itself has typically only 
been identified through post-processing. The work presented in this thesis introduced a bonding 
model which directly includes the effects of the bonding phenomenon live within a simulation. 
This bonding model is implemented within a MPM framework which demonstrates significantly 
improved performance over traditional mesh-based FEMs for modeling the extreme conditions 
seen in CS. With the established relationship between material jetting, bonding and the critical 
velocity phenomenon, the model is formulated with the assumption that there exists a threshold 
level of material jetting which leads to proper bonding. 
Initially, an attempt was made to identify this threshold level of jetting using the plastic 
strain experienced by the impacting powder particle. Although somewhat successful, several key 
issues were identified. Critically, significantly different amounts of plastic strain are predicted 
based on the level of system discretization. Such discretization sensitivity is highly detrimental to 
the overall robustness of any numerical model. Furthermore, the predicted sites of bond initiation 
do not align with what is expected from theory and assumptions made on the evolution law. 
Alternatively, an energy-based bonding model is introduced where the threshold level of 
jetting is instead identified through the adhesion energy of the deforming powder particle. With 
the addition of regularization techniques from fracture modeling, the final adhesion energy-based 
model shows significant improvements, and a similar result is obtained irrespective of the precise 
system discretization. The site of bond initiation has also shifted to be more in line with 
theoretical expectations. The recommended grid configuration to be used in evaluating model 
performance is 0.7/0.175 as PBCP shows convergence at this level of discretization for different 
particle sizes. Final calibrated model parameters are 𝐺 = 1503.74𝐽/𝑚  and ?̇? =
2.271 𝐽/𝑚 𝜇𝑠 with a grid configuration of 0.7/0.175. 
Using the energy-based bonding model, the critical velocity of arbitrarily sized Al 
particles impacting on same material substrates at ambient conditions has been able to be 
identified. Identification was based on the average particle restitution ratio as well as the PBCP, 
which is considered analogous to percent bonded area. PBCP further serves as a physically-
based, indirect measure of bond strength or bond quality. The predicted PBCP resulting in a 
bonded particle of any size is found to be approximately 5% and is consistent with theoretical 
and experimental results from literature. Predicted critical velocities also follow the trends 
observed experimentally where the critical velocity of the particle decreases as particle size 
increases. Furthermore, the current model suggests a linear trend in critical velocity for Al 
particle sizes between 14-μm and 30-μm, for which the model has been calibrated to. 
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Performance of the proposed bonding model has also been evaluated briefly in terms of 
multiparticle impacts. As an initial step, the overall in-house code has been generalized to handle 
any number of particles but has only been shown with two and ten particle impacts. Initial results 
show that the overall bonding effects from multiparticle impacts such as material jetting are still 
able to be properly modeled using MPM, similar to in single-particle impacts. The current model 
also appears to be able to capture the particle-particle interactions modeling the coating build-up 
process. Further analysis shows that the current model is also able to successfully capture the 
peening effect from subsequent particle impacts which serve to improve bond quality. 
6.2 Future Work 
The MPM method has been shown to be much more suitable in modeling large 
deformation problems in comparison to mesh-based and other particle-based FEMs, however 
research into its applications in CS modeling has been limited. The present work constitutes an 
initial step in developing a direct bonding model within an MPM framework capable of 
providing accurate insight and predictions into material behavior and properties. 
Currently, the present model is only able to directly answer the binary question of 
whether or not bonding has occurred within a material point. Although PBCP can potentially be 
used as a measure of bond quality it can at most only serve as an indirect measure. The current 
bonding model is entirely incapable of providing a quantitative prediction on bond strength in 
terms of an MPa measure. Further development towards a partial bonding model will be 
extremely beneficial particularly in providing an accurate prediction of bond strength. Using an 
energy-basis, a possible way forward could perhaps be geared towards using 𝐷  to determine 
the amount of plastic strain energy that is converted to adhesion energy over time. A similar 
process to Manap et al. [34] can then be performed to compare adhesion energy to rebound 
energy calculated from the recoverable (i.e. elastic) strain energy to determine bond quality. 
Alternatively, a force-based approach may be taken where 𝐷  instead defines the amount of 
contact pressure converted to bond strength. In any case, it will be valuable in the future to 
develop a model capable of directly outputting a bond strength or bond energy value to give a 
more direct measure of bond quality. 
Aside from further model development towards bond strength prediction, it is also 
essential to validate the current model to different material types. Currently, only Al spherical 
particle impacts on Al substrates are considered. There exists a vast array of other materials and 
material combinations for which the current model must be validated. This may be extended to 
specifically include oxide layers within the simulation and investigate how different types and 
thicknesses of oxide layers affect bonding. The effect of different particle shapes, temperatures, 
impact angles, surface topologies and friction factors on critical velocity and bond quality may 
also be included as part of this investigation. Friction effects in particular may also be intimately 
linked with bond strength, as suggested by results from Wang et al. [54] from their study of 
oblique CS impacts. 
Lastly, model performance in multiparticle and multimaterial impacts involving more 
than two particles should be tested in more detail. Specifically, this includes improvements to the 
overall MPM algorithm with consideration of different methods for determining the normal 
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vectors used in contact/bonding calculations. In the MPM, determining a consistently accurate 
normal vector definition for various scenarios is an ongoing area of research. One such method 
has been proposed by Nairn et al. [68], which adds a separation distance criterion and logistic 
regression algorithm to contact calculations, although this has yet to be validated for extreme 
strains. In any case, it is critical in the future to include a method of identifying an accurate 
normal vector in order to produce a fully robust multiparticle MPM contact algorithm and 
bonding model. With proper implementation, overall coating properties like porosity and 
deposition efficiency may be able to be accurately predicted from large-scale simulations. 
As an additional improvement to the overall MPM implementation, GIMP methods 
should be considered to reduce the inaccuracies from cell crossing noise. Similarly, adaptive 
remeshing of the computational grid, particularly around the material jetting regions can serve to 
address inaccuracies resulting from the numerical fracture. A recalibration of the model 
following the same procedure outlined in this thesis will be required after including these 
improvements to the overall numerical method. Ultimately, the goal should be to enable accurate 
simulations of a full coating buildup processes with a wide combination of materials along with 
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Appendix A – Stress Update 
Using the strain and vorticity increments, it is possible to update the stress tensor of each 
material point at time step n based on the Jaumann rate of Cauchy stress. The stress tensor at the 
next time step can be calculated using the rotated stress (𝝈 ) and Jaumann rate (𝝈∇ ⁄ ) 
tensors. 
𝝈 = 𝝈 + 𝝈∇ ⁄ ∆𝑡 ⁄  (𝐴1.1) 
For an isotropic elastic model, the Jaumann rate can be decomposed into its deviatoric 
and hydrostatic components, however the deviatoric component is most important in 𝐽  flow 
theory as it is used to calculate the effective stress. The Jaumann rate of the deviatoric stress 
tensor is given by 
𝑠∇ = 2𝐺?̇?  (𝐴1.2) 
where 𝐺 is the shear modulus and ?̇?  is the rate of deviatoric strain. Combining the above 
equations yields the equation for the trial elastic state in a radial return algorithm: 
                           𝒔∗( ) = 𝒔 + 2𝐺?̇? ∆𝑡   
= 𝒔 + 2𝐺∆𝜺  (𝐴1.3) 
With this basic equation (A1.3) for the deviatoric stress at a trial elastic state, the following 
steps can be taken: 
1. Calculate the rotated stresses at time step n based on the vorticity tensor.  
𝝈 = 𝝈 + 𝝈 ∙  𝜴 ⁄ + 𝜴 ⁄ ∙ 𝝈 ∆𝑡 ⁄  (𝐴2)  
 
2. Separate the rotated stress tensor into hydrostatic and deviatoric components. 
𝜎 =
𝜎 + 𝜎 + 𝜎
3
 (𝐴3.1) 
𝒔 = 𝝈 − 𝜎 𝑰 (𝐴3.2) 
where 𝑰 is the 3x3 identity matrix. 
3. Calculate the elastic trial deviatoric stress state 𝒔∗( ) using (A1.3). Note that the 
deviatoric strain increment is calculated from the total strain increment by 





(∆𝜀 + ∆𝜀 + ∆𝜀 ) (𝐴4.2) 
 













5. If 𝜎∗( ) <  𝜎  then the trial stress is the true stress state, ∆𝜀̅ = 0 and skip to step 8. 
Otherwise, continue on to step 6. 
6. If 𝜎∗( ) >  𝜎 , a radial return algorithm based on 𝐽  flow theory is used to determine 
the effective plastic strain increment (∆𝜀̅ ) assuming linear isotropic hardening.  
∆𝜀̅ ( ) =
𝜎∗( ) − 𝜎
3𝐺 + 𝐸
 (𝐴6) 
where 𝐸 =  and the equation for 𝜎  differs based on what material model is used. 
For the PTW model, 𝐸 = .  
The updated total and increment in plastic strain is then used to update the flow stress of 
the material based on the strength model. In simple linear isotropic hardening, 𝜎 =
𝜎 + 𝐸 ∆𝜀̅ ( ), however for the PTW model, flow stress is updated using the updated 
total and increment effective plastic strains by the following: 





Definitions of PTW model parameters can be found in Chapter 2.4.2. 
 
7. The corrected stress state can be found by multiplying the trial stress state by a scaling 
factor similar to in simple linear isotropic hardening and is given by 




𝒔 = 𝑚𝒔∗( ) (𝐴8.2) 
𝜎 = 𝑚𝜎∗( ) (𝐴8.3) 
 
8. The Mie-Grüneisen equation of state is then finally used to update pressure and in effect 
the hydrostatic stresses. A more detailed description of this process can be found in 
Section 3.5.2 but the following provides a brief description: 
a. First, a trial internal energy and specific energy are calculated. 
𝑒∗ = 𝑒 + 𝑉 ⁄ 𝝈
⁄
: ∆𝜺 ⁄ −
1
2






b. Using these trial values, the pressure and hydrostatic stress at the next time step 
can be calculated as follows: 
𝑝 =











c. Finally, the actual internal energy can be updated from the trial value for use in 
the next time step with: 
𝑒 = 𝑒∗ −
1
2
∆𝑉𝑝  (𝐴11) 
 
9. Hydrostatic and deviatoric components of stress have now been found for the following 
(𝑛 + 1)𝑡ℎ time step, meaning the full stress tensor has now been successfully updated. 
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Appendix B – Bonding Boundaries with All Grid Configurations 
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