ABSTRACT Diabetes is a serious threat to health development, because diabetes is a disease that caused most other diseases (complications). Diabetic retinopathy is the most important manifestation of diabetic microangiopathy and is also one of the most common complications in people with diabetes. At present, the diagnosis of diabetic retinal complications mainly depends on the pictures for diagnosis. The fundus images are the main ways to diagnose retinal diseases at present, but the diagnosis process is complicated. Based on this, this paper uses the electronic medical record information of 301 hospitalized patients with diabetes from 2009 to 2013, mainly using the diabetes diagnostic data, diabetes glycosylation data and diabetes biochemical test data, the depth of learning methods and medical diabetes combined with the application of convolution Neural Network Method (CNN) to build a diagnostic model, and thus draw the diagnosis. The main contribution of this study is twofold: 1) In this paper, we apply the CNN method to one-dimensional unrelated data sets and solve the problem of how to do one-dimensional irrelevant data convolution. 2) In this paper, the CNN model is combined with the BN layer to prevent the dispersion of the gradient, speed up the training speed and improve the accuracy of the model. In addition, this model incorporates an adaptive learning rate algorithm and optimizes the model. The experiments show that this method can achieve a training accuracy of 99.85% and a testing accuracy of 97.56%, which is more than 2% higher than that of using logistic regression. The model methods involved in this study can not only be used for the diagnosis of diabetic retinopathy, but also for the diagnosis of other diseases, such as chronic kidney disease, cardiovascular, and cerebrovascular diseases.
I. INTRODUCTION
Diabetes and its complications have now become an important public health problem worldwide, and the incidence of diabetes is very high, reaching nearly the same proportion as the epidemic [1] . Diabetic retinopathy, also known as diabetic eye disease, is the most important manifestation of diabetic microangiopathy and is also one of the most common complications of diabetes. Diabetic retinopathy with early hidden, chronic progressive, irreversible features, according to the disease progression can be divided into 2 types of 6, of which 1 to 3 for the simple retinopathy, 4 to 6 for the The associate editor coordinating the review of this manuscript and approving it for publication was Sabah Mohammed.
proliferative retina. Therefore, early prevention of diabetic retinopathy is necessary.
In recent years, big data analysis and data mining are attracting more and more attention, especially in the field of medical and health care, data mining is widely used. We have electronic medical records of hospitalized patients with diabetes from 2009 to 2013 in 301 hospitals, and are the largest dataset of diabetes in China and abroad. We mainly use the diagnostic data of diabetic patients, diabetic glycosylation data and diabetic biochemical test data to construct the data set we need, a total of more than 3500 pieces of data, which provide the data support for our research.
Convolution neural network is a kind of depth feedforward artificial neural network, which has been successfully applied to image recognition. Because the CNN's feature detection layer learns from the training data, when CNN is used, the displayed feature extraction is avoided and learning implicitly from the training data. Moreover, since the neuron weights on the same feature mapping surface are the same, so the network can learn in parallel, which is also a big advantage of convolutional networks connected to each other over neurons. At present, convolution neural networks are generally used in two-dimensional image data sets, and two-dimensional convolution of images is used to achieve feature dimension reduction. In recent years, some studies have applied CNN method to one-dimensional related ordinal data sets the study. However, based on our research, there are very few studies on applying CNN method to one-dimensional unrelated data sets. At present, our investigation did not find them. One of the most crucial issues is how to solve the problem of how to convolve one-dimensional data and how to design a reasonable model for our dataset.
In this study, a CNN method based on deep learning was used to establish a diagnostic prediction model to provide data guidance for the risk assessment of diabetic patients complicated with retinopathy in clinical practice of endocrinology, to find out the condition as soon as possible, to determine the diagnosis program and to carry out clinical treatment. In this study, we apply the CNN method in deep learning to our one-dimensional unrelated data sets, and our main contributions are as follows:
• The CNN method is applied to one-dimensional unrelated data sets and solves the problem of how to convolve one-dimensional irrelevant data.
• The combination of CNN model and BN layer prevents the dispersion of gradient, accelerates the training speed and improves the model accuracy. At the same time, an adaptive learning rate algorithm is added to optimize the depth learning model. The rest of this article is organized as follows: Section 2 describes the related work. The third section introduces the network structure design related content. Section 4 presents experimental design and results, and in Section 5 to summarize.
II. RELATED WORKS
At present, some researches on the diagnosis of some diseases combined with electronic medical record information mainly use common machine learning methods such as Logistic regression, random forest, decision tree and so on. Reference [8] , Evaluating real-world data using state of the art machine learning algorithms, obtaining a precision value equal to 0.770 and a recall equal to 0.775 using the HoeffdingTree algorithm. Reference [9] , In this study, a semisupervised learning based The algorithm of Laplacian support vector machine (LapSVM) was used in diabetes disease prediction. Reference [10] , Here a decision support system is proposed that uses AdaBoost algorithm with Decision Stump as base classifier for classification. Machine learning related models require manual extraction of features, and then through the model classification or regression, which is time-consuming and laborious. Instead, deep learning algorithms attempt to learn more abstract features from the data, eliminating the need for users to do feature extraction, reducing the task of developing new feature extractors for each problem. This study chose to use the convolution neural network algorithm in depth learning method combined with electronic medical records information to diagnose diabetes complicated with retina, to avoid the process of artificial feature extraction, and also improve the diagnostic accuracy.
Convolution neural network belongs to the artificial neural network, which is close to the actual biological neural network system, with input layer, convolution layer, downsampled layer, all-connected layer and feature output. CNN's input layer can directly receive two-dimensional visual modes such as two-dimensional images without the need for excessive human intervention to calculate the proper characteristics of the original image and automatically extract features and classification learning from the input data. At present, the convolution neural network at home and abroad is usually used for two-dimensional image data set, the two-dimensional convolution of images to achieve the purpose of dimensionality reduction, such as: the use of convolutional neural network has developed a vehicle identification method [2] . The application of CNN in the fine classification of the commodity images has greatly improved the success rate of CNN multi-font character recognition after the Simard network is improved [3] . The CNN color image edge detection is superior to the traditional detection methods [4] . In recent years, some researchers have applied CNN method to one-dimensional related ordinal data sets, such as the use of CNN method to complete Weibo dialogue for emotional analysis [5] , sentence classification using CNN method [6] ; Convolution neural network method for text classification [7] and so on. However, based on our research, there are very few studies on applying CNN method to one-dimensional unrelated data sets. At present, our investigation did not find them. One of the most crucial issues is how to solve the problem of how to convolve one-dimensional data and how to design a reasonable model for our dataset. We have done a series of work based on this.
Deconvolution is also called Transposed. In fact, the forward propagation of the convolutional layer is the reverse propagation of the deconvolution layer. The reverse propagation of the convolutional layer is the deconvolution layer Of the forward propagation process [11] . With the successful application of deconvolution in the visualization of neural networks, it has been adopted by more and more work, such as scene segmentation, model generation and so on. Reference [12] propose a novel semantic segmentation algorithm by learning a deep deconvolution network. Reference [13] is to establish the connection between traditional optimization-based schemes and a neural network architecture where a novel, separable structure is introduced as a reliable support for Reference [14] is to relate the cost functions of the deconvolution and wavelet estimation problem to the energy functions of these Hopfield neural networks so that when these energy networks are their stable states, for which the energy functions are locally minimized If we do not consider the channel inverse operation of the convolution operation to calculate the deconvolution operation, we can also use the method of discrete convolution to find the deconvolution product. Based on this, the emergence of deconvolution can solve the problem of how to convolve the one-dimensional irrelevant data we face. In this study, each single point is convoluted separately. By using a series of processes such as deconvolution, the network is used in our one-dimensional unrelated data sets, breaking the traditional specificity of CNN in the image field. At the same time, we have done some research on the method of text feature extraction based on depth learning.
III. NETWORK STRUCTURE DESIGN A. MODEL SELECTION
Lenet-5 is a classic CNN network model designed to recognize handwritten fonts and computer-printed characters. The model is extremely successful in handwriting recognition and has been widely used in Bank of America handwritten notes recognition. LeNet5 features the following main points:
1) Convolutional neural networks use three layers as a series: convolution, pooling and nonlinear;
2) Use convolution to extract spatial features; 3) Use a subsample to map to the spatial mean; 4) Nonlinearity in the form of tanh or sigmoid; 5) Multilayer neural network (MLP) as the final classifier; 6) The sparse connection matrix between layers avoids large computational costs;
Overall, this network is the starting point for a number of recent neural network architectures and has also inspired many in this area.
In 2012, Hinton student Krizhevsky et al. [15] proposed a deep convolutional neural network model called AlexNet, which can be a deeper and wider version of LeNet. AlexNet includes several relatively new technology points, and for the first time successfully applied Trick such as ReLU, Dropout and LRN to CNN. AlexNet contains 630 million connections, 60 million parameters, and 650,000 neurons, with 5 convolutional layers, of which 3 are contiguous with the largest pooling layer, and finally with 3 fully connected layers. AlexNet has established the dominance of deep learning (deep convolutional network) in computer vision and promoted the development of deep learning in the fields of speech recognition, natural language processing and intensive learning.
AlexNet leverages LeNet's ideas and applies the fundamentals of CNN to deep, wide networks. The main new technology used by AlexNet is as follows:
1) Successfully using ReLU as the activation function of CNN and verifying its effect over Sigmoid in deeper networks successfully solved the problem of gradient dispersion of Sigmoid in the deep network.
2) Use Dropout during training to randomly ignore some neurons to avoid over-fitting the model.
3) Use overlapping maximum pooling in CNN. 4) Proposed the LRN layer, which creates competition mechanism for the activity of local neurons and enhances the model generalization ability. 5) Use CUDA to accelerate the training of deep convolutional networks, and utilize the powerful parallel computing power of GPU to deal with a large number of matrix operations during neural network training.
6) Data enhancement. The VGG network [16] from Oxford University was the first to use smaller 3 × 3 filters at each convolutional layer and combine them as a convolutional sequence for processing. This is in contrast to LeNet's principle, where large convolution is used to obtain similar features in an image. Unlike AlexNet's 9 × 9 or 11 × 11 filters, the filter starts to get smaller. VGG's huge progress is the ability to mimic the larger receptive field by using multiple 3 × 3 convolutions sequentially. These ideas are also used in more recent network architectures, such as Inception and ResNet. The VGG network uses multiple 3 × 3 convolution layers to characterize complex features. VGG uses large feature sizes in many layers, because inferencing is quite time-consuming at runtime. As with Inception's bottleneck, reducing the number of features will save some calculations.
Szegedy et al. [17] from Google began to pursue the computational overhead of reducing deep neural networks and designed GoogLeNet. The model of the 2014 Championship of Champions, this model proves one thing: with more convolution, a deeper level can get a better structure. (Of course, it does not prove that the shallow level cannot achieve such an effect). Christian considers a lot of ways to reduce the computational overhead while reaching the highest level of performance in deep neural networks (such as ImageNet), or to improve performance with the same computational overhead. GoogLeNet uses the trunk without the inception module as the initial layer followed by an average pooling layer plus softmax classifier similar to NiN. This classifier has a much smaller number of operations than the classifiers of AlexNet and VGG.
ResNet (Residual Neural Network), proposed by 4 Chinese such as Kaiming He et al. [18] of Microsoft Research Institute, won the ILSVRC 2015 championship by successfully training a 152-layer neural network using the Residual Unit and obtained 3.57% top-5 error rate, while the amount of parameters is lower than VGGNet, the effect is very prominent. The structure of ResNet can speed up the training of ultra-deep neural networks very fast, and the accuracy of the model is also greatly improved. Inception V4 is the combination of Inception Module and ResNet. You can see that ResNet is a very well-developed network structure that can even be applied directly to Inception Net. The lack of simplicity of the architecture, it is difficult to understand the choices inside, ResNet cannot be easily understood and amended.
To sum up, after a series of investigations and studies, we selected the LeNet-5 model as our basic model. LeNet-5 As the most classic and earliest model, we choose the reason for the model: 1) LeNet-5 model can be used in small data sets; 2) LeNet-5 model is more suitable for one Dimensional data; 3) LeNet-5 model has fewer layers of network, clear and concise, more layers model does not apply to our dataset. Finally, we chose the LeNet-5 model of this typical convolutional network structure as our basic model and changed the model to meet our requirements through a series of changes. The LeNet-5 model consists of seven layers, consisting of two convolution layers, two pooling layers, and two fully connected layers that do not contain inputs. Each layer contains trainable parameters (connection weight) and a convolution size of 5 * 5, stride 1, pooling is MAX, for the identification of handwritten numbers. The structure of LetNet-5 is shown in Figure 1 .
B. MODEL DESIGN 1) DECONVOLUTION
The concept of Deconvolution first appeared in the article ''Deconvolutional Networks'', published by Zeiler in 2010, but without specifying the name deconvolution, the term deconvolution was officially used in its later work (Adaptive deconvolutional networks for mid and high level feature learning). With the successful application of deconvolution in the visualization of neural networks, it has been adopted by more and more work, such as scene segmentation, model generation and so on. Among them, Deconvolution has many other names, such as Transposed Convolution, Fractional Strided Convolution and many more.
Deconvolution emerges ''Unsupervised Representations Learning With Deep Convolutional Generative Adversarial Networks'', the main work of this paper is to generate pictures with GANs, both of which generator and discriminator are used for deep learning, generator generates a picture is deconvolution operation (Of course, discriminator using convolution of the generator generated image to determine the authenticity). The characteristics of convolution, input picture and output picture are based on the translation invariance in statistical invariance, which plays the role of dimensionality reduction. Deconvolution, enter the picture features, output pictures, play a role in the restoration.
Currently, CNN methods are generally used in twodimensional image data sets. The characteristics of different channels are independent of each other, and images in the same channel can be convolutional. Our diabetes mellitus retinopathy data set features different pixels in the image, there is no correlation, and our data is not the relationship between the sequences, through practice, the data used in the direct effect is not good, the accuracy is not to 70%. To solve this problem, we treat each feature as a channel and do a deconvolution. When the size of the convolution sum is greater than it, we padding the padding so that it complements 0 so that convolution can be done. After a convolution image smaller and smaller dimensions, in order to compress the image data, equivalent to do the data dimension, first rose. padding makes data size> = convolution kernel size, treats our data as 118 channels, and convolution of a single point in each channel mainly solves the problem of how one-dimensional irrelevant data is convolutional. Using convolutional neural networks in our one-dimensional unrelated datasets breaks the traditional specificity of CNN in the field of image
2) NETWORK STRUCTURE-BNCNN
The Convolutional Neural Network (CNN) is a feedforward neural network whose artificial neurons can respond to a part of the surrounding units in the coverage area, which is excellent for large-scale image processing. It includes a convolutional layer and a pooling layer. In general, the basic structure of a CNN includes two layers, one of which is a feature extraction layer, the input of each neuron is connected to the local acceptance field of the previous layer, and the local features are extracted. Once the local feature is extracted, its location relationship with other features is also determined. The second is the feature mapping layer. Each computing layer of the network consists of a plurality of feature maps, each feature map is a plane, All neurons in the plane have the same weight. The feature mapping structure uses the sigmoid function with small influence kernel as the activation function of the convolutional network, which makes the feature map invariant to displacement. In addition, the number of free network parameters is reduced due to the shared weights of neurons on a mapping surface. Each convolutional layer in the convolutional neural network is followed by a computation layer for local averaging and quadratic extraction. This unique two-feature extraction reduces feature resolution.
BN (Batch Normalization, BN) implements the preprocessing in the middle of the neural network layer, that is, after the input normalization of the upper layer and then into the next layer of the network, it can effectively prevent the ''gradient diffusion'', Speed up network training. BN specific algorithm as shown below:
Input: Input data x1 . . . . . . xm (these are the data to be entered into the activation function).It can be seen in the calculation process, 1. Find data mean 2. Find the data variance; 3. Data standardization (personally think that can be called normalization) 4 . Training parameters γ , β 5. The output y is derived from the linear transformation of γ and β to obtain the original value. In the training of forward propagation, will not change the current output, only record the γ and β.
For each training, take the size of the batch_size samples, in the BN layer, a neuron as a feature, batch_size samples will have batch_size values in a feature dimension, then each neuron in the Xi dimension on the mean and variance of the samples obtained by a Xi formula, then linear the output of each neuron corresponding to Yi mapping by parameters of gamma and beta. In the BN layer, we can see that each neuron dimension, there will be a parameter of gamma and beta, can be optimized by training them with weight W.
In batch normalization in convolutional neural networks, the feature map that is not activated by ReLu is generally mass normalized and then output as the input of the excitation layer to adjust the partial derivative of the excitation function.One approach is to use the neurons in the feature map as the feature dimension. The sum of the parameters γ and β is then equal to 2 × fmapwidth × fmaplength × fmapnum, which results in a large number of parameters. Another approach is to consider a feature map as a feature dimension. A neuron on a feature map shares the parameters γ and β of the feature map. The sum of the parameters γ and β is equal to 2 × fmapnum, and then the mean and variance are computed The mean and variance of batch_size training samples in each feature map dimension. (Fmapnum refers to the number of feature maps in a sample, feature maps have the same order of neurons.) Batch Normalization algorithm training process and the difference between the test process:
During the training process, every time we put training samples of batch_size into the training of CNN network, we can get the mean and variance needed to calculate the output in the BN layer. In the testing process, we often only a test sample is input to the CNN network, which means that the mean and variance calculated at the BN layer are both 0. Because there is only one sample input, there is also a significant problem with the input of the BN layer, which causes the CNN output error. So in the process of testing, we need to use the mean and variance of each dimension when all the samples in the training set are normalized in the BN layer. Of course, for convenience of calculation, we can classify each sample in the BN layer when the time of each dimension on the mean and variance add, and finally find the average again.
BN using the process shown in Figure 3 below: Input: variables to be entered into the activation function Output: 1. for the input of K dimension, it is assumed that each one contains M variables, so K cycles are required. In each cycle, gamma and beta are calculated according to the methods described above. It is important to note that in the forward propagation, gamma and beta will be used to make the BN layer output the same as the input.
2. in reverse transmission, the gradient of gamma and beta is used to change the training weights (variables).
3. through continuous iteration until the end of the training, the gamma and beta of different layers are obtained. If the network has n BN layer, each layer according to batch_size to decide how many variables, set to m, where mini-batcherB refers to the characteristics of the map size *batch_size, namely m = feature map size *batch_size, therefore, for batch_size 1, where m is the size of each feature map.
4. continue to traverse the pictures in the training set, extract the gamma and beta in each batch_size, and finally calculate the number of BN and beta of each layer and the VOLUME 7, 2019 In a deep network, if the network's activation output is large, its gradient is small and the learning rate is slow. Because deep neural network before doing nonlinear transformation of the activation input value deepens with the depth of the network or in the training process, the distribution of its gradual deviation or change, the reason why the training convergence slow, generally the overall distribution gradually to the nonlinear function This leads to the disappearance of the gradient of the low-level neural network when the backward propagation occurs. This is the essential reason for the training of the deep neural network to get slower and slower convergence. Batch Normalization, an important achievement of DL in recent years, has been widely proven its effectiveness and importance. BN through a certain standardization means, the neuron of each layer of neurons in this input value of the distribution of the forced back to a mean of 0 standard deviation of 1 normal distribution, so that the activation input value falls on the nonlinear function of the input is more sensitive Of the region, in order to avoid the problem of gradient disappear, and the gradient becomes larger means that learning convergence speed, can greatly speed up the training speed. In this study, we re-design the network structure based on the LeNet model, adding the BN layer, effectively preventing the gradual disappearance of the gradient, accelerating the training speed and improving the accuracy of the model.
In this study, the definition of foward, can define forward m convolution pool layer together (the data dimension does not change, n) fully connected layer forward definition together (data dimension change), the middle adaptive_maxpool1d connect with the twopart to solve the dimension change, so the custom structure (reference function definition): conv_forward->layer_bridge->fc_forward. The network structure diagram is shown in Figure 4 below.
The BNCNN model consists of 9 layers, consisting of two volumes of two layer pool layer, two layer BN and two fully connected layers, does not contain the input, each layer contains the training parameters (weights), convolution size is 5 * 5, stride is 1 and the pool is MAX for the diagnosis of diabetic retinopathy.
C. MODEL OPTIMIZATION 1) ADAPTIVE LEARNING RATE ALGORITHM
Neural network researchers have long realized that the learning rate is one of the most difficult parameters to set because it has a significant impact on the performance of the model. Momentum algorithm can alleviate these problems to a certain extent, but the cost of doing so is to introduce another hyperparameter. If we believe that directional sensitivity is to some extent axis-aligned, it makes sense to set different learning rates for each parameter and to automatically accommodate these rates throughout the learning process. Recently, some incremental (or small batch based) algorithms have been proposed to adapt the learning rate of model parameters, including AdaGrad, RMSProp and Adam algorithms.
The AdaGrad algorithm, which independently adapts to the learning rates of all model parameters, scales the square root of each parameter in inverse proportion to the sum of the historical square values of all its gradients (Duchi et al., 2011). In convex optimization background, AdaGrad algorithm has some satisfactory theoretical properties. However, it has been empirically found that for training a deep neural network model, accumulating gradient squared from the start of training leads to a premature and excessive reduction of the effective learning rate. The AdaGrad algorithm worked well for some deep learning models, but not all. The RMSProp algorithm (Hinton, 2012) modifies AdaGrad to be better at non-convex settings, changing the gradient accumulation to an exponentially weighted moving average. AdaGrad is designed to converge quickly when applied to convex problems. When applied to a non-convex function training neural network, the learning trajectory may traverse many different structures and eventually reach an area that is partially convex. AdaGrad's overall historical shrinkage learning rate based on a squared gradient may make the learning rate too small before it reaches such a convexity. RMSProp uses exponential decay averaging to discard distant past histories, allowing it to converge quickly after the convex bowl structure is found, just as an instance of the AdaGrad algorithm initialized into the bowl structure.
Adam (Kingma and Ba, 2014) is another optimization algorithm with learning rate adaptation, as shown in Figure 5 . The name ''Adam'' is derived from the phrase ''adaptive moments.'' In the context of early algorithms, it might best be seen as a variant that combines RMSProp with a few important differences in momentum. Momentum directly incorporates an estimate of the first moment 69662 VOLUME 7, 2019 of the gradient (exponential weighting). The most intuitive way to add momentum to RMSProp is to apply momentum to the scaled gradient. There is no clear theoretical motivation for using the momentum of scaling. Second, Adam includes the bias correction, which corrects the first-moment (momentum term) and (non-central) second-order moments initialized from the origin (as shown in Figure 5 ). RMSProp also uses (non-central) second-order moment estimates, but missing correction factors. Therefore, unlike Adam, the RMSProp second moment estimate may have a high bias early in training. Adam is generally considered rather robust to the choice of hyperparameters, though the learning rate sometimes needs to be modified from the suggested default.
Considering that the Adam algorithm has the advantages described below, we chose it to experiment. Adam is an efficient stochastic optimization method that requires only one step and a small amount of memory. The algorithm has the advantages of AdaGrad and RMSProp. Not only does the RMSProp algorithm calculate the learning rate of adaptive parameters based on the first-order moment mean, it also makes full use of the second-order moment mean of gradient (that is, with uncentered variance /uncentered variance), that is, Adam designs independent adaptive learning rate for different parameters by calculating the first-order moment estimation and second-order moment estimation of gradient. In the definition of foward, we can define the forwards of m convolutional pool layers together (the data dimension does not change), define the forwards of all n full connection layers (data dimension changes) The middle uses adaptive_maxpool1d to connect the two parts to solve the dimensional changes, so the custom structure is: conv_forward->layer_bridge->fc_forward.
2) SUPER PARAMETER OPTIMIZATION
In deep neural networks, adjusting hyperparameter combinations is not easy because training deep neural networks is time consuming and requires configuring multiple parameters. The experiments in this paper mainly focus on the training process and diagnosis of network model for the adjustment of learning rate, number of iterations, batch size, activation function, number of hidden layers and number of cells, weight initialization, and Dropout method in convolutional neural network structure The result is optimized.
1. The learning rate refers to the magnitude of the updated network weights in the optimization algorithm. The learning rate can be constant, gradually decreasing, momentumbased, or adaptive. The learning rate depends on the choice of optimization algorithm Type, such as SGD, Adam, Adagrad, AdaDelta or RMSProp algorithm. The experiment is using Adam algorithm.
2. The number of iterations is the number of times that the entire training set is input to the neural network for training. When the difference between the test error rate and the training error rate is small, it can be considered that the current number of iterations is appropriate; otherwise, the number of iterations needs to be increased or the network structure adjusted. The number of experimental iterations in this study is set to 100, which is mainly determined by the contrast of the experimental accuracy due to the difference in the number of iterations set.
3. In the learning process of convolution neural network, the small batch will perform better, and the selection range is generally in the interval [16, 128] . Also note that the CNN network is very sensitive to batch size adjustments.
4. The activation function is non-linear, usually, the rectifier function in CNN network is better. Of course, according to the actual task, we can choose other types of activation functions, such as Sigmoid and Tanh, etc. According to the actual situation of our study, Sigmoid function is used in this study.
5. Increasing the number of hidden layers to deepen the network depth will improve the network performance to a certain extent. However, when the test error rate does not decrease any longer, other improvements need to be found. Increasing the number of hidden layers also poses the problem of increasing the computational cost of training the network. When the number of cells in the network is set too small, it may result in underfitting. When the number of cells is too large, no adverse effect will be caused by proper regularization.
6. In networks, small random numbers are usually used to initialize the weight of each network layer to prevent the generation of inactive neurons. However, setting too small a random number may generate a zero gradient network. In general, uniform distribution method works better.
7. As a common regularization method, adding Dropout layer can weaken the over-fitting effect of deep neural network. According to the set probabilistic parameters, the method randomly inactivates a certain percentage of neurons in each training. In this paper, the default value of this parameter is 0.5.
Manually adjusting the hyperparameters is very time consuming and impractical. There are currently two common ways to search for optimal hyperparameters. (1) Grid search is to define the best performance structure by exhaustive list of different combinations of parameters. (2) Random search is to extract a certain number of candidate combinations from VOLUME 7, 2019 the parameter space with a certain distribution. Grid search method also need to develop strategies in the initial stage is best to determine the approximate range of the value of each parameter. You might want to try a large stride grid search on smaller iterations or on a smaller training set. Then in the next phase, set a larger number of iterations, or use the entire training set, to achieve a small precise positioning. Although many machine learning algorithms usually use grid search to determine hyperparameter combinations, the amount of computation required to train a network increases exponentially with the increase in the number of parameters. This method, in the case of deep neural networks, The effect of parameter adjustment is not very good. Some studies point out that the random search method is more efficient than grid search in the hyperparameter adjustment of deep neural networks.
Experiment and Analysis

D. EXPERIMENTAL DATASET 1) DATA STANDARDIZATION AND CONSOLIDATION
The electronic medical record we obtained from 301 Hospital contains about 6 million records including patient information form, detailed information form, diagnostic form, sickness sign record form, biochemical indicator form, saccharification indicator form and follow-up. The Medical Big Data Center of 301 Hospital has done desensitization before sharing the data, so the data we got is desensitized data, and does not contain the patient's private information (patient name, patient's date of birth, phone number, address, ID card Number, medical record number). According to the need to select 301 Hospital Endocrinology 2009 ∼ 2013 inpatients with diabetes diagnosis, glycosylation and biochemical test data, of which three kinds of data belong to an independent form, and its integration can be used for statistical analysis of the data set. Data integration steps are as follows:
x According to the first diagnostic information extraction of type 2 diabetic patients with retinopathy information; y According to the patient ID and diagnosis time from the saccharification and biochemical checklist from the diagnosis time of the recent examination of patients; z From the glycation, biochemical laboratory tests in the diagnosis of information extracted comorbid information. Finally, we successfully obtained the relevant data of DR patients. To ensure the plausibility of the prediction, we also screened out from the data set non-DR patients as a control sample to ensure a 1: 1 ratio between DR and non-DR data. Finally, we created a dataset suitable for this trial, consisting of 3500 records of DR patients and non-DR patients. In order to evaluate the effect of this model accurately, the data of pretreatment samples were divided into two parts at random. Among them, 3/4 was training samples and 1/4 was testing samples. According to this method, training samples and test sets were randomly formed, the training set is used to establish the prediction model respectively, and then the test set is used to evaluate the effect of the model.
In this study, CNN was used to diagnose diabetic retinopathy. The algorithm was implemented in python language.
This article based on the basic information of patients with diabetes (age, gender, etc.) and laboratory information to establish diabetic retinopathy CNN diagnostic model. There is some missing value in the examination information of diabetes mellitus data. In this study, we use mice interpolation method to fill it.
2) FEATURE ENGINEERING
Features are information extracted from the data that is useful for predicting the outcome, either as text or as data. Feature engineering is the process of using specialized background knowledge and skills to process data so that features can play a better role in machine learning algorithms. The process includes feature extraction, feature construction, feature selection and other modules. The purpose of feature engineering is to screen out better features and get better training data. Because good features have more flexibility, you can train with simple models and get good results. The characteristic engineering can greatly improve the classification accuracy of DL. As we will use the CNN method in deep learning to experiment, we effectively avoid the feature extraction process. The features we need to perform include: data acquisition, data cleaning, data sampling, and feature processing and so on.
We conducted a process of data collection, data cleaning, and data sampling of electronic medical records, comparing the data we need for patients with diabetic retinopathy and those with non-retinal complications. The dataset features in this study are 48-dimensional in all, and feature normalization and feature normalization. This study uses discrete and continuous variables for different treatments. There will be some functions in python, such as preprocessing MinMaxScaler () will be adjusted to the range of [0, 1]. Statistics include max, min, mean, std and so on. After python serialization of data using the pandas library, you can get the statistics of the data. Converting continuous values into non-linear data, such as the age in our dataset, divides the age range into 21-and 22-yearold vectors in the interval [20]- [30] . In addition, we separate the discrete variables in the dataset respectively, for example, the color of urine, we have seven values, we can take these seven values separately as a variable, the final data set features from 46 variables to 118 dimensions variable. Category type is generally text information, and we need to process the data when storing the data. The experiment selected the processing method is one-hot encoding, encoding to get dummy variables. Statistics on this feature on how many classes, set up a few-dimensional vector, pd.get_dummies () can be one-hot encoding.
E. EXPERIMENTAL DESIGN AND METHOD
In the experiment, label binarization was performed using LabelBinarizer for categorical variables. Normalizers (), StandardScaler(), and MinMaxScaler() were processed for numerical variables.
In order to verify the efficiency of the model designed in this experiment, under the same conditions (using adaptive learning rate algorithm, using grid super-parameter search method, etc.), the experiment is mainly based on whether to carry out feature engineering (FE) and whether to join the BN layer. The design can be divided into the following situations:
1) UNDER THE SAME PARAMETER CONFIGURATION
Under the same parameter configuration, whether the feature engineering is combined with whether or not the BN layer is added, a total of 4 cases are generated: No FE + no BN, No FE + BN, FE + no BN, and FE + BN. The effect of the FE/BN layer on the diagnostic accuracy is shown in Table 1 .
The experimental results show that the diagnostic accuracy is best when the feature engineering is performed and the BN layer is added to the model. By comparison, it is found that the accuracy of the feature engineering is slightly lower than that of the BN layer only. It is verified that the addition of the BN layer makes the diagnostic accuracy of the model improved.
2) FE+ NO BN UNDER THE DIFFERENT PARAMETER CONFIGURATION
When the feature engineering is done but the BN layer is not included in the model, the comparison results of different hyperparameters are shown in Table 2 .
The experimental results show that only feature engineering is performed, but when the BN layer is not added, the number of iterations is 20, and the batch size is 50, the test accuracy is the highest, which is 86%.
3) NO FE+ BN UNDER THE DIFFERENT PARAMETER CONFIGURATION
When the feature engineering is not done but the BN layer is added, the comparison results of different hyperparameters are shown in Table 3 . The experimental results show that the feature engineering is not done, but when the BN layer is added, the number of iterations is 20, and the batch size is 50, the test accuracy is the highest, which is 88.52%. The overall accuracy rate is slightly higher than the diagnostic accuracy of only the feature engineering but not the BN layer.
4) FE+ BN UNDER THE DIFFERENT PARAMETER CONFIGURATION
When the feature engineering is also added to the BN layer, the comparison results of different hyperparameters are shown in Table 4 .
In the learning process of convolutional neural networks, small batches will perform better, and the selection range is generally within the interval [16, 128] . It is important to note that the CNN network is very sensitive to batch size adjustments. Experiments show that compared with the other two cases, the diagnostic results obtained when performing feature engineering and adding BN at the same time are the best. In Experiment 1, the number of iterations was 10, the batch size was 100, and the diagnostic accuracy was 97.01%. In this experiment, the number of iterations is 20, and the batch size is 50. The results obtained in this experiment are the best, and the diagnostic accuracy is the highest, which is 97.6%.
F. EXPERIMENTAL RESULTS
In addition, we used the Multi-layer Perceptron (MLP) and Logistic methods in the same dataset to diagnose diabetic retinopathy. The training accuracy and test accuracy of the three methods of experimental results are shown in Table 5 below.
Experimental results showed that using the method based on CNN model design in training the LR model to improve accuracy of more than two percentage points, the MLP model increases by about 3%, the LR model to improve test accuracy more than four percentage points, the MLP model more than 11 percentage points, to sum up, based on CNN model design method has achieved a high diagnostic accuracy. Since the experimental results show that the diagnostic accuracy of the training set and the test set are relatively high, and there is no over-fitting phenomenon, the conclusions obtained from the experiment are effective. However, although the model has achieved good results, some problems are found in the data during statistical collation, such as missing variables, missing variable data, etc., which may lead to certain errors in the results.
IV. CONCLUSION
In this paper, the model redesigns the network structure of the traditional LeNet model, adding BN layer to obtain a new model BNCNN, effectively preventing the gradient diffusion, accelerating the training speed and improving the accuracy of the model. In addition, an adaptive learning rate algorithm is added to optimize the depth learning model. We designed a diagnostic model of diabetic retinopathy based on the CNN model, avoiding the artificial explicit feature extraction and learning implicitly from the training data. This paper solves the problem of how one-dimensional irrelevant data is convolution, breaks the traditional specificity of CNN in the field of image, and also obtains a good prediction result. Our experiments show that the model has the highest diagnostic accuracy of about 99%, an increase of more than two percentage points over the average machine learning method. This study provides a basis for the early diagnosis of diabetic complicated retinopathy and the optimization of diagnostic procedures. It combines deep learning with electronic medical record information and achieves good results.
At present, the datasets we use are small in data volume and sparse in data, so we cannot ensure that the model (BNCNN) proposed in this paper can adapt to the situation of high dimension and large amount of data. The next step we will consider how to improve the model in the high-dimensional, large amount of data? In addition, the optimization and improvement of efficiency is also the target of our future research.
The research design model can also be applied to other one-dimensional irrelevant data sets, such as other medical records of electronic medical records information (data sets), the relevant research.
