It should be noted that although the system is being designed primarily for the forced landing problem for UA Vs, the research can also be applied to forced landings or glider applications forpiloted aircraft.
INTRODUCTION
The growth of the international unmanned aerial vehicle (UAV) industry in the past decade has been enormous with no observable signs of reduction. A report by the Department of Industry Tourism and Resources [1] stated that the Australian government expected the UAV industry to almost double (198%) between 2001-2010.
Advances in UAV technology across a broad range of disciplines have enabled the use of UAVs in civilian applications. Border surveillance, pipeline or power line monitoring, fire fighting, search and support are all emerging examples of civilian applications for UAVs. A common requirement for these applications is that the UAVs fly in civilian airspace, with the majority of tasks requiring at least some flight over populated areas.
Operating UAVs over populated areas raises the concern of what to do if there is an emergency onboard the UAV that requires the UAV to perform an emergency or forced landing. Traditional approaches have included the use of unguided parachute descents or explosive flight termination systems. Unguided parachute descents do not ensure that the UAV does not descend into the side of a building, a busy freeway or a crowded school yard. Other flight termination systems use explosive devices that aim to completely destroy the UAV if an emergency presents itself, thus ensuring that the aircraft remains within a restricted area. This is obviously not a suitable safety methodology for use in an all-purpose civilian UAV platform.
These limitations in existing solutions lead to the development of an autonomous system onboard the UAV, capable of deciding where to land by itself. Implementing the initial stages of this system is the focus of this research.
The motivation for the development of a UAV forced landing system is to enhance UAV operational safety. Resolving safety issues is seen as a key component for obtaining approval for UAV operations in civilian airspaceparticularly above populated areas. The argument is that a UAV must be capable of mimicking all the capabilities of a human pilot -this includes the capability to safely land an aircraft in the event of engine failure. Thus the research will serve as a baseline for aviation regulatory bodies such as Australia's Civil Aviation Safety Authority (CASA). Finally, based on an exhaustive literature review during the past 2 years, the group has found no forced landing research or forced landing system currently available for the UAV market.
The approach taken to date is to explore the development of a UAV forced landing system that minimises cost and complexity. The proposed system was to have minimal impact on any existing UAV systems and was to be lightweight to allow the implementation of such a system in smallmedium UAVs.
A number of approaches were considered for implementing a UAV forced landing system. One approach investigated relied on the use of Global Navigation Satellite System (GNSS) position and a geographical information system 'data-base of pre-surveyed potential landing sites. This method, whilst feasible, was not considered sufficiently robust due to its inability to locate moving objects on the ground and the risk of using out-dated GIS information (new buildings erected etc.). The only suitable solution is one that is based on a self-contained sensing system, that can locate suitable landing sites with no a priori information. This research aims to explore the application of machine vision to this problem. A vision-based solution, which is analogous to the human pilot forced landing process, could be light weight, relatively low cost and could be totally independent of other onboard systems.
A number of novel techniques have been developed, based on work from the image processing, remote sensing, geographical information system (GIS) and artificial intelligence fields. The methodology presented in this paper represents the most computationally efficient and effective way of solving the problem based the techniques that have been trialled. This paper will present the architecture of the UAV forced landing site selection system, and present the most recent results of performance for the various components of the system.
SYSTEM OVERVIEW
The system for locating safe UAV forced landing sites approaches the selection of landing areas in a manner similar to that of a human pilot. Elements in the human pilot's decision-making process that will be useful during the forced landing of a UAV include identification and classification of the size, shape, slope, and surface-type (grass, water, road, etc) of the candidate landing site.
Knowledge of these elements has been used to produce a machine-vision UAV forced landing system that aims to be comparable to the performance of a human pilot. The framework is illustrated in Figure 1 , with the structure of the system designed in a way that allows additional layers of information to be augmented easily within the current architecture.
This research is primarily focussed on a robust solution to the first two layers in Figure 1 . These layers are responsible for locating areas in imagery that are of an appropriate physical size to allow a landing, free of obstacles and whereby an accurate classification of the surface type can be established.
The other layers shown form other important aspects of the problem that must be considered at a later time. Slope augmentation is concerned with using slope maps to assist in rejecting unsuitable landing areas in the image. These could be generated from readily available digital elevation maps for the operational area stored on board the UAV'. Danger area identification is concerned with identifying certain objects in the image that the UAV must avoid. Examples include, detection of buildings or moving objects. [2] for specific details of the data collection procedure, including the system, camera positioning and mounting. The results for the preliminary site selection layer were formulated by using a human user to verify, on a frame-byframe basis, the number of correctly identified areas that were free of obstacles and large enough to land in. The user was able to judge areas that were large enough by using a passing sizing element manually over the image when required. These frames were selected at random from the data set. The surface type classification layer was tested with the type of data that would be expected from the first layer of the system. These testing samples were classified manually by a human operator.
It should be noted that the results are limited to specific conditions imposed by the collected data set. The data set comprises of aerial imagery of the South-East Queensland, Australia region at an altitude of 4,500 ft. The time of the flight was mid-morning (9:30 -11:30 am), the weather was fine and visibility conditions were excellent.
The validity of the result is also dependent upon the number of samples that were tested on the system. As the testing sample is large, the performance analysis used in this research assumes a Gaussian distribution of errors [3] An initial approach was to search the image for areas of similar texture, large enough to land in. The assumption was that areas of similar texture would correspond to areas of the same object -for example, grass fields or water bodies. The methods for this approach included various image segmentation approaches, based on texture matching [4] and region growing algorithms [5] . The disadvantage with the techniques trialled was that the computation time was large, and although the output gave a number of areas, there was still no indication ofpotential obstacles within these regions.
The solution presented in this paper is less complex in comparison, with results that were significantly improved, for significantly less computational time. The results with the new framework, have improved from identifying very few areas (approximately 10 %), to locating the majority of available areas in the images (approximately 95 %). The reduction in processing time was approximately 90 %. This figure can be attributed to the fact that the original method involved a number of complicated image processing steps compared with the simplicity of the current approach. Details can be found in [2] .
The current approach uses Canny edge detection [6] , followed by a line-expansion algorithm [2] . A series of pre-set landing site masks were then moved through the images to find areas containing no edges. It was the assumption that regions in the image that contained no edges, corresponded to areas that contained no obstacles. Additionally, since boundaries between different objects usually have a distinct border or edge (grass/bitumen boundary for example), areas with no edges were assumed to correspond to areas of similar texture (ie: the same object, for example a grass field).
The line expansion algorithm (presented in detail in [2] ) aids the process in a number of ways. Firstly, it acts as a buffer zone between potentially hazardous obstacles and the candidate landing sites. The other advantage is that it reduces the quantity of mixed pixels2 that would reduce the classification performance in the classification stage [7] . Figure 3 shows an example of an output frame from nominal performance of the preliminary site selection layer. A number of conclusions can be drawn from this figure. The first is that the algorithm has identified 6 free obstacle areas in the image, each comprising of a number of different possible landing sites. These irregular areas are formed from the combination of a series of landing site masks (refer [2] ).
The second conclusion is that the algorithm has successfully avoided the obstacles nearby to the grass areas, such as trees and road borders. Figure 4 shows an example where the preliminary site selection algorithm has not performed correctly. I this example, 3 tree obstacles (labelled in the figure) have been missed. The reason for this is that there were no edges detected around these trees. This illustrates an important point about the approach taken. The success of the algorithm is dependant on its ability to find edges around objects -if they are not found, the object will go undetected. 2 Mixed pixels is a term used to describe pixels from a different classification class mixed in with pixels in another class. An example is a region of trees surrounding a grass field, whereby both the trees and grass get classified together at the same time. Mixed pixels pose a serious problem in the remote sensing field, since the classification accuracy is reduced. The preliminary testing performed on this first layer has yielded good results. The testing methodology was to take image frames at random from the collected flight data (approximately 23,000 frames); pass the preliminary site selection algorithm over the frame (output similar to Figure  3) ; and then ask a human user 2 questions. 1. Of the areas identified as free of obstacles, how many are free of obstacles? 2. Are there any areas that are large enough and free of obstacles that the system has not identified?
These questions allow statistics to be formulated on the performance of the algorithm relating to: 1. Probability (system says it is free of obstacles human interpreter says it is free of obstacles); and 2. Probability (system says it is not free of obstacles and large enough human interpreter says it is free of obstacles and large enough).
This process was repeated on as many frames as were required to quote the performance of this system statistically as described above.
The system identified obstacle-free areas 92.3% ± 2% at a 95% confidence level. This means that approximately 92% of the time, whenever a region is identified (such as the regions in Figure 3) , the area will be free of obstacles. This result was obtained by examining over 700 regions.
The system misses obstacle-free areas 5.3% ± 2% at a 98% confidence level. This result indicates that out of all possible regions identified in the image frames, there were approximately 5% that were missed. These results were obtained by examining over 700 regions also.
It is conceded that visual based examinations are a very subjective process, however the utmost care and diligence was taken by the human users in the collection of these results. The 2% confidence interval stated above accounts for some of the issues of subjectivity. A variety of approaches were considered for the surface type classification layer. These included elements from the fields of texture classification [8, 9] , pattern classification [10] [11] [12] [13] and the field of automated image indexing [14, 15] .
SURFACE TYPE CLASSIFICATION
The specific approaches that were trialled included, probabilistic models [4, 16] , Bayesian classifiers [17] , Euclidian classifiers and Artificial Neural Networks [5] . As concluded in [18] [7] .
The current approach uses a single hidden layer, radial basis probabilistic ANN. These networks have been shown to be suitable for classification problems [5] . Input features include both colour and textural features. The features include the mean, variance and median of the hue, saturation and intensity images of the region to be classified. Additionally, the mean and variance of the Gabor filtered images of the regions at 7 different frequencies are also used. Gabor filtered images have been shown to work well for texture classification problem [19] [20] [21] [22] . This feature space is then reduced down by running a piecewise component analysis (PCA), as described in [23] . Output classes include grass, water, bitumen and tree regions.
Results at the time of writing demonstrate the surface type classification layer's ability to classify the correct class of surface type to a classification accuracy of 90% ± 3% (98% confidence). This is based on testing of over 500 samples. The results are limited to specific conditions imposed by the collected data set and the capacity of the humans to provide a reference data set, which in turn is limited by the technical capabilities of the imaging system (eg. ground resolution distance, dynamic range, etc). The data set comprises of aerial imagery of the South-East Queensland, Australia region at an altitude of 4500 ft. The time of the flight was midmorning (9:30 -11:30 am), the weather was fine and visibility conditions were excellent.
Issues that are still outstanding, include the effects of differing lighting conditions at different times of the day and the effects of differing altitudes on the classification accuracies presented.
In conclusion, one goal as UAV researchers is to have UAVs fully integrated into civilian airspace flying over populated
areas. This will never be achieved, without some kind of safety system to land the UAV in the event of a failure. It is believed that this research on a forced landing system for UAVs will be an ideal candidate for such a system.
