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ON THE INVERSE PROBLEM FOR DEFORMATIONS OF FINITE GROUP REPRESENTATIONS
MARCIN LARA
ABSTRACT. Let s be even and q = ps. We show that the ring W (Fq)[[X]]/(X2 − pX) is a quotient of the universal
deformation ring of a representation of a finite group. This amounts to giving an example of a finite group and its Fq-
representation that lifts toW (Fq) in two different ways and satisfies certain subtle extra conditions. We achieve this by
studying representations of SL(2, F
p2
).
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INTRODUCTION
Inverse problem, previous work and unanswered questions. Fix a finite field k and consider the category Cˆ of
all complete noetherian local rings with residue field k. The inverse problem in the theory of deformations of
group representations asks which rings in the category Cˆ may occur as universal deformation rings for some
representation over k of a profinite group. After some partial results, which have shown that probably more rings
can occur than initially expected, the final answer was given by Dorobisz in [5] (and independently by Eardley and
Manoharmayum in [6]). It turns out that all the rings in Cˆ can be obtained as universal deformations rings for some
profinite group and its representation. The construction is quite uniform – for a ring R, one considers the profinite
group SLn(R) (assume n > 3 for simplicity) and its natural action on k
n given by reducing the coefficients of R
modulo its maximal ideal. It turns out that this representation admits R as its universal deformation ring.
This leads to another question: which rings may occur for a representation of a finite group G? The above
discussion shows that all the finite rings in Cˆ do occur, but it is easy to see that this cannot possibly be the full
answer. For example, one can get Zp. In his work, Dorobisz rules out a large number of infinite rings and asks
what is true for the remaining ones. For example, he asks whether rings of the formW (k)[[X ]]/(X2 − prX) can
be obtained in this manner. Here k is a finite field andW (k) is the ring of Witt vectors over k.
As a first step, one can start with the following question: which rings of Cˆ occur as quotients of universal
deformation rings of representations of finite groups? We denote the class of such rings byQ. Similarly, Dorobisz
asks whetherW (k)[[X ]]/(X2 − prX) is inQ.
Main results. The goal of this article is to give a solution to the problem whether the ringW (k)[[X ]]/(X2 − pX)
is in Q. This question is tightly connected to a problem of finding a finite group and its two non-equivalent
representations ρ1, ρ2 overW (k) whose reductions are equivalent and satisfy certain restrictions. More precisely,
we want End(ρ¯) = k. This is to guarantee the existence of the universal deformation ring. Additionally, we want
that for some g, χ1(g) − χ2(g) ∈ (p) \ (p2), where χ1, χ2 are the corresponding characters. The first attempt
would be to ”artificially” produce a finite group with an irreducible Fp-representation to force the conditions to
hold. This is not easy, however, as by [12] this will usually fail for p-solvable groups.
Our method is to study carefully two representations of SL(2,Fp2) whose characters are equal on the p-regular
conjugacy classes. The difficulty is that the reduction of any representation having one of these characters is
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never a simple representation – this complicates the proof of existence of the universal deformation ring for the
residual representation and prevents us from using the result of Carayol and Serre to conclude that the considered
representations not only have characters with values in Zp, but can actually be defined over Zp. On the way to
prove the existence of Rρ¯ in our case, we generalize the so-called Ribet’s lemma, see Proposition 4.2. Our main
result is the following.
Theorem. Let k = Fps for even s. Then for any p, the ringW (k)[[X ]]/(X
2 − pX) is in Q.
1. DEFORMATIONS OF REPRESENTATIONS
In this section, we recall basic notions of the theory of deformations of group representations. In the following,
k will denote a finite field and p will be its characteristic.
Definition 1.1. Let k be a finite field. Let Cˆ denote the category of all complete noetherian local commutative
rings with residue field k. Morphisms of Cˆ are the local ring homomorphisms inducing the identity on k. Denote
by C the full subcategory of artinian rings in Cˆ.
Let us gather some facts on Cˆ and C. LetW (k) denote the ring of Witt vectors over k.
Proposition 1.2. (1) The category C coincides with the full subcategory of finite rings in Cˆ.
(2) Every R ∈ Cˆ is a quotient of a power series ring in finitely many variables overW (k).
(3) All rings in Cˆ have a naturalW (k)-algebra structure and homomorphisms in Cˆ coincide with localW (k)-
algebra homomorphisms.
Proof. Parts (2) and (3) are consequences of the Cohens structure theorem; see [8, §29]. 
Let us move to the definition of universal deformation rings. Given a ring R ∈ Cˆ, we will denote the functor
Hom
Cˆ
(R,−) : Cˆ→ Sets by hR.
To see the full context of the deformation theory, we are going to temporarily consider representations of
profinite groups. Let G be a profinite group and let ρ¯ : G→ GLn(k) be a continuous representation (where k and,
consequently,GLn(k) are considered with the discrete topology).
Definition 1.3. We define a lift of ρ¯ to R ∈ Cˆ as a continuous group homomorphism ρ¯ : G → GLn(R) such
that ρ¯ = GLn(πpR) ◦ ρ. By GLn(πpR) we mean the map GLn(R) → GLn(k) induced by the reduction map
πpR : R → k. We will call two lifts ρ, ρ′ strictly equivalent if there exists K ∈ kerGLn(πpR) such that
ρ′ = KρK−1. The set of resulting equivalence classes will be denoted by Def ρ¯(R) and its elements will be
called deformations of ρ¯ to R. A morphism f : R → R′ induces a map GLn(f) : GLn(R) → GLn(R′) that
preserves strict equivalence classes, and so gives rise to a mapDef ρ¯(R)→ Def ρ¯(R′). Thus,Def ρ¯ defines a functor
Cˆ → Sets called the deformation functor for ρ¯. If the functor Def ρ¯ is representable by Rρ¯ ∈ Cˆ, we call Rρ¯ the
universal deformation ring for ρ¯.
Remark 1.4. The definition of the deformation functor can be rewritten in the language of topological k[[G]] and
R[[G]]-modules, where R[[G]] = lim←−openN⊳GR[G/N ] (and similarly for k).
We now proceed to the question of representability. We denote by CHom(·, ·) the set of continuous homomor-
phisms.
Theorem 1.5. Let ρ¯ : G→ GL(V ) be a continuous representation over k of a profinite group. Assume that
(1) CHom(ker ρ¯,Z/pZ) is finite;
(2) IfM ∈ Endk(V ) satisfies ρ¯(g)Mρ¯(g)−1 = M , g ∈ G, then there exists λ ∈ k such thatM = λ · Id.
Then the functorDef ρ¯ is representable.
Proof. See [14, Prop. 7.1]. 
Observe that the first condition is automatically satisfied for finite groups G, which will be the case of our
interest.
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2. THE INVERSE PROBLEMS
Fix a finite field k and consider the associated category Cˆ. The inverse problem is the following question:
Which rings of Cˆ occur as universal deformation rings for some profinite group and its representation over k?
This was an open question for many years. For example, for some time it was conjectured that only complete
intersections can occur as universal deformation rings, but counterexamples were found. The final answer to the
question is due to Dorobisz in his PhD thesis, see [4] and [5] (and independently due to Eardley and Manohar-
mayum, see [6]), namely
Theorem 2.1. All the rings in Cˆ can occur as universal deformation rings.
More precisely, let R be a complete noetherian local ring with a finite residue field k, n ≥ 2 and consider
the natural representation ρ¯ of SLn(R) in GLn(k). Then R is the universal deformation ring of ρ¯ if and only if
(n, k) /∈ {(2,F2), (2,F3), (2,F5), (3,F2)}.
Proof. See [5, Theorem 1.1]. 
Recall that in the statement of the inverse problem we allow all profinite groups and their representations.
Dorobisz’ proof indeed uses this fact, as the group SLn(R) is not finite for an infinite ring R and n ≥ 2. This
leaves open the following question:
Which rings of Cˆ occur as universal deformation rings for some finite group and its representation over k?
Let us also introduce a convenient notation:
Notation 2.2. (1) Denote by U the class of rings in Cˆ that occur as universal deformation rings for a represen-
tation of a finite group.
(2) Denote byQ the class of rings in Cˆ that occur as a quotient of a ring in U.
It turns out that the answer to this question cannot be the same as before, i.e. there are rings in Cˆ that are not in U.
The reason is simple – there are only countably many finite groups and their representations (up to isomorphism)
over k while it can be shown that the class Ob(Cˆ) is uncountable ([4, Prop. 6.3]). On the other hand, by the
theorem of Dorobisz, we see that all finite rings of Cˆ lie in U. But there are more rings in U. For example Zp ∈ U,
when k = Fp (this can be obtained by taking any finite group of order prime to p and its irreducible representation
over Fp, see [5, Lemma 3.2]). Many rings are ruled out from being in U by the following result. For a ring R,
denote by Tp∞(R) the p-torsion subgroup of (R,+), i.e. Tp∞(R) =
⋃∞
i=1{r ∈ R|pir = 0}.
Theorem 2.3. ([4, Theorem 6.30.]) Let R ∈ Cˆ be of characteristic zero and assume R ∈ U. Then R/Tp∞(R) is
reduced and of Krull dimension 1.
Despite this result, it is not clear which among the rings of characteristic 0 and such that R/Tp∞(R) is reduced
and of Krull dimension 1 occur in U. In his thesis, Dorobisz asks the following question ([4, Question 6.39]).
Question 2.4. Which of the following rings are in U (are inQ)?
(1) W (k)[ r
√
p], r > 1
(2) W (k)[[X ]]/(X2 − prX), r ≥ 1
(3) W (k)[[X ]]/(prX), r ≥ 1
The main result of this article is to prove the following
Let p be a prime. Then the ringW (Fps)[[X ]](X
2 − pX) is in Q for every even s.
Actually, the case p = 2 is quite easy and we can skip the assumption that s is even in this case. Most of our work
is devoted to solving the case when p is odd.
3. SL(2, q) AND ITS REPRESENTATION THEORY
3.1. Representation theory of SL(2, q) in characteristic 0.
Definition 3.1. In this and the following sections, q will denote a power of an odd prime number p, unless stated
otherwise. By SL(2, q) or SL2(Fq) we mean the (finite) group of all the 2× 2 matrices over the finite field Fq that
have determinant equal 1. ByGL(2, q) orGL2(Fq) we mean the (finite) group of all invertible 2× 2matrices over
Fq.
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The group SL(2, q) will play the main role. We start by recalling some basic proprieties of this group and
describing some of its representations. More details can be found in [2, Ch. 1,3,5].
Definition 3.2. We define the following subgroups of SL(2, q):
T =
{(
a
a−1
) ∣∣∣∣∣ a ∈ F∗q
}
, U =
{(
1 a
1
) ∣∣∣∣∣ a ∈ Fq
}
, B =
{(
a b
a−1
) ∣∣∣∣∣ a ∈ F∗q , b ∈ Fq
}
.(1)
For a natural number m, we will denote by µm the group of m-th roots of unity in F¯p. We have the obvious
isomorphisms:
d : µq−1 = F
∗
q ≃ T, a 7→
(
a
a−1
)
and u : (Fq,+) ≃ U, a 7→
(
1 a
1
)
Let us define another subgroup of SL(2, q). Consider Fq2 as a two-dimensional vector space over Fq and fix
some basis of it to get an isomorphism
d
′ : GLFq (Fq2)
∼→ GL2(Fq).
Elements of F∗q2 = µq2−1 act Fq-linearly on the space Fq2 . In this way we get µq+1 ⊂ GL2(Fq) and it can be
checked that the image lands in SL2(Fq). So we get an isomorphism of µq+1 with a subgroup of G.
Let us gather some basic facts about SL(2, q). For convenience, in this subsection we will be sometimes
denotingG = SL(2, q) and I2 =
(
1
1
)
.
Fact 3.3. (1) |SL(2, q)| = q(q − 1)(q + 1).
(2) B = U ⋊ T , where⋊ denotes the semidirect product.
(3) Z(G) = {I2,−I2}.
(4) Denote s =
( −1
1
)
. Then G = B ⊔ BsB (Bruhat decomposition), where ⊔ denotes here and later
the disjoint union.
Proof. For the Bruhat decomposition see [2, 1.1.1]. 
Let us describe the conjugacy classes of G. Denote by ≡ the relation on F∗ defined by x ≡ y if y ∈ {x, x−1}
and fix an element c0 ∈ Fq which is not a square in Fq (which is possible as q is odd). Set
u+ =
(
1 1
1
)
and u− =
(
1 c0
1
)
Fact 3.4. The group G consists of q + 4 conjugacy classes. Each conjugacy class is represented by exactly one
element of the following set.
{I2,−I2} ⊔ {u+, u−,−u+,−u−} ⊔ {d(a)|a ∈ (µq−1 \ {1,−1})/ ≡} ⊔ {d′(ξ)|ξ ∈ (µq+1 \ {1,−1})/ ≡}
Proof. See [2, Theorem 1.3.3]. 
We now proceed to the description of two important characters of G. Fix some generator ǫ of the character
group Hom(T,C∗) of T . Let α be a character of T . Restrict α to B via the projection B → T to get a character
αB of B. Consider its induced character
R(α) = IndGBαB
on G. Now, let us focus on α0 = ǫ
(q−1)/2, which is the only non-trivial character whose square is equal to 1.
It turns out that the induced character R(α0) is a sum of two irreducible characters which are equal on p-regular
conjugacy classes. Moreover, these characters attain values in Z when q is a square. In the statement below we use
that as SL(2, q) is a normal subgroup of GL(2, q), we get an action of GL(2, q) on conjugacy classes of SL(2, q)
and so also on characters.
Proposition 3.5. (1) R(α0) is a direct sum of two irreducible characters R+(α0) and R−(α0).
(2) The characters R+(α0) and R−(α0) are permuted by the action of GL(2, q). In particular, they have the
same dimension.
(3) The characters of R±(α0) are summed up in the following table:
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TABLE 1. Values of the characterR±(α0)
ǫI2 d(a) d’(ξ) ǫuτ
ǫ ∈ {±1} a ∈ µq−1 \ {±1} ξ ∈ µq+1 \ {±1} ǫ ∈ {±1}, τ ∈ {±1}
Rσ(α), σ ∈ {±} (q+1)α0(ǫ)2 α0(a) 0 α0(ǫ)
1+στ
√
α0(−1)q
2
Proof. For the computations, see [2, §3., §5.]. The full character table of SL(2, q) can be found in [2, Table
5.4]). 
Remark 3.6. To make sense of the table, one needs to fix a square root of α0(−1)q in Qp in a correct way. It will
not matter in our applications and can be safely ignored. We only mention that, as explained in [2, §5.2.3], this is
done by fixing a non-trivial linear character χ+ of F
+
q and setting√
α0(−1)q =
∑
z∈F∗q
α0(z)χ+(z).
Observe that α0 takes values in {±1}, so the characters R±(α0) take values in Qp[
√
α0(−1)q]. In fact, more
is true.
Proposition 3.7. The representations corresponding toR+(α0) andR−(α0) can be defined overQp[
√
α0(−1)q].
Proof. In general, these kind of problems can be approached using the so-called Schur index (see [7, §10]). Let us
give a direct proof. It was suggested to me by Ehud Meir as an answer to my question on MathOverflow (see [9]).
DenoteK = Qp[
√
α0(−1)q] and d = (q+1)/2. Observe that the representation of T attached to α0 can be defined
overQp. From this it follows easily that the representationR(α0) can be defined overQp as well, and so also over
K . Choose such a representation V ofG overK with characterR(α0). We will use [15, Thm. 3.6.2], which gives
an explicit description of the primitive central idempotents appearing in the Artin-Wedderburn theorem. It implies
that e+ =
d
|G|
∑
g∈GR+(α0)(g
−1)g is an idempotent of KG. We define e− in an analogous way. Observe that
e+V, e−V ⊂ V areKG-submodules of V and by taking algebraic closures, we see that V = e+V ⊕e−V . Indeed,
V ⊗K ≃ V+ ⊕ V−, where V± correspond to R±(α0) and from [15, Thm. 3.6.2] we know that V+ is the unique
simple KGe+-module and so we see that KGe+ annihilates V− (and symmetrically for e−). Thus we see that
V ⊗K = (e+V ⊗K)⊕ (e−V ⊗K) from which we easily conclude the claim. The modules e±V have characters
respectivelyR±(α0) and they are the desired G-modules defined overK . 
Remark 3.8. We will see soon that reductions of R±(α0) with respect to any lattice are not simple. Otherwise,
we could use the following result of Carayol and Serre:
Theorem 3.9. Let H be a finite group and A a ring in C. Let ρ : H → GLn(A) be a representation whose
reduction is absolutely irreducible. Assume that the values of its character lie in some A0 ⊂ A which is in C. Then
there exists a representation ρ0 : H → GLn(A0) such that ρ = ρ0 ⊗A0 A.
Proof. See §6 of Mazur’s article in [3] for a discussion and proof. 
3.2. Modular representation theory of SL(2, q). We now proceed to the study of representations of G in char-
acteristic p (i.e. ”equal characteristic case”). Observe that there is a natural two-dimensional representation of
G = SL(2, q) over Fq, i.e. the one given by the inclusion SL2(Fq) → GL2(Fq). Let us denote it by V . We
then also have higher exterior powers of this representation ΛnV = ∆(n). These representations can be also
seen as representations of G on the set of homogenous polynomials ⊕nm=0Fqxn−mym with the natural action of
G given by the formula: g =
(
a b
c d
)
acts by xkyl 7→ (ax + cy)k(bx + dy)l. Let by I(n) denote the set
of {m ∈ N|mi ≤ ni}, where mi and ni are coefficients in the p-adic expansions of the numbers m and n re-
spectively, i.e. m =
∑
imip
i and similarly for n. It can be computed that L(n) = ⊕m∈I(n)Fqxn−mym is a
submodule of ∆(n). More precisely, L(n) is a submodule of∆(n) generated by xn (see [2, 10.1.2]). It turns out
that L(n)0≤n≤q−1 furnish all the irreducible representations over Fq.
Theorem 3.10. (1) (L(n)⊗F¯q)0≤n≤q−1 is a set of representatives of the isomorphism classes of simple F¯qG-
modules. It follows that (L(n))0≤n≤q−1 is a set of representatives of the isomorphism classes of simple
FqG-modules.
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(2) 〈∆(n) : L(m)〉G = ∆m,n, where∆m,n is a number determined in the following way: define recursively
the set E (n) as follows:
E (n) =


{0} if 0 ≤ n ≤ p− 1
pE
(
n−n0
p
)
if n ≥ p and n0 = p− 1
pE
(
n−n0
p
) ⊔ n0 + 1 + pE (n−n0−pp ) if n ≥ p and n0 ≤ p− 2
Then∆m,n ∈ {0, 1} and∆m,n = 1 if and only if m ∈ n − 2E (n). Recall that n0 denotes the first digit
of the p-adic expansion of n. Here, 〈∆(n) : L(m)〉G denotes the multiplicity of L(m) as a factor in a
Jordan-Ho¨lder series of∆(n).
Proof. See [2, Theorem 10.1.8.]. 
For a field L, let RL(G) denote the Grothendieck group of finitely generated L[G]-modules. For a field K
complete with respect to a discrete valuation and its residue field k, there is a ring homomorphism d : RK(G) →
Rk(G), coming from a choice of a stable lattice (but independent from the choice), see [13, §15.].
Proposition 3.11. LetK = Qp(
√
α0(−1)q). We have
d(R±(α0)) = [∆((q − 1)/2)]
in Rk(G).
Proof. See [2, Proposition 10.2.9]. 
Corollary 3.12. Let q = p2, so G = SL(2, p2). Then
d(R±(α0)) = [L((p
2 − 1)/2)] + [L((p+ 1)(p− 3)/2)] in Rk(G).
Proof. This is a direct corollary of the last two results. 
4. THE MAIN RESULT
We consider the ring R = W (Fps)[[X ]](X
2 − pX). The first observation is that R is isomorphic to the fiber
productW (Fps) ×Fps W (Fps), i.e. to the subring ofW (Fps)[[X ]](X2 − pX)×W (Fps)[[X ]](X2 − pX) of pairs
(a, b) with the same reduction modulo (p).
Lemma 4.1. We have an isomorphism
W (Fps)[[X ]]/(X
2 − pX) ≃W (Fps)×Fps W (Fps)
Proof. Observe first that W (Fps)[[X ]]/(X
2 − pX) = W (Fps)[X ]/(X2 − pX). We define a map from R to
W (Fps)×Fp W (Fps) byX 7→ (0, p). We see readily that it is well defined (i.e. X2 − pX maps to 0) and that it is
surjective. It is also injective, as in the kernel consists of exactly those polynomials which are divisible by X and
byX − p. We get the result asW (Fps)[X ] is factorial. 
Our strategy is to find, for any p, a finite groupG and two representations of G ρ1 and ρ2 overW (Fps) whose
reductions are the same (we denote them by ρ¯), satisfy the condition Endk¯(ρ¯) = k¯ and whose traces evaluated
at some conjugacy class is not divisible by p2. This will imply that there exists a universal deformation ring of ρ¯
and that it admits two different maps to W (Fps) which are equal modulo p. The condition involving traces will
guarantee surjectivity of the map Rρ¯ →W (Fps)×Fp W (Fps).
We will need the following generalization of the so-called Ribet’s lemma (see [11, Prop. 2.1]) from the 2-
dimensional case to higher dimensions. The proof is virtually the same but using block matrices. Recall that by d
we denoted the map RK(G)→ Rk(G).
Proposition 4.2. Let G be a finite group and let ρ : G→ GL(V ) be an irreducible n-dimensional representation
over a p-adic field K . Assume d([ρ]) = [φ1] + [φ2] ∈ Rk(G) for two (not necessarily different) irreducible
representations φ1 and φ2 of G over k. Then there exists a G-stable OK-lattice for which the reduction is of the
form
(
φ1 ∗
φ2
)
(this is a block notation, φi are now matrices that we obtain by fixing a lattice and ∗ is an
unknown submatrix of a suitable dimension) and is not isomorphic to the direct sum of φ1 and φ2.
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Proof. We fix any G-stable OK-lattice V0 in V . We can assume that the reduction with respect to this lattice is
of the form
(
φ1 ∗
φ2
)
or
(
φ1
∗ φ2
)
. This is because the reduction has to contain as subrepresentation φ1
or φ2 and we can then choose a suitable basis of V ⊗OK k to get one of those forms and lift it in any way to an
OK-basis ov V0. We claim that we can choose an invariant lattice in such a way that we are in the first case (and
will fix such a representation ρ0 : G → GLn(OK)). Indeed, an easy calculation shows that conjugating some
matrix by P =
(
I
πI
)
(where π is a uniformizer of OK) results in the same matrix but with the right top
block divided by π and the bottom-left block multiplied by π, i.e.
(
1
πI
)(
A B
C D
)(
I
π−1I
)
=(
A π−1B
πC D
)
. So in the second case we can conjugate ρ by P to get a lattice with a reduction of the first form
as needed. Thus, we saw that we can assume that the bottom-left block of ρ is divisible by π. We assume moreover
that the reduction with respect to any lattice that is of the form
(
φ1 ∗
φ2
)
is isomorphic to a direct product of
φ1 and φ2 (we will say that it is split further on in this proof) and aim at finding a contradiction. We now want to
show inductively that there exists a converging sequence of matrices Bi ∈ GLn(K) of the form
(
I Ti
I
)
(the
sizes of the blocks are the same as previously) such that conjugating the representation ρ0 by Bi ∈ GLn(K) we
will get a representations consisting of matrices such that the bottom-left block is divisible by π and the upper-right
one is divisible by πi. This will finish the proof as the matrices will converge to some matrix B and conjugating
the representation ρ0 by this matrix will give a representation with the upper-right block equal to zero, which will
contradict the irreducibility of ρ. We know that the claim is true for i = 0. Assume it now for some i. We want to
show it for i+ 1.
We have assumed that the reduction of ρ attached to any lattice that is of the form
(
φ1 ∗
φ2
)
is also split.
This applies in particular to the representation P iBiρ0B
−1
i P
−i, so we can choose a matrix of the form Qi =(
I Ui
I
)
∈ GLn(OK) so that conjugating the P iBiρ0B−1i P−i by this matrix will have the reduction equal to(
φ1
φ2
)
. To see the last claim: if the reduction is of the form
(
φ1 ∗
φ2
)
and is split, then we know that
the associated extension 0 → φ1 → P iBiρ0B−1i P−i → φ2 → 0 is split due to the fact that there exists some
isomorphism P iBiρ0B
−1
i P
−i ≃ φ1 ⊕ φ2 (as we assumed that ρ¯ is split) and the assumption of irreducibility of
φi’s. Indeed, we use that a map between irreducible modules is either an isomorphism or the zero map: due to
the splitting, both φ1 and φ2 are submodules of P iBiρ0B
−1
i P
−i and one of them must map isomorphically on
φ2 via the map P iBiρ0B
−1
i P
−i → φ2 in the exact sequence. This gives the desired section which we denote
by s : φ2 → P iBiρ0B−1i P−i. If the underlying vector space of the representation P iBiρ0B−1i P−i can be
decomposed as V¯ ≃ V1 ⊕ V2 (where V1 corresponds to φ1), then the base change map V¯ ≃ V1 ⊕ V2 → V¯ ,
(v1, v2) 7→ v1+ s ◦ p(v2) is given by conjugating by a matrix of the form Q¯i =
(
I U¯i
I
)
∈ GLn(k) as it is the
identity on V1 and s ◦ p(v2)− v2 is in V1 for v2 ∈ V2. This base change gives an isomorphism of V¯ with a direct
sum of k[G]-modules V1 ⊕ s ◦ p(V¯ ), so we have proved the last claim (by lifting Q¯i to a matrix Qi ∈ GLn(OK)
of the form
(
I Ui
I
)
). This means that QiP
iBiρ0B
−1
i P
−iQ−1i has the upper-right block divisible by π and
bottom-left block divisible by πi+1, which shows that the matrix Bi+1 = P
−iQiP
iBi is a candidate for the next
matrix in the series. We compute
Bi+1 = P
−iQiP
iBi =
(
I
π−iI
)(
I Ui
I
)(
I
πiI
)(
I Ti
I
)
=
(
I Ti + π
iUi
I
)
which shows that Bi+1 is of the desired form. Furthermore, it is clear that the matrices Bi converge. 
We will use the following calculation of the Ext groups.
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Fact 4.3. We have
Ext
F¯pG(L((p
2 − 1)/2)⊗ F¯p, L((p+ 1)(p− 3)/2)⊗ F¯p) = F¯p
Proof. This follows immediately from [1, Corollary 4.5] 
Recall the following fact on the Ext groups over noncommutative rings. For a ring R, let Z(R) denote its
center.
Lemma 4.4. Suppose that R is a ring and S ⊂ R its subring contained in Z(R). Then the groups HomR(A,B)
and the ExtiR(A,B) are actually S-modules. If µ : A → A and ν : B → B are multiplication by s ∈ S, so are
the induced endomorphisms µ∗ and ν∗ of ExtiR(A,B) for all i.
Proof. This is a slight generalization of [16, Lemma 3.3.6], which is stated for commutative rings R. The proof is
the same up to obvious modifications. 
Lemma 4.5. Let R be a (not necessarily commutative) noetherian ring and k ⊂ Z(R) be a field. Let M , N be
two finitely generated R-modules and k′ ⊃ k a field extension. Then
ExtR⊗kk′(M ⊗k k′, N ⊗k k′) ≃ ExtR(M,N)⊗k k′
Proof. The proof is virtually the same as the proofs of [16, Lemma 3.3.8] and [16, Prop. 3.3.10]. 
Lemma 4.6. Let R be a (not necessarily commutative) ring and k ⊂ Z(R) be a field. Let M1, M2 be two
irreducible R-modules. Suppose that ExtR(M2,M1) = k and let W and W
′ be modules representing some
non-trivial classes in ExtR(M2,M1). ThenW ≃W ′ as R-modules.
Proof. Write W as an extension 0 → M1 i→ W p→ M2 → 0. Because of the assumption Ext(M2,M1) = k,
all the classes of different non-trivial extensions are represented by 0 → M1 c·i→ W p→ M2 → 0, where c ∈ k∗.
Indeed, we know that the map M1
·c→ M1 induces an analogous map on Ext(M2,M1). On the other hand, via
identification of the ”Yoneda Ext” with the ”abstract Ext” (see [16, Theorem 3.4.3]), one checks that the map
induced by this multiplication corresponds to the following map of extensions
(ξ : 0→M1 i→W p→M2 → 0) 7→ (c · ξ : 0→M1 c
−1·i→ W p→M2 → 0).
Although different as extensions, the correspondingR-modules are all isomorphic (toW ). So isW ′, which finishes
the proof. 
The last results will turn out to be useful for proving the existence of the universal deformation rings for some
representations when we couple them with the following result.
Lemma 4.7. Assume that (ρ¯, V¯ ) is a representation of some group H over a field k such that V¯ ss is a direct sum
of two different absolutely irreducible modules V1 and V2, but V¯ is not semisimple itself. Then EndkH(ρ¯) = k.
Proof. Observe first, that V¯ contains one of the Vi as a subrepresentation. By a change of notation we can assume
that it is V1 (and we will be denoting this copy by V1 when there is no risk of confusion). In this case V2 is
isomorphic to the quotient of V by V1. Let φ be in EndkH(V¯ ) \ {0}. We first show that it is an isomorphism.
Assume the contrary. Let us look at the kernel of φ. It is either isomorphic to 0, V1 or V2. If it is isomorphic to V2,
then it must intersect V1 trivially (as these are two different irreducible modules). So it maps isomorphically on the
quotient by V1, so provides a section, which contradicts the non-semisimplicity of V¯ . If the kernel is isomorphic
to V1, then we look at the image imφ ≃ V2 and do the same reasoning. So we know that φ is an isomorphism.
Similarly, we check that φ maps V1 into V1 (using the fact that φ(V1) ∩ V1 is either trivial or equal to V1 and that
there are no non-trivial maps from V1 to V2). As V1 is absolutely irreducible, the restriction φ|V1 is equal to λId
for some scalar λ. We can now look at φ− λId. It is an element of EndkH(V¯ ), so as we have just seen it is either
zero or an isomorphism. As it has a non-trivial kernel, it must be equal to 0. This finishes the proof. 
Finally, we are ready to prove the main result. Recall that the category Cˆ and the classes U andQ depend on the
field k.
Theorem 4.8. Let k = Fps for even s. Then for any (odd) p, the ringW (k)[[X ]]/(X
2 − pX) is in Q.
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Proof. Let G = SL(2, p2), i.e. q = p2. Assume p 6= 2 (see Lemma 4.9 below for the proof in this case). Denote
byK the fraction field ofW (k). Let ρ′+, ρ
′
− : G→ GL(q+1)/2(K) be two representations of G corresponding to
the characters R+(α0) and R−(α0) and defined overK . It is possible to find such representations by Proposition
3.7, as in this case these two representations are defined over Qp. In fact, α0(−1) = 1 since 4|q − 1.
Denote by d the reduction map RK(G) → Rk(G). We know that d(ρ±) = [L((p2 − 1)/2)] + [L((p+ 1)(p−
3)/2)] and that L((p2−1)/2), L((p+1)(p−3)/2) are absolutely irreducible and defined over Fq (Theorem 3.10).
Thus, the generalization of Ribet’s lemma applies here (Proposition 4.2) and we get two representations ρ′+, ρ
′
− :
G→ GL(q+1)/2(W (k))whose reductions give non-trivial elements ofExtkG(L((p2−1)/2), L((p+1)(p−3)/2)).
By Fact 4.3 and Lemma 4.5, we have ExtkG(L((p
2 − 1)/2), L((p + 1)(p − 3)/2)) = k. By Lemma 4.6, we
see that the reductions ρ¯+ and ρ¯− are isomorphic. So, by choosing a different W (k)-base for ρ+, we might
assume that the reductions are equal (the characters of ρ+ and ρ− remained unchanged). Denote this common
reduction by ρ¯. By Lemma 4.7 and Theorem 1.5, we see that the universal deformation ring Rρ¯ for ρ¯ exists.
As ρ¯ lifts in two ways (ρ+ and ρ−) to W (k), from the universal property of the deformation rings we get two
morphisms r+, r− : Rρ¯ → W (k) with the same reduction modulo the maximal ideal. So we get a morphism
r : Rρ¯ → W (k) ×k W (k) ≃ W (k)[[X ]]/(X2 − pX). We claim that r is surjective. As all rings in Cˆ are W (k)-
algebras and morphisms in Cˆ areW (k)-algebra morphisms, we see that the image of r inW (k)×kW (k) contains
aW (k)-submodule {(w,w)|w ∈ W (k)}. So, we see that it is enough to check that the image contains an element
of the form (w,w − p) for some w ∈ W (k). Let ρ : G → GL(q+1)/2(Rρ¯) be the universal lift of ρ¯ to Rρ¯. Then
ρ+ = r˜+ ◦ ρ and ρ− = r˜− ◦ ρ, where r˜± : GL(q+1)/2(Rρ¯) → GL(q+1)/2(W (k)) denotes the morphism that
applies r± to every coefficient of a matrix in GL(q+1)/2(Rρ¯). So Tr(ρ±) = r±(Tr(ρ)) as maps on (conjugacy
classes of)G. But from Table 1, we see that Tr(ρ+(u+))−Tr(ρ−(u+)) = α0(1)1+
√
α0(−1)p2−(1−
√
α0(−1)p2)
2 =
1+p−(1−p)
2 = p. Denote t = Tr(ρ(u+)) ∈ Rρ¯. Thus, r+(t) − r−(t) = p, which shows that (r, r − p) lies in the
image of Rρ¯ →W (k)×k W (k) for r = r+(t) and finishes the proof. 
Let us deal with the case p = 2. In this case, we get more and with less effort.
Lemma 4.9. Let s > 0 be an integer. The ringW (F2s)[[X ]]/(X
2 − 2X) is actually in U.
Proof. This is in fact a part of a more general formula for universal deformations rings of one dimensional represen-
tations that is mentioned for example in [10, Ch. 2.2]. LetZ/2Z act trivially on F2s . In fact, this is the only possible
action, as 2 ∤ |F∗2s |. Then the universal deformation ring of this representation is equal toW (F2s)[[X ]]/(X2−2X).
To see it, observe thatW (F2s)[[X ]]/(X
2 − 2X) is isomorphic toW (F2s)[Z/2Z] by mappingX − 1 7→ σ, where
σ is the generator of Z/2Z. Now, W (F2s)[Z/2Z] is the universal deformation ring we are looking for, because
for any ring A ∈ Cˆ, to give a representation Z/2Z → GL1(A) = A∗ is the same as to choose an element of
a ∈ A∗ that satisfies a2 = 1. For any such A, the set {a ∈ A∗|a2 = 1} is clearly parametrized by maps from
W (F2s)[Z/2Z] to A. 
Remark 4.10. Looking for examples of groups with a pair of different representations that would allow for a
similar proof is not easy. Our proof would be simplified if the reductions of R±(α0) were simple. It is hard to
construct examples of such groups and representations defined of Qp, as such a group cannot be p-solvable. This
can be concluded from the main theorem of [12].
A simpler result in this spirit is the following: this phenomenon is not possible if p ∤ |G| (where p is the
characteristic of the residue field we work with). See [13, Proposition 43]. An elementary proof can be found in
[4, Lemma 6.10].
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