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Abst rac t - -Th is  paper is concerned with the analysis of a single-server queue with Bernoulli 
vacation schedules and general retrial times. We assume that the customers who find the server busy 
axe queued in the orbit in accordance with an FCFS (first-come-first-served) discipline and only the 
customer at the head of the queue is allowed access to the server. We first present he necessary 
and sufficient condition for the system to be stable and derive analytical results for the queue length 
distribution, as well as some performance measures of the system under steady-state condition. We 
show that the general stochastic decomposition law for M/G/1 vacation models holds for the present 
system also. Some special cases axe also studied. (~) 2001 Elsevier Science Ltd. All rights reserved. 
Keywords- -Probabi l i ty  generating functions, Retrial queues, Bernoulli vacation, Steady-state, 
Stochastic decomposition. 
1. INTRODUCTION 
Queueing systems with repeated attempts (retrials) are characterized by the fact that  a customer 
finding all the servers busy upon arrival must leave the service area and repeat his request for 
service after some random time. Between trials, the blocked customer joins a pool of unsatisfied 
customers called "orbit". Retrial queues have been widely used to model many practical problems 
in telephone switching systems, telecommunication networks, and computers competing to gain 
service from a central processing unit. Moreover, retrial queues are used as mathematical  models 
of several computer systems: packet switching networks, shared bus local area networks operating 
under the carrier-sense multiple access protocol, and collision avoidance star local area networks. 
Recent bibliographies on retrial queues can be found in [1-4]. 
Single server queues with vacations have been studied extensively in the past. A comprehensive 
survey can be found in [5-7]. These models arise naturally in telecommunications and computer 
systems, in production and quality control problems, etc. 
A wide class of policies for governing the vacation mechanism have been discussed in the lit- 
erature. One of the fundamental features of vacation models is the study of their stochastic 
decomposit ion properties. Generally speaking, the stochastic decomposit ion relates one perfor- 
mance characteristic for the system with vacations to the corresponding one for the same model 
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without vacation. Most of the analysis for retrial queue concerns the exhaustive service sched- 
ule [8] and the gated service policy [9]. Consequently, the analysis focuses on characterizing the 
system performance. Recently, Keilson and Servi [10] have introduced a class of scheduling disci- 
plines, the M/G/1 Bernoulli service schedule. This is a class of schedules rather than a particular 
schedule, and provides the opportunity for both performance analysis and system optimization. 
In this single-server M/G/1 Bernoulli vacation model, customers have exponential interarrival 
times and general service times. If the queue is empty after a service completion, then the 
server becomes inactive, i.e., begins a vacation period, for a duration with a known probability 
distribution. If the queue is not empty, then another service begins with specified probability p, 
or a vacation period begins with a probability q = 1 - p (q > 0). At the end of a vacation period, 
service begins if a customer is present in the queue. Otherwise, the server waits for the first 
customer to arrive. In this model, each vacation period is an independent identically distributed 
random variable whose length is independent of the length of the service times. There is extensive 
literature on many variations of this model. For example, see [11-14]. 
Retrial queueing systems with general service times and nonexponential retrial time distribu- 
tion have received little attention. The first work on the M/G/1 retrial queue with general retrial 
times is due to Kapyrin [15] who assumed that each customer in orbit generates a stream of 
repeated attempts that are independent of the customer in orbit and the server state. However, 
this methodology was found to be incorrect by Falin [2]. Subsequently, Yang et al. [16] have 
developed an approximation method to obtain the steady-state performance measures for the 
model of Kapyrin. 
Fayolle [17] has investigated an M/M/1 retrial queue where the customers in the retrial group 
form a queue and only the customer in the head of the queue can request a service to the server 
after exponentially distributed retrial time with rate a. Farahmand [18] calls this discipline a 
retrial queue with FCFS orbit. This kind of retrial control policy is well known for the stability 
of the ALOHA protocol in communication systems [19]. 
In this paper, we consider an M/G/1 retrial queue with Bernoulli service schedule. We assume 
that the retrial time is governed by an arbitrary distribution and that the customer at the head 
of the orbit queue is allowed access to the server. The organisation of the paper is as follows. 
The model under consideration is described in Section 2, along with the necessary and sufficient 
conditions for the system to be stable. The steady-state distribution of the server state and the 
orbit length are discussed in Section 3. Finally, in Section 4, we show that a general stochastic 
decomposition law for an M/G/1 vacation system also holds for our system. 
2. MODEL DESCRIPT ION AND ANALYS IS  
We consider a single-server retrial queue with Bernoulli vacation. New customers arrive from 
outside the system according to a Poisson process with rate A. We assume that there is no waiting 
space, and therefore, if an arriving customer finds the server busy or on vacation, the customer 
leaves the service area and enters a group of blocked customers called 'orbit' in accordance 
with an FCFS discipline. That is, only the customer at the head of the orbit queue is allowed 
access to the server. Successive interretrial times of any customer are governed by an arbitrary 
probability distribution function A(x) with corresponding density function a(x) and Laplace- 
Stieltjes transform "r* (8). The service times of customers are independent random variables with 
common distribution function B(x), density function b(x), Laplace-Stieltjes transform ~3"(8), and 
first two moments ~31 and ~2. The server takes a Bernoulli vacation as described by Keilson and 
Servi [10], i.e., after each service completion, the server takes a vacation with probability q, and 
with probability p = 1 - q, he waits for serving the next customer. If the orbit is empty, the 
server always takes a vacation. At the end of a vacation, the server waits for the customer, 
if any are in the orbit, or for new customers to arrive. The vacation time V has distribution 
function V(x), density function v(x), Laplace-Stieltjes transform V*(0), and first two moments 
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V1 and Vs. Interarrival times, retrial times, service times, and server vacation times are assumed 
to be mutually independent. From this description, it is clear that either at any service completion 
epoch or vacation completion epoch, if the server becomes free, in such a case, a possible new 
arrival and the one (if any) at the head of the orbit queue, compete for service. 
The state of the system at time t can be described by the Markov process {N(t); t >_ 0} -~ 
{ (C(t), X (t), ~o (t), ~l(t), ~2 (t)), t > 0}, where C(t) denotes the server state (0, 1, or 2, depending 
if the server is free, busy, or on vacation, respectively) and X(t) corresponding to the number of 
customers in orbit at time t. If C(t) = 0 and X(t) > 0, then ~0(t) represents the elapsed retrial 
time, if C(t) = 1, then ~l(t) corresponds to the elapsed time of the customer being served, if 
C(t) = 2 and X(t) > O, then ~2(t) represents the elapsed vacation time at time t. The function 
r(x), #(x), and B(x) are the conditional completion rates (at time x) for repeated attempts, for 
service, and for vacation, respectively, i.e., 
a(x) b(x) v(x) 
r(x) - 1 -A (x ) '  #(x) = 1 -B(x ) '  and ~(x) = 1 - V(x)" 
We first obtain the necessary and sufficient condition for the system to be stable. To this 
end, in the following theorem, we establish the ergodicity of the embedded Markov chain at 
departure/vacation completion epochs. Let {tn; n E N} be the sequence of epochs of either 
vacation termination times or service completion times. The sequence of random vectors Yn = 
(C(t~+),X(tn+)) form a Markov chain which is the embedded Markov chain for our queueing 
system. Its state space is S = {0, 1, 2} x N. 
THEOREM 1. The embedded Markov chain {Y~; n e N} is ergodic if and only if A(~ 1 -~- qV1) < 
PROOF. It is not difficult to see that (Yn; n E N)  is an irreducible and aperiodic Markov chain. 
To prove ergodicity, we shall use the following Foster's criterion: an irreducible and aperiodic 
Markov chain is ergodic if there exists a nonnegative function f ( j ) , j  E N and e > 0 such that 
the mean drift Xj = E[f(Yn+l) - f (Yn)/Yn -= j] is finite for all j E N and :~j <_ -e  for all j e N, 
except perhaps for a finite number js. 
In our case, we consider the function f ( j )  = j. Then we have 
{ A (1~1 + qV1) - ~/*(A), i f j  = 1 ,2 ,3 , . . . ,  
Xj = E(X) ,  if j = 0, 
where X is the number of customers arriving during a vacation and E(X) ,  its expected value. 
Clearly, the inequality A(131 + qV1) < ~/*(A) is a sufficient condition for ergodicity. 
The same inequality is also necessary for ergodicity. As noted in Sennot et al. [20], we can 
guarantee nonergodicity, if the Markov chain {Yn; n > 1} satisfies Kaplan's condition, namely, 
Xj < oo for a l l j  > 0 and there exits j0 E Nsuchthat  Xj >- 0 fo r j  > j0. Notice that, in our 
case, Kaplan's condition is satisfied because there is a k such that rij = 0 for j < i - k and i > 0, 
where R = (rij) is the one-step transition matrix of {Yn;n >_ I}. Then A(~I + qV1) >_ ~*(A) 
implies the nonergodicity of the Markov chain. | 
Since the arrival stream is a Poisson process, it can be shown from Burke's theorem [21, 
p. 187-188] that the steady-state probabilities of {C(t),X(t);  t > 0} exist and positive if and 
only if A(~I + qV1) < "r*(A). From the mean drift Xj = )~(~1 + qV1) - ~/*(A), for j > 1, we have 
the reasonable conclusion that the term A(/~I + qV1) has two components: new arrivals during 
the busy period of the server (Al31) and new arrivals during vacation (qAV1). Further, 7"()~) is 
the expected number of orbiting customers who enter service successfully, given that the previous 
service time leaves j customers in the orbit. For stability, we require that new customers arrive 
during a service time and vacation time more slowly than orbiting customers eeking service, at 
the commencement of service. That is, ),(~1 + qV1) < ~/* (A). 
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3. STEADY-STATE DISTRIBUT ION 
For the process {N(t);  t _> 0}, we define the probabi l i ty 
Po(t) = P{C(t)  = O, X(t )  = 0}, 
and the probabi l i ty densities 
Pn(x , t )dx = P{C(t)  = O, X(t)  = n, x < ~o(t) < x + dx}, 
Qn(x,t)  dx = P{C(t)  = 1, X(t )  = n, x <_ ~l(t) < x +dx},  
and 
for t > O, x >0,  and n > 1, 
for t _> O, x > O, andn>O,  
Rn(x,t)  dx=P{C( t )=2,  X ( t )=n,x<~2(t )<x+dx},  for t_> 0, x > 0, and n > 0. 
By the method of supplementary variable technique (see [22]), we obtain the following system 
of equations that  govern the dynamics of the system behaviour: 
i 
dPo(t) 
dt 
OPn(x,t) OPn(x,t) - - +  
Ot Ox 
OQo (x, t) OQo (x, t) + 
Ot Ox 
oQ~(~, t) OQ~(x, t) + 
Ot Ox 
ORo(x,t) ORo(x,t) + 
Ot Ox 
OR,(z,t) ORs(z,t) + 
Ot Ox 
j~O °° 
AP0(t) + Ro(x, t)~(x) dx, 
(~ + ~(x))p,(x, t), 
(A + #(x))Qo(x, t), 
- (A + #(x))Q,~(x,t) + AQn- l (x,t ) ,  
= -(.~ + n(x))no(~, t), 
= - (A  + ~(x))Rn(x,t)  + ARn_l(X,t), 
(3.1) 
n = 1 ,2 ,3 . . . ,  (3.2) 
(3.3) 
(3.4) 
(3.5) 
n = 1 ,2 ,3 , . . . .  (3.6) 
The boundary conditions are 
Qn(O,t) = 
Ro(O, t) = 
Rn(O,t) = 
f0 Pn (0, t) = p Q~ (x, t)#(x) dx + R~ (x, t)~?(x) dx, 
// Q0(0, t) = Pl(X, t)r(x) dx + APo(t), 
// /o P,~+l(x,t)r(x)dx + A Pn(x,t )dz,  
o ~ Qo(x, t).(x) az, 
q -[~ Qn(~, t).(z) dz. 
Jo 
n = 1 ,2 ,3 , . . . ,  
n = 1 ,2 ,3 , . . . ,  
(3.7) 
(3.8) 
(3.9) 
(3.10) 
(3.11) 
We assume that  the condition A(#i + qVi) < 7*(A) is fulfilled so that  we can set P0 = 
limt--.~ Po(t), and limiting densities Pn(x) = l imt- .~ Pn(x, t) for x _> 0 and n _> 1, Qn(x) = 
limt--.oo Qn(x, t) for x > 0 and n _> 0 and Rn(x) = limt-~oo Rn(x, t) for x > 0 and n > 0. Lett ing 
t --~ oo in equations (3.1)-(3.11), we have 
~0 °° 
APo = Ro(x)71(x) dx, (3.12) 
dPn(x) = _($ + r(x))P~(x), n = 1, 2, 3. .  (3.13) 
dx " ' 
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dQo(x) 
dx 
dQ,(x) 
dx 
dRo(x) 
dx 
d~(z)  
dx 
- -  = - (x  + u(~))Qo(z), 
- -  = - (~ + u(~) )Q. (=)  + ~Q.- I (~) ,  
= - (~ + ~(~))R0(=), 
- -  = - (~ + ~(z) )R . (z )  + ~R~_ l (Z) ,  
n = 1,2,3 , . . . ,  
n = 1,2,3. 
(3.14) 
(3.15) 
(3.16) 
(3.17) 
The steady-state boundary conditions are 
fo fo Pn(O) = p Q~(x)#(x) dx + Rn(x)~(x) dx, 
Qo(0) = P1 (x)r(x)dx + APo, 
Qn(O) = Pn+l(x)r(x) dx + A Pn(x) dx, 
Ro(O) = Qo(x)#(x) dx, 
~(o)  = q Q,,(~)u(z) d~, 
n= 1,2,3, . . . ,  
n = 1,2,3 , . . . ,  
n = 1,2,3 , . . . ,  
(3.18) 
(3.19) 
(3.20) 
(3.21) 
(3.22) 
and the normalizing condition is 
Po + Pn(x) dx + Qn(x) dx + Rn(x) dx = 1. 
n=l  n----0 J0  n=0 J0  
(3.23) 
To solve equations (3.12)-(3.22), we define the probability generating functions 
oo  oo  oo  
P(x, z) = Z Pn(x)zn' Q(x, z) = Z Qn(x)zn, and R(x, z) = Z Rn(x)zn. 
n----I n=O n=O 
The following theorem discusses the steady-state distribution of the system. 
THEOREM 2. If)~(~l -F qV1) < "y*(A), then the joint steady-state distribution of {N(t); t > 0} is 
obtained as 
z;~Po - ~=- fo "C") a~' p(z ,  z) = ~ e 
v , (~)  
{p[ i -  V*(A(1 - z))] + V*(A)[1-(p+qV*()~(1-z)!)]B*()~(1-z))} 
(3.24) 
APo -~(:-~)=-f~ u(,,)a,, 
O(z ,z )  =v*(~)  e 
p [z + (1 ~.z)?*(A)][1 - V*(£(1 - z))] + (1 - z)~,*(A)V*(A) (3.25) / 
~, + qv  (~(1  - ~) ) ]~*( ;~(1  - ~) ) [z  + (1 - z) - r*( ;~)]  - ~ j' 
R(x,z) APo -~(1-z)=-f~,(u)au 
=v*(~)  e 
{p~*(A(1-z))[z+(l 'z)7*(A)]-pz+q(1-z)~*(A(1-z))7*() , )V*(A)} (3.26) 
~v + qV*()~(1 - z))lf~*(A(1 - z))[z + (1 - z)~/ (A)] - z 
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where 
fl*(A(1 - z)) = #(x)e- o "(u)dUe-AO-z)= dx, 
/o V*(A(1 - z)) = q(x)e- f :  ~l(u)due-A(1-z)x d , 
fo ~, (~) = -~xr(~) ~- % r(.)d, d=, 
and the probability Po is to be determined from the normalization condition. 
PROOF. Multiplying equations (3.12)-(3.22) by z n and summing over n, n = 0, 1,2,. . . ,  
obtain the following equations: 
cOP(x, z) 
0------~- + (~ + r(x))P(x, z) = 0, 
OQ(x, z) 
COx + (A(1 - z) + #(x))Q(x, z) = 0, 
OR(z, z) 
0-----7- + (A(1 - z) + q(x))R(x, z) = O, 
we 
(3.27) 
(3.28) 
(3.29) 
OO /(30 . 
P(O, z) = p Q(x, z)#(x) dx + R(x, Z)~l(X) dx - pRo(O) - APo, 
/o /o Q(O, z) = _1 P(x, z)r(x) dx + A P(x, z) dx + APo, Z 
If n(o, z) = pRo(O) + q Q(x, z)#(x) dx. 
Solving the partial differential equations (3.27)-(3.29), we obtain 
From equation (3.16), we get 
P(x, z) = P(O, z) e-)~x-fo r(u)du, 
Q(x, z) = Q(o, z) e-~(1-z)x-J[ "(~) d~, 
R(x, z) = RiO, z) e-A(i-z)x-f[ n(u)du 
(3.30) 
(3.31) 
(3.32) 
(3.33) 
(3.34) 
(3.35) 
where we have used equation (3.12). 
Using (3.33) in (3.31), we obtain 
Q(O,z) = [z + (l zZ)7*(A)] p(O,z) + Apo. 
Combining (3.32), (3.34), (3.37), and (3.38), and on simplification, we have 
R(0, z)-- APPo - [APo P(O,z ) (z+(1  zZ)?*(A) V'(A) +qfl*(A(1 z)) + - ) ] .  (3.39) 
(3.38) 
APo 
R0(0) = V*(A)' (3.37) 
Ro(x) = Ro(0) ~-~-J'o'(~)d~ (3.36) 
Multiplying (3.36) by 7/(x) on both sides and integrating with respect o x from 0 to oo, we get 
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Similarly, substituting (3.34) and (3.35) in (3.30), we get 
- -  * 1 P(O, z) = pQ(O, z)fl*(A(1 z)) + R(O, z)Y (A( - z)) - pRo(O) - APo. (3.40) 
Again, using (3.37)-(3.39) in (3.40) and solving for P(0, z), after some algebraic manipulation, 
we get 
zAPo {p[1-V* (A(1 -z ) ) ]+V*(A) [1 - (p+qV*(A(1 -z ) ! )~3*(A( I - z ) ) ]} .  (3.41) 
P(O,z)-  V*(A) [p+qV*(A(1-z))]j3*(A(1-z))[z+(1-z)~ (A) ] -z  
Finally, combining (3.38), (3.39), and (3.41), we obtain the required results (3.24)-(3.26). | 
For the limiting probability generating functions P(x, z), Q(x, z), and R(x, z), we define the 
partial probability generating functions as 
= fo P(x, z) dx, Q(z) = Q(x, z) dx, and R(z) = R(x, z) dx, P(z) 
and the probability generating function of the number of customers in the system is K(z) = 
Po + P(z) + zQ(z) + R(z). Note that P(z) is the probability generating function of orbit size 
when the server is idle, Q(z) is the probability generating function of the orbit size when the 
server is busy, R(z) is the probability generating function of the orbit when the server is on 
vacation, and P0 is the probability that the server is idle in the system, i.e., no customer in the 
system. Then the main result is given by the following. 
THEOREM 3. KA(~I -~- qYl) < "1"()0, then 
P(z) = 
zPo [1 - ~* (~)] 
v*(~) 
{p[1 -  V*(A(1 - z))] + V*(A)[1-(p+qV*(A(1-z)!)]fl*(A(1-z))} 
+ qV*(A(1 - z))lf~*(A(1 - z))[z + (1 - z)~f (A)] - z 
(3.42) 
and 
Q(z) = 
R(z )  = 
Po [1 - ~3" (A(1 - z))] 
V*(~)  (1 - z)  
p[1-  V*(A(1- z))][z + (I - z)~/*(A)I + (I - z)~*(A)V'(A) } 
[p + qV*(A(1  - z)) l J3*(A(1 - z ) ) [z  + (1 - z)~/ (A)] - z ' 
P0 [1 - v* (~(1  - z))] 
v* (~)  (1 - z) 
{p[z + (1 -  z )y*(A) ]  +q(1-z)~/*(A)V*(A)}/3*(A(1.,-z))-pz} 
[p+qV*(A(1-z))lfl*(A(1-z))[z+(1-z)y (A)] - z ' 
(3.43) 
(3.44) 
Po 
K(z ) -  V*(A) 
{ ~*(A(1-z)){p[z + (1-z)~,*(~)l[1-V*(A(1 - z))I+(1-z)7*(A)V*(A)} 
(3.45) 
where 
v*(~)b* (~)  - ~(qyl + Zl)] 
P0 = (3.46) ),pyx + -~*(~)Y*(:9 
PROOF. Integrating equations (3.24)-(3.26) from 0 to co with respect o x, we obtain, respec- 
tively, (3.42), (3.43), and (3.44). At this point, the only unknown is P0, which can be determined 
using the normalizing condition P0 + P(1) + Q(1) + R(1) = 1. Thus, by setting z -- 1 in 
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(3.42)-(3.44) and applying L'Hospital's rule whenever necessary, after using the normalizing con- 
dition and rearrangement, we get 
,f , + 
Po [. V (A)[7 (A) - A(qVl +/~i)] } = I, 
which yields (3.46). 
Finally, the probability generating function K(z) = Po + P(z) + zQ(z) + R(z) of the number 
of customers in the system is obtained by using (3.42)-(3.44) and (3.46) and some mathematical 
manipulation yields (3.45). 
We now obtain some performance measures for the system under steady-state. Let U be the 
server utilization (or the steady-state probability that the server is attending a customer), that 
is, the server is busy, I the steady-state probability that the server is idle during the retrial time, 
R the steady-state probability that the server is on vacation, D the steady-state probability that 
the server is idle or on vacation, tt0 the steady-state probability that the system is empty while 
the server is on vacation, E the steady-state probability that the system is empty, and J the 
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(a) Probability of no customer in the system vs. retrial rate v. The parameters are 
A = 0.8, ~ = 4, ~ = 6, p = 0.5. 
Figure 1. 
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(b) Mean waiting time (in the system) vs. retrial rate v. The parameters are A = 0.8, 
#----4,~7=6, p=0.5. 
Figure 1. (cont.) 
steady-state probabil ity that  the orbit is empty. From Theorem (3), we obtain 
U = Q(1) = A/31, 
I = P(1) = [1 - 7*(A)][ApVl + V*(A)A(/31 + qVl)] 
~pV, + v*(~)~*(~)  
a = R0)  = ~Vl ~ q~*(~)Y*(~ + Vb*(~) - ~1]  } 
l )~pV1 -[- V* (~-~-~- )  _ ' 
V = Po + P(1) + R(1) = 1 - Aft1, 
Ro = a(o )  = [1 - V* (~) lb* (~)  - ~(~ + qV~)] 
ApV1 + V*(A)~*()0 ' 
E = Po + Ro = [~/*(A) - A(j31 + qVl)] 
),pVl + ~*(~)v*(~) ' 
,.,,'(~)- ~ + ?Vl) [1 + ~.(x) 1 
J -- Po + Ro + Qo = A-p-~I ~-~-~)V- - -~  - f l* '~ J"  
24 B. KRISHNA KUMAR AND D. ARIVUDAINAMBI 
The mean number of customers in the system Ls under steady-state condition is obtained by 
differentiating (3.45) with respect to z and evaluation at z = 1, 
2ApVI [1 - 7" (A)] + .~2pV2 
L~ = g ' (1 )  = )~Zl -~ 
2[ApV1 -b "y*(A)V*(A)] 
2A031 + qV1)[1 - ~* (A)] + 2A2q/~1V1 + A2qV2 -b A2~2 + 
2[~*(,~) -- ~(~1 -~ qV])] 
(3.47) 
Define H(z) = Po + P(z) + Q(z) + R(z). Then H(z) represents the probabi l i ty generating 
function for the number of customers in the orbit. Using (3.42)-(3.44) and simplifying, we get 
H(z) = [7* (A) -  A~I  + qV1)] 
{p[z + (1- 
~o-+-~*T; (~-~) ]~*( -~:  z))[z + (1 - z)~ (x)] - z j 
(3.48) 
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Figure 2. (cont.) 
Hence, the mean number of customers in the orbit  is given by 
2),pV111 - 7*(A)] + )~2pV2 
Lq = g ' (1 )  = 2[,kpV1 +~/*(A)V*(A)] 
2A(~1 + qV1)[1 - 3,*(A)] + )~2(Z2 "~- qV2) + 2A2qVl~1 (3.49) 
+ 
2b*(~ ) - ~(~, + qV,)] 
Let  Ws be the average t ime a customer spends in the system in steady-state.  Due to L i t t le 's  
formula, we have 
Ls 
Ws = - - .  (3.50) 
A 
The effect of retr ia l  t ime distr ibut ion on P0 and mean wait ing t ime W8 of a customer in the 
system under s teady-state  condit ions is i l lustrated in the figures. We consider the retr ia l  queue 
with arr ival  rate A = 0.8, service t ime, and vacation t imes following exponent ia l  d istr ibut ion,  
with rates # = 4 and ~ -- 6, respectively, and Bernoull i  parameter  p = 0.5. I t  is assumed that  
the retr ia l  t imes follow exponent ia l  d istr ibut ion (a(x) --- ve -vx,  x > 0), Er lang d ist r ibut ion of 
order 2, 
( (vk)kxe-(Vk)x ) 
a(x)= ,x>O , 
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and hyperexponential distribution (a(x) = 0.5v e -vz + 0.5 v 2 e -"2x, x > 0). Then P0 and W8 are 
plotted against he parameter v as shown in Figures la and lb. We note that the graphs of P0 
versus v display a sharp increasing trend in P0 values before stabilising in contrast o the graphs 
of Ws versus v, which exhibit a sharp downward trend before reaching stability. 
The variation of the performance measures with respect o p (Bernoulli parameter) is also 
displayed in Figures 2a and 2b, for the three retrial distributions considered earlier. For this 
case, the graph of/9o versus the Bernoulli parameter p shows as increasing trend, while the graph 
of the waiting time of a customer exhibits a decreasing trend. Similar analysis is carried out 
(Figure 3a and 3b) for the case of varying vacation rate ~, the service time and retrial time 
following exponential distributions with parameters v = 5, # = 5, respectively, and vacation time 
distribution following exponential, Erlangian, and hyperexponential distributions. The graphs of 
P0 versus vacation rate 77 and waiting time (in the system) Ws versus vacation rate ~ show a 
similar trend as in the first case. 
REMARK 1. If ~/* (A) --~ 1 (which is equivalent to considering the exponential retrial distribution 
with rate growing unbounded) and p = 1, then the system reduces to M/G/1 queue with single 
0.75 
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(a) Probability of no customer in the system vs. vacation rate ~7. The parameters are 
A = 0.8,/~ = 5, v = 5, p = 0.8. 
Figure 3. 
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vacation model [6,23]. Thus, the probabi l i ty generating function of the number  of customers in 
the system K(z) becomes 
K(z) = (1 - A/31)~*(A(1 - z)) [(1 - V*(A(1 - z))) + (1 - z)V*(A)] 
[~* ( ) , (1  - z ) )  - z] [AVl + AV*(A)] 
The mean number  of customers in the system L8 under steady-state conditions is obtained 
from (3.47) as 
A2~2 A2V2 
L~ = A~t + + 
2(1 - AJ31) 2[AV1 + V*(A)]" 
and by Litt le's law, we have mean waiting t ime in the system Ws as 
A~2 Av2 
Ws "~ ~1 "~ 2(1 - )t~l ) "~ 2[)tY 1 -b V*()t)] " 
REMARK 2. If  7*(A) --* 1 and q = 1, then the system becomes M/G/1  queue (pure) one l imited 
service system with single vacation policy [24, p. 230]. That  is, for a single vacation model with 
l imited service, if there is one customer in the orbit at the end of vacation, the server waits for 
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serving a new arrival or the customer at the head of the orbit. In this case, the probability 
generating function of the number of customer present in the system K(z) is obtained as 
K(z )  = [(1 - ~(e l  + V1) ) ]Z* (~(1  - z ) ) (1  - z )  
/3*(A(1 - z))V*(A(1 - z)) - z ' 
and the mean number of customers in the system Ls, under steady-state condition is obtained 
from (3.47) as 
2A2/51VI + A2V2 + A2~32 
L~ = A~I + 
211 - )~(]~1 -[- V1)] ' 
which yields 
W~ =/31 + 
211 - A(/31 + V1)] 
The above expression for Ws agrees with Takagi [24]. 
4. STOCHAST IC  DECOMPOSIT ION AND SPECIAL  CASES 
Stochastic decomposition has been widely observed among M/G/1 type queues with server 
vacations [23,25-27]. A key result in these analyses is that the number of customers in the 
system in steady-state at a random point in time is distributed as the sum of two independent 
random variables, one of which is the number of customers in the corresponding standard queueing 
system (in steady-state) at a random point in time, the other random variable may have different 
probabilistic interpretations in specific cases depending on how the vacations are scheduled. 
Stochastic decomposition has also been observed to hold for some M/G/1 retrial queues 
[1,28,29]. Our retrial queue with Bernoulli vacation model can be thought of as an M/G/1 
queue with generalized vacations [26] in which the vacation begins at the end of each service 
time. 
Let Yi(z) be the probability generating function of the number of customers in the M/G/1 
queueing system (see [30]) in steady-state at a random point in time, X(z) be the probability 
generating function of the number of customers in the generalized vacation system at a random 
point in time given that the server is on vacation or idle, and K(z) be the probability generating 
function of the random variable being decomposed. Then, the mathematical version of the 
stochastic decomposition law is 
g(z) = H(z)x(z). (4.1) 
We now verify that the decomposition law applies to our retrial queue with Bernoulli vacation 
analyzed in this paper. For the M/G/1 queueing system (see [30]), we have 
(1 - A/~i)(1 - z)/~*(A(i - z)) 
= (4.2) H(z) ~*(~(1 - z)) - z 
To obtain an expression for X(z), we first define the generalized vacation in our context. We 
say that the server is on vacation due to 
(i) server being on regular vacation, 
(ii) idle either due to retrials of customers from the orbit (if any) or due to empty system. 
(Note that in retriM queues, there may be customers in the system even when the server is idle.) 
Under this definition, we have 
Po + P(z) + n(z) 
x(z)  = 
Po + P(1) + R(1)" 
Using the results (3.42), (3.44), and (3.46) of Theorem 3, we obtain 
p, {p[z + (1 - z )~*(~) ] [1  - y* (~(1  - z)) ]  + (1 - z )~*(~)y* (~)}[~*(~(1  - 0 )  - ~] (4 .3)  
where Po is given in (3.46). 
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From (3.45) , we observe that K(z) = H(z)x(z), which confirms that the decomposition law of 
Fuhrman and Cooper [26], is also valid for this special vacation system. However, we must point 
out that if the idle periods were not considered as vacations, the decomposition law would not 
apply here (even if one uses the M/G/1 queue as the base system) due to interference between 
customer etrials and server vacations. 
We now discuss ome special casesand interpret the corresponding implications of the stochastic 
decomposition law. 
CASE (i). If V*(A) --* 1 and p = 1, then P(z) = 0, and hence, the system reduces to M/G/1  queue 
with single vacation model (see [6]). Thus, the probability generating function of the number of 
customers in the system K(z) (as given in Remark 1) can be rewritten in the form 
K(z) = (1 - Aft!)(1 - z)fl*(A(1 - z)) -(~-- z~A--~ ~ V-*(-),~ } '  ~ f  :~-~- -7  { [1 - Y*(X(1 - :))1 + (1 - z)Y*(~,) 
which is consistent with the results in [23]. According to the decomposition law, we have 
n(z )  = (1 - x/31)(1 - z )~*(xO - z)) 
fl*(A(1 - z)) - z 
which is the probability generating function of the number of customers present in the standard 
M/G/1  queue and 
X(Z) = [1 - V*(A(1 - z))] + (1 - z)v*(A) 
(x - z)[~vl + v*(~)]  
is the probability generating function of the number of customers in the system at a random 
point in time, given that the server is on vacation related quantities, i.e., either the server is on 
vacation or the server finds no customers upon return from a vacation. 
CASE (ii). If 3'*(A) --* 1 and p = 0, then the probability generating function K(z) (as given in 
Remark 2) of the number of customers present in the system which is essentially a single vacation 
model with one limited service, can be rewritten as 
K(z) = (1 - Aft1)(1 - z)fl*(A(1 - z)) [1 - A(fll + Vx)][fl*(X(1 - z)) - z] 
~*(~(1 - z ) ) - z  [ f l * (A(1  - z ) )V* ( )~(1  - z ) )  - z ] (1  - X f lx ) '  
where 
n(~) = (1  - A f t1 ) (1  - z ) f l * (A(1  - z ) )  
Z* (~(1  - z ) )  - 
is the probability generating function of customers present in the standard M/G/1 queue and 
[1 - A ( f l l  + V1) l [ f l * (A(1  - z ) )  - z ]  
X(z) = [fl*()~(1 - z))V*(),(1 - z)) - z] (1 - )~fli) 
is the probability generating function of the vacation related quantities. 
5. CONCLUSION 
In the foregoing analysis, a single server M/G/1 retrial queue with Bernoulli service schedule 
and general retrial times is considered to obtain expressions for various system performance 
measures of interest. Numerical work has been carried out to observe the trend for 
(i) the probability of no customers in the system and 
(ii) the mean waiting time (in the system) of a customer for varying values of retrial rates, 
Bernoulli parameter, and vacation rate. 
The general decomposition law for this model has been discussed. 
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