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Desde los primeros días de la computación ha sido claro que, tarde o temprano, surgiría una demanda
de mayor poder de computación que el que brinda la computación secuencial. A pesar de que la
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 ha surgido como el candidato natural para cubrir la insistente demanda de
mayor performance y a pesar de la mayor disponibilidad de máquinas paralelas, aún no ha logrado
imponerse como paradigma corriente de computación.
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Hay tres candidatos obvios:
• el hardware
• el software
• un modelo de computación intermediario
Mucho se ha discutido de las dos primeras opciones [Qui94][Jaj92][Wil96]. Actualmente se encuentra
disponible una importante cantidad de estudios teóricos y prácticos sobre computación paralela
realizados sobre distintas arquitecturas paralelas con distintos lenguajes y herramientas de
programación. Sin embargo, pocos trabajos son los que han cubierto los dos objetivos principales de la
computación paralela; por un lado desarrollar software independiente de la arquitectura y tecnologías
existentes, y por otro, desarrollar algoritmos que deban obtener la máxima performance de la
arquitectura subyacente. Lo cierto es que estos objetivos, en primera instancia se presentan como
contradictorios.
Uno de los objetivos de nuestra línea de investigación en Sistemas Paralelos  es el estudio de la validez
de los modelos para predecir la performance de programas paralelos en las arquitecturas actuales. Este
objetivo ha surgido basándose en nuestra fuerte argumentación que tener un modelo de computación
paralela intermediario es la principal clave de progreso a partir de nuestra posición presente.
La comunidad de computación serial  dispone de un Modelo de Computación ampliamente aceptado,
el modelo de neo>prqds:t/u]v/p/p , expresado elegantemente en la  wyx5z|{/}G~>5"::RR@/~///Łmhw)
[For78]. Este modelo ha actuado exitosamente como modelo de computación subyacente
proporcionado consistencia y coordinación entre los diseñadores de algoritmos, constructores de
arquitecturas  y expertos en lenguajes.
A pesar de las justificaciones que existen en tener un modelo de computación, en la computación
paralela, ningún modelo unificado ha obtenido el mismo éxito.
Para que la computación paralela llegue a ser una forma normal de computación se requiere  un
modelo que juegue el mismo rol que cumple el de 5a:|]//  en la computación secuencial:
ofrecer un camino bien definido entre el software y el hardware[Juu96][Mag95].
El gran reto está en desarrollar un modelo unificado que consiga englobar las diferentes propuestas
existentes. Muchos científicos son escépticos y opinan que la modelización en la computación paralela
aún es controversial y caótica. No obstante la comunidad científica ha generado un amplio rango de
modelos con el objetivo de dilucidar los requerimientos de un paradigma unificado.
Con el objetivo de abrir un marco de discusión, para este trabajo, se han seleccionado y recopilado  un
amplio rango de modelos de computación paralela, a fin de conocer las características y objetivos
esenciales de cada uno, de analizar el rol que estos modelos cumplen en los algoritmos, en los
lenguajes y en los diseños de máquinas actuales y futuras.
En primer lugar se consideró el modelo 3eC5<<:|//e /¡y¢"£:£:R¤c¤h¥y5£R¦5§Z5R¨/1m¢h¥ [Har94]. Este surge
basado en el éxito del modelo ©mª¬« .  Aunque existen variaciones entre las definiciones de ­1®m¯3° , el
modelo estándar es una computadora ±@²<±@³ , donde cada procesador puede ejecutar su propio flujo de
instrucciones. Cada procesador puede acceder a cualquier ubicación en un tiempo de acceso
independiente de cual sea la posición a acceder.  Dejando de lado la imprecisión sobre computadoras
paralelas prácticas, el modelo ofrece un marco útil para el diseño y análisis. El objetivo del  modelo es
que el diseñador explote al máximo el paralelismo inherente en una tarea dada. En este sentido, ´1µm¶h·
provee una medida de la complejidad de tiempo ideal [Agg90]. Las críticas asociadas a este modelo,
argumentan que las características no representadas relacionadas al costo de usar un recurso, conlleva
al abuso del mismo. En otras palabras, los aspectos que el modelo oculta sirven para distorsionar el
proceso de diseño llevando a una solución práctica ineficiente.
La noción de modelo de puente ( ¸|¹cºG»½¼(ºZ¾½¼r¿ÁÀ>»5Â:Ã ),  fue efectivamente capturado por Valiant [Val90].
En sus trabajos, el autor presenta una máquina abstracta la cual provee un paradigma de diseño
consistente y unificado para facilitar el diseño de algoritmos paralelos portables y su traslación a un
programa.  El modelo, Ä_Å/ÆGÇdÈÊÉeË5ÌRÍ5Î&Ï>Ë5Ï/Å>ÐAÑAÒ5ÎCÒ5Æ<ÆFÓ:ÆGÔ/ÄÈ$Ñ , posee  una memoria distribuida y asume dos
parámetros. El primero, Õ , refleja el costo de invocar una operación de sincronización. Esto implica
una latencia de comunicación ya que los accesos a memoria remota no son efectivos hasta después de
una operación de sincronización. El segundo parámetro, Ö , representa las limitaciones de ×>Ø/Ù/ÚeÛÜGÚÞÝTß .
Se requiere que los mensajes sean enviados a lo sumo una vez cada à  operaciones aritméticas
[Juu96a].
El modelo áâäã  sobresale por aquellas características que no incorpora,  por ejemplo no incorpora
å>æ$ç:èbé5çRê/ë cuando un mensaje es ingresado a la red [Ski96]. Tampoco incluye ningún dato acerca de la
topología lo cual remueve la necesidad de incluir patrones de comunicación diferenciados y realizar
optimizaciones basadas en la topología [Gou96].
Otro ejemplo de un modelo de puente es ì3íäî>ï [Cul96][Ian98], el cual realiza más énfasis en los
atributos de las máquinas. Este modelo aunque esta muy relacionado al modelo ð-ñ½ò , es distinto por
dos razones. Primero, el modelo considera comunicación asincrónica. El parámetro ó  es usado
estrictamente como una medida de la latencia de mensajes. Segundo, el modelo agrega un parámetro
más, ô , el cual representa el tiempo necesario para introducir o recuperar un mensaje a/desde la red.
Este parámetro mide un tiempo muerto, ya que son ciclos de procesador ocioso que no pueden ser
ocultados con ninguna medida de latencia.
Los modelos estándares õ÷öùøhú y ûü$ý poseen un patrón de ejecución rígido en el cual todos los
procesadores son sincronizados por un þ:ß /þ

 global. Una variante, el modelo 
	 [Gon00],
suaviza esta restricción. El incentivo subyacente de este modelo es sincronizar sólo cuando es
necesario.  El modelo   es así extendido con un mecanismo de sincronización  de costo cero, el
cual es usado cuando el número de mensajes a recibir es conocido.  Al realizar una predicción de
performance de programas con sincronización oblivia,  siguiendo un estilo ﬀﬂﬁ  se produce una
pérdida de exactitud en la predicción. Como una consecuencia de esto el modelo ﬃ !"
#"%$&')(*+
propone un nuevo modelo de complejidad para  tratar con este nuevo tipo de barreras ( ,-.%/
0/,12
-354646/784 ) 9
:<;>=@?8ABDC6E;=GFC
Los modelos de computación presentados en esta trabajo fueron elegidos como representantes de un
numeroso conjunto de modelos abstractos de computación paralela. Este subconjunto es suficiente
testimonio  de que no existe aún consenso y se consolida  más la necesidad de un paradigma unificado.
Dentro de este conjunto de modelos podría encontrarse el modelo consistente buscado.  El conjunto de
modelos incluye como parámetros: Paralelismo computacional (H5I , Latencia de comunicación JLKM ,
NPOQ8RTSGQVUW
de comunicación, XZY[\]ﬂ\G^`_ba , Sincronización, Jerarquías de memorias y Topologías de red.
Estas características principalmente reflejan la perspectiva de investigadores cuyo objetivo primario es
el diseño eficiente de algoritmos.
Evaluados separadamente ningún  modelo parece ser aceptable, pero evaluados en un conjunto, todos
parecen hacer énfasis y coincidir en un pequeño número de características. Consideramos que, para
una disciplina que evolucionada día a día es un apreciable progreso.
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