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Introduction
Using the notion of non-commutative deformation of modules, worked out in
[16-17], I gave, in [18], a ﬁrst, very sketchy, version of a construction of a non-
commutative algebraic geometry. In this paper I have worked out some of the
ideas of [18]. In particular I have constructed a presheaf of observables deﬁned
on the ordered set of subdiagrams of a universe C. Moreover, I claim that this
construction is, at least in some cases, usefull for the understanding of invariant
and moduli theory.
The construction is dependent upon the choice of a reasonable abelian category
of objects C, the universe. Since the process of generalizing will be clear, I shall
assume that we are given a k-algebra A, and that we pick as our universe C, the
category of right A-modules.
As a model we shall take the classical construction of the scheme X := Spec(A)
when A is a commutative ﬁnite type k-algebra, with k algebraically closed. A
point of X is a prime ideal p of A, or rather the right (or left) A-module A/p.
A closed point of Spec(A) is a simple module of A, i.e. the residue ﬁeld k(x) of
a closed point x ∈ X, considered as an A-module. Moreover, X is obviously the
moduli space of its closed points, implying that the hull H(k(x)) of the deformation
functor Defk(x), is the completion Aˆx of OX at the point x. The regular functions
f of X, i.e. the sections of the structure sheaf OX , are analytically determined
by the family of Taylor series fˆx ∈ Aˆx at the diﬀerent points x ∈ X, therefore by
their (right multiplicative) actions on the hull of the diﬀerent deformation functors
Defk(x).
This completion process, and the corresponding identiﬁcation of a regular func-
tion f on X as an operator in the k-vectorspace A as well as in Aˆx for every x ∈ X,
is going to replace the localization process of classical scheme theory.
Recall that to recover the aﬃne ring from the scheme
(i) (X,OX)
we are dependent upon the Zariski topology on X and on the sheaf property of OX ,
both steming from the process of localization for commutative rings. We ﬁnd,
(ii) A = H0(X,OX)
Typeset by AMS-TEX
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Recall also that for non commutative rings, the localization process functions
only for Ore-sets, which are scarce. To obtain a good non commutative theory we
shall therefore have to change the notion of space, conserving the notion of points
and incidences, but (seemingly) leaving out the topology. The notion of structure
sheaf must therefore be changed.
Let c be any reasonnable diagram of C, and let
π : C → k −mod.
be the obvious forgetful functor. We shall assume, for the rest of this paper, that
all objects Vi, Vj of c are such that,
dimkExt
1
A(Vi, Vj) <∞
It is possible, by introducing topologies, to treat the case where we just assume
these dimensions are bounded by ℵ0, see [12]. Let |c| denote the family of objects
of c, and assume ﬁrst that c is ﬁnite. Let H(|c|) = (Hi,j) be the hull of the
non commutative deformation functor of this family of A-modules. To c we now
associate a subalgebra
OA(c, π) ⊆ (Hi,j(|c|)⊗k Homk(Vi, Vj)))
of preobservables, acting on c, and a canonical homomorphism
A
η(c)−−→ OA(c, π),
such that O is a closure operator, i.e. such that
(iii) O  OO(c, π)
Notice that I shall, abusing the notations, write ⊗ where one should have written
⊗ˆ, i.e. when H(Vi) ∈ aˆr but H(Vi) /∈ ar and where we therefore have to work with
complete tensor products.
To extend this construction to inﬁnite diagrams, we have to sheaﬁfy the O-
construction, obtaining for every ﬁnite diagram c a smaller k-algebra, O(c, π) con-
taining the image of η. This new ring of observables has good functorial properties
and we may easily extend it to inﬁnite diagrams c. The ﬁnal non commutative
structure sheaf Oπ is a certain quotient of this O(−, π), see section (2). We then
proclaim,
Deﬁnitions 2.8 and 2.17. A diagram c of C will be called a prescheme for A, if
η(c) : A −→ O(π, c)
is an isomorphism. If this is the case, (c, A) is called an aﬃne prescheme and we
shall refer to A as the aﬃne ring of this prescheme. The diagram c will be called a
scheme for A, if
η(c) : A −→ Oπ(c)
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is an isomorphism. If this is the case, (c, A) is called an aﬃne scheme and we shall
refer to A as the aﬃne ring of this scheme.
In particular, if c is ﬁnite, the pair,
(iv) (c,OA(c, π))
is, by deﬁnition, an aﬃne (non-commutative) prescheme. Thus, (ii) in the commu-
tative scheme theory, is replaced by (iii) in the general case.
Notice that we are now talking about a scheme for A, not about the scheme for
A. In fact it is easily seen that there may be several usefull schemes for an algebra
A, depending upon what kind of properties of the algebra one would like to study.
Non-commutative algebraic geometry is concerned with these aﬃne schemes,
and their globalizations. The categorical properties of our universe C, replace the
topology and the classical structure sheaf OX is replaced by the Oπ-construction.
As an example, let us consider the 0-dimensional case. If A is a commutative
k-algebra of dimension 0, then A = ⊕ri=1OX,xi where X = Spec(A) = {x1, . . . , xr}.
The coresponding non-commutative situation is the subject of the paper [17]. Let A
be a ﬁnite dimensional k-algebra, k algebraically closed, and V = {Vi} the (ﬁnite)
family of all simple modules. We shall consider each module of this family as a
point, and we shall consider the obvious forgetful functor π : A−mod→ k −mod.
The local ring (or the inﬁnitesimal neighbourhood) of a point Vi of V, the analogue
of the completion OˆX,x of a the local ring OX,x of a closed point x ∈ X = Spec(A),
is the algebra
(v) H(Vi)⊗k Endk(Vi)
where H(Vi) is the hull of the deformation functor DefVi .
The aﬃne ring A is, however, no longer isomorphic to the sum of these local
algebras. Here is where the notion of non-commutative deformations enters. Let
H(V) = (Hi,j) be the hull of the non-commutative deformation functor of the family
V = {Vi}, see [16], then the inﬁnitesimal interactions of the points of V, translates
into the components
(vi) Hi,j(V)⊗k Homk(Vi, Vj), i 	= j
of the ring of observables O(V) := O(V, π), see [16]. There is a natural morphism
of k-algebras,
η : A −→ O(V) := (Hi,j(V)⊗k Homk(Vi, Vj))
which, according to the Generalized Burnside Theorem, is an isomorphism.
This is the Serre theorem, i.e. the analogue of (ii), in the 0-dimensional non-
commutative algebraic geometry. And
(V := {Vi}ri=1, A)
is the corresponding non commutative aﬃne scheme.
Notice that in the construction of H(V) we only use the structure of the abelian
category C (of A-modules) in which we consider our family of objects V. H(V) is
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therefore an invariant of the Morita equivalence class of A. To recover A, i.e. in the
construction of the ring of observables, we must also know the dimensions of the
diﬀerent points Vi of the non-commutative scheme c := V, i.e. we must know the
forgetful functor π. However, as we have shown in [17], H(V) is Morita equivalent
to A!
-Now, to call something a geometry, one should certainly have the possibility of
deﬁning some kind of hierarchy among the geometrical subobjects, something like
a quiver of incidences. Given a geometrical subobject we should at least be able
to decide which points sit on the subvariety. In our case, if c is an aﬃne scheme
for A, the morphisms of c correspond to incidences among the points. Moreover,
as we have seen in the 0-dimensional case discussed above, there may also be some
inﬁnitesimal incidences between the points Vi and Vj , corresponding to a k-basis of
Ext1A(Vi, Vj). And these are essential in the (re)construction of the aﬃne ring of
observables.
-To qualify as a geometry, any model should include a dynamical element, i.e.
either a topology and a diﬀerential structure, including vectorﬁelds, or something
taking its place. This is, in our case, provided by a diﬀerential calculus induced
by the deformation theory, see (2.19) and (2.23), where the basic notions are intro-
duced.
-To be taken seriously, any non-commutative algebraic geometry must certainly
include the classical algebraic geometry as a special case. To see that our model
satisﬁes this condition, let A be a commutative k-algebra. The points of the aﬃne
scheme Spec(A) may be identiﬁed with the members of the family of indecomposible
modules V = {A/p}p∈Spec(A). We shall consider this family of A-modules together
with the obvious canonical morphisms, obtaining a (usually inﬁnite) diagram (really
an ordered set) c = Spec(A), of A-mod. Notice that Spec(A) as a set, contains
the set of closed points, Simp(A), containing the simple A-modules, together with
all the irreducible subvarieties of Spec(A), considered both as points in their own
right, and as deﬁning subschemes, with the corresponding points as their generic
points. This induces a notion of incidence among diﬀerent points in the geometry,
just as we have done above. Recall, however, that in classical scheme theory, a
scheme is the moduli space of its closed points, but not necessarily of the non-
closed points. There is, in fact, a dicotomy between the set of closed points, and
the set of non-closed points, between the scheme and its Hilbert schemes.
In our non-commutative geometry, the general notion of scheme is an interme-
diate version, providing us with a set of points and incidences, such that all points
are on equal footing, see section (2).
These considerations lead us to the diagram of A-modules, Simp∗(A), consisting
of A, the projective generator, and all the simple A-modules, together with the
obvious incidences.
The imbedding of the classical algebraic geometry (deﬁned on an algebraically
closed ﬁeld k), into the proposed non-commutative algebraic geometry, is taken
care of by the following result,
Theorem 3.1. Let A be any commutative k-algebra of ﬁnite type, k algebraically
closed. Then the canonical morphism of k-algebras
η(Simp∗(A), π) : A→ Oπ(Simp∗(A))
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is an isomorphism.
We shall look at invariant theory, in this general setting, and in particular,
we shall see that many problems of moduli in algebra, which cannot be treated
in the classical framework of schemes, or of ringed spaces, have very satisfactory
solutions expressible in the language of this generalized scheme theory, see section
(6). We shall also, see section (2), in relation to the problem of deﬁning quotients
of a space w.r.t. an equivalence relation, discuss the relationship between this non
commutative algebraic geometry, and the non commutative geometry and its espaces
quantiques of Alain Connes, [7]. It is clear that, although the starting point and
the techniques used, are quite diﬀerent, the basic ideas are closely related.
To get a diﬀerent view of what we are after, consider the following:
-Given an algebraic object, say a singularity. We know via deformation theory
what one should mean by its (inﬁnitesimal) deformations. Consider a versal (ﬂat)
family. We are looking for an algebra of operators, called observables, with the
property that the set of simple representations of this algebra is in one-to-one
correspondence with the isomorphism classes of singularities in the given family.
Moreover, this algebra of observables should contain all the information about the
possible deformations, or changes of states, of the algebraic object, including the
abrupt changes observed in families for which some discrete invariant jumps.
-This is analogous to the set-up of quantum theory. Replace the singularity with
the (platonic?) idea of some reality out there, say a fundamental particle, then
the state space of quantum theory is a module, or a representation, of a ring of
generalized coordinate functions, the observables. Notice that if the simple modules
of this ring had all been isomorphic to some ﬁeld of numbers, the observables
would have been provided with deﬁnite values characterizing the possible states of
the fundamental particle, as in classical physics. When, however, the algebra of
observables is non-commutative, all the simple representations may be of inﬁnite
dimensions on the base-ﬁeld. The numerical trick does not function. The only
invariant values of an observable is then the eigenvalues. We are therefore left with
a new quantized description of the space of realities, in which measurement must
be redeﬁned, and time and dynamics rethought.
I hope that the non-commutative algebraic geometry I am proposing may also
contribute to a better understanding of this situation.
1. Homological preparations.
Exts and Hochschild cohomology. Let k be a (usually algebraically closed) ﬁeld,
and let A be a k-algebra. Denote by A-mod the category of right A-modules and
consider the exact forgetful functor
π : A−mod −→ k −mod
Given two A-modules M and N, we shall always use the identiﬁcation
σi : ExtiA(M,N)  HHi(A,Homk(M,N) for i ≥ 0
If L∗ and F∗ are A-free resolutions of M and N respectively, and if an element
ξ ∈ Ext1A(M,N)
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is given in Yoneda form, as
ξ = {ξn} ∈
∏
n
HomA(Ln, Fn−1)
then σ1(ξ) is gotten as follows. Let σ be a k-linear section of the augmentation
morphism
ρ : L0 −→M
and let for every a ∈ A and m ∈M , σ(ma)− σ(m)a = d0(x). Then,
σ1(ξ)(a,m) = −µ(ξ1(x))
where
µ : F0 −→ N
is the augmentation morphism of F∗. Then,
σ1(ξ) ∈ Derk(A,Homk(M,N))
and its class in HH1(A,Homk(M,N)) represents ξ.
Recall the spectral sequence associated to a change of rings. If π : A −→ B
is a surjectiv homomorphism of commutative k-algebras, M a B-module and N an
A-module, then Ext∗A(M,N) is the abuttment of the spectral sequence given by,
Ep,q2 = Ext
p
B(M,Ext
q
A(B,N)).
There is an exact sequence,
0 −→ E1,02 −→ Ext1A(M,N) −→ E0,12 −→ E2,02
Which, for a B-module N, considered as an A-module, implies the exactness of
0 −→ Ext1B(M,N) −→ Ext1A(M,N)
−→ HomB(M,HomB(I/I2, N)) −→ Ext2B(M,N)
where I=ker π. The corresponding exact sequence,
0 → HH1(B,Homk(M,N)) → HH1(A,Homk(M,N))
→ HomA⊗Aop(B,Homk(M,N))
in the non commutative case is induced by the sequence ,
0 → Derk(B,Homk(M,N)) → Derk(A,Homk(M,N))
→ HomA⊗Aop(B,Homk(M,N))
Notice that in general we do not know that the last morphism is surjective. This,
however, is true if B=A/rad(A), where rad(A) is the radical of A, and A is a ﬁnite
dimensional, i.e. an artinian, k-algebra. In this case, B is semisimple and the
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surjectivity above follows from the Wedderburn-Malcev theorem. Notice also that
in the commutative case,
HomA⊗Aop(B,Homk(M,N))  HomB(I/I2, HomB(M,N))
as it must, since for φ ∈ HomB(M,N), a ∈ A, and b ∈ I, ab=ba, and therefore
(aφ)b = φ(ab) = φ(ba) = (φa)(b)
This implies that for B = A/p, M = A/p, N = A/q, where p ⊆ q are (prime) ideals
of A,
Ext1A(A/p, A/q)  HomA(p/p2, A/q)
and, in particular
Ext1A(A/q, A/q)  HomA(q/q2, A/q) = Nq,
the normal bundle of V (q) in Spec(A). If q ⊂ p and q 	= p we ﬁnd,
Ext1A(A/p, A/q)  Ext1A/q(A/p, A/q).
In [12], chapter 1., we considered the cohomology of a category c with values in a
bifunctor, i.e. in a functor deﬁned on the category morc. It is easy to see that this
is an immediate generalization of the projective limit functor and its derivatives,
or, if one likes it better, the obvious generalization of the Hochschild cohomology
of a ring. In fact, for every small category c and for every bifunctor,
G : c× c −→ Ab
contravariant in the ﬁrst variable, and covariant in the second, one obtains a co-
variant functor,
G : morc −→ Ab.
Consider now the complex,
D∗(c,G)
where,
Dp(c,G) =
∏
c0→c1···→cp
G(c0, cp)
where the indices are strings of morphisms ψi : ci → ci+1 in c, and the diﬀerential,
dp : Dp(c,G) −→ Dp+1(c,G)
is deﬁned as usual,
(dpξ)(ψ1, . . . , ψi, ψi+1, . . . , ψp+1) = ψ1ξ(ψ2, . . . , ψp+1)
+
p∑
i=1
(−1)iξ(ψ1, . . . , ψi ◦ ψi+1, . . . , ψp+1) + (−1)p+1ξ(ψ1, . . . , ψp)ψp+1.
As shown in [12], the cohomology of this complex is the higher derivatives of the
projective limit functor lim←−
(∗)
morc
applied to the covariant functor
G : morc −→ Ab.
This is the ”Hochschild” cohomology of the category c, denoted
H∗(c,G) := H∗(D∗(c,G)).
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Example 1.1. Let c be a multiplicative subset of a ring R, considered as a category
with one object, and let R˜ : c×c −→ Ab be the functor, where for ψ ∈ c, R˜(ψ, id) =
ψ∗ is left multiplication by ψ, and where R˜(id, ψ) = ψ∗ is right multiplication by
ψ, then
H0(c, R˜) = {φ ∈ R| φψ = ψφ for all ψ ∈ c},
i.e. the commutant of c in R.
Given a k-algebra A, and consider a subcategory c of the category of right A-
modules. Let π : c→ k −mod be the forgetfulfunctor, and consider the bifunctor,
Homπ : c× c −→ k −mod
deﬁned by
Homπ(Vi, Vj) = Homk(Vi, Vj)
Put,
O0(c, π) := H
0(c,Homπ).
It is clear that O0(c, π) is a k-algebra, and that there is a canonical homomorphism
of k-algebras,
η0(c) : A −→ O0(c, π),
see section 2.
Example 1.2. Let A be a commutative k-algebra of ﬁnite type, k algebraically
closed, and let Spec(A) be the subcategory of A-mod consisting of the modules
A/p, where p runs through Spec(A), the morphisms being only the obvious ones.
It is easy to see that the homomorphism
η(Spec(A), π) : A −→ O0(Spec(A), π)
identiﬁes A/rad(A) with O0(Spec(A), π). If A is reduced we even ﬁnd an isomor-
phism,
η(Simp∗(A), π) : A  O0(Spec(A), π)).
Here Simp∗(A) is the subcategory of A-mod where the objects are A and the
simple A-modules, A/m, and the morphisms are the obvious quotient morphisms
A→ A/m. .
If, however, A is a local k-algebra, essentially of ﬁnite type, say, then this is no
longer true in general.
To remedy this situation we shall in the next paragraph introduce, and study a
generalization O(c, π) of O0(c, π) deﬁned in terms of the non-commutative defor-
mation theory introduced in [16].
The category of A-G-modules.. Let A be any k-algebra and let g : A → A be
an automorphism. Given an A-module Mi, i=1,2 consider an automorphism of
k-modules ∇ig : Mi →Mi, such that for mi ∈Mi and a ∈ A we have,
∇ig(mia) = ∇ig(mi)g(a) for i=1,2
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i.e. such that ∇ig is g-linear. Then there is an automorphism,
θpg := θ
p
g(∇1,∇2) : ExtpA(M1,M2) −→ ExtpA(M1,M2)
induced via the isomorphism,
ExtpA(M1,M2)  HHp(A,Homk(M1,M2))
by the g−1-linear automorphism of bi-modules,
ζg : Homk(M1,M2) −→ Homk(M1,M2)
deﬁned by,
ψ −→ ∇1g ◦ ψ ◦ ∇2g−1 .
Notice that we compose morphisms in the natural order. For a ∈ A we compute,
ζg(g(a)ψ) = ∇1g ◦ g(a)ψ ◦ ∇2g−1 = a(∇1g ◦ ψ ◦ ∇2g−1) = aζg(ψ)
ζg(ψg(a)) = ∇1g ◦ ψg(a) ◦ ∇2g−1 = (∇1g ◦ ψ ◦ ∇2g−1)a = ζg(ψ)a.
This implies that there is an automorphism of Hochschild cohomology,
ζpg : HH
p(A,Homk(M1,M2)) −→ HHp(A,Homk(M1,M2))
deﬁned on cochain form by,
ξp −→ {(a1, a2, . . . , ap) → ∇1g ◦ ξp(g(a1), . . . , g(ap)) ◦ ∇2g−1}.
In particular the automorphism,
ζ1g : Ext
1
A(M1,M2) −→ Ext1A(M1,M2)
is induced by the map
ζ1g : Derk(A,Homk(M1,M2)) −→ Derk(A,Homk(M1,M2))
deﬁned by
ζ1g (δ)(a) = ∇1g ◦ δ(g(a)) ◦ ∇2g−1 .
When p ⊆ A is a g-invariant ideal of A contained in the annihilator of M2, we know
that the restriction of the derivations of Derk(A,Homk(M1,M2)) to p induces an
isomorphism,
HomA(p/p
2, HomA(A/p,M2))  Ext1A(A/p,M2)
such that the automorphism ζ1g takes the form,
ζ1g (ψ)(x) = ∇2g−1(ψ(gx)) for x ∈ p/p2.
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Suppose ξ ∈ Ext1A(M1,M2) is represented by the exact sequence of A-modules,
(∗) 0 −→M2 −→ E −→M1 −→ 0
Since the g-linear automorphisms ∇ig : Mi →Mi correspond to an A-linear isomor-
phism,
∇ig : Mi →Mi ⊗g−1 A
we deduce from (∗) the exact sequence of A-modules,
(∗∗) 0 −→M2 ⊗g−1 A −→ E ⊗g−1 A −→M1 ⊗g−1 A −→ 0
which represents the element ζ1g (ξ) ∈ Ext1A(M1,M2). The ζ1g -invariant elements ξ
of Ext1A(M1,M2) therefore corresponds to the extensions (∗) for which there exists
an isomorphism
(∗ ∗ ∗) ∇g : E −→ E ⊗g−1 A
compatible with the ∇ig, for i=1,2. Another way of viewing this is to look at
ζ1g (ξ)− ξ as an obstruction for the existence of such an isomorphism (∗∗).
Given one ∇g : E −→ E⊗g−1 A compatible with the ∇ig, another ∇g‘ will diﬀer
from the ﬁrst one by the composition Γg of the homomorphism E −→M1 and some
A-linear map α : M1 →M2⊗g−1 A, and any such Γg added to (∗ ∗ ∗), will again be
compatible with the ∇ig, for i=1,2. In the category of (A-g)-modules, we therefore
ﬁnd,
Ext1A−g(M1,M2)  Ext1A(M1,M2)ζg ⊕HomA(M1,M2 ⊗g−1 A)/ ∼
The equivalence ∼ identiﬁes (E‘,∇g‘) and (E“,∇g“) if there exists an isomorphism
of extensions ζ : E  E“ compatible with the ∇‘s. Since
∇2g : HomA(M1,M2)  HomA(M1,M2 ⊗g−1 A)
the equivalence relation ∼ is trivial.
Now, suppose G is a group acting on the k-algebra A, i.e. suppose there exists
a homomorphism of groups,
ρ : G −→ Autk(A).
Consider A-modules Mi, i=1,2, with G-actions compatible with ρ, i.e. homomor-
phisms
∇i : G −→ Autk(Mi)
such that for g ∈ G , mi ∈Mi, and a ∈ A,
∇ig(mia) = ∇ig(mi)g(a) for i=1,2
where we denote by g(a) the action of ρ(g) on a ∈ A.
       
NONCOMMUTATIVE ALGEBRAIC GEOMETRY II 11
Given an invariant ξ ∈ Ext1A(M1,M2) under the action of the group G, as
explained above, there exists for every g ∈ G an isomorphism
∇g : E −→ E ⊗g−1 A
Since
(E ⊗g−11 A)⊗g−12 A = E ⊗(g1g2)−1 A
we ﬁnd an obstruction for the existence of a homomorphism of groups,
∇ : G −→ Autk(E)
compatible with the ∇i‘s which is a 2-cocycle of G with values in the G-bimodule
HomA(M1,M2),
(g1, g2) −→ (∇g1 ◦ ∇g2 −∇g1g2).
When the corresponding 2-class,
σξ ∈ H2(G,HomA(M1,M2))
vanish, there exists a ∇ and the set of such will be a torsor under
H1(G,HomA(M1,M2))
.
Proposition 1.3. Suppose Hi(G,HomA(M1,M2)) = 0 for i=1,2, then,
Ext1A−G(M1,M2)  Ext1A(M1,M2)G.
Notice that a 1-coboundary of the form
g −→ (gα− α)
corresponds to an automorphism θα : E −→ E inducing an automorphism of
(E,∇g).
The category of A- g-modules. Suppose
ρ : g −→ Derk(A)
is a k-Lie homomorphism, e.g. a Lie-Cartan pair. We shall treat this as the tangent
map of a Lie-group action ρ studied in the previous section. Let Mi, i=1,2 be A-
modules with g-integrabel connections
∇i : g −→ Endk(Mi),
and consider for every δ ∈ g and every ψ ∈ Homk(M1,M2) the map
δ −→ ∇1δψ − ψ∇2δ
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This deﬁnes a Lie algebra homomorphism,
ρ : g −→ Endk(Homk(M1,M2))
such that, if ρ is a Lie-Cartan pair, ρ(δa) = aρ(δ)− ρ(δ)a.
Let D ∈ Derk(A,Homk(M1,M2)), then the map
a −→ ∇δ(D)(a) := D(δ(a)) +∇1δD(a)−D(a)∇2δ
is a derivation, and we obtain a connection
∇ : g −→ Endk(Ext1A(M1,M2))
As above, every ξ ∈ Ext1A(M1,M2)g is associated to an obstruction,
σ(ξ) ∈ H2(g, Homk(M1,M2))
which vanish if and only if there exists an integrabel connection on the middle term
E of the exact sequence representing ξ,
0 −→M2 −→ E −→M1 −→ 0
compatible with the connections ∇i on Mi. The set of isomorphism classes of such
(ξ,∇) is then a torsor under
H1(g, HomA(M1,M2))
Proposition 1.4. Suppose
Hi(g, HomA(M1,M2)) = 0 for i=1.2
then,
Ext1A−g(M1,M2) = Ext
1
A(M1,M2)
g
2.Non-commutative schemes.
Trivializations and observables.. Let C be any abelian category with Massey
products. The last proviso is satisﬁed if C has enough projectives, but there are
other cases where Massey products exist even though projectives are scarce. See
[13] and [30] for an exposition of the Massey product structure in the category of
all OX -modules for X a scheme deﬁned on some ﬁeld k. Let c ⊆ C be a diagram.
Assume there exists an exact and faithfull functor
π : c −→ k −mod.
Deﬁnition 2.1. Any such functor π will be called a trivialization of c.
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Example 2.2. The obvious example of this set up is the following: Let A be any
k-algebra, k a ﬁeld, put C = A−mod and let
π : A−mod −→ k −mod.
be the forgetful functor. Then π will be a trivialization for any diagram
c ⊆ C = A−mod.
Unless we speciﬁcally mention another choice of trivialization, this is the one we
shall use in the sequel.
Fix the trivialization π of c ⊆ C, and consider the k-algebra
O0(c, π) := H
0(c,Homπ)
deﬁned in (1). Recall that
Homπ : mor c −→ k −mod.
is the functor deﬁned by
Homπ(ψ) = Homk(π(c1), π(c2))
for ψ : c1 → c2 in c.
Deﬁnition 2.3. O0 := O0(c, π) is the k-algebra of immediate observables
It is clear that O0 acts on each object π(c) ∈ k −mod, c ∈ ob c, in the sense
that there is a canonical k-algebra homomorphism
O0 −→ Endk(π(c))
such that the image diagram
im π|c ⊆ k −mod
becomes a diagram of O0 -representations.
In the example above, we obtain for every diagram c ⊆ A − mod, a k-algebra
O0(c, π) acting on every A-module in c such that c becomes a diagram of O0(c, π)-
modules. Moreover there is a canonical homomorphism of k-algebras
η0 : A −→ O0(c, π)
which is, in an obvious sense, a universal ”extension” of the algebra A, with respect
to the diagram c. Since we have,
c ⊆ O0 −mod
and since the trivialization π induces a trivialization,
π0 : O0 −mod −→ k −mod
we may repeat the construction of trivial observables. We obtain,
O0(c, π0) = O0(c, π) = O0
This implies that the operation of constructing trivial observables, is a closure
operation.
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Example 2.4. Consider any reduced commutative k-algebra A of ﬁnite type. Re-
call from (1.2) that if c = Spec(A), or if c = Simp∗(A) then
η0 : A −→ O0(c, π)
is an isomorphism, provided k is algebraically closed. Denote by Ind(A) the full
subcategory of A-mod deﬁned by the indecomposible modules and let Prim(A)
denote the subdiagram of Ind(A) composed by the A-modules of the form A/q,
where q is a primary ideal, and where the morphisms are the obvious ones. It is
easy to see that the canonical homomorphism
η0 : A −→ O0(Prim(A), π)
is an isomorphism when A is reduced. However, this is not true in general, just
look at the case A = k[], where
O0(Prim(A), π) 
(
k k
0 k
)
.
Notice that there is a generalized Zariski topology on Prim(A), due to Jacobson,
deﬁned as follows. Let a ∈ A and consider the full subdiagram D(a) of Prim(A)
deﬁned by the objects V for which a is not a zerodivisor. Obviously D(a)∩D(b) =
D(ab) and D(a) is simply the localization of Prim(A) at {a}. There are canonical
isomorphisms
O0(D(a), π)  A(a) = OS(D(a)|Spec(A))
where S is the aﬃne scheme Spec(A), and where OS is the structure sheaf. This
shows that there exists a ringed space (Prim(A), OP ), and a continous map
S = Spec(A) −→ Prim(A) = P
inducing isomorphisms of the structure sheaves
OS  OP .
The problem with Prim(A) is that it is too big, that the topology is too coarse, and
that it has some unsatisfactory functorial properties. On the other hand, Spec(A)
and Simp∗(A) seem to be too small since the trivial observables for Spec(A) kills
the nilpotents of A, even for ﬁnite type k-algebras, and η0 : A→ O0(Simp∗(A), π)
is far from an isomorphism when A is local.
These problems stem from the trivial nature of the trivial observables. In the
construction of O0, we use only the trivial categorical structure of A-mod, restricted
to c. To get to the goal, we have to take into account the inﬁnitesimal structure
of the category A-mod, i.e. the abelian structure of A-mod, and, in particular, the
family of multiple extensions of the objects of c.
The goal is to construct, for every diagram c, an extension of O0(c, π), which we
shall denote Oπ(c), and canonical homomorphisms
A
η−→ Oπ(c) ρ−→ O0(c, π)
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extending η0. We shall show that Oπ, has good functorial properties, mimicking the
notion of structure sheaf in commutative algebra, and providing us with a gener-
alized, non-commutative, algebraic geometry. We shall be guided by the principles
of the main Introduction.
So consider a diagram c in C = A −mod, together with the forgetfull functor
π. Assume ﬁrst that c is ﬁnite. Let |c| = {Vi}ri=1, be the family of objects,
and construct the non-commutative formal moduli H(|c|) = (Hi,j) as in [16]. Let
V˜ = (Hi,j ⊗ Vj) be the versal family and consider the k-algebra
O(|c|, π) := EndH(V˜ ) = (Hi,j ⊗Homk(Vi, Vj))
and the k-algebra homomorphism,
η(|c|) : A −→ O(|c|, π)
deﬁned by the action of A on V˜ , which, by construction, commutes with the action
of H(|c|).
Recall that the non commutative formal moduli is unique up to isomorphisms,
and that having ﬁxed a versal family, as a deformation, the action of A on V˜ is
unique up to isomorphisms. This means that for any other homomorphism
η(|c|)‘ : A −→ O(|c|, π)
deﬁning the same deformation, there exists an automorphism
ω ∈ (Hi,j ⊗Homk(Vi, Vj))
such that
η(|c|)‘ = ω η(|c|) ω−1.
Notice that ω, as an element of O(|c|, π), is a unit.
Recall also that, for an artinian algebra A, and for the family V of all the simple
A-modules η(V) is an isomorphism, (In the preprint [18] O(|c|, π) was denoted
A(V)).
Notice that, by deﬁnition of the terms, there is a unique morphism of k-algebras,
ρ0 : O(|c|, π) −→ O0(|c|, π)
which, together with η and η0 form a commutative diagram. Therefore |c| is, in an
obvious sense, a family of O(|c|, π)-modules. Notice also that if c1 ⊆ c2, there exist
a canonical surjective homomorphism
H(|c2|) −→ H(|c1|).
induced by the functors,
ar1 → ar2 → ar1
where ri, i = 1, 2, is the number of objects in ci. At the tangent level this morphism
corresponds to the inclusion,
(Ext1A(Vi, Vj))i,j=1,..,r1 ⊆ (Ext1A(Vi, Vj))i,j=1,..,r2 .
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Beware, in general, this k-algebra homomorphism admits no sections!
If c is inﬁnite we put
O(|c|, π) = lim←−
c0⊆c
O(|c0|, π)
where c0 runs through all ﬁnite subdiagrams of c. The k-algebra we are heading for
is now a subquotient of O(|c|, π), singled out by the π− incidences of our geometry,
i.e. by the morphisms
φi,j : Vi → Vj
of our diagram.
Let Γ(c) be the quiver corresponding to c, i.e. with set of nodes equal to the set
of objects of c, and with arrows corresponding to the morphisms φi,j of c. Notice
that c is a diagram of C not a subcategory, therefore we do not require that the
identities of the objects be morphisms of c. Corresponding to Γ(c) there is the
universal k-algebra k[Γ(c)], and corresponding to a component Γp(c) of Γ(c), there
is a subdiagram c(p) of c.
Assume ﬁrst that c is ﬁnite, and assume that Γ(c) (or c) is connected. Put r =
number of elements in c. Consider the obvious representation of k[Γ(c)] on V :=
⊕ri=1Vi. The image of k[Γ(c)] in EndA(⊕ri=1Vi) is the k-algebra end(c) generated
by the morphisms of c. Now V = ⊕ri=1Vi is an k[Γ(c)] ⊗ A- module, and as such
an A-module, as well as a k[Γ(c)]-module. We may consider the ordinary (non-
commutative) deformation functors of this module. Let the formal moduli, the
prorepresenting hulls of these functors be, H(c), H(V) respectively HΓ(V ). There
is a (non unique) natural morphism,
h(1) : HΓ(V ) → H(c).
Let H(c)0 be the k[Γ]⊗k A-modular substratum of H(c), see e.g. [15], and consider
the obvious composition
h(2) : HΓ(V ) → H(c)0.
Recall that the modular, or prorepresentable, substratum H(c)0 of H(c) is the
candidate for the completed local ring of the (usually non-existing) moduli scheme
for A⊗ k[Γ]-modules at the point corresponding to V. It is the unique substratum,
i.e. quotient, of the formal moduli H(c) such that the composition
Mor(H(c)0,−) →Mor(H(c),−) → DefV
is injectiv. There is a universal deformation of V to H(c)0, i.e. an action of k[Γ]⊗kA
on H(c)0 ⊗ V , uniquely inducing all other modular deformations.
Another characterization of the modular stratum is that it is the unique maximal
quotient of the formal moduli on which the Kodaira-Spencer morphism
Derk(H(c)0) → Ext1A⊗k[Γ](H(c)0 ⊗ V,H(c)0 ⊗ V )
is injectiv, see ([15], Chapter 2.).
Finally, let Hp(c) be the cokernel of the morphism h(p), for p = 0, 1. This is
an (up to isomorphisms) unique common quotient of H(V ) and H(c). Moreover,
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since the k[Γ]-action on H0(c)⊗ V induced by the universal action of k[Γ]⊗k A on
H(c)0 ⊗ V , by construction, corresponds to the trivial morphism,
HΓ(V ) → k → H0(c),
there exists an isomorphism class of universal actions of k[Γ] ⊗k A on H0(c) ⊗ V ,
containing at least one action
η0(c) : k[Γ]⊗k A→ EndH(c)0(H(c)0 ⊗ V ) = (H(c)0 ⊗Homk(Vi, Vj))
for which the induced Γ-action is the trivial one. Denote by η0(V ) the A-action on
H0(c)⊗ V , induced by η0(c).
Now, given any deformation ξS of V to some k-algebra S ∈ aˆ1, denote by m the
maximal ideal of S. Let S˜ be the r-pointed matrix k-algebra (S˜i,j) where S˜i,i = S,
on the diagonal, and S˜i,j = m at the other places, i.e. for i 	= j. Clearly S˜ is in aˆr,
and the i-th. line of the matrix (S˜i,j ⊗ Vj) is
(m⊗ V1)⊕ · · · ⊕ (S ⊗ Vi)⊕ · · · ⊕ (m⊗ Vr) ⊆ H(V )⊗ V.
Let vi ∈ Vi, and a ∈ A. The component of (1 ⊗ vi)a in S ⊗ Vj for i 	= j sits in
m⊗ Vj . This shows that A acts on each line of the matrix (S˜i,j ⊗ Vj), commuting
with the left action of (S˜i,j), implying that (S˜i,j ⊗ Vj) is, in a natural way, a non-
commutative deformation of the family of right A-modules |c|, to S˜. Therefore
there is a morphism,
ιS : H(|c|) −→ S˜
compatible with the speciﬁed deformations of right A-modules. This induces a
morphism of k-algebras,
(Hi,j ⊗Homk(Vi, Vj)) −→ (S˜i,j ⊗Homk(Vi, Vj)).
Since the right hand side k-algebra is a subalgebra of
EndS(S ⊗ (⊕ri=1Vi)) = (S ⊗Homk(Vi, Vj)),
we obtain a homomorphism of k-algebras,
κS : (Hi,j ⊗Homk(Vi, Vj)) −→ (S ⊗Homk(Vi, Vj)).
such that the action η(|c|) is mapped to the A-action on S ⊗ (⊕ri=1Vi) deﬁning the
deformation ξS . In particular, for the versal deformation of V to H(V ), and for the
versal A-action on H(V )⊗ (⊕ri=1Vi), there is a homomorphism of k-algebras,
κH(V ) : (Hi,j ⊗Homk(Vi, Vj)) −→ (H(V )⊗Homk(Vi, Vj))
compatible with the actions. By construction of the terms involved, it is clear that
κH(V ) is injective, and that H(V ) is generated by the images of the components
ιi,j : Hi,j → H(V ) of ιH(V ). Therefore we have the adjunction relation,
Morar (H(|c|), S˜) Mora1(H(V ), S).
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Use this for the versal k[Γ] ⊗ A-action on Hp(c) ⊗ V , and the corresponding
A-action ηp(V ). There exists an isomorphism
ω ∈ AutHp(c)(Hp(c)⊗ (⊕ri=1Vi)) ⊆ (Hp(c)⊗Homk(Vi, Vj)),
such that κHp(c), composed with the inner automorphism ω − ω−1 of (Hp(c) ⊗
Homk(Vi, Vj)), is consistent with the actions η(|c|) and ηp(V ). Call the composition
κp. Notice that, since the action ηp(c), in general, is not unique, and since there is
a choice of ω, κp is far from unique.
Now, depending on the choice of p = 1, 2, we deﬁne,
Deﬁnition 2.5. The k-algebra of preobservables O(c, π) of the ﬁnite diagram c, is
the subalgebra of (Hi,j(|c|)⊗Homπ(Vi, Vj)) commuting, via κS , with the induced
actions of k[Γ(c)] in the k[Γ] ⊗k A-module (S ⊗Homk(Vi, Vj)) for all quotients S
of Hp(c).
Clearly, the morphism,
(5) η(|c|) : A −→ (Hi,j ⊗Homπ(Vi, Vj))
induces a natural homomorphism of k-algebras,
(6) η(c, π) : A −→ O(c, π)
Moreover, this construction is, up to isomorphisms, independent upon the choices
made. In fact, the versal non-commutative deformation on (Hi,j(|c|)⊗Vj) is unique
up to isomorphisms. The choice of an A-action corresponds to the choice of a ho-
momorphism η(|c|). As we have seen, two such are related via an interior automor-
phism of (Hi,j(|c|)⊗Homπ(Vi, Vj)).
Since the deﬁnition above is equivalent to the following,
Deﬁnition 2.5, bis. The k-algebra of preobservables O(c, π) of the ﬁnite diagram
c, is the subalgebra of
(Hi,j(|c|)⊗Homπ(Vi, Vj))
commuting, via the morphism,
κS : (Hi,j(|c|)⊗Homπ(Vi, Vj)) → (S ⊗Homk(Vi, Vj)),
induced by any surjectiv k-algebra homomorphism
Hp(c) −→ S,
with all the liftings to S of all the A-module endomorphisms φi,j of V deﬁned by
the morphisms of the diagram c.
-it is clear that O(c, π) and η(c, π) are uniquely deﬁned, up to isomorphisms.
Remark 2.6. (a): The deﬁnition of Hp(c), p = 0, 1, are just some possible choices
of a functorial quotient of H(c). We might just have picked the residue ﬁeld. And
we might have considered all morphisms Hp(c) → S, not only the surjectives. This
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would have led to a functor in the k-algebra A. The above deﬁnition seems, however,
to be the most natural, extending classical constructions, and leading to an, up to
isomorphisms, unique k-algebra O(c, π). It is easy to see that the tangent space of
H(c) is,
Ext1A⊗kk[Γ](V, V ) ⊆ Ext1A(V, V )Γ ⊕ Ext1k[Γ](V, V )A
given in terms of a well known spectral sequence. From this follows that the tangent
space of H1(c) is a sub k-vectorspace of
Ext1A(V, V )
Γ = (Ext1A(Vi, Vj))
end(c),
and that the tangent space of H0(c) is a sub k-vectorspace of
(Ext1A(V, V )
Γ)EndA⊗kk[Γ](V ).
Compare with [16].
(b): Let
(7) φi,j : Vi −→ Vj
be a morphism of c. Denote by {φ} the subdiagram of C deﬁned by (7), and let
{Vi}, resp. {Vj} be the subdiagrams deﬁned by each one of the modules. Put,
H(|{φ}|) = (Hp,q), p, q ∈ {i, j}.
Since the formal moduli of the A-module Vl, in the non-commutative sense, i.e.
the hull H(Vl) of DefVl is equal to H({Vl}), it follows that there are canonical
surjective homomorphisms
Hl,l −→ H(Vl), l = i, j.
Now, the morphism φi,j induces maps
Hi,j −→ Hl,l, l = i, j
These are, respectively, left and right linear on Hl,l, for l=i,j. Both morhisms are
deﬁned in terms of Massey products with φi,j , see [13,16,17]. Moreover, it follows
from the construction of [13], properly generalized to the non-commutative case,
that the formal moduli for the morphism φi,j , in the sense of [12] is
(8) H(φi,j) mapping onto H(Vi)⊗Hi,j H(Vj)
In particular, there exists a universal lifting of φi,j ,
(9) φ˜i,j : H(φi,j)⊗ Vi −→ H(φi,j)⊗ Vj
and morphisms,
(10) ιl : H(Vl)⊗ Endπ(Vl) −→ H(φi,j)⊗ Endπ(Vl), l = i, j.
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which induce morphisms,
(11) νl : H(Vl)⊗ Endπ(Vl) −→ H(φi,j)⊗Homπ(Vi, Vj), l = i, j.
To compute the k-algebra of (pre)observables for the diagram {φ} we must consider
the quiver of the diagram. It looks like,
Γ({φ}) : ◦ ◦γ    ,
Clearly,
|{φ}| = {Vi, Vj}
and the formal moduli of this family of A-modules has the form,
H(|{φ}|) =
(
Hi,i Hi,j
Hj,i Hj,j
)
.
The tangent space of H(|{φ}|) looks like
(radH/rad2H)∗ =
(
Ext1A(Vi, Vi) Ext
1
A(Vi, Vj)
Ext1A(Vj , Vi) Ext
1
A(Vj , Vj)
)
Consider now the sum of the modules V = Vi ⊕ Vj and the action of Γ on V .
Obviously k[Γ]  k[γ], the k-algebra of polynomials in one variable, acts by sending
γ to the endomorphism φ ∈ Homk(Vi, Vj) ⊆ Endk(V ). Since the k-algebra k[γ] is
free, the d2 of the spectral sequence refered to above vanishes, and we ﬁnd that the
tangent space of the formal moduli H({φ}) of V , considered as an k[Γ]⊗A-module
is,
Ext1A⊗k[Γ](V, V ) = {(ξii, ξjj) ∈ Ext1A(Vi, Vi)× Ext1A(Vj , Vj)|φ∗ξii = φ∗ξjj}
⊕ Ext1A(Vi, Vj)⊕ {ξji ∈ Ext1A(Vj , Vi)|φ∗ξji = φ∗ξji = 0}
⊕ {HomA(Vi, Vi)⊕HomA(Vj , Vj)}/{φ∗(µij)− φ∗(µij)}
⊕HomA(Vi, Vj)/{im{φ∗, imφ∗} ⊕HomA(Vj , Vi)}
= Ext1A(V, V )
φ ⊕ Ext1k[Γ](V, V )A
Consequently the tangent space of H1({φ}) is,
Ext1A(V, V )
φ.
and the tanget space of H0({φ}) is,
(Ext1A(V, V )
φ)EndA⊗kk[Γ](V ).
Moreover the tangent space of H(Vi)⊗Hi,j H(Vj) is
{(ξii, ξjj) ∈ Ext1A(Vi, Vi)× Ext1A(Vj , Vj)| φ∗ξii = φ∗ξjj}.
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The morphism
H(|{φ}|) −→ H˜p({φ}), p = 0, 1,
is easily unraveled using (9, 10, and 11) above. The corresponding homomorphism
of k-algebras, mapping the matrix k-algebra,
(12)
(
Hi,i ⊗Homk(Vi, Vi) Hi,j ⊗Homk(Vi, Vj)
Hj,i ⊗Homk(Vj , Vi) Hj,j ⊗Homk(Vj , Vj)
)
into the k-algebra,
(13)
(
Hp(c)⊗Homk(Vi, Vi) Hp(c)⊗Homk(Vi, Vj)
Hp(c)⊗Homk(Vj , Vi) Hp(c)⊗Homk(Vj , Vj)
)
is therefore reasonnably easy to compute. The versal lifting Φi,j of φi,j to Hp(c), i.e.
the action of γ ∈ Γ on Hp(c)⊗ V , is an element of the last k-algebra (13), and the
k-algebra of (pre)observables O({φ}, π) is thus the subalgebra of those elements of
(12) whose images in (13) commute with all Φi,j in (13). In particular the elements
α ∈ O({φ}, π) satisfy the condition,
(Di,j) Φi,j ◦ αj,j = αi,i ◦ Φi,j
see [18].
(c): Consider the special case of (b), where A is a ﬁnite type k-algebra, and
φ : A→ k(x) is the canonical homomorphism of A onto its closed point k(x). The
tangent space of H(|c|) is
(radH/rad2H)∗ =
(
0 0
Ext1A(k,A) Ext
1
A(k, k)
)
and the tangent space of Hp(c) looks like
(radHp/rad
2Hp)
∗ =
(
0 0
Ext1A(k,A)
φ Ext1A(k, k)
)
, for p = 0, 1,
where Ext1A(k,A)
φ is the kernel of φ∗ : Ext1A(k,A) → Ext1A(k, k). The morphism
O(|{φ}|, π) →
(
Hp(c)⊗k Endk(A) Hp(c)⊗k Homk(A, k)
Hp(c)⊗k Homk(k,A) Hp(c)
)
maps an element
α =
(
α1,1 0
α2,1 α2,2
)
∈ O(|{φ}|, π)
to an element of the same form,
α˜ =
(
α1,1 0
α˜2,1 α2,2
)
∈
(
Hp(c)⊗k Endk(A) Hp(c)⊗k Homk(A, k)
Hp(c)⊗k Homk(k,A) Hp(c)
)
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Moreover a versal lifting of φ1,2 has the form,
Φ =
(
0 Φ1,2
Φ2,1 Φ2,2
)
∈
(
Hp(c)⊗k Endk(A) Hp(c)⊗k Homk(A, k)
Hp(c)⊗k Homk(k,A) Hp(c)
)
Suppose now that,
Φα˜ = α˜Φ
then, in particular,
Φ1,2α˜2,1 = 0,
which implies that α˜2,1 = 0, and then
Φ1,2α2,2 = α1,1Φ1,2.
Since α2,2 =: αx ∈ H2,2 = Aˆ{x} is the obvious multiplication endomorphism, and
since Φ1,2 reduces to the obvious completion map, ρx : A → H2,2 = Aˆ{x} we ﬁnd
that the conditions on α are,
(14) α˜2,1 = 0, α1,1ρx = ρxαx
for some αx ∈ Aˆ{x}, together with the condition
(15) Φ2,1α1,1 = αxΦ2,1.
O is a closure operation. The most important property of the O-construction is
a kind of functoriality (up to isomorphisms) and the closure property, given by the
following result:
Theorem 2.7. Let ψ : A→ B be a k-algebra homomorphism, and let c be a ﬁnite
diagram of B-modules. Consider the O-constructions, OA(c, π), resp.OB(c, π).
a. Assume the natural morphism,
ψ∗ : HA(c) → HBp (c)
induces a surjectiv homomorphism
ψ∗p : H
A
p (c) → HBp (c).
Then there exists an, up to isomorphisms, unique extension of ψ, i.e. a commutative
diagram,
A B
OA(c, π) OB(c, π)
ψ   
ηA

ηB

O(ψ)
  
b. There is a natural isomorphism,
O(ηA) : O
A(c, π) → OOA(c, π)
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implying that the O-construction is a closure operation, for p = 0, 1.
Proof. Let the non commutative formal moduli of the family of B-modules {Vi} =
|c|, considered as A-and B-modules be HA resp. HB . Since the versal family of B-
modules (HBi,j ⊗Vj) is also a family of A-modules, there is a morphism, HA → HB
inducing the morphism of families of A-modules, (HAi,j⊗Vj) → (HBi,j⊗Vj) consistent
with the induced A-module structure on the latter.
In the same way we ﬁnd that there exists a morphism of the formal moduli
HA(c) −→ HB(c)
of V = ⊕ri=1Vi as a k[Γ(c)]⊗A-module, resp. a k[Γ(c)]⊗B-module, consistent with
the families. By assumption the above homomorphism induces a surjection
ψ∗p : H
A
p (c) −→ HBp (c)
By deﬁnition of O, we have a commutative diagram,
A OA(c, π) EndHA(H
A
i,j ⊗ Vj) (HAp (c)⊗Homk(Vi, Vj))
B OB(c, π) EndHB (H
B
i,j ⊗ Vj) (HBp (c)⊗Homk(Vi, Vj)).
ψ

  
O(ψ)
 
 
 
 
o   

  

    o      
where, OA(c, π) and OB(c, π) are the commutants of the actions of k[Γ(c)]
in S ⊗ Homk(Vi, Vj)), for all quotients S of (HAp (c) respectively of (HBp (c). The
surjectivity of ψ∗p, together with the commutativity of the diagram deﬁnes the mor-
phism O(ψ), and proves (a).
To prove (b), we just have to observe that OA acts on the HA-family (HAi,j⊗Vj),
consistent with the action of A via ηA, and that k[Γ(c)]⊗O acts on the HAp (c)-family
(HAp (c)⊗ V ) consistent with the A-action via the obvious composition,
ηp(V ) : A −→ (HAp (c)⊗Homk(Vi, Vj).
Therefore there must exist morphisms,(
HO
A
i,j
)
µ−→ (HAi,j)
HO
A
(c)
µ(c)−−→ HAp (c)
consistent with the obvious families. Moreover the composed morphisms(
HAi,j
)→ (HOAi,j ) µ−→ (HAi,j)
HA(c) → HOA(c) µp−→ HAp (c)
must be surjections inducing injections on the tangent spaces. It is easy to see that
µ(c) induces a surjective homomorphism,
HO
A
1 (c)
µ0−→ HA1 (c).
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In fact, consider the diagram,
Mor(HA0 (c),−) Mor(HO(c),−) Mor(HA(c),−)
DefA−ΓV Def
O−Γ
V Def
A−Γ
V
α
RRRRRRRRRRRR 
  

  

       
β
  
Deﬁne α by the coposition, i.e. by simply considering the canonical k[Γ] ⊗ O-
structure on HA0 (c) ⊗ V , and tensorization. Since the composition of α and β is
injective, α is injective. But this implies, by deﬁnition and by the the unicity of
the modular substratum, that the surjective homomorphism
µ0 : H
O(c) −→ HA0 (c)
induces a surjective homomorphisms,
µ0(c) : H
O(c)0 −→ HA0 (c).
and therefore also a surjection,
µ0 : H
O
0 (c) −→ HA0 (c).
Consider now the commutative diagram,
A (HAi,j ⊗Homk(Vi, Vj)) (HAp (c)⊗Homk(Vi, Vj))
O(c, π) (HOi,j ⊗Homk(Vi, Vj)) (HOp (c)⊗Homk(Vi, Vj)).
η

     
     
µ
OO
µp
OO
Since µp is consistent with the actions of k[Γ], we obtain a cosection
µ : OO(c, π) −→ OA(c, π)
of the morphism
η1 : O
A(c, π) −→ OO(c, π).
Now use (a) for the case ψ = µ, we obtain a commutative diagram,
OO(c, π) OA(c, π)
OO
O
(c, π) OO(c, π)
µ   
η2

η1

O(µ)
  
Since, by construction, the composition η2 ◦ O(µ) is an isomorphism, µ must be
injective, therefore an isomorphism, proving (b).  
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Non-commutative schemes.
Deﬁnition 2.8. Let A be any k-algebra. A ﬁnite diagram c of A-modules is called
a prescheme for A, if the morphism
η(c, π) : A −→ O(c, π)
is an isomorphism. In this case we shall refer to A as the aﬃne k-algebra of c.
Notice that we have two diﬀerent O-constructions, O(p), depending on the choice
of Hp(c), for p = 0, 1. Since H1(c) → H0(c) is surjectiv, it is clear that
O(1) ⊆ O(0).
We shall, for reasons to be explained later, choose ﬁrst to work with O(0).
Corollary 2.9. Any ﬁnite diagram of right A-modules, c, is a prescheme for
OA(c, π). In particular, if c is a diagram of k-vector spaces, then c is a diagram of
right modules over A = Ok(c, π) = O0(c, π), and, as such, a prescheme for A.
Proof. This follows from the isomorphism
O(ηA) : O
A(c, π) → OOA(c, π)
of (2.7).  
Example 2.10. According to the Generalized Burnside Theorem, if A is any ﬁnite
dimensional k-algebra, k algebraically closed, the family of simple A-modules V
form a (0-dimensional) prescheme for A. In particular, if Λ is a ﬁnite partially
ordered set, then the set of nodes of Λ, considered as the set of simple k[Λ]-modules,
is a scheme for k[Λ].
Example 2.11. (a): Consider the following trivial example where A=k is a ﬁeld,
V1 = k
2 and V2 = k, and c is given by the diagram of right-modules,
V1 V2
φ   
where φ is the second projection. Obviously all Ext‘s vanish, so that
H(|c|) =
(
k 0
0 k
)
(Hi,j ⊗ Vj) =
(
V1 0
0 V2
)
Moreover H0(c) = k, and the maximal ideal m ⊂ H0(c) is zero. Therefore,
H¯0(c) =
(
k 0
0 k
)
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and
(H¯0(c)i,j ⊗ Vj) =
(
V1 0
0 V2
)
Therefore O(c, π) is the commutant algebra of the subalgebra,
end(c) ⊆
(
Homk(V1, V1) Homk(V1, V2)
Homk(V2, V1) Homk(V2, V2)
)
generated by φ, in the sub k-algebra,(
Homk(V1, V1) 0
0 Homk(V2, V2)
)
which is easily seen to be equal to,
O0(c, π) =
(
k 0
k k
)
Now it is equally easy to see that V1 identiﬁes with the second line of
O(c, π) =
(
k 0
k k
)
as a right O(c, π)-module, and is therefore projective, and that V2 identiﬁes with
the second simple module of O(c, π). Trivial calculation gives that
Ext1O(Vi, Vj) = 0, ∀i, j.
Put O := O(c, π). If we consider c as a diagram of O-modules, and repeat the
O-construction, we therefore obtain OO =: O(2)(c, π) = O(c, π), implying that the
diagram c is a prescheme for O, as it must be, see (2.9). Since the O(c, π) we have
found above is the algebra of the (A1) diagram,
◦1 ◦2oo
we ﬁnd that as O-modules, the discrete diagram V = {k(1), k(2)} consisting of the
two simple O-modules is also a prescheme for O. Notice, however, that as family
of k-vector spaces V is a prescheme for k2.
Example 2.12. That the claim of the Corollary (2.9) is not obvious, is seen by
classifying the simple schemes of the form,
Γ =
◦
 φ
oo
Let c = {φ : V → V } be a diagram of k-vector spaces. Assume dimkV = 3, then
according to the Jordan decomposition of φ, we obtain the following k-algebras
A = O(c, π) with c as aﬃne scheme,
(1) φ has 3 diﬀerent eigenvalus, then A = k3
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(2) φ has only two diﬀerent eigenvalus, then A = k×Endk(k2) or A = k× k[]
(3) φ has all eigenvalues equal, then A = Endk(k
3) or A = k[x]/(x3) or
A =
(
k k · 1,2
k · 2,1 k[2,2]
)
where we have the following relations, 1,2 ·2,1 = 0, 1,2 ·2,2 = 0, 2,2 ·2,1 =
0, 2,1 · 1,2 = 2,2
The last algebra is evidently artinian with two simple representations, both of
dimension 1. Therefore it has an aﬃne scheme consisting of the discrete diagram
consisting of those two A-modules. As such, it has inﬁnitesimal incidences given by
the family {i,j}. By (2.9) A is also the aﬃne algebra of the scheme c, with quiver
Γ.
Example 2.13. NB! According to Example (2.4) if A is any reduced ﬁnite type
commutative k-algebra, and if k is algebraically closed, A  Ok(Spec(A), π). How-
ever Spec(A) is usually inﬁnite. Therefore we cannot conclude from Corollary (2.9),
that Spec(A) is a prescheme for A. In fact, Spec(A) is in general not a prescheme
for A, since O(Spec(A), π) may well be non-commutative.
Example 2.14. Consider the special case of Remark (2.6) (c), where A is a local
k-algebra, and φ : A → k is the canonical homomorphism of A onto its residue
ﬁeld. Since there is a surjective homomorphism,
H0({φ}) −→ H2,2 = Aˆ.
and since the completion map ρx is a lifting,
Φ1,2 : Aˆ⊗A→ H0({φ})⊗ k = Aˆ
of φ1,2, we observe that (14) implies that α1,1 is the right multiplication by a =
α1,1(1) ∈ A. Moreover αx = ρx(a) and (15) is automatically satisﬁed, since Φ1,2 is
A-linear.Therefore,
O({φ}, π) = {
(
α 0
α2,1 αx
)
| α ∈ A,αx = ρx(α), α2,1 ∈ H2,1 ⊗Homk(k,A)}.
In particular, the natural morphism
η : A→ O({φ}, π)
is injective, and an isomorphism provided Ext1A(k,A)
φ = Ext1A(k,A).
The k-algebra of preobservables of a diagram of modules is not, however, prop-
erly functorial with respect to inclusions between diagrams. The problem is the
following: Let c0 ⊆ c be a ﬁnite subdiagram. There is a corresponding inclusion of
quivers, Γ(c0) ⊆ Γ(c), inducing a homomorphism of k-algebras,
k[Γ(c0)] −→ k[Γ(c)].
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This implies the existence of commutative diagrams,
(H(|c|)i,j ⊗Homk(Vi, Vj)) (H(|c0|)i,j ⊗Homk(Vi, Vj))
(H0(c)⊗Homk(Vi, Vj)) (H0(c0)⊗Homk(Vi, Vj))
k[Γ] k[Γ0]

  

OO
oo
OO
We would now like to conclude that this induces a natural morphism
O(c, π) −→ O(c0, π)
since there are fewer conditions to be satisﬁed in the deﬁnition of the right hand
algebra. However, the diagram above shows that this is not obvious. An element
in O(c, π) certainly commutes with the action of k[Γ0] in (H0(c) ⊗Homk(Vi, Vj))
but not necessarily with the action of k[Γ0] in (H0(c0) ⊗ Homk(Vi, Vj)). But we
are interested in the smallest k-algebra O extending A, and preserving both the
diagram and the system of extensions of extensions of the objects of the diagram.
Therefore we deﬁne the reﬁned k-algebra of observables of the diagram c, as,
Deﬁnition 2.15. The k-algebra of observables O(c, π) of the ﬁnite diagram c, is
the subalgebra of (Hi,j(|c|)⊗Homπ(Vi, Vj)) mapping into
O(c0, π) ⊆ (H(c0)⊗Homk(Vi, Vj))
for all subdiagrams c0 ⊆ c.
It is easy to see that the k-algebra of observables is a contravariant functor on
the ordered set of subdiagrams of a given diagram.
We are now able to extend the deﬁnition of observables to inﬁnite diagrams. For
any given diagram c, for which there exists a natural action
η(|c|, π) : A −→ O(|c|, π),
we deﬁne,
O(c, π) = lim←−
c0⊆c
O(c0, π)
where c0 runs through all ﬁnite subdiagrams of c. Clearly
O(c, π) ⊆ O(|c|, π)
and there is a natural homomorphism of k-algebras,
η(c, π) : A −→ O(c, π)
the obvious limit of the family of morphisms η(c0, π), where c0 runs through all
ﬁnite subdiagrams of c.
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Deﬁnition 2.16. The diagram c will be called a prescheme for A, if η(c, π) is an
isomorphism.
Notice that if the ﬁnite diagram c is a prescheme in the sense of (2.8) then it is
also a prescheme in the sense of (2.16). Therefore, any ﬁnite diagram of A-modules
is necessarily a prescheme for O(c, π). This is, however, not the case for inﬁnite
diagrams, see (2.13).
Finaly, we arrive at the notion of structure sheaf Oπ. For every ﬁnite subdiagram
c0 of c, consider the natural morphism,
κ(c0) : O(c, π) → (H0(c0)⊗Homk(Vi, Vj))
and consider the two-sided ideal n ⊂ O(c, π), deﬁned by
n =
⋂
c0⊆c
kerκ(c0)
Here c0 runs through all ﬁnite subdiagrams of c.
Deﬁnition 2.17. (i) In the above situation, put,
Oπ(c) = O(c, π)/n
(ii) Let A be any k-algebra. A diagram c of A-modules is called a scheme for A,
if the canonical morphism
η(c, π) : A −→ Oπ(c)
is an isomorphism. In this case we shall call A the aﬃne k-algebra of c.
(iii) Oπ is a presheaf on the ordered set of subdiagrams of a given diagram c, for
which there exists a natural action
η(|c|, π) : A −→ O(|c|, π).
(iv) We shall consider the objects Vi of c as points, and the morphisms as inci-
dences in our geometry.
(v) Let for a point Vi of c, H0(Vi) be the modular substratum of the local moduli
H(Vi) of Vi, as A-module. Then there exists a natural localization morphism,
Oπ(c) → H0(Vi)⊗ Endk(Vi)
This is in tune with the general setup, see the Introduction. Note that if a
diagram c of A-modules is a prescheme for A, then it is not necessarily a scheme
for A. However, we have the following obvious,
Lemma 2.18. (i) The diagram,
O(c, π) Oπ(c)
A Ok(c, π)
     

OO
  
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commutes.
(ii) If c is a prescheme for A and the homomorphism A→ O0(c, π) = Ok(c, π) is
an isomorphism, then c is a scheme for A.
Now, by (2.17) (iv), there exist for every object Vi of c, a natural morphism,
Oπ(c) → H0(Vi)⊗ Endk(Vi)
This enables us to deﬁne a natural ﬁnest topology on c consisting of open subdia-
grams.
Deﬁnition 2.19. A subdiagram c1 of c is open in the ﬁnest topology, if for every
object Vi of c1 the images of the morphisms,
Oπ(c1) → H0(Vi)⊗ Endk(Vi) ← Oπ(c)
coincide.
Depending on the situation, the usefull topologies will normally be much coarser.
We may also generalize the notion of topology to include the analogue of a Grothen-
dieck topology. This seems to give us a satisfactory globalization procedure for
schemes.
So far we have deﬁned for each diagram of A-modules c a topology of subdia-
grams, and a presheaf of observables deﬁned on this topology. Starting with the
geometry , i.e. the collection of points and incidences, we have thus deﬁned, and
studied, the algebraOπ(c) of operators parametrizing the geometry. When c is ﬁnite,
the fact that O(−, π) is a closure operator implies that the pair (O := O(c, π), c)
is a prescheme, i.e. such that η : O → OO(c, π) is an isomorphism. If also
η0 : O → Ok(c, π) is an isomorphism it follows from (2.18) that (O, c) is a scheme.
Now, if we start with a k-algebra A, how do we ﬁnd its scheme? Obviously, there
is no such thing, in this ﬁeld, as a unique scheme associated to a given k-algebra.
However we have the following examples:
Examples 2.20. Let A be any k-algebra, and let c := Ind(A) be the diagram
consisting of the essential (i.e. generating all others) morphisms between (all)
the indecomposable A-modules. Suppose A is a sum of a ﬁnite number of inde-
composibles. Using the fact that the only k-linear endomorphisms of A that are
right A-linear, are the left multiplication by elements of A, we easily prove that
η0 : A→ O0(Ind(A), π) is an isomorphism. Since Ind(A) is, essentially, a ﬁnite di-
agram, we may use the closure property of O and prove that Ind(A) is a prescheme
for A and therefore, by (2.18), also a scheme.
(ii) Consider a discrete diagram c = V of A-modules. There is, by deﬁnition of
Oπ, a homomorphism,
Oπ(V) −→ (H0(V )⊗Homk(Vi, Vj)).
The tangent space of the image is
(Ei,j ⊗Homk(Vi, Vj)),
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where the Ei,j are deﬁned by,
(Ei,j) = (Ext
1
A(Vi, Vj))
EndA(V )
(iii) In particular, if V is the family of all simple right modules of an artinian
k-algebra A, with k = k, then EndA(V ) is trivial, and we obtain,
A  Oπ(V)
so V is a scheme for A.
(iv) Going back to Example (2.14), where A was a local k-algebra with φ : A→ k
as the residue map, we found that when φ∗ : Ext1A(k,A) → Ext1A(k, k) vanished,
the natural morphism,
η : A→ O({φ}, π)
is an isomorphism. It is now clear that, in all cases,
η : A→ Oπ({φ})
is an isomorphism, implying that {φ} is a scheme for A.
Consider for any ﬁnite type k-algebra the discrete diagram, Simp(A), consisting
of all the simple A-modules. The corresponding morphism,
η(Simp(A)) : A −→ O(Simp(A), π)
is an isomorphism for ﬁnite dimensional k-algebras when k is algebraically closed.
In the general case this is, however, obviously not true. In fact, when A is commu-
tative, it is easy to see that
O(Simp(A), π) 
∏
m
Aˆm
where m runs through all maximal ideals of A. To obtain a General Burnside Theo-
rem, see [17], we must introduce some generic points into Simp(A), with the purpose
of singeling out an algebraic subring of O(Simp(A), π). In fact, we should include
modules like the indecomposable components of A, as in (2.20), i.e. some generating
projectives, or just A, see sections (3) and (4).
Example 2.21: The Hairy Line. Consider the k-algebra of matrices,
A =
(
k[y] k[y]
0 k[y]
)
The scheme Ind(A) contains the two projectives,
V1,2 =
(
k[y] k[y]
0 0
)
, V2 =
(
0 0
0 k[y]
)
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such that A = V1,2 ⊕ V2. Therefore Ind(A) is a scheme for A. Notice that there
is an incidence, i.e. a morphism of (right) A-modules V2 → V1,2, the cokernel of
which is the indecomposible A-module,
V1 =
(
k[y] 0
0 0
)
Notice also that Ai := Vi , i=1,2 are quotient algebras of A both isomorphic to
the polynomial k-algebra k[y]. The closed points of Ind(A) are the diﬀerent simple
representations of A, that is, the diﬀerent closed points of Spec(Ai), for i=1,2.
Thus we ﬁnd that the closed points correspond to the points of two diﬀerent aﬃne
lines, L1 and L2, both (canonically) isomorphic to Spec(k[y]). However, while there
are no ordinary incidences between these points, there are inﬁnitesimal incidences
between pairs of equal points (p, p) ∈ L1 × L2. In fact if p ∈ L1, q ∈ L2, then
Ext1A(k(p), k(q)) = 0, if p 	= q,= k if p = q
Ext1A(k(q), k(p)) = 0 for all p ∈ L1, q ∈ L2
The picture of this is is an ordinary line L2 with hairs, corresponding to the points
of the other line L1, stuck into the ﬁrst line at the corresponding point.
Example 2.22: Espaces quantiques de Connes. Let A be a commutative k-
algebra, k algebraically closed. Consider an algebraic equivalence relation, R =
Spec(R) on the aﬃne scheme X = Spec(A). It corresponds to the aﬃne diagram,
A A⊗A R A
i1   
i2
  
ρ      
with the obvious relations. Consider the morphisms τi = ii ◦ ρ, and let
Spec(A : R) = {R/τ1(p)R|p ∈ Spec(A)}
be the diagram consisting of the objects R/pR := R/τ1(p)R considered as A-
modules via τ2, and with the obvious morphisms. Let x ∈ X be a closed point,
corresponding to the maximal ideal mx of A, then the composition,
κx : A
i2◦ρ−−→ R πx−→ R/mxR
identiﬁes Spec(R/mxR) with the equivalence class x¯ of x ∈ X = Spec(A). In
particular, if x ∼R y then
R/mxR = R/myR
as objects of Spec(A : R).
Now compute
O0 := O0(Spec(A : R), π)
It is clear that, α ∈ O0 is a family,
α = {αp ∈ Endk(R/τ1(p)R)|πpq ◦ αq = αp ◦ πpq , ∀ p, q ∈ Spec(A)}
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where πpq : R/τ1(p)R → R/τ1(q)R is the obvious morphism corresponding to an
inclusion p ⊆ q. Since each one of the πpq is surjective, it is easy to see that α is
determined by α0 ∈ Endk(R) and the components αx ∈ Endk(R/mxR). Moreover,
since for x ∼ y, R/mxR = R/myR, as objects, it is clear that αx only depends
upon the equivalence class x¯ of x. Each αx¯ is a k-linear endomorphism. Suppose
the equivalence classes of R are ﬁnite reduced, i.e. R/mxR  ⊕z∈x¯k(z), then αx¯ is
a matrix
αx¯ = (α(z, z‘)), z, z‘ ∈ x¯, α(z, z‘) ∈ k.
Moreover, in this case, given α, α‘ ∈ O0 then α = α‘ if and only if αx¯ = α‘x¯
for all closed points x ∈ X. This follows immediately from the deﬁning relations,
πx(α(a)) = αx¯(πx(a)). This means that α is determined as a function on X × X
with α(z, z‘) = 0 unless z ∼ z‘, and with addition deﬁned as for functions, but
with multiplication deﬁned by the matrix nature of each αx¯, i.e. (αα‘)(x, y) =∑
z∈x¯=y¯ α(x, z)α‘(z, y). But this is the way Connes deﬁnes les espaces quantiques,
see [7].
Functoriality of O(−, π) and Oπ. The O(−, π), and therefore also Oπ, are
presheaves on the ordered set of subdiagrams of some given diagram. Fixing the k-
algebra A, and consider a diagram of right A-modules c. Assume B := OA(c, π) =
OB(c, π), such that (B, c) is a prescheme. It is reasonable to call such preschemes
A-preschemes or preschemes relative to A. Therefore, the aﬃne k-algebra of A-
schemes is a contravariant functor on the category of A-schemes with respect to
inclusions. We may deﬁne a morphism Φ of the scheme c1 in c2, as a diagram cΦ,
containing both c1 and c2, and such that the last inclusion induces an isomorphism
O(cΦ, π)  O(c2, π)
There is an obvious problem related to composing morphisms, which can be over-
come in some interesting cases, for example in the commutative case.
Inﬁnitesimal structures on schemes. Let c be a diagram of A-mod, and consider
a point x=Vi . We would like to be able to talk about vectorﬁelds, their values at
points, energy operators and time etc. as in quantum mechanics. We start with
the following,
Deﬁnition 2.23. Given a point x = Vi ∈ c, we put
Tx :=Ext
1
A(Vi, Vi)
Γ :
={ξ ∈ Ext1A(Vi, Vi)| ∀p∃ ξp ∈ Ext1A(Vp, Vp)such that ∀φ := φi,p : Vi → Vp, ,
φ∗(ξ) = φ∗(ξp) and ∀φ := φp,i : Vp → Vi, φ∗(ξp) = φ∗(ξ) }
and we shall call it the tangent space of c at x.
There is a canonical map
(12) κx : Derk(A,A) −→ Tx
the compositions of the natural maps,
Derk(A,A) −→ Derk(A,Endk(V ))
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the surjection
Derk(A,Endk(V )) −→ Ext1A(V, V ) = ⊕i,jExt1A(Vi, Vj)
and the projection onto Ext1A(Vi, Vi). Recall that the tangent space Tp of Hp(c) is
given by,
T1 = Ext
1
A(V, V )
Γ and T0 = (Ext
1
A(V, V )
Γ)Endk[Γ]⊗A(V )
and see that there are natural homomorphisms,
Derk(A,A) → T0 → T1
For every δ ∈ Derk(A,A), let δ(x) ∈ Tx, be the image κx(δ) in Tx. Thus
Derk(A,A) is a k-vectorspace of vector ﬁelds deﬁned on c. In particular if E ∈ A is
some element, then the k-linear map adE : A→ A deﬁned by adE(a) = Ea−aE, is
a k-derivation of A. Obviously, adE(x) = 0 for every point x of c. Thus, operators
of this type (like time evolutions), i.e. ad(E), although they act on the observables,
leave the points ﬁxed.
Suppose now that c is a scheme for A, then;
Deﬁnition 2.24. Given a point x=Vi of c, we shall say that x is smooth if the
map κx is surjective. A prescheme (A, c) is smooth if all the points are smooth.
This generalizes the classical notion of smoothness in algebraic geometry. Notice
that for any k-algebra A, k algebraically closed, and for any ﬁnite subset {Vi}i of
ﬁnite dimensional objects of Simp(A), the morphisms,
A −→ Endk(Vi), and Derk(A,Homk(Vi, Vj)) → Ext1A(Vi, Vj)
are surjectives. This proves immediately that the Burnside morphism,
A −→ O({Vi}i, π)
is locally dense, in the sense that it is injective at the tangent level. When all simple
modules of A are ﬁnite dimensional, and sit in one of a ﬁnite number of algebraic
familes of such, we conjecture that there is a ﬁnite number of generic points, which
added to the diagram Simp(A) produces a diagram Simp∗(A), which is a scheme
for A, i.e. such that the Burnside morphism becomes an isomorphism. Adding the
generic points produces an algebraization of O(Simp(A), π).
3 The commutative case.
The main Theorem. To show that the non-commutative algebraic geometry, in-
troduced above, is a bona ﬁde extension of classical algebraic geometry, one would
be tempted to prove that, for commutative k-algebras A,
(S ) η(Spec(A), π) : A −→ Oπ(Spec(A))
is an isomorphism. This is, however, not reasonnable, see the Introduction. The
problem is that Spec(A) contains too many points. The closed points are special in
that Spec(A) is the moduli space for such. The others, the non closed points, are
not treated as bona ﬁde points, but as generic points for subschemes. We would
like to include as few as possible such generic points, and therefore we add only
the projective generator of C, i.e. A. We have already proved the essentials of the
following, see (2.20),(iv).
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Theorem 3.1. Let A be any commutative k-algebra, essentially of ﬁnite type,
with k algebraically closed. Let Simp∗(A) be the diagram Simp(A) augmented by
the generic point A. Then the canonical morphisms of k-algebras
η(Simp∗(A), π) : A→ Oπ(Simp∗(A))
is an isomorphism.
Proof. For every closed point x ∈ Simp(A) consider the corresponding homomor-
phisms of A-modules,
φx : A→ k(x)
and use the Remark (2.6), to see that the versal deformation of φx is the canonical
morphism of k-algebras
Φx : A→ Hx,x ⊗ Endk(k(x)) = Aˆx.
If α ∈ Endk(A) and αx ∈ EndHx,x(Hx,x ⊗Endk(k(x))) commute via the action of
Φx, then it is easy to see that the composition (α − Rα(1)) ◦ Φx = 0, where Rα(1)
is the right multiplication by α(1). Since this is true for all i and all x ∈ Simp(A)
we obtain that α is the right multiplication of some element α(1), proving our
Proposition.  
We have also to show that the Oπ-construction applied to the obvious subdia-
grams of the category OX −Mod, where X is a k-scheme, gives us a globalization
procedure.
According to paragraph (2) above, the globalization procedure is a consequence
of the functorial properties of Oπ. To ﬁx the ideas let us consider the following
example.
Example 3.3. Blowing ups. Let A = k[x, y] and and consider the A-module
V = (x, y), i.e. the maximal ideal of A. The diagram of A-modules, Simp∗(A− V )
is, by deﬁnition, the diagram consisting of V together with all simple quotients of
V . These correspond to all points of A2 = Spec(A) diﬀerent from (0,0), together
with all tangent lines through (0,0) in A2. Now consider x ∈ V and let D(x) be
the diagram obtained from Simp∗(A − V ) by localizing, i.e. removing the points
where x becomes zero, and inverting the multiplicative action by x. In particular,
in D(x) we have all points of A2 minus the y-axis, but preserving all tangent lines
through (0,0), except the x-axis. Now we compute, and we ﬁnd,
O(Simp∗(A− V ), π) = A, O(D(x), π) = k[y, y/x]
as we should, proving that the scheme (Simp∗(A − V ),O) is the blow up of the
origin in A2
Notice that in this paragraph we have assumed that A is a commutative k-
algebra essentially of ﬁnite type on an algebraically closed ﬁeld. The extension of
the theory to include schemes on general base rings, seems diﬃcult.
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4 Invariant theory and moduli.
Consider a commutative ﬁnite type reduced k-algebra A, k algebraically closed.
Suppose that there is a Lie-algebra g of vectorﬁelds (i.e. derivations), acting on
A. Consider the category, C of A − g -modules, i.e. A-modules with integrable
g-covariant derivations. In this category we deﬁne the trivialization functor,
πg : C −→ k −mod
by
πg(V ) = H
0(g, V )
Recall that when g is semisimple then π := πg is exact. Moreover, Ext, in this
category, is then simply the g-invariants of the Ext in A-mod. The exactness of
πg, is, however, not neccessary for the constructions we have in mind. Given any
diagram c of C, say Simp∗(A− g), corrsponding to the ordered set of the minimal
and maximal g-invariant prime ideals of A, we may consider the ring of observables
O(c, πg) In particular, we pose,
Deﬁnition 4.1. The quotient of Spec(A) with g, denoted by Spec(A)/g, is the
presheaf of k-algebras of observables,
O(Simp∗(A− g), πg)
Notice that in the above formalism, I might have considered, instead of the Lie-
algebra g, any group G, and for that matter, any other reasonable superstructure
on the category of A-modules.
That this invariant theory ﬁts with the classical invariant theory, is shown by
the following result,
Theorem 4.2. Let A be any irreducible and reduced commutative k-algebra of
ﬁnite type, k algebraically closed, and g a semi-simple Lie-algebra of vectorﬁelds
(i.e. derivations), acting on A. Assume that the geometric quotient of Spec(A) with
g exists, (and is aﬃne). Then it coincides with the Spec(A)/g, deﬁned above.
Proof. By assumption, the diagram Simp∗(Ag) induces the diagram Simp∗(A−g).
Moreover the trivialization πg maps the diagram Simp
∗(A − g) onto the diagram
Simp∗(Ag), or rather, to the image of this diagram under the canonical trivializa-
tion π. But then the exactnes of πg and the smoothness of the morphism of the
geometric quotient, proves that the formal moduli of the family |Simp∗(A− g)| in
the category of A− g-mod is isomorphic to the corresponding formal moduli of the
family |Simp∗(A−g)| in the category of Ag-mod. Since the trivializations coincide,
the Theorem (3.1) shows that
O(Simp∗(A− g), πg) ∼= Ag
which is exactely what we wanted.  
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5 Tensor products and quantum groups. Let c be a subcategory of A-mod,
with a trivializing functor π. Suppose given a tensor product on the category c, i.e.
bi-functor
⊗ : c× c −→ c
which is a faithful imbedding, consistent with π, with some extra structure. In
particular there should exist natural isomorphisms,
α−,−,− : ((−⊗−)⊗−)  (−⊗ (−⊗−)
satisfying the Mac Lane pentagon,
idX ⊗ αY,Z,W ◦ αX,Y⊗Z,W ◦ αX,Y,Z ⊗ idW
= αX,Y,Z⊗W ◦ αX⊗Y,Z,W
Consider the exact functor,
∆ : c→ c× c,
deﬁned by ∆(V ) = V × V . Then, since all of these functors are imbeddings, there
exist homomorphisms of k-algebras,
(1) O(c, π) → O(c⊗ c, π)  O(c× c, π) → O(c, π)
such that,
O(c× c, π)  O(c, π)⊗O(c, π)
and the last morphism of (1) is the multiplication morphism of the k-algebraO(c, π).
The Mac Lane pentagon garanties that the ﬁrst morphism of (1) becomes an
associative co-algebra structure on O(c, π). Clearly any extra functorial symmetry
one may want to consider on c, will show up in the corresponding k-algebra O(c, π).
6 Examples.
The non-commutative projective line. Let A = k[x0, x1], and consider the usual
k∗-action. We shall compute the space Spec(A)/k∗. The subcategory Simp(A-k∗)
of A-k∗-modules consists of the origin V3, the lines through the origin V2(l), and
the generic point V1. The trivializing functor (see section (4)),
π : A− k∗ −mod −→ k −mod
has the values,
π(V1) = k, π(V2(l)) = k, π(V3) = k
Therefore there are no π-incidences, and the non-commutative orbit space is given
by the hull of the deformation functor, i.e. by (Hi,j . Since H
p(k∗,−) = 0 for p≥1,
we may use the Proposition (1.2), and we obtain,
ExtA−k∗(Vi, Vj) = ExtA(Vi, Vj)k
∗
.
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It is easy to compute the diﬀerent ext-groups, we ﬁnd:
Ext1A(Vi, Vj) = 0, for i=1, j=1,2,3.
Ext1A(V2(l), V1) = V2(l) = A/(αx0 + βx1)
Ext1A(V2(l), V2(l)) = V2(l)
Ext1A(V2(l), V2(l‘)) = 0 if l 	= l‘
Ext1A(V2(l), V3) = V3 = k
Ext1A(V3, V1) = 0
Ext1A(V3, V2(l)) = V3 = k
Ext1A(V3, V3) = k
2
Using the results of paragraph 1.2. we obtain for the invariants
Ext1A(Vi, Vj)
k∗ = 0, for i=1, j=1,2,3.
Ext1A(V2(l), V1)
k∗ = k represented by ξ = l
Ext1A(V2(l), V2(l))
k∗ = k represented by ξ = l
Ext1A(V2(l), V2(l‘))
k∗ = 0 if l 	= l‘
Ext1A(V2(l), V3)
k∗ = 0
Ext1A(V3, V1)
k∗ = 0
Ext1A(V3, V2(l))
k∗ = 0
Ext1A(V3, V3)
k∗ = 0
The corresponding quotient becomes the inﬁnite matrix algebra of the form,
Spec(A)/k∗ := O(Simp(A− k∗), π) =
 k 0 0k[[t2(l)]]t2,1 k[[t2(l)]] 0
0 0 k

where l runs through all the points in the ordinary projective line. We observe that
the special point, corresponding to the isolated orbit, i.e. the origo, stays isolated,
even inﬁnitesimally. There are, however, adjacencies between the formal points
corresponding to the lines through the origo, and the generic point corresponding
to the generic point of the ordinary projective line.
Suppose that we localize, say in x0, i.e. that we restrict to the
Spec(A{x0} − k∗) = {V1 = A{x0}, V2(l) = A{x0}/(l)}
then we ﬁnd,
π(V1) = k[x1/x0], π(V2(l)) = k
and therefore the π-incidences,
π(V1) −→ π(V2(l))
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for all l. The exts in the new category looks like,
Ext1A{x0}
(Vi, Vj)
k∗ = 0, for i=1, j=1,2.
Ext1A{x0}
(V2(l), V1)
k∗ = k represented by ξ = l
Ext1A{x0}
(V2(l), V2(l))
k∗ = k represented by ξ = l
Ext1A{x0}
(V2(l), V2(l‘))
k∗ = 0 if l 	= l‘
With this we ﬁnd,
Spec(A{x0})/k
∗ = O(Simp∗(A{x0} − k∗, π) =
{(
f(x1/x0) 0
ψ(f(x1/x0))t2,1 f(x1/x0)]
)}
where ψ is some derivation of Derk(k[x1/x0]) and f runs through k[x1/x0] in,
(
Endk(k[x1/x0]) 0
k[[x1/x0]]t2,1 k[[t2(l)]]
)
as expected, see the Theorem (4.2).
It is therefore clear that the non-commutative version of the projective line con-
tains the geometric projective line.
If we consider, instead of the action by the group k∗, the action of the Lie algebra
g generated by the Euler vectorﬁeld δ0 = x0
∂
∂x 0
+x1
∂
∂x1
, we get a diﬀerent picture
steming from the fact that g has cohomology. The subcategory Spec(A-g) of A-g-
modules consists of the origin V3, the lines through the origin V2(l), and the generic
point V1. The trivializing functor
π : A− g−mod −→ k −mod
has the values,
π(V1) = k, π(V2(l)) = k, π(V3) = k
Since there are no π-incidences, the non-commutative orbit space Spec(A)/g is
given by the hull of the deformation functor, i.e. by (Hi,j , as above. However, here
we cannot use the result (4.2), since for most g-modules V, H1(g, V ) = V/δ0V 	= 0.
In fact we get,
Ext1A−g(Vi, Vj) = Ext
1
A(Vi, Vj)
g ⊕H1(g, HomA(Vi, Vj))
Ext2A−g(Vi, Vj) = H
1(g, Ext1A(Vi, Vj))
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This implies that
Ext1A−g(V1, Vj) = H
1(g, HomA(V1, Vj)) = k for j=1,2,3.
Ext1A−g(V2(l), Vj) = Ext
1
A(V2, Vj)
g ⊕H1(g, HomA(V2, Vj))
= k ⊕ 0 for j=1
= k ⊕ k for Vj = V2(l)
= 0⊕ 0 for Vj = V2(l‘) l 	= l‘
= 0⊕ k for j=3
Ext1A−g(V3, Vj) = Ext
1
A(V3, Vj)
g ⊕H1(g, HomA(V3, Vj))
= 0⊕ 0 for j=1
= 0⊕ 0 for j=2
= 0⊕ k for j=3
Ext2A−g(Vi, Vj) = H
1(g, Ext1A(Vi, Vj))
= 0 for i=1, j=1,2,3.
= k for i=2, j=1
= k forVi = V2(l), Vj = V2(l)
= 0 for Vi = V2(l), Vj = V2(l‘), l 	= l‘
= k for i=3, j=3
It follows that Spec(A)/g is given by the rather complicated looking k-algebra,
generated by,  k[[t1]] t1,2(l) t1,3(l)u2,1(l) k[[t2(l), u2(l)]] t2,3(l)
0 0 k[[t3]]

with some relations.
The moduli space of simple singularities, the A2 case. We shall consider the
Weierstrass family F := F (t0, t1, x, y) = x
3 − y2 + t1x+ t0, parametrized by the k-
algebra A := k[t0, t1], and the corresponding Kodaira-Spencer kernel g ⊆ Derk(A),
generated by,
δ0 = 3t0
∂
∂t0
+ 2t1
∂
∂t1
δ1 = 2t
2
1
∂
∂t0
− 9t0 ∂
∂t1
We claim that the moduli space consisting of the three singularities in the family F,
is given as the quotient space Spec(A)/g. We must therfore consider the diagram
Simp(A − g), consisting of the 3 A − g-modules,V1 = k[t0, t1], V2 = k[t0, t1]/(∆),
where ∆ = 27t20 + 4t
3
3 is the discriminant of F, and ﬁnally V3 = k coresponding to
origo.
As above we ﬁnd that
π = H0(g,−) : A− g−mod −→ k −mod
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deﬁnes three points,
π(V1) = k, π(V2) = k, π(V3) = k
with no incidences. Since it is easy to see that
H2(g, HomA(Vi, Vj)) = 0
we ﬁnd,
Ext1A−g(Vi, Vj) = H
0(g, Ext1A(Vi, Vj))⊕H1(g, HomA(Vi, Vj))
which implies,
Ext1A−g(V1, Vj) = H
1(g, HomA(V1, Vj)) = k for j=1,2,3.
Ext1A−g(V2, Vj) = H
0(g, Ext1A(V2, Vj))⊕H1(g, HomA(V2, Vj))
= k ⊕ 0 for j=1
= 0⊕ k for j = 2
= 0⊕ k for j=3
Ext1A−g(V3, Vj) = Ext
1
A(V3, Vj)
g ⊕H1(g, HomA(V3, Vj))
= 0⊕ 0 for j=1
= 0⊕ 0 for j=2
= 0⊕ k for j=3
Moreover,
Ext2A−g(Vi, Vj) ⊆ H0(g, Ext2A(Vi, Vj))⊕H1(g, Ext1A(Vi, Vj))
= 0 for all i,j=1,2,3.
The moduli space is therefore given by the k-algebra freely generated by, k[[t1,1]] t1,2 t1,30 k[[t2,2]] t2,3
0 0 k[[t3,3]]

which has a reduced quotient, given by the matrices of the form, k kt1,2 kt1,3 ⊕ kt1,2t2,30 k kt2,3
0 0 k

which is the k-algebra of the non-commuting adjacency diagram corresponding to
the Weierstrass family, see [16],
t2,3 : cusp → node
t1,2 : node → ellipt
t1,2t2,3 : cusp −→ ellipt
t1,3 : cusp → ellipt
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Notice that g is a rank 2 A-module, such that we may expect to ﬁnd exact
sequences of A− g-modules,
0 −→ A −→ g −→ A −→ 0
0 −→ A/(∆) −→ g⊗A A/(∆) −→ A/(∆) −→ 0
0 −→ A/(t0, t1) −→ g⊗A k(o) −→ A/(t0, t1) −→ 0
explaining the diagonal tangent structure of the quotient space, k[[t1,1]] t1,2 t1,30 k[[t2,2]] t2,3
0 0 k[[t3,3]]
 .
The moduli of endomorphisms.The dimension 2 case. We shall compute the
(non-commutativ) space of invariants
Endk(k
n)/Gln(k)
for k = C and n=2. Refering to section (4) it suﬃces, to compute the non-
commutative formal moduli for the longest chain of inﬁnitesimal incidences. Let
A = OEndk(k2)(Endk(k
2))
then
A = k[x1,1, x1,2, x2,1, x2,2]
The group G := Gl2(k) acts on Endk(k
2) by conjugation, and there are two Jordan
formes of interest, (
λ 0
0 λ
)
and (
λ 1
0 λ
)
corresponding to orbits V2 of dimension 0 and V1 of dimension 2, respectively, in
Endk(k
2). According to section (4), since
H0(G,Vi) = k, i = 1, 2
we should expect Endk(k
2)/Gl2(k) to be an algebraization of the formal moduli of
the family of A-G-modules {Vi}i=1.2, i.e.
H := H({Vi}i=1.2
The orbits, as A-modules, are given by:
V1 = k[xi.j ]/(s1 − 2λ, s2 − λ2)
V2 = k[xi.j ]/(x1,1 − λ, x1,2, x2,1, x2,2 − λ)
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Now it is clear that we may assume λ = 0. We ﬁnd A-free resolutions,
V1 A A2 A 0
V1 A A2 A 0
V2 A A4 A6 A4
V2 A A4 A6 A4
oo (s1,s2)oo
ψ(2)1

ψ(1)1



 
s2
s1

oo
ψ(2)2 

ψ(1)2
 


oo
oo oo
ψ1,2(2)1

ψ1,2(1)1



oo
ψ1,2(2)2 

ψ1,2(1)2
 


oo
oo
ρ
oo
ψ1



d1
oo
ψ2
 


oo
oo
ρ
oo
d1
oo oo
Here,
ψ(1)1 = (1, 0)
ψ(2)1 = (0, 1)
ψ(1)2 =
(
0
1
)
ψ(2)2 =
(−1
0
)
ψ(1,2)(1)1 = (1, 0)
ψ(1,2)(2)1 = (0, 1)
ψ(1,2)(1)2 =

x2,2
−x2,1
0
0

ψ(1,2)(2)2 =

−1
0
0
−1

and
ρ = (x1,1 x1,2 x2,1 x2,2 )
d1 =

x1,2 x2,1 x2,2 0 0 0
−x1,1 0 0 x2,1 x2,2 0
0 −x1,1 0 −x1,2 0 x2,2
0 0 −x1,1 0 −x1,2 −x2,1

ψ1 = ( 1 0 0 1 )
ψ2 =

0 0 −1 0 0 0
1 0 0 0 −1 0
0 1 0 0 0 −1
0 0 1 0 0 0

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From this diagram we easily compute Ext1A(Vi, Vj), and since G is reductive,
also Ext1A−G(Vi, Vj) = Ext
1
A(Vi, Vj)
G. We obtain,
Ext1A−G(Vi, Vj) =

= k2 fori = 1
= k fori = j = 2
= 0 fori = 2, j = 1
which means that the tangent space of H is given by,(
k2 k2
0 k1
)
.
Now,
Ext2A−G(V1, V1) = k · η1,1
Ext2A−G(V1, V2) = k · η1,2
and we compute the cup products and the Massey products of the basis elements
of the Ext1A−G(Vi, Vj) = Ext
1
A(Vi, Vj)
G,
s∗1 ∪ s∗2 = −s∗2 ∪ s∗1 = η1,1, s∗ ∪ s∗ = 0
t∗1 ∪ s∗ = 0, t∗2 ∪ s∗ = −2 · η1,2,
< t∗1, s
∗, s∗ >= 1/2 · η1,2
s∗1 ∪ t∗1 = 0, s∗1 ∪ t∗2 = η1,2, s∗2 ∪ t∗1 = −η1,2, s∗2 ∪ t∗2 = 0,
This proves that in H there are relations of the form,
(rel) s1s2 = s2s1, 1/2 · t1s2 − 2 · t2s+ s1t2 − s2t1 = 0
Dividing the generators s1 and s2 by 2, keeping the notations, it follows that,
H({Vi}) =
(
k[[s1, s2]] < t1, t2 >
0 k[[s]]
)
subject to the relation t1s
2 − 4 · t2s + 4 · s1t2 − 4 · s2t1 = 0. From this it is clear
that,
Endk(k
n)/Gln(k) = H˜({Vi}) =
(
k[s1, s2] < t1, t2 >
0 k[s]
)
subject to the relation t1s
2 − 4 · t2s+ 4 · s1t2 − 4 · s2t1 = 0.
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