Short-term forecasts and risk management for photovoltaic energy is studied via a new standpoint on time series: a result published by P. Cartier and Y.
Introduction 1
Many scientific works and technological issues (see, e.g., Hagenmeyer et al.
2
(2016)) are related to the Energiewende, i.e., the internationally known German 
21
No approach will ever rigorously produce accurate predictions, even nowcast-22 ing, i.e., short-term forecasting. To the best of our knowledge, this unavoidable mean absolute error (MAE ) which has been proved already to be more con- 
(1) The Lebesgue measure on T is the function defined on T\{1} by (t i ) =
X is said to be S-integrable if, and only if, for any interval
|X|dτ is limited, i.e., not infinitely large, and
|X|dτ is also infinitesimal.
90
X is S-continuous at t ι ∈ T if, and only if,
Forecasting via algebraic estimation techniques
In order to forecast via the above setting, new estimation tools have to be Start with a polynomial time function
of degree 1. Rewrite thanks to classic operational calculus (see, e.g., Yosida
(1984)) 11 p 1 as
Multiply both sides by s 2 :
Take the derivative of both sides with respect to s, which corresponds in the time domain to the multiplication by −t:
The coefficients a 0 , a 1 are obtained via the triangular system of equations (4)- (5). We get rid of the time derivatives, i.e., of sP 1 , s 2 P 1 , and s 2 dP1 ds , by multiplying both sides of Equations (4)-(5) by s −n , i.e., n ≥ 3 (resp n ≥ 2) for Equation (4) window [0, t] is sufficient for obtaining accurate estimatesâ 0 ,â 1 , of a 0 , a 1 , where
This last formula shows that a derivative estimate is obtained via integrals. Assume that the following rather weak assumption holds true: the mean E(X(t)) may be associated with a differentiable real-valued time function. Then, on a short time lapse, E(X(t)) is well approximated by a polynomial function of degree 1. The above calculations yield via sliding time windows numerical estimates E(X) estim (t) and d dt E(X) estim (t) of the mean and its derivative. Causality is taken into account via backward calculations with respect to time.
As in (Fliess et al. (2009, 2011) ), forecasting the time series X(t) boils down to an extrapolation of its mean E(X)(t). If T > 0 is not 'too large," i.e., a few minutes in our context, a first order Taylor expansion yields the following extrapolation for prediction at time t + T
2.6. Forecasting for a larger time horizon
121
With forecasts for a time horizon equal to 1 hour, Equation (6) 
129
Replace Equation (6) by
where 131
• T > 0 is the time horizon, here between 30 minutes and 1 hour;
132
• D(t − 1.day) is estimated via the data from the day before;
133
•Ḋ(t − 1.day) is its derivative.
134
This formula is useful since the parabola is erasing the bumps and the hollows 
Define via Equation (8) the first prediction band
In order to improve it, set
where the coefficient α t+T > 0 may be chosen in various ways. If, for instance,
139
α t+T = 1, we are back to Equation (9). Here we select α t+T such that the band
140
(10) contains during the 3 previous days 68% of the available data. 
where 142
• I 0 is the extraterrestrial radiation (depending of the day of the year),
143
• h is the solar elevation (depending of the hour of the day),
144
• τ g and τ b are respectively the global and beam total atmospheric optical 145 depths,
146
• g and b are fitting parameters.
147
Diffuse radiation I d,clsk is defined by
The quantity 68% is obviously inspired by the theory confidence intervals with respect to Gaussian probability distributions.
It yields
where min( (t), (t)) and max( (t), (t)) are respectively the minimum and
148 maximum values of the arguments (t) and (t) at time t.
149
The safety margin corresponding to the multiplicative factor 1. • no exogenous variable,
156
• no need of large historical data,
157
• unsupervised method. The prediction bands defined in Section 2.7 are also displayed in the previous 
where
201
-N is the number of measurements, 
208
-c k = 0 otherwise.
209
A quite large MIL i with a PICP i close to 1 is inefficient for grid management.
210
Our objective is a large PICP i and a low MIL i . Consequently, a compromise is horizons.
213
On these Figures, four areas characterise the CB qualities. Thus, if a bound 214 is in the "good" area, the result is more interesting than in the "bad" and even 215 more than in the "very bad" areas but less interesting than in the "very good" 
219
So 100% of the predictions, i.e., PICP i = 1, should be included between the 220 bounds defined by the global radiation I g,clsk and the diffuse radiation I d,clsk .
221
Uncertainties and Solis modeling errors explain why it is not always the case.
222
The space is divided in four zones. The blue line is the vertical limit. It 223 corresponds to a PICP of 0.5: it means that 50% of predictions are in the band.
224
The green line is the horizontal limit. It defines the limit of relevance: all the 
256
• Asymmetric prediction bands might be useful in practice for energy man-257 agement.
258
15 The popular concepts of ARCH and GARCH were respectively introduced by Engle (1982) and Bollerslev (1986) . Everyone should read the harsh comments by Mandelbrot et al. (2004) .
• Is the causality analysis by Fliess et al. The concrete implementation of our approach should be rather straightforward.
262
Finally, if our standpoint encounters some success, the probabilistic techniques 
