The expansion of an determinant is well known notion in mathematics. There are two well known expansions of an arbitrary determinant: the Laplace and the Cauchy expansion. A certain expansion of an arbitrary determinant, which differs substantially from mentioned methods is formulated in presented work. It can be characterized as the expansion of an arbitrary determinant by his minors with gradually decreasing the order. In this context, two theorems are proved, two examples are presented, and concept of the relative flow on the path in a complete weighted digraph is introduced. This concept can be used to investigate the energy flow paths in mechanical and acoustic systems by means of statistical energy analysis.
Introduction
The statistical energy analysis (SEA) is one of the commonly used methods for energy transfer modelling between vibrating mechanical structures and acoustical spaces (see, e.g., [7] ). The energy balance is represented by a linear system of equations which dimension is equal to the number of subsystems from which the given mechanical system consists of (see, e.g., [8] , [14] ). A fundamental aspect of noise and vibration control in SEA models consists in first identifying and then reducing the energy flow paths between subsystems. Several energy transmission path problems in SEA can be solved in the framework of graph theory [4] . Linear and path algebras [9] applied to adjacency matrices of SEA graphs [4] are used to determine the existence of any order paths between subsystems, counting and labelling them, finding extremal paths, etc. [3] . A complete weighted digraph G proposed in [12] represents internal conditions of this system from the view -point of energy flows. This model allows the specification of all subsystem sequences of given system that contribute to the transfer of vibrational and acoustic energy from the source to the critical nodes. In addition, a special matrix M is used in [12] to investigate the energy flow paths in the graph G. A certain expansion of the det M (i.e. determinant of M ) is proved in [12] , too. Presented expansion of det M is used for such a computation of the percentage distribution of the total energy flow to all possible energy flows on paths that the sum of all the relative flows between two given vertices, on all possible distinct directed paths, is equal to one. The application of the graph-matrix model (presented in [12] ) in mechanical system with five subsystems has been published in [13] . The base of presented theory has been defined in authors previous work [12] . The current paper is its enlargement and generalization. In the second part the preliminaries (known definitions and theorems) are summarized up due to present our results. In the third part is presented a brand-new and elegant way how to prove the certain expansion of the special matrix M determinant used in [12] (Theorem 3.1 and Example 1). This result is used in the next parts. In the fourth part, a certain new expansion of an arbitrary determinant by his minors with gradually decreasing the order is presented and proved (Theorem 4.1 and Example 2). This expansion is based on different principles then the Laplace or the Cauchy expansion. In the fifth part is introduced concept of the relative flows on the paths in a complete weighted digraph (Theorems 5.1, 5.2 and Example 3). This concept can be used to investigate the energy flow paths in mechanical and acoustic systems by means of statistical energy analysis.
Preliminaries
At the beginning we present some definitions and theorems (in the sense with monographs [1] , [2] , [6] , [10] and [11] ) we need to prove our propositions. (We also remark, there appears to be no general agreement on notation among writers on determinant [11] .) Definition 2.1 Let M be any finite set. A permutation of M is the bijection from M to itself.
The number of distinct permutations of a set of n elements is n!. If M = {i 1 , i 2 , . . . , i n } is the set of n mutually distinct natural numbers, then we denote by
the permutation of the set M , where k i j is the image of i j (j = 1, 2, . . . , n) of the mapping P (Cauchy's two-line notation). If two columns of the permutation in (1) are interchanged, the permutation is not changed . For example   3 5 7 8  5 8 3 7  and  5 3 8 7  8 5 7 3 is the same permutation of the set {3, 5, 7, 8}.
Definition 2.2 An inversion of the given permutation P of (1) is a pair
The permutation is called even if the total number of inversions is even, and odd if the total number of inversions is odd.
Let σ(P ) denote the function (so-called the parity of the permutation P )
Definition 2.3 The cyclic permutation of the n-set {l 1 , l 2 , l 3 , . . . , l n } or the cycle of the length n is the permutation
We denote by [l 1 , l 2 , . . . , l n ] the cycle (3) for short. For example the cycle [1, 3, 5, 4, 2] is the permutation The total number of cycles of the length n is (n − 1)!.
Theorem 2.4 Any permutation P can be written as a product of disjoint cycles. (Birkhoff et al [1] and Kurosh [6] ). is the product of three disjoint cycles of the lengths 3, 4 and 1, respectively.
Theorem 2.5 [Kurosh [6] ] The parity of a cycle P of the length k is
Theorem 2.6 [Kurosh [6] ] Let P be a permutation of a set of n elements and let P 1 P 2 be a decomposition of the P into disjoint permutations. Then
Definition 2.7
The determinant det A of a square matrix A = (a ij ) of order n is the following function of the matrix elements:
where the sum extends over all n! permutations P = 1 2 . . .
A submatrix of a matrix is obtained by deleting any collection of rows and/or columns. If A is a square matrix, then the submatrix formed by deleting the ith row and jth column is denoted A ij . A first minor of A (also called the (i, j) minor) is the determinant of the matrix A ij . The first cofactor A ij (also the (i, j) cofactor) is then defined as a signed first minor: 
The dth cofactor of A, denoted by
is defined as a signed dth minor:
where k is the sum of the parameters:
is the general form of the Laplace expansion of det A in which the sum extends over the column parameters. By a similar argument, it can be shown that det A is also equal to the same expression in which the sum extends over the row parameters. When d = 1, the Laplace expansion degenerates into a simple expansion by elements from column j or row i and their first cofactors:
The Cauchy expansion of an arbitrary determinant focuses attention on one arbitrarily chosen element a ij and its cofactor A ij is
3 A certain expansion of the determinant of the special matrix
. . n be a square matrix of order n > 1, where m in = 0 for i = 2, 3, . . . , n. In some detail,
If d = 2 we put successively
where
and
According to Definition 2.7,
where the sum extends over all (n − 2)! permutations
where the summation is over
in consequence of this
If d = 2 we put
By substituting the relation (15) into (19) we obtain
Moreover, we put
Proof. According to Definition 2.7,
Since m in = 0, for i = 2, 3, . . . , n, there is
where the sum extends over all (n − 1)! permutations
Hence, det M has (n − 1)! terms and the permutation (24) corresponds to the product
and to the term 
where the sum extends over all (n − d)! permutations
If d = n we put the right-hand expression of the equation (27) equals to 1. By substituting the relation (27) into (16) for 2 < d < n we obtain
where the first summation is over all (d − 2)-permutations (v 1 , . . . , v d−2 ) of the set {2, 3, . . . , n − 1} and the second sum extends over all (n − d)! permutations P S d . The total number of (d − 2)-permutations of a set of (n − 2) elements, denoted by V d−2 (n − 2), is given by
Hence, the number of terms of
Because S 2 (M) (20) and S n (M) (18) has also (n − 2)! terms then
terms of the form
(For n = 2 it holds F S = −m 21 m 12 .) The product
is associated with the permutation P S of the form
The permutation P S is the permutation of the set {1, 2, . . . , n} and it can be decomposed into two disjoint permutations: P S d (28) and the cycle P c of the length d
According to Theorem 2.5 the parity of a permutation P c is
and according to Theorem 2.6 the parity of a permutation P S is
With regard to (37) and (32) we can rewrite (31) in the form
what means that the sign of term of sum S(M) equals to the parity of the permutation corresponded to this term. From the comparison (33) and (24) we can see that the sets of permutations {P 1 } and {P S } are identical -each of them with the number of terms (n − 1)! (see (30)). In consequence of that (and with regard to (26) and (38)) the sets of terms {σ(P 1 )T 1 } and {σ(P S )T S } are equal also. Since the sets last mentioned are equal, the sum of all (n − 1)! terms of each of them must be equal. Thus the proof of Theorem 3.1 is complete. We notice the first term of the right-hand side equals to S 2 (M), the sum of the next three terms equals to S 3 (M), the sum of the next six terms equals to S 4 (M) and finally, the sum of the last six terms equals to S 5 (M). This is the brand-new and elegant proof of certain expansion of the determinant of the special matrix M used in [12] .
A certain new expansion of an arbitrary determinant
With the aid of Theorem 3.1 we can prove a certain new expansion of an arbitrary determinant by his minors with gradually decreasing the order. This expansion is other then the Laplace or the Cauchy expansion.
Theorem 4.1 Let A = (a ij ) be a square matrix of order n > 1. Then the following relation is valid for his determinant det A
and where the summation is over all
Proof. Let B = (b ij ) denote the matrix of order (n + 1) obtained by bordering A by the column X = (1, 0, 0, . . . , 0)
T on the right, the row Y = (b 11 , b 12 , b 13 , . . . , b 1n ) at the top and the element z = 0 in position (n+1, n + 1). In some detail,
Hence,
It follows from Theorem 3.1 that
where -with regard to (21) and (42) Expanding det B by its (n + 1)th column according to (9) we get
Comparing (44) and (46) 
By substituting relations (43), (48) and (49) into (45) 
A graph model
In this paper by a graph we mean a complete weighted digraph G = (V, W ), where V = {1, 2, . . . , n} is the vertex set of G, and W = {(i, j), i, j ∈ V, i = j} is the edge set of G (a graph in the sense [5] ). This edge set is the set of all the ordered pairs of distinct vertices from the set V . The weight of the vertex i and the edge (i, j) will be denoted by W i and w ij , respectively. These weights satisfy the conditions:
We assign the matrix B = (b ij ) of the order n to the graph G, where
We assign the matrix
We denote by s p = (s i ) the n-dimensional column vector, where
Let B pq denote the matrix which is obtained from B by replacing the qth column with the vector s p . We can write for p = 1 a q = n
Now we define a flow on the directed path in the graph G with n vertices, where n ≥ 2. The relative flow
given by the following relation:
The total relative flow S d (p, q) from the vertex p to the vertex q via all the directed p -q paths with d vertices (d = 2, . . . , n) of G is given by the following relation:
where the summation is over all (d − 2)-permutations (v 1 , . . . , v d−2 ) of the set {1, 2, . . . , n} − {p, q}.
We put for d = 2
what is not the total relative flow only but the relative flow on the edge (p, q) also. The total relative flow S(p, q) from the vertex p to the vertex q via all the directed p -q paths in G is given by the following relation:
Theorem 5.1 Let G be a complete weighted digraph with n vertices, where n ≥ 2. Let 1 and n be two different fixed chosen vertices of G. The total relative flow S(1, n) from the vertex 1 to the vertex n via all the directed 1 -n paths in G is S(1, n) = 1.
Proof. By using the relation (55), (54) and (53), we have subsequently
It is easy to see that
In consequence of that and with regard to (50) is
If we rewrite the factors of the product
in the relation (59) in the opposite sequence and we add the member b 1n = 1 at the end, one gets:
By using the relations (16), (21) and Theorem 3.1 one gets from relation (60):
Thus the proof of Theorem 5.1 is complete.
Theorem 5.2 Let G be a complete weighted digraph with n vertices, where n ≥ 2. Let p and q be two different fixed chosen vertices of the graph G. The total relative flow S(p, q) from the vertex p to the vertex q via all the directed p -q paths in G is S(p, q) = 1.
Proof. If we renumber the graph vertices by changing the number p for 1 as well as q for n we can use Theorem 5.1. The total relative flow from the vertex 1 to the vertex 5 via all the directed 1 − 5 paths with d = 2 vertices in G is given by the following relation:
The total relative flow from the vertex 1 to the vertex 5 via all the directed 1 − 5 paths with d = 3 vertices in G is given by the following relation: The total relative flow from the vertex 1 to the vertex 5 via all the directed 1 − 5 paths with d = 5 vertices in G is given by the following relation: 
Conclusions
A brand-new proof of a certain expansion of the determinant of the special matrix M used in [12] is presented in this paper. Moreover, by using this result, a certain new expansion of an arbitrary determinant by his minors with gradually decreasing the order is presented and proved. This expansion is other then the Laplace or the Cauchy expansion. The concept of the relative flows on the paths in a complete weighted digraph is introduced. This concept can be used to investigate the energy flow paths in mechanical and acoustic systems by means of statistical energy analysis. Three examples are attached in parts 3, 4, and 5.
