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In this thesis we make four contributions to the state of the art in nu-
merical lattice simulations of quantum chromodynamics (QCD). First, we
present the most detailed investigation yet of the autocorrelations of topo-
logical observations in hybrid Monte Carlo simulations of QCD and of the
effects of the boundary conditions on these autocorrelations. This results in
a numerical criterion for deciding when open boundary conditions are useful
for reducing these autocorrelations, which are a major barrier to reliable cal-
culations at fine lattice spacings. Second, we develop a dislocation-enhancing
determinant, and demonstrate that it reduces the autocorrelation time of the
topological charge. This alleviates problems with slow topological tunneling
at fine lattice spacings, enabling simulations on fine lattices to be completed
with much less computational effort. Third, we show how to apply the re-
cently developed zMöbius technique to hybrid Monte Carlo evolutions with
domain wall fermions, achieving nearly a factor of two speedup in the the
light quark determinant, the single most expensive part of the calculation.
The dislocation-enhancing determinant and the zMöbius technique have en-
abled us to begin simulations of fine ensembles with four flavors of dynamical
domain wall quarks. Finally, we show how to include the previously-neglected
G1 operator in nonperturbative renormalization of the ∆S = 1 effective weak
Hamiltonian on the lattice. This removes an important systematic error
in lattice calculations of weak matrix elements, in particular the important
K → ππ decay.
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rection determinant pseudofermion action on 25 configurations
of the 80 × 80 × 96 × 192 ensemble. On all trajectories the
contribution to ∆H is much less than 1, justifying the decision
to drop the corresponding molecular dynamics force even on
this very large lattice. . . . . . . . . . . . . . . . . . . . . . . . 131
33 Evolution of the global topological charge on the 80 × 80 ×
96× 192 ensemble. . . . . . . . . . . . . . . . . . . . . . . . . 132
ix
34 Topological susceptibility versusm2π for the 2+1+1 flavor DED
ensembles. We also show the susceptibility on other ensembles:
the 243 and 323 ensembles reported in [59] and the 483 and 643
ensembles reported in [27]. Error bars on 643, 323 DED, and
especially 80×80×96×192 DED ensembles are uncertain due
to small statistics. The 323 DED ensemble may be subject to
large finite volume effects. . . . . . . . . . . . . . . . . . . . . 133
35 Tree level diagram for G1 (the cross vertex) in the external
state E1. The incoming quark lines carry momentum p2 flow-
ing inward. The outgoing quark lines carry momentum p1
flowing outward. Momentum 2q = 2(p1 − p2) is injected at
the G1 operator. The gluon line carries momentum q flowing
upward. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
36 EOM test on a pure SU(3) Iwasaki ensemble. We plot 〈Wx[Ux,µLx,µ]TA〉
as a function of the value of c1 used in the staple Lx,µ. The
graph should intersect 0 at c1 = −0.331, the true rectangle co-
efficient for the Iwasaki action. This observable is an exactly
linear function of c1. The lines connect to data points outside
the plotted region. . . . . . . . . . . . . . . . . . . . . . . . . 183
x
List of Tables
1 Parameters of the Iwasaki 2 + 1 flavor simulation. . . . . . . . 30
2 Parameters of pure gauge Iwasaki evolutions comparing pe-
riodic and open boundary conditions. “Central plaquette” is
the mean plaquette averaged only over the central Nt/2 time
slices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3 Parameters of pure gauge Wilson evolutions comparing peri-
odic and open boundary conditions. “Central plaquette” is
the mean plaquette averaged only over the central Nt/2 time
slices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
xi
4 Simulation parameters. The lattice spacings in this table are
computed using Eq. (4.11) of [17], which gives r0/a as a func-
tion of β for the DBW2 action; we take r0 = 0.5 fm and esti-
mate a 1% statistical error based on the data in [17]. τtraj is
the HMC trajectory length in MDU, and each trajectory con-
sists of Nsteps steps of the force gradient integrator. τmeas is the
MD time separation between successive measurements of the
observables described in Section 3.1.2. The listed MD time is
the total length of the simulation in MDU (for β = 0.9465 we
ran four simulations of equal length for each type of boundary
condition and the listed MD time is the sum of the lengths of
the four simulations). The last column is the acceptance rate,
which we found to be independent of the boundary conditions. 41
5 Measured integrated autocorrelation times of some topological
observables. Open boundary conditions lead to significantly
shorter integrated autocorrelation times when the lattice spac-
ing is fine enough. (However, even these shorter times are still
quite long.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
6 Best fit results for diffusion model parameters. . . . . . . . . . 59
xii
7 Parameters of the rational function in the quenched DED test.
The parameters are chosen so that the maximum enhancement
is Rb(0)
−2 = 30. Choosing b1 ≈ b2 ≈ 1 means roughly that
eigenvalues of Mprec
†Mprec below 1 are enhanced and eigenval-
ues above 1 are mostly unaffected, as shown in Figure 21. . . . 90
8 Some details of the DED test simulations. “DED sim” is a
pure SU(3) simulation with the Wilson gauge action plus a
DED with the parameters given in 7. “Reference sim” is a
pure SU(3) simulation with the Wilson gauge action and no
DED. It is the periodic simulation described in Table 3. The
scale is set using the Wilson flow scale t0 (see Section 4.2.5)
assuming t
1/2
0 = 0.7292 GeV
−1 [27]. . . . . . . . . . . . . . . . 91
9 From these short runs, there is no large difference between the
root-mean-square ∆H when using 4D pseudofermions for the
light quarks and when using 5D pseudofermions. . . . . . . . . 115
10 Basic 323 simulation parameters. . . . . . . . . . . . . . . . . 119
11 Evolution parameters for 323 2+1+1 flavor evolution. The in-
tegrator is nested so that four steps of the gauge force integra-
tor are executed for each step of the fermion force integrator.
The time per trajectory is given on a 512-node partition of a
Blue Gene/Q DD2 machine. . . . . . . . . . . . . . . . . . . . 119
12 DED parameters. . . . . . . . . . . . . . . . . . . . . . . . . . 120
13 Values of ωi for i = 1 . . . Ls. . . . . . . . . . . . . . . . . . . . 123
xiii
14 Timings for a representative trajectory of the 323 2+1+1 flavor
ensemble on a 512-node partition of a Blue Gene/Q DD2 ma-
chine. We see that the innovations introduced in this work—
the DED and the Ls = 32/Ls = 14 correction determinant
ratio—are both quite cheap. The zMöbius evolution strategy
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In this thesis we present a number of improvements to lattice simulations of
quantum chromodynamics (QCD), the theory of quarks and gluons.
The work described here was carried out within the RBC/UKQCD lattice
collaboration, and the techniques presented will make future RBC/UKQCD
simulations more efficient and accurate, leading to better calculations of par-
ticle physics processes to test the Standard Model.
• Chapter 2: Background. We first give a brief overview of lattice
QCD and the hybrid Monte-Carlo (HMC) algorithm that is used to
simulate it on computers. We then discuss the challenges in lattice
QCD that are addressed by the work in this thesis. This chapter serves
as a reference for definitions and conventions used in the rest of this
thesis.
• Chapter 3: Open boundary conditions and diffusion of topo-
logical charge. Long autocorrelations of observables related to the
topological charge are an important obstacle to accurate simulations of
QCD at fine lattice spacings. This chapter presents an investigation of
these autocorrelations and their dependence on the lattice spacing and
boundary conditions.
• Chapter 4: The dislocation-enhancing determinant. The dislocation-
enhancing determinant (DED) is a modification to the lattice action
1
which reduces the autocorrelations of observables related to the topo-
logical charge. This produces a significant speedup of simulations at
fine lattice spacings.
• Chapter 5: zMöbius acceleration of DWF evolutions. The
“zMöbius ” algorithm was developed to speed up measurements of lat-
tice observables carried out using domain-wall fermions. In this chapter
we adapt the zMöbius algorithm to the HMC evolution and show that
it produces a speedup of the light quark determinant. For reasons we
discuss later, this is particularly helpful for simulations that include a
DED.
• Chapter 6: 2+1+1 flavor simulations. One important goal of
simulations at fine lattice spacings is the inclusion of the charm quark,
which can only be done accurately if the lattice spacing a is much
smaller than 1/mc, the Compton wavelength of the charm quark. In
this chapter we present the progress of the RBC/UKQCD collabora-
tion’s first simulations involving charm sea quarks, which use the DED
and zMöbius techniques.
• Chapter 7: Off-shell nonperturbative renormalization with
the G1 operator. This chapter, somewhat disconnected from the oth-
ers, presents a method of improving the matching of lattice results to
continuum results by including previously-neglected terms in the non-
perturbative renormalization the weak Hamiltonian on the lattice. The
2
immediate relevance of this method is to the RBC/UKQCD calculation
of the decay of the kaon to two pions.
Some information is relegated to appendices:
• Appendix A: Conventions. This appendix lists some mathematical
conventions that are used throughout.
• Appendix B: Analytic calculation of τint(Q(t0)). This appendix




As a reference for the rest of this thesis, in this section we give some basic
definitions in continuum and lattice QCD.
2.1.1 Continuum QCD
QCD is a non-Abelian gauge theory based on the Lie group SU(3). To
define a continuum field theory with an SU(3) gauge symmetry we introduce
a hermitian vector potential Aµ(x) which lives in the adjoint representation
of the Lie algebra su(3). We define the su(3)-valued field strength tensor by
Gµν = ∂µAν − ∂νAµ − i[Aµ, Aν ] (2.1)










where the Einstein summation convention is in force. We will work in Eu-
clidean spacetime, meaning that all Lorentz indices can be taken to be lower
indices. g is the coupling constant.
A quark is a Dirac field in the fundamental representation of SU(3). To
introduce a quark field ψ(x) with mass m we first define the Dirac operator
4
D ≡ γµ(∂µ − iAµ) +m (2.3)
ψ lives in the 3 (fundamental) representation of SU(3). The action of QCD







Tr[GµνGµν ] + ψDψ
]
(2.4)
QCD actually has six flavors of quarks called up (u), down (d), strange
(s), charm (c), bottom (b), and top (t). Each flavor has a different mass.
Typically we use the approximation mu = md in lattice simulations. The b
and t flavors are typically neglected on the lattice because their masses are
much larger than the energies we work at. c is sometimes neglected. Much
of the work described in this thesis is aimed at improving lattice simulations
to allow the accurate inclusion of c quarks.
The continuum QCD action is invariant under the SU(3) gauge transfor-
mation
Aµ(x)→ V (x)A(x)V (x)† + iV (x)∂µV (x)†
ψ(x)→ V (x)ψ(x)
(2.5)
where V (x) is an arbitrary SU(3)-valued function of spacetime.






In lattice QCD we define discrete versions of the gauge field, fermion fields,
action, and partition function. We introduce a four-dimensional hypercubic
grid of sites with lattice spacing a (we will usually use “lattice units” in
which a = 1). The gauge field is represented by a set of links. For each site
x and for each of the four spacetime directions µ, the sites x and x+ aµ̂ are
connected by the link Ux,µ. The link is an SU(3) matrix and can be thought









The P indicates “path-ordering” of the exponential. The link Ux,µ can be
used to parallel transport an object in the fundamental representation of
SU(3) from the site x + µ̂ to the site x. The hermitian conjugate U †x,µ can
be used for parallel transport in the opposite direction.
There are many lattice gauge actions that can serve as the discrete version
of the continuum gauge action. The main requirements are that there should
be a discrete version of gauge invariance which holds exactly, and that the
action should go to the continuum gauge action in the continuum limit a→ 0.

















and traditionally instead of working in terms of the coupling g we write the
action in terms of β ≡ 6/g2.
More complicated lattice actions are possible. Many simulations discussed
in this thesis use either the Iwasaki action [1] or the DBW2 action [2]. They


























The Iwasaki gauge action is Sg,rectangle with c1 = −0.331. The DBW2 gauge
action is Sg,rectangle with c1 = −1.4088.1
1These actions were invented to provide a better approach to the continuum limit in
simulations of pure SU(3) gauge theory. They were adopted for use in simulations with
fermions because they tend to suppress “dislocations” (discussed further later), improving
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All the gauge actions discussed above are invariant under the lattice gauge
transformation
Ux,µ → VxUx,µV †x+µ̂ (2.12)
where Vx is an arbitrary SU(3) matrix at each lattice site x.
In lattice QCD, the fermion fields live on the sites x. There are many
ways of discretizing the fermion action, and each discretization comes with
advantages and disadvantages. We will describe the Wilson fermion action
here as an example. In the next section we will describe the Möbius domain
wall fermion action.
In the Wilson fermion action, the fermion field consists of a Grassmann-
valued four-component Dirac field ψx on each site. As in the continuum, ψx





In the continuum we had the Dirac operator D, which was a differential
operator. On the lattice we have the Wilson Dirac operator Dw, which we
can think of as a large (sparse) matrix which acts on the large vector ψ and
produces a new vector Dwψ. The Wilson Dirac operator is defined by








Here m is the “input quark mass” and we will sometimes write the Wilson
Dirac operator as Dw(m) to emphasize the mass. The γµ are hermitian
Euclidean-space Dirac matrices obeying {γµ, γν} = 2δµ,ν .
The Wilson fermion action is invariant under the lattice gauge transfor-
mation of Eq. (2.12) combined with a gauge transformation of the fermion
field:
ψx → Vxψx (2.15)
The lattice partition function is obtained from the continuum partition
function by replacing the continuum action with the lattice action and the
continuum functional integral by a finite-dimensional integral over the lattice
fields. We integrate over the SU(3)-valued links using the Haar measure. For
example the partition function of one-flavor lattice QCD with the Wilson








exp[−Sg,wilson − Sf,wilson] (2.16)
Formally lattice QCD can be defined on an infinite lattice, but we can
9
only simulate a finite lattice on a computer. Typically we simulate a region
of volume L3 × T , where L is the length of the spatial directions and T is
the length of the (Euclidean) time direction. We impose periodic boundary
conditions, so that for example Ux+Lŷ,µ ≡ Ux,µ and ψx+Lŷ,µ ≡ ψx,µ. We
usually impose antiperiodic boundary conditions on fermion fields in the
time direction. Part of this thesis will investigate modifications to the gauge
field boundary conditions.
2.2 Domain wall fermions
Most simulations by the RBC/UKQCD use domain wall fermions [32, 33],
a method of simulating lattice Dirac fermions which approximately preserves
chiral symmetry. The continuum action for a massless quark field ψ is in-




The Wilson fermion action breaks this symmetry badly at finite lattice spac-
ing and only recovers the symmetry in the continuum limit.
Domain-wall fermions introduce a fictitious fifth dimension. The coordi-
nate for this dimension is traditionally called s and the fifth dimension has
2This is not actually a symmetry of the quantum theory because this U(1) axial sym-
metry is anomalous. However flavor-nonsinglet versions of this transformation are exact
symmetries of massless continuum QCD.
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finite size Ls. The point of this construction is that at energies much less
than the lattice cutoff chiral symmetry breaking is suppressed exponentially
in Ls, so that we can simulate fermions with nearly-exact chiral symmetry
at finite lattice spacing. Intuitively, the idea is that when they have energies
well below the lattice cutoff, left- and right-handed fermions are localized at
opposite ends of the fifth dimension, with very little overlap of their wave
functions, so that their phases can be rotated independently. We recover a
four-dimensional theory by looking at the physics on the boundaries of the
five-dimensional volume. Thre are high energy modes that are not bound to
the 4D walls, but the effects of these are cancelled off by a Pauli-Villars field,
as we describe later.
As a reference for the rest of this thesis, we give the action for the Möbius
formulation of domain wall fermions [34] and discuss some of its properties.
Möbius fermions are used in most RBC/UKQCD simulations.
A domain wall fermion field ψ is defined on a five-dimensional grid of
sites. It is associated with a five-dimensional Dirac operator DDW (m). m is
the input quark mass. It’s convenient to write DDW (m) as a matrix in the
s direction, where each entry is a four-dimensional operator. Taking Ls = 4
to be explicit, this matrix is
11

































+ = biDw(−M5) + 1 (2.19)
D
(i)





Here m is the input quark mass and Dw(−M5) is the Wilson Dirac operator
with a large negative mass −M5. M5 is order 1 in lattice units. bi and ci are
complex numbers, possibly i-dependent, which are subject to the constraint
that bi−ci must be a constant real number independent of i. Möbius fermions
are generalizations of Shamir domain wall fermions [33], which use bi = 1, ci =
0.






Dividing by the “Pauli-Villars” operator DDW (1) with input mass 1 is nec-
essary to give the theory a well-defined Ls →∞ limit. Roughly speaking, it
can be thought of as cancelling out the unphysical five-dimensional physics
of the ψ field, leaving only the physical four-dimensional physics.
It is usually more convenient to simulate two mass-degenerate fermion






which has the advantage of involving only positive-definite operators. Per-








This determinant is the change in the weight of each gauge configuration due
to the sea effects of two flavors of domain wall fermion with mass m.
Möbius fermions, and domain-wall fermions in general, can be seen as a
sort of approximation to overlap fermions [35]. Overlap fermions go one step
further than domain wall fermions: overlap fermions preserve an exact form
of chiral symmetry even at finite lattice spacing. The overlap Dirac operator





[1 +m+ (1−m)γ5ε(H)] (2.25)
Here m is again the input quark mass. ε(x) ≡ x/
√
x†x is the complex sign
function. H is a Hermitian “kernel” operator. The original overlap operator
used H = γ5Dw(−M5), but other kernels are possible.
Mobius fermions approximate overlap fermions with a kernel
H =
γ5Dw(−M5)
2 + (b− c)Dw(−M5)
(2.26)
(here b − c ≡ bi − ci). The case b − c = 1 is called the “Shamir kernel,”
and we always use this kernel. The sense in which Möbius fermions are
approximations to overlap fermions will be made more precise in Chapter 5.
In choosing among the fermion formulations described here, there is a
tradeoff between chiral symmetry and computational expense. Domain wall
fermions have better chiral symmetry than Wilson fermions, but are much
more expensive to simulate because the number of lattice sites has gone up
by a factor of Ls. Overlap fermions, which have even better chiral symmetry,
are even more expensive.
2.3 The hybrid Monte-Carlo algorithm
Above we wrote down the partition function of lattice QCD. How do we
actually simulate this theory on a computer and get numerical answers for
the expectation values of observables? The standard method is the hybrid
14
Monte-Carlo (HMC) algorithm [15].




DUDψDψ exp[−S]O(U, ψ) (2.27)
In general lattice actions have the form
S = Sg(U) + ψM(U)ψ (2.28)
where M is some positive-definite operator and ψ is a collection of Grassmann
fields. The construction of the hybrid Monte-Carlo algorithm starts with the















DUDπDφDφ† exp[−HKE(π)− Sg(U)− φ†M(U)−1φ]O(U)
(2.29)
In the second-to-last step we introduced commuting complex-valued “pseud-
ofermion” fields φ, which are easier to work with than the Grassmann fields
ψ. In the last step we introduced the “conjugate momentum” field π. This
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is a field consisting of an antihermitian tracless 3 × 3 matrix πx,µ for each
link Ux,µ. This field will be the conjugate momentum corresponding to U in








The final line of Eq. (2.29) can be thought of as saying that the quantum
mechanical expectation value of O(U) is the same as the statistical expecta-
tion value of O(U) under the joint probability distribution
P (U, φ, π) ∝ exp[−HKE(π)− Sg(U)− φ†M(U)−1φ] (2.31)
If we can draw independent random samples U1, U2, . . . , UN of the lattice
gauge field from this probability distribution, then we can estimate quantum






with errors that fall like 1/
√
N . The purpose of the HMC algorithm is to
draw samples from this probability distribution.
Given a gauge field U , the probability distributions of the conjugate mo-
mentum π and the pseudofermion fields φ are Gaussian. It is easy to sample
from these Gaussian distributions. The hard part is sampling from the dis-
3πx,µ is antihermitian so HKE is nonnegative.
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tribution for U , which is not Gaussian. The hybrid Monte Carlo algorithm
accomplishes this as follows. Given an existing gauge field U , we generate a
new gauge field by running a “trajectory” consisting of the following steps:
1. Heat bath for pseudofermions: Draw a random pseudofermion field
from the Gaussian distribution
P (φ) ∝ exp[−φ†M(U)−1φ] (2.33)
2. Heat bath for conjugate momenta: Draw a random conjugate
momentum field π from the Gaussian probability distribution
P (π) ∝ exp(−HKE(π)) (2.34)
3. Initial Hamiltonian: Calculate the initial Hamiltonian
Hinit = HKE(π) + Sg(U) + φ
†M(U)−1φ (2.35)
4. Molecular dynamics evolution: Numerically integrate the Hamil-






πx,µ = −2iT a∂ax,µS(U)
(2.36)
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Here τ is called the “molecular dynamics time” (MD time) and the tra-
jectory lasts some fixed amount of molecular dynamics time, τtraj. The
factor of 2 in Eq. (2.36) is conventional and affects the normalization
of τ . S(U) is the total action Sg(U) + φ
†M(U)−1φ.
The notation T a∂ax,µ represents differentiation with respect to the SU(3)-
valued variable Ux,µ. The precise definition of this derivative is given
in Appendix A.
Note that the pseudofermion fields φ remain fixed during the molecular
dynamics evolution.
5. Final Hamiltonian: Calculate the final Hamiltonian Hfinal, using
equation Eq. (2.35) but with the final value of the U field after the
molecular dynamics evolution.
6. Accept/reject step: Calculate the change in the Hamiltonian,
∆H ≡ Hfinal −Hinitial (2.37)
If ∆H ≤ 0, accept the new lattice gauge field configuration U . If





If we reject the final U , the gauge field is reset to its initial configuration
at the beginning of the trajectory. The next sample configuration is the
gauge field U after this accept/reject step. In the case of a rejection,
this will be the same as the previous sample configuration.
The accept/reject step makes the HMC algorithm correct even when
the numerical integration of the molecular dynamics has finite-step-size
errors.
The final gauge field (after the accept/reject step) is then used as the
initial gauge field for the next trajectory. This produces a sequence of gauge
field configurations. It can be shown that under this Markov process the
joint distribution of U , φ, and π converges to the desired distribution in
Eq. (2.31).
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3 Open boundary conditions and diffusion of
topological charge
In this chapter we present some studies of the behavior of topological charge
in Hybrid Monte Carlo simulations of lattice QCD and of how this behavior
depends on the physical boundary conditions of the lattice. The DBW2
study in this chapter was published in [24]. Some aspects of the work in this
chapter were presented at the Lattice 2013 conference [25] and the Lattice
2014 conference [26].
3.1 Theory and previous work
An SU(3) gauge field in four spacetime dimensions can have topological con-
figurations, meaning that the space of field configurations separates into sec-
tors and a configuration from one sector cannot be continuously deformed
into a configuration in another sector. The sectors can be labeled by a
“topological charge” usually denoted Q, which can take on any integer value.
Gauge field topology is an inherently nonperturbative phenomenon, because
standard perturbation theory only considers field configurations which are
arbitrarily close to the classical vacuum, which has Q = 0.
Topology has important physical effects: it is connected to the chiral
anomaly. Classically pure QCD has a conserved flavor-singlet axial current
Aµ ≡ ψγµγ5ψ. Quantum mechanically this current is actually not conserved:
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∂µAµ(x) ∝ ρ(x) 6= 0 (3.1)
where ρ(x) is the “topological charge density,” which we will define below.
The nonconservation of this current explains the relative heaviness of the η′
meson compared to the light pseudoscalar meson octet. Naively, all nine of
these mesons are pseudo-Goldstone bosons of spontaneously broken chiral
symmetry transformations, and should therefore be light. However, because
of the chiral anomly the flavor singlet chiral rotation is actually not a sym-
metry of QCD, and so the η′, the corresponding flavor singlet meson, is not
protected from gaining a large mass.
If our lattice QCD simulations are to reproduce the physical effects of
topology, we need to sample field configurations from all topological sectors.
Unfortunately, it is well known that in HMC simulations of lattice QCD
the autocorrelation time of the topological charge increases very rapidly as
the lattice spacing is reduced [3, 4, 5, 6, 7]. This is understood to be a
consequence of the fact that in a periodic volume the topological charge of a
continuum gauge field cannot change by any continuous deformation, while
the topological charge of a lattice gauge field can only change by passing
through non-continuum-like configurations with large values of the action. As
the coupling is made weaker such configurations are more and more strongly
suppressed, so that eventually “tunneling” between the topological sectors
of field space becomes very rare.
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The resulting increase in the autocorrelation time of the topological charge
is dangerous, because when autocorrelation times become comparable to or
longer than the total length of a simulation there is no guarantee that the sta-
tistical errors on measured quantities can be reliably estimated. The whole
calculation then becomes suspect. Modern simulations of QCD are being
performed at lattice spacings fine enough that this problem is a real and
pressing one.
In [8], it was proposed that switching from periodic to open boundary
conditions for the Euclidean time direction should slow the increase of the
autocorrelation time of the topological charge. The reason is that when open
boundary conditions are used topological charge can flow into or out of the
lattice through the boundaries and thus the topological charge can change
continuously without the need for rare tunneling events. Ref. [8] provided
evidence for this hypothesis by studying the dependence of autocorrelation
times on the lattice spacing a in simulations of pure SU(3) gauge theory with
open boundary conditions. Autocorrelation times were observed to scale like
1/a2 at fine enough lattice spacings, which is a slower increase than expected
with periodic boundary conditions. However, that work was not able to make
a direct comparison between periodic and open boundary conditions because
only open boundaries were simulated.
That motivated the work in this chapter, in which we collect very high
statistics and carry out a systematic comparison of periodic and open bound-
ary conditions across a wide range of lattice spacings. Prior to this work only
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smaller-scale comparisons had been made [6, 10, 11], though a similar study
was recently done in the context of the Schrödinger functional [7].
A systematic direct comparison between periodic and open boundaries
is needed because open boundary conditions have some drawbacks: they
distort the physics in the region of the lattice immediately adjacent to the
boundaries and they also break time-translational symmetry. These effects
can be avoided by working far from the lattice boundaries, but this requires
sacrificing some of the lattice volume to boundary effects. It is therefore
important to find out under what circumstances open boundary conditions
can produce a worthwhile reduction in autocorrelation times compared to
traditional periodic boundary conditions.
In answering this question, we do more than provide raw numerical data
on autocorrelation times. We focus on observables constructed from the
topological charge density (which we will call “topological observables”) and
we show that their autocorrelation functions can be reproduced by a simple
mathematical model that postulates only two processes: a tunneling pro-
cess and a diffusion process. This model fits our data surprisingly well and
provides insight into how the topological charge density evolves during the
HMC algorithm. For example, the model will tell us how quickly topological
charge moves into the lattice after being created at an open boundary.
The free parameters of the model are the tunneling rate and the diffusion
coefficient. We measure the scaling of these parameters with a and then use
this knowledge to compute the scaling behavior of topological autocorrelation
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times. In the end, the model provides a criterion for deciding when open
boundary conditions are useful for reducing autocorrelation times.
This chapter is organized as follows. In Section 3.2 we present examples
of slow topology and some preliminary simulations with open boundary con-
ditions. In Section 3.3 we present a set of high-statistics simulations carried
out using the DBW2 gauge action to study open boundary conditions in
more detail. In Section 3.4 we discuss which observables should be used in
comparisons between periodic and open boundary conditions and give the
measured integrated autocorrelation times of these observables as a function
of the lattice spacing. In Section 3.5 we develop a mathematical model for
topological autocorrelation functions, compare it to the data, and derive its
predictions for the scaling behavior of autocorrelation times. Finally in Sec-
tion 3.6 we draw some conclusions about the usefulness of open boundary
conditions.
3.1.1 Autocorrelations
Here we define some standard measures of autocorrelation. Suppose our
Monte Carlo simulation generates a sequence of configurations numbered
1, 2, . . . , N . On each configuration we measure an observable x, obtaining
sample measurements x1, x2, . . . , xN . Our estimate for the expectation value







For N →∞, our estimate x converges to the true expectation value 〈x〉.
For finite N , what is the uncertainty in our estimate? We can get it by
calculating the variance of x:






〈(xi − 〈x〉)(xj − 〈x〉)〉 (3.3)
Now we define the normalized autocorrelation function of x:
ρx(n) =
〈(xi − 〈x〉)(xi+n − 〈x〉)〉
var(x)
(3.4)
Suppose the autocorrelation function goes to zero at some n much smaller
than N . Then we can write
var(x) ≈ 2τint
N






The variance of our estimator is proportional to τint, the integrated au-
tocorrelation time of x. τint is a measure of the strength of the correlation
between successive measurements of x. The more correlated our measure-
ments, the larger τint, and therefore the larger the value of N we need to get
the same statistical error on our measurement of x.
Typically we will report τint in molecular dynamics time units (MDU),
meaning that we have multiplied the value from Eq. (3.5) by the number
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of simulated MD time units between each measurement of x. Similarly we
usually think of ρx as a function of the MD time τ rather than the config-
uration index n. This is because the computational cost of a simulation is
proportional to its length in MDU.
If τint grows too large we will stop trusting our statistical error bars. From
Eq. (3.5) we can see that the effective number of independent configurations is
N
2τint
. We will only trust our analysis if we have a large number of independent
configurations, so we should require N  τint.
These considerations show that it is important to keep τint under control.
If τint grows too large for some observable we care about then we will have
to run inordinately long simulations to get error bars we can trust.
Ref.’s [4, 8] contain useful formulas for calculating statistical errors on
the estimators of ρx and τint.
3.1.2 Observables of interest
Unfortunately, in lattice QCD simulations the topological charge shows a
rapidly increasing autocorrelation time as the lattice spacing a is taken to
zero, i.e., as we take the continuum limit. In this chapter, we characterize
this behavior and investigate whether open boundary conditions mitigate it.
The basic observables we study are the sums of the topological charge










εµνρλTr(Gµν(~x, t)Gρλ(~x, t)) (3.7)
On the lattice we use the “5Li” discretization of this formula, defined in [20].
The raw lattice gauge field is very rough and must be “smeared” before
measuring the topological charge. Smearing is the process of averaging the
gauge links with their neighbors in a gauge-invariant way, resulting in a
smoother smeared gauge field. There are a variety of smearing techniques in
the literature, all of which do essentially the same thing to the gauge field.
In the simulations of Section 3.2, we measure the topological charge after
smearing the gauge field with 60 rounds of APE smearing with parameter
0.45 [29]. In the DBW2 simulations, we measure the topological charge
density after smearing the gauge field by running the Wilson flow to the
reference flow time t0 [21].
From the time slice observables Q(t) we can also construct observables on
4D subvolumes. As we will see, the charge summed over a large subvolume
has a longer autocorrelation time than the charge summed over a single time
slice. We define the topological charge Q(t1, t2) summed over the Euclidean






A particularly important special case is the “global” topological charge summed
over the entire lattice, Q ≡ Q(0, T ). In the continuum, this global Q can
only take on integer values if the boundary conditions are periodic.
In our discussion of boundary effects in Section 3.4.1 we will also consider
one observable unrelated to topology: E(t), the Yang-Mills action density








Tr(Gµν(~x, t)Gµν(~x, t)) (3.9)
In this formula we use the “clover” discretization of the field strength tensor
Gµν [21]. As with the topological charge density, we measure the action
density after running the Wilson flow to the reference flow time t0.
3.1.3 Open boundary conditions
Traditionally, lattice QCD simulations use periodic boundary conditions for
the gauge field in the Euclidean time direction, meaning that for example
Ux,µ is identified with Ux+T t̂,µ, where T is the length of the time direction
and t̂ is a unit vector in the time direction. If open boundary conditions are
used there is no such identification. Instead the lattice has boundaries at the
time coordinates t = 0 and t = T − a, and there are no sites or links beyond
these boundaries. Equivalently, all links outside the time interval [0, T − a]
are set equal to zero.
In the case of open boundary conditions there is some freedom to choose
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the details of the action at the temporal boundaries. Specifically, one can add
to the action operators localized at the temporal boundaries. We make the
following simple choice: the action is given by Eq. (2.8) or Eq. (2.10) except
that any plaquette or rectangle which extends beyond one of the temporal
boundaries is omitted from the action. In our conventions the temporal
boundaries are at Euclidean times t = 0 and t = T − a (so the lattice
comprises Nt = T/a time slices). This version of open boundary conditions
is easily implemented by running a regular periodic simulation but setting
Ux,µ = 0 for any site x with time coordinate equal to T − a. (Note that 0
is an unnatural value for a link, which usually must be an SU(3) matrix, so
the simulation code must be modified somewhat to accommodate this).
3.2 Preliminary tests
To motivate the study of topological charge autocorrelations, in this section
we show some examples of fine (small-a) lattices where the slowdown of
topology is becoming very pronounced.
3.2.1 2 + 1 flavors, Iwasaki gauge action
For [27] we produced the 2 + 1 flavor ensemble described in Table 1. This
ensemble uses the Iwasaki gauge action and has an inverse lattice spacing
a−1 ≈ 3.15 GeV. It extends a set of ensembles with the same action at
a−1 = 1.73 GeV and a−1 = 2.36 GeV.
At this fine lattice spacing, the slow movement of topology is clear. Figure
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β 2.37
Lattice volume 323 × 64
Ls 12








amπ 0.1179(13) ≈ 371 MeV
amK 0.1772(12) ≈ 558 MeV
amΩ 0.5522(29) ≈ 1740 MeV
Table 1: Parameters of the Iwasaki 2 + 1 flavor simulation.
1 shows the evolution of topological charge for this ensemble. From this figure
we can estimate that the integrated autocorrelation time of the topological
charge is of order several hundred MD time units. (The simulation is too
short to give a more precise number). This autocorrelation time is quite long
and means that the quality of the sampling of topological sectors is marginal
even for a long run of 7000 MD time units. Compare to Figure 2, which
shows the much faster topological tunneling on the 483 ensemble from [27],
which uses the same action but at a coarser lattice spacing a−1 ≈ 1.73 GeV.
Making the lattice finer has slowed down the tunneling significantly.
3.2.2 Pure gauge, Iwasaki action: open vs. periodic
As mentioned above, in [8], it was proposed that switching from periodic to


























Figure 1: Evolution of the global topological charge on the 2 + 1 flavor
β = 2.37, a−1 ≈ 3 GeV ensemble. The topological charge is moving fairly























Figure 2: Evolution of the global topological charge at a coarser lattice spac-
ing a−1 ≈ 1.73 GeV. The topological charge moves much faster. Note the
different x scale compared to Figure 1.
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increase of the autocorrelation time of the topological charge.
As a first attempt to see whether open boundary conditions would be
helpful in RBC/UKQCD simulations, we produced the pair of ensembles de-
scribed in Table 2. We simulated pure SU(3) gauge theory using the Iwasaki
gauge action at β = 2.9, corresponding to a = 0.069(2) fm [18]. The two
ensembles are identical except that one uses periodic boundary conditions
in the time direction and one uses open boundary conditions in the time
direction. The lattice volume is 243 × 64.
Figure 3 shows the evolution of the topological charge on the periodic
ensemble. This ensemble shows extremely long autocorrelations; even the
18,000 MD time units simulated are not enough to properly sample the topo-
logical sectors and the autocorrelation time of the topological charge seems to
be on the order of tens of thousands of MD time units. (This is worse than
the 2+1 flavor ensemble discussed above because the presence of fermions
tends to speed up topological tunneling).
Do open boundary conditions improve this picture? As we discuss in
more detail below, it is important to compare periodic and open ensembles
using observables defined far away from the boundary. So Figure 4 plots the
MD time evolution of the topological charge summed over the central half
of the lattice time extent for both the periodic and open ensemble. In the
notation introduced above, this observable is Q(T/4, 3T/4). Note that this
observable is not quantized even on the periodic lattice, because topological





RMS ∆H 0.826(5) 0.819(5)
Central plaquette 0.7076662(22) 0.7076652(25)
β 2.9
a 0.069(2) fm [18]
Lattice size 243 × 64
Trajectory length 1 MD time unit
Step size 0.1 MD time unit
Integrator Force gradient QPQPQ [30]
Table 2: Parameters of pure gauge Iwasaki evolutions comparing periodic
and open boundary conditions. “Central plaquette” is the mean plaquette


























Figure 3: Evolution of the global topological charge on the 243 × 64 pure
gauge Iwasaki ensemble with periodic boundary conditions. The topological
charge moves extremely slowly, with an autocorrelation time that is clearly




























Figure 4: Evolution of the central topological charge on the 243 × 64 pure
gauge Iwasaki ensembles. The central topological charge is the topological
charge summed over the centralNt/2 time slices. This charge is not quantized
regardless of the boundary conditions. On both ensembles this charge moves
very slowly, with an autocorrelation time that seems to be of order thousands
of MD time units. The central topological charge does not seem to be moving
faster on the open ensemble.
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If open boundary conditions are speeding things up, we expect signifi-
cantly shorter autocorrelations for this quantity in the open ensemble. How-
ever, just looking at Figure 4 both the periodic and open ensembles seem
to have extremely long autocorrelations for this observable and the open
boundary conditions don’t seem to have produced any speedup.
3.2.3 Pure gauge, Wilson action: open vs. periodic
We performed a similar comparison using the Wilson gauge action. The
Wilson gauge action shows better topological tunneling than the Iwasaki
action at any given lattice spacing, but still shows the same sort of dramatic
slowdown as the lattice spacing goes to zero.
The parameters of these Wilson simulations are given in Table 3. They
were chosen to correspond to one of the runs in [8]. The evolution of the
global topological charge on the periodic Wilson ensemble is shown in Figure
5, and the evolution of the central charge Q(T/4, 3T/4) is shown in Figure
6. Again, we see long autocorrelations in both ensembles with no obvious
speedup from open boundary conditions.
3.3 DBW2 simulations
To understand this puzzle, we ran a more comprehensive set of simulations
using the DBW2 gauge action (see Section 2.1.2). The advantage of the
DBW2 action is that it lets us study the effects of nearly-frozen topology at





RMS ∆H 0.399(3) 0.391(5)
Central plaquette 0.6322087(42) 0.6322003(64)
β 6.42
a 0.0500(4) fm [19]
Lattice size 324
Trajectory length 1 MD time unit
Step size 0.1 MD time unit
Integrator Force gradient QPQPQ
Table 3: Parameters of pure gauge Wilson evolutions comparing periodic
and open boundary conditions. “Central plaquette” is the mean plaquette






















Figure 5: Evolution of the global topological charge on the 324 pure gauge
Wilson ensemble with periodic boundary conditions. As in the Iwasaki sim-


























Figure 6: Evolution of the central topological charge on the 324 pure gauge
Wilson ensembles. The central topological charge is the topological charge
summed over the central Nt/2 time slices. Again, the central topological
charge does not seem to be moving faster on the open ensemble. Both ensem-
bles show very long autocorrelations, as seen for example by staying positive
or negative for thousands of MD time units at a time.
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charge has autocorrelations of thousands of molecular dynamics (MD) time
units (MDU). To study such long autocorrelations with, for example, the
Wilson gauge action would require going to a ∼ 0.05 fm. By allowing us to
study the freezing of topology on relatively coarse lattices, the DBW2 action
lets us save computing resources by using relatively small lattice volumes for
a given physical volume.
In the preliminary simulations described in the previous section, we were
not able to run long enough to reliably compute numerical values for autocor-
relation times. This is because to reliably determine an autocorrelation time
requires a simulation many times longer than that autocorrelation time, and
running a simulation of this length was prohibitively expensive. The DBW2
simulations we now describe are much cheaper, and therefore we could run
them for a very long time (in MDU) and obtain accurate numerical autocor-
relation times with reliable statistical errors.
Table 4 summarizes the parameters of our simulations, which span a
factor of two in lattice spacing. Our lattices all have physical spatial extent
L = 1.6 fm, with lattice volumes ranging from 83 to 163. The Euclidean
time extent T of our lattices is always twice the spatial extent. At the
coarsest lattice spacings, topological tunneling is very frequent, while at the
finest lattice spacings topology is nearly frozen and autocorrelation times are
extremely long. We have collected enough statistics to accurately measure
these long autocorrelations even on the finest lattices.
Each row of Table 4 represents two simulations: one with periodic bound-
39
ary conditions and one with open boundary conditions. The β = 0.9465 row
is an exception: for this lattice spacing we generated 4 independent ensem-
bles for each boundary condition, for a total of 8 ensembles at this lattice
spacing (this was simply a convenient strategy given the computer resources
we used). All of our results at this lattice spacing are averages over these
sets of four independent ensembles.
Following [8], we scale the molecular dynamics trajectory length4 τtraj
like 1/a and take measurements at an MD time interval τmeas which we scale
approximately like 1/a2. We perform the molecular dynamics integration
with a force gradient integrator [13, 14] and choose step sizes that lead to
> 90% acceptance rates for all ensembles. For each pair of ensembles we find
identical acceptance rates for periodic and open boundary conditions.
3.4 DBW2 results
3.4.1 Boundary effects
When open boundary conditions are used in a lattice QCD simulation, there
is a region near each open boundary in which the simulated physics is very
different from infinite-volume QCD. For example, Figure 7 shows the dimen-
sionless quantity t20〈E(t)〉 on open lattices as a function of the Euclidean time
t near the open boundary at t = 0. (Here t is a Euclidean time, while t0 is
4We use the conventions in [16] to define MD time. Other conventions exist which
differ by a factor of
√
2. In particular, a unit-length MD trajectory in our conventions is
longer by a factor of
√
2 than a unit-length trajectory in [8].
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β a (fm) Volume τtraj Nsteps τmeas MD time Acc.
0.7796 0.2000(20) 83 × 16 1.00 8 10 48410 94%
0.8319 0.1600(16) 103 × 20 1.25 12 15 157875 95%
0.8895 0.1326(13) 123 × 24 1.50 15 21 228438 93%
0.9465 0.1143(11) 143 × 28 1.75 20 28 510944 93%
1.0038 0.1000(10) 163 × 32 2.00 24 40 830560 93%
Table 4: Simulation parameters. The lattice spacings in this table are com-
puted using Eq. (4.11) of [17], which gives r0/a as a function of β for the
DBW2 action; we take r0 = 0.5 fm and estimate a 1% statistical error based
on the data in [17]. τtraj is the HMC trajectory length in MDU, and each
trajectory consists of Nsteps steps of the force gradient integrator. τmeas is
the MD time separation between successive measurements of the observables
described in Section 3.1.2. The listed MD time is the total length of the
simulation in MDU (for β = 0.9465 we ran four simulations of equal length
for each type of boundary condition and the listed MD time is the sum of
the lengths of the four simulations). The last column is the acceptance rate,
which we found to be independent of the boundary conditions.
a Wilson flow time, not a physical time). The definition of t0 is such that
the true value of this observable is exactly 0.3 in an infinite volume, but it
is evident that in the immediate vicinity of t = 0 the action density is quite
different from its value in the central region of the lattice.
Similar boundary effects will be present in all observables. Ultimately, the
physics we are interested in is infinite-volume QCD, which means the physics
in the central region of Euclidean time, where measurements are independent
of the boundary conditions. We will call the central region of the lattice where
the physics is independent of the boundary conditions the “bulk,” in contrast
to the “boundary regions” near t = 0 and t = T −a where open and periodic
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Figure 7: Measurements of t20〈E(t)〉 as a function of the Euclidean time t on
open lattices near the t = 0 Euclidean time boundary. Error bars are too
small to see.
our lattices a safe estimate for the width of the boundary region is T/4 = 0.8
fm. We also examined boundary effects in observables constructed from Q(t),
such as 〈Q(t)2〉, and found the boundary region to be no wider than that for
〈E(t)〉. The width of the boundary region is presumably determined by a
combination of QCD correlation lengths (inverse glueball masses, in the pure
gauge theory) and the smearing radius
√
8t0 ∼ 0.5 fm of the Wilson flow
[21]. The boundary region is likely narrower for observables defined without
smearing.
The fact that the physics is altered in the boundary regions means that a
useful comparison between periodic and open boundary conditions requires
some care. The boundary regions on an open lattice are simulating physics
which is not infinite-volume QCD and which has no analogue on a corre-
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sponding periodic lattice. Therefore it is not sensible to include the boundary
regions in any comparison between an open ensemble and a periodic ensem-
ble. For example, we will not compare the autocorrelations of the global
topological charge Q on periodic and open lattices because this observable
contains large contributions from the boundary regions. It turns out that
autocorrelation times tend to be much shorter in the boundary regions than
in the bulk, so observables with contributions from boundary regions will
show artificially low autocorrelation times on open lattices compared to pe-
riodic lattices. But when the goal is to simulate infinite-volume QCD, this
effect does not represent a speedup because it comes from regions of the open
lattice where the physics is very different from infinite-volume QCD. The in-
teresting question is whether autocorrelation times in the bulk are reduced
by using open boundary conditions. Therefore when we discuss autocorre-
lations we will only make comparisons between open and periodic lattices
using observables defined within the central region [T/4, 3T/4) of Euclidean
time, which we found above to have boundary-independent physics.
3.4.2 Autocorrelation results
As discussed in the introduction, the global topological charge Q rapidly de-
velops longer and longer autocorrelations as the lattice spacing is decreased.
In Figure 8 we show portions of the MD time histories of Q on our periodic
lattices at each simulated lattice spacing. The dramatic slowdown of Q as
a → 0 is obvious. Table 5 gives τint(Q), the integrated autocorrelation time
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of the global topological charge, on each of our periodic lattices. τint(Q) in-
creases by a factor of about 100 from our coarsest to our finest lattice. Figure
9 shows that we obtain a good fit to the scaling behavior of τint(Q) with the
ansatz
τint(Q) = k1e
k2β, k1 = 2.7(1.7)× 10−6 MDU, k2 = 20.2(7) (3.10)
This fit form is motivated by the notion that there is some action barrier
S0 to topological tunneling which should therefore be suppressed by a factor
e−βS0 . We can also obtain a good fit using the form
τint(Q) = k1 exp(k2/a), k1 = 0.20(5) MDU, k2 = 0.90(3) fm (3.11)
A power law k1a
k2 with k2 ≈ −6, can approximately fit the data, but this fit
is not as good, as Figure 9 shows.
These results for the a-dependence of τint(Q) are quite similar to those
of [4], which simulated the pure gauge theory with the Wilson gauge action,
and found that both the form of Eq. (3.11) and the power law form (with
exponent around −5) described the data reasonably well. While we use the
DBW2 gauge action and so τint(Q) becomes large at a coarser lattice spacing,
the same fit forms apparently work reasonably well for both actions.
On all of our periodic lattices we find that the autocorrelation function
of Q has the form of a single exponential to within our statistical precision.
Figure 10 shows this for our two finest lattice spacings.
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Q Q(T/2) Q(T/4, 3T/4)
a (fm) Periodic Periodic Open Periodic Open
0.2000 20(2) 13.0(4) 13(7) 18(1) 11(6)
0.1600 53(4) 28(1) 21(10) 44(2) 36(18)
0.1326 175(18) 66(4) 72(46) 129(11) 99(67)
0.1143 389(376) 156(97) 191(111) 380(309) 331(199)
0.1000 2197(389) 465(66) 66(49) 1307(214) 273(196)
Table 5: Measured integrated autocorrelation times of some topological ob-
servables. Open boundary conditions lead to significantly shorter integrated
autocorrelation times when the lattice spacing is fine enough. (However, even
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Figure 8: Portions of the MD time histories of the global topological charge















Figure 9: Fits to the scaling behavior of τint(Q) on periodic lattices. a and
























a = 0.100 fm
a = 0.114 fm
exp(-x/2197)
exp(-x/525)
Figure 10: Measured normalized autocorrelation functions of the global
charge Q on our two finest periodic lattices. Also shown are curves of the
form exp(−τ/τint) where τint is the measured integrated autocorrelation time.
This single-exponential form matches the measured autocorrelation functions
well.
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As discussed in Section 3.4.1, the global topological charge Q is not the
best observable to use for comparisons between periodic and open lattices.
We should instead look at observables defined on subvolumes that lie entirely
within the bulk. For the moment we focus on two such observables: Q(T/2),
the topological charge summed over the central time slice, and Q(T/4, 3T/4),
the topological charge summed over the central half of the lattice volume.
Table 5 gives the integrated autocorrelation times of these observables on
both periodic and open lattices at each lattice spacing. Like τint(Q), these
integrated autocorrelation times rise very rapidly as the lattice spacing is
reduced. However, the a-dependence of these autocorrelation times is not
captured by a simple function like Eq. (3.10) or (3.11). We determine the
scaling behavior of these autocorrelation times in Section 3.5 below. Note
that the half-volume charge Q(T/4, 3T/4) always has a significantly longer
autocorrelation time than the time-slice charge Q(T/2).
The results of Table 5 show that open boundary conditions do indeed
lead to reduced (but still quite long) autocorrelation times at fine enough
lattice spacings. At the very finest lattice spacing, a = 0.1 fm, open bound-
ary conditions produce a more than a factor of 2 reduction in the integrated
autocorrelation times. At a = 0.114 fm and 0.133 fm, the next two finest
lattice spacings, open boundary conditions show slightly shorter autocorre-
lations than periodic boundary conditions, with the improvement clearer for
the half-volume charge Q(T/4, 3T/4). At the two coarsest lattice spacings
the integrated autocorrelation times are independent of the boundary condi-
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tions to within the limits of our measurements.
The reason for the difference between periodic and open boundary con-
ditions at fine lattice spacings is exactly that envisaged in [8]. At fine lattice
spacings on periodic lattices, the autocorrelation functions of topological ob-
servables like the time-slice charge and the half-volume charge develop long
tails proportional to the autocorrelation function of the global charge. As
the autocorrelation time of the global charge becomes very long, so do these
tails. Autocorrelation functions on open lattices do not develop such long
tails, because the global charge does not slow down as drastically. On open
lattices the topological charge can flow in and out through the boundaries
and so the global charge can change without having to wait for rare tunneling
events. Figure 11 demonstrates this, comparing the autocorrelation function
of the half-volume charge Q(T/4, 3T/4) between open and periodic boundary
conditions at the coarsest and finest lattice spacings.
In the rest of this chapter we will develop a model for topological autocor-
relations which will precisely reproduce the measured autocorrelation func-
tions of topological observables, such as those plotted in Figure 11. Among
other things this model lets us predict the lattice spacing at which integrated
autocorrelation times on periodic lattices start to become much longer than
those on open lattices. Thus the model will tell us when open boundary
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Figure 11: Normalized autocorrelation function of Q(T/4, 3T/4), the topo-
logical charge summed over the central half of the lattice time extent. At
a = 0.100 fm, the autocorrelation function has a very long tail on the periodic
lattice which is absent on the open lattice.
3.5 Diffusion model for autocorrelations
The mechanism by which the global topological charge changes during an
HMC evolution is moderately well-understood. As discussed in the intro-
duction, the global charge on a periodic lattice can only change via lattice
artifacts: “tears” or “dislocations” in the gauge field where the field is not
smooth and continuum-like. These dislocations are likely to be small struc-
tures, with size of order the lattice scale, in order to minimize their action.
When the global topological charge changes by means of one of these dislo-
cations we speak of the lattice gauge field tunneling between adjacent topo-
logical sectors. The rate of tunneling can be quantified by, for example, the
integrated autocorrelation time of the global topological charge.
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Less well-understood is how the topological charge moves around the lat-
tice in the absence of these tunneling events. In particular, when considering
open boundary conditions it would be very useful to know how fast this
motion is, because open boundary conditions are supposed to reduce auto-
correlations by allowing topological charge to be created or destroyed at the
open boundaries and then move into the bulk of the lattice. The effectiveness
of open boundary conditions will therefore be directly related to the speed
at which topological charge moves through the lattice in the absence of tun-
neling. (This question is also interesting for simulations which deliberately
run in a fixed topological sector; then the rate at which charge moves around
will determine how long it takes the lattice to decorrelate within a given
topological sector.)
One of the strengths of the mathematical model we will now develop is
that it provides a clean and quantitative definition of the vague notion of
“how fast topological charge moves around the lattice.” This will enable us
to develop a theoretical understanding of the circumstances in which open
boundary conditions will reduce autocorrelations.
3.5.1 The diffusion model
In this section we give a mathematical model that reproduces the autocor-
relation function of Q(t), the topological charge summed over a single time
slice. With this model we will be able to determine the scaling behavior of
the autocorrelation times of Section 3.4.2 and we will show how to determine
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the lattice spacing at which the autocorrelation times measured on open and
periodic lattices start to differ.
Denote by Q(t, τ) the topological charge summed over the time slice with
Euclidean time coordinate t on the configuration at MD time τ . We will
focus on the correlation function5
C(t, t0, τ) ≡ 〈Q(t, τ0 + τ)Q(t0, τ0)〉 (3.12)
This correlation function tells us about the movement of topological charge
through the lattice during the HMC evolution. Roughly speaking, C(t, t0, τ)
will be large when a lump of topological charge present on time slice t0 at
some MD time τ0 is likely to move to time slice t by MD time τ0 + τ . As a
special case, C(t0, t0, τ) is the autocorrelation function of Q(t0).
We can measure the correlation function C straightforwardly with our















C(t, t0, τ) (3.13)
Here the derivatives ∂/∂t with respect to Euclidean time should be under-
5In the remainder of this chapter “t0” will always be a Euclidean time and should not
be confused with the Wilson flow reference time.
6This generalization of the diffusion equation to a position-dependent diffusion coeffi-
cient D(t) is just one of many possibilities. This form is the first that we tried and we
found it to work well. Later we tried altering the diffusion term to ∂2/∂t2(D(t)C). This
form also works well but led to slightly larger values of the χ2 defined in Eq. (3.17)
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stood as finite differences and D(t) is a function defined at Euclidean times
midway between the lattice time slices. We will call Eq. (3.13) the “diffusion
model.” The free parameters of the model are the function D(t) and the
quantity τtunn.
D(t) is a t-dependent diffusion coefficient with units of fm2/MDU. It
quantifies how fast topological charge diffuses in the Euclidean time direction
and answers the question raised above of how fast topological charge moves
around the lattice in the absence of tunneling events. By time-translation
invariance, D(t) is a constant function on periodic lattices or in the bulk
region of open lattices, but it can have nontrivial t-dependence near open
boundaries. In fact we will find in Section 3.5.2 that D(t) is somewhat
enhanced in the immediate vicinity of an open boundary. However, we will
often treat D(t) as a constant, D, unless we are interested in this boundary
effect.
τtunn, which we call the “tunneling timescale,” has units of MD time and
quantifies the rate of tunneling between topological sectors. In fact, on a
periodic lattice it is exactly the integrated autocorrelation time of the global
topological charge. This can be seen as follows. Summing C(t, t0, τ) over t
and t0 gives the autocorrelation function ΓQ of the global topological charge:





C(t, t0, τ) (3.14)
where here Q(τ) denotes the global topological charge at MD time τ . Then
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if we sum Eq. (3.13) over t and t0, the diffusion term drops out because it is







This implies that the autocorrelation function of the global charge Q is a
simple exponential, as found in Section 3.4.2, and that the area under the
normalized autocorrelation function ρQ(τ) is τtunn, as claimed. Thus on pe-
riodic lattices we have τtunn = τint(Q).
In principle, τtunn could be a function of Euclidean time t near an open
boundary. However, we are unable to resolve any such t-dependence in our
data, and so we always take τtunn to be a constant throughout the lattice.
The boundary conditions satisfied by the correlation function C depend
on the boundary conditions for the lattice gauge field. On periodic lattices
C(t, t0, τ) is periodic in t and in t0. On open lattices C goes to zero at the
Euclidean time boundaries in the continuum limit:
C(0, t0, τ) = C(T − a, t0, τ) = C(t, 0, τ) = C(t, T − a, τ) = 0 (3.16)
These boundary conditions let the correlations measured by C “leak out”
through the open boundaries, just as the topological charge itself can leak
out. They arise from the fact that open boundary conditions correspond to
setting the color-electric field ~E to zero at the boundaries [8]. Therefore the
topological charge density, which is proportional to Tr( ~E · ~B), also vanishes
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at the boundaries, as do correlation functions of the charge density such as
C.
The diffusion model provides a concrete way of thinking about how the
topological charge density changes during an HMC evolution. There are two
processes: a diffusion process that proceeds at a rate given by D and a tun-
neling process that proceeds at a rate given by τtunn. As we will now demon-
strate, this simple model suffices to completely explain our measurements of
the autocorrelations of topological observables. The integrated autocorrela-
tion time τtunn is of course a well-known quantity but as far as we know the
diffusion coefficient D has not been identified before.
3.5.2 Diffusion model fits to simulation data
In this section we discuss our method for estimating the free parameters of
Eq. (3.13) from our data and demonstrate the close agreement between the
model and our simulation data.
Eq. (3.13) predicts C(t, t0, τ) for MD time separations τ > 0 given the
“initial condition” C(t, t0, τ = 0), which gives the correlations between the
Q(t) at zero MD time separation. The free parameters in the differential
equation are the diffusion coefficient D(t) and the tunneling timescale τtunn.
D(t) must be a constant function on periodic lattices, but on open lattices
we allow it to be a general function of t, except that we impose time-reversal
symmetry (i.e., symmetry under t → T − a − t). So on periodic lattices,
the model has two free parameters, τtunn and D, while on open lattices the
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model has T/2 + 1 free parameters, τtunn and the values of D(t) for t < T/2.
For a given choice of the parameters D(t) and τtunn, we define a measure
of the goodness of fit as follows. We measure the function C(t, t0, 0) from
our data, then numerically integrate Eq. (3.13) to obtain the prediction for
the correlation function at τ > 0, which we will denote by Cmodel. We then
measure the function C(t, t0, τ) from our data, obtaining an estimate C̄ with
statistical error ∆C̄. These measurements are made for a discrete set of MD













We find the best estimates of D(t) and τtunn by varying them to minimize
this χ2. Finally we estimate statistical errors on D(t) and τtunn by the jack-
knife method. We use a blocked jackknife with blocks much longer than the
longest measured autocorrelation time.
The resulting fits are shown in Figures 12 and 13 where for each ensemble
we plot C(t, t0, τ) for several choices of t and t0 alongside the model fit. In
every case our simple model produces remarkably good agreement with the
measured correlation functions. We stress that τtunn and D(t) are determined
only once per ensemble: the χ2 in Eq. (3.17) sums over all values of t and t0.
After minimizing χ2, the resulting estimates for τtunn and D(t) are used to
predict the C(t, t0, τ) for any t and any t0.
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Figure 12: Measurements and diffusion model predictions of C(t+∆t, t, τ) vs
τ for several values of ∆t on each periodic ensemble. This is the correlation
between the charge on time slice t and the charge on time slice t+∆t an MD
time τ later. By time translation invariance this function is independent of
t. Error bars on measurements are too small to see. In all cases the model
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Figure 13: Measurements and diffusion model predictions of C(t, T/2, τ) vs τ
for several values of t on each open ensemble. This is the correlation between
the charge on the central time slice and the charge on time slice t an MD
time τ later. Error bars on measurements are too small to see. In all cases



















Figure 14: Measurements and diffusion model prediction of τint(Q(t)) vs t on
the a = 0.100 fm periodic and open lattices.
tions to get predictions for integrated autocorrelation times. Figure 14 com-
pares measurements of τint(Q(t)), the integrated autocorrelation time of Q(t),
to model predictions on our finest pair of ensembles. The predictions are
computed using the estimates of D(t) and τtunn from the above fitting proce-
dure. There is close agreement, and the diffusion model correctly reproduces
the nontrivial t-dependence of τint(Q(t)) in the presence of open boundary
conditions.
The best estimates for τtunn and D(
T−a
2
) (the diffusion coefficient at the
center of the lattice) are summarized in Table 6. At a given lattice spacing,
the measured values of these quantities on the periodic and open lattices are
consistent with each other. This is expected: the boundary conditions should






a (fm) Periodic Open Periodic Open
0.2000 20(1) 20(2) 0.090(12) 0.099(30)
0.1600 56(3) 51(3) 0.1018(73) 0.113(18)
0.1326 185(20) 162(19) 0.1085(97) 0.088(15)
0.1143 561(59) 737(143) 0.1080(56) 0.120(14)
0.1000 2350(389) 1973(621) 0.1155(29) 0.116(12)
Table 6: Best fit results for diffusion model parameters.
measured values of τtunn in Table 6 are consistent with the measured values
of the integrated autocorrelation time τint(Q) on periodic lattices in Table
5, as expected since Eq. (3.15) predicts τint(Q) = τtunn. The estimates from
open lattices tend to have larger error bars: this is because the model has
more free parameters on open lattices since D(t) is allowed to depend on t.
While D(t) is identical in the bulk between periodic and open lattices,
when t is close to an open boundary we observe that D(t) is enhanced relative
to its bulk value. As an example, Figure 15 shows the fit results for the
function D(t) at our finest lattice spacing, comparing the open result to the
(time-translation invariant) periodic result.
D(t) is a property of the HMC algorithm and not a physical observable.
However, we expect that the width of the boundary region in which D(t) is
enhanced is controlled, as for physical observables, by a combination of the
Wilson flow smearing radius
√
























Figure 15: Measured diffusion coefficient D(t) on a = 0.100 fm lattices.
3.5.3 Scaling of the diffusion coefficient
In Section 3.4.2 we gave some fits to the a-dependence of τint(Q), which is
identical to the diffusion model parameter τtunn. It is very interesting to ask
how the diffusion coefficient D, the other parameter of the diffusion model,
depends on the lattice spacing. The answer is that over the range of lattice
spacings we simulated D scales like a2 up to small O(a4) corrections. Figure
16 plots the fit results for D as a function of a on periodic lattices, finding
good agreement with a fit of the form
D/a2 = c1 + c2a
2, c1 = 0.123(5) MDU
−1, c2 = −0.85(32) MDU−1 · fm−2
(3.18)
As we will discuss below in Section 3.5.7, the parameters D and τtunn

















Figure 16: Measured diffusion coefficient on periodic lattices versus a2. The
linear fit is given by Eq. (3.18).
length. In our simulations, we have chosen to scale the trajectory length like
1/a. It may be that a different choice for the scaling of the trajectory length
would lead to different scaling behaviors for D and τtunn. In the rest of this
chapter we will assume that D scales like a2, but it should be kept in mind
that this could be modified to some extent by different choices for the scaling
of the trajectory length.
The diffusion coefficient D and the lattice Euclidean time extent T to-
gether define a characteristic MD time we will call the “diffusion timescale,”
τdiff ≡ T 2/8D (3.19)
With the factor of 8 included, this is roughly the MD time it takes a lump
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of topological charge to diffuse across a distance T/2. It should be thought
of as the speed at which the center of the lattice can communicate with the
boundaries. From the scaling of D, the characteristic MD time interval τdiff
scales like 1/a2 at fixed Euclidean time extent T .
3.5.4 The tunneling- and diffusion-dominated regimes
The diffusion model thus identifies a tunneling timescale τtunn and a diffusion
timescale τdiff . There are two limiting cases where one of these timescales
is much shorter than the other. In the “tunneling-dominated” regime char-
acterized by τtunn  τdiff , diffusion is much slower than tunneling, while in
the “diffusion-dominated” regime where τtunn  τdiff diffusion is much faster
than tunneling.
The tunneling-dominated regime corresponds to large a (because then
tunneling is fast) or large T (because then it takes a long time to diffuse
across the lattice). Conversely the diffusion-dominated regime corresponds
to small a or small T . For a fixed physical value of T , coarse enough lat-
tices will be tunneling-dominated while fine enough lattices will be diffusion-
dominated. Similarly, for a fixed value of a, short enough lattices will be
diffusion-dominated while long enough lattices will be tunneling-dominated.
The transition region between these regimes is the region of parameter
space where τtunn ∼ τdiff . Given the measurements of τdiff and τtunn shown
in Figure 17, this happens in our set of ensembles at a ∼ 0.11 fm. It should










Figure 17: Measurements of the tunneling and diffusion timescales from dif-
fusion model fits on all periodic lattices.
dominated regimes will happen at a different lattice spacing depending on
the action, Euclidean time extent, and the HMC algorithm parameters. For
example, if we used an action that was better at topological tunneling, such
as the Wilson gauge action, this transition would occur at a finer lattice
spacing.
Tunneling happens at equal rates on periodic and open lattices. There-
fore in the tunneling-dominated regime there will be little difference between
the autocorrelation times on periodic and open lattices. Because τtunn is
so short, autocorrelations are destroyed by tunneling much faster than the
timescale τdiff on which the boundaries can affect the bulk. In the diffusion-
dominated regime, however, we expect significant differences between auto-


















Figure 18: Measurements and diffusion model predictions of τint(Q(T/2))
(time slice charge) and τint(Q(T/4, 3T/4)) (half-volume charge) as a function
of the lattice spacing.
diffusion-dominated regime, the topological charge in the bulk can change
even in the absence of tunneling by exchanging topological charge with the
boundaries, where topological charge can be created and destroyed freely.
Figure 18 shows that the integrated autocorrelation times of the time
slice charge Q(T/2) and the half-volume charge Q(T/4, 3T/4) both follow
this pattern. At coarse lattice spacings, periodic and open boundary condi-
tions produce identical autocorrelation times. At fine lattice spacings, open
boundary conditions produce much shorter autocorrelation times. The tran-
sition region between these two regimes indeed occurs at a ≈ 0.11 fm.
Also plotted in Figure 18 are the integrated autocorrelation times for these
observables calculated with the diffusion model, using as inputs the measured
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scaling behavior of τtunn and D (we have neglected the boundary region
enhancement of D(t) on open lattices, which has only a minor effect on these
integrated autocorrelation times). The model curves correctly reproduce the
observed behavior and show that if we ran simulations at even finer lattice
spacings the difference between periodic and open boundary conditions would
become very large.
How exactly do autocorrelation times scale with a? How much do open
boundary conditions improve the scaling the diffusion-dominated regime? In
principle to answer these questions all we have to do is numerically integrate
Eq. (3.13), making use of our knowledge of the simple a-dependence of τtunn
and D. That is what we have done in Figure 18. However, we can do better:
in the tunneling- or diffusion-dominated limits we can obtain analytic results
for some integrated autocorrelation times in the diffusion model. We work
these out in the next section.
3.5.5 Analytic scaling laws in the tunneling- and diffusion-dominated
regimes
In this section we use Eq. (3.13) to compute the integrated autocorrelation
time of Q(t0), the topological charge on the time slice at Euclidean time
t0, in the tunneling- and diffusion-dominated regimes on periodic and open
lattices. We will obtain analytic results telling us how this integrated auto-
correlation time scales with a in each of these limits. While we will carry out
the computations for the specific observable Q(t0), some of the results will
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generalize to all topological observables.
In these calculations we make a few simplifications to make the problem
more analytically tractable. First, we will treat Euclidean time as contin-
uous, so that the ∂/∂t’s in Eq. (3.13) will be actual derivatives instead of
finite differences. This is a good approximation because C(t, t0, τ) is always
fairly smooth as a consequence of the Wilson flow smearing that goes into
measuring Q(t). Second, we will ignore the fact that in real simulations
measurements are only conducted at discrete MD times separated by an in-












whereas in an actual simulation τint would have to be computed as a discrete
sum. Finally, we will ignore the t-dependence of D near the open boundaries,
which will not change the qualitative conclusions as long as T is significantly
larger than the boundary region in which D(t) is not constant.
In order to make predictions we need as input the equal-MD-time corre-
lation function C(t, t0, 0). In our simulations, we find that C(t, t0, 0) is very
close to Gaussian:
C(t, t0, 0) ≈ ce−(t−t0)
2/2σ2 (3.21)
where σ is a physical length scale which we find to be about 0.22 fm. The scal-
ing predictions in this section use this Gaussian form for C(t, t0, 0). However
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the exact shape of C(t, t0, 0) is not important for the qualitative conclusions
we will draw about scaling.
With these simplifications the problem amounts to solving the simple lin-
ear differential equation Eq. (3.13) with initial conditions given by Eq. (3.21)
and then performing the integral in Eq. (3.20). We relegate the details to
Appendix B and just give the results here.
The tunneling-dominated regime
In the tunneling dominated regime, autocorrelation times are indepen-
dent of the boundary conditions for observables located far enough from
the boundaries. Here “far enough” means a distance greater than about
√






where the approximation is good up to corrections down by powers of σ/
√
2Dτtunn.
These corrections become small at fine enough lattice spacings, well before
the lattice spacing becomes fine enough that we transition from the tunneling-
dominated to the diffusion-dominated regime. Eq. (3.22) says that in the
tunneling-dominated regime this integrated autocorrelation time scales es-
sentially like
√
τtunn/D. This scaling is not quite as bad as that of τtunn itself
but it is still quite bad. We will now see that the scaling in the diffusion-
dominated regime is worse than this on periodic lattices, but better than this
on open lattices.
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The diffusion-dominated regime on periodic lattices
On a periodic lattice, the large-τ behavior of the normalized autocorre-








In the diffusion-dominated limit, τtunn is very large and τint becomes domi-







So on periodic lattices in the diffusion-dominated regime, τint(Q(t0)) scales
in the same (very bad) way as τtunn, the integrated autocorrelation time of
the global topological charge.
This result generalizes beyond the time-slice charge: in the diffusion-
dominated limit on a periodic lattice all topological autocorrelation times
scale like τtunn, and thus increase very rapidly as a → 0. The reason is
that all topological autocorrelation functions develop long tails of the form
exp(−τ/τexp) with τexp ∝ τtunn, and for τtunn large enough the area under this
tail dominates the integrated autocorrelation time.
The diffusion-dominated regime on open lattices
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where K = 1 + O(σ/T ) is a near-unity coefficient. This formula gives the
form of the t0-dependence of τint(Q(t0)) on open lattices, although it should
be kept in mind that the exact form of the t0-dependence will be modified by
the time-dependence of the diffusion coefficient near the boundaries, which
we have neglected in this calculation.
Eq. (3.25) shows that in the diffusion-dominated regime τint(Q(t0)) scales
in the same way as 1/D. Above we found that D scales like a2, so in
this regime the integrated autocorrelation time of Q(t0) scales like 1/a
2. In
fact this scaling behavior generalizes to all topological autocorrelation times.
This is because in the diffusion-dominated limit on open lattices the term in
Eq. (3.13) proportional to 1/τtunn can be dropped. Then any quantity with
units of MD time that we can construct from the parameters of the diffusion
model is proportional to 1/D. Thus in the diffusion-dominated limit on open
lattices, all topological autocorrelation times scale like 1/a2.
Finally, we see that at fixed t0/T this integrated autocorrelation time is
proportional to T . So while the 1/a2 scaling is an improvement over the
scaling seen with periodic boundary conditions, if the lattice has a large
Euclidean time extent the coefficient in front of the 1/a2 will be large.
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3.5.6 More general topological observables
The mathematical model we have given describes the MD-time correlation
functions of the time-slice topological charges Q(t). We can combine these
to find the autocorrelation function of Q(t1, t2), the charge summed over a
finite Euclidean time extent t1 ≤ t < t2 by expressing the subvolume charge
as a sum of time slice charges:





〈Q(ta, τ1)Q(tb, τ2)〉 (3.26)
where here Q(t1, t2, τ) is the value of the subvolume charge Q(t1, t2) at the
MD time τ . The diffusion model gives all the correlation functions on the
right-hand side, so we can use it to compute the left-hand side also. For exam-
ple, in Figure 19 we plot the normalized autocorrelation functions of several
subvolume charges on the periodic a = 0.100 fm ensemble and demonstrate
that they are in close agreement with the model predictions calculated using
Eq. (3.26).
We can also use the model to compute the autocorrelations of squared
charges like Q(t)2 and Q(t1, t2)
2. As noted in [8], if X is any observable
defined by a sum over a region of the lattice much larger than the longest






























Figure 19: Measurements and model predictions of the normalized autocorre-
lation functions of the topological charge summed over the central time slice,
central quarter-volume, and central half-volume on the periodic a = 0.100
fm ensemble.
between the normalized autocorrelation function of X and the normalized
autocorrelation function of X2. Thus for instance we can predict the nor-
malized autocorrelation function of Q(t)2 just by squaring the prediction for
the normalized autocorrelation function of Q(t).
3.5.7 Dependence of diffusion model parameters on HMC algo-
rithm parameters
Autocorrelation times are properties of the HMC algorithm and not prop-
erties of the simulated theory alone. Therefore the tunneling and diffusion
timescales that we have defined may depend not just on the lattice spacing
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Figure 20: Fits to the diffusion model parameters D and τtunn on four versions
of the periodic a = 0.200 fm ensemble with four different trajectory lengths
τtraj = 0.25, 1, 5, 10 MDU.
algorithm. Here the only parameter we will consider is the trajectory length.
We ran several additional simulations with different HMC trajectory
lengths at our coarsest lattice spacing in order to measure the influence of the
trajectory length on the diffusion coefficient D and the tunneling timescale
τtunn. The measurement interval τmeas = 10 MDU was held constant as the
trajectory length was varied, and the MD integrator step size was adjusted
to keep acceptance high. As shown in Figure 20, we find that longer trajec-
tories lead to larger D and smaller τtunn. This is consistent with previous
experience which suggests that increasing the trajectory length can decrease
autocorrelation times [23, 4].
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3.6 Open boundary conditions: conclusions
We have shown that the autocorrelation functions of topological observables
are predicted very accurately by a surprisingly simply mathematical model
that incorporates only two processes: diffusion of topological charge and
tunneling between topological sectors. The rates of these processes are given
by the diffusion coefficient D and the tunneling timescale τtunn (which on
a periodic lattice is just the integrated autocorrelation time of the global
topological charge). We find that D scales like a2 while τtunn scales like
exp(kβ) with k uncomfortably large.
The relative rates of the tunneling process and the diffusion process de-
termine whether open boundary conditions are useful for reducing auto-
correlation times. The characteristic timescale of the diffusion process is
τdiff = T
2/8D. Open boundary conditions show drastically improved scaling
of autocorrelation times in the diffusion-dominated regime, when
T 2/8D  τtunn (3.28)
In this regime, topological autocorrelation times scale like 1/D ∼ 1/a2 on
open lattices, while on periodic lattices they are proportional to τtunn. It
is when Eq. (3.28) is satisfied that open boundary conditions are useful for
reducing autocorrelation times.
In the opposite limit of T 2/8D  τtunn the simulation is tunneling-
dominated. In this regime autocorrelation times in the bulk are independent
73
of the boundary conditions and open boundary conditions will not reduce
autocorrelation times.
As an example of applying this criterion, we can consider the Wilson
gauge action simulations of Section 3.2.3, in which we attempted to compare
open and periodic boundary conditions with the Wilson gauge action at
β = 6.42, a ∼ 0.05 fm, T/a = 32. The statistics of those simulations
were quite low given the long autocorrelations, but we can estimate the
order of magnitude of the tunneling timescale τtunn from the high-statistics
simulations of [4]. There a simulation with the same gauge action (but a
slightly different simulation algorithm) at the nearby value of β = 6.475
found the integrated autocorrelation time of Q2 to be several thousand MDU;
this gives the right order of magnitude for τtunn, which is the integrated
autocorrelation time of Q. Meanwhile if the diffusion constant for the Wilson
gauge action is similar to the value D/a2 ∼ 0.1 MDU−1 measured here with
the DBW2 action, then the diffusion timescale is τdiff = T
2/8D ∼ 1000 MDU.
The situation is therefore likely similar to the DBW2 lattices at a = 0.100 fm:
τdiff is smaller than τtunn by a factor of a few, so open boundary conditions
should decrease autocorrelation times by a factor of a few. However both
timescales are quite long, and with the limited statistics of the simulations in
Section 3.2.3 we were not able to measure the long autocorrelations accurately
enough to detect this difference.
Eq. (3.28) will be satisfied eventually for small enough a, so open bound-
ary conditions will always be useful if the lattice spacing is fine enough. How
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small a needs to be depends on the lattice action (which controls the tun-
neling timescale) and the Euclidean time extent. The faster the tunneling
timescale and the longer the lattice, the finer the lattice spacing needs to be
before open boundary conditions will be useful. Long lattices have an ad-
ditional drawback: in the diffusion-dominated regime on open lattices some
integrated autocorrelation times are proportional to T .
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4 The dislocation-enhancing determinant
In the previous chapter we investigated in detail the unfortunate fact that
topological tunneling is very slow in lattice QCD simulations at fine lattice
spacings. In this chapter we present the “dislocation-enhancing determinant”
(DED), a way of encouraging topological tunneling. Some aspects of this
work were presented at the Lattice 2013 conference [25].
4.1 Theory and previous work
The dislocation-enhancing determinant builds on earlier work by the RBC/UKQCD
collaboration, which developed the “dislocation-suppressing determinant ra-
tio” (DSDR) [28]. The DSDR was developed to improve the properties of
domain wall fermions at coarse lattice spacings. We first briefly discuss these
properties.
4.1.1 Residual chiral symmetry breaking and dislocations
As discussed in Section 2.2, domain wall fermions approximately preserve
chiral symmetry on the lattice. The leading chiral symmetry breaking effects
of domain wall fermions are proportional to the residual mass mres. The
residual mass decreases as the size Ls of the fifth dimension is increased. The









The B/Ls term dominates at large enough Ls. The magnitude of the residual
chiral symmetry breaking is therefore determined by the coefficient B. This
B turns out to be proportional to the spectral density of the kernel of the do-
main wall operator at zero. We use the Shamir kernel, and a zero eigenvalue
of the Shamir kernel implies a zero eigenvalue of H(−M5) ≡ γ5Dw(−M5)
where Dw is the Wilson Dirac operator and M5 is the “domain wall height.”
Zero eigenvalues of H(−M5) are called “dislocations.” They are associ-
ated with transitions of the gauge field between topological sectors. One way
of seeing this is that total topological charge of the gauge field can be defined
through the index of the overlap Dirac operator, and this index changes each
time an eigenvalue of H passes through zero [36, 35, 37]. We therefore expect
that zero-eigenvalues of H are associated with localized “tears” in the gauge
field that are halfway between an instanton and no instanton. Such configura-
tions cannot be continuum-like, because continuous gauge fields cannot have
“half-instantons”—in the continuum the total topological charge is exactly
an integer. So the name “dislocation” is appropriate.
These dislocations are necessary because the HMC algorithm evolves the
gauge field in a continuous way and cannot jump discontinuously between
topological sectors. So if the HMC algorithm is to sample correctly from the




Previous work at coarse lattice spacings regarded these dislocations as nui-
sances because they contribute to the coefficient B and so increase mres.
Therefore the RBC/UKQCD collaboration used a “dislocation-suppressing
determinant ratio” (DSDR) in coarse simulations. The DSDR modified the












where in the last expression we are multiplying over the eigenvalues λ of H.
If εf < εb then each zero eigenvalue of H (which is to say, each dislocation)
suppresses a configuration by a factor ε2f/ε
2
b . This gives rise to the name
“dislocation-suppressing determinant ratio.” Simulations with the DSDR
have used εf = 0.02 and εb = 0.5 [28]. The DSDR has enabled domain
wall fermions to be used on coarser lattices, allowing larger volumes to be
simulated for calculations of QCD thermodynamics [58] and of the K → ππ
decay at physical pion masses [56].
4.1.3 A naive DED
The DSDR has the desired effect of reducing mres, but it also has an unde-
sirable effect: by suppressing dislocations, it reduces the rate of topological
tunneling, since dislocations are necessary for this process.
At coarse lattice spacings, this is not a problem: dislocations are naturally
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common and so it is useful to suppress them to reduce mres. The topological
tunneling rate is reduced but still acceptable.
At fine lattice spacings, dislocations are naturally rare and topological
tunneling is therefore slow. Meanwhile the rarity of dislocations means that
mres is naturally very low. In this situation we would actually like to increase
the prevalence of dislocations so that we can have faster tunneling. There
will be some increase in mres but this is acceptable if mres stays small enough.
The first obvious thing to try is to keep the form of the DSDR but to
take εf > εb. This will enhance configurations with dislocations by a factor
of ε2f/ε
2
b for each near-zero eigenvalue of H. We will call this the naive DED
(“dislocation-enhancing determinant”).
This turns out not to work as well as we might hope. The problem is that
introducing the naive DED shifts the lattice spacing. The simulated lattice
becomes much coarser (an opposite effect was observed with the DSDR,
which tended to make the lattice spacing finer). If we want to simulate
at a given lattice spacing, we have to increase β (that is, decrease the bare
gauge coupling) compared to the value of β that we would have used without
the naive DED. Increasing β suppresses dislocations and thus topological
tunneling. This largely cancels out the improvement that the naive DED
produces and makes it hard to increase the tunneling rate at a given fixed
lattice spacing.
We believe that the lattice spacing shifts so much because the naive DED
affects not just low-lying eigenvalues but actually, to some extent, the whole
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spectrum of H(−M5). It affects not only those eigenvalues close to zero,
which describe dislocations, but also eigenvalues far from zero that describe
long-distance physics and determine the lattice spacing. To reduce this prob-
lem, we can modify the form of the determinant we are introducing, ending
up with a more general “dislocation-enhancing determinant” (DED).
A mathematical way of looking at this is to see how the naive DED
behaves for large eigenvalues λH of H(−M5). For large enough eigenvalues
λH , the enhancement produced by the naive DED goes to 1 like
1 +O(λ−2H ) (4.3)
We will now develop a “rational DED” that has a faster falloff for large
λH and therefore produces less of a β shift.
4.2 Rational DED
The form of dislocation-enhancing determinant we settled on takes advantage
of the Rational Hybrid Monte-Carlo (RHMC) algorithm and the details of its
implementation in the Columbia Physics System (CPS) library. The RHMC
algorithm was first introduced in [38] as a method of simulating a single quark
flavor instead of two degenerate quarks. I discuss the CPS implementation
of RHMC here as background for the discussion of the DED.
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4.2.1 Background on CPS RHMC implementation
The CPS implementation of the Rational Hybrid Monte-Carlo algorithm
allows the simulation of a pseudofermion action of the form
S = φ†oRb(B)Rf (F )
2Rb(B)φo (4.4)
Here
• φo is a pseudofermion field defined only on the odd lattice sites (see the
discussion of preconditioned operators below).
• F = Mprec†Mprec where Mprec is an “even-odd preconditioned” Dirac
operator (discussed further below) that takes odd sites to odd sites.
(So F also takes odd sites to odd sites).
• Similarly B = M ′prec
†M ′prec for some different preconditioned operator
M ′prec.
• Rf (x) and Rb(x) are rational functions.
• F and B are both hermitian, and Rf (x) and Rb(x) are real functions,
so the action is real.
The functional integral over the φo field gives the following determinant:
∫
Dφ†oDφoe
−S ∝ det[Rf (F )−2Rb(B)−2] (4.5)
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Typical use of RHMC
Usually the RHMC is used as a tool for simulating one flavor of fermion
(as opposed to the easier case of two degenerate flavors). The way this works
is that we choose the rational functions Rf and Rb to satisfy the approximate
equalities
Rf (x) ≈ x−1/4
Rb(x) ≈ x1/4
(4.6)
with the approximations good to very high accuracy over the range of eigen-
values of the operators F and B. Rational functions that are good approx-
imations to x1/4 and x−1/4 can be found with the Remez algorithm. Then

















The point of preconditioning is that the determinant of the precondi-
tioned operator is proportional to the determinant of some unpreconditioned
operator of interest. Specifically
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det[M ]2 ∝ det[Mprec†Mprec] (4.8)
M is usually the unpreconditioned domain-wall operator DDW defined in
















Taking M = DDW (m),M
′ = DDW (1), this is exactly the determinant ratio
of Eq. (2.22) needed to simulate one flavor of domain wall fermions.
More on preconditioning
Here we give more information about the “preconditioned” operator Mprec
mentioned above. Usually the RHMC algorithm is used with domain wall
fermions, but we will implement the DED in terms of Wilson fermions, so
we discuss even-odd preconditioning of the Wilson Dirac operator.
Any field φ defined on the lattice sites can be split into a part defined on
the “even” sites and a part defined on the “odd” sites:
even sites: x+ y + z + t ≡0 mod 2
odd sites: x+ y + z + t ≡1 mod 2
(4.10)















where e.g. Meo is the part of the Wilson Dirac operator which takes odd sites
to even sites.
Then the “even-odd preconditioned” operator Mprec which acts only on
odd sites is defined as
Mprec = Moo −MoeM−1ee Meo (4.13)
The original reason this operator was introduced is that the determinant of
Mprec is proportional to the determinant of Dw up to an overall constant.
Therefore a Wilson fermion can be simulated by simulating the determinant
of Mprec instead of Dw, and this turns out to give a speedup. For this reason,
CPS implements RHMC in terms of Mprec, and so we are going to define a
DED in terms of Mprec.
In the case of the Wilson Dirac operator, the Mee and Moo matrices are
both constant operators:7
7This is true in the normalization of Dw used by Peter Boyle’s BFM code, which is
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Mee = 4 +m
Moo = 4 +m
(4.14)
Thus the preconditioned Wilson Dirac operator is




Suppose we have an eigenvector ψ of Dw(m) obeying
Dw(m)ψ = λψ (4.16)
If we split this equation up into its even and odd components we have
(4 +m)ψe +Meoψo = λψe
Moeψe + (4 +m)ψo = λψo
(4.17)
Using these we can write
the relevant normalization for us since the DED is implemented on top of BFM. The













= (4 +m)ψo −
1
4 +m















The importance of this is that it means that a zero-mode of H(−M5)
and Dw(−M5) also corresponds to a zero-mode of Mprec(−M5) and also of
Mprec
†Mprec(−M5). Thus if we enhance zero-modes of Mprec†Mprec(−M5) we
will also be enhancing the zero-modes of H(−M5), which are the dislocations
we want to enhance.
4.2.2 The dislocation-enhancing determinant
The point of the DED is to introduce a term in the configuration weight
that is large when there are zero-modes or near-zero-modes of H(−M5) ≡
γ5Dw(−M5), where Dw is the Wilson Dirac operator and −M5 is a large
negative mass. As discussed above, such modes correspond to transitions
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between topological sectors. Note that a zero-mode of H(−M5) is also a
zero-mode of Dw(−M5).
We implement the DED using the CPS implementation of the RHMC
algorithm. The preconditioned operator Mprec(−M5) is taken to be the even-
odd preconditioned version of Dw(−M5) discussed above.
We need to specify the rational functions Rf (x) and Rb(x). Here they
are:
Rf (x) = = 1







where a, b1, and b2 are parameters that can be tuned and whose signifi-

















where we are multiplying over the eigenvalues of Mprec
†Mprec(−M5). So the
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enhancement of the eigenvalues of Mprec
†Mprec(−M5) is determined by the
function Rb(x)
−2. We choose values of a, b1, and b2 so that Rb(x)
−2 is large
for x near zero, but goes rapidly to 1 for x larger than some value.
Why this form for Rb(x)? The point is that the enhancement of an
eigenvalue λprec of Mprec
†Mprec(−M5) goes like
1 +O(λ−2prec) (4.23)
for large λprec. Now, when an eigenvalue of Mprec
†Mprec(−M5) is near zero, so
is an eigenvalue of H(−M5). And there is a rough proportionality λH ∼ λ2prec.
So in terms of eigenvalues of H(−M5), the enhancement falls off at large λH
like
1 +O(λ−4H ) (4.24)
This is faster than the second-power falloff of Eq. (4.3) for the naive DED.
So the rational DED will have less effect on the high modes ofH(−M5), which
is to say the modes that represent the long-distance physics and determine the
lattice spacing. Therefore we expect a smaller β shift for a given enhancement
of dislocations. This will let us speed up tunneling by enhancing dislocations
without forcing us to shift β a lot and cancel out the effect.
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4.2.3 Quenched simulation
To test the usefulness of the DED, we performed a simulation of pure SU(3)
gauge theory at fine lattice spacing. We used the Wilson action and added a
DED with the parameters given in Table 7. This simulation was compared to
a reference ensemble which just used the Wilson gauge action with no DED.
(The reference ensemble was the periodic Wilson ensemble of Section 3.3).
Table 8 gives some parameters of these simulations.
The DED parameters in Table 7 are the result of some experimentation.
a controls the strength of the enhancement of low eigenvalues. If a is too
small the DED is ineffective. If a is too large the DED’s effect is too dramatic
and the lattice spacing is changed by a huge amount. If b1 and b2 are too
small, the DED affects only eigenvalues which are already small, and so
accomplishes little because such eigenvalues are naturally rare. If b1 and b2
are too large the DED affects all eigenvalues and shifts the lattice spacing by
a large amount. Finding a happy medium for all these parameters allows us
to “catch” some of the existing somewhat-small eigenvalues and encourage
them to move toward zero, without producing drastic effects on the rest of the
spectrum. That is, we increase the number of dislocations without changing
long-distance physics—and the lattice spacing—very much. The value of M5
is chosen to lie roughly halfway between the first and second critical masses
for Wilson fermions on the lattice simulated.
The evolution of the topological charge on the DED ensemble and the






Table 7: Parameters of the rational function in the quenched DED test. The
parameters are chosen so that the maximum enhancement is Rb(0)
−2 = 30.
Choosing b1 ≈ b2 ≈ 1 means roughly that eigenvalues of Mprec†Mprec below














Figure 21: The function Rb(x)
−2 that controls the enhancement of near-zero
eigenvalues of Mprec
†Mprec. The values of the parameters a, b1, and b2 are
given in Table 7. Small eigenvalues are enhanced by a factor of up to 30,
while large eigenvalues are mostly unaffected because the enhancement goes
rapidly to 1 for large eigenvalues.
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DED sim Reference sim
Lattice size 324
β 6.42 6.70
a−1(GeV ) 4.56(2) 4.55(4)
Acceptance 96.6% 69.8%
Trajectories 7820 9880
Table 8: Some details of the DED test simulations. “DED sim” is a pure
SU(3) simulation with the Wilson gauge action plus a DED with the param-
eters given in 7. “Reference sim” is a pure SU(3) simulation with the Wilson
gauge action and no DED. It is the periodic simulation described in Table 3.
The scale is set using the Wilson flow scale t0 (see Section 4.2.5) assuming
t
1/2
0 = 0.7292 GeV
−1 [27].
charge is changing much more often on the DED ensemble, so the DED is
accomplishing what it was designed to do.
Note that the value of β is different on the DED ensemble and the ref-
erence ensemble. This is because even with the fourth-power falloff of the
rational DED at large λH , there is still a beta shift required to keep the
lattice spacing on the two ensembles the same. The matching of the lattice
scales is discussed in more detail in Section 4.2.5
The autocorrelations on these ensembles are too long to compute an in-
tegrated autocorrelation time for the topological charge Q. But we can get
a sense of how much faster the DED evolution is by looking at how often
Q changes. On both ensembles we measured Q every 10 trajectories. We
compute the probability p that after 10 trajectories Q will be different than





















Figure 22: Evolution of topological charge with and without a DED term.
The total charge Q is plotted every 10 MD time units. The topological charge
changes much faster on the DED ensemble, as desired.
Reference ensemble: pref = 0.047(7)
DED ensemble: pDED = 0.243(17)
Speedup: pDED/pref = 5.1(9)
(4.25)
Part of this speedup is likely due to the higher acceptance rate on the
DED ensemble, which is due to a smaller step size in the molecular dynamics
integration. This will tend to reduce autocorrelations on the DED ensemble
compared to the reference ensemble by a factor equal to the ratio of the
acceptance rates. However this ratio of acceptance rates is only 1.4, so it can






























Figure 23: Histogram showing the average number of eigenvalues of
Mprec
†Mprec with input mass −M5 = −1.6. We compare the DED ensemble
and the reference ensemble. The x axis covers only the lowest eigenvalues.
4.2.4 Effect on eigenvalue distribution
This speedup is supposed to come from an increased prevalence of low eigen-
values of Mprec
†Mprec(−M5), so it is appropriate to check whether these eigen-
values are actually enhanced on the DED ensemble.
In Figure 23 we plot the average distribution of low-lying eigenvalues
of the operator Mprec
†Mprec(−M5 = −1.6). Near-zero eigenvalues of this
operator represent dislocations. We see that indeed the density of near-zero
eigenvalues is much higher on the DED ensemble, showing that the DED is
successfully increasing the density of dislocations.
Another way of looking at eigenvalues is to plot at the “spectral flow.”
The spectral flow of an operator is a plot of the low-lying eigenvalues as a























Figure 24: Spectral flow of Mprec
†Mprec as a function of input mass on the
reference ensemble. For each input mass, we plot the lowest 20 eigenvalues
on 6 configurations. For a range of input masses there are almost no small
eigenvalues.
spectral flow of Mprec
†Mprec(m) on the reference ensemble in Figure 24 and
on the DED ensemble in Figure 25. The reference ensemble shows a void with
very few low-lying eigenvalues in the range [−2,−1]. This is typical at fine
lattice spacings and indicates the rarity of dislocations, which would show
up as near-zero eigenvalues in this region of masses. In the DED ensemble
this void has been filled: dislocations are much more common.
4.2.5 Scale matching
When we are comparing the rate of topological tunneling on two ensembles,
it is important that we match the lattice spacings of the two ensembles. As
we saw in Chapter 3, the rate of tunneling is a very steep function of the























Figure 25: Spectral flow of Mprec
†Mprec as a function of input mass on the
DED ensemble. For each input mass, we plot the lowest 20 eigenvalues on
6 configurations. Compared to Figure 24, the plot has filled in, with some
small eigenvalues present for all input masses. This shows that the DED has
successfully increased the density of dislocations.
a given lattice spacing, so we need to match the lattice spacings of the DED
and reference ensembles.
This is not as straightforward as it might seem, because the lattice spacing
is actually an output of a lattice QCD simulation, not an input. So to match
the lattice spacings, we measure some physical quantity–a “reference scale”–
with units of length and then require both simulations to give the same value
for this quantity in lattice units.
Convenient choices of reference scale are the Wilson flow scales t
1/2
0 [21]
and w0 [22] which both have units of length. We measure these length scales




0 /aDED = 3.322(14)
Reference: t
1/2
0 /aref = 3.319(27)
aDED/aref = 0.999(9)
(4.26)
DED: w0/aDED = 3.379(20)
Reference: w0/aref = 3.367(40)
aDED/aref = 0.996(13)
(4.27)
We see that the lattice spacings are matched within errors of order 1%.
This simulation shows that the dislocation-enhancing determinant can
produce a significant speedup to lattice QCD ensemble generation at small
lattice spacings.
4.3 Improved DED
This section describes another version of the DED that can also be imple-
mented using existing CPS code. It has some advantages over the rational
DED that was described above. Unfortunately this improved DED was de-
vised after the rational DED was already tuned, so the improved version is














This determinant is a sort of higher-power version of the original DSDR of
Eq. (4.2). It can be used to enhance (if εf > εb) or suppress (if εf < εb)
dislocations.




where εb ≡ R and εf ≡ A1/nR. If we take n → ∞ while holding R and A





A if λ < R
1 if λ > R
(4.30)
This step-function-like behavior is desirable for avoiding effects of the DED
on low-energy physics. At finite n, for λ > R the function falls off like
1 +O((λ/R)−2n) which is a very fast falloff for moderately large n.
4.3.1 Advantages
This determinant seems like an improvement on our current DED for a num-
ber of reasons:
• Its falloff can be made much faster than the rational DED’s fourth-
97
power falloff, just by increasing n.
• Therefore just by making n larger its effect on low-energy physics can
be made arbitrarily small without shrinking the interval [−R,R] on
which we enhance the eigenvalues of H.
• Within the interval [−R,R] the enhancement is relatively constant and
close to A.
• It is formulated in terms of the unpreconditioned Wilson Dirac opera-
tor, which is theoretically much cleaner.
• Its implementation is simpler.
• It has fewer free parameters that need to be tuned.
4.3.2 Implementation
This determinant can be written in terms of twisted-mass Wilson Dirac op-
erators as follows. First we note that the numerator and denominator can
each be factored as follows:
(H2)n + (ε2)n =
n∏
k=1
[H2 − rkε2] (4.31)









Next we note that8


























































































More compactly, defining the n twisted-mass Wilson Dirac operators M (k)
by
8We make use of the γ5-hermiticity property γ5Dwγ5 = D†w.
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det[H2n + ε2n] =
n∏
k=1
det[M (k)†M (k)] (4.37)

















This form of the DED is easy to implement. CPS already implements deter-
minants of quotients of twisted-mass Wilson Dirac operators–this is how the
original DSDR is implemented. So this improved DED can be implemented
much as one would implement n copies of a DSDR.
We recommend this improved DED for use in future simulations that
require one.
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5 zMöbius acceleration of DWF evolutions
The zMobius technique, developed by Izubuchi et al. in [41], allows us to
approximate a large-Ls Mobius domain wall operator by a small-Ls Mobius
domain wall operator. zMobius was originally developed to speed up mea-
surements on large-Ls ensembles.
We have extended the zMobius technique so that it can be used in the
HMC evolution as well. This has allowed a significant speedup to the gen-
eration of domain wall ensembles. It is particularly useful alongside the
dislocation-enhancing determinant. The DED increases the explicit chiral
symmetry breaking of the domain wall formalism by raising the density of
dislocations. This can be compensated by increasing Ls, at the cost of in-
creasing the running time. The zMobius evolution algorithm reduces the cost
of this large-Ls simulation.
Some aspects of the work in this chapter were presented at the Lattice
2015 conference [42].
5.1 Möbius fermions
In Section 2.2 we gave some background on the Möbius formulation of domain
wall fermions. There we mentioned that Möbius fermions can be seen as









Here the left-hand side is the determinant of a 5D operator and the right-
hand side is the determinant of a 4D operator. DDW (m,Ls) is the Möbius
domain wall operator with input mass m and the given Ls. DDW (1, Ls) is the
Möbius domain wall operator with input mass 1 and the given Ls. Dov(Ls) is





[1 +m+ (1−m)γ5ε(Ls)(H)] (5.2)
Here H is the kernel given in Eq. (2.26). We see that this effective overlap
operator is very close to the true overlap operator except for the appearance
of the function ε(Ls)(x) instead of the sign function ε(x). ε(Ls)(x) is an ap-
proximate sign function:









Recall from Section 2.2 that bi − ci must be a constant independent of i,
which we choose to be 1.
For reasonable choices of ωi, ε
(Ls)(x) converges to the true sign function
as Ls → ∞. As an example, Shamir domain wall fermions correspond to
ωi = 1, giving
ε(Ls)(x) =
(1 + x)Ls − (1− x)Ls




which is a good approximation to the sign function for
|x| ∈ [ 1
Ls
, Ls] (5.5)
In general, the ωi do not need to be equal. They can even be complex, but
the approximate sign function must be real, so the ωi must come in complex
conjugate pairs.
5.2 zMobius
As Ls →∞, the approximate sign function becomes exact, Möbius fermions
converge to overlap fermions, and the residual chiral symmetry breaking
goes to zero. Therefore in general we would like to run domain wall fermion
simulations with as large an Ls as is feasible. Unfortunately there is a tradeoff
involved: the cost of the simulation increases in proportion to Ls, because
the cost of applying the domain wall operator increases in proportion to Ls.
In this section we describe the idea of zMöbius [41], which attacks this
problem. In the next section we show how to use zMöbius in the HMC
evolution.
The idea of zMöbius is to approximate a large-Ls Möbius operator by
a small-Ls Möbius operator. However since these matrices have different
dimensions it is not immediately obvious what it means for one to approxi-
mate the other. Really what we are trying to do is match the effective overlap




s) ≈ Dov(Ls) (5.6)
with L′s < Ls. Looking at Eq. (5.2), this requires us to match the corre-
sponding approximate sign functions:
ε(L
′
s)(x) ≈ ε(Ls)(x) (5.7)
The sign functions are determined by the sets of complex numbers {ωi}.
So given a large-Ls sign function ε
(Ls)(x), we choose a smaller L′s and try to
find a set of complex numbers {ω′i} that satisfy Eq. (5.7) as well as possi-
ble. This is a straightforward function approximation problem which can be
solved by the Remez algorithm.
Once we have these {ω′i}, we can construct a reduced-Ls Möbius opera-
tor DDW (m,L
′
s) which we can think of as an approximation to the original
Möbius operatorDDW (m,Ls). How do we use this new operatorDDW (m,L
′
s)?
In the original zMöbius work [41], the reduced-Ls operator is used inside the
“Möbius -accelerated domain wall fermion” (MADWF) algorithm [14, 43] to
speed up inversions of the original large-Ls operator in measurements. In the
next section we show how to also use the reduced-Ls operator to speed up
the evolution.
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5.3 zMobius evolution algorithm
The effect of a sea quark on the QCD path integral is to weight each gauge
configuration by the determinant of a fermion matrix. For one flavor of









Our zMöbius evolution algorithm splits up this determinant as follows.































The first term of the final expression of Eq. (5.9) is a regular 5D domain wall
determinant at a smaller, and thus cheaper, L′s. The second term is a 4D
correction determinant which accounts for the difference between L′s and the
original Ls.
If we use the zMöbius technique to tune the reduced-Ls operator so that
Dov(L
′
s) ≈ Dov(Ls), then the correction determinant will be very close to 1.
In particular the correction determinant will be mostly independent of the
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gauge field, which means that its molecular dynamics force—its derivative
with respect to the gauge field—will be small. Small molecular dynamics
forces can be simulated at large time steps, which means that they do not
have to be evaluated very often during the evolution. Therefore the correction
determinant is potentially very cheap to simulate. In practice, our zMöbius
approximation is so good that we can completely omit the calculation of
the force due to the correction determinant from the molecular dynamics
evolution. Then the only cost of the correction determinant comes from
evaluating the corresponding pseudofermion action at the beginning and end
of the trajectory.
Meanwhile, the 5D determinant in the final expression of Eq. (5.9) is
cheaper than the original 5D determinant because it is at a reduced Ls.
Therefore it will be cheaper to simulate the split-up form of the fermion
determinant if the correction determiant is cheap enough—that is, if the
zMöbius approximation can be made good enough.
This sort of Ls-splitting of the fermion determinant was originally sug-
gested in [34], but not considered in detail or implemented in a numerical
simulation. We have implemented this Ls-splitting technique for domain
wall fermion simulations to achieve a significant speedup in the light quark
determinant.
Given that we can approximate a large-Ls Mobius operator with a smaller-
Ls Möbius operator that has carefully chosen ωi’s, why bother with the large-
Ls operator at all? We could discard the correction determinant and just use
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the small-Ls operator. Since the correction determinant is close to 1, we
would get essentially the same physics.
Including the correction determinant is cheap and has important benefits:
• It lets us keep the action we are simulating (the large-Ls action) simple
and easy to specify while allowing us to use arbitrarily complicated
zMöbius approximations to compute this action.
• It lets us use the same large-Ls action on multiple ensembles, perhaps
at different lattice spacings, while tuning the small-Ls zMöbius approxi-
mation to take advantage of the different kernel eigenvalue distributions
on each ensemble.
• It lets us change the zMöbius approximation at will without changing
the physics we are simulating.
5.3.1 Implementation details
In this section we discuss the details of the zMöbius evolution algorithm,
which we have implemented in the new class cps::Fdwf4d in the Columbia
Physics System (CPS) library. From an implementation perspective, the new








Actually, we want to use this algorithm for the two light quarks, which
are degenerate in our simulations. The correction determinant for two flavors
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is the square of the above determinant. It can be written in terms of a 4D





















In the rest of this section we will show how to implement this pseudofermion
action on top of the existing implementation of the regular 5D Möbius action.
To run a numerical simulation that includes this pseudofermion action
we need an explicit implementation of the effective overlap operator Dov.
Fortunately there is a simple easily implemented explicit representation in
terms of the Möbius domain wall operator: [34]
Dov(Ls) = [P
−1DDW (1, Ls)
−1DDW (m,Ls)P ]11 (5.13)
Here the subscript 11 means to take the (1, 1) entry of an Ls × Ls matrix,
which produces a 4D operator from a 5D operator. P is a simple operator
that shifts one of the chiralities by one site in the s direction; as an Ls × Ls




P− P+ 0 0
0 P− P+ 0
0 0 P− P+




P− 0 0 P+
P+ P− 0 0
0 P+ P− 0
0 0 P+ P−

(5.14)
This form of Dov is easy to implement in terms of a preexisting implementa-













To use this pseudofermion action in the evolution, we need to be able
to calculate two things: the action itself, and the molecular dynamics force.
The action itself is easy to calculate using the explicit form Eq. (5.13) for the
effective overlap operator along with the above identities for D†ov and D
−1
ov .
The molecular dynamics force is proportional to
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T a∂ax,µSf (5.18)
Using the chain rule, this derivative can be expanded and written in
terms of ∂ax,µDov, the derivative of a single effective overlap operator. In
practice, when we evaluate the molecular dynamics force we need to evaluate




where φ1 and φ2 are 4D vectors. To do this we write the 4D vectors φ1 and













































Here we have introduced
η = DDW (1)
†−1PΦ1
θ = [B(m)−B(1)DDW (1)−1DDW (m)]PΦ2
(5.22)




∂ax,µDw 0 0 0
0 ∂ax,µDw 0 0
0 0 ∂ax,µDw 0




b1 c1P− 0 −mc1P+
c2P+ b2 c2P− 0
0 c3P+ b3 c3P−






∂ax,µDDW (m) = (∂
a
x,µDw)B(m) (5.24)
where in Eq. (5.24) the 4D operator Dw should be understood as acting on
a 5D field by acting independently on each s slice.
The above equations reduce the problem of calculating the molecular
dynamics force of the correction determinant to the problem of evaluating
η†(∂ax,µDw)θ (5.25)
for some vectors, η, θ. This derivative is already implemented in CPS as part
of the calculation of the molecular dynamics force for regular 5D Mobius
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fermions.
Note that the calculation of the force involves an inversion of the Pauli-
Villars Mobius operator DDW (1) and also an inversion of DDW (1)
† (see
Eq. (5.22)). While the large mass of 1 makes these operators relatively cheap
to invert compared to DDW (m), this does increase the cost of the force cal-
culation. Fortunately, in practice the forces are so small that we can neglect
them completely, as we will discuss later.
5.4 4D pseudofermions for the main DWF determi-
nant
The implementation of the molecular dynamics force for Dov potentially has
applications beyond the correction determinant considered here. For exam-
ple as mentioned in [34], we could take advantage of the correspondence of
Eq. (5.1) to simulate two flavors of domain wall fermion by replacing the nor-









That is, we could use 4D pseudofermions for the main DWF determinant
and not just for the correction determinant. In a numerical simulation this











In principle we might expect this 4D pseudofermion formulation to have
advantages over the 5D pseudofermion formulation. Because we use 4D
pseudofermion fields instead of 5D pseudofermion fields, we are generating
fewer random numbers at the start of each trajectory and this might lead to
less random fluctuation in the molecular dynamics force and smaller forces
overall. This would show up as a smaller ∆H at the end of a molecular dy-
namics trajectory, since the integrator will be more accurate when the forces
are smaller.
A cursory test of this idea did not bear out this hope. I ran parallel simula-
tions of a 163×32, Ls = 16 ensemble with 2+1 flavors. The gauge action was
Iwasaki with β = 2.13. The quark masses were aml = 0.01 and ams = 0.04.
In one simulation the light quarks used traditional 5D pseudofermions, while
in the other simulation the light quarks used the pseudofermion action of
Eq. (5.27). Table 9 shows that the ∆H is possibly slightly smaller in the 4D
case, but not dramatically so.
Meanwhile a simulation with 4D pseudofermions requires twice as many
expensive inversions per trajectory [34]. This is because applying (D†ovDov)
−1
requires first inverting D†ov and then inverting Dov. Each of these overlap
inversions internally requires an inversion of the operator (D†DWDDW ), so this
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5D pseudofermions 4D pseudofermions
Trajectories 59 204
Thermalization cutoff 30 30
RMS ∆H 0.21(3) 0.17(1)
Table 9: From these short runs, there is no large difference between the root-
mean-square ∆H when using 4D pseudofermions for the light quarks and
when using 5D pseudofermions.
expensive inversion has to be performed twice per MD time step. However
if we use the 5D pseudofermion action the operator (D†DWDDW ) only has to
be inverted once per time step.
Since Table 9 shows no big improvement in ∆H, in this case it would be
a bad idea to switch from 5D pseudofermions to 4D pseudofermions for the
main DWF determinant. However this quick test is not the final word on
the subject, and there may be situations in which 4D pseudofermions could
be advantageous.
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6 2+1+1 flavor simulations
6.1 Motivation
In this chapter we present the first preliminary simulations by the RBC/UKQCD
simulations using 2+1+1 flavors of dynamical fermions. The notation 2+1+1
indicates that the simulation includes the sea effects of two degenerate flavors
of light quark (the up and down), the strange quark, and the charm quark.
Including the charm quark requires a smaller lattice spacing than previous
RBC/UKQCD simulations. The Particle Data Group [44] gives for the charm
quark mass9
mc(mc) = 1.275(25)GeV (6.1)
In a numerical simulation, the finite lattice spacing a introduces dis-
cretization errors which for domain wall quarks are of order (amq)
2. So to
simulate charm quarks with reasonable discretization errors we want amc 
1, so a−1  mc = 1.275 GeV.
Fine lattice spacings and the inclusion of the charm quark have a number
of benefits:
• Most obviously, fine lattice spacings allow the accurate simulation of
hadrons which include a valence charm quark.
9Quark masses are renormalization scheme dependent. This is the charm quark mass
in the MS scheme renormalized at the scale of the charm quark mass.
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• Charm is also important in weak processes affected by the GIM mech-
anism [57]. The GIM mechanism involves a cancellation between the
up and charm quarks. To achieve this cancellation on the lattice re-
quires a lattice fine enough to simulate the charm quark with the same
relativistic action that is used for the up quark.
• Matching lattice calculations to continuum calculations requires a cal-
culation in continuum perturbation theory at the scale of the lattice
cutoff (the inverse lattice spacing). The asymptotic freedom of QCD
means that continuum perturbation theory converges better as the en-
ergy scale increases. So these perturbative matching calculations will
enjoy better convergence as the lattice spacing is made finer.
• 2 + 1 flavor simulations must be matched to 3-flavor continuum cal-
culations — that is, to a continuum theory where the charm quark
has been integrated out using perturbation theory. Integrating out the
charm quark in perturbation theory is not necessarily justified, since
the charm quark mass is only 1.275 GeV and perturbation theory is
not necessarily reliable at such a low energy. It would be preferable
to simulate 2 + 1 + 1 flavors on the lattice and match to the 4-flavor
continuum theory.
• Eventually we would like the lattice spacing to be fine enough to sim-
ulate bottom quarks (mb(mb) = 4.18(3) GeV) [44] using the same rel-
ativistic action used for the first four quarks, or at least we would like
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lattice spacings fine enough to allow reliable extrapolation up to the
bottom quark mass.
6.2 Simulation parameters and 323 × 64 evolution
We targeted a−1 = 3 GeV as the coarsest acceptable lattice spacing for
simulations including charm quarks. This gives (amc)
2 ∼ 20%.
In this section we describe the evolution of a 2+1+1 flavor 323×64 ensem-
ble at this lattice spacing making use of the DED and zMöbius techniques.
This ensemble was produced as a pilot for the 80× 80× 96× 192 ensemble
discussed later.
The basic simulation parameters are given in Table 10. The quark masses
in this simulation are approximately physical, meaning that this ensemble
suffers from large finite volume effects (the physical pion’s Compton wave-
length is about 1.5 fm, while the spatial extent of this lattice is only about 2
fm. An ensemble with physical quark masses really ought to have an extent
in each direction of at least 5 fm or so). We simulate an Ls = 32 action but
use zMöbius to do most of the work at Ls = 14. We use a DED to increase
topological tunneling; its parameters are given in Table 12. We discuss both
the zMöbius approximation and the DED used in the simulation in more
detail below.
The Wilson gauge action is used to encourage topological tunneling.
Previous RBC/UKQCD simulations have used the Iwasaki gauge action.
However, Figure 1 shows that the Iwasaki gauge action suffers from very
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Domain wall height 1.8
a−1 ∼ 3 GeV
Table 10: Basic 323 simulation parameters.
Integrator Force gradient QPQPQ
Fermion action steps/traj 12
Gauge action steps/traj 4× 12
Acceptance 77%
Time per trajectory 8200 seconds
Table 11: Evolution parameters for 323 2+1+1 flavor evolution. The inte-
grator is nested so that four steps of the gauge force integrator are executed
for each step of the fermion force integrator. The time per trajectory is given
on a 512-node partition of a Blue Gene/Q DD2 machine.
poor topological tunneling at the lattice spacings we would like to simulate,
a−1 & 3 GeV. The Wilson gauge action shows better tunneling, and we use
a DED to improve this further with the intent that this will allow scaling to
a−1 = 4 to 5 GeV with acceptable tunneling.
6.2.1 Topological tunneling and DED
Figure 26 shows the evolution of the global topological charge on this en-
semble. The topological charge is changing very quickly, so that even in the





























M5 −1.4 and −1.6
Table 12: DED parameters.
pling of topological sectors. The combination of the Wilson gauge action and
the DED is doing its job.
In Figure 27 we plot the enhancement function Rb(x)
−2 of the DED for
the parameters given in Table 12. Rather than using a single DED with an
enhancement of 30 as in Section 4.2, we use two copies of the DED at two














Figure 27: The factor by which the eigenvalues of Mprec
†Mprec are enhanced
by the DED used in the 2 + 1 + 1 flavor simulations.
6.2.2 Sign function approximation for zMöbius
We use the zMöbius evolution algorithm developed in Chapter 5 to simulate
the Ls = 32 Möbius action by approximating it with an Ls = 14 Möbius
operator. The Ls = 32 action uses bi + ci = 2 (so ωi = 1/2). The values of
ωi for the Ls = 14 Möbius operator are shown in Table 13.
These values give a very accurate approximation of the original Ls = 32
action. The Ls = 32 and Ls = 14 approximate sign functions are shown
in Figure 28. The difference between each approximate sign function and
the true sign function functions is shown in Figure 29. Figure 30 shows the
difference between the two sign functions on the domain spanned by the
eigenvalues of the Shamir kernel. On this domain, the difference is every-
where less than 4× 10−6.
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The ordering of the ωi’s does not affect the effective overlap operator Dov
and therefore does not affect the physics. However we observed that the
iteration count for conjugate gradient inversions of DDW did depend on the
ordering of the ωi’s. Experimentation showed that a good choice was to order
them so that the largest ωi’s were at the walls at s = 1 and s = Ls, with
the magnitude of the ωi’s decreasing toward the center of the s dimension,
as shown in Table 13.
The iteration count is also strongly dependent on the preconditioning
scheme used for the inversions. As was previously found in [41], we find
that the so-called “sym2” scheme gives the smallest iteration counts. The
standard preconditioning scheme for inverting the Möbius domain wall Dirac
operator uses the preconditioned operator Mprec given in Eq. (4.13). The
sym2 preconditioned operator is instead
M sym2prec ≡MprecM−1oo = 1−MoeM−1ee MeoM−1oo (6.2)
Like Mprec, the determinant of M
sym2
prec is proportional to that of DDW , so we
can use it as the Dirac operator in the evolution.
The Ls = 14 sign function has been tailored based on the observed prop-
erties of the eigenvalue distribution of the Shamir kernel on this ensemble.
We find that the eigenvalues of the Shamir kernel always have absolute value
less than 1.42, so the Ls = 14 sign function is chosen to approximate the







ω6 0.09298492219 + 0.02404746984i








Table 13: Values of ωi for i = 1 . . . Ls.
curacy of the approximation in the region where the kernel has the highest
eigenvalue density. Figure 30 plots the eigenvalue density of the Shamir
kernel. We have chosen the Ls = 14 sign function to more closely approxi-
mate the Ls = 32 sign function in the region of highest eigenvalue density,
sacrificing some accuracy in regions of lower eigenvalue density.
We briefly describe how the spectral density of the Shamir kernel was
calculated in Figure 30. Let H be the Shamir kernel and let λ0 and ε be



























Figure 28: Original Ls = 32 approximate sign function and the Ls = 14












































Eigenvalue density (arb. units)
Difference of sign functions
Figure 30: The difference |ε(Ls=14)(x)− ε(Ls=32)(x)| between original Ls = 32
approximate sign function and the Ls = 14 zMöbius sign function used to
approximate it. The Ls = 14 sign function is constructed so that its accuracy






















The sums are over the eigenvalues λ of H. We see that this trace counts the
density of eigenvalues at λ0. For ε small but positive, the delta function is
smeared out a bit and the trace counts the average density of eigenvalues





















∆H for correction determinant
Figure 31: Histogram of the contribution to ∆H from the zMöbius correction
determinant on the 323 ensemble. The ∆H from 368 trajectories is shown.
It is always very small, justifying the decision to completely drop the force
due to the correction determinant from the molecular dynamics evolution.
The smallness of this contribution to ∆H reflects the accuracy with which




H − λ0 − iε
≈ φ† 1
H − λ0 − iε
φ (6.4)
where each real and imaginary component of φ is a Gaussian random number
with variance 1/2. The relative statistical uncertainty of this estimate is very
small, even from a single hit.
6.2.3 Neglecting the zMöbius correction force
As shown in Figure 30, the Ls = 14 Möbius operator is an extremely good
approximation to the original Ls = 32 Möbius operator. This means that the
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correction determinant Eq. (5.11) is always close to 1. This in turn means
that the molecular dynamics force corresponding to this determinant is close
to zero, because the pseudofermion action for the correction determinant is
almost independent of the gauge field.
If the force is small enough, we can save time by neglecting it completely in
the molecular dynamics portion of the HMC algorithm. We will only compute
the pseudofermion action of the correction determinant at the beginning and
end of each trajectory. It will contribute to ∆H but not to the molecular
dynamics force.
Is this feasible? Yes. Figure 31 shows a histogram of the contributions to
∆H from the correction determinant on the 323 ensemble. We have left the
correction determinant force completely out of the molecular dynamics. The
correction determinant produces a very small contribution of order 10−2 to
the ∆H. Note that there are other contributions to the ∆H from the other
parts of the action, which in total are O(1) and so swamp the contribution
from the correction determinant. So neglecting the correction determinant
force is having a negligible impact on the acceptance rate.
The ability to completely neglect the correction force is what makes the
zMöbius strategy useful. Actually computing the molecular dynamics force
for the 4D correction pseudofermion action would be quite expensive. But
the calculation of the initial and final Hamiltonian for this action is not a
great computational burden.
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Time (seconds) Fraction of total
Gauge action 1050 12.8%
Light quark (Ls = 14) 2890 35.2%
Ls = 32/Ls = 14 correction determinant 270 3.3%
Ls = 32 strange and charm quarks 3900 47.6%
DED 60 0.7%
Trajectory 8200 100.0%
Table 14: Timings for a representative trajectory of the 323 2+1+1 flavor en-
semble on a 512-node partition of a Blue Gene/Q DD2 machine. We see that
the innovations introduced in this work—the DED and the Ls = 32/Ls = 14
correction determinant ratio—are both quite cheap. The zMöbius evolution
strategy has reduced the cost of the light quark determinant to less than the
total cost of the strange and charm quark determinants.
6.2.4 Timings and zMöbius speedup
Table 14 gives a breakdown of the cost of each part of the 323 2+1+1 flavor
evolution.
The strange and charm quarks are counted together, because we take the





























Table 14 demonstrates several interesting points:
• The zMöbius evolution strategy for the light quarks has reduced the
cost of the light quarks enough that they are cheaper than the strange
and charm quarks together.
• The strange and charm quarks currently do not make use of the zMöbius
simulation strategy because in its present form it cannot be used in con-
junction with the RHMC algorithm. The problem is that we do not
have an efficient multishift solver for (D†ovDov)
−1, so we cannot effi-
ciently apply rational functions of this operator.
• The DED is quite cheap (as expected since it can be thought of as a
sort of very heavy Wilson fermion).
Table 15 compares the cost of the light quark determinant per trajectory
with and without the zMöbius algorithm. Without the zMöbius algorithm,
we have to work at Ls = 32. With the zMöbius algorithm, we do most of the
work at Ls = 14, but have to compute the energy due to the pseudofermion
action of the correction determinant at the start and end of each trajectory.
The table shows a breakdown of all the costs in both cases. We see that
the huge savings of working at a smaller Ls outweighs the small additional
cost of computing the correction determinant. Overall, we achieve a ∼ 90%
speedup in the light quark determinant from zMöbius .
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zMöbius no zMöbius
Heat bath 140 280
Molecular dynamics 2500 5100
Final hamiltonian 240 530
Correction det. heat bath 80
Correction det. final hamiltonian 190
Total 3160 5930
Table 15: Average time in seconds for each part of the light quark deter-
minant on a 512-node partition of a Blue Gene/Q DD2 machine with and
without zMöbius . Using zMöbius reduces the total cost of the light quark
determinant from 5930 seconds to 3160 seconds, a ∼ 90% speedup.
6.3 80× 80× 96× 192 simulation
Having proven the zMöbius and DED techniques in smaller volume simula-
tions, we have begun a long-term program to simulate an 80× 80× 96× 192
using the same parameters described above for the 323×64 ensemble. Given
a ≈ 3 GeV−1 ≈ 0.66 fm, this corresponds to a physical volume of
5.3× 5.3× 6.3× 12.6 fm4 (6.7)
The simulation of this ensemble is extremely computationally intensive.
The zMöbius and DED techniques developed in this thesis somewhat im-
prove the situation, but even so this ensemble is at the limit of what can be
simulated with currently available computational resources. Only about 250
configurations have been produced so far.
One worry in scaling up to a larger volume is that the ∆H due to the

















∆H for correction determinant
Figure 32: Histogram of the contribution to ∆H from the zMöbius correction
determinant pseudofermion action on 25 configurations of the 80× 80× 96×
192 ensemble. On all trajectories the contribution to ∆H is much less than
1, justifying the decision to drop the corresponding molecular dynamics force
even on this very large lattice.
and we are not calculating the molecular dynamics force corresponding to
this determinant. Fortunately, the Ls = 14 zMöbius approximation is so
precise that the ∆H due to the correction determinant remains small even
on this very large volume, as shown in Figure 32.
This large lattice enjoys the same fast topological tunneling as the small
lattice, as shown in Figure 33. Even in the short window of MD time plotted,
the topological charge is clearly changing rapidly.
The timings for a single trajectory of this evolution are shown in Table
16. The fraction of time spent on each part of the simulation is essentially
the same as in Table 14, but of course the total cost is much larger. This




























Figure 33: Evolution of the global topological charge on the 80×80×96×192
ensemble.
Time (seconds) Fraction of total
Gauge action 5800 11.6%
Light quark (Ls = 14) 18000 36.1%
Ls = 32/Ls = 14 correction determinant 1600 3.3%
Ls = 32 strange and charm quarks 24200 48.5%
DED 170 0.3%
Trajectory 50000 100.0%
Table 16: Timings for trajectory 243 of the 80× 80× 96× 192 2+1+1 flavor
ensemble on a 12,288-node partition of a Blue Gene/Q machine.
tition.
6.4 Topological susceptibility























243, L=2.7fm, 1/a=1.73 GeV
323, L=2.8fm, 1/a=2.28 GeV
483, L=5.5fm, 1/a=1.73 GeV
643, L=5.4fm, 1/a=1.73 GeV
323 DED, L≈2.1fm, 1/a≈3 GeV
80x80x96x192 DED, L≈5.3fm, 1/a≈3 GeV
Figure 34: Topological susceptibility versus m2π for the 2+1+1 flavor DED
ensembles. We also show the susceptibility on other ensembles: the 243 and
323 ensembles reported in [59] and the 483 and 643 ensembles reported in
[27]. Error bars on 643, 323 DED, and especially 80 × 80 × 96 × 192 DED
ensembles are uncertain due to small statistics. The 323 DED ensemble may
be subject to large finite volume effects.
measured on the 2+1+1 flavor DED ensembles reported in this chapter and
compare it to the susceptiblity measured on prevoius RBC/UKQCD ensem-
bles.
In leading order chiral perturbation theory, the susceptibility decreases
as we move toward the chiral limit: [60]
χt ∝ m2π (6.9)
The data points in Figure 34 demonstrate this phenomenon. The suscep-
133
tibility measured on the 323 DED ensemble is higher than other data points
at the physical mass. This may be attributable to finite volume effects. This
ensemble has L ≈ 2.1 fm and mπL ≈ 1.4, both very small values.
The 80× 80× 96× 192 volume has only a very small sample size, so the
error bar is very uncertain, but it is so far very consistent with the previous
RBC/UKQCD physical point ensembles.
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7 Off-shell nonperturbative renormalization
with the G1 operator
An important goal of lattice QCD is to test the Standard Model by con-
fronting experiment with first-principles theoretical predictions for weak in-
teractions of hadrons. Computing the amplitude for a weak process often re-
quires the matrix element of the weak Hamiltonian between hadronic states.
These hadronic states can only be handled in a first-principles way with
lattice QCD.
To perform lattice calculations of weak matrix elements, we must renor-
malize the weak Hamiltonian on the lattice. This process is known as non-
perturbative renormalization (NPR). In this chapter, we extend the exist-
ing technology of nonperturbative renormalization to include the effects of
mixing with operators which vanish by the equations of motion. Such op-
erators cannot contribute to matrix elements between physical states, but
they contribute to operator mixing in renormalization schemes which are de-
fined at an off-shell momentum point, such as the popular “regularization
invariant” schemes. For the first time, we renormalize the ∆S = 1 effective
weak Hamiltonian taking into account the most important such operator,
G1 ≡ sγν(1 − γ5)(DµGµν)d, which mixes with four-quark s → d operators
at one loop. This removes an important systematic error in calculations of
weak matrix elements on the lattice.
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7.1 Theory and previous work
To compute weak matrix elements on the lattice, we must first construct the
weak Hamiltonian in terms of lattice operators. The standard way of doing
this is to represent the weak interaction by an effective Hamiltonian in which
all particles much heavier than the lattice cutoff have been integrated out.
The lattice effective weak Hamiltonian must be properly renormalized.
The renormalization procedure must remove divergences which appear as
a → 0 and must match the lattice weak Hamiltonian to the effective weak
Hamiltonian constructed in continuum perturbation theory.
A convenient set of matching conditions is given by the family of regu-
larization invariant (RI) schemes [45, 46, 47]. In such schemes we calculate
the amputated Green’s functions of operators at a large off-shell Euclidean
momentum point both in the continuum and on the lattice and normalize the
lattice operators so that certain projections of these Green’s functions equal
their tree level values. We will focus specifically on the RI/SMOM scheme.
A curious aspect of the RI procedure is that operators which would usually
vanish by the equations of motion can mix with the physical operators. That
is, in off-shell Green’s functions new divergences can appear which can only
be canceled by operators which vanish by the equations of motion. This
happens because the equations of motion are not valid in off-shell Green’s
functions, due to contact terms, as we will explain in more detail below.
In continuum perturbation theory calculations these effects are taken into
account [48, 49], but so far these operators have not been included on the
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lattice side of the calculation. Previous work on renormalization of lattice
operators has noted their appearance but neglected them in actual lattice
calculations [51, 50]. In this chapter we show how to correct this omission.
We also study the lattice equations of motion in their own right. One
satisfying result is that we use the gauge field equation of motion to directly
see the effect of the sea quarks on the gauge field. For example we can recover
the number of light sea quarks just by looking at the properties of the gauge
configurations.
7.1.1 ∆S = 1 Hamiltonian
Using continuum perturbation theory, one can construct a 3-flavor effective
weak Hamiltonian by integrating out all particles heavier than the strange
quark: the Higgs, W, and Z bosons and the top, bottom, and charm quarks
[52]. In this chapter we will focus on the “∆S = 1” part of the weak Hamilto-
nian, which produces s→ d transitions. This part of the weak Hamiltonian
is responsible for the decay of the kaon to two pions. The first-principles
calculation of this K → ππ decay is an important goal of the RBC/UKQCD
collaboration [56].
The effective ∆S = 1 Hamiltonian can be written as a linear combination
of a basis of ten four-quark operators. All operators have the structure of
the product of two currents, have dimension 6, and have sd flavor quantum

















































Here i, j are color indices. The V −A and V +A subscripts denote left and
right-handed currents:
(q̄q)V−A ≡ qγµ(1− γ5)q
(q̄q)V+A ≡ qγµ(1 + γ5)q
(7.2)
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The coefficients wi(µ) are called Wilson coefficients. Both the Wilson co-
efficients and the operators depend on the renormalization scheme and the
renormalization scale µ. Continuum perturbation theory calculations usually
renormalize the four-quark operators in the MS scheme.
Actually, this ten-operator basis is linearly dependent. The following
identities hold:













Using these we can reduce our ten-operator basis to a seven-operator basis,
usually written
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Note that there is no Q′4. This seven-operator basis has the advantage that
each operator transforms in a definite way under the SU(3)L⊗SU(3)R chiral
symmetry group of massless QCD. The operators fall into three representa-
tions of this group:
Q′1 ∈ (27, 1)
Q′2,3,5,6 ∈ (8, 1)
Q′7,8 ∈ (8, 8)
(7.6)
This seven-operator basis is called the chiral basis. When chiral symmetry is
preserved, as when domain wall fermions are used, mixing between operators
in different representations are forbidden. This is an important advantage of
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domain wall fermions.









which is also dimension-6, has the same flavor quantum numbers as the ∆S =
1 operators, and transforms in the (8, 1) representation of SU(3)L⊗SU(3)R.
In the second line of Eq. (7.7), the covariant derivative is in the adjoint
representation: DνGνµ ≡ ∂νGνµ − i[Aν , Gνµ].
In the RI schemes, this operator mixes with the four (8, 1) four-quark
operators at one loop. There are even more operators of this sort which mix
at even higher loops; for example [49]
G2 = sγµ(1− γ5){D2, Dµ}d
G3 = sDµDνDλ(γµγνγλ − γλγνγµ)d
(7.8)
We will only consider G1, the only such operator to appear at one loop.









Here a is an adjoint color index, T a are the su(3) generators, and q runs over
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the quark flavors. This can be used to rewrite G1 as






















So it seems that G1 is actually a linear combination of four-quark operators
in disguise. However, this is misleading. Inside a correlation function, the
equation of motion is only valid as an operator equation if there are no contact
terms. In the Green’s functions used in the RI renormalization schemes,
contact terms spoil the equation of motion of the gauge field. One way of
understanding this is that the quark external states used in the RI schemes
are not gauge invariant. We deal with this by fixing a gauge, which can
be thought of as making the Green’s function gauge invariant by connecting
the quark fields with Wilson lines. These Wilson lines can coincide with the
operator we are renormalizing, producing contact terms if we try to use the
equation of motion of the gauge field in that operator.
Therefore when we use the RI schemes we should treat G1 as a linearly
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independent operator from the seven four-quark operators of the chiral basis,
and we should compute the mixing matrix of this eight-operator basis.
While we need to include G1 in our renormalization procedure, when we
compute physical matrix elements of the renormalized effective weak Hamil-
tonian, we can use the equations of motion. The reason is that in physical
matrix elements, the gauge-invariant operators that create and destroy the
external states are separated by some finite distance from the weak Hamilto-
nian operator. Therefore we do not have to worry about contact terms. So
in that step G1 really is redundant and can be replaced with Qp, the linear
combination of four-quark operators in Eq. (7.11).
7.2 Renormalization strategy
In this section we will show how to renormalize the lattice weak Hamiltonian
including the effect of G1 in the RI/SMOM scheme and then use the equation
of motion to eliminate G1 from the calculations of physical matrix elements.
7.2.1 Overview of RI schemes
We will denote operators renormalized in an RI scheme at a momentum
scale µ by ORIi (µ). Bare lattice operators at lattice spacing a will be denoted
Olati (a).
Nonperturbative renormalization is a procedure for constructing the renor-
malized operators ORIi (µ) from the bare operators O
lat
i (a). The relation be-
tween the renormalized and bare operators is given by the 8 × 8 Z-factor
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matrix:


















It will often be useful to distinguish the seven four-quark operators from
G1. To make this explicit we can split Eq. (7.12) into two equations:













i (a) + Z
lat→RI
G1
(µ, a)Glat1 (a) (7.15)
Here the Q′i are the seven four-quark operators, Z
lat→RI,7×7 is the upper 7×7
block of the Z-factor matrix, and ci, di, and ZG1 are the rest of the 8 × 8
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Z-factor matrix, which deal with G1.
In the RI family of renormalization schemes, we fix the 8 × 8 Z-factor
matrix by picking a set of 8 external states En and 8 projectors Pn, where
n = 1, . . . , 8. The states are four-quark states with momentum of order µ.
The external states are not gauge invariant, so we fix Landau gauge. We fix
the normalization of the ORIi by requiring the projected amputated Green’s
functions of the renormalized operators to be equal to their tree level values.
In the RI/SMOM scheme, we inject a momentum 2q at the operator, where








ei2qxORIi (x)〉amputated = Fim ≡ tree level values
(7.16)
Here α, β, γ, δ are the spin indices of the external quarks and a, b, c, d are
their color indices. Zq is the quark wave function renormalization factor. We
are not summing over m. When we insert Eq. (7.12) into Eq. (7.16), we
obtain a system of 64 equations, one for each value of n and i. These 64 con-
ditions fix the 64 elements of Z lat→RI and therefore define the renormalized
RI operators.
The conditions of Eq. (7.16) are supposed to be imposed in the SU(3)
chiral limit, where the mass of the up, down, and strange quarks are all
taken to zero. In practice we do not take this limit. Previous work has
shown that the results of NPR are not very sensitive to the quark mass
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[55]. Therefore we use the same ensembles for NPR as are used for regular
measurements. We take the valence light and strange quark masses to be
equal and reasonably light, but not necessarily as light as the unitary light
quark.
Previous work has only had to use 7 external states and projectors. Since
we have added G1 to our basis we will have to pick an eighth external state,
which we do later.
7.2.2 How to eliminate G1
When we carry out the RI procedure, we obtain eight renormalized operators
ORIi which are defined in terms of the eight lattice operators O
lat
i . We now
show how we can make calculations with these renormalized operators more
convenient by eliminating lattice G1 as follows.
In the absence of contact terms, GRI1 (µ) can be replaced by a linear combi-
nation of the four-quark operators Q′RIi (µ) in matrix elements:
〈GRI1 (µ)〉 = si(µ)〈Q′RIi (µ)〉 (7.17)
Here the notation 〈·〉 is intended to indicate a general physical matrix element
with no contact terms preventing the use of the equation of motion. The























These tree level values can be found from Eq. (7.4) and Eq. (7.11). Those
equations give us the tree level relation because they are written in terms of




Z lat→RIG1 (µ, a)〈G
lat
1 (a)〉+ dlat→RIi (µ, a)〈Q′lati (a)〉
= si[Z
lat→RI
ij (µ, a)〈Q′latj (a)〉+ clat→RIi (µ, a)〈Glat1 (a)〉]
(7.19)
Rearrange:
[Z lat→RIG1 (µ, a)−sic
lat→RI





ij (µ, a)− dlat→RIj (µ, a)






〈Glat1 (a)〉 = kj(µ, a)〈Q′latj (a)〉 ; ki(µ, a) ≡
siZ
lat→RI
ij (µ, a)− dlat→RIj (µ, a)




This last equation tells us how to eliminate the lattice operator Glat1 (a) in
favor of the four-quark lattice operators Q′lati (a) when we have to compute a
physical matrix element. Now suppose we want to compute a physical matrix
element of a renormalized RI four-quark operator:
〈Q′RIi (µ)〉 = Z lat→RIij (µ, a)〈Q′latj (a)〉+ clat→RIi (µ, a)〈Glat1 (a)〉
= Z lat→RIij (µ, a)〈Q′latj (a)〉+ clat→RIi (µ, a)kj〈Q′latj (a)〉
= [Z lat→RIij (µ, a) + c
lat→RI
i (µ, a)kj(µ, a)]〈Q′latj (a)〉
= Rlat→RIij (µ, a)〈Q′latj (a)〉
(7.23)
where we defined the on-shell conversion matrix
Rlat→RIij (µ, a) ≡ Z lat→RIij (µ, a) + clat→RIi (µ, a)kj(µ, a) (7.24)
This matrix tells us how to compute a physical matrix element of a renor-
malized four-quark operator solely in terms of lattice four-quark operators,
without having to compute physical matrix elements of Glat1 . We will still
have to compute momentum-space Green’s functions of Glat1 to carry out the
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NPR procedure. The effect of G1 on the renormalized four-quark operators
is captured by the ci and ki factors. Once we have these and construct the
Rlat→RI matrix, we can forget about G1.
Finally, it is only necessary to compute the coefficients si at tree level.
We do not have to calculate the O(αs) corrections to Eq. (7.18). The reason
is that before we can use the Rlat→RI matrix, we have to do another conver-
sion from the RI renormalization scheme to the MS renormalization scheme,
because the effective weak Hamiltonian is constructed in the MS scheme in
continuum perturbation theory. We end up with a lattice to MS conversion
matrix:
Rlat→MS = RRI→MS ×Rlat→RI (7.25)
The RRI→MS matrix is computed perturbatively in [48], but only to one loop.
This limits our calculation to one-loop accuracy, so we can consistently ne-
glect two loop effects. In Eq. (7.24), the si appear inside kj, which multiplies
ci. The quantity ci starts at one loop, so the one loop correction to si is a
two-loop effect and can be neglected in our calculation.
We will check after the fact that the change due to including G1 in the
NPR is numerically fairly small. One-loop corrections to si would produce
a small change in this small change, so their overall effect is very small and
can be neglected.
For us to trust the preceding argument, we should be using Eq. (7.18) at
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a reasonably high energy scale, such that we believe the one-loop corrections
to Eq. (7.18) are indeed substantially smaller than the tree level values.
7.2.3 γµ scheme
Now we explicitly give a set of conditions to renormalize our eight-operator
basis in the RI/SMOM(γµ, Y ) scheme [55]. Here Y = γµ or /q stands for one
of the two wave function renormalization schemes defined in [46]. We will
leave the wave function renormalization scheme unspecified.
In the RI/SMOM scheme we pick momenta p1, p2, q = p1 − p2 with p21 =
p22 = q
2 ≡ µ2.
Previous work has used the seven external states (En)
αβγδ
abcd :
















and seven projectors (Pn)
αβγδ
abcd :






P4 = P6 = (Lµ)
αβ(Rµ)
γδδabδcd






Lµ ≡ γµ(1− γ5)
Rµ ≡ γµ(1 + γ5)
(7.28)














Here f is a fictitious quark flavor different from u, d or s. This means
that Green’s functions with the E8 external state have only disconnected
diagrams. In defining this external state and projector we are following [48]
Equations (51) and (88), except that unlike Eq. (88) in that reference we
also include a negative parity part in our projector P8.
In practice, we renormalize the parity-even and parity-odd parts of the
operators separately. We should get the same Z-factors for both parity parts,
but the parity-odd operators have better protection against mixing between
different representations of SU(3)L⊗SU(3)R (see e.g. [54]). Since we renor-
malize the parity-even and parity-odd parts of the operators separately, we
use the parity-even parts of the projectors when renormalizing parity-even




Figure 35: Tree level diagram for G1 (the cross vertex) in the external state
E1. The incoming quark lines carry momentum p2 flowing inward. The
outgoing quark lines carry momentum p1 flowing outward. Momentum 2q =
2(p1 − p2) is injected at the G1 operator. The gluon line carries momentum
q flowing upward.
The original seven four-quark operators have no tree level diagrams in
the external state E8, so we have
Fi8 = 0 for i ∈ {1, 2, 3, 5, 6, 7, 8} (7.30)
This gives us the eighth condition for the renormalization of the seven four-
quark operators Q′i.
It remains to impose eight conditions on G1. Let’s look at the G1 Green’s
function in the E1 external state. There is one tree diagram, shown in Figure




2δµν − qµqν)T a (7.31)








The gluon vertex is
γλT
b (7.33)

































We have computed the tree level amputated Green’s function of G1 in the
E1 external state. The other external state has more diagrams, but they
are essentially just rotated versions of Figure 35. When we compute these









ei2qxG1(x)〉 = (0, 768, 1536, 0, 768, 0, 2304, 768) at tree level
(7.36)
This determines the eight conditions on G1. Including the known tree level
values for the 7 four-quark operators in the 7 original external states, we
have the 64 tree level values
F =

3072 3072 0 0 0 0 0 0
537.6 −230.4 1152 0 0 0 0 0
−230.4 537.6 384 0 0 0 0 0
0 0 0 1152 384 3456 1152 0
0 0 0 384 1152 1152 3456 0
0 0 0 1152 384 0 0 0
0 0 0 384 1152 0 0 0
0 768 1536 0 768 0 2304 768

(7.37)
The upper-left 7 × 7 matrix are the tree level projected amputated Green’s
functions of the four-quark operators in the standard 7 external states. We
see Eq. (7.30) reflected in the last column of Eq. (7.37) and Eq. (7.36) re-
flected in the last row.
A caveat: the numbers above are actually half the true values. This is
because the numbers above are for only one parity part, either even or odd.
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In practice, we do the NPR for a single party part at a time, so we use the
F matrix as given in Eq. (7.37).
7.2.4 Simplification
It turns out that in in some cases it is actually unnecessary to compute the
momentum space Green’s functions of G1 at all. To see this, suppose we have
constructed the renormalized operator GRI1 . We can then solve Eq. (7.15) for
Glat1 and substitute the result into Eq. (7.14). The result can be written









Now we impose the same eight conditions as before on each of the seven
Q′RIi . But G
RI
1 (µ) is constructed so as to have a known set of projected
amputated Green’s functions in the eight external states we are considering.
So it is not necessary to compute those Green’s functions: they can be read off
the bottom row of Eq. (7.37). Therefore we can impose the renormalization
conditions and determine Z̃ lat→RI,7×7 and c̃lat→RI without actually computing
the Green’s functions of G1 or constructing G
RI
1 explicitly. We only have to
compute the projected amputated Green’s functions of the seven four-quark
operators in the eight external states.
Once we have done this and determined Z̃ and c̃, we find the Rlat→RI
matrix as follows. We write for any physical matrix element
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〈Q′RIi (µ)〉 = Z̃
lat→RI,7×7
ij (µ, a)〈Q′latj (a)〉+ c̃lat→RIi 〈GRI1 (µ)〉
〈Q′RIi (µ)〉 = Z̃
lat→RI,7×7
ij (µ, a)〈Q′latj (a)〉+ c̃lat→RIi (µ, a)sj(µ)〈Q′RIj (µ)〉
[δij − c̃lat→RIi (µ, a)sj(µ)]〈Q′RIj (µ)〉 = Z̃
lat→RI,7×7
ij (µ, a)〈Q′latj (a)〉
〈Q′RIi (µ)〉 = R
lat→RI,7×7
ij (µ, a)〈Q′latj (a)〉
(7.39)
where




Aij ≡ δij − c̃lat→RIi (µ, a)sj(µ)
(7.40)
This R matrix will be the same as the one defined in Eq. (7.24). Once again,
we can use the tree-level values of the si(µ) since the RI → MS conversion
is only accurate to one loop.
This simplified method is very convenient, but it is not always applicable.
Often we perform the NPR procedure at a rather low energy scale and then
use step-scaling to match the low-energy renormalized operators to high-
energy renormalized operators, as we will explain below. We do this because
we do not trust perturbation theory at the low energy scale. In this case
we cannot use the simplified procedure described in this section because we
cannot justify using the tree level approximation to si(µ). We have to do the
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renormalization at the low scale, and the step-scaling procedure, using the
full 8× 8 Z-factor matrix.
However, in cases where step scaling is not required the simplified method
is very convenient and lets us avoid computing the momentum space Green’s
functions of G1.
7.2.5 Lattice G1 operator
There are many lattice discretizations of any given continuum operator, so
we have some freedom in how to represent the G1 operator on the lattice.
Inspired by the study of the lattice gauge field equation of motion in Section
7.4 below, we would like to choose a discretization that replaces the DνGνµ
part of the G1 operator with the lattice version that appears in the lattice
gauge field equation of motion.
That is, we would like to use the discretization
DνGνµ(x)→ iT a∂ax,µSg(U) ∝ [Ux,µLx,µ]TA (7.41)
See Section 7.4 for the origin of this lattice operator. One problem is that this
definition is not symmetrical around the site x. It is preferable to use a lattice
operator with definite parity, so that we can divide the NPR calculation into


















For the staple L we use the staple of the gauge action that the ensemble
was generated with, which is the Iwasaki action in all cases considered below.
This operator is gauge invariant and is easily separated into a part with even











In the NPR procedure we calculate the logarithmically divergent mixings
of a set of dimension-6 ∆S = 1 operators. In the lattice regularization
these operators can additionally have power divergent mixings with lower-
dimension operators.
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We consider mixings with one dimension-3 operator and two dimension-4
operators:












where we have given a set of three even-parity operators and a set of three




















i (q)〉amputated = 0 (7.47)


















where again we have provided a set of even-parity projectors and a set of
odd-parity projectors.
It is actually these subtracted operators Olat,subi which are used in the RI
NPR procedure, and not the unsubtracted operators Olati .
For the four-quark operators the subtraction coefficients are all small and
have a negligible impact on the final Z-factors. Two reasons for this are
• Chiral symmetry means that mixings of the four-quark operators with
lower-dimension operators are suppressed by a factor of the quark mass,
which is small. Therefore the subtraction coefficients are small.
• The subtraction operators contribute to Eq. (7.16) only through dis-
connected diagrams, which are small at high momentum.
However, chiral symmetry does not protect G1 from mixing with S2 and S3,
so these subtraction coefficients are large and it is important to subtract
these operators from G1.
7.3 Results
7.3.1 NPR with G1 on 24
3 lattices at µ = 2.29 GeV
We now demonstrate the NPR procedure including G1. We work on a 24
3×64
2+1 flavor Shamir domain wall ensemble with ml = 0.005, ms = 0.04, Ls =
16. The gauge action is the Iwasaki action with β = 2.13. The lattice spacing









(4, 2, 2, 0)
µ = |p1| = |p2| = 2.29 GeV
(7.49)
We use a valence mass aml = ams = 0.01. We measure on the configurations
numbered 1000, 1010, . . . , 8910 for a total of 792 configurations. We use only
the parity-odd parts of the operators and projectors. We do not measure Zq,




0.9400(37) −0.0860(20) −0.0025(17) 0.00076(81) −0.0090(42)
−0.0850(12) 0.94007(93) −0.00155(60) −0.00076(29) 0.0509(23)
−0.028(12) −0.0193(62) 0.9659(48) −0.1422(23) −0.005(13)
−0.0037(39) 0.0034(28) −0.0532(17) 0.70199(92) 0.1470(70)
0.959102(32) −0.142791(16)
−0.052603(11) 0.703316(50)
−0.007(31) 0.248(22) −0.147(16) −0.0259(74) 2.301(59)

(7.50)
The upper-left 1× 1 block corresponds to the (27, 1) operator Q′1. The next
4× 4 block corresponds to the (8, 1) operators Q′2,3,5,6. The next 2× 2 block
corresponds to the (8, 8) operators Q′7,8. The last 1× 1 block corresponds to
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G1. Entries equal to zero have been omitted.
We see that there is no mixing between different representations of SU(3)L⊗
SU(3)R and that G1 mixes with the (8, 1) operators, as expected. We can
read off the ci’s of Eq. (7.14) from the last column:
Z−2q c2 = −0.0090(42)
Z−2q c3 = 0.0509(23)
Z−2q c5 = −0.005(13)
Z−2q c6 = 0.1470(70)
(7.51)
These tell us how much Glat1 appears in each RI four-quark operator. We




6, and the corresponding ci’s are
measured to about 5%.
Having found the 8 × 8 Z-factor matrix, we next eliminate G1 using the
equations of motion by computing the ki’s of Eq. (7.22). Using the tree-level











0.9367(45) −0.0942(51) −0.0015(16) −0.0026(15)
−0.0661(16) 0.9867(24) −0.00738(66) 0.01855(83)
−0.029(14) −0.024(15) 0.9665(46) −0.1440(45)





We would like to understand what effect the inclusion of G1 has had on
our final answer. So we also carry out the NPR procedure using only the
original 7-operator basis, neglecting G1, and compute the difference between
our Rlat→RI matrix and the 7× 7 Z-factor matrix obtained by neglecting G1:






−0.00090(41) −0.0025(12) 0.00044(20) −0.00090(42)
0.00510(24) 0.01423(65) −0.00248(11) 0.00512(23)
−0.0005(13) −0.0013(36) 0.00023(63) −0.0005(13)





Of course, only the (8, 1) sub-block of the Rlat→RI matrix is affected. We find





6 . The effect of including G1 is clearly resolved.
The fact that ∆R, the change due to G1, is fairly small compared to
the overall matrix R reassures us that we are justified in neglecting one-
loop corrections to the si coefficients. Those one-loop corrections would only
produce a small change in the already small matrix ∆R.
7.3.2 Step scaling for K → ππ
The principal motivation for nonperturbative renormalization of the ∆S = 1
weak Hamiltonian on the lattice is the calculation of the K → ππ decay.
In the recent RBC/UKQCD calculation in [56], the largest single systematic
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error came from operator renormalization. We now renormalize the ∆S = 1
Hamiltonian for this calculation, including the effects of G1.
The K → ππ calculation was carried out on a relatively coarse lattice
with a−1 ≈ 1.38 GeV. The ensemble parameters are those of the DSDR
lattices described in [28] except that in the K → ππ calculation the quark
masses are physical. We carry out the NPR procedure on the aml = 0.001
ensemble of [28].
Because this lattice is quite coarse, we cannot perform the NPR at a very
high energy scale. We will use µlow = 1.33 GeV. This is a problem because
the perturbative step we rely on to convert from the RI/SMOM scheme to the
MS scheme is not reliable at this low energy. To solve this, we will perform
a nonperturbative step scaling calculation on the 243 ensemble used above.
We briefly describe the step scaling procedure. Suppose we have a lattice
with a relatively coarse lattice spacing acoarse. If we do nonperturbative
renormalization on this lattice we can only construct RI operators at some
relatively low energy scale µlow. We use an auxiliary lattice with a finer
lattice spacing afine < acoarse on which we can do NPR both at the scale µlow
and at a higher scale µhigh. We use this lattice to find a relation between the
RI operators at the low scale and the high scale, as follows:
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where the step scaling matrix is calculated as






Finally we can construct operators renormalized at the high scale in terms
of lattice operators defined on the coarse lattice:





Z lat→RIij (µhigh, acoarse) ≡ Σij(µhigh, µlow)Z lat→RIjk (µlow, acoarse)
(7.58)
When we include G1 in the NPR, the step-scaling should be carried out
with the 8 × 8 Z-factor matrices, giving an 8 × 8 step-scaling matrix Σ and
eventually an 8× 8 Z-factor matrix Z lat→RI(µhigh, acoarse). From this Z-factor
matrix, we can construct the on-shell conversion matrix Rlat→RI(µhigh, acoarse)
using Eq. (7.24).
We will use the 243 ensemble considered above as the fine lattice for step
scaling. So we have a−1coarse ≈ 1.37 GeV, the lattice spacing of the 323 DSDR
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ensemble, and a−1fine ≈ 1.78k GeV, the lattice spacing of the finer 243 Iwasaki


























(4, 2, 2, 0)
(7.60)
on the fine 243 ensemble.
On the 243 ensemble we use the same set of configurations as above. On
the 323 ensemble we use configurations 1066, 1070, . . . , 2166 for a total of
276 configurations.
We first compute wave function renormalization factors. We use the






Tr[ΛVµ(p1, p2)γµ] = 1 (7.61)
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Here Vµ is the local vector current qγµq, ΛVµ(p1, p2) is its amputated momen-
tum space Green’s function in an external state with quarks of momentum p1
and p2, ZV is the Z-factor relating this local current to the conserved vector
current, and Zq(µ) is the RI/SMOMγµ wave function renormalization factor
at the scale µ, with µ2 = p21 = p
2
2.
We compute these amputated Green’s functions on the 323 lattice at the
scale µlow and on the 24








We will take ZV (acoarse) = 0.6728(80) from [28]. We will neglect all statistical
errors on ZV and Zq, since they are relatively small and not the focus of this
calculation. We find
Zq(µlow, acoarse) = 0.71958
Zq(µhigh, afine)/Zq(µlow, afine) = 0.99185
(7.63)
Note that on the 243 lattice, this ratio of Zq’s is all we need to do the step
scaling, and ZV (afine) cancels out in the ratio.
On the 323 ensemble we find the 8× 8 Z-factor matrix at the low scale:
168
Zq(µlow, acoarse)−2Zlat→RI,8×8(µlow, acoarse) =
0.815374(84)
0.911(30) −0.063(28) −0.005(10) 0.0033(54) −0.086(72)
−0.028(27) 0.932(27) −0.002(11) −0.0079(59) 0.178(77)
−0.012(84) −0.015(76) 0.988(26) −0.208(16) −0.00(20)
0.063(65) 0.086(66) −0.057(24) 0.496(14) 0.38(18)
0.934640(95) −0.190318(42)
−0.045060(44) 0.50736(12)
1.1(1.1) 2.0(1.1) −0.32(40) −0.29(22) 7.2(3.1)

(7.64)
On the 243 ensemble we already calculated Zq(µhigh, afine)
−2Z lat→RI(µhigh, afine)
above. We now also calculate the Z-factor matrix at the low scale and com-





1.009(13) −0.0816(98) 0.0083(48) 0.0009(33) 0.0133(50)
−0.0819(72) 1.0011(56) −0.0067(27) 0.0091(19) −0.0206(33)
0.064(35) 0.034(28) 0.946(14) 0.140(10) −0.014(14)
0.044(22) 0.014(17) −0.0179(89) 1.5129(61) −0.097(10)
0.97815(11) 0.13020(13)
0.001705(97) 1.50497(53)
−0.36(14) −0.59(11) 0.060(60) 0.136(38) 0.363(65)

(7.65)




0.485(16) −0.059(15) −0.0002(54) −0.0006(31) −0.003(39)
−0.0643(75) 0.4647(82) −0.0014(29) 0.0019(18) 0.021(23)
0.021(48) −0.001(44) 0.482(15) −0.0637(96) −0.02(12)
0.017(33) −0.028(36) −0.038(12) 0.4050(74) −0.063(97)
0.470344(73) −0.062189(46)
−0.034289(59) 0.39521(17)








0.484(22) −0.061(39) 0.0002(78) −0.002(12)
−0.060(12) 0.479(23) −0.0041(43) 0.0091(68)
0.016(65) −0.02(12) 0.485(21) −0.071(33)





This is the result of the step-scaling calculation. This R matrix can be
used to renormalize the operators used in the K → ππ calculation.
Again we can ask what the effect of G1 has been on the calculation. To
do this we redo the entire step scaling calculation with 7×7 Z-factor matrices
neglecting G1, obtaining
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Zlat→RI,7×7, no G1(µhigh, acoarse) =
0.404278(64)
0.483(15) −0.061(13) 0.0003(54) −0.0018(32)
−0.0585(70) 0.4808(78) −0.0043(27) 0.0091(18)
0.022(44) −0.001(39) 0.482(15) −0.0666(91)





Taking the difference we obtain
∆Rlat→RI(µhigh, acoarse) = R
lat→RI(µhigh, acoarse)− Z lat→RI, no G1(µhigh, acoarse) =
0
0.000(11) 0.001(28) −0.0001(51) 0.0001(92)
−0.0010(67) −0.002(17) 0.0002(31) 0.0000(55)
−0.006(33) −0.015(84) 0.003(15) −0.005(27)





Because the statistical errors are much larger on the 323 ensemble, the
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effect of G1 on the calculation is not as easy to resolve as it was in Eq. (7.55).
Still, the effect of G1 seems to be resolved in the fifth row at the 1.5σ level.
To get a sense of how the inclusion of G1 affects the final result for K →
ππ, we will plug in some numbers for the calculation of the A0, the amplitude
to go to the pion final state with isospin 0. We use the numbers given in








jk (µhigh, acoarse)〈Q′latk (acoarse)〉A0
(7.70)
ReA0 = 3.420(48)× 10−7
ImA0 = −2.430(84)× 10−11
(7.71)
Here GF is the Fermi constant, V is the CKM matrix, wi are the ten Wilson
coefficients in the MS scheme renormalized at the scale µhigh, Z
RI→MS is the
perturbatively calculated 10×7 conversion matrix from the RI/SMOM(γµ,γµ)
scheme to the MS scheme, and 〈Q′latk (acoarse)〉A0 are the K → ππ matrix
elements of each of the seven lattice four-quark operators.
We are only showing the statistical errors from Rlat→RI . There are other
errors which are much larger. In Table 17 we show the contribution from
each of the ten MS operators.
When we compute the difference between this and what we would have
173
i ReA0 (GeV) ImA0 (GeV)
1 6.888(219)× 10−8 0
2 2.752(44)× 10−7 0
3 3.545(705)× 10−10 1.877(373)× 10−12
4 4.213(234)× 10−9 1.334(74)× 10−11
5 6.230(374)× 10−10 2.601(156)× 10−12
6 −6.954(128)× 10−9 −3.851(71)× 10−11
7 4.395(2)× 10−11 1.221(1)× 10−13
8 −3.327(1)× 10−10 −1.551(1)× 10−12
9 6.399(84)× 10−14 −1.869(25)× 10−12
10 1.368(56)× 10−11 −3.133(128)× 10−13
Table 17: Contributions to A0 from each of the ten MS renormalized opera-
tors.








jk (µhigh, acoarse)〈Q′latk (acoarse)〉A0
(7.72)
Re ∆A0 = −1.0(2.6)× 10−9
Im ∆A0 = 3.0(4.4)× 10−13
(7.73)
Table 18 breaks this change down by MS operator. Including G1 appears to
be a percent-level effect. The exact magnitude of the effect is hard to resolve
at our level of statistical precision. The reason is that the NPR results are
relatively noisy at low scales. Future work will improve the statistics at the
scale µlow and should resolve the effect of G1.
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i Re ∆A0 (GeV) Im ∆A0 (GeV)
1 −2(98)× 10−11 0
2 −1.0(2.3)× 10−9 0
3 4(31)× 10−12 2(16)× 10−14
4 −3(10)× 10−11 −10(33)× 10−14
5 −3(16)× 10−12 −1.3(6.8)× 10−14
6 6.9(6.8)× 10−11 3.8(3.8)× 10−13
7 0 0
8 0 0
9 −2.0(4.4)× 10−16 6(13)× 10−15
10 −7(252)× 10−15 2(58)× 10−16
Table 18: Difference between the values in Table 17 and what they would
have been if we had neglected G1 in the NPR.
Again, we emphasize that all errors we have shown related to A0 include
only the statistical error in R or ∆R, since the NPR is the focus of this work.
7.4 Equation of motion of the lattice gauge field
By the equation of motion of the gauge field, the G1 operator becomes equiv-
alent to a four-quark operator in matrix elements where the initial four-
momentum equals the final four-momentum.
It is interesting to study the equation of motion (EOM) of the gauge
field in its own right, especially because the EOM is much less trivial on the
lattice. In this chapter we derive the exact EOM of the lattice gauge field for
domain wall fermion simulations and verify it numerically. The EOM turns
out to be an interesting probe of the influence of sea quarks on the gauge
field.
In the continuum, we can compute the EOM of the gauge potential Aµ(x).
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On the lattice, we should instead compute the equation of motion for a link:
2iT a∂ax,µS(U) = 0
2iT a∂ax,µ(Sg(U) + Sf (U)) = 0
2iT a∂ax,µSg(U) = −2iT aSf (U)
(7.74)
where we split the action into the gauge action Sg(U) and the fermion action
Sf (U). The factor of 2i is arbitrary.






where Lx,µ is the “staple” and its form depends on the choice of gauge action.


















where [·]TA denotes the traceless antihermitian part. Meanwhile for the Wil-
son fermion action Sf,Wilson(U) = ψ̄Dwψ we have
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2iT a∂ax,µSf,Wilson(U) = T
a[ψxT
aUx,µ(1− γµ)ψx+µ̂ − ψx+µ̂U †x,µT a(1 + γµ)ψx]
(7.78)
Plugging these into Eq. (7.74) we find that the equation of motion for
Ux,µ in the presence of a single Wilson fermion is
β
3
[Ux,µLx,µ]TA = −T a[ψxT aUx,µ(1−γµ)ψx+µ̂−ψx+µ̂U †x,µT a(1+γµ)ψx] (7.79)
Now we consider domain wall fermions. The action of a single Möbius
domain wall fermion with mass m, including the Pauli-Villars part, may be
written
Sf,Möbius = ψDDW (m)ψ + φ
†DDW (1)φ (7.80)
Here DDW (m) is the 5D domain wall operator with mass m, DDW (1) is the
5D domain wall operator with mass 1, ψ is an anticommuting Grassmann-
valued field, and φ is a commuting complex-valued field. Recalling Eq. (5.24),
we have






where in this equation Dw acts separately on each s-slice of the 5D fields.
Writing this out fully, we obtain the EOM of the lattice gauge field in the
presence of a single flavor of domain wall fermion:
β
3





aUx,µ(1− γµ)[B(m)ψ]x+µ̂,s − ψx+µ̂,sU †x,µT a(1 + γµ)[B(m)ψ]x,s
φ†x,sT





This is the lattice analog of Eq. (7.9). In the lattice EOM, the color current
on the right-hand side is point-split and five-dimensional. This 5D point-split
current, and not the local 4D vector current qT aγµq, is the conserved color
current coupled to the lattice gauge field. Meanwhile the left-hand side of
the lattice EOM is the lattice analog of 1
g2
DνGνµ.
7.4.1 Checking the EOM
We can check the lattice EOM by putting it into a vacuum expectation
value. We have to be slightly careful because neither side of Eq. (7.82) is
gauge invariant. To deal with this we pick a Wilson loop Wx that starts and
ends at site x but doesn’t include the link Ux,µ. We contract both sides of






























[(1−γµ)S(x+µ̂, s, x, s)]−Tr
spin




We picked up a sign due to the fermion self-loop and introduced
S(x1, s1, x2, s2) ≡ 〈ψx1,s1ψx2,s2〉 (7.86)











[(1−γµ)S(x+µ̂, s, x, s)]−Tr
spin




where [·]T means the color-traceless part.
For the analogous term with the Pauli-Villars field φ the form is the same
except there is an overall sign because the φ field is not a Grassmann field,
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Gluonic minus fermionic 0.00024(46)
Table 19: Contributions to Eq. (7.83) on a 163 × 32 2 + 1 flavor domain
wall ensemble. We measure on 32 configurations. Each quark contribution
is actually the difference of two contributions: one from the Grassmann field
and one from the Pauli-Villars field. The light quark contribution must
be multiplied by two because there are two degenerate flavors of light quark.
“Fermionic total” is the right-hand side of Eq. (7.83), the sum of the light and
strange quark contributions. “Gluonic” is the light-hand side of Eq. (7.83).
The final row is the difference of the left and right sides. It is consistent with
zero, so the lattice gauge field equation of motion is verified to the available
statistical precision.
so its self loop does not get a minus sign.
We can check this identity explicitly on the lattice. We chose Wx to be
a plaquette starting and ending at x, with one side of the plaquette being
the link Ux−µ̂,µ. This plaquette does not contain Ux,µ, which is important to
avoid contact terms in the EOM.
Table 19 shows the contributions to the identity Eq. (7.83) on a 163× 32
ensemble with 2 + 1 flavors of Ls = 16 domain wall sea quarks: two light
quarks with mass aml = 0.01 and a strange quark with mass ams = 0.032.
The gauge action is the Iwasaki action with β = 2.13. The equation of motion
of the lattice gauge field is verified to within statistical errors of about 6%.
One way of thinking about this is that if we had forgotten how many
flavors of dynamical fermions were used when generating this ensemble, we
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could recover the number 3 by doing this equation of motion test. That is,
we are measuring the effect of the sea quarks on the gauge field, and this
test is sensitive enough to distinguish, say, 2 flavors from 2 + 1 flavors of sea
quarks.
We also test the lattice gauge field EOM on an ensemble with a DSDR.
The DSDR reweights gauge configurations by a factor given in Eq. (4.2). It
can be shown that this is equivalent to adding the following DSDR action to
the overall lattice action:
Sf,DSDR =ψ1(Dw(−M5) + iεfγ5)ψ1 + ψ2(Dw(−M5) + iεfγ5)†ψ2




Here ψ1,2 are 4D Grassmann fields and φ1,2 are 4D commuting fields.
Since Dw depends on the gauge field U , the DSDR action contributes to
the gauge field equation of motion. We can think of this as an additional
term in the conserved color current on the right-hand side of Equations (7.82)
and (7.83). To find the contribution we compute T a∂ax,µSf,DSDR. We will not
write out the result here. It is similar to the contribution of four Wilson
quarks, except that some fermions use the Dirac operator D†w instead of Dw
and some of the fields are commuting instead of anticommuting.
Table 20 shows the contributions to Eq. (7.83) on a 323× 64 2 + 1 DSDR
ensemble with 2 + 1 flavors of domain wall sea quarks, two light quarks
with mass aml = 0.0042 and a strange quark with mass ams = 0.045. The
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Gluonic minus fermionic 0.000043(58)
Table 20: Test of the lattice gauge field EOM on a 323×64 2+1 flavor DSDR
ensemble. We measure on 29 configurations for the fermionic contributions
and 290 configurations for the gluonic contributions. The entries have the
same meanings as in Table 19 except that we must also include a DSDR
contribution to the fermionic side. Again the difference of the left and right
sides of Eq. (7.83) is consistent with zero, so the equation of motion is satisfied
to the statistical precision available.
gauge action is the Iwasaki action with β = 1.75. The DSDR parameters are
εf = 0.02, εb = 0.5. Here we successfully verify the lattice gauge field EOM
to a statistical precision of 0.25%.
We can also take a pure gauge ensemble and recover the details of the
gauge action by testing the EOM. For a pure gauge ensemble the right-hand
side of the equation of motion is zero, so if we measure the left-hand side we
should also get zero.
But this will only hold if we use the proper form for the staple Lx,µ that
appears on the left-hand side. So suppose we have simulated with a rectangle
action of the form given in Eq. (2.10) but we have forgotten which value of c1
was used to generate the ensemble. By varying c1 and testing the equation
of motion we can recover the value of c1 used in the evolution. Figure 36
shows an example, where we test the EOM as a function of c1 on a pure









-0.335 -0.334 -0.333 -0.332 -0.331 -0.33 -0.329 -0.328 -0.327
c1 used in equations of motion
EOM test: quenched Iwasaki (243x64, 25 configurations)
EOM Wilson loop
Figure 36: EOM test on a pure SU(3) Iwasaki ensemble. We plot
〈Wx[Ux,µLx,µ]TA〉 as a function of the value of c1 used in the staple Lx,µ.
The graph should intersect 0 at c1 = −0.331, the true rectangle coefficient
for the Iwasaki action. This observable is an exactly linear function of c1.
The lines connect to data points outside the plotted region.
EOM passes through zero at a value consistent with c1 = −0.331, the correct
value for the Iwasaki action.
7.5 Alternative NPR strategy
In this section we describe an alternative strategy for extending the RI
schemes to include the G1 operator. The NPR strategy we described in
Section 7.2 relies at one point on perturbation theory, because we only com-
pute the coefficients si of Eq. (7.18) to tree level. This is consistent, since
the error due to this approximation enters only at two loops in the overall
calculation and the conversion from RI to MS is only done at one loop. How-
ever we might be interested in a strategy that produces the Rlat→RI matrix
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without any reference to perturbation theory. Here we give a strategy for
doing this which relies on the exact lattice equation of motion, which we
studied in detail in Section 7.4.
The idea is that the eighth operator in our basis need not be the G1
operator, but rather we can choose it to be a related operator which vanishes
exactly by the lattice equation of motion. In the continuum, this related
operator would be G1 − Qp: we subtract the four-quark operator that is
equal to G1 by the equations of motion.
Recalling Eq. (7.42), the form of G1 we have chosen can be written
Glat1 ∝ sxγµ(1− γ5)T adx × iT a(∂ax,µ + ∂̃ax−µ̂,µ)Sg(U) (7.89)
where Sg(U) is the gauge action. A small modification produces an operator
which vanishes by the lattice gauge field equation of motion:
M lat1 ≡ sxγµ(1− γ5)T adx × 2iT a(∂ax,µ + ∂̃ax−µ̂,µ)(Sg(U) + Sf (U)) (7.90)
where Sg(U) + Sf (U) is the gauge action plus the fermion action, i.e., the
total action. The lattice equation of motion can be written
iT a(∂ax,µ + ∂̃
a
x−µ̂,µ)(Sg(U) + Sf (U)) = 0 (7.91)




not vanish in the momentum-space Green’s functions used to define the RI
schemes, so M lat1 can be used instead of G
lat
1 as the eighth operator in our
NPR basis.
This approach has advantages and disadvantages. The advantages are:
• Once we find Z lat→RI there is no extra step needed to construct Rlat→RI ,
and in particular no need to eliminate Glat1 by a perturbative calcula-
tion.
• There is no need to define a renormalized MRI1 as we had to define a
renormalized GRI1 . We only need the lattice operator M
lat
1 .
To see how these advantages come about, write the seven RI four-quark
operators as
Q′RIi (µ) = Z





Here i, j range only over the seven values {1, 2, 3, 5, 6, 7, 8}. To determine
Z lat→RI,7×7 and clat→RI we need to impose 8 conditions on each of the seven
RI operators. These can be exactly the same conditions we imposed on the
Q′RIi (µ) in Section 7.2. Suppose we have done this. Then when we compute
a physical matix element of Q′RIi (µ), the M
lat
1 operator drops out by the
equation of motion:
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〈Q′RIi (µ)〉 = Z lat→RI,7×7(µ, a)〈Q′lati (a)〉+ clat→RIi (µ, a)〈M lat1 (a)〉
〈Q′RIi (µ)〉 = Z lat→RI,7×7(µ, a)〈Q′lati (a)〉
(7.93)
So in this strategy Z lat→RI is the same matrix as Rlat→RI . M lat1 drops
out of physical matrix elements automatically, so there is no need to do a
perturbative calculation to eliminate it, so there is no need to construct a
renormalized MRI1 operator.
This is not a different renormalization scheme than the one defined in
Section 7.2. It is the same scheme, because we have imposed the same
renormalization conditions on the four-quark operators Q′RIi (µ). We have
merely chosen a slightly different eight-operator basis of lattice operators,
which is our privilege. The final results for Rlat→RI should differ only by
lattice artifacts, and because of the use of perturbation theory in finding the
si’s in Section 7.2.
The disadvantage of this strategy, and the reason we have not used it for
the K → ππ renormalization in Section 7.3.2, is that the M lat1 operator is
extremely complicated. We write it out below for the case of a 2+1 flavor





sxγµ(1− γ5)[Ux,µLx,µ + Lx−µ̂,µUx−µ̂,µ]TAdx


















a(1− γµ)[B(mq)ψq]x,s − ψ
q
x,sT
aU †x−µ̂,µ(1 + γµ)[B(mq)ψ
q]x−µ̂,s
φq†x,sT












aUx,µ(1− γµ)ψ1,x+µ̂ − ψ1,x+µ̂U †x,µT a(1 + γµ)ψ1,x
+ψ1,x−µ̂Ux−µ̂,µT




aUx,µ(1 + γµ)ψ2,x+µ̂ − ψ2,x+µ̂U †x,µT a(1− γµ)ψ2,x
+ψ2,x−µ̂Ux−µ̂,µT























Here ψq is the 5D Grassmann field for quark flavor q, φq is the corresponding
Pauli-Villars field, and ψ1,2 and φ1,2 are the DSDR fields of Eq. (7.88). The









〉 = [DDW (1)−1]x1,s1,x2,s2
〈ψ1,xψ1,y〉 = [(Dw(−M5) + iεfγ5)−1]x,y
〈ψ2,xψ2,y〉 = [(Dw(−M5) + iεfγ5)†−1]x,y
〈φ1,xφ†1,y〉 = [(Dw(−M5) + iεbγ5)−1]x,y
〈φ2,xφ†2,y〉 = [(Dw(−M5) + iεbγ5)†−1]x,y
(7.95)
To evaluate Green’s functions of M1 is much more involved than for G1, not
only because the operator has more terms but also because M1 is point-split
and involves 5D fields. This makes the implementation of the contractions
far more complicated and also makes the computation much slower, since it
is necessary to sum over Ls. A final disadvantage is that the form of M
lat
1
depends on the details of the full action used to generate the ensemble—
for example, the presence or absence of a DSDR—meaning that different
versions of the operator must be used depending on which ensemble is being
used for the NPR.
The reader who distrusts perturbation theory and who is not intimidated
by Eq. (7.94) is invited to apply this version of the RI NPR procedure.
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8 Conclusion
In this thesis, we have presented four advances in lattice quantum chromody-
namics. We conclude by considering how future efforts will build upon this
work.
Our investigation of topological autocorrelations and open boundary con-
ditions and our development of the dislocation-enhancing determinant were
motivated by the problem of slow topological tunneling at fine lattice spac-
ings. The dislocation enhancing determinant sped up this tunneling signifi-
cantly, enabling us to begin a program of 2+1+1 flavor simulations on fine
lattices. This is important progress, but there is still room for significant
advances in this area. We may hope, for example for an algorithm can pass
between topological sectors by making large, discontinuous changes in the
gauge field. Such an algorithm might make topological tunneling faster still
and be completely immune to the problem of frozen topology.
Our development of the zMöbius evolution algorithm has sped up the
light quark determinant in our 2+1+1 flavor simulations by nearly a factor
of two. In fact, the light quark determinant is now less expensive than the
strange and charm quark determinant, suggesting that future work should
focus on speeding up the RHMC algorithm used for those quarks.
Our work on the renormalization of the ∆S = 1 Hamiltonian has removed
the systematic error from neglecting G1. This will be an important ingredient
in future work on nonperturbative renormalization. It will be especially
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useful in nonperturbative matching of 3-flavor and 4-flavor QCD, which must
be done at a scale below the charm quark mass. The effect of G1, usually
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A Appendix: Conventions
Here I give some mathematical conventions I use throughout.
The matrices T a, a = 1, . . . , 8 form a basis for the vector space of 3 ×
3 traceless hermitian matrices, i.e. the Lie algebra su(3). I choose these
generators to be normalized as follows:













Given any 3× 3 matrix X, there are some useful related identities:




iT aRe Tr(iT aX) = −1
2
[X]TA (A.4)
Here [·]T denotes the traceless part of a matrix and [·]TA denotes the
traceless antihermitian part. Specifically,











We often want to take the derivative of some function with respect to the
gauge link Ux,µ. This derivative naturally lives in the adjoint representation







Here the a index is an su(3) adjoint index. Note that the normalization
of this derivative depends on the normalization of the generator matrices,
which was fixed in Eq. (A.1).






In the case that f is invariant under gauge transformations Ux,µ →
VxUx,µV
†
x+µ̂ where V is an arbitrary SU(3)-valued field, one can show that
these derivatives transform under gauge transformations as
T a∂ax,µf(Ux,µ)→ (VxT aV †x )∂ax,µf(Ux,µ)







B Appendix: Analytic calculation of τint(Q(t0))
Here we supply some of the details in the calculations of τint(Q(t0)) in Section
3.5.5.
For convenience we will scale C(t, t0, 0) so that C(t0, t0, 0) = c = 1; then
the normalized autocorrelation function of Q(t0) is ρQ(t0)(τ) = C(t0, t0, τ).
B.1 The tunneling-dominated regime
In the tunneling-dominated regime, as long as t0 is not too close to an open
boundary we can pretend that we are working with a lattice of infinite Eu-
clidean time extent, because the correlations measured by C(t, t0, τ) are de-
stroyed by tunneling before they can diffuse to the boundaries of the lattice.
Solving Eq. (3.13) on an infinite domain with initial conditions given by
Eq. (3.21) we obtain











The normalized autocorrelation function of Q(t0) is then
















where x = σ/
√
2Dτtunn.
B.2 The diffusion-dominated regime on periodic lat-
tices









φn(t) = λnφn(t) (B.4)
where the φn satisfy periodic boundary conditions, and then expanding C(t, t0, τ)
in the eigenmodes φn as



























, n = 0, 1, 2, ... (B.7)
where we have ignored the odd eigenfunctions of Eq. (B.4) because they are
orthogonal to the initial state C(t, 0, 0). In the diffusion-dominated limit,
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τtunn becomes large and so λ0 = 1/τtunn becomes much smaller than all
the other eigenvalues. In this limit, the normalized autocorrelation function
develops a long tail at large τ :







In the diffusion-dominated limit, τint becomes dominated by the area




















B.3 The diffusion-dominated regime on open lattices
On open lattices we again must solve the eigenvalue problem Eq. (B.4) but














, n = 1, 2, ... (B.10)
This time there is no near-zero eigenvalue when τtunn becomes large, so the
sum in Eq. (B.6) is not dominated by a single mode. Therefore in the
diffusion-dominated limit we can drop the 1/τtunn term in Eq. (B.10). For
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For n > T/σ, cn goes rapidly to zero. Then using Eq. (B.6) we can write a
















We can extend this finite sum to an infinite sum at the cost of an O(σ/T )






















where K is some coefficient of order 1 +O(σ/T ) that accounts for the error
introduced by going from a finite sum to an infinite one.
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C Appendix: Inputs to A0
Here we give some numbers that were omitted in Section 7.3.2.
The Wilson coefficients are
wi(µhigh) = zi(µhigh) + τyi(µhigh) (C.1)































0.20094 0.99765 0.0070425 0 0 0 0
0.20094 0.0021174 0.98616 0.0016416 −0.0049249 0 0
0 2.9972 1.9934 0.0032831 −0.0098498 0 0
0 1.9803 2.9233 0.012754 −0.038093 0 0
0 0 0 1.0010 −0.0028716 0 0
0 −0.036937 −0.086187 −0.023451 1.0627 0 0
0 0 0 0 0 1.0010 −0.0028716
0 0 0 0 0 −0.035764 1.0996
0.30141 −0.0021174 −0.98616 −0.0016416 0.0049249 0 0




We take the remaining values in Eq. (7.70) from [56]:
GF = 1.16637× 10−5 GeV−2
Vus = 0.2253
Vud = 0.97425
τ ≡ − V
∗
tsVtd
V ∗usVud
= 0.001543− 0.000635i
(C.5)
〈Q′lati (acoarse)〉A0 =

−0.147
−0.218
0.295
−0.601
−1.188
1.33
4.65

GeV3 (C.6)
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