In this paper, we extend two earlier works further in two directions and compute the weight distribution of these cyclic codes under more relaxed conditions. It is interesting to note that many cyclic codes in the family are optimal and have only a few non-zero weights. Besides using similar ideas, we carry out some subtle manipulation of certain exponential sums.
I. INTRODUCTION
C YCLIC codes are an important class of linear codes.
Due to their desirable algebraic properties and efficient algorithms for encoding and decoding processes, cyclic codes have been widely used in many areas such as communication and data storage system. They can also be used to construct other interesting structures such as quantum codes [23] , frequency hopping sequences [7] and so on.
Let p be a prime number, l ≥ 1, q = p l and GF(q) be the finite field of order q. A cyclic code C of length n over GF(q) (assume (n, q) = 1), by the one-to-one correspondence σ : C → R := GF(q)[x]/(x n − 1) (c 0 , c 1 , · · · , c n−1 ) → c 0 + c 1 x + · · · + c n−1 x n−1 , can be identified with an ideal of R. There exists a unique monic polynomial g(x) with least degree such that σ (C) = g(x)R and g(x) | (x n − 1). The g(x) is called the generator polynomial and h(x) := (x n − 1)/g(x) is called the parity-check polynomial of C. If h(x) has t irreducible factors over GF(q), we say that "the dual of C has t zeroes", or equivalently, "C has t nonzeroes". We are grateful to the anonymous referee who pointed out that this is the only correct way to name such a code. In [31] we have mistakenly called "C has t zeroes". C is called irreducible if t = 1 and reducible if t ≥ 2.
Denote by A i the number of codewords of C with Hamming weight i , where 0 ≤ i ≤ n. The study of the weight distribution (A 0 , A 1 , · · · , A n ) or equivalently the weight enumerator 1 + A 1 Y + A 2 Y 2 + · · · + A n Y n is important in both theory and Manuscript application, because the weight distribution gives the minimum distance and thus the error correcting capability of the code, and the weight distribution allows the computation of the probability of error detection and correction with respect to some algorithms [12] . Moreover, the weight distribution is related to interesting and challenging problems in number theory ( [3] , [22] ).
In a recent paper [14] , the authors constructed some classes of cyclic codes whose duals have two Niho type zeroes and obtained the weight distribution. These classes of cyclic codes are quite interesting because they contain some optimal cyclic codes (among linear codes) and in general have only three or four non-zero weights. This beautiful work was recently extended to more general classes of cyclic codes whose duals may have arbitrary number of Niho type zeroes (see [31] ). The purpose of this paper is to extend these works in yet two other directions. It is interesting to note that this not only vastly generalizes the construction of [14] and [31] , but also yields many optimal or best known cyclic codes with very few non-zero weights, none of which was present in [14] and [31] (See Examples 1-4, Tables II and V in Section II). We study the weight distribution of these cyclic codes, by employing similar ideas from [14] and [31] and by carrying out some quite subtle analysis of certain exponential sums.
In recent years, for many families of cyclic codes the weight distribution problem has been solved. We only mention here that most of the results are for cyclic codes whose duals have no more than three zeroes (see [1] , [2] , [5] , [6] , [8] - [11] , [15] - [20] , [24] - [30] , [34] ). There are only a few results for cyclic codes whose duals may have arbitrary number of zeroes ( [13] , [31] - [33] ). The duals of the cyclic codes considered in this paper may also have arbitrary number of zeroes.
The paper is organized as follows. In Section II, for any prime p, we introduce the cyclic codes C (1) 
and C (2) ( d 1 ,··· , d t ) and the main results (Theorems 1 and 3). The special cases of 3-weight and 4-weight cyclic codes are presented in Corollaries 2 and 4. Then we provide numerical examples of optimal or best known cyclic codes over GF(4) and GF (8) and compute the weight distribution. We also compile a list of such codes over other finite fields. In Section III we prove a simple lemma which will be used later. For p = 2, Statements (i) of Theorems 1 and 3 are proved in Section IV, and Statements (ii) of Theorems 1 and 3 are proved in Section V. For p ≥ 3, Statements (i) and (ii) of Theorems 1, 3 are proved in Sections VI and VII respectively. As was noted in [14] and [31] , we remark here that the proofs for p = 2 and p ≥ 3 are quite different. In Section VIII we conclude the paper.
II. CYCLIC CODES C
(1)
From what follows, let p be a prime number, and l, m be positive integers. Let q = p l and r = q m . Denote by GF(r 2 ) the finite field of order r 2 . Let γ be a primitive element of GF(r 2 ).
For any integers h, f , define
Let t be an integer and assume that (a).
if p is odd, then m is odd, or m and h are both even. Let d 0 , d 1 , . . . , d t be integers such that
for some j . The Niho exponents were originally introduced by Niho [21] who investigated the cross-correlation between an m-sequence and its decimation. Since then, Niho exponents were further studied and had been used in other research topics. Here d j ≡ 2 f (mod r − 1) ∀ j and f, r−1 q−1 = 1, the d j 's are called the "generalized Niho exponents", and the γ −d j 's are called the "generalized Niho type zeroes".
It can be seen that (d 0 , d 1 , . . . , d t , r 2 − 1) = δ. The q-ary cyclic code C (1) (d 0 ,d 1 ,··· ,d t ) of length n consists of elements c( a) given by
where a = (a 0 , a 1 , . . . , a t ) for any a 1 , · · · , a t ∈ GF(r 2 ) and a 0 ∈ GF(r ). Here Tr r/q and Tr r 2 /q denote the trace map from GF(r ) and GF(r 2 ) to GF(q) respectively. It will be seen that the dimension of C (1)
We remark that a similar C (1) (d 0 ,d 1 ,··· ,d t ) over GF( p) was constructed in [31] , but it required (2 f, r − 1) = 1, which is valid only when p = 2. Here we consider C (1)
over GF(q) for any p under more flexible conditions. Note that (b) reduces to (2 f, r − 1) = 1 only if q = p = 2. As it turns out, the weight distribution of the new C (1) 
is very similar to that in [31] . However, the proofs are much more involved. For the sake of completeness, we describe the weight distribution as follows.
Let N 0 = 1, N 1 = 0 and for k ≥ 2 define Here the summation is over all non-negative integers λ 2 , λ 3 , . . . such that j ≥2 j λ j = k and
and u v is the standard binomial coefficient "u-choose-v." It is easy to compute that N 2 = e(r 2 − 1), N 3 = e 2 (r − 2)(r 2 − 1), N 4 = e 2 (r 2 − 1) (e + 3)r 2 − 6er + 6e − 3 , etc. We prove the following.
Theorem 1: (i). For p = 2 or p being an odd prime, under assumptions (1)-(3) and (a)-(c), the code C (1)
is a q-ary cyclic code of length n = (r 2 − 1)/δ and dimension (2t + 1)m, with at most (2t + 1) non-zero weights, each of which is given by
(ii). Let μ j be the frequency of the weight w j for each j .
is an invertible Vandermonde matrix whose entry is given by m i j = ( jer − r − 1) i .
By using computer algebra such as Mathematica, Theorem 1 can be used easily to compute the weight distribution of C (1) 
explicitly for any t, though the results are quite complicated to be written down even for t = 2. When t = 1 which is the most interesting, it is a 3-weight cyclic code, whose weight distribution can be described as follows.
Corollary 2: Under assumptions (1)-(3) and (a)-(c) for
is a 3-weight cyclic code of length n = (r 2 − 1)/δ and dimension 3m. The weight distribution is given by Table I .
From what follows we present some interesting examples of cyclic codes from C (1) (4) and GF (8) respectively which we find optimal or best known by checking "Bounds on the minimum distance of linear codes" provided by the website http://www.codetables.de/. Note that these cyclic codes have only a few none-zero weights.
Here we omit optimal cyclic codes which could be obtained from [14] and [31] and hence only consider the case that ( f, r − 1) > 1. (4) . It is known that for optimal linear codes of length 85 and dimension 10 over GF(4), the minimal distance satisfies (4) . It is known that for optimal linear codes of length 85 and dimension 14 over GF(4), the minimal distance satisfies 48 ≤ d ≤ 53. 
(63,70) is a three-weight cyclic code with the weight enumerator 1 + 252Y 7 + 63Y 8 + 196Y 9 . This is a [9, 3, 7] code over GF (8) which is optimal among linear codes. is a five-weight cyclic code with the weight enumerator
. This is a [9, 5, 5] code over GF (8) which is optimal among linear codes. 9 . This is a [9, 7, 3] code over GF (8) which is optimal among linear codes. Now we present in Table II of cyclic codes from C
over GF(3), GF(9), GF(5) and GF (7) respectively which we find optimal or best known by checking "Bounds on the minimum distance of linear codes" provided by the website http://www.codetables.de/. For simplicity, only the parameters of the codes are listed. We omit cyclic codes of length n ≤ 10. None of these cyclic codes can be obtained from [14] and [31] .
For any integers h, f and t ≥ 1, define e = (h, r + 1),
and n = (
Here if p = 2, the number 1 2 shall be interpreted as an integer which is the multiplicative inverse of 2 (mod r − 1). It can be seen that (
where a = (a 1 , . . . , a t ) for any a 1 , · · · , a t ∈ GF(r 2 ). Note that the dual of C
We remark that a similar C
( d 1 ,··· , d t ) over GF( p) was constructed in [31] under the condition ( f, r − 1) = 1 (see [31, Th. 1] ). Clearly the conditions (b )(c ) are more general and provide more flexible parameters. The weight distribution of C (2) ( d 1 ,··· , d t ) can be described as follows. Theorem 3: (i). For p = 2 or p being an odd prime, under assumptions (6)- (8) and (a )-(c ), the code C ··· , d t ) is a q-ary cyclic code of length n = (r 2 − 1)/δ and dimension 2tm, with at most 2t non-zero weights, each of which is given by
(ii). Let μ j be the frequency of the weight w j for each j . Define μ = ( μ 0 , μ 1 , . . . , μ 2t −1 ) T , and
Here M
Vandermonde matrix whose entry is given by m i j := ( jer − r − 1) i . Corollary 4: (i) . Under assumptions (6)- (8) and (a )-(c ) for t = 1, the code C (2) ( d 1 ) is a q-ary cyclic code of length n = (r 2 − 1)/δ and dimension 2m with most two non-zero weights. The weight distribution is given by (ii). Under assumptions (6)- (8) and (a )-(c ) for t = 2, the code C d 2 ) is a 4-weight cyclic code of length n = (r 2 − 1)/δ and dimension 4m. The weight distribution is given by Table IV .
Since C (2) ( d 1 ) is irreducible, (i) of Corollary 4 should be known to researchers in the field. We collect the result here only for the sake of completeness. However, the dual of C From what follows we present some interesting examples of cyclic codes from C (2) ( d 1 ,··· , d t ) over GF(4) and GF (8) respectively which we find optimal or best known by checking "Bounds on the minimum distance of linear codes" provided by the website http://www.codetables.de/. Note that these cyclic codes have only a few none-zero weights.
Here we omit optimal cyclic codes which could be obtained from [14] and [31] and hence only consider the case that is a six-weight cyclic code with the weight enumerator 1+882Y 4 +3528Y 5 +19992Y 6 +57456Y 7 +101493Y 8 + 78792Y 9 . This is a [9, 6, 4] code over GF (8) which is optimal among linear codes. Now we present in Table V of cyclic codes from C
over GF(3) and GF (7) respectively which we find optimal or best known by checking "Bounds on the minimum distance of linear codes" from the website http://www.codetables.de/. For simplicity, only the parameters of the code are listed. We omit cyclic codes of length n ≤ 10. Note that none of these cyclic codes can be obtained from [14] and [31] .
III. PRELIMINARIES
Following notation from Section II, let p be a prime, q = p l , r = q m and let γ be a primitive element of GF(r 2 ). Define GF(r 2 ) * := GF(r 2 ) − {0}. For any integer d, let h d (x) ∈ GF(q)[x] be the minimal polynomial of γ −d over GF(q). We first prove the following lemma, the proof of which is similar to [31, Lemma 5] .
(ii). Proof: (i). deg h d (x) is the least positive integer k, 1 ≤ k ≤ 2m such that dq k ≡ d (mod r 2 − 1). Since d ≡ (mod r − 1), we have (q m − 1)| (q k − 1). Dividing q − 1 on both sides, we find that (q m − 1)|2(q k − 1). Let ν = (m, k) and λ = q m −1 q ν −1 . Then λ, q k −1 q ν −1 = 1, and we have λ|2. If λ = 2, then m ≥ 2 and ν < m, hence ν ≤ m 2 . We have q m − 1 = 2(q ν − 1) ≤ 2(q m/2 − 1). This implies that q ≤ q m/2 < 2, contradiction. So we must have λ = q m −1 q ν −1 = 1, that is, ν = m, hence k = m or 2m.
If k = m, this is equivalent to d(r − 1) ≡ 0 (mod r 2 − 1), that is d ≡ 0 (mod r + 1), and hence (r + 1)|( − 2s). If (r + 1) ( − 2s), we must have k = 2m.
(ii). h d (x) = h d (x) if and only if there exists an integer k, 1 ≤ k ≤ 2m such that dq k ≡ d (mod r 2 − 1). Reducing the equation modulo r − 1, by similar argument we find that k = m or 2m. If k = 2m, then obviously s ≡ s (mod r + 1). Otherwise k = m, we have (s(r − 1) + ) r ≡ s (r − 1) + (mod r 2 − 1). This is equivalent to ≡ s + s (mod r + 1) by simple computation. This completes the proof.
From Lemma 5 we immediately obtain the following. Lemma 6: (1) . For C (1) (d 0 ,d 1 ,··· ,d t ) , let assumptions be as in Theorem 1. Then ··· , d t ) , let assumptions be as in Theorem 3. Then
IV. p = 2: PROOFS OF (I) OF THEOREMS 1 AND 3 We first prove Statement (i) of Theorem 1. By Delsarte's Theorem [4] and Lemma 6, C (1) d 1 ,··· ,d t ) is a cyclic code of length n with parity-check polynomial given by t i=0 h d i (x), which is of degree (2t +1)m, hence C (1) (d 0 ,d 1 ,··· ,d t ) has dimension (2t + 1)m over GF(q). Since
we see that the Hamming weight of a codeword c( a) can be expressed as
where ψ q : GF(q) → C * is the standard additive character given by ψ q (x) = ζ
for any x ∈ GF(q), ζ p = exp 2π √ −1/ p , and
Since (r − 1, r + 1) = 1, we can write each x ∈ GF(r 2 ) * uniquely as x = yz for y ∈ GF(r ) * and z ∈ U := {ω ∈ GF(r 2 ) :ωω = ω r+1 = 1}. Here we denotex := x r . Note that U is a cyclic subgroup of GF(r 2 ) * generated by γ r−1 . Since y r = y for any y ∈ GF(r ), from (2) we have
Here ψ r : GF(r ) → {±1} is the standard additive character.
Since 2 f, r−1 q−1 = f, r−1 q−1 = 1, we observe that as λ runs over GF(q) * and y runs over GF(r ) * respectively, the value λy 2 f will run over each element of GF(r ) * exactly (q − 1) times. Hence we obtain
Clearly S( a) = (q −1)r (N( a)−1), where N( a) is the number of z ∈ U such that
Letting u = z −2h and multiplying u t on both sides, we find
This is a polynomial of degree at most 2t, it may have 0, 1, . . ., or 2t solutions for u, and for each such u ∈ U , the number of z ∈ U such that z −2h = u is always e = (2h, r + 1) = (h, r + 1). Hence the possible values of N( a) are je, ∀0 ≤ j ≤ 2t. This indicates that S( a) and ω H (c( a)) take at most (2t + 1) distinct values. This proves (i) of Theorem 1.
Statement (i) of Theorem 3 can be proved similarly by using the above idea and by modifying the proof of [31, Th. 1] for C (2) ( d 1 ,··· , d t ) accordingly. We omit the details. V. p = 2: PROOFS OF (II) OF THEOREMS 1 AND 3 Since it is proved that there are only a few non-zero weights in C (1) ··· , d t ) , a standard procedure to determine the weight distribution is to compute power moment identities.
We now prove Statement (ii) of Theorem 1. Let μ j be the frequency of weight w j for each j . Obviously S( a) = (q − 1)r 2 if and only if a = 0. We have
and for any positive integer k,
On the other hand, by the orthogonal relation
we find easily that
where M k denotes the number of solutions (λ 1 , . . . , λ k ) ∈ (GF(q) * ) k and (x 1 , . . . , x k ) ∈ GF(r 2 ) * k that satisfy the equations
Lemma 7 which we will prove below states that M k = (q −1) k N k for any 1 ≤ k ≤ 2t, where N k is given by the formula (4) . Combining this with identities (10), (11) and (12) for 1 ≤ k ≤ 2t, we obtain the matrix equation
where M (1) t , μ and b are explicitly defined in Theorem 1.
· b, as claimed by (ii) of Theorem 1. Now we prove the technical lemma.
Lemma 7: M k = (q − 1) k N k for any 1 ≤ k ≤ 2t, where N k is given by the formula (4) .
Proof: Using the same notation as before, we may write each x i ∈ GF(r 2 ) * as
Since
The equations (13) can be written as
Since 2 f, r−1 q−1 = 1, λ i · y 2 f i takes each value of GF(r ) * exactly (q − 1) times as λ i and y i run over the sets GF(q) * and GF(r ) * respectively.
In [31] we have used a combinatorial method to obtain the number of solutions to equations (16) . Roughly speaking, let
∈ U e where e = (2h, r + 1) = (h, r + 1). Using y i , u i 's, we can write (16) as a matrix equation
We observe that A is a Vandermonde matrix. We may take the r -th power of each equation to obtain additional (t − 1) equations. It turns out that for any 1 ≤ k ≤ 2t there are only "trivial" solutions which can be counted exactly by using combinatorial argument. We conclude that M k,1 = N k , which is given by the formula (4) . Interested readers may review [31] for details. Therefore we obtain M k = ( p − 1) k N k as desired. Statement (ii) of Theorem 3 can be proved similarly, by using the above idea and by modifying the proof of [31, Th. 2] for C (2) ( d 1 ,··· , d t ) accordingly. We omit the details.
VI. p ≥ 3: PROOFS OF (I) OF THEOREMS 1 AND 3
We first prove Statement (i) of Theorem 1. Similar to the case that p = 2, C
is a cyclic code of length n with parity-check polynomial given by t i=0 h d i (x), which is of degree (2t + 1)m, hence C (1) (d 0 ,d 1 ,··· ,d t ) has dimension (2t + 1)m over GF(q), and the Hamming weight of a codeword c( a) can be expressed as
A. Case 1: m Is Odd
We write each x ∈ GF(r 2 ) * uniquely as x = yw for y ∈ GF(r ) * and w ∈ = {1, γ, γ 2 , . . . , γ r } (see also [14, Lemma 2]). We may observe that U := {α r−1 : α ∈ } is a cyclic subgroup of GF(r 2 ) * generated by γ r−1 . Since y r = y for any y ∈ GF(r ), from (2) we have
x rd j = y 2 f r ω rd j = y 2 f ω d j , ∀ j.
Here we denotex := x r . Hence
We observe that as λ runs over GF(q) * and y runs over GF(r ) * respectively, the value λy 2 f will run over each element of GF(r ) * exactly (q − 1) times. Hence we obtain
Dividing ω d 0 on both sides and writing z = ω r−1 ∈ U , the equation becomes
a j z j h +ā j z − j h = 0.
Letting u = z h and multiplying u t on both sides, we find
This is a polynomial of degree at most 2t, so possibly it may have 0, 1, . . ., or 2t solutions for u, and for each such u ∈ U , the number of z ∈ U such that z h = u is always e = (h, r +1). Hence the possible values of N( a) are je, ∀0 ≤ j ≤ 2t. This indicates that S( a) and ω H (c( a)) take at most (2t +1) distinct values. This proves (i) of Theorem 1 when m is odd.
B. Case 2: m and h Are Both Even
For this case we use a different strategy. Since
we may write each x ∈ GF(r 2 ) * as
where ξ ∈ GF(r 2 ) * is a fixed non-square, U is the cyclic subgroup of GF(r 2 ) * generated by γ r−1 . We may choose ξ = γ (r+1)/2 as r = q m ≡ 1 (mod 4) . It is clear that as y, z, run over the sets GF(r ) * , U and {ξ, 1} respectively, the value x will run over each element of GF(r 2 ) * exactly twice. Also observing
we can rewrite (17) as
Next we observe that ξ r+1 = γ r+1 (r+1)/2 is a non-square in GF(r ) * , so as y runs over GF(r ) * and runs over {ξ, 1} respectively, the value y 2 r+1 will run over each element of GF(r ) * exactly twice. Therefore we obtain Letting u = z −2h and multiplying u t on both sides, we find a 0 u t + t j =1 a j u t + j +ā j u t − j = 0.
This yields at most 2t solutions for u, and for each such u, the number of z ∈ U such that z −2h = u is exactly (−2h, r + 1) = (h, r + 1) = e because r ≡ 1 (mod 4) and 2|h. Hence N( a) ∈ { je : 0 ≤ j ≤ 2t}. This indicates again that S( a) and ω H (c( a)) take at most (2t + 1) distinct values. This concludes the case for both m and h being even. Now (i) of Theorem 1 is proved. Statement (i) of Theorem 3 can be proved similarly by using the above idea and by modifying the proof of [31, Th. 1] for C (2) ( d 1 ,··· , d t ) accordingly. We omit the details.
VII. p ≥ 3: PROOFS OF (II) OF THEOREMS 1 AND 3
We now prove Statement (ii) of Theorem 1. Let μ j be the frequency of weight w j for each j . Similar to the case p = 2, we have
and for any positive integer k, a 0 ∈GF(r) a j ∈GF(r 2 ),1≤ j ≤t
and a 0 ∈GF(r) a j ∈GF(r 2 ),1≤ j ≤t = 0, ∀0 ≤ j ≤ t.
Since f, r−1 q−1 = 1, λ i y f i will take each value of GF(r ) * exactly (q −1) times as λ i and y i run over GF(q) * and GF(r ) * respectively. We have M k,1 = 2 k (q − 1) k M k,2 , where M k,2 is the number of solutions y i ∈ GF(r ) * , z i ∈ U ∀i such that k i=1 y i z −2 j h i = 0, ∀0 ≤ j ≤ t.
Again by using combinatorial argument as in [31] we can obtain that M k,2 = N k for any 1 ≤ k ≤ 2t which is given by (4) . Hence we conclude M k = (q − 1) k N k as desired. This completes the proof of Lemma 8.
Statement (ii) of Theorem 3 can be proved similarly by using the above idea and by modifying the proof of [31, Th. 2] for C (2) ( d 1 ,··· , d t ) accordingly. We omit the details. This completes the proof.
VIII. CONCLUSIONS
In this paper we extended [14] , [31] further in two directions, that is, for any prime p, q = p l and r = q m , we determined the weight distribution of the cyclic codes C (1) (d 0 ,d 1 ,··· ,d t ) , C (2) ( d 1 ,··· , d t ) over GF(q) whose duals have t + 1 and t generalized Niho type zeroes respectively for any t (see Theorems 1 and 3) . Numerical examples show that the classes considered contain many optimal linear codes which were not presented in [14] and [31] .
