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local model for the M-quantiles of the conditional distribution of the outcome variable given the 
covariates. This model is then used to define a bias-robust predictor of the small area characteristic 
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estimation for out of sample areas. We demonstrate the usefulness of this framework through both 
model-based as well as design-based simulations, with the latter based on a realistic survey data 
set. The paper concludes with an illustrative application that focuses on estimation of average 
levels of Acid Neutralizing Capacity for lakes in the north-east of the USA. Small Area Estimation Via M-quantile Geographically Weighted
Regression
N. Salvati  N. Tzavidis  M. Pratesi  R.
Chambers
Abstract The eective use of spatial information, that is the geographic locations of population
units, in a regression model-based approach to small area estimation is an important practical
issue. One approach for incorporating such spatial information in a small area regression model is
via Geographically Weighted Regression (GWR). In GWR the relationship between the outcome
variable and the covariates is characterised by local rather than global parameters, where local
is dened spatially. In this paper we investigate GWR-based small area estimation under the
M-quantile modelling approach. In particular, we specify an M-quantile GWR model that is a
local model for the M-quantiles of the conditional distribution of the outcome variable given the
covariates. This model is then used to dene a bias-robust predictor of the small area characteristic
of interest that also accounts for spatial association in the data. An important spin-o from applying
the M-quantile GWR small area model is that it can potentially oer more ecient synthetic
estimation for out of sample areas. We demonstrate the usefulness of this framework through both
model-based as well as design-based simulations, with the latter based on a realistic survey data
set. The paper concludes with an illustrative application that focuses on estimation of average
levels of Acid Neutralizing Capacity for lakes in the north-east of the USA.
Keywords Borrowing strength over space  Environmental data  Estimation for out of sample
areas  Robust regression  Spatial dependency.
1 Introduction
Sample survey are extensively used to collect data for calculation of reliable direct estimates of
population totals and means. However, reliable estimates for domains are also often required, and
geographically dened domains, for example regions, states, counties and metropolitan areas, are of
particular interest. In many cases, small (or even zero) domain-specic sample sizes result in direct
estimators with high variability. This problem can be avoided by employing small area estimation
(SAE) techniques. An approach that is now widely used in SAE is the so-called indirect or model-
based approach, and indirect estimators for small areas are typically based on unit level random
eects models. In particular, the Best Linear Unbiased Predictor (BLUP) can be dened using a
unit level model that assumes independence, but not necessarily normality, of the random area
eects (Rao, 2003). A detailed description of this predictor and of its empirical version (EBLUP)
can be found in Rao (2003, Chap. 7), Rao (2005) and Jiang & Lahiri (2006). Chambers & Tzavidis
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(2006) describe an alternative approach to SAE that is based on regression M-quantiles. This
approach avoids distributional assumptions as well as problems associated with the specication
of random eects, allowing between area dierences to be characterized by the variation of area-
specic M-quantile coecients. Nevertheless, the assumption of unit level independence is also
implicit in M-quantile SAE models.
In economic, environmental and epidemiological applications, observations that are spatially
close may be more alike than observations that are further apart. One approach to incorporating
such spatial information in statistical modelling is by extending the random eects model to allow
for spatially correlated area eects using, for example, a Simultaneous Autoregressive (SAR) model
(Anselin, 1992; Cressie, 1993). Applications of SAR models in small area estimation have been
considered by Petrucci & Salvati (2004), Singh et al. (2005) and Pratesi & Salvati (2008). An
alternative approach for incorporating spatial information in a small area regression model is to
assume that the model coecients themselves vary spatially across the geography of interest.
Geographically Weighted Regression (GWR) (Brundson et al., 1996; Fotheringham et al., 1997,
2002; Yu & Wu, 2004) models this spatial variation by using local rather than global parameters
in the regression model. That is, a GWR model assumes spatial non-stationarity of the conditional
mean of the variable of interest.
In this paper we explore the use of GWR in small area estimation based on the M-quantile
modelling approach. In particular, we propose an M-quantile GWR model, i.e. a local model
for the M-quantiles of the conditional distribution of the outcome variable given the covariates.
This approach is semi-parametric in that it attempts to capture spatial variability by allowing
model parameters to change with the location of the units, in eect by using a distance metric to
introduce spatial non-stationarity into the mean structure of the model. The model is then used to
dene a predictor of the small area characteristic of interest (here we focus on small area means).
As a consequence, the M-quantile GWR small area model integrates the concepts of bias-robust
small area estimation and borrowing strength over space within a unied modeling framework. By
construction, the M-quantile GWR model is a local model and so can provide more exibility in
SAE, particularly for out of sample small area estimation, i.e. areas where there are no sampled
units. Empirical results presented in this paper indicate that use of this model for SAE appears to
lead to more ecient predictors for this situation. However, this extra exibility comes at the cost
of having to estimate more parameters than in a global model. Model diagnostics play a crucial
role in applied SAE and some approaches to deciding whether to use a local or a global small area
model are discussed in this paper.
The structure of the paper is as follows. In Section 2 we review unit level mixed models with
random area eects and M-quantile models for small area estimation. In Section 3 we describe
GWR and extend this procedure to dene the M-quantile GWR model. In Section 4 we describe
SAE under the M-quantile GWR model, and in Section 5 we discuss mean squared error estimation
for small area predictors based on this model. In Section 6 we present results from model-based
and design-based simulation studies aimed at assessing the performance of the dierent small area
predictors considered in this paper. In Section 7 we use the M-quantile GWR small area model for
estimating average levels of Acid Neutralizing Capacity at 8-digit Hydrologic Unit Code (HUC)
level using data collected in an environmental survey of lakes in the north-eastern region of the
USA. Note that Opsomer et al. (2008) and Pratesi et al. (2008) have also applied non-parametric
spatial SAE methods to these data. Although these studies employ global, rather than local, non-
parametric spatial small area models, we nd that SAE based on an M-quantile GWR model leads
to qualitatively similar results. Finally, in Section 8 we summarize our main ndings and provide
directions for future research.
2 An overview of unit level models for small area estimation
In what follows we assume that the target population can be divided into d small areas and that
unit record data are available at small area level. We index the population units by i and the small
areas by j. Each small area j contains a known number Nj of units. The set sj contains the nj
population indices of the sampled units in small area j. Note that non-sample areas have nj = 0,3
in which case sj is the empty set. The set rj contains the Nj  nj indices of the non-sampled units
in small area j. The overall population size is N and the overall sample size is n. The sample data
then consist of indicators of small area aliation, values yi of the variable of interest, values xi of
a vector of p auxiliary variables that characterise between unit variability and values zi of a vector
of k covariates that characterise between area variability. We assume that xi contains 1 as its rst
component. The aim is to use this data to predict various area specic quantities, including (but
not only) the area j mean mj of y.
The most popular method used for this purpose employs linear mixed models. In the general
case such a model has the form
yi = xT
i  + zT
i  + i; (1)
where  is a vector of k area-specic random eects, i is an individual random eect. The empirical















where ^ , ^  are dened by substituting an optimal estimator for the covariance matrix of the
random eects in (1) in the best linear unbiased estimator of  and the best linear unbiased
predictor (BLUP) of  respectively. A widely used estimator of the mean squared error (MSE)
of the EBLUP is based on the approach of Prasad & Rao (1990). This estimator accounts for
the variability due to the estimation of the random eects, regression parameters and variance
components.
An alternative approach to small area estimation is based on the use of M-quantile models.






dF(Y ) = 0;
where  q(") = 2fqI(" > 0) + (1   q)I(" 6 0)g (") and   is an appropriately chosen inuence
function. Here q is a suitable measure of the scale of the random variable Y   Qq. Note that
when  (") = " we obtain the expectile of order q, which represents a quantile-like generalization
of the mean, and when  (") = sgn(") we obtain the standard quantile of order q. Both quantiles
and expectiles have been extended to conditional distributions to provide quantile and expectile
generalizations of the usual concept of a regression model (Koenker & Bassett, 1978; Newey &
Powell, 1987). More generally, Brecking & Chambers (1988) dene a linear M-quantile regression
model as one where the M-quantile Qq(X; ) of order q of the conditional distribution of y given
X corresponding to an inuence function   satises
Qq(xi; ) = xT
i  (q): (3)
For specied q and continuous  , an estimate ^  (q) of  (q) can be obtained via iterative weighted
least squares. Asymptotic theory for this estimator follows directly from well-known M-estimation
results and is set out in Section 2.2 of Brecking & Chambers (1988). The M-quantile coecient qi
of population unit i was introduced by Kokic et al. (1997) and is dened as the value qi such that
Qqi(xi; ) = yi. M-quantile regression models can be used to characterise the entire conditional
distribution f(yjX) of y given X, with the M-quantile coecients, qi then characterising unit level
dierences in this conditional distribution.
Extending this line of thinking to SAE, Chambers & Tzavidis (2006) observed that if variability
between the small areas is a signicant part of the overall variability of the population data, then
units from the same small area are expected to have similar M-quantile coecients. In particular,
when (3) holds, and  (q) is a suciently smooth function of q, these authors suggest a predictor











^ Q^ j(xi; )
i
; (4)4
where ^ Q^ j(xi; ) = xT
i ^  (^ j) and ^ j is an estimate of the average value of the M-quantile coef-
cients of the units in area j. Typically this is the average of estimates of these coecients for
sample units in the area, where these unit level coecients are estimated by solving ^ Qqi(xi; ) = yi
for qi. Here ^ Qq denotes the estimated value of (3) at q. When there is no sample in area, we can
form a `synthetic' M-quantile predictor by setting ^ j = 0:5.
Tzavidis et al. (2010) refer to (4) as the `na ve' M-quantile predictor and note that this can be
biased. When the non-sample predicted values in (4) are estimated expectations ^ yi that converge
in probability to the actual expected values of the yi, we see that
X
i2rj
I(^ yi 6 t) =
X
i2rj
Ifyi   (yi   ^ yi) 6 tg 
X
i2rj




Here "i = yi   ^ yi is the actual regression error. If these errors are independently and identically
distributed symmetrically about zero, we expect that the summation on the left hand side above
will closely approximate the summation on the right for values of t near the mean/median of the
non-sampled area j values of y but not anywhere else. More generally, for heteroskedastic and/or
asymmetric errors, this correspondence will typically occur elsewhere in the support of y, although
one would expect that in most reasonable situations it will be `close' to the mean/median of y.

















fyi   ^ Q^ j(xi; )g
i
; (5)
where Uj = sj [ rj. Note that the superscript CD in (5) refers to the fact that it is the value of
the expected value functional dened by the area j version of the distribution function estimator
proposed by Chambers & Dunstan (1986). Due to the bias correction in (5), this predictor will
have higher variability and so will be most eective when the na ve estimator (4) is expected to
have substantial bias, e.g. when (3) is incorrectly specied. An alternative approach for dealing
with the bias-variance trade o implicit in (5) is discussed by Tzavidis et al. (2010), and involves
the use of robust (huberized) residuals instead of raw residuals in this bias correction term. Finally,
these authors also note that under simple random sampling within the small areas, (5) can also be
derived from the design-consistent estimator of the nite population distribution function proposed
by Rao et al. (1990).
Following the approach by Chambers & Tzavidis (2006), an analytic estimator of the mean













yi   ^ Q^ k(xi; )
o2
; (6)
where ijk = f(wij 1)2+(nj 1) 1(Nj nj)gI(k = j)+w2
















Here 1j is the n-vector with i-th component equal to one whenever the corresponding sample unit
is in area j and is zero otherwise, and W(^ j) is a diagonal matrix of order n dened by the weights
obtained from the iterative weighted least squares algorithm used to t the M-quantile regression
model. Tzavidis et al. (2010) have also proposed a nonparametric bootstrap scheme for estimating
the MSE of (5).5
3 M-quantile geographically weighted regression
In this Section we dene a spatial extension to linear M-quantile regression based on GWR. Since
M-quantile models do not depend on how areas are specied, we also drop the subscript j from
our notation in this Section.
Given n observations at a set of L locations ful;l = 1;:::;L;L 6 ng with nl data values
f(yil;xil);i = 1;:::;nlg observed at location ul, a linear GWR model is a special case of a locally
linear approximation to a spatially non-linear regression model and is dened as follows
yil = xT
il(ul) + "il; (7)
where (ul) is a vector of p regression parameters that are specic to the location ul and the
"il are independently and identically distributed random errors with zero expected value and
nite variance. The value of the regression parameter `function' (u) at an arbitrary location u is

















where w(ul;u) is a spatial weighting function whose value depends on the distance from sample
location ul to u in the sense that sample observations with locations close to u receive more weight







where dul;u denotes the Euclidean distance between ul and u and b > 0 is the bandwidth. As
the distance between ul and u increases the spatial weight decreases exponentially. For example,
if w(ul;u) = 0:5 and w(um;u) = 0:25 then observations at location ul have twice the weight in
determining the t at location u compared with observations at location um. Alternative weighting
functions, corresponding to density functions other than the Gaussian, can be used. For example,
the bi-square function provides a continuous, near-Gaussian weighting function up to distance b
from location u and then zero weights any data from locations that are further away. See Fothering-
ham et al. (2002) for a discussion of other weighting functions. In general, for any type of weighting
function sampled observations near location u have more inuence on the estimation of the GWR
model parameters at u than do sampled observations that are further away. In general, the impact
of the weighting function on estimation is reected in the weight matrix used for deriving estimates
of the GWR regression parameters.
The bandwidth b is a measure of how quickly the weighting function decays with increasing
distance, and so determines the `roughness' of the tted GWR function. A spatial weighting func-
tion with a small bandwidth will typically result in a rougher tted surface than the same function
with a large bandwidth. In this paper we use a single bandwidth for our extension of GWR to M-
quantile regression. This global bandwidth is dened by minimising the cross-validation criterion






[yil   ^ y(il)(b)]2;
where ^ y(il)(b) is the predicted value of yil, using bandwidth b, with the observation yil omitted
from the model tting process. The value of b that minimises CV is then selected. An alternative
approach is to use optimal local bandwidths (Farber & P aez, 2007). However, this signicantly
increases the computational intensity of the model tting process.
The GWR model (7) is a linear model for the conditional expectation of y given X at location
u. That is, this model characterises the local behaviour of the conditional expectation of y given X
as a linear function of X. However, a more complete picture of the relationship between y and X
at location u can be constructed by specifying a model for the conditional distribution of y given6
X at this location. Since the M-quantiles serve to characterise this conditional distribution, such
a model can be dened by extending (3) to specify a linear model for the M-quantile of order q of
the conditional distribution of y given X at location u, writing
Qq(xil; ;u) = xT
il (u;q); (9)
where now  (u;q) varies with u as well as with q. Like (7), we can interpret (9) as a local linear
approximation, in this case to the (typically) non-linear order q M-quantile regression function
of y on X, thus allowing the entire conditional distribution (not just the mean) of y given X to







 qfyil   xT
il (u;q)gxil = 0; (10)
where  q(") = 2 (s 1")fqI(" > 0)+(1 q)I(" 6 0)g, s is a suitable robust estimate of the scale of
the residuals yil   xT
il (u;q), e.g.
s = medianjyil   xT
il (u;q)j=0:6745, and we typically assume a Huber Proposal 2 inuence
function,  (") = "I( c 6 " 6 c) + sgn(")I(j"j > c). Provided c is bounded away from zero,
we can solve (10) by combining the iteratively re-weighted least squares algorithm used to t the
`spatially stationary' M-quantile model (3) and the weighted least squares algorithm used to t a






w ilfyil   xT
il (u;q)gxil = 0:
Note that the spatial weights w(ul;u) in (10) do not depend on q. That is, the degree of spatial
smoothing is the same at every value of q. Spatial weights that vary with q are straightforward
to dene by allowing the bandwidth underpinning these weights to vary with q. Such a q-specic





[yil   ^ y(il)(q;b)]2;
where ^ y(il)(q;b) is the estimated value of the right hand side of (9) at quantile q and location uil,
using bandwidth b when the observation yil is omitted from the model tting process. However,
using this q-specic cross-validation criterion can signicantly increase the computational time. In
this paper we therefore use the optimal bandwidth at q = 0:5 for all other values of q. We note
that this choice could potentially lead to over-smoothing for small or large values of q and hence
bias. Nevertheless, it is a reasonable rst approximation to the q-specic optimal bandwidth that
can be computed reasonably quickly.
An R function (R Development Core Team, 2004) that implements an iterative re-weighted
least squares algorithm for for tting (9) is available from Salvati & Tzavidis (2010). The steps of
this algorithm are as follows:
1. For specied q and for each location u of interest, dene initial estimates 
(0)
  (u;q).
2. At each iteration t, calculate residuals "
(t 1)
il = yil   xT
il
(t 1)
  (u;q) and associated weights
w
(t 1)
 il from the previous iteration.
3. Compute the new weighted least squares estimates from
^ 
(t)





where y is the vector of n sample values and X is the corresponding matrix of order n  p
of sample x values. The matrix W(t 1)(u;q) is a diagonal matrix of order n with entry, cor-
responding to a particular sample observation, set equal to the product of this observation's
spatial weight, which depends on its distance from location u, and the weight that this ob-
servation has when the sample data are used to calculate the `spatially stationary' M-quantile
estimate ^  (q).7
4. Repeat steps 1-3 until convergence. Convergence is achieved when the dierence between the
estimated model parameters obtained from two successive iterations is less than a small pre-
specied value.
The tted regression surface ^ Qq(xil; ;u) = xT
il^  (u;q) then denes the t of the M-quantile GWR
model for the regression M-quantile of order q of yil given xil at location u.
Street et al. (1988) proposed an estimator of the covariance matrix of a `standard' M-estimator
of a linear regression parameter vector. Their approach can be easily generalised to the estimation
of the covariance matrix of the estimators of the M-quantile and M-quantile GWR regression
coecients.
One may argue that (9) is over-parameterised as it allows for both local intercepts and local
slopes. An alternative spatial extension of the M-quantile regression model (3) that has a smaller
number of parameters combines local intercepts with global slopes and is dened as
Qq(xil; ;u) = xT
il (q) +  (u;q); (12)
where  (u;q) is a real valued spatial process with zero mean function over the space dened
by the locations of interest. Model (12) is tted in two steps. At the rst step we ignore the
spatial structure in the data and estimate  (q) directly via the iterative re-weighted least squares
algorithm used to t the standard linear M-quantile regression model (3). Denote this estimate by
^  (q). At the second step we use geographic weighting to estimate  (u;q) via






 qfyil   xT
il^  (q)g: (13)
Choosing between (9) and (12) will depend on the particular situation and whether it is reasonable
to believe that the slope coecients in the M-quantile regression model vary signicantly between
locations. However, it is clear that since (12) is a special case of (9), the solution to (10) will have
less bias and more variance than the solution to (13). Hereafter we refer to (9) and (12) as the
MQGWR and MQGWR-LI (Local Intercepts) models respectively.
Note that estimates of the local (GWR) M-quantile regression parameters are derived by solving
the estimating equation (10) using iterative re-weighted least squares, without any assumption
about the underlying conditional distribution of yil given xil at each location ul. That is, the
approach is distribution-free. Of course, if this conditional distribution is known, and it can be
appropriately parameterised, say, by !, then one can apply methods such as maximum likelihood
to the sample data to estimate this parameter by ^ !. The corresponding maximum likelihood












dF(Y jxil;ul; ^ !) = 0;
where w(v;u) is the spatial weighting function of interest, e.g. (8), and
F(Y jxil;u;!) is the conditional distribution of Y given xil at location u. A related question
concerns the conditions under which the estimating equation (10) corresponds to a maximum
likelihood scoring equation. Clearly, this will only be the case when Qq(xil; ;u) = xT
il (u;q) is
a parameter of the conditional distribution F(Y jxil;u;!) with the derivative of the corresponding





xil. For a normal conditional distribution,   equals the
identity function and with q = 0:5 this condition is satised. Similarly, when   is the sign function
and the conditional distribution is Asymmetric Laplace, Koenker (2004) shows that (10) leads to
a maximum likelihood solution.
When several conditional quantiles or M-quantiles are estimated, two or more estimated con-
ditional quantile or M-quantile functions can potentially `cross over' at some point in the space
dened by the covariates. This is called quantile crossing and may be due to model misspecica-
tion, collinearity or the presence of outlying values. A consequence is that the estimated conditional
M-quantiles dened by these functions will be incorrectly ordered with respect to q for some values8
of the covariates. The problem occurs because each conditional M-quantile function is indepen-
dently estimated, i.e. without enforcing the property that at each value of X, the M-quantiles of y
are ordered by q. He (1997) proposes a simple way of building this restriction into tted quantile
regression lines by a-posteriori restricting them relative to the median regression line. This ap-
proach can be easily adapted to tting M-quantile and M-quantile GWR models. In what follows
we describe this procedure for the case of a scalar covariate x. However, the extension to multiple
covariates is straightforward. Without loss of generality, we assume that " has median 0 and j"j
has median 1. The restricted M-quantile GWR t is then obtained by:
1. Computing the residuals ^ "il = yil   ^ Q0:5(xil; ;u) relative to the M-quantile GWR t of order
q = 0:5 at location u.
2. Regressing the absolute values ril = j^ "ilj of these residuals on the covariate values xil using an
M-quantile GWR model with q = 0:5 to obtain tted values ^ ril.




i=1  q(^ "il   q(u)^ ril) = 0. Note that if the inuence function   underlying
 q above is the Huber Proposal 2 function, then q(u) is monotone in q. This can be shown by
a straightforward adaptation of the argument used to prove Proposition 1 of He (1997).
4. The order-restricted M-quantile t of order q at location u is then
^ Qq(xil; ;u) = ^ Q0:5(xil; ;u) + q(u)^ ril where ^ ril is evaluated at xil.
In the empirical results reported in this paper, the above algorithm was used when there was
evidence of quantile crossing in the unrestricted M-quantile GWR t to the sample data. Although
there are a number of proposals for solving the quantile crossing problem (Cole, 1988; He, 1997), to
our knowledge there are no formal tests for detecting whether this problem exists for a particular
data set. Obviously one can always carry out a numerical search over the covariate data space to
check whether there are values of q and values of X where this phenomenon occurs. However, this
approach quickly becomes unfeasible as the dimension of X increases. In general, when dealing with
small sample sizes and with data that exhibit heteroscedasticity, a safe strategy is to always t
the M-quantile model so that the M-quantile lines do not cross. However, since quantile crossing is
typically observed at the boundary of the covariate data space, and usually for either large or small
values of q, it is unlikely that this phenomenon will have a severe impact on small area estimation
based on a tted M-quantile regression surface, since such estimates are typically calculated at or
near the small area average of X, which will typically be in the interior of the covariate data space.
Finally, we note that outlier robust estimation is not always justied, and when used unnec-
essarily can potentially lead to a signicant loss of eciency. In such `outlier-free' cases we can
t instead the expectile (Newey & Powell, 1987) version of the M-quantile GWR model. This is
straightforward since all we need to do is to substitute a large value for the tuning constant c in
the Huber Proposal 2 inuence function that underpins this model, e.g. c = 100. As we noted
earlier, this tuning constant can be used to trade robustness for eciency. In particular, as the
value of this tuning constant decreases to zero we move towards quantile regression while as its
value increases we move towards expectile regression.
4 Using M-quantile GWR models in small area estimation
In a growing number of small area applications, the small area data are geo-coded. Geographical
information may be available at the unit level, allowing one to identify the locations of individuals
or households, or at a more aggregate level when one has access to the centroids of geographical
areas. Developing methods that make ecient use of the spatial information in SAE is therefore
important. This spatial information can be incorporated directly into the model regression structure
via an M-quantile GWR model and in this Section we describe how this can be achieved. In addition
to assumptions about the structure of the population, the number of small areas and the sample and
population sizes made at the start of Section 2, we now assume that we have only one population
value per location, allowing us to drop the index l. We also assume that the geographical coordinates
of every unit in the population are known, which is the case with geo-coded data. The aim is to
use these data to predict the area j mean mj of y using the M-quantile GWR models (9) and (12).9
Following Chambers & Tzavidis (2006), we rst estimate the M-quantile GWR coecients
fqi;i 2 sg of the sampled population units without reference to the small areas of interest. A grid-
based interpolation procedure for doing this under (3) is described by Chambers & Tzavidis (2006)
and can be used directly with (12). We adapt this approach to the GWR M-quantile model (9) by
rst dening a ne grid of q values in the interval (0;1). Chambers & Tzavidis (2006) use a grid
that ranges between 0:01 and 0:99 with step 0:01. We employ the same grid denition and then
use the sample data to t (9) for each distinct value of q on this grid and at each sample location.
The M-quantile GWR coecient for unit i with values yi and xi at location ui is nally calculated
by using linear interpolation over this grid to nd the unique value qi such that ^ Qqi(xi; ;ui)  yi
.
Provided there are sample observations in area j, an area j specic M-quantile GWR coecient,
^ j can be dened as the average value of the sample M-quantile GWR coecients in area j,
otherwise we set ^ j = 0:5. Following Tzavidis et al. (2010), the bias-adjusted M-quantile GWR













fyi   ^ Q^ j(xi; ;ui)g
i
; (14)
where ^ Q^ j(xi; ;ui) is dened via the MQGWR model (9), the MQGWR-LI model (12), or the
expectile GWR model discussed at the end of the previous section. Empirical comparisons of the
`large c' (i.e. expectile) and the more robust `small c' Huber-type M-quantile small area models
are reported later in this paper.
There are situations where we are interested in estimating small area characteristics for do-
mains (areas) with no sample observations. The conventional approach to estimating a small area
characteristic, say the mean, in this case is synthetic estimation. Under the linear mixed model
















^ Q0:5(xi; ;ui). We note that with MQGWR-based synthetic
estimation all variation in the area-specic predictions comes from the area-specic auxiliary in-
formation, including the locations of the population units in the area. We expect that when a truly
spatially non-stationary process underlies the data, use of ^ m
MQGWR=SY NTH
j will lead to improved
eciency relative to more conventional synthetic mean predictors. Empirical results that address
the issue of out of sample area estimation are set out in Section 6.
5 Mean squared error estimation
A `pseudo-linearization' MSE estimator for M-quantile small area estimators was recommended
by Chambers & Tzavidis (2006) and has now been used successfully in empirical studies reported
in a number of published papers on SAE, including the recent publications by Tzavidis et al.
(2010) and Salvati et al. (2010). We extend this approach to dening an estimator of a rst order
approximation to the mean squared error of (14). This extension is based on (i) a model where the
regression of y on X for a particular population unit depends on its location, with this regression
specied by the locally linear GWR model (7), and (ii) the fact that estimators derived under the
MQGWR model (9) or the MQGWR-LI model (12) can be written as linear combinations of the
sample values of y. For example, from (11) we see that (14) can be expressed as a weighted sum






















Here 1j is the n-vector with i-th component equal to one whenever the corresponding sample unit






where W(u;q) is the limit of the weighting matrices W(t 1)(u;q) dened following (11).
If we assume that the weights dening (15) are xed, and that the values of y follow a location
specic linear model, e.g. (7), then an estimator of the prediction variance of (15) can be computed
following standard methods of heteroskedasticity-robust prediction variance estimation for linear
predictors of population quantities (Royall & Cumberland, 1978). Put wj = (wij). This estimator
is of the form
mse(^ m
MQGWR=CD














(wij   1)2 + (nj   1) 1(Nj   nj)
o
I(k = j) + w2
ikI(k 6= j) and
^ Q^ k(xi; ;ui) is assumed to dene an unbiased estimator of the expected value of yi given xi
at location ui in area k. Since the weights dening (16) reproduce the small area mean of X, it
also follows that (15) is unbiased for this mean in the special case where this expectation does
not vary with location within the small area of interest, and so (17) then estimates the mean
squared error of (15) in this case. More generally, when the expectation of yi given xi varies from
location to location within the small area, this unbiasedness holds on average provided sampling
within the small area is independent of location, in which case (17) is an estimator of a rst order
approximation to the mean squared error of (15). We observe that (17) can also be used as an
MSE estimator for the expectile version of (14), since the only dierence in this case is the value
of the tuning constant c in the inuence function that denes the M-quantiles underpinning the
small area estimators.
The theoretical basis for the pseudo-linearization approach to MSE estimation is described by
Chambers et al. (2009) and here we provide a summary of its main properties. This approach
is generally applicable in the sense that it can be used for estimating the MSE of any estimator
that can be expressed in a pseudo-linear form i.e. as a weighted sum of sample values, and is
the main analytical approach for estimating the MSE of M-quantile small area predictors. As
noted earlier, the approach is based on an extension of the heteroskedasticity-robust approach
to prediction variance estimation described in Royall & Cumberland (1978), and leads to MSE
estimators that are simple to implement and potentially misspecication bias robust. Its main
drawback is that these MSE estimators can suer from increased variability, especially when the
area-specic sample sizes are very small. For this reason, we suggest that it should be used when
there is reasonable evidence of failure of the assumptions of a linear mixed model and hence the
potential bias robustness of this approach outweighs its increased variability.
Note also that (17) treats the weights (16) as xed and so ignores the contribution to the
mean squared error from the estimation of the area level M-quantile coecients by ^ j. This is a
pseudo-linearization assumption since for large overall sample sizes the contribution to the overall
mean squared error of (15) arising from the variability of ^ j is of smaller order of magnitude
than the xed weights prediction variance of (15). As a consequence (17) will tend to be almost
unbiased. However, the potential underestimation of the MSE of (15) implicit in (17) needs to be
balanced against the bias robustness of this MSE estimator under misspecication of the second
order moments of y, and may well lead to (17) being preferable to other MSE estimators based on
higher order approximations that depend on the model assumptions being true. Empirical results
reported in Tzavidis et al. (2010) indicate that the version of the MSE estimator (17) for the linear
M-quantile predictor performs well in both model-based and design-based simulation studies.
6 Simulation studies
We present results from two types of simulation studies that are used to examine the performance
of the small area estimators discussed in the preceding Sections. In Section 6.1 we report results11
from model-based simulations. In this case population data are generated at each simulation using
a linear mixed model with dierent parametric assumptions about the distribution of errors and
the spatial structure of the data, and a single sample is then taken from this simulated population
according to a pre-specied design. In Section 6.2 we report results from a design-based simulation:
actual survey data are rst used to simulate a population with spatial characteristics similar to
those of the original sample, and this xed population is then repeatedly sampled according to a
pre-specied design. In our case the survey data come from the Environmental Monitoring and
Assessment Program (EMAP), which is part of the Space Time Aquatic Resources Modelling and
Analysis Program (STARMAP) at Colorado State University.
6.1 Model-based simulations
In these simulations, synthetic population values are generated under two versions of a linear
mixed model and two distributional specications for the random area eects and the individual
residuals. Each population is of size N = 10;500 and contains d = 30 equal-sized small areas. More
specically, under the rst model, population values of y are generated via yij = 1+2xij +j +"ij
where i = 1;:::;350 and j = 1;:::;30. The values xij in this model are independently generated
from the uniform distribution over the interval [0;1], denoted as xij  U[0;1], and the random
eects are generated under two dierent distributional specications: (a) Gaussian errors with
j  N(0;0:04) and "ij  N(0;0:16) and (b) Chi-squared errors with j  2(1)   1 and "ij 
2(3)   3, i.e. mean corrected Chi-squared variates with 1 and 3 degrees of freedom, respectively.
For the second model, random eects are still simulated as in (a) and (b), but in addition the
intercept and the slope of the linear model for y are allowed to vary with longitude and latitude.
In particular, these simulations are based on the two-level model yij = ij +ijxij +j +"ij with
ij = 0:2  longitudeij + 0:2  latitudeij;
ij =  5 + 0:1  longitudeij + 0:1  latitudeij
with the known location coordinates (longitudeij;latitudeij) for each population unit indepen-
dently generated from U[0;50]. Note that the reason for using dierent parametric assumptions
for the error terms of the linear mixed model is because we are interested in how the small area
predictors perform both when the Gaussian assumptions of the linear mixed model are satised
and when these assumptions are violated.
This simulation design corresponds to four scenarios (Gaussian stationary, Gaussian non-
stationary, Chi-squared stationary, Chi-squared non-stationary). For each of these scenarios T =
200 Monte-Carlo populations are generated using the corresponding model specications. For each
generated population and for each area j we select a simple random sample (without replacement)
of size nj = 20, leading to an overall sample size of n = 600. The sample values of y and the
population values of x obtained in each simulation are then used to estimate the small area means.
Although a larger number of simulations would be preferable, this is not feasible due to the com-
puter intensive nature of the model-tting process. Note also that there is no specic motivation
behind the choice of equal area specic sample sizes. Repetition of our simulation studies with
unequal area-specic sample sizes does not lead to any dierences in the conclusions that we draw
below. These results of these simulations are not reported here, but are available from the authors.
Four dierent types of small area linear models are tted to these simulated data. These are
(i) a random intercepts version of (1), (ii) the linear M-quantile regression specication (3), (iii)
the MQGWR model (9),(iv) the MQGWR-LI model (12), and (v) the expectile GWR model that
models conditional expectations instead of conditional quantiles. The last three models make use
of the known locations of the population units.
The random intercepts model (i) is tted using the default REML option of the lme function
(Venables & Ripley, 2002, Section 10.3) in R. The M-quantile linear regression model (ii) is tted
using a modied version of the rlm function (Venables & Ripley, 2002, Section 8.3) in R and so uses
iteratively re-weighted least squares (Chambers & Tzavidis, 2006). An extended version of this R
code, available from Salvati & Tzavidis (2010), is used to t the MQGWR models (iii), (iv), and (v).12
In particular, model (v) is tted by setting the value of the tuning constant in the Huber Proposal
2 inuence function to c = 20. On the other hand the outlier robust M-quantile regression and the
M-quantile GWR models use the Huber Proposal 2 inuence function with c = 1:345. This value
gives 95% eciency in the normal case while protecting against outliers (Huber, 1981). Estimated
model coecients obtained from these ts are used to compute the EBLUP (2), the bias-adjusted
M-quantile predictor (5), denoted by MQ below and the MQGWR, the Expectile GWR and the
MQGWR-LI versions of the corresponding bias-adjusted M-quantile predictor (14).
The performance of the dierent small area estimators is evaluated with respect to two basic
criteria: the bias and the root mean squared error of estimates of the small area means. The bias
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Note that the subscript t here indexes the T Monte-Carlo simulations, with mjt denoting the value
of the small area j mean in simulation t and ^ mjt denoting the area j estimated value in simulation
t.
Key percentiles of the across areas distributions of the prediction biases and root mean squared
errors of these estimators over the simulations are set out in Table 1. For Gaussian random eects
and a spatially stationary regression surface, we see that the EBLUP is the best predictor in terms
of RMSE, as one would expect. The MQ, MQGWR and MQGWR-LI predictors all have similar
bias and RMSE in this case. In contrast, when the underlying regression function is non-stationary
we see that the GWR-based predictors appear to be more ecient than the MQ and EBLUP pre-
dictors. As expected, the Expectile GWR estimator is more ecient overall than the corresponding
M-quantile predictors because under these scenarios there is no reason to employ outlier-robust es-
timation. Under Chi-squared random eects this performance is unchanged, although the absolute
dierences in performance between the various predictors is much smaller. For a non-stationary
Chi-squared process the RMSE of the MQGWR estimator is smaller than the RMSE of the Ex-
pectile GWR estimator because, in this case, the MQGWR estimator protects against outlying
values.
In Figure 1 we show how the mean squared error estimator (using (17) and averaging over
simulations) tracks the true mean squared error of the MQGWR and MQGWR-LI predictors
under the Chi-squared scenarios. The detailed results under Gaussian scenarios are not reported
here but are available from the authors. In general, the proposed mean squared error estimator
(17) provides a good approximation to the true mean squared error. These results also show that
when M-quantile GWR ts are used in (17), then this estimator underestimates the true mean
squared error of the corresponding predictor. This is consistent with both the MQGWR and the
MQGWR-LI models over-tting the actual population regression function. However, this bias is
not excessive, being more pronounced in the case of the MQGWR model. The performance of the
MSE estimator under the expectile GWR model is similar to that obtained by MQGWR. These
results are not reported here, but are also available from the authors upon request.
Finally, we note that one could combine the M-quantile model-based estimators with the MSE
estimation method described in Section 5 to generate `normal theory' condence intervals for the
small area means. Coverage results based on such intervals have been produced and are avail-
able from the authors. However, this use of the estimated MSE to construct condence intervals,
though widespread, has been criticised. Hall & Maiti (2006) and more recently Chatterjee et al.
(2008) discuss the use of bootstrap methods for constructing condence intervals for small area
parameters, arguing that there is no guarantee that the asymptotic behaviour underpinning normal
theory condence intervals applies in the context of the small samples that characterise small area13
estimation. Further research on using bootstrap techniques to construct condence intervals under
the M-quantile GWR model is left for the future.
[Table 1 about here.]
[Fig. 1 about here.]
6.2 Design-based simulation
The data used in this design-based simulation comes from the U.S. Environmental Protection
Agency's Environmental Monitoring and Assessment Program (EMAP) Northeast lakes survey
(Larsen et al., 1997). Between 1991 and 1995, researchers from the U.S. Environmental Protection
Agency conducted an environmental health study of the lakes in the north-eastern states of the
U.S.A. For this study, a sample of 334 lakes (or more accurately, lake locations) was selected
from the population of 21;026 lakes in these states using a random systematic design. The lakes
making up this population are grouped into 113 8-digit Hydrologic Unit Codes (HUCs), of which
64 contained less than 5 observations and 27 did not have any. In our simulation, we dened HUCs
as the small areas of interest, with lakes grouped within HUCs. The variable of interest was Acid
Neutralizing Capacity (ANC), an indicator of the acidication risk of water bodies. Since some
lakes were visited several times during the study period and some of these were measured at more
than one site, the total number of observed sites was 349 with a total of 551 measurements. In
addition to ANC values and associated survey weights for the sampled locations, the EMAP data
set also contained the elevation and geographical coordinates of the centroid of each lake in the
target area. In our simulations we use elevation to dene the xed part of the mixed models and
the M-quantile models for the ANC variable.
The aim of the design-based simulation is to compare the performance of dierent predictors of
mean ANC in each HUC under repeated sampling from a xed population with the same spatial
characteristics as the EMAP sample. In particular, given the 21;026 lake locations, a synthetic
population of ANC individual values is rst non-parametrically simulated using a nearest-neighbour
imputation algorithm that retains the spatial structure of the observed ANC values in the EMAP
sample data.
The algorithm for this simulation is as follows: (1) we rst randomly order the non-sampled
locations in order to avoid list order bias and give each sampled location a `donor weight' equal
to the integer component of its survey weight minus 1; (2) taking each non-sample location in
turn, we choose a sample location as a donor for the i-th non-sample location by selecting one






. Here dui;u is the Euclidean distance from the i-th non-sample location ui to
the location u of a sampled location and b is the GWR bandwidth estimated from the EMAP data;
and (3) we reduce the donor weight of the selected donor location by 1. The synthetic population
of ANC values created by this procedure is then kept xed over the Monte-Carlo simulations.
A total of 200 independent random samples of lake locations are then taken from the population
of 21;026 lake locations by randomly selecting locations in the 86 HUCs that containing EMAP
sampled lakes, with sample sizes in these HUCs set to the greater of ve and the original EMAP
sample size. Lakes in HUCs not sampled by EMAP are also not sampled in the simulation study.
This results in a total sample size of 652 locations within the 86 `EMAP' HUCs. The synthetic
ANC values at these 652 sampled locations then constitute the sample data.
Before presenting the results from this simulation study we show some model and spatial
diagnostics. Figure 2 shows normal probability plots of level 1 and level 2 residuals obtained
by tting a two-level (level 1 is the lake and level 2 is the HUC) mixed model to the synthetic
population data. The normal probability plots indicate that the Gaussian assumptions of the mixed
model are not met. Using a model that relaxes these assumptions, such as an M-quantile model
with a bounded inuence function, therefore seems reasonable for these data. An alternative to
the use of a robust model would have been to transform the ANC variable of the EMAP data. A
popular transformation in small area applications is the logarithmic one. For the EMAP dataset,14
however, a logarithmic or a square root transformation cannot be directly applied because of the
negative values in the outcome variable, where a negative value of ANC implies water acidity. This
problem can be overcome by adding a suciently large positive constant to the individual ANC
values such that the resulting modied ANC values are all strictly positive. If we do this, and ret
the model with HUC-specic random eects, we obtain normal probability plots of level 1 and level
2 residuals that are closer to what is expected under normality. Nevertheless, there are still clear
departures from normality. This is conrmed by a Shapiro-Wilk normality test, which rejects the
null hypothesis that the residuals follow a normal distribution (p-values: level 1 = 0.03555, level 2
= 1.715e-14). Even if in some cases we are willing to assume normality, using a transformation can
create further complexities at the later stages of the small area estimation process. In particular,
after performing small area estimation with the transformed data, the estimates must be back-
transformed to the original scale. It is well known that this back-transformation can introduce bias
in small area estimation, which must then be corrected (Chandra & Chambers, 2010). There is also
evidence of a non-stationary process. In particular, using an ANOVA test proposed by Brundson
et al. (1999) we reject the null hypothesis of stationarity of the model parameters. Figure 3 shows
contour maps of the estimated HUC-specic intercepts and slopes from the tted GWR model.
These maps support the assumption of non-stationarity in the data. Examining the contours of the
slope coecients in Figure 3 we see that the eect of elevation on ANC varies spatially, with these
slope coecients ranging from  40 to 40. The average value of ANC also shows spatial variation.
In particular, the contour map of the intercept coecients shows them ranging from 0 (East) to
4000 (Centre-West). Based on these spatial diagnostics we expect that incorporating the spatial
information in small area estimation may lead to gains in eciency for this population.
[Fig. 2 about here.]
[Fig. 3 about here.]
The relative bias (RB) and the relative root mean squared error (RRMSE) of estimates of
the mean value of ANC in each HUC are computed for the same ve predictors that are also
the focus of the model-based simulations. These results are set out in Table 2 and show that the
M-quantile GWR predictors have in general lower bias than the EBLUP predictor. Examining the
performance in terms of relative root mean squared error we note that the small area predictors
that account for the spatial structure of the data have on average smaller root mean squared errors
with the Expectile GWR predictor performing best overall. Hence, although the robust estimators
adjust for bias, reected in the lower bias of MQGWR, this adjustment comes at the cost of higher
variance, which illustrates the bias-variance trade o in deciding the value of the tuning constant
c. These results also indicate that incorporating the spatial information in small area estimation
via the M-quantile GWR model has promise.
[Table 2 about here.]
For the non-sampled HUCs the use of the synthetic-type predictors that borrow strength over
space, as dened in Section 4, also substantially improve prediction.
Figure 4 shows how the mean squared error estimator described in Section 5 tracks the true
mean squared error of the dierent MQGWR predictors. We can see that the GWR form (17) of
the mean squared estimator described in Tzavidis et al. (2010) performs well in terms of tracking
the true mean squared error. Some downward bias of (17) when used with the MQGWR model (9)
can be seen, however. This is much less of a problem when (17) is combined with the MQGWR-LI
model (12).
[Fig. 4 about here.]
7 Application: Assessing the ecological condition of lakes in the northeastern U.S.A.
In this Section we show how the methodology described in this paper can be practically employed
for estimating the average acid neutralizing capacity (ANC) for each of the 113 8-digit HUCs that15
make up the EMAP dataset described in Section 6.2. ANC is a measure of the ability of a solution
to resist changes in pH and is on a scale measured in meq/L (micro equivalents per litre). A small
ANC value for a lake indicates that it is at risk of acidication.
Predicted values of average ANC for each HUC are calculated using the M-quantile GWR
predictor (14) under the MQGWR model (9) and the MQGWR-LI model (12), with x equal to
the elevation of each lake and with location dened by the geographical coordinates of the centroid
of each lake (in the UTM coordinate system). The spatial weight matrix used in tting these
M-quantile GWR models is constructed using (8), with bandwidth selected using cross-validation.
In Figure 5 we show maps of estimated values of average ANC for each HUC using (a) the
MQGWR model; (b) the expectile GWR model; (c) the MQGWR-LI model; (d) the spatially
stationary M-quantile model (3), and (e) the linear mixed model (1). Overall, all small area models
indicate that there are lower levels of average ANC (higher risk of water acidication) in the Eastern
part of the study region. However, these small area models also produce substantially dierent
estimates of average ANC in the South-Western part of the study region. In particular, maps
(a), (b) and (c) that correspond to the two M-quantile GWR models provide similar estimates of
average ANC for each HUC and are consistent with the spatial distribution of ANC average values
produced by previous non-parametric analyses of the EMAP data (Opsomer et al., 2008; Pratesi
et al., 2008). This indicates that small area models that allow for more exible incorporation of the
spatial information produce overall consistent results. Moreover, the results from the M-quantile
GWR models are substantially dierent from the results illustrated by map (e) which shows the
estimates produced by the EBLUP under the linear mixed model (1). This map shows lower levels
of average ANC (and hence greater risk of water acidication) for the target population of HUCs.
Finally, we see that the M-quantile model (3) that assumes no spatial structure in the data leads
to map (d), which shows even lower levels of average ANC. This is most likely due to the failure
of the spatial stationarity assumption in this model when it is applied to the EMAP data.
[Fig. 5 about here.]
Finally, we briey discuss an alternative, and more parsimonious, approach to incorporating
spatial information in small area models. This allows for spatial structure by including parametri-
cally specied spatial terms in the mean part of the model. To illustrate, consider the model used
to generate the data for the model-based simulations in Section 6.1. Here, a non-stationary spatial
process was generated by allowing the xed eects in a linear mixed model to vary by longitude
and latitude. In this case we know the `true' data generating process, and so the best performing
model in estimation will obviously be the one dening this process, i.e. the linear random eects
model that includes longitude and latitude as main eects, together with the interactions between
the covariate x and longitude, and between x and latitude. With real data, however, we will not
know the true data generation mechanism. If we suspect that a non-stationary process is present
in the data, we could then try to model this process by including the geographical coordinates in
the xed part of the model as well as any interactions between these coordinates and other model
covariates after evaluating whether the addition of these terms improves the t of the model. Un-
fortunately, in most practical situations it is dicult to capture the spatial non-stationary process
by just including interaction terms. As we saw in the case of the EMAP data, an ANOVA test
suggests that there is spatial non-stationarity. The question that arises then is whether this non-
stationary process can be modeled in a more parsimonious way via a linear random eects model
that includes the geographical coordinates and the two interaction terms between elevation and
these coordinates as xed eects. In order to answer this question we assessed the t of three
models using the AIC criterion. Model 1 includes only elevation (AIC = 7968.45), Model 2 adds
longitude and latitude in the xed part of the model (AIC = 7932.02) and nally model 3 addi-
tionally includes two interaction eects dened by longitude by elevation and latitude by elevation
(AIC = 7935.54). Examining the values of the AIC we conclude that adding the geographical co-
ordinates improves the model t but the inclusion of the two interaction terms does not improve
the t of the model any further. In order to empirically assess the performance of global models
that include the geographical coordinates as covariates, in the design-based simulation we also
produced results using the EBLUP based on a global model that included these coordinates as16
xed eects in addition to elevation. Note that the population of this simulation study was con-
structed by non-parametrically bootstrapping the population of the original EMAP data in a way
that approximately preserves the structure of the original data. The results, which are available
from the authors, suggest that the EBLUP estimator that includes the geographical coordinates in
the model specication does not perform better than the GWR-based small area estimators. This
indicates that there may be situations where a spatial non-stationary process is present but trying
to capture this process by adding covariates that are functions of the geographical coordinates may
not improve the performance of the corresponding small area estimators.
8 Summary
In this paper we propose a geographically weighted regression extension to linear M-quantile regres-
sion that allows for spatially varying coecients in the model for the M-quantiles. These M-quantile
GWR models have the potential to lead to signicantly better small area estimates in important
application areas where geo-coded data with spatial structure is available, such as in nancial,
economic, environmental and public health applications.
Similarly to the linear M-quantile regression model by Chambers & Tzavidis (2006), the M-
quantile GWR model described in this paper allows modelling of between area variability without
the need to explicitly specify the area-specic random components of the model. In particular,
this model does not explicitly depend on any particular small area geography, and so can be easily
adapted to dierent geographies as the need arises. The properties of the MQGWR predictors have
been studied through model-based and design based simulation studies. The results from these
studies suggest that the M-quantile GWR model represents a promising alternative for exibly
incorporating spatial information into SAE. In addition, the performance of the proposed MSE
estimator for the M-quantile GWR small area predictors is promising, but we are aware that
further research in this area is necessary. The applicability of the M-quantile GWR small area
methodology is demonstrated using environmental data from a survey of lakes in the north-eastern
region of the USA. The results are in line with those of the previous analyses with the same data
(Opsomer et al., 2008; Pratesi et al., 2008) and illustrate the need for exible and versatile ways
of incorporating spatial information in small area models.
R code for tting the M-quantile GWR small area models that we propose in this paper
is available from Salvati & Tzavidis (2010). Note, however, that a prospective user of the M-
quantile GWR model should have access to an appropriate level of spatial information. For example,
the survey dataset used in the application of this paper includes detailed spatial information for
sampled and non-sampled locations. The model can be adapted to situations where more limited
spatial information is available, e.g. when only spatial information about the centroids of the small
areas or other aggregated spatial information is available. Obviously, in such cases the gains from
including this information in analysis will be smaller.
One problem that arises when specifying an M-quantile GWR model is in deciding which
parameters of the model vary spatially (i.e. are local parameters) and which do not (i.e. are global
parameters). In this paper we have explored two M-quantile GWR models that exemplify this
issue - the MQGWR/expectile GWR model (9) where both intercept and slope parameters in the
model vary spatially and the MQGWR-LI model (12) where only the intercept parameter varies
spatially. Further research is necessary in order to develop appropriate diagnostics for deciding
between them.
An alternative approach for incorporating the spatial structure of the data in small area mod-
els is via nonparametric models. Opsomer et al. (2008) and Ugarte et al. (2009) have extended
model (1) to the case in which the small area random eects can be combined with a smooth,
non-parametrically specied trend. These authors express the nonparametric small area model
as a random eects model. Pratesi et al. (2008) have extended this approach to the M-quantile
small area estimation approach using a nonparametric specication of the conditional M-quantiles
of the response variable given the covariates. Both bivariate p-spline approximations for tting
nonparametric unit level nested error and M-quantile regression models allow for spatial variation
in the data, which can then be used to dene nonparametric models for small area estimation.17
Further research is therefore necessary in order to understand how M-quantile GWR and unit level
nested error p-spline regression models compare in terms of their SAE performance. Finally, we
are currently investigating the use of the M-quantile GWR small area model for estimating income
distribution functions and the incidence of poverty for small areas.
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Fig. 1 Area-specic values of actual model-based RMSE (black solid line) and average estimated RMSE (red dashed
line) under Chi-squared stationary (top) and non-stationary (bottom) scenarios. Top and bottom left is MQGWR
version of (14) with MSE estimated using (17). Top and bottom right is the MQGWR-LI version of (14) with MSE
also estimated using (17).20 FIGURES













































































Fig. 2 Normal probability plots of level 2 (left) and level 1 residuals (right) derived by tting a two level linear
mixed model to the synthetic population data.FIGURES 21
Intercepts Slopes
Fig. 3 Maps showing the spatial variation in the HUC specic intercept and slope estimates that are generated
when the GWR model is tted to the EMAP data.22 FIGURES




















































































Fig. 4 HUC-specic values of actual design-based RMSE (black solid line) and average estimated RMSE (red
dashed line). Top left is the M-quantile predictor (5) with MSE estimator (6) suggested by Tzavidis et al. (2010).
Top right is MQGWR version of (14) with MSE estimated using (17) and bottom is the MQGWR-LI version of




Fig. 5 Maps of estimated average ANC for all 113 HUCs. Map (a) shows estimates computed using (14) and the
MQGWR model (9), map (b) presents estimates computed using (14) and the expectile GWR model, map (c) shows
estimates computed using (14) and the MQGWR-LI model (12), map (d) shows estimates computed using (5) and
the stationary M-quantile model (3) and nally map (e) shows estimates computed using (2) and the linear mixed
model.24 TABLES
Table 1 Across areas distribution of Bias and RMSE over simulations.
Summary of across areas distribution
Predictor Indicator Min Q1 Median Mean Q3 Max
Stationary process, Gaussian errors
EBLUP Bias -0.051 -0.034 0.001 -0.001 0.023 0.068
RMSE 0.068 0.075 0.079 0.081 0.087 0.101
MQ Bias -0.015 -0.003 0.001 -0.001 0.003 0.012
RMSE 0.074 0.083 0.088 0.087 0.091 0.100
MQGWR Bias -0.016 -0.007 -0.003 -0.002 0.005 0.008
RMSE 0.067 0.084 0.088 0.087 0.091 0.100
Expectile GWR Bias -0.034 -0.015 -0.003 -0.003 0.006 0.046
RMSE 0.071 0.081 0.084 0.088 0.092 0.112
MQGWR-LI Bias -0.010 -0.005 0.001 -0.001 0.003 0.012
RMSE 0.073 0.085 0.087 0.086 0.090 0.097
Non-stationary process, Gaussian errors
EBLUP Bias -0.034 -0.013 -0.003 -0.002 0.011 0.031
RMSE 0.169 0.193 0.205 0.220 0.238 0.323
MQ Bias -0.036 -0.011 0.000 -0.002 0.009 0.015
RMSE 0.164 0.181 0.188 0.188 0.193 0.219
MQGWR Bias -0.047 -0.013 -0.005 -0.004 0.005 0.027
RMSE 0.083 0.092 0.098 0.098 0.103 0.119
Expectile GWR Bias -0.059 -0.026 0.001 -0.006 0.010 0.053
RMSE 0.076 0.088 0.093 0.097 0.104 0.130
MQGWR-LI Bias -0.065 -0.010 -0.005 -0.004 0.007 0.047
RMSE 0.088 0.097 0.107 0.112 0.114 0.186
Stationary process, Chi-squared errors
EBLUP Bias -0.441 -0.097 0.075 -0.011 0.112 0.237
RMSE 0.399 0.457 0.482 0.489 0.511 0.651
MQ Bias -0.063 -0.043 -0.021 -0.011 0.014 0.062
RMSE 0.437 0.496 0.526 0.522 0.542 0.598
MQGWR Bias -0.075 0.002 0.035 0.028 0.060 0.113
RMSE 0.482 0.507 0.539 0.539 0.564 0.633
Expectile GWR Bias -0.241 -0.071 0.008 -0.010 0.068 0.134
RMSE 0.421 0.502 0.564 0.562 0.611 0.741
MQGWR-LI Bias -0.067 -0.009 0.009 0.010 0.032 0.062
RMSE 0.471 0.500 0.525 0.528 0.552 0.618
Non-stationary process, Chi-squared errors
EBLUP Bias -0.069 -0.046 -0.021 -0.014 0.008 0.069
RMSE 0.465 0.541 0.560 0.566 0.592 0.675
MQ Bias -0.086 -0.048 -0.015 -0.014 0.021 0.051
RMSE 0.460 0.540 0.554 0.555 0.586 0.641
MQGWR Bias -0.083 -0.009 0.022 0.017 0.050 0.124
RMSE 0.482 0.507 0.534 0.535 0.562 0.619
Expectile GWR Bias -0.295 -0.125 -0.012 -0.021 0.067 0.176
RMSE 0.437 0.505 0.540 0.561 0.611 0.757
MQGWR-LI Bias -0.085 -0.018 0.004 0.007 0.041 0.080
RMSE 0.466 0.518 0.541 0.542 0.557 0.641FIGURES 25
Table 2 Design-based simulation results using the EMAP data. Results show across areas distribution of Relative
Bias (RB) and Relative Root Mean Squared Error (RRMSE) over simulations.
Summary of across areas distribution
Predictor Indicator Min Q1 Median Mean Q3 Max
86 sampled HUCs
EBLUP RB(%) -23.31 0.39 10.79 12.55 21.43 83.22
RRMSE(%) 14.20 23.95 35.18 38.05 49.49 99.00
MQ RB(%) -11.09 -2.34 -0.42 -0.83 1.32 4.79
RRMSE(%) 6.64 25.81 35.49 39.45 49.71 119.07
MQGWR RB(%) -8.87 -1.69 0.06 0.22 1.79 14.40
RRMSE(%) 4.97 21.49 29.84 33.61 43.22 83.71
Expectile GWR RB(%) -38.52 -8.50 -0.40 -1.17 6.85 40.33
RRMSE(%) 2.58 18.24 28.65 26.32 35.37 89.22
MQGWR-LI RB(%) -8.87 -2.24 -0.71 -0.78 0.85 7.20
RRMSE(%) 5.17 23.86 34.03 35.64 46.22 81.46
27 non-sampled HUCs
EBLUP RB(%) -72.50 -57.29 -36.59 -2.47 38.14 288.11
RRMSE(%) 5.75 40.14 53.76 60.44 62.21 288.61
MQ RB(%) -85.57 -73.27 -66.29 -47.46 -31.32 106.96
RRMSE(%) 6.56 37.63 68.65 57.26 74.83 107.69
MQGWR RB(%) -49.98 -11.89 -3.69 -3.37 4.88 40.61
RRMSE(%) 10.21 14.88 17.50 22.93 23.29 78.84
Expectile GWR RB(%) -30.51 -12.12 -3.36 -1.60 5.91 58.49
RRMSE(%) 8.79 15.28 18.35 24.62 28.29 70.01
MQGWR-LI RB(%) -58.30 -38.59 -23.21 -23.13 -11.58 17.87
RRMSE(%) 13.09 22.43 26.82 30.85 40.13 58.78