In this paper, the spectral approximations are used to compute the fractional integral and the Caputo derivative. The effective recursive formulae based on the Legendre, Chebyshev and Jacobi polynomials are developed to approximate the fractional integral. And the succinct scheme for approximating the Caputo derivative is also derived. The collocation method is proposed to solve the fractional initial value problems and boundary value problems. Numerical examples are also provided to illustrate the effectiveness of the derived methods.
Introduction
Fractional calculus (including the operators of fractional order integration and differentiation) is as old as its more familiar integer-order counterpart, the classical Calculus, and has a long history, see e.g. [15, 22, 27] , etc. Since then, fractional calculus has undergone a rapid development in theoretical aspects and recently has been found wide applications in many areas of science and engineering, for example [3, 9, 11, 12, 16, 17, 20, 22, 28, 30, 32] .
The operator of fractional derivative is more complicated than the classical one, and its calculation is also more difficult than in the integer order case. In [4] , numerical algorithms for establishing the fractional integral and the Caputo derivative were considered. Li et al. [10] also developed numerical algorithms based on the piecewise polynomial interpolation to approximate the fractional integral and the Caputo derivative, and to solve fractional differential equations. An automatic quadrature method based on the Chebyshev polynomials was presented for approximating the Caputo derivative in [26] . Some other computational schemes, such as the L1, L2 and L2C schemes, etc., are also introduced [8, 11, 13, 14, 16, 18, 19, 21, 23, 25, 28, 29, 31] .
To increase the calculation accuracy, spectral approximations are often chosen. In this paper, we derive effective algorithms to approximate the fractional integral by using the Legendre, Chebyshev and Jacobi polynomials. A numerical algorithm to calculate the Caputo derivative is also derived based on the above computational schemes. Besides, we propose a kind of fractional operational matrix, which can be seen as a generalization of the classical derivative. When the fractional order of the Caputo derivative reduces to an integer, the derived fractional operational matrix reduces to the classical differential matrix. Applications of the constructed algorithms are illustrated to compute the fractional integral, Caputo derivative and to solve fractional ordinary differential equations. Numerical experiments are described to verify the proposed numerical algorithms.
The remainder of this paper is organized as follows. In Section 2, we introduce several definitions of fractional calculus' operators and the Legendre, Chebyshev and Jacobi polynomials. Numerical algorithms for calculating the fractional integral and the Caputo derivative are presented in Sections 3 and 4, respectively. The applications of the methods are illustrated in Section 5. Numerical examples are presented in Section 6, and the conclusion is included in the last section.
Definitions and notations
In this section we introduce the definitions of the operators of fractional calculus and of the Legendre, Chebyshev and Jacobi polynomials, used later on.
Definition 2.1. The fractional integral (or the Riemann-Liouville integral) of order α > 0 of a given function f (t) is defined as
where Γ(·) is the Euler's gamma function.
There exist several kinds of definitions of fractional derivatives. However, in practical applications as engineering, physics etc., the Caputo derivative is mostly used, as introduced below.
where n is a positive integer and n − 1 < α ≤ n.
Next, we introduce the Legendre, Chebyshev and Jacobi polynomials.
The Legendre polynomials {L j (x)}, x ∈ [−1, 1] satisfy the three-term recurrence relation
Their properties which will be used later on are listed as follows:
The Chebyshev polynomials {T j (x)}, x ∈ [−1, 1] satisfy the three-term recurrence relation
Their fundamental properties are presented below:
The Jacobi polynomials {P 1] are given by the following three-term recurrence relation ( [24] ):
where
.
Here, we list some useful properties of the Jacobi polynomials that will be used in the present paper [24] :
) is set to be zero.
Remark 2.1. The case a = b = 0 in (2.9) yields the Legendre polyno-
Approximation to the fractional integral
In this section we develop algorithms to approximate the fractional integral of a given function. Among the three mentioned kinds of polynomials, the Legendre polynomials are commonly used. In this section we mainly study in details the Legendre approximation to the fractional integral. The Chebyshev and Jacobi approximations are almost the same as the Legendre approximation.
Let u(x) be a function defined on the interval [−1, 1], and N be a positive integer. Denote by 1) where p N (x) is an approximation of u(x), andl j are the coefficients determined by u(x). If p N (x) is an orthogonal projection of u(x), thenl j can be determined by the orthogonality of {L j (x)}. In this paper, we assume that
N , and {ω k } N k=0 are the corresponding quadrature weights [24] .
Therefore, for any α > 0, the fractional integral
Next, we give an effective recurrence formula to calculate L α j (x). We can easily get
and
(3.5) Hence, for j ≥ 1, we get the following recurrence relation
So, L α j (x) can be calculated by the following formula
where L α j (x) is defined by (3.7), andl j is defined by (3.2). Similarly, we can get the similar results for the Chebyshev polynomials and the Jacobi polynomials.
For the Chebyshev polynomials, let
wheret j can be similarly determined, see [24] for details.
For the Jacobi polynomials, we denote by
Using the recurrence formulae (2.9)-(2.10), the properties (2.11) and (2.14), and tedious calculations, we have
Approximation to the Caputo derivative
This section deals with the numerical approximation of the Caputo derivative of a given function u(x), x ∈ [−1, 1]. The algorithm is based on the numerical approximation of the fractional integral derived in the previous section. Among the Legendre, Chebyshev and Jacobi polynomials, the Jacobi polynomials are the most general. We study the Jacobi approximation to the Caputo derivative.
Suppose that p N (x) is the approximate polynomial of u(x), which can be expressed as
Let n − 1 < α < n, n is a positive integer, and the αth Caputo derivative of p N (x) reads as (3.9) .
Denote by
j,n is given by (2.13), and P a+n,b+n,n−α j is defined by (3.9). Therefore, the αth Caputo derivative C D α −1,x u(x) can be approximated by 
Therefore, for any α > 0, we have defined by (3.9) . So, the fractional integral of u(x) at any point x ∈ [x a , x b ] can be approximated by (5.2). If we choose x = x i (i = 0, 1, ..., N ), then we have ⎛
Similarly, for n − 1 < α < n ∈ N, we can also get the following formula for the Caputo derivative ⎛
where can be calculated effectively by O(N 2 ) arithmetic operations. The similar work can be found in [21] , where the operational matrix D (α) based on the explicit form of the Legendre polynomials was obtained, which takes O(N 3 ) arithmetic operations. The similar matrix D (α) based on the Chebyshev polynomials can be found in [5, 6] , where the computational complexity is O(N 3 ).
where C is a positive constant (see [2] ). Therefore, we can get the following the error bounds
The above estimates will be verified by the numerical experiments in the following section.
Next we consider the eigenvalues of the Caputo fractional operator. Let In the following, we study numerically the spectral radius of the Caputo derivative operator. Consider the following model problem j = 0, 1, ..., N ) . We plot the spectral radius of D for different α and N in Figures 1 and  2 . From Figures 1 and 2 , we can see that the spectral radius Next, we simply illustrate how to use our method to solve the fractional differential equations. Consider the fractional equation in the following form 
., N ) and
Noting p N (x 0 ) = u 0 , we get the following algebraic equation 10) where
(5.11) For the following fractional initial value problem
12) where 1 < α < 2, m = 1 or 2, we can also get the algebraic equation of the form like (5.10), where 
Numerical examples
This section provides numerical examples to verify the methods obtained in the preceding sections. The first two examples are used to test the efficiency and accuracy of the formulae (3.9) and (4.2). The analytical forms of the fractional integral and the Caputo derivative of u(x) are given by 
Suppose that p N (x) is the interpolation of u(x) on the Jacobi-GaussLobatto points x j (j = 0, 1, ..., N ) on the interval [0, L], and p N is expressed by
wherep a,b j can be easily calculated like (3.2). We first set a = b = 0 and choose different N and α for our computation, the results are shown in Table 1 . The first four rows of Table 1 show the absolute maximum errors at the Legendre-Gauss-Lobatto points by using the formula (5.4) (or (3.9)) for the fractional integral. The last four rows of Table 1 give the absolute maximum errors at the LegendreGauss-Lobatto points by using the formula (5.5) for the Caputo derivative. Obviously, Table 1 displays the spectral accuracy of the derived method for the approximation of the fractional integral and Caputo derivative. Now we set a = b = −1/2 to test our algorithms. The numerical results are shown in Table 2 . The first four rows and the last four rows give the maximum errors for numerical solutions of the fractional integral and the Caputo derivative of u(x) at the Chebyshev-Gauss-Lobatto points. We can see that the spectral accuracy is achieved. 
We use formula (6.1) as that used in Example 6.1. The numerical experiments are displayed in Tables 3 and 4 . The first three rows and the last three rows of Table 3 display the absolute maximum errors of the numerical solutions of the fractional integral and the Caputo derivative of u(x) by using the methods (5.4) and (5.5) with a = b = 0, respectively. Table 4 gives the corresponding errors of the case a = b = −1/2. We can see that the satisfactory results are obtained.
Next, we use our method to solve some fractional differential equations.
Example 6.3. Consider the following Baglay-Torvik equation [17, 6] Choosing appropriate f (x) such that (6.2) has the exact solution u(x) = sin wx.
We first set a = b = 0, and the results are shown in Table 5 , which shows the maximum absolute errors of the method (5.13) and the shifted Chebyshev tau (SCT) method developed in [6] for the same parameters. From this example, we can see that our method gives the more accurate results than the SCT method used in [6] . Table 6 gives the maximum absolute errors for (6.2) with the boundary value conditions, say, the condition u (0) = w is replaced by u(1) = sin w. From Tables 5 and 6 , we find that the spectral accuracy is attained. Tables 7 and 8 show the maximum absolute errors of the method (5.13) with a = b = −1/2. Table 7 displays the errors of the numerical solutions of (6.2) with the initial conditions (6.3), and Table 8 gives the errors of the numerical solutions of (6.2) with the boundary value conditions as mentioned above. Both two cases in this example give the better results than the SCT method reported in [6] .
This equation is often used to test the numerical algorithms. In the following we consider the homogeneous Baglay-Torvik model. [7] , see Figure 3 . Figure 4 is also consistent with the numerical result in [7] .
At last, we use scheme (5.13) to solve an oscillation model. In this example, we still use the method (5.13) with a = b = 0 to solve (6.5) , where the Legendre-Gauss-Lobatto collocation points are used again. We still let N = 256, L = 50 for our computation, and set α = 1.3, 1.5, 1.8, 1.95 as in [7] . The numerical result is displayed in Figure 5 , which coincides with the result in [7] .
Conclusion
In this paper, based on the Legendre, Chebyshev and Jacobi polynomials we develop the effective numerical algorithms to compute the fractional integral and Caputo derivative. The operational differential matrix based on the Jacobi-Gauss-Lobatto points is also obtained, which can be seen as a generalization of the classical differential matrix. The computational cost for deriving the operational differential matrix is O(N 2 ), which is much less than O(N 3 ) in [5, 6] .
