Problema de clasificación de factorizaciones especiales en SL (2, Z) by Moreno Suárez, Luis Fernando
Problema de clasificacio´n de factorizaciones
especiales en SL(2,Z)
Luis F. Moreno S.
lmorenos@eafit.edu.co
Ingeniero de sistemas, candidato a Mag´ıster en Matema´ticas Aplicadas
Asesor
Carlos Alberto Cadavid Moreno
ccadavid@eafit.edu.co
Doctor en matema´ticas
Departamento de Ciencias Ba´sicas
Universidad EAFIT
Medell´ın–Colombia
ii Problema de clasificacio´n de factorizaciones especiales en SL(2,Z)
A los amigos, especialmente a los mı´os
I´ndice general
Introduccio´n v
1 Elementos de Teor´ıa de grupos 1
2 Problemadeclasificacio´ndefactorizacionesespecialesenSL(2,Z) 19
2.1 Motivacio´n y enunciado del problema . . . . . . . . . . . . . . . . 19
2.2 El grupo SL(2,Z) . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3 El grupo modular y reduccio´n del problema a este grupo . . . . . 25
2.4 Presentacio´n del grupo modular . . . . . . . . . . . . . . . . . . . 28
2.5 Replanteamiento del problema en G = 〈ω|ω2〉 ∗ 〈b|b3〉 . . . . . . . 30
2.6 Estudio del problema en G . . . . . . . . . . . . . . . . . . . . . 31
3 Algoritmo, co´digo en Maple y ejemplo 45
iv Problema de clasificacio´n de factorizaciones especiales en SL(2,Z)
Introduccio´n
Las fibraciones localmente holomorfas han recibido mucha atencio´n recientemen-
te por la relacio´n ı´ntima entre el hecho de que una 4−variedad suave X admita
una estructura simple´ctica y el hecho de que exista una fibracio´n localmente
holomorfa cuyo dominio sea X, ver [1, 2].
Definicio´n 1. Una fibracio´n localmente holomorfa es una funcio´n suave f : X →
Σ, tal que:
1. f es sobreyectiva;
2. X (respectivamente Σ) es una 4−variedad (respectivamente 2−variedad)
suave con frontera (posiblemente vac´ıa) y que es compacta, orientada y
conexa;
3. f(intX) = intΣ y f(∂X) = ∂Σ;
4. f tiene un nu´mero finito (posiblemente cero) de valores cr´ıticos
q1, . . . , qk, y todos esta´n en intΣ;
5. f es localmente holomorfa, es decir, para cada p ∈ intX existen cartas
orientacio´n preservantes alrededor de p y f(p), que van a abiertos de C2
y de C (dotados de la orientacio´n esta´ndar) respecto a las cuales f es
holomorfa;
6. la preimagen de cada valor regular es una 2−variedad suave cerrada, orien-
table y conexa, de ge´nero g > 0.
Definicio´n 2 (Fibracio´n el´ıptica sobre D2 de Lefschetz estricta). Una fibracio´n
el´ıptica sobre D2 de Lefschetz estricta es una fibracio´n localmente holomorfa
cuya base Σ es D2 = {z ∈ C : |z| 6 1}, el ge´nero de las preima´genes de valores
regulares es uno, cada fibra singular tiene un u´nico punto cr´ıtico y es de tipo
vi Problema de clasificacio´n de factorizaciones especiales en SL(2,Z)
nodal, y ninguna fibra contiene una esfera embebida cuya auto–interseccio´n es
−1.
El problema de clasificacio´n de fibraciones el´ıpticas sobre D2, que sean de
Lefschetz estrictas, salvo equivalencia topolo´gica, es equivalente al problema de
estudiar el conjunto
{
(g1, . . . , gn) : n > 0 y gi ∈ SL(2,Z) conjugado de
[
1 1
0 1
]}/
H + C ,
donde H + C es la relacio´n de equivalencia Hurwitz ma´s conjugacio´n, ver [1].
Buena parte de este problema ser´ıa satisfactoriamente resuelto si se tuviera:
1. Un me´todo que, dado un B ∈ SL(2,Z), produzca una subcoleccio´n del
conjunto F(B) de todas las factorizaciones especiales de B, con la propie-
dad de que todo miembro del conjunto F(B)/ ≡H , formado por las clases
de equivalencia determinadas por la relacio´n de equivalencia ≡H (Hurwitz
equivalencia), sea representado por al menos un elemento de dicha subco-
leccio´n; y
2. Un me´todo que, dado un B y dos factorizaciones especiales suyas decida si
e´stas son o no Hurwitz equivalentes.
Se obtiene en el presente trabajo un algoritmo que lleva a cabo la tarea propues-
ta en 1. Este algoritmo no aparece en la literatura revisada. La parte 2 no es
desarrollada en este trabajo.
En [3] y [4] se estudia el problema ana´logo al que se propone estudiar aca´,
pero en el caso en que la base es cerrada, es decir, carece de frontera.
Este trabajo esta´ organizado de la siguiente forma: la unidad 1 trata de los
elementos necesarios de la Teor´ıa de Grupos para la comprensio´n del problema,
en la unidad 2 se enuncia el problema y se reduce e´ste a un grupo en el cual
es pra´ctico de resolver. En la unidad 3 se muestra el algoritmo solucio´n del
problema, el co´digo en Maple y se da un ejemplo de la ejecucio´n del co´digo.
Unidad 1
Elementos de Teor´ıa de grupos
En matema´ticas, la Teor´ıa de grupos estudia ciertas estructuras algebraicas co-
nocidas como grupos; estas estructuras aparecen naturalmente en diversas situa-
ciones matema´ticas y f´ısicas, entre otras.
En esta unidad se enunciara´n algunas definiciones y teoremas de la Teor´ıa
de grupos necesarios para la comprensio´n de la unidad 2. La presente unidad es
incluida en aras de la completitud de este trabajo; para una comprensio´n ma´s
profunda de cada aspecto se recomienda al lector consultar [5, 6, 7, 8, 9, 10, 11,
12, 13].
Comencemos por recordar las nociones fundamentales de operacio´n binaria
y grupo.
Definicio´n 3 (Operacio´n). Sean X,Y conjuntos. Una operacio´n n–aria en X
con valores en Y es una regla que le asigna a cada elemento deX ×X × · · · ×X︸ ︷︷ ︸
n−veces
=
Xn un elemento de Y , es decir, es una funcio´n f : Xn → Y . Cuando Y = X se
dice que tal operacio´n es interna. En caso contrario se dice que la operacio´n es
no interna. Llamaremos operacio´n binaria a una operacio´n interna 2–aria. Si ∗
es una operacio´n binaria en X entonces ∗ ((x1, x2)) se denotara´ por x1 ∗ x2.
Ejemplo 1. En los enteros Z, la operacio´n de multiplicacio´n entre estos es una
operacio´n binaria. En s´ımbolos es · : Z× Z→ Z.
En Rn, n > 2, el producto punto entre elementos es una operacio´n no interna,
pues el resultado es un real. En s´ımbolos es · : Rn × Rn → R. ⋄
Definicio´n 4 (Homomorfismo). Sean A y B conjuntos no vac´ıos con operaciones
binarias · : A×A→ A y ∗ : B×B → B. Entonces, una funcio´n f : A→ B es un
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homomorfismo si y so´lo si ∀ a1, a2 ∈ A se cumple que f(a1 ·a2) = f(a1)∗f(a2). El
hecho de que f sea un homomorfismo equivale a la conmutatividad del diagrama
A×A A
B ×B B
-·
?
f×f
?
f
-∗
es decir, equivale a f ◦ · = ∗ ◦ (f × f).
Un homomorfismo inyectivo es llamado monomorfismo; uno sobreyectivo es
llamado epimorfismo; y si es biyectivo, isomorfismo. Decimos que las estructuras
(A, ·) y (B, ∗) son isomorfas (o tambie´n, (A, ·) es isomorfa a (B, ∗)) si existe un
isomorfismo f : A → B. Abreviadamente, siempre y cuando no se presente
confusio´n, diremos que A y B son isomorfas (o tambie´n que A es isomorfa a B).
Un homomorfismo f : A → A es llamado endomorfismo, y si es biyectivo
automorfismo.
Proposicio´n 1. Sean (A, ·) y (B, ∗) conjuntos dotados de operaciones binarias.
Si f : A→ B es un isomorfismo entonces f−1 : B → A tambie´n lo es.
Prueba.
1© f : A→ B es un isomorfismo, hipo´tesis
2© f(a1 · a2) = f(a1) ∗ f(a2) ∀a1, a2 ∈ A, por 1©
3© f−1 : B → A existe y es biyectiva, por 1©
4© ∀b1, b2 ∈ B, ∃a1, a2 ∈ A tales que de 1©
b1 = f(a1) y b2 = f(a2),
5© f−1(b1 ∗ b2) = f
−1 (f(a1) ∗ f(a2)), por 4©
6© = f−1 (f(a1 · a2)), por 2©
7© = a1 · a2, f
−1 ◦ f = I (identidad)
8© = f−1(b1) · f
−1(b2), por 4© y definicio´n de f
−1
Luego, por 3© y 5© a 8©, f−1 es un isomorfismo.
Definicio´n 5 (Grupo). Un grupo (G, ∗) es un conjunto G 6= Ø dotado de una
operacio´n binaria ∗ que cumple los siguientes axiomas:
1. ∀g1, g2, g3 ∈ G, (g1 ∗ g2) ∗ g3 = g1 ∗ (g2 ∗ g3).
2. ∃h ∈ G tal que ∀g ∈ G, se cumple que g ∗ h = h ∗ g = g. Se puede ver
que un h con esta propiedad es u´nico. Este elemento se denotara´ por e y
se llamara´ el elemento identidad del grupo (G, ∗).
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3. ∀g ∈ G, ∃h ∈ G con la propiedad g ∗ h = h ∗ g = e. Tambie´n se puede ver
que un h con esta propiedad es u´nico. Este elemento se denotara´ por g−1
y se le llamara´ el inverso de g.
Nota. Siempre que no de´ lugar a confusio´n, se denotara´ (G, ∗) por G y g1 ∗ g2
por g1g2.
Ejemplo 2. El conjunto R∗ = R−{0} con la operacio´n multiplicacio´n · confor-
man un grupo. Veamos:
1. La multiplicacio´n de dos reales distintos de cero es otro real distinto de
cero, y por tanto · es una operacio´n binaria en R∗.
2. ∀r1, r2, r3 ∈ R
∗, se cumple que (r1 · r2) · r3 = r1 · (r2 · r3), pues la multipli-
cacio´n de reales es asociativa.
3. El 1, perteneciente a R∗, es tal que ∀r ∈ R∗, se cumple que r ·1 = 1 · r = r.
As´ı, el elemento 1 es el elemento identidad para la multiplicacio´n sobre R∗.
4. ∀r ∈ R∗, ∃s = 1
r
∈ R∗ tal que r · s = s · r = 1. El elemento 1
r
es el inverso
de r respecto a la multiplicacio´n sobre R∗. ⋄
Definicio´n 6 (Grupo abeliano). Si en un grupo (G, ∗) su operacio´n binaria es
conmutativa, es decir, ∀g1, g2 ∈ G, g1g2 = g2g1, entonces se dice que es un grupo
abeliano.
Ejemplo 3. Se puede probar que (R,+) es un grupo y adema´s es abeliano pues
∀a, b ∈ R, a+ b = b+ a.
Tambie´n se puede probar que (Z,+) es un grupo abeliano. ⋄
El conjunto de enteros nZ = {. . . ,−2n,−n, 0, n, 2n, . . .}, n ∈ Z, junto con la
operacio´n suma usual de enteros conforma un grupo abeliano y lo escribiremos
como (nZ,+). Por ejemplo, el conjunto 3Z = {. . . ,−6,−3, 0, 3, 6, . . .} junto con
la operacio´n suma usual es un grupo abeliano.
El conjunto de enteros Zn = {0, 1, . . . , n − 1} junto con la operacio´n suma
mo´dulo n, +n, definida por a+n b := residuo no negativo de dividir a+b entre n,
conforma un grupo abeliano. Por simplicidad denotaremos +n como + siempre
que no de´ lugar a confusio´n. Por ejemplo, el conjunto Z5 = {0, 1, 2, 3, 4} junto
con la operacio´n suma mo´dulo 5 es un grupo abeliano.
El conjunto de matrices de dimensio´n dos por dos, con entradas enteras y
determinante igual a uno, junto con la operacio´n multiplicacio´n de matrices,
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forma un grupo no abeliano, el cual escribiremos como SL(2,Z). En la seccio´n 2.2
profundizaremos en el estudio de este grupo. Tambie´n se puede ver que SL(2,C),
es decir, el conjunto de matrices de dimensio´n dos por dos, con entradas complejas
y determinante igual a uno, junto con la operacio´n multiplicacio´n de matrices,
forma un grupo.
Definicio´n 7 (Orden de un grupo). El orden de un grupo (G, ∗) se refiere a
la cardinalidad del conjunto G; as´ı, los grupos, pueden clasificarse en grupos de
orden finito y grupos de orden infinito.
Por ejemplo, el orden de los grupos (R∗, ·), (R,+) y (Z,+) es infinito, mientras
que el orden de (Zn,+) es n, en particular, finito.
A manera de ilustracio´n, veamos a continuacio´n dos grupos finitos:
El grupo cuaternio´nico es aquel grupo no abeliano de orden ocho (Q, ·), donde
Q = {±1,±i,±j,±k} y · es la operacio´n binaria x · y indicada en la tabla 1.1,
x le´ıdo de la primera columna y y de la primera fila, y x · y es el elemento de
la interseccio´n de la fila en la que se encuentra x con la columna en la que se
encuentra y; por ejemplo i · j = k. El elemento identidad es 1.
Tabla 1.1: operacio´n binaria en el grupo cuaternio´nico
· 1 -1 i -i j -j k -k
1 1 -1 i -i j -j k -k
-1 -1 1 -i i -j j -k k
i i -i -1 1 k -k -j j
-i -i i 1 -1 -k k j -j
j j -j -k k -1 1 i -i
-j -j j k -k 1 -1 -i i
k k -k j -j -i i -1 1
-k -k k -j j i -i 1 -1
Note que este grupo no es conmutativo; por ejemplo, ij = −ji.
Se puede ver que la funcio´n f : Q→ SL(2,C) definida como
f(1) =
(
1 0
0 1
)
, f(i) =
(
i 0
0 −i
)
, f(j) =
(
0 1
−1 0
)
y f(k) =
(
0 i
i 0
)
es un monomorfismo.
Definicio´n 8 (Permutacio´n). Dado un conjunto A diferente de vac´ıo, una per-
mutacio´n de A es una funcio´n ρ : A→ A biyectiva.
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Ejemplo 4. Sea A = {0, 1, 2} con ρ1(0) = 1, ρ1(1) = 2, ρ1(2) = 0 y ρ2(0) = 2,
ρ2(1) = 0, ρ2(2) = 1; entonces ρ1 y ρ2 son permutaciones de A. ⋄
Es claro que la composicio´n (como funciones) de dos permutaciones de A es
nuevamente una permutacio´n de A, y la inversa (como funcio´n) de una permuta-
cio´n de A es tambie´n una permutacio´n de A. El conjunto formado por todas las
permutaciones posibles de A, SA, dotado de la operacio´n binaria composicio´n,
es un grupo, cuyo elemento identidad, e, es aquella permutacio´n que env´ıa cada
elemento a ∈ A en s´ı mismo.
Un elemento ρ perteneciente a Sn se acostumbra representar como
ρ =
(
1 2 · · · n
ρ(1) ρ(2) · · · ρ(n)
)
.
Ejemplo 5. Sea A = {1, 2, 3, 4, 5, 6} y ρ la permutacio´n dada por
ρ =
(
1 2 3 4 5 6
3 2 1 6 5 4
)
.
Sea τ otra permutacio´n dada por
τ =
(
1 2 3 4 5 6
3 4 5 1 2 6
)
,
entonces τρ, componiendo de derecha a izquierda, como en la composicio´n de
funciones, es
τρ =
(
1 2 3 4 5 6
5 4 3 6 2 1
)
.
La permutacio´n inversa de τρ es
(τρ)−1 = ρ−1τ−1 =
(
1 2 3 4 5 6
6 5 3 2 1 4
)
.
⋄
Definicio´n 9 (Grupo sime´trico). Sea A el conjunto finito {1, 2, . . . , n}. El grupo
SA se llama grupo sime´trico en n s´ımbolos, y es denotado por Sn.
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Ejemplo 6. El grupo sime´trico S3 es {ρ0, ρ1, ρ2, ρ3, ρ4, ρ5} con
ρ0 =
(
1 2 3
1 2 3
)
, ρ1 =
(
1 2 3
1 3 2
)
, ρ2 =
(
1 2 3
2 1 3
)
,
ρ3 =
(
1 2 3
2 3 1
)
, ρ4 =
(
1 2 3
3 1 2
)
, ρ5 =
(
1 2 3
3 2 1
)
.
Note que S3 tiene 3! elementos. En general, Sn contiene n! elementos, es decir,
n! es el orden de Sn. ⋄
Definicio´n 10 (Subgrupo). Sea (G, ∗) un grupo. Si H ⊆ G, H 6= Ø, es un
grupo bajo la operacio´n ∗, entonces decimos que H es un subgrupo de G y lo
denotamos como H 6 G.
Ejemplo 7. El grupo (Z,+) es subgrupo de (R,+), pues Z ⊆ R y en (Z,+), la
operacio´n suma es la restriccio´n de la operacio´n suma en (R,+). ⋄
De acuerdo a la definicio´n 5, se puede mostrar que todo grupo G tiene al me-
nos dos subgrupos: {e} y G mismo. Tambie´n se puede probar que la interseccio´n
de una coleccio´n de subgrupos de G es un subgrupo de G.
Teorema 1. Si H ⊆ G, H 6= Ø, entonces H es subgrupo de (G, ∗) si y so´lo si
i) ∀h1, h2 ∈ H, entonces h1 ∗ h2 ∈ H.
ii) Si h ∈ H, entonces h−1 ∈ H.
Prueba. Dado un grupo (G, ∗) y H ⊆ G se tiene que:
“⇒”
1© Sea H subgrupo de (G, ∗), hipo´tesis.
2© Puesto que H es grupo, entonces i) y ii) se cumplen, por definicio´n.
“⇐”
3© Sean h1, h2 ∈ H, entonces h1 ∗ h2 ∈ H por i).
4© Sean h1, h2, h3 ∈ H. Puesto que h1 ∗ h2 ∈ H y h2 ∗ h3 ∈ H por i),
H ⊆ G, y (G, ∗) es grupo, entonces (h1 ∗ h2) ∗ h3 = h1 ∗ (h2 ∗ h3).
5© Puesto que H 6= Ø, entonces existe un h ∈ H, y tambie´n existe
h−1 ∈ H por ii), tales que h ∗ h−1 = e ∈ H, por i).
6© Para todo h ∈ H, existe h−1 ∈ H por ii).
Entonces, por 3©, 4©, 5© y 6© H es un grupo y por tanto subgrupo de (G, ∗).
El conjunto nZ = {. . . ,−3n,−2n,−n, 0, n, 2n, 3n, . . .} = {zn : z ∈ Z} junto
con la operacio´n suma de enteros es subgrupo de (Z,+). En efecto, nZ ⊆ Z,
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nZ 6= Ø, y ∀z1, z2 ∈ Z se cumple que z1n + z2n = (z1 + z2)n ∈ nZ, y ∀z ∈ Z el
inverso de zn es (−z)n.
Definicio´n 11 (Subgrupo generado y conjunto generador de un grupo). Sea
(G, ∗) un grupo y S ⊆ G. Definimos 〈S〉 como la interseccio´n de todos los sub-
grupos de G que contienen a S; en s´ımbolos
〈S〉 :=
⋂
H6G
S⊆H
H .
Decimos que S es generador de G, si 〈S〉 = G.
Se puede demostrar que un elemento de G esta´ en 〈S〉, si y so´lo si se puede
obtener como un producto finito de elementos de S ∪ S−1, donde S−1 := {g−1 :
g ∈ S}. Si S = Ø, entonces 〈S〉 resulta ser el grupo trivial {e}.
Definicio´n 12. Un subgrupo H de G se dice que es c´ıclico si existe a ∈ H tal
que H = 〈{a}〉. En este caso H = {an : n ∈ Z}.
Ejemplo 8. El grupo (Z,+) es c´ıclico pues Z = 〈1〉. Este grupo tambie´n puede
ser generado por el conjunto {2, 3}.
Otro ejemplo de grupo c´ıclio es (Z3,+). En efecto, Z3 = 〈1〉 = 〈2〉. ⋄
Definicio´n 13 (Producto entre conjuntos). Dados dos subconjuntos S y T de
un grupo G, definimos su producto ST como
ST = {st : s ∈ S y t ∈ T} .
Si S,R, T son subconjuntos de un grupo G, entonces S(RT ) = (SR)T , pues
para todo s ∈ S, r ∈ R y t ∈ T se cumple que s(rt) = (sr)t; luego el producto
entre conjuntos es asociativo. Si S = {g} entonces escribimos gT y Tg en vez de
{g}T y T{g}, respectivamente.
Es importante observar que si H es subgrupo de G entonces HH = H.
Definicio´n 14 (Clase lateral). Dado un grupo G,H subgrupo de G y un g ∈ G,
decimos que:
1. gH = {gh : h ∈ H} es una clase lateral izquierda de H en G.
2. Hg = {hg : h ∈ H} es una clase lateral derecha de H en G.
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Ejemplo 9. H = {0, 3} es un subgrupo de (Z6,+). Las clases laterales izquierdas
de H son:
• 0 +H = {0, 3} = H
• 1 +H = {1, 4}
• 2 +H = {2, 5}
• 3 +H = {3, 0} = H
• 4 +H = {4, 1} = 1 +H
• 5 +H = {5, 2} = 2 +H.
Se puede observar que realmente hay tres clases laterales izquierdas dife-
rentes: H, 1 + H y 2 + H. Observe tambie´n que las diferentes clases laterales
izquierdas particionan a Z6. Adema´s, como (Z6,+) es un grupo abeliano, en-
tonces cada clase lateral izquierda, es igual a su respectiva clase lateral derecha:
0 +H = H + 0, 1 +H = H + 1 y 2 +H = H + 2. ⋄
Definicio´n 15 (Conjugado). Dado un grupo G y x, a ∈ G, decimos que el
conjugado de x bajo a es a−1xa.
Definicio´n 16 (Subgrupo normal). Un subgrupo N de un grupo G, es llamado
normal, lo cual se representa por N ⊳G, si es invariante bajo la conjugacio´n, es
decir, ∀n ∈ N y ∀g ∈ G, g−1ng ∈ N o, equivalentemente, ∀g ∈ G,Ng = gN .
Ejemplo 10. Si G es un grupo, entonces los subgrupos {e} y G son subgrupos
normales. Ahora, si G es abeliano, todos sus subgrupos son normales puesto que
∀n ∈ N y g ∈ G, g−1ng = g−1gn = en = n.
El conjunto {±I2}, siendo I2 la matriz identidad de dimensio´n dos, es un
subgrupo normal de SL(2,Z). ⋄
Definicio´n 17 (Grupo cociente). Dado un subgrupo normal N de un grupo G,
definimos el grupo cociente, G/N , como el conjunto de todas las clases laterales
izquierdas de N en G, es decir, G/N = {gN : g ∈ G}, con la operacio´n de grupo
dada por el producto de estos subconjuntos.
Teorema 2 (Grupo cociente). Dados G un grupo y N un subgrupo normal,
entonces G/N es un grupo.
Prueba. Sean aN, bN y cN clases laterales izquierdas de N en G, entonces:
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1© Veamos la clausuratividad
(aN)(bN) = (aN)(Nb)
= a(NN)b
= aNb
= a(Nb)
= a(bN)
= (ab)N .
Como ab ∈ G, entonces (ab)N es una clase lateral izquierda de N en G.
2© Ahora la asociatividad
[(aN)(bN)] (cN) = ((ab)N) cN
= (ab)(Nc)N
= (ab)(cN)N
= ((ab)c)N
= (a(bc))NN
= (aN) ((bc)N)
= (aN) [(bN)(cN)] .
3© N juega el papel de elemento neutro de G/N , pues
N(aN) = (Na)N
= (aN)N
= a(NN)
= aN .
4© ∀aN ∈ G/N,∃bN ∈ G/N tal que (aN)(bN) = N ; tal elemento es a−1N
pues (aN)(a−1N) = (aa−1)N = N .
Ejemplo 11. Considere el grupo (Z,+) y el subgrupo (nZ,+), con n un entero
positivo; es obvio que nZ es normal puesto que (Z,+) es abeliano. Entonces, el
conjunto de las clases laterales izquierdas {0 + nZ, 1 + nZ, . . . , (n − 1) + nZ},
forman el grupo cociente Z/nZ. E´ste es un grupo c´ıclico de orden n. El grupo
(Z/nZ,+) es isomorfo a (Zn,+).
Otro ejemplo es el cociente entre el grupo SL(2,Z) y el subgrupo normal
{±I2}, donde cada elemento resulta ser {±A}, A ∈ SL(2,Z). Este grupo es
denotado como PSL(2,Z) y es objeto de estudio en la seccio´n 2.2. ⋄
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Definicio´n 18 (Nu´cleo de un homomorfismo). Sea φ : G→ H un homomorfismo
entre grupos. Al conjunto {g ∈ G : φ(g) = e} se le llama nu´cleo de φ.
Resulta inmediato verificar que el nu´cleo de un homomorfismo es subgrupo
normal.
Teorema 3 (Teorema fundamental de homomorfismos). Dados los grupos G y
H, y un epimorfismo φ : G → H, existe un u´nico isomorfismo π˜ : G/N → H,
donde N es el nu´cleo de φ tal que el diagrama
G
G/N H
 
 	
pi @
@@R
φ
-p˜i
conmuta, es decir, φ = π˜ ◦π. Aca´ π denota al homomorfismo cano´nico, o sea, el
que env´ıa cada elemento de G en su clase lateral izquierda.
Definicio´n 19 (Alfabeto, letras, s´ılabas, palabras). Sea el conjunto A = {ai : i ∈
I}, I un conjunto finito o infinito; a A le llamaremos el alfabeto, a sus elementos
ai letras, a los elementos de la forma a
n
i , n ∈ Z, s´ılabas con a
1
i = ai, y a las
cadenas finitas de s´ılabas de la forma an1i1 a
n2
I2
. . . anmim palabras.
Note que en una palabra an1i1 a
n2
I2
. . . anmim se permite que aij = aij+1 para algu´n j.
Escribiremos la palabra vac´ıa como e.
Ejemplo 12. Dado un alfabeto A = {a1, a2, a3} entonces
• a1, a2, a3 son las letras de A,
• a31, a1, a
−2
3 son s´ılabas,
• a21a
−2
3 a
2
3, a3a
2
2a1a
−1
2 son palabras. ⋄
Sea w = an1i1 a
n2
I2
. . . anmim una palabra tal que aij = aij+1 para algu´n j. Enton-
ces, diremos que la palabra que resulta de sustituir a a
nj−1
ij−1
a
nj
ij
a
nj+1
ij+1
a
nj+2
ij+2
en w
por a
nj−1
ij−1
a
nj+nj+1
ij
a
nj+2
ij+2
si nj + nj+1 6= 0, o´ por a
nj−1
ij−1
a
nj+2
ij+2
si nj + nj+1 = 0, fue
obtenida de w mediante una contraccio´n. Si w = an1i1 a
n2
I2
. . . anmim es una palabra
tal que nj = 0 para algu´n j, entonces diremos que la palabra que se obtiene de
suprimir a a0ij en w fue obtenida tambie´n por una contraccio´n.
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Definicio´n 20 (Palabra reducida). Una palabra donde no hay contracciones
posibles es llamada palabra reducida. En caso contrario decimos que no es redu-
cida.
Ejemplo 13. En el alfabeto B = {b1, b2}, la palabra b2b
2
2b1b
−1
1 b2b
3
1 es no redu-
cida, pero, por contracciones lo puede ser a
b2b
2
2b1b
−1
1 b2b
3
1 = b
3
2b1b
−1
1 b2b
3
1
= b32b2b
3
1
= b42b
3
1 . ⋄
La yuxtaposicio´n entre dos palabras reducidas ω = sa1i1 s
a2
I2
. . . samim y θ =
sb1j1s
b2
j2
. . . sbnjn , que denotaremos por ω ∗ θ, se realiza de la siguiente forma: se
toma la palabra ωθ := sa1i1 s
a2
I2
. . . samim s
b1
j1
sb2j2 . . . s
bn
jn
que se obtiene de colocar θ a la
derecha de ω y se suprimen las u´ltimas k s´ılabas de ω tales que s
am−k+1
im−k+1
. . . samim =
s−bkjk . . . s
−b1
j1
junto con las primeras k s´ılabas de θ, donde k es maximal respecto
a esta propiedad. Entonces se tiene que:
• Si m = n, y en el caso que k = m, ω ∗ θ se define como la palabra vac´ıa;
• Si m < n, y en el caso que k = m, entonces ω ∗ θ := s
bm+1
jm+1
. . . sbnjn ;
• Si m > n, y en el caso que k = n, entonces ω ∗ θ := sa1i1 . . . s
am−n
im−n
;
• Pero si k < mı´n{m,n}, pueden ocurrir dos situaciones:
· Si sim−k es distinto de sjk+1, entonces ω ∗ θ := s
a1
i1
. . . s
am−k
im−k
s
bk+1
jk+1
. . . sbnjn ;
· Si sim−k es igual a sjk+1 , entonces ω ∗ θ := s
a1
i1
. . . s
am−k+bk+1
im−k
s
bk+2
jk+2
. . . sbnjn ;
Ejemplo 14. Las palabras reducidas ω = a4a
2
3a
4
4a
−2
5 y θ = a
2
5a
−4
4 a3 construidas
sobre el conjunto S = {a1, a2, a3, a4, a5}, al ser yuxtapuestas se obtiene a4a
3
3. ⋄
Al conjunto formado por todas las palabras reducidas de un alfabeto S, lo
denotaremos como FS .
En la categor´ıa de los grupos existen objetos libres llamados grupos libres,
veamos su definicio´n.
Definicio´n 21 (Grupo libre). Un grupo (G, ∗) es libre si existe S ⊆ G−{e} tal
que:
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i) Todo g ∈ G− {e} puede escribirse en forma u´nica como
g = sa11 s
a2
2 . . . s
an
n , (1.1)
donde n > 1, cada si ∈ S, ai ∈ Z − {0}, y los si adyacentes son diferentes
entre s´ı.
ii) Ninguna expresio´n de la forma (1.1) que tenga las cuatro propiedades da
la identidad en G.
Teorema 4. El conjunto de todas las palabras reducidas, denotado como FS, de
un alfabeto S = {si : i ∈ I}, junto con la operacio´n yuxtaposicio´n, forma un
grupo.
Prueba.
1© Por la definicio´n misma de yuxtaposicio´n, el producto de dos palabras
reducidas produce una palabra reducida.
2© La palabra vac´ıa e es tal que ∀ω ∈ FS se cumple que ω ∗ e = e ∗ω = ω. Por
lo tanto e es el elemento neutro en FS .
3© Si ωi = s
a1
i1
. . . samim es una palabra reducida, entonces la palabra ω
−1
i :=
s−amim . . . s
−a1
i1
es tambie´n reducida y claramente es inverso de ω.
4© Para cada s ∈ FS y a = ±1, sea
|sa| : FS → FS
sa11 . . . s
an
n 7→ s
a ∗ sa11 . . . s
an
n .
Puesto que |s|◦|s−1| = idFS = |s
−1|◦|s|, cada |sa| es una permutacio´n de FS
(con inversa |s−a|). Sea A(FS) el grupo sime´trico de FS , definicio´n 9, y F0
el subgrupo generado por {|s| : s ∈ S}. Definimos la funcio´n φ : FS → F0
dada por e → idFS y s
a1
i1
. . . sanin 7→ |s
signo(a1)
i1
|◦|a1| ◦ · · · ◦ |s
signo(an)
in
|◦|an|,
donde signo(a) es igual a 1 si a es positivo y −1 si a es negativo, y f◦n
significa la composicio´n de f consigo misma n veces. Es claro que φ es
sobreyectiva y que satisface φ(ω1 ∗ ω2) = φ(ω1) ◦ φ(ω2) para todo ω1, ω2 ∈
FS . Puesto que la funcio´n φ(s
a1
i1
. . . sanin ) env´ıa la palabra vac´ıa en s
a1
1 . . . s
an
n
se deduce inmediatamente que φ(sa1i1 . . . s
an
in
) = idFS si y so´lo si s
a1
i1
. . . sanin es
la palabra vac´ıa. Como φ(ω1∗ω2) = φ(ω1)◦φ(ω2), lo anterior implica que φ
es inyectiva. El hecho de que (F0, ◦) es un grupo y que φ
−1 transforma ◦ en
∗ muestra que la asociatividad se preserva en FS y que φ es un isomorfismo
de grupos. Obviamente FS = 〈S〉.
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Entonces, por 1©, 2©, 3© y 4©, FS es un grupo.
Es fa´cil ver que el grupo FS descrito en el teorema 4 es un grupo libre. Note
que FS es infinito para todo conjunto S 6= ∅.
Ejemplo 15. Si S = {a} entonces el grupo libre FS es c´ıclico y por tanto
abeliano.
El conjunto S = {a, b} genera el grupo libre FS donde algunos elementos
pertenecientes a FS son ω1 = a
2b3, ω2 = ba
2b3, ω3 = a
−2b3a, ω0 = , (ω0 es la
palabra vac´ıa), etce´tera. Es interesante observar que dos elementos ω1, ω2 de FS
conmutan si y so´lo si existe ω en FS tal que ω1 = ω
m y ω2 = ω
n para algunos
enteros m,n. ⋄
Un modo de definir un grupo es por una presentacio´n: se especifica un con-
junto S, y un subconjunto R de FS . Luego se toma la interseccio´n de todos los
subgrupos normales de FS que contienen a R, que denotamos por N(R). Forma-
mos el grupo FS/N(R) al cual denotamos por 〈S|R〉. El grupo 〈S|R〉 se puede
interpretar como el grupo ma´s grande posible en el que se cumplen cada una de
las relaciones r = e, r ∈ R. De manera precisa, el que se satisfagan las relaciones
significa que si r = sa1i1 . . . s
am
im
, entonces en el grupo 〈S|R〉 se cumple la igualdad
(si1N)
a1 . . . (simN)
am = N , donde N denota N(R). El que sea el grupo ma´s
grande con esta propiedad quedara´ aclarado por el teorema 5. En la pra´ctica, en
lugar de escribir pN , donde p ∈ FS , se escribe simplemente p¯. El hecho de que
(pN)(qN) = (p ∗ q)N se refleja en la nueva notacio´n como p¯q¯ = p ∗ q.
Definicio´n 22 (Presentacio´n de un grupo y grupo finitamente presentable).
Formalmente se dice que un grupo G admite la presentacio´n
〈S|R〉
si G es isomorfo a 〈S|R〉. Se dice que G es finitamente presentable si existe una
presentacio´n 〈S|R〉 suya en la que S y R son finitos.
Normalmente, cuando S y R son finitos se omiten las llaves en la notacio´n
〈S|R〉.
Ejemplo 16. El grupo c´ıclico Zn tiene la presentacio´n
〈{a}|{an}〉 ,
la cual, de acuerdo a la convencio´n anterior, puede ser escrita como
〈a|an〉 . ⋄
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Todo grupo admite una presentacio´n, y de hecho diversas presentaciones; una
presentacio´n es a menudo la forma ma´s compacta de describir la estructura de
un grupo.
Ejemplo 17. Recordemos que el grupo sime´trico S3 es {ρ0, ρ1, ρ2, ρ3, ρ4, ρ5} con
ρ0 =
(
1 2 3
1 2 3
)
, ρ1 =
(
1 2 3
1 3 2
)
, ρ2 =
(
1 2 3
2 1 3
)
,
ρ3 =
(
1 2 3
2 3 1
)
, ρ4 =
(
1 2 3
3 1 2
)
, ρ5 =
(
1 2 3
3 2 1
)
.
E´ste admite la presentacio´n
〈a, b|a2, b3, bab−2a−1〉 .
En efecto, se puede ver que existe un isomorfismo φ : 〈a, b|a2, b3, bab−2a−1〉 → S3,
que env´ıa a aN en ρ2 y a bN en ρ3, donde N es N(a
2, b3, bab−2a−1). ⋄
Teorema 5 (Van Dyck). Sea G un grupo y A ⊆ G tal que G = 〈A〉, y sea
ι : S → A una biyeccio´n entre A y un conjunto S. Supongamos que R es un
conjunto de palabras en S con la propiedad de que si sn1i1 s
n2
I2
. . . snmim ∈ R, entonces
ι(si1)
n1ι(sI2)
n2 . . . ι(sim)
nm = eG. Entonces existe un epimorfismo f : 〈S|R〉 → G
que env´ıa sN 7→ f(sN) = ι(s), ∀s ∈ S. Aca´ N denota N(R).
Ejemplo 18. Tomando G = S3, y S = {ρ2, ρ3} se puede ver que el generado de
S es S3. Adema´s, se puede verificar directamente que ρ
2
2, ρ
3
3, ρ3ρ2ρ
−2
3 ρ
−1
2 son la
permutacio´n identidad. El teorema de Van Dyck nos dice que existe un epimor-
fismo φ : 〈ρ2, ρ3|ρ
2
2, ρ
3
3, ρ3ρ2ρ
−2
3 ρ
−1
2 〉 → S3 que env´ıa a ρ2N en ρ2 y a ρ3N en ρ3.
Se puede ver que φ es de hecho un isomorfismo, verificando que el nu´cleo de φ
es {N}.
Definicio´n 23 (Producto libre). Se define el producto libre G ∗ H entre dos
grupos G y H como el grupo conformado por:
1. El conjunto de todas las palabras de la forma s1s2 . . . sn, si /∈ {eG, eH},
n > 1, y la palabra vac´ıa notada como e; donde, si si ∈ G (respectivamente
H), entonces si−1 ∈ H (respectivamente G), 2 6 i 6 n, es decir, cada
elemento en G ∗H corresponde al producto alternado de elementos de G
y elementos de H.
2. La operacio´n definida sobre G ∗ H corresponde a la multiplicacio´n de las
palabras de dicho grupo definida como:
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La multiplicacio´n entre dos palabras ω = si1si2 . . . sim y θ = sj1sj2 . . . sjn,
que denotaremos por ω∗θ, se realiza de la siguiente forma: se toma la pala-
bra ωθ := si1si2 . . . simsj1sj2 . . . sjn que se obtiene de colocar θ a la derecha
de ω y se suprimen las u´ltimas k s´ılabas de ω tales que sim−k+1 . . . sim =
s−1jk . . . s
−1
j1
junto con las primeras k s´ılabas de θ, donde k es maximal res-
pecto a esta propiedad. Entonces se tiene que:
• Si m = n, y en el caso que k = m, ω ∗ θ se define como la palabra
vac´ıa;
• Si m < n, y en el caso que k = m, entonces ω ∗ θ := sjm+1 . . . sjn ;
• Si m > n, y en el caso que k = n, entonces ω ∗ θ := si1 . . . sim−n ;
• Pero si k < mı´n{m,n}, pueden ocurrir dos situaciones:
· Si sim−k ∈ G y sjk+1 ∈ H o vicecersa (de donde se deduce que k es
igual a cero), entonces ω ∗ θ := si1 . . . simsj1 . . . sjn;
· Si sim−k , sjk+1 ∈ G o´ sim−k , sjk+1 ∈ H (en este caso k es mayor o
igual a cero), entonces ω ∗ θ := si1 . . . sim−k−1ssjk+2 . . . sjn , donde s es
la subpalabra obtenida de la yuxtaposicio´n de sim−k y sjk+1 tal como
fue definida en la pa´gina 11.
En esta definicio´n se supone impl´ıcitamente que los grupos G y H son dis-
juntos. Esto no constituye pe´rdida alguna de generalidad puesto que siempre es
posible forzar esta condicio´n mediante un simple truco conjuntista.
Note que los grupos G y H son subgrupos de G ∗H.
Si G tiene presentacio´n 〈SG|RG〉 y H tiene presentacio´n 〈SH |RH〉, entonces
una presentacio´n de G ∗H es 〈SG ∪ SH |RG ∪RH〉
Ejemplo 19. El grupo Z2 tiene presentacio´n 〈a|a
2〉 y el grupo Z3 tiene presen-
tacio´n 〈b|b3〉, entonces Z2 ∗ Z3 tiene presentacio´n 〈a, b|a
2, b3〉. ⋄
Con la siguiente discusio´n, acerca de factorizaciones en un grupo y su clasi-
ficacio´n, concluimos la introduccio´n de los elementos necesarios de la teor´ıa de
grupos para abordar el estudio del tema central de este trabajo: el problema de
clasificacio´n de factorizaciones especiales en SL(2,Z).
Definicio´n 24 (Factorizacio´n en un grupo, producto de una factorizacio´n y
factorizacio´n de un elemento). Sea (G, ·) un grupo. Una factorizacio´n en G es
una n-tupla (g1, . . . , gn) (con n > 0) de elementos de G. Hay una u´nica 0-tupla
que es el conjunto vac´ıo. Llamamos producto de la factorizacio´n (g1, . . . , gn) al
elemento g1 · · · gn de G. El producto de la factorizacio´n vac´ıa se define como el
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elemento identidad de G. Decimos que (g1, . . . , gn) es una factorizacio´n de g si
su producto es g.
Definicio´n 25 (Cambio de Hurwitz). Dado un grupo (G, ·) y una factorizacio´n
en G, (g1, g2, . . . , gn), decimos que se efectu´a un cambio de Hurwitz si
(g1, . . . , gi, gi+1, . . . , gn) 7→ (g1, . . . , gi−1, gigi+1g
−1
i , gi, gi+2, . . . , gn)
o´
(g1, . . . , gi, gi+1, . . . , gn) 7→ (g1, . . . , gi−1, gi+1, g
−1
i+1gigi+1, gi+2, . . . , gn) .
En el primer caso diremos que se efectuo´ un cambio de Hurwitz a la izquierda,
y en el segundo que se efectuo´ un cambio de Hurwitz a la derecha en el i−e´simo
par.
Note que cada uno es el inverso del otro. Es importante observar que si
(g′1, . . . , g
′
m) se obtiene de (g1, . . . , gn) por aplicacio´n sucesiva de cambios de Hur-
witz, entonces n = m y g′1 . . . g
′
n = g1 . . . gn, es decir, su producto es igual.
Ejemplo 20. En el grupo 〈a, b|a2, b3〉, dada la factorizacio´n (a, b2, a, b, a2, b),
al realizar un cambio de Hurwitz a la derecha sobre el tercer par, se obtiene
(a, b2, b, b2ab, a2, b).
Note que si g = ab2aba2b y g′ = ab2[(b)(b2ab)]a2b = ab2[(bb2)ab]a2b =
ab2(ab)a2b, entonces g y g′ son iguales. ⋄
Existen dos relaciones de equivalencia muy naturales que se pueden definir
en un conjunto de factorizaciones de un grupo.
Definicio´n 26. Sean (g1, . . . , gn) y (g
′
1, . . . , g
′
n) dos factorizaciones en un gru-
po G. Decimos que e´stas son Hurwitz equivalentes, lo cual denotamos como
(g1, . . . , gn) ≡H (g
′
1, . . . , g
′
n), si existe una secuencia finita de cambios de Hurwitz
que transforma la primera en la segunda. Decimos que e´stas son equivalentes, lo
cual denotamos como (g1, . . . , gn) ≡ (g′1, . . . , g
′
n), si existe un elemento de g ∈ G
tal que (g′1, . . . , g
′
n) es Hurwitz equivalente a (gg1g
−1, . . . , ggng
−1).
Proposicio´n 2. Las relaciones ≡H y ≡ son relaciones de equivalencia.
Prueba. Sea F = {α : α es una factorizacio´n de un g ∈ G} y permı´tase a Hi :
F → F denotar un movimiento de Hurwitz a la derecha sobre los factores i e
i+ 1, entonces:
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• Si a cualquier factorizacio´n α de g se le realiza un Hi y seguidamente un
H−1i , donde H
−1
i denota un cambio de Hurwitz a la izquierda, se obtiene
la factorizacio´n original, por lo tanto, α ≡H α.
• Si α1 es Hurwitz equivalente a α2 mediante una secuencia finita de movi-
mientos de HurwitzHδ1i1 H
δ2
i2
. . . Hδnin , con δi ∈ {−1, 1} y H
1
ij
= Hij , entonces
la secuencia H−δnin . . . H
−δ2
i2
H−δ1i1 sobre α2, convierte α2 en α1. Por lo tanto,
si α1 ≡H α2 entonces α2 ≡H α1.
• Sean α1, α2, α3 tres factorizaciones de g tales que α1 ≡H α2 mediante una
secuencia finita de movimientos de Hurwitz Hδ1i1 H
δ2
i2
. . . Hδnin , y α2 ≡H α3
mediante una secuencia finita de movimientos de HurwitzHλ1j1 H
λ2
j2
. . . Hλmjm ,
entonces α1 ≡H α3 mediante la secuencia H
δ1
i1
Hδ2i2 . . . H
δn
in
Hλ1j1 H
λ2
j2
. . . Hλmjm .
Por tanto, si α1 ≡H α2 y α2 ≡H α3 entonces α1 ≡H α3.
Luego, la relacio´n ≡H es reflexiva, sime´trica y transitiva, lo que implica que es
una relacio´n de equivalencia.
De manera similar se puede verificar que ≡ es relacio´n de equivalencia.
Es importante observar que si dos factorizaciones son equivalentes, entonces
son Hurwitz equivalentes.
Concluimos esta unidad diciendo que, de ahora en adelante, siempre que no
se presente confusio´n, al elemento identidad de un grupo lo denotaremos como
1.
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Unidad 2
Problema de clasificacio´n de
factorizaciones especiales en
SL(2,Z) y su reduccio´n a un
problema ana´logo en G
2.1 Motivacio´n y enunciado del problema
Sea D2 el disco cerrado {z ∈ C : |z| 6 1} dotado de su orientacio´n esta´ndar.
Definicio´n 27. Una fibracio´n el´ıptica topolo´gica sobre el disco es una funcio´n
suave f : X → D2, tal que:
1. f es sobreyectiva;
2. X es una 4−variedad suave con frontera compacta, orientada y conexa;
3. f(intX) = intD2 y f(∂X) = ∂D2;
4. f tiene un nu´mero finito (posiblemente cero) de valores cr´ıticos
q1, . . . , qk, y todos esta´n en intD
2;
5. f es localmente holomorfa, es decir, para cada p ∈ intX existen cartas
orientacio´n preservantes alrededor de p y f(p), que van a abiertos de C2
y de C (dotados de la orientacio´n esta´ndar) respecto a las cuales f es
holomorfa;
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6. la preimagen de cada valor regular es una 2−variedad suave cerrada, orien-
table y conexa, de ge´nero 1.
Definicio´n 28. Dos fibraciones el´ıpticas topolo´gicas sobre el disco f : X → D2
y g : Y → D2 se dice que son topolo´gicamente equivalentes si existen difeo-
morfismos H : X → Y y h : D2 → D2 que preservan orientacio´n, tales que
h ◦ f = g ◦H.
Definicio´n 29. Una fibracio´n el´ıptica topolo´gica sobre el disco f : X → D2 se
dice que es:
1. Relativamente minimal si ninguna de sus fibras contiene una esfera embe-
bida cuya auto–interseccio´n es −1.
2. De Lefschetz estricta si es relativamente minimal y para cada punto cr´ıtico
p (necesariamente contenido en intX) de f existen cartas alrededor de p
y f(p) como en la condicio´n 5 de la definicio´n 27, en las que f toma la
forma (z1, z2) → z
2
1 + z
2
2 y, adema´s, f es inyectiva cuando se restringe al
conjunto de todos los puntos cr´ıticos. A una fibracio´n el´ıptica topolo´gica
sobre el disco que es de Lefschetz estricta la abreviamos por FETLE.
Es importante observar que estas dos propiedades, la relativa minimalidad y
el ser de Lefschetz estricta, son preservadas por la equivalencia topolo´gica.
Consideremos ahora el grupo SL(2,Z) formado por las matrices 2 × 2 con
entradas enteras y determinante uno. Sea
T =
(
1 1
0 1
)
,
y sea S el conjunto de todas las matrices conjugadas de T, es decir, el conjunto
de todas las matrices de la forma A−1TA con A ∈ SL(2,Z).
Definicio´n 30. Llamaremos factorizacio´n especial a cada factorizacio´n en SL(2,Z)
cuyas entradas pertenecen a S, es decir, a cada elemento de
F := ∪r>0S
r ,
donde Sr denota el producto cartesiano de S consigo mismo r veces, y S0 se toma,
por definicio´n, como el conjunto cuyo u´nico elemento es Ø. Una factorizacio´n
especial (G1, . . . ,Gr) se dice que es una factorizacio´n especial de B ∈ SL(2,Z)
si adema´s satisface G1 . . .Gr = B. Por definicio´n, a Ø se le considerara´ una
factorizacio´n especial de la matriz identidad I2.
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Recordemos, por la proposicion 2, que en cualquier conjunto de factoriza-
ciones de un grupo dado G se pueden definir dos relaciones de equivalencia, las
cuales denotamos como ≡H y ≡. Entonces podemos considerar los conjuntos de
clases de equivalencia F/ ≡H y F/ ≡.
Proposicio´n 3. Existe una regla que asigna a cada fibracio´n el´ıptica topolo´gica
sobre el disco de Lefschetz estricta (FETLE) un u´nico elemento de F/ ≡. Dicha
regla es sobreyectiva y tiene la propiedad de que dos FETLE son topolo´gicamente
equivalentes si y so´lo si tienen la misma imagen en F/ ≡.
Lo que esto significa es que el problema de clasificacio´n, excepto por equiva-
lencia topolo´gica de las FETLEs, es equivalente al problema de describir a F/ ≡.
Un subconjunto R de F con la propiedad de que cada elemento de F/ ≡ es
representado por exactamente un elemento de R, junto con un mecanismo que,
para cada elemento de F nos diga a cua´l de los elementos de R es equivalente,
ser´ıa una descripcio´n completa de F/ ≡. El problema correspondiente para el
conjunto F/ ≡H puede ser considerado como parte sustancial del problema de
describir a F/ ≡.
Consideremos ahora la funcio´n producto p : F → SL(2,Z) definida por
p(G1, . . . ,Gr) = G1 . . .Gr que le asigna cada factorizacio´n su producto, es de-
cir, el elemento de SL(2,Z) del cual es factorizacio´n. La funcio´n p es claramente
constante en cada clase de equivalencia bajo ≡H . Esto hace que la funcio´n p
determine una funcio´n p : F/ ≡H→ SL(2,Z). El problema de describir a F/ ≡H
puede entonces organizarce de la siguiente forma: para cada B ∈ SL(2,Z) se
define F(B) := p−1(B) y entonces
F =
∐
B∈SL(2,Z)
F(B)
y
F/ ≡H =
∐
B∈SL(2,Z)
(F(B)/ ≡H ) .
Esto significa que para describir a F/ ≡H basta describir F(B)/ ≡H para cada
B ∈ SL(2,Z).
El problema al que damos solucio´n en este trabajo es el de dar una descrip-
cio´n parcial de F(B)/ ≡H para cada B ∈ SL(2,Z). Espec´ıficamente, se propone
un algoritmo que para un B ∈ SL(2,Z) dado, encuentra una coleccio´n R(B)
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de factorizaciones especiales de B con la propiedad de que toda factorizacio´n es-
pecial de B es Hurwitz equivalente a al menos una de las factorizaciones en R(B).
El siguiente resultado, debido a Livne [4], provee una descripcio´n completa
de F(I2)/ ≡H , donde I2 es la matriz identidad 2× 2.
Teorema 6 (Livne). Sean
V =
(
1 0
−1 1
)
y T =
(
1 1
0 1
)
,
entonces toda factorizacio´n especial de I2 es Hurwitz equivalente a una, y so´lo
una, de las factorizaciones
R(I2) :=
{
(V,T, . . . ,V,T)︸ ︷︷ ︸
6s pares V,T
: s > 0
}
.
Adema´s, existe un algoritmo que toma una factorizacio´n especial de I2 y encuen-
tra una secuencia de movimientos de Hurwitz que la transforma en una de estas
factorizaciones especiales particulares.
Para un conocimiento ma´s profundo de lo tratado en las siguientes secciones,
puede consultarse [3, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24].
2.2 El grupo SL(2,Z)
En a´lgebra, geometr´ıa y teor´ıa de nu´meros, entre otras a´reas de las matema´ticas
avanzadas, aparece de forma natural la necesidad de estudiar el grupo de matrices
llamado Lineal Especial de grado dos, SL(2,Z) (Special linear), que consiste en
el conjunto de matrices invertibles de dimensio´n 2×2 con entradas en los enteros
y determinante igual a uno.
Teorema 7. SL(2,Z) es un grupo bajo la operacio´n multiplicacio´n de matrices.
Prueba. Sean A,B,C ∈ SL(2,Z), entonces:
1© Puesto que det(AB) = det(A) det(B) = 1× 1 = 1, y puesto que cada entra-
da de AB, que es de dimensio´n 2× 2, es entera, entonces AB ∈ SL(2,Z).
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2© Por las propiedades de multiplicacio´n de matrices, sabemos que A(BC) =
(AB)C.
3© ∃ un 1 ∈ SL(2,Z) tal que ∀A ∈ SL(2,Z) se cumple que A1 = 1A = A. Tal
elemento es I2 =
(
1 0
0 1
)
.
4© ∀A =
(
a b
c d
)
∈ SL(2,Z),∃A−1 ∈ SL(2,Z), tal que AA−1 = A−1A = I2.
Tal elemento es
(
d −b
−c a
)
.
Discutiremos ahora la estructura del grupo SL(2,Z), mostrando que e´l es
generado por dos elementos particulares.
Teorema 8. Las matrices S =
(
0 −1
1 0
)
y T =
(
1 1
0 1
)
generan a SL(2,Z). Ma´s
au´n, cada elemento en SL(2,Z) puede expresarse como un producto de potencias
positivas de S y T.
Prueba. Sea G el subgrupo de SL(2,Z) generado por S y T. Probaremos que
G = SL(2,Z).
1© Si A =
(
a b
c d
)
se tiene:
SA =
(
−c −d
a b
)
, Tn =
(
1 n
0 1
)
y TnA =
(
a+ nc b+ nd
c d
)
.
Observe que la premultiplicacio´n por S intercambia las filas de A cambiando
el signo de la primera fila para preservar el determinante; y la premultipli-
cacio´n por Tn suma n veces la fila 2 a la fila 1 en A.
2© Si c = 0 entonces A =
(
1 b
0 1
)
= Tb o´ A =
(
−1 b
0 −1
)
= S2T−b y queda
probado.
3© Si c 6= 0 entonces ejecute el algoritmo de divisio´n de Euclides sobre la
primera columna de A hasta obtener en ella (±1, 0)t, de la siguiente forma:
i← 0 donde el s´ımbolo ← significa asigne a
Ai ← A con Ai =
(
ai bi
ci di
)
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Si |a0| < |c0| entonces
A0 ← SA0
Fin si
Mientras que Ai(col1) 6= (±1, 0)
t haga
Determine un qi tal que ai = qici + ri, donde 0 6 ri < |ci|;
Ai+1 ← T
−qiAi;
Ai+2 ← SAi+1;
i← i+ 2;
Fin mientras que
El algoritmo siempre termina en (±1, 0)t en la primera columna puesto
que si x|a y x|c entonces x|ad− bc = 1, luego x = ±1, es decir, el ma´ximo
comu´n divisor entre a y c es ±1 porque el algoritmo de Euclides produce
el ma´ximo comu´n divisor de a y c. Esto se cumple no solamente en A sino
tambie´n para cada Ai por haber sido obtenida mediante otra matriz con
determinante igual a uno.
4© Al concluir el paso 3© se tienen las condiciones dadas en 2©, es decir: Ai =(
1 bi
0 1
)
, luego Ai+1 = T
−biAi = I2; o´ Ai =
(
−1 bi
0 −1
)
, en cuyo caso
Ai+1 = T
biAi y Ai+2 = S
2Ai+1 = I2.
Puesto que lo que se realizo´ fue transformar la matriz A en la matriz identidad
mediante una serie de operaciones elementales fila, entonces, la multiplicacio´n de
los S,S2 y T en orden inverso al que fueron determinados en el algoritmo, es igual
a A−1. Luego A es igual al inverso de dicha multiplicacio´n.
Ahora, considerando que S−1 = S3, y que T−1 = S3TSTS, cualquier A ∈
SL(2,Z) puede ser expresada como un producto de potencias positivas de S y
T.
Ejemplo 21. Tomemos A =
(
5 2
17 7
)
y exprese´moslo en te´rminos de potencias
(positivas y negativas) de S,T.
Solucio´n. El algoritmo aplicado a A tomar´ıa las siguientes acciones:
A0 = SA =
(
0 −1
1 0
)(
5 2
17 7
)
=
(
−17 −7
5 2
)
A1 = T
4
A0 =
(
1 4
0 1
)(
−17 −7
5 2
)
=
(
3 1
5 2
)
A2 = SA1 =
(
0 −1
1 0
)(
3 1
5 2
)
=
(
−5 −2
3 1
)
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A3 = T
2
A2 =
(
1 2
0 1
)(
−5 −2
3 1
)
=
(
1 0
3 1
)
A4 = SA3 =
(
0 −1
1 0
)(
1 0
3 1
)
=
(
−3 −1
1 0
)
A5 = T
3
A4 =
(
1 3
0 1
)(
−3 −1
1 0
)
=
(
0 −1
1 0
)
A6 = SA5 =
(
0 −1
1 0
)(
0 −1
1 0
)
=
(
−1 0
0 −1
)
A7 = S
2
A6 =
(
−1 0
0 −1
)(
−1 0
0 −1
)
=
(
1 0
0 1
)
.
Lo anterior implica que
I2 = S
2
A6
= S2SA5
= S2ST3A4
= S2ST3SA3
= S2ST3ST2A2
= S2ST3ST2SA1
= S2ST3ST2ST4A0
= S2ST3ST2ST4SA .
Como A−1A = I2, entonces A
−1 = S2ST3ST2ST4S = S3T3ST2ST4S, luego
A = S−1T−4S−1 T−2S−1T−3S−3. ⋄
Corolario 1. El grupo SL(2,Z) es generado por dos matrices de orden finito.
Prueba. SL(2,Z) = 〈S,T〉 = 〈S,ST〉 donde
S =
(
0 −1
1 0
)
es de orden cuatro y
R = ST =
(
0 −1
1 1
)
es de orden seis.
2.3 El grupo modular y reduccio´n del problema a este grupo
El problema objeto de este trabajo sera´ resuelto inicialmente no en SL(2,Z),
sino en un cociente muy simple de este grupo al cual se le llama grupo modular.
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Definicio´n 31 (Grupo modular). Se llama grupo modular al cociente SL(2,Z)/
{I2,−I2}. Al grupo modular se le denota usualmente como PSL(2,Z), pero en
el texto lo denotaremos como Gm.
Pasamos ahora a ver co´mo el problema se puede reducir a un problema ana´lo-
go en el grupo modular.
Denotemos por π : SL(2,Z) → Gm al homomorfismo cano´nico, es decir, el
que env´ıa a cada elemento A ∈ SL(2,Z) en su clase de equivalencia A¯ = {A,−A}.
Definicio´n 32 (Levantamiento de una factorizacio´n especial). Sea α = (g1, . . . , gn)
una factorizacio´n especial en Gm, es decir, tal que cada gi es conjugado de T¯,
con
T =
(
1 1
0 1
)
.
Una factorizacio´n especial (A1, . . . ,An) en SL(2,Z) se dice que es un levan-
tamiento de (g1, . . . , gn), si π(Ai) = gi para cada i. Al levantamiento de una
factorizacio´n especial α lo denotaremos como lev(α).
Observemos que si cada gi ∈ Gm es conjugado de T¯ entonces exactamente una
de las dos preima´genes bajo π de gi es conjugada de T. En efecto, supongamos
que gi = h
−1T¯h. Como π es sobreyectivo existe B ∈ SL(2,Z) tal que π(B) = h.
Por tanto g = π(B)−1π(T)π(B) = π(B−1TB) y vemos que g tiene al menos una
preimagen que es un conjugado de T. La otra preimagen es −B−1TB, la cual
no puede ser conjugado de T debido a que matrices conjugadas tienen trazas
iguales, y
traza(−BTB−1) = −traza(BTB−1) = −traza(T) = −2 .
Esto nos permite hacer la siguiente afirmacio´n.
Proposicio´n 4. Cada factorizacio´n especial en Gm tiene un u´nico levantamien-
to.
Teorema 9. Sean (T1, . . . ,Tn) y (T
′
1, . . . ,T
′
m) dos factorizaciones especiales en
SL(2,Z), es decir, tales que cada Ti y cada T
′
j es conjugada de la matriz
T =
(
1 1
0 1
)
.
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Entonces estas factorizaciones son Hurwitz equivalentes si y so´lo si n = m y
las factorizaciones (π(T1), . . . , π(Tn)) y (π(T
′
1), . . . , π(T
′
m)) en Gm son Hurwitz
equivalentes.
Prueba. Empecemos demostrando la necesidad de las dos condiciones. Si
(T1, . . . ,Tn) y (T
′
1, . . . ,T
′
m) son Hurwitz equivalentes, entonces, como se hab´ıa
observado inmediatamente despue´s de la definicio´n 25, se cumple la primera con-
dicio´n. Para ver que la segunda condicio´n tambie´n se cumple basta observar que
los cambios de Hurwitz conmutan con tomar la imagen bajo π. De manera preci-
sa, si (A1, . . . ,An) es una factorizacio´n en SL(2,Z), entonces se obtiene la misma
factorizacio´n en Gm aplicando un movimiento de Hurwitz H y luego tomando π
a cada entrada, que tomando primero π a cada entrada y luego aplicando el mo-
vimiento H. En efecto, si tomamos por ejemplo H como Hi, la primera manera
transforma a (A1, . . . ,An) en
(A1, . . . ,Ai−1,Ai+1,A
−1
i+1AiAi+1,Ai+2, . . . ,An)
y a e´sta en
(π(A1), . . . , π(Ai−1), π(Ai+1), π(A
−1
i+1AiAi+1), π(Ai+2), . . . , π(An))
= (π(A1), . . . , π(Ai−1), π(Ai+1), π(Ai+1)
−1π(Ai)π(Ai+1), π(Ai+2), . . . , π(An)) .
La segunda manera transforma a (A1, . . . ,An) en (π(A1), . . . , π(An)) y a e´sta en
(π(A1), . . . , π(Ai−1), π(Ai+1), π(Ai+1)
−1π(Ai)π(Ai+1), π(Ai+2), . . . , π(An)) .
De manera similar se verifica en el caso en que H es un movimiento de Hurwitz
izquierdo.
Pasamos ahora a demostrar la suficiencia de las condiciones. Supongamos que
tenemos dos factorizaciones α = (T1, . . . ,Tn) y α
′ = (T′1, . . . ,T
′
n) en SL(2,Z),
que suponemos tienen la misma longitud por la primera condicio´n. Supongamos
que β = (π(T1), . . . , π(Tn)) y β
′ = (π(T′1), . . . , π(T
′
n)) son Hurwitz equivalentes.
Entonces existe una sucesio´n de movimientos de Hurwitz Hδ1i1 ,H
δ2
i2
, . . . ,Hδkik con
cada δi ∈ {−1, 1}, tal que H
δk
ik
. . . Hδ2i2 H
δ1
i1
(β) = β′. Como vimos en la demostra-
cio´n de la necesidad de las condiciones, si hacemos un movimiento de Hurwitz
H a una factorizacio´n (A1, . . . ,An) en SL(2,Z), obtenemos una nueva factori-
zacio´n cuya imagen bajo π es precisamente la factorizacio´n que se obtiene ha-
ciendo el mismo movimiento de Hurwitz H a la imagen bajo π de (A1, . . . ,An).
Esto nos dice que la imagen bajo π de la factorizacio´n Hδkik . . . H
δ2
i2
Hδ1i1 (α), es
β′ = (π(T′1), . . . , π(T
′
n)). Si denotamos como (T
′′
1 , . . . ,T
′′
n) a H
δk
ik
. . . Hδ2i2 H
δ1
i1
(α),
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tenemos entonces que π(T′′i ) = π(T
′
i) para cada i. Esto a su vez dice que
T′′i ∈ {T
′
i,−T
′
i} para cada i. Ahora, como cada una de las entradas de α es
conjugada de la matriz T, y los movimientos de Hurwitz no alteran este hecho,
cada una de las entradas de (T′′1, . . . ,T
′′
n) es tambie´n conjugada de T. Pero se
tiene que en el conjunto {T′i,−T
′
i} so´lo la matriz T
′
i es conjugada de T, debido
a que traza(−T′i) = −traza(T
′
i) = −traza(T) = −2. Concluimos que T
′′
i = T
′
i
para cada i, y por tanto que α y α′ son Hurwitz equivalentes.
Teorema 10. Sea B ∈ SL(2,Z) arbitraria. Si C(π(B)) es una coleccio´n Hurwitz
completa de factorizaciones especiales de π(B), entonces la coleccio´n
C′(B) := {lev(α) : α ∈ C(π(B))} ∩ F(B)
es una coleccio´n Hurwitz completa de factorizaciones especiales de B.
Prueba. Sea α = (T1, . . . ,Tn) una factorizacio´n especial de B. Entonces α
′ =
(π(T1), . . . , π(Tn)) es una factorizacio´n especial de π(B). Hay al menos una facto-
rizacio´n β′ en C(π(B)) que es Hurwitz equivalente a α′. Por el teorema 9 resulta
que α es Hurwitz equivalente a lev(β′), y esta u´ltima claramente pertenece a
C′(B) puesto que el producto de lev(β′) es B debido a que lev(β′) es Hurwitz
equivalente a α y el producto de α es B.
2.4 Presentacio´n del grupo modular
Mostraremos ahora que Gm admite la presentacio´n 〈ω, b|ω
2, b3〉.
Teorema 11. El grupo modular Gm es isomorfo al grupo 〈ω, b|ω
2, b3〉.
Prueba. Sean S y R las matrices definidas en la prueba del corolario 1, y sean
S¯ y R¯ sus ima´genes bajo el homomorfismo cano´nico SL(2,Z) → Gm. Resulta
inmediato verificar que S¯2 = R¯3 = I¯2, y 〈S¯, R¯〉 = Gm.
Aplicando el teorema de Van Dyck, teorema 5, con G = Gm, A = {S¯, R¯},
S = {ω, b}, donde ω y b se toman como s´ımbolos, ι : S → A definido como
ι(ω) = S¯ y ι(b) = R¯, y R = {ω2, b3}, obtenemos la existencia de un epimorfismo
f : 〈ω, b|ω2, b3〉 → Gm, tal que f(ωN) = S¯ y f(bN) = R¯.
A continuacio´n demostramos que f es inyectiva y por tanto que es un iso-
morfismo, obteniendo as´ı el resultado deseado.
En el resto de la demostracio´n al elemento pN , donde p es una palabra en
{ω, b} lo representaremos como p¯. Observe que si p, q ∈ FS , entonces pq = p¯q¯.
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Es fa´cil ver que todo elemento del grupo 〈ω, b|ω2, b3〉 que no sea el elemento
identidad se puede escribir como un producto u1 . . . un con n > 1, donde cada
ui ∈ {ω¯, b¯, b¯
2} y, si n > 2, cada par (ui, ui+1) ∈ {(ω¯, b¯), (ω¯, b¯
2), (b¯, ω¯), (b¯2, ω¯)}. Al
elemento identidad del grupo modular lo llamaremos palabra vac´ıa y lo denota-
remos como 1.
Para ver que f es inyectiva basta ver que f(u1 . . . un) 6= I¯2 para cada producto
u1 . . . un de los descritos en el pa´rrafo anterior. Esto equivale a verificar que un
producto de la forma U1 . . . Un con n > 1, donde cada Ui ∈ {S¯, R¯, R¯
2}, y si
n > 2, cada par (Ui, Ui+1) ∈ {(S¯, R¯), (S¯, R¯
2), (R¯, S¯), (R¯2, S¯)}, no puede ser igual a
I¯2. Como R¯, R¯
2 6= I¯2 basta verificar que ningu´n producto de la forma
P = R¯λ1 S¯R¯λ2 S¯ . . . S¯R¯λn−1 S¯R¯λn (2.1)
donde n > 2, λ1, λn ∈ {0, 1, 2} y λi ∈ {1, 2} para 1 < i < n, es igual a I¯2.
Entonces:
• Si n = 2 las posibilidades son R¯0S¯R¯0, R¯0S¯R¯1, R¯0S¯R¯2, R¯1S¯R¯0, R¯1S¯R¯1, R¯1S¯R¯2,
R¯2S¯R¯0, R¯2S¯R¯1 o´ R¯2S¯R¯2. Se ve directamente que ninguno es igual a I¯2.
• Supongamos ahora que existe algu´n producto R¯λ1 S¯R¯λ2 S¯ . . . S¯R¯λn−1 S¯R¯λn co-
mo en (2.1) con n > 2 necesariamente, que es igual a I¯2. Supongamos
que n es mı´nimo con esta propiedad, es decir, que no existe un producto
R¯λ1 S¯R¯λ2S¯ . . . S¯R¯λn−1 S¯R¯λk como en (2.1) y que sea igual a I¯2, con k < n.
As´ı
R¯
λ1S¯R¯
λ2 S¯ . . . S¯R¯λn−1 S¯R¯λn = I¯2 ,
con n > 2. Tenemos que
R¯
−λ1
(
R¯
λ1 S¯R¯
λ2 S¯ . . . S¯R¯λn−1 S¯R¯λn
)
R¯
λ1 = R¯−λ1 I¯2R¯
λ1 ,
S¯R¯
λ2S¯ . . . S¯R¯λn−1 S¯R¯λn+λ1 = I¯2 .
Ahora, λn + λ1 debe de ser diferente de cero mo´dulo tres, puesto que si lo fuera
se tendr´ıa que S¯S¯R¯λ2S¯ . . . S¯R¯λn−1 S¯S¯ = S¯¯I2S¯, luego R¯
λ2 S¯ . . . S¯R¯λn−1 = I¯2, lo cual
contradice la suposicio´n acerca de la minimalidad de n. Concluimos que λn+ λ1
es igual a 1 o a 2. En ambos casos resulta que I¯2 se puede escribir como un
producto de la forma
g1 . . . gr (2.2)
con r > 1 en el que cada gi ∈ {S¯R¯, S¯R¯
2}. Veamos que esto tambie´n es imposible.
El que exista un producto como en (2.2) es equivalente a que algu´n producto de
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la forma G1 . . .Gr con r > 1 en el que cada Gi ∈ {SR,SR
2}, sea igual a la matriz
I2 o a la matriz −I2.
Recordemos que las matrices S y R son(
0 −1
1 0
)
y
(
0 −1
1 1
)
,
respectivamente, y por tanto
SR = −
(
1 1
0 1
)
y SR2 = −
(
1 0
1 1
)
.
Tenemos entonces que G1 . . .Gr = (−1)
rG′1 . . .G
′
r donde cada matriz G
′
i es(
1 1
0 1
)
o´
(
1 0
1 1
)
.
Concluimos la demostracio´n observando que el producto G′1 . . .G
′
r no puede
ser igual ni a I2 ni a −I2. Esto se debe a que si(
a b
c d
)
es una matriz cuyas entradas son enteros no negativos, y en la que las entra-
das que no esta´n en la diagonal principal no son ambas cero, entonces los dos
productos
(
a b
c d
)(
1 1
0 1
)
=
(
a b+ a
c d+ c
)
y
(
a b
c d
)(
1 0
1 1
)
=
(
a+ b b
c+ d d
)
son tambie´n matrices cuyas entradas son no negativas y en que las entradas que
no esta´n en la diagonal principal no son ambos cero.
Se concluye que Gm tiene presentacio´n 〈ω, b|ω
2, b3〉.
2.5 Replanteamiento del problema en G = 〈ω|ω2〉 ∗ 〈b|b3〉
El grupo 〈ω, b|ω2, b3〉 es isomorfo al producto libre 〈ω|ω2〉 ∗ 〈b|b3〉. Al grupo
〈ω|ω2〉∗〈b|b3〉 lo denotaremos, de aca´ en adelante, como G. El grupo 〈ω|ω2〉 consta
de dos elementos, ω¯ y ω¯2. Si denotamos a estos como ω y 1, respectivamente, su
tabla de multiplicacio´n es
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* 1 ω
1 1 ω
ω ω 1
De forma similar, el grupo 〈b|b3〉 consta de tres elementos, b¯, b¯2 y b¯3. Si
denotamos a estos como b, b2 y 1, respectivamente, su tabla de multiplicacio´n es
* 1 b b2
1 1 b b2
b b b2 1
b2 b2 1 b
De la definicio´n de producto libre, definicio´n 23, resulta que cada elemento
de G es una palabra de la forma t1 . . . tn con n > 0, donde cada ti ∈ {ω, b, b
2} y,
si n > 2, cada par titi+1 ∈ {ωb, ωb
2, bω, b2ω}. Cuando n = 0 se tiene la palabra
vac´ıa que es el elemento identidad de G.
El isomorfismo f : 〈ω, b|ω2, b3〉 → Gm obtenido en el teorema 11, induce
un isomorfismo f˜ : G = 〈ω|ω2〉 ∗ 〈b|b3〉 → Gm v´ıa el isomorfismo obvio entre
〈ω, b|ω2, b3〉 y G. Como f env´ıa a ω¯ en S¯ y a b¯ en R¯, entonces f˜ env´ıa a ω
en S¯ y a b en R¯. Como T¯ = S¯R¯, entonces f˜ env´ıa a ωb en T¯. Esto nos dice
que el problema de encontrar una coleccio´n Hurwitz completa de factorizaciones
especiales de un elemento de Gm dado es equivalente al problema de encontrar
una coleccio´n Hurwitz completa de factorizaciones en te´rminos de conjugados de
ωb de un elemento de G dado.
Ahora, por razones te´cnicas, el problema en G debe ser traducido de nuevo en
otro problema equivalente en G. Espec´ıficamente, sea φ : G→ G el automorfismo
que env´ıa a ω en ω y a b en b2, y sea cb : G → G el automorfismo que env´ıa
a cada elemento g ∈ G en bgb−1 = bgb2. La composicio´n h = cb ◦ φ de estos
automofismos es un automorfismo que env´ıa a ωb en bωb. Entonces el problema
de encontrar una coleccio´n Hurwitz completa de factorizaciones, en te´rminos
de conjugados de ωb, equivale al problema de encontrar una coleccio´n Hurwitz
completa de factorizaciones en te´rminos de conjugados de bωb. Es este u´ltimo
problema el que abordaremos a continuacio´n.
2.6 Estudio del problema en G
Definicio´n 33 (Longitud de g). Si g = t1 . . . tn, entonces decimos que la longitud
de g, denotada por ℓ(g), es n. Por definicio´n, la longitud para la palabra vac´ıa
es ℓ(1) = 0.
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Ejemplo 22. Si g = ωbωb2ωb2ω entonces ℓ(g) = 7.
De la definicio´n de producto libre, definicio´n 23, resulta que si g = tk . . . t1 y
g′ = t′1 . . . t
′
l son elementos de G, entonces su multiplicacio´n g ∗ g
′ es la expresio´n
reducida
gg′ = tk . . . tm+1rt
′
m+1 . . . t
′
l ,
donde m > 0 es la cantidad de s´ılabas, definicio´n 19, de g que intervienen en
la multiplicacio´n, es decir, ti = t
′−1
i para 0 < i < m, y r = b
δ, δ ∈ {0, 1, 2}.
δ = 0 cuando no ocurren cancelaciones (b0 = 1), es decir, gg′ = tk . . . t1t
′
1 . . . t
′
l, o
cuando m = mı´n{ℓ(g), ℓ(g′)}, en cuyo caso gg′ = tk . . . tl+1 o´ gg
′ = t′k+1 . . . t
′
l.
Definicio´n 34. Cuando m = 0 se dice de cada elemento del conjunto
{tk, . . . , t1, t
′
1, . . . , t
′
k} que no interviene en la multiplicacio´n. Si 0 < m <
mı´n{ℓ(g), ℓ(g′)}, se dice de cada elemento del conjunto {tk, . . . , tm+1, t
′
m+1, . . . , t
′
l}
que no interviene en la multiplicacio´n. Si m = mı´n{ℓ(g), ℓ(g′)} decimos de ca-
da elemento del conjunto {t′m+1, . . . , t
′
l} cuando ℓ(g) < ℓ(g
′), y del conjunto
{tk, . . . , tm+1} cuando ℓ(g) > ℓ(g
′), que no interviene en la multiplicacio´n.
Ejemplo 23. Veamos algunas posibles situaciones:
• Sea g = b2ωbωbωb2ω y g′ = ωbωb2ωbωbω. En este caso m = 6, ℓ(g) = 8,
ℓ(g′) = 9. Entonces 0 < m < mı´n{ℓ(g), ℓ(g′)} = 8. Tenemos entonces que
g ∗ g′ = (b2ωbωbωb2ω) ∗ (ωbωb2ωbωbω)
= b2ω(b ∗ b)ωbω
= b2ω(b2)ωbω .
En este caso r = b2.
• Sean g = ωb2ω y g′ = ωbωb2ω.
En este caso m = 3, ℓ(g) = 3, ℓ(g′) = 5. Entonces ocurre que m =
mı´n{ℓ(g), ℓ(g′)} y ℓ(g) < ℓ(g′), y por tanto g ∗ g′ = b2ω.
• Sean g = ωb2ω y g′ = bωb.
En este caso m = 0 y entonces g ∗ g′ = ωb2ωbωb. ⋄
Afirmacio´n 1. Si se multiplican g, g′ ∈ G, entonces su longitud es
ℓ(g ∗ g′) = ℓ(g) + ℓ(g′)− 2m+ ℓ(r) ,
donde m y r se definen como en la discusio´n anterior.
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Prueba. Sean g = tk . . . t1 y g
′ = t′1 . . . t
′
l. Hay tres posibilidades:
• m = 0: ocurre cuando no hay alguna cancelacio´n. En este caso r = 1 y
entonces ℓ(r) = 0. Por un lado ℓ(g ∗ g′) = k+ l y ℓ(g)+ ℓ(g′)− 2m+ ℓ(r) =
k + l − 2(0) + 0 = k + l.
• m = mı´n{k, l}: si k < l entonces m = k y r = 1. De aqu´ı que ℓ(g)+ ℓ(g′)−
2m+ℓ(r) = k+l−2k+0 = l−k = ℓ(g∗g′) = ℓ(tk+1 . . . tl). Si k = l entonces
m = k y r = 1. Se tiene que ℓ(g) + ℓ(g′) − 2m + ℓ(r) = k + l − 2k + 0 =
l − k = 0 = ℓ(g ∗ g′). Finalmente, si l < k la demostracio´n es similar a la
del caso k < l.
• 1 < m < mı´n{k, l}: en este caso g ∗ g′ = tk . . . tm+1b
δt′m+1 . . . t
′
l, con δ ∈
{1, 2}. En este caso ℓ(r = bδ) = 1 y por tanto ℓ(g ∗ g′) = k + l − 2m+ 1 =
ℓ(g) + ℓ(g′)− 2m+ ℓ(r).
Definicio´n 35 (Junta bien). Un producto g1 ∗ · · · ∗ gn (o una factorizacio´n
(g1, . . . , gn)) de elementos de G, se dice que junta bien, si para todo 1 6 i 6 n−1
se tiene que ℓ(gi ∗ gi+1) > ma´x{ℓ(gi), ℓ(gi+1)}. Los productos (o factorizaciones)
con n = 1 o´ n = 0 (producto vac´ıo o factorizacio´n vac´ıa) se declaran como que
juntan bien. En caso contrario, se dice que el producto (o la factorizacio´n) junta
mal.
Ejemplo 24. En el ejemplo 23, en el tercer caso ℓ(g∗g′) = 6 > ma´x{l(g), l(g′)} =
3; por lo tanto el producto g ∗ g′ junta bien. En cualquiera de los otros dos casos
g ∗ g′ junta mal. ⋄
Denotemos como s1 a bωb ∈ G y como S al conjunto {g
−1 ∗ s1 ∗ g : g ∈ G}
formado por todos los conjugados de s1. Tres conjugados especiales de s1 son
s0 = b
2 ∗ s1 ∗ b = ωb
2, s1 mismo, y s2 = b ∗ s1 ∗ b
2 = b2ω.
Definicio´n 36. Los conjugados s0, s1 y s2 son llamados cortos. Cualquier otro
conjugado de s1 es llamado largo.
Note que ℓ(s0) = ℓ(s2) = 2 y ℓ(s1) = 3.
Proposicio´n 5. Todo conjugado largo se puede escribir de manera u´nica en la
forma Q−1 ∗ s1 ∗Q donde Q empieza por ω.
Prueba. Dado un g = g1 . . . gn ∈ G, entonces:
1© Sea s = g−1s1g.
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2© Si ℓ(g) = 0 entonces g = 1 = Q y s = s1, as´ı queda probado.
3© Ahora, si ℓ(g) > 1, observe los posibles conjugados de sj, j ∈ {1, 2, 3},
gi ∈ {ω, b, b
2}, 1 6 i 6 n:
ωs0ω = s2
ωs1ω = ωs1ω
ωs2ω = s0
b2s0b = s2
b2s1b = s0
b2s2b = s1
bs0b
2 = s1
bs1b
2 = s2
bs2b
2 = s0 ,
es decir, los posibles conjugados de g−1i sjgi ∈ {sj}, excepto si sj = s1 y
gi = ω.
4© De esta forma, si tenemos sj = s1 y gi = ω entonces Q = gi . . . gn. As´ı,
s = Q−1s1Q y queda demostrada. Si no ocurre esto, entonces obtenemos
un nuevo sj y si i = n, queda demostrado; pero si i < n se vuelve a ejecutar
el paso 3© con el nuevo sj y el siguiente gi. Puesto que n es finito, el proceso
acaba en algu´n sj o con s = Q
−1s1Q.
Para probar la unicidad, suponga que s puede ser escrito en forma reducida
de dos formas diferentes de igual longitud, es decir, s = Q−1s1Q = R
−1s1R con
Q 6= R, entonces 1 = ss−1 = (Q−1s1Q)(R
−1s1R)
−1 = (Q−1s1Q)(R
−1s−11 R). Lo
que implica que QR−1 = 1, es decir, Q = R. Luego, la forma reducida de s es
u´nica.
Ejemplo 25. Si g = b2ωbωb2ωb entonces g−1 = b2ωbωb2ωb, luego
s = g−1s1g
= b2ωbωb2ωbs1b
2ωbωb2ωb
= b2ωbωb2ωs2ωbωb
2ωb
= b2ωbωb2s0bωb
2ωb
= b2ωbωs2ωb
2ωb
= b2ωbs0b
2ωb
= b2ωs1ωb .
De esta forma Q = ωb y se verifica que s = Q−1s1Q. ⋄
Esto nos dice que
S = {s0, s1, s2} ∪ {Q
−1 ∗ s1 ∗Q : Q ∈ G, donde Q empieza por ω} .
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Note que cuando el conjugado largo esta´ escrito de esta manera, su longitud es
2ℓ(Q) + 3. En particular, la longitud de cualquier conjugado largo es un impar
no menor que 5.
Definicio´n 37 (Factorizacio´n especial). Una factorizacio´n (g1, . . . , gn) de g (o
un producto g1 ∗ · · · ∗ gn = g ) es especial si cada gi ∈ S.
La factorizacio´n vac´ıa es entonces una factorizacio´n especial de 1.
Ejemplo 26. La 3−tupla (b2ω, ωbωbω, ωb2ωbωbωbω) es una factorizacio´n espe-
cial de g = bωbωbω, pues (b2ω) ∗ (ωbωbω) ∗ (ωb2ωbωbωbω) = g. ⋄
Observe que s2 ∗ s2 = b
2ωb2ω, s1 ∗ s1 = bωb
2ωb, s0 ∗ s0 = ωb
2ωb2, s2 ∗ s1 =
b2ωbωb, s1 ∗ s0 = bωbωb
2 y s0 ∗ s2 = ωbω, lo que muestra que estos productos
juntan bien; y que s0∗s1 = s1∗s2 = s2∗s0 = b, lo que muestra que estos productos
juntan mal. Veamos a continuacio´n otros casos donde (g, g′), con g, g′ ∈ S,
tambie´n juntan bien.
Proposicio´n 6. Dados g, g′ ∈ S, si ℓ(g) = ℓ(g′) = k, con k impar, entonces
g ∗ g′ junta bien.
Prueba. Sean g = P−1s1P y g
′ = Q−1s1Q, puesto que ℓ(g) = ℓ(g
′) = k entonces
ℓ(P ) = ℓ(Q) = k−32 . Se pueden presentar dos casos:
• Si P = Q entonces PQ−1 = 1 y gg′ = (P−1s1P )(Q
−1s1Q) = P
−1bωb2ωbQ;
luego ℓ(gg′) = k−32 + 5 +
k−3
2 = k + 2. As´ı, ℓ(gg
′) > k = ma´x{ℓ(g), ℓ(g′)}.
• Si P 6= Q entonces PQ−1 = t1 . . . tn 6= 1, con t1 = tn = ω; luego gg
′ =
(P−1s1P )(Q
−1s1Q) = P
−1s1t1 . . . tns1Q con ℓ(t1 . . . tn) > 2; luego ℓ(gg
′) =
k−3
2 + 3+ ℓ(t1 . . . tn) + 3 +
k−3
2 = k + 3 + ℓ(t1 . . . tn) > k + 5. As´ı, ℓ(gg
′) >
k = ma´x{ℓ(g), ℓ(g′)}.
Corolario 2. Sea (g1, g2, . . . , gn) con cada gi ∈ S, si ℓ(g1) = ℓ(g2) = · · · =
ℓ(gn) = k, con k impar, entonces cada par (gi, gi+1), i ∈ [1 . . . n− 1], junta bien.
Ejemplo 27. Dados g1 = bωb
2ωbωbωbωb2, g2 = bωbωbωbωb
2ωb2 y g3 = b
2ωb2ω
bωbωbωb, tenemos que g1g2 = bωb
2ωbωbωb2ωbωbωb2ωb2 y g2g3 = bωbωbωbωb
2ωb
ωb2ωbωbωbωb, y que g1g2g3 = bωb
2ωbωbωb2ωbωbωb2ωbωb2ωbωbωbωb. Para una
mejor lectura, se ha subrayado s1 en cada gi. ⋄
Definicio´n 38 (Centro de un conjugado). Para cada g ∈ S de la forma Q−1s1Q,
donde ℓ(Q) > 0, es decir, ℓ(g) impar, diremos que su centro es la s´ılaba ω ∈ s1.
Los conjugados s0 y s2 se considerara´n sin centro. Note que si ℓ(g) = k, entonces
la posicio´n del centro en g es k+12 .
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Proposicio´n 7. Dados g, g′ ∈ S con ℓ(g) y ℓ(g′) impares. Los conjugados g, g′
juntan bien si y so´lo si ninguno de sus centros intervienen en la multiplicacio´n
gg′.
Prueba. Sean ℓ(g) = k y ℓ(g′) = l, g = P−1s1P y g
′ = Q−1s1Q donde ℓ(P ) =
k−3
2 y ℓ(Q) =
l−3
2 .
⇒
1© ℓ(gg′) > ma´x{k, l} por hipo´tesis.
2© Suponga que k 6 l y que, por contradiccio´n, el centro de g interviene en la
multiplicacio´n de g y g′.
3© Sea m la cantidad de s´ılabas que intervienen en la multiplicacio´n, entonces
m > k+32 .
4© Si m = k+32 entonces ℓ(gg
′) = k + l − 2
(
k+3
2
)
+ 1 = l − 2 < ma´x{k, l} = l
(en el caso m < k), o´ ℓ(gg′) = k + l − 2
(
k+3
2
)
= l − 3 < ma´x{k, l} = l (en
el caso m = k), lo que, en ambos casos, implica una contradiccio´n.
Se concluye que el centro de g no interviene en la multiplicacio´n, y con
mayor razo´n el centro de g′ tampoco interviene puesto que k+12 6
l+1
2 . Si
k > l, el ana´lisis es similar.
⇐
5© Por hipo´tesis los centros de g y g′ no intervienen.
6© Suponga que k < l, entonces, si m es la cantidad de s´ılabas que intervienen
en la multiplicacio´n, m 6 k−12 .
7© Si m = k−12 entonces ℓ(gg
′) = k + l − 2
(
k−1
2
)
+ 1 = l + 2 > l = ma´x{k, l}.
Se concluye que g y g′ juntan bien. Si k > l el ana´lisis es similar. Si k = l,
en la proposicio´n 6 se probo´ que juntan bien.
Corolario 3. Sean g1, g2, . . . , gn ∈ S cuyas longitudes ℓ(g1), ℓ(g2), . . . , ℓ(gn) son
todas impares. El producto g1 ∗ g2 ∗ . . . ∗ gn junta bien si y so´lo si ninguno de los
centros de los gi intervienen en la multiplicacio´n.
Ejemplo 28. Dados g1 = bωb
2ωbωbωbωb2, g2 = bωbωbωb
2 y g3 = ωb
2ωbωbωbω,
tenemos que g1 ∗ g2 ∗ g3 = bωb
2ωbωbωb2ωbωb2ωb2ωbωbωbω. Para una mejor lec-
tura, se ha subrayado s1 en cada gi y el centro de cada uno en g1 ∗ g2 ∗ g3.
⋄
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Proposicio´n 8. Dados g, g′ ∈ S con al menos uno de ellos de longitud par,
g ∗ g′ junta bien si y so´lo si m ∈ {0, 1}, siendo m la cantidad de s´ılabas en g que
intervienen en el producto g ∗ g′.
Prueba. Sean g, g′ ∈ S con ℓ(g) = k y ℓ(g′) = l, entonces:
⇒
1© g ∗ g′ junta bien por hipo´tesis
2© Suponga que k es par y que g′ = t1t2 . . . tl, entonces ma´x{k, l} = l:
• Si g = s0 = ωb
2, entonces t1t2 6= bω puesto que si lo fuera, g ∗ g
′ =
(ωb2)(bωt3 . . . tn) = t3 . . . tn, luego ℓ(g ∗ g
′) = l − 2, lo cual contradice
1© y 2© (en este caso m = 2). Luego, t1t2 ∈ {ωb, ωb
2} o´ t1t2 = b
2ω. En
el primer caso ℓ(g∗g′) = l+2 y m = 0; y en el segundo ℓ(g∗g′) = l+1
y m = 1.
• Si g = s2 = b
2ω, entonces t1 6= ω puesto que si lo fuera, ℓ(g∗g
′) = l−1
o´ ℓ(g∗g′) = l−2, lo cual contradice 1© y 2© (m = 2). Luego, t1 ∈ {b, b
2}
en cuyo caso ℓ(g ∗ g′) = l + 2 y m = 0.
3© Suponga que l es par y que g = t1t2 . . . tk, entonces ma´x{k, l} = k: el
ana´lisis es similar.
⇐
4© m = 0 o´ m = 1 por hipo´tesis
5© Suponga que k es par y que g′ = t1t2 . . . tl, entonces ma´x{k, l} = l:
• Si g = s0 = ωb
2 y m = 0, entonces t1 = ω (t1 /∈ {b, b
2} puesto que,
entonces m > 0), luego ℓ(g ∗ g′) = 2 + l > l.
• Si g = s0 = ωb
2 y m = 1, entonces t1 = b
2 (t1 6= ω puesto que,
entonces m = 0; y t1 6= b puesto que, entoncesm = 2), luego ℓ(g∗g
′) =
1 + l > l.
• Si g = s2 = b
2ω y m = 0, entonces t1 ∈ {b, b
2} (t1 6= ω puesto que,
entonces m = 2), luego ℓ(g ∗ g′) = 2 + l > l.
• Si g = s2 = b
2ω y m = 1 no es posible puesto que se requiere t1 = ω,
lo que implica m = 2.
6© Suponga que l es par y que g = t1t2 . . . tk, entonces ma´x{k, l} = k: el
ana´lisis es similar.
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Corolario 4. Bajo las condiciones de la proposicio´n 8, se deduce que el centro
del conjugado de longitud impar no interviene en la multiplicacio´n.
Corolario 5. Bajo las condiciones de la proposicio´n 8, g y g′ juntan mal si y
so´lo si m = 2.
Definicio´n 39 (Extremo izquierdo). Para cada s ∈ S definimos su extremo
izquierdo, el cual denotaremos por izq(s), de la forma: izq(s0) = ω, izq(s1) = b,
izq(s2) = b
2 y si s es largo y de la forma Q−1s1Q, entonces izq(s) = Q
−1b.
Definicio´n 40 (Extremo derecho). Para cada s ∈ S definimos su extremo de-
recho, el cual denotaremos por der(s), de la forma: der(s0) = b
2, der(s1) = b,
der(s2) = ω y si s es largo y de la forma Q
−1s1Q, entonces der(s) = bQ.
Proposicio´n 9. Sean g, g′ ∈ S, si g y g′ juntan bien entonces gg′ tiene la forma
reducida izq(g1)t1 . . . tnder(g
′) donde cada ti ∈ {ω, b, b
2}.
Prueba. Sean g, g′ ∈ S, entonces
• Si ℓ(g) y ℓ(g′) son impares, entonces, por la proposicio´n 7, sus centros
no intervienen en la multiplicacio´n, luego gg′ tiene la forma P−1bωb2ωbQ
o´ P−1s1t1 . . . tns1Q; en ambos casos se cumple la proposicio´n.
• Si ℓ(g) y ℓ(g′) son pares, entonces, debido a que g y g′ juntan bien, se
presentan u´nicamente los siguientes tres casos: s0s0 = ωb
2ωb2, s0s2 = ωbω
y s2s2 = b
2ωb2ω; se observa que se cumple la proposicio´n.
• Si ℓ(g) es par y ℓ(g′) es impar, entonces, por la proposicio´n 8 y porque
juntan bien, si m es la cantidad de s´ılabas del elemento corto que inter-
vienen en la multiplicacio´n, m ∈ {0, 1}, luego la parte izquierda de g no
interviene y con mayor razo´n el extremo derecho de g′ tampoco interviene
porque 2 < ℓ(g′). Otra forma de analizar esta situacio´n es la siguiente:
i) si g = s0, por hipo´tesis, g
′ debe comenzar con ω o´ b2; por lo tanto
gg′ = ωt1 . . . tns1Q. Se cumple la proposicio´n.
ii) si g = s2, por hipo´tesis, g
′ debe comenzar con b o´ b2; por lo tanto
gg′ = b2ωQ−1s1Q. Se cumple la proposicio´n.
• Si ℓ(g) es impar y ℓ(g′) es par, se analiza en forma similar al caso anterior.
Proposicio´n 10. La forma reducida de un producto g1 . . . gn de elementos de S,
que junta bien, tiene la forma izq(g1)t1 . . . tmder(gn) donde cada ti ∈ {ω, b, b
2}.
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Prueba. Para todo gi de longitud impar, por la proposicio´n 7 y por los coro-
larios 3 y 4, se cumple que su centro no interviene en la multiplicacio´n por la
izquierda y tampoco en la multiplicacio´n por la derecha. Pero si gi es de lon-
gitud par, entonces, por la proposicio´n 8, si alguna s´ılaba de gi interviene en
la multiplicacio´n, es aquella igual a b2 convirtie´ndose en b; la otra s´ılaba, ω,
no interviene porque contradecir´ıa la hipo´tesis; en part´ıcular, lo anterior ocurre
con g1 y gn. De esta forma se concluye que la forma reducida de g1 . . . gn es
izq(g1)t1 . . . tmder(gn).
Proposicio´n 11. Dados g, g′ ∈ S tales que ℓ(g) y ℓ(g′) son impares, si g y g′
juntan mal, entonces el centro del ma´s corto interviene en la multiplicacio´n de
ambos.
Prueba. De la proposicio´n 7 se desprende que si el centro de g y el centro de g′
no intervienen, entonces juntan bien. Luego, si g y g′ no juntan bien, entonces
el centro de g interviene o el centro de g′ interviene.
Ahora, suponga que ℓ(g) = k < l = ℓ(g′), entonces si el centro de g′ interviene,
con mayor razo´n interviene el centro de g, puesto que k+12 <
l+1
2 . Esto implica
que cuando menos, el centro de g interviene. Si ℓ(g) = k > l = ℓ(g′) entonces el
ana´lisis es similar.
Se concluye que el centro del ma´s corto interviene en la multiplicacio´n.
Afirmacio´n 2. Dados g, g′ ∈ S tales que ℓ(g) y ℓ(g′) son impares, si g y g′
juntan mal, entonces el centro del ma´s largo no interviene en la multiplicacio´n
de ambos.
Proposicio´n 12. Dados g, g′ ∈ S tales que ℓ(g) y ℓ(g′) son impares con ℓ(g) <
ℓ(g′), si g y g′ juntan mal y m es la cantidad de s´ılabas de g que intervienen en
la multiplicacio´n gg′ y si m′ es la cantidad de s´ılabas de g−1 que intervienen en
la multiplicacio´n (gg′)g−1, entonces m′ > m.
Prueba. Si g = tk . . . t1 y g
′ = t′1 . . . t
′
l entonces t
−1
i = t
′
i para i ∈ [1 . . . m − 1];
puesto que, por la afirmacio´n 2, el centro de g′ no interviene en la multiplicacio´n
de gg′, entonces, ya que las u´ltimas m− 1 s´ılabas de g′ son iguales a las de g y
las primeras m− 1 s´ılabas de g−1 son iguales a las de g′, las cancelaciones m′ en
(gg′)g−1 son, cuando menos, m. Luego, m′ > m.
Afirmacio´n 3. Dados g, g′ ∈ S tales que ℓ(g) y ℓ(g′) son impares con ℓ(g) >
ℓ(g′), si g y g′ juntan mal y m es la cantidad de s´ılabas de g que intervienen en
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la multiplicacio´n gg′ y si m′ es la cantidad de s´ılabas de g′−1 que intervienen en
la multiplicacio´n g′−1(gg′), entonces m′ > m.
Proposicio´n 13. Dados g, g′ ∈ S tales que ℓ(g) y ℓ(g′) son impares, si g y
g′ juntan mal, entonces existen h, h′ ∈ S tales que hh′ = gg′ y ℓ(h) + ℓ(h′) <
ℓ(g) + ℓ(g′).
Prueba. Sean g, g′ ∈ S, tales que ℓ(g) = k y ℓ(g′) = l, entonces:
1© Si k < l, entonces, por la proposicio´n 11, el centro de g interviene en la
multiplicacio´n.
2© Sean h = (gg′)g−1 y h′ = g. Se verifica que hh′ =
(
(gg′)g−1
)
g = gg′.
3© Si m es la cantidad de s´ılabas de g que intervienen en la multiplicacio´n de
gg′, entonces, por 1©, m > k+32 (pues si el centro, que se encuentra en la
posicio´n k+12 , interviene, tambie´n interviene la s´ılaba siguiente que es b).
4© Si m′ es la cantidad de s´ılabas de g−1 que intervienen en la multiplicacio´n
(gg′)g−1, entonces, por 1© y por la proposicio´n 12, m′ > m.
5© Si m = k+32 y m
′ = k+32 (son los valores mı´nimos que pueden tomar), y
asumiendo que ℓ(r1) = ℓ(r2) = 1, (recuerde que ℓ(ri) ∈ {0, 1}, entonces,
por la afirmacio´n 1, ℓ((gg′)g−1) =
[
k + l − 2
(
k+3
2
)
+ ℓ(r1)
]
+k−2
(
k+3
2
)
+
ℓ(r2) = l − 4; lo que en realidad implica que ℓ((gg
′)g−1) 6 l − 4.
6© Se concluye que ℓ(h) + ℓ(h′) 6 (l − 4) + k < k + l = ℓ(g) + ℓ(g′).
Observe que lo realizado fue un cambio de Hurwitz a la izquierda, definicio´n
25. Ahora, si l < k, entonces hacemos h = g′ y h′ = (g′)−1(gg′) y ca´lculos
equivalentes: as´ı queda probado.
No se analiza el caso k = l, puesto que, por la proposicio´n 6, g y g′ juntar´ıan
bien
Proposicio´n 14. Si g, g′ ∈ S son tales que g∗g′ junta mal y a lo ma´s uno de ellos
tiene longitud par, entonces existe un movimiento de Hurwitz que transforma el
par (g, g′) en un par (h, h′) tal que ℓ(h) + ℓ(h′) < ℓ(g) + ℓ(g′).
Prueba. Sean g, g′ ∈ S con ℓ(g) = k y ℓ(g) = l, entonces:
1© Sean k = 2, l impar, h = (gg′)g−1 y h′ = g. Se verifica que hh′ =(
(gg′)g−1
)
g = gg′.
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2© Si m es la cantidad de s´ılabas de g que intervienen en la multiplicacio´n gg′
y m′ es la cantidad de s´ılabas de g−1 que intervienen en la multiplicacio´n
(gg′)g−1, tenemos entonces dos casos:
• Si g = s0 = ωb
2 entonces, por el corolario 5, m = 2 y r1 = 0; m
′ = 1 y
r2 = 1 si l = 3 (m
′ = 2 y r2 = 0 si l > 5). Entonces, por la afirmacio´n
1, ℓ((gg′)g−1) = [k + l − 2m+ ℓ(r1)] + k− 2m
′+ ℓ(r2) = l− 1 si l = 3
(l − 4 si l > 5); lo que en realidad implica que ℓ((gg′)g−1) 6 l− 1. Se
concluye que ℓ(h) + ℓ(h′) 6 (l − 1) + k < k + l = ℓ(g) + ℓ(g′).
• Si g = s2 = b
2ω entonces por el corolario 5, m = 2 y ℓ(r1) ∈ {0, 1};
m′ = 2 y ℓ(r2) ∈ {0, 1}. Entonces, por la afirmacio´n 1, ℓ((gg
′)g−1) =
[k + l − 2m+ ℓ(r1)] + k − 2m
′ + ℓ(r2) = l − 2 o´ l − 4; lo que en
realidad implica que ℓ((gg′)g−1) 6 l−2. Se concluye que ℓ(h)+ℓ(h′) 6
(l − 2) + k < k + l = ℓ(g) + ℓ(g′).
Observe que lo realizado fue un cambio de Hurwitz a la izquierda, definicio´n
25.
3© Si k es impar, l = 2, h = g′ y h′ = (g′)−1(gg′) y realizamos ca´lculos
equivalentes, vemos que hh′ =
(
(gg′)g−1
)
g = gg′ y que ℓ(h) + ℓ(h′) <
ℓ(g) + ℓ(g′).
Definicio´n 41 (Factorizacio´n en cortos). Una factorizacio´n de un elemento g ∈
G es en cortos si todos sus factores son cortos; esto incluye a la factorizacio´n
vac´ıa.
Proposicio´n 15. Toda factorizacio´n (g1, . . . , gr) en cortos de un g ∈ G es Hur-
witz equivalente a otra en cortos de la forma (g′1, . . . , g
′
s, s0, s1, . . . , s0, s1), donde
0 6 s 6 r y (g′1, . . . , g
′
s) junta bien.
Prueba. Supongamos que (g1, . . . , gr) es una factorizacio´n en cortos de g ∈ G
donde ningu´n par junta mal, r = s y queda probado.
Suponga que existe al menos un par gigi+1 tal que juntan mal. Como se
vio antes de la proposicio´n 6, los u´nicos pares de cortos que juntan mal son
s0s1 = s1s2 = s2s0 = b, los cuales son Hurwitz equivalentes. Por simplicidad en
la explicacio´n de la prueba, convirtamos los s1s2 a s0s1 mediante Hurwitz a la
izquierda y los s2s0 a s0s1 mediante Hurwitz a la derecha, entonces, entre los
varios pares gigi+1 que juntan mal, escojamos el par s0s1 de la derecha. Si este
par gigi+1 es gr−1gr, es decir, ya esta´n al final, entonces no hay nada que hacer,
sino lo es, proceda de la siguiente forma:
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• Si gi+2 = s0, entonces, mediante Hurwitz a la derecha, convirtamos s0s1 en
s1s2, de esta forma tendremos gi+1gi+2 = s2s0, es decir, un par que junta
mal ma´s a la derecha. Convierta este par a s0s1.
• Si gi+2 = s1, entonces, mediante Hurwitz a la izquierda, convirtamos s0s1
en s2s0, de esta forma tendremos gi+1gi+2 = s0s1, es decir, un par que
junta mal ma´s a la derecha.
Repita el anterior paso hasta situar el par que junta mal en las posiciones r − 1
y r o hasta que este´ contiguo a otro par que junta mal situado al final.
Cuando situ´e un par que junta mal, en el extremo derecho, continu´e con el
anterior par de ma´s a la derecha y as´ı sucesivamente hasta que todos los pares
que juntan mal este´n situados en el extremo derecho. As´ı queda probado.
Proposicio´n 16. Toda factorizacio´n especial (g1, . . . , gn), de un elemento g ∈ G,
puede ser transformada, aplicando una secuencia de movimientos de Hurwitz, en
una factorizacio´n (necesariamente especial y con el mismo nu´mero de factores)
(g′1, . . . , g
′
n), que satisface al menos una de las siguientes dos propiedades:
i) cada g′i es corto
ii) junta bien.
Prueba. La demostracio´n sera´ por induccio´n sobre la cantidad
L(g1, . . . , gn) =
n∑
i=1
ma´x{0, ℓ(gi)− 3} .
Si L(g1, . . . , gn) = 0, entonces se tiene que ℓ(gi) − 3 6 0 para cada i. Pero esto
equivale al hecho de que cada gi es corto. Concluimos que en este caso (g1, . . . , gn)
ya satisface la propiedad i). Supongamos ahora que L(g1, . . . , gn) > 0, y que el
resultado es cierto para toda factorizacio´n cuya L es menor que L(g1, . . . , gn).
Si (g1, . . . , gn) junta bien, no hay nada que probar. Supongamos entonces que
(g1, . . . , gn) junta mal, es decir, que existe i tal que (gi, gi+1) junta mal. Por
otro lado, que L(g1, . . . , gn) > 0 nos dice que existe j tal que ℓ(gj) − 3 > 0,
es decir, gj es un conjugado largo de s1. Si gi es largo o gi+1 es largo, enton-
ces sabemos que haciendo un cambio de Hurwitz adecuado logramos cambiar
el par (gi, gi+1) por un par (g
′
i, g
′
i+1) tal que ℓ(gi) + ℓ(gi+1) > ℓ(g
′
i) + ℓ(g
′
i+1).
Entonces L(g1, . . . , gi, gi+1, . . . , gn) > L(g1, . . . , g
′
i, g
′
i+1, . . . , gn), por las propo-
siciones 13 y 14. Tenemos entonces que (g1, . . . , gi, gi+1, . . . , gn) se transforma
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por un movimiento de Hurwitz en (g1, . . . , g
′
i, g
′
i+1, . . . , gn), y como esta u´lti-
ma satisface la hipo´tesis de induccio´n, existe (g′′1 , . . . , g
′′
n) Hurwitz equivalente a
(g1, . . . , g
′
i, g
′
i+1, . . . , gn), y que satisface i) o ii). Entonces (g1, . . . , gn) es Hurwitz
equivalente a (g′′1 , . . . , g
′′
n), la cual satisface i) o ii). Podemos entonces suponer
que gi y gi+1 son cortos. Supongamos que j > i, y que j es tomado de tal mane-
ra que todos los elementos gi, gi+1, . . . , gj−1 son cortos. Ahora, los u´nicos pares
de conjugados cortos que juntan mal son (s0, s1), (s1, s2) y (s2, s0), y existen
movimientos de Hurwitz que transforman el par (s1, s2) en (s0, s1) y a (s2, s0)
en (s0, s1). Ahora, se verifica directamente que g
−1 ∗ h ∗ g ∈ {s0, s1, s2} siem-
pre que h ∈ {s0, s1, s2} y g ∈ {s0, s
−1
0 , s1, s
−1
1 , s2, s
−1
2 }. Esto hace posible hacer
j − i − 2 movimientos de Hurwitz que llevan a gi+1 hasta la posicio´n j − 1.
Luego se pueden hacer otros j − i − 2 movimientos de Hurwitz que llevan a
gi a la posicio´n j − 2. Obtenemos as´ı una nueva factorizacio´n (g
′
1, . . . , g
′
n) tal
que g′j es largo, gj−2 = s0, gj−1 = s1 y L(g
′
1, . . . , g
′
n) = L(g1, . . . , gn). Ahora,
es fa´cil ver que existe al menos un conjugado corto sα tal que (sα, gj) junta
mal. Entonces, haciendo, si fuera necesario, un movimiento de Hurwitz extra
al par (g′j−2, g
′
j−1), se obtiene una factorizacio´n (g
′′
1 , . . . , g
′′
n) tal que g
′′
j = gj y
g′′j−1 = sα. Note que L(g
′′
1 , . . . , g
′′
n) = L(g
′
1, . . . , g
′
n) = L(g1, . . . , gn). Entonces el
par (g′′j−1, g
′′
j ) satisface las condiciones de la proposicio´n 14. Entonces se puede
hacer un movimiento de Hurwitz a este par, de tal manera que el nuevo par
(g′′′j−1, g
′′′
j ) satisfaga ℓ(g
′′′
j−1) + ℓ(g
′′′
j ) < ℓ(g
′′
j−1) + ℓ(g
′′
j ), y entonces
L(g′′1 , . . . , g
′′′
j−1, g
′′′
j , . . . , g
′′
n) < L(g
′′
1 , . . . , g
′′
j−1, g
′′
j , . . . , g
′′
n) = L(g1, . . . , gn) .
De acuerdo a la hipo´tesis de induccio´n, la factorizacio´n (g′′1 , . . . , g
′′′
j−1, g
′′′
j , . . . , g
′′
n)
puede ser transformada por medio de movimientos de Hurwitz en otra que es en
cortos o que junta bien. Esto concluye la demostracio´n.
Definicio´n 42 (Coleccio´n Hurwitz completa). Una coleccio´n de factorizaciones
especiales de g ∈ G se dice que es Hurwitz completa si por cada clase de equi-
valencia existe por lo menos una factorizacio´n en la coleccio´n que representa a
dicha clase. Esto es equivalente a decir que por cada factorizacio´n especial de g,
hay al menos una en la coleccio´n que es equivalente a ella.
Por las proposiciones 15 y 16, para obtener una coleccio´n Hurwitz completa de
factorizaciones especiales de un g ∈ G, basta encontrar todas las factorizaciones
especiales de g que juntan bien, y todas las factorizaciones especiales de g en
cortos de la forma (g1, . . . , gs, s0, s1, . . . , s0, s1), con s > 0 y en la que (g1, . . . , gs)
junta bien.
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Unidad 3
Algoritmo, co´digo en Maple y
ejemplo
A continuacio´n se presenta un algoritmo modular recursivo tal que dado un
g ∈ G, determina todas sus posibles factorizaciones especiales de la forma
(h1, . . . , hr)(s0, s1)
j+3k,
donde j ∈ {0, 1, 2}, k > 0, r > 0, y si r > 2 cada par (hi, hi+1), 1 6 i 6
r − 1, junta bien. Segu´n lo discutido en las u´ltimas secciones de la unidad 2,
estas factorizaciones forman una coleccio´n Hurwitz completa de factorizaciones
especiales de g. Algunas de estas factorizaciones pueden ser Hurwitz equivalentes
entre s´ı.
Para comprender el funcionamiento del algoritmo suponga que construiremos
un a´rbol n–ario donde el nodo ra´ız, numerado como 0, esta´ compuesto por el
g ∈ G a factorizar. El siguiente nivel, nivel 1, esta´ compuesto por n1 nodos
donde el primer nodo contiene a s−1i g = g0, i ∈ [0, 1, 2]; el segundo posible nodo
contiene a h−11 g = g1, el tercero contiene h
−1
2 g = g2, y as´ı sucesivamente. Cada
hi es un posible factor especial largo de g. La cantidad de factores especiales
largos es determinada por la longitud de g. El algoritmo busca todos los posibles
hasta la mitad de dicha longitud. Entonces, en el nivel 1 se ha determinado un
nu´mero finito de nuevos gi, cada uno de los cuales es de menor longitud que el g
contenido en el nodo padre.
Con cada gi obtenido en el nivel 2, se genera el nivel 3 tal como se obtuvo el
nivel 2 y as´ı se avanza sucesivamente de nivel en nivel hasta que la longitud del
elemento a factorizar en un nodo es cero, uno o dos.
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Cada ruta desde el nodo ra´ız hasta cada hoja del a´rbol indica una factori-
zacio´n de g compuesta por los si y los hj empleados para reducir g a longitud
cero, uno o dos. Cuando en una hoja su longitud es cero, ello indica que todos los
factores juntan bien; si es diferente de cero, entonces los factores no juntan bien
y esa factorizacio´n es ignorada en la ejecucio´n del algoritmo, excepto si todos
los factores son cortos, tal como se puede observar en el ejemplo dado luego del
co´digo.
El siguiente a´rbol ejemplariza la anterior descripcio´n.
g
g1
g11
g111
g12
g121
g13
g2
g21
g211
g22
g3
g31
g311
g32 g33
Notas: el g a factorizar es generado aleatoriamente; por cada nodo en cada nivel,
el algoritmo se invoca a s´ı mismo, por ello es recursivo; y el algoritmo funciona
para un g de longitud mayor o igual a cero, la longitud esta´ limitada so´lo por la
capacidad de la ma´quina donde se ejecute.
Algoritmo Factorizar
Generar(g ∈ 〈ω, b : ω2, b3〉);
Factorizacio´nCortosLargos (g, [ ], [ ]);
Fin Factorizar
Factorizacio´nCortosLargos(CadenaAna´lisis, U´ltimoFactor, Factorizacio´n)
Si CadenaAna´lisis = [] entonces
Factorizacio´n ← Factorizacio´n+(s0s1)
3k;
Escriba(Factorizacio´n);
sino
# Primero suponemos que hay un factor corto
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Dependiendo de long(CadenaAna´lisis) haga
1: Dependiendo de CadenaAna´lisis[1] haga
ω: Factorizacio´n ← Factorizacio´n+s0 + (s0s1)
1+3k;
bi: Factorizacio´n ← Factorizacio´n+(s0s1)
i+3k;
Fin dependiendo
Escriba(Factorizacio´n);
2: Dependiendo de CadenaAna´lisis[1, 2] haga
ωb: Factorizacio´n ← Factorizacio´n+s0 + (s0s1)
2+3k;
ωb2: Factorizacio´n ← Factorizacio´n+s0 + (s0s1)
3k;
bω: Factorizacio´n ← Factorizacio´n+s1 + (s0s1)
2+3k;
b2ω: Factorizacio´n ← Factorizacio´n+s2 + (s0s1)
3k;
Fin dependiendo
Escriba(Factorizacio´n);
>3: FactorCorto ← DeterminarFactorCorto(CadenaAna´lisis);
Si PeganBien(U´ltimoFactor, FactorCorto) entonces
Factorizacio´n ← Factorizacio´n+FactorCorto;
InversoFactorCorto ← Inverso(FactorCorto);
NuevaCadena ← Multiplicar(InversoFactorCorto, CadenaAna´lisis);
Factorizacio´nCortosLargos(NuevaCadena, FactorCorto, Factorizacio´n)
Fin si
# Ahora suponemos que hay uno o varios factores largos
> 5 : ListaFactoresLargos ← DeterminarFactoresLargos(CadenaAna´lisis);
Para i← 1 hasta ℓ(ListaFactoresLargos) haga
FactorLargo ← ListaFactoresLargos [i];
Si PeganBien (U´ltimoFactor, FactorLargo) entonces
Factorizacio´n ← Factorizacio´n+FactorLargo;
InversoFactorLargo ← Inverso (FactorLargo);
NuevaCadena ← Multiplicar(InversoFactorLargo, CadenaAna´lisis);
Factorizacio´nCortosLargos(NuevaCadena, FactorLargo,Factorizacio´n);
Fin si
Fin para
Fin dependiendo
Fin si
Fin Factorizacio´nCortosLargos
DeterminarFactorCorto(Cadena)
Dependiendo de Cadena[1] haga
ω : Retorne (s0);
b : Retorne (s1);
b2 : Retorne (s2);
Fin dependiendo
Fin DeterminarFactorCorto
PeganBien(g1, g2)
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g ← Multiplicar(g1, g2)
Si ℓ(g) > ℓ(g1) ∧ ℓ(g) > ℓ(g2) entonces
Retorne(verdadero);
sino
Retorne (falso);
Fin si
Fin PeganBien
Multiplicar(g1, g2)
Terminar←falso;
Mq ℓ(g1) 6= 0 ∧ ℓ(g2) 6= 0∧ ∼Terminar haga
Si (g1[ℓ(g1)] = ω ∧ g2[1] = ω) ∨
(
g1[ℓ(g1)] = b ∧ g2[1] = b
2
)
∨(
g1[ℓ(g1)] = b
2 ∧ g2[1] = b
)
entonces
g1 ← g1 − g1[ℓ(g1)];
g2 ← g2 − g2[1];
sino
Si g1[ℓ(g1)] = b ∧ g2[1] = b entonces
g1[ℓ(g1)]← b
2;
g2 ← g2 − g2[1];
sino
Si g1[ℓ(g1)] = b
2 ∧ g2[1] = b
2 entonces
g1[ℓ(g1)]← b;
g2 ← g2 − g2[1];
Fin si
Fin si
Terminar←verdadero;
Retorne (g1 + g2);
Fin si
Fin mq
Si ∼Terminar entonces
Retorne (g1 + g2);
Fin si
Fin Multiplicar
Inverso(g);
Taman˜o ← ℓ(g);
g−1 ← [ ];
Para i← 1 hasta Taman˜o haga
Dependiendo de g[Taman˜o−i + 1] haga
ω: g−1[i]← ω;
b: g−1[i]← b2;
b2: g−1[i]← b;
Fin dependiendo
Fin para
Retorne (g−1);
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Fin Inverso
DeterminarFactoresLargos(Cadena)
LongitudCadena ← long(Cadena);
ListaFactoresLargos ← [ ];
ContadorFactoresLargos ← 0;
i← 2;
Mientras que i < (LongitudCadena/2) haga
Si Cadena[i] = b ∧ Cadena[i+ 1] = ω entonces
ContadorFactoresLargos ← ContadorFactoresLargos+1;
ListaFactoresLargos [ContadorFactoresLargos] ← ArmarFactorLargo(Cadena, i−1);
Fin si
i← i+ 1;
Fin mientras que
Retorne(ListaFactoresLargos);
Fin DeterminarFactoresLargos
ArmarFactorLargo(Cadena, i)
Q−1 ← [ ];
Para j ← 1 hasta i haga
Q−1[j]← Cadena[j];
Fin para
Q← Inverso(Q−1);
Retorne (Q−1s1Q);
Fin ArmarFactorLargo
El algoritmo fue implementado en Maple 12. A continuacio´n el co´digo.
> DeterminarFactorCorto := proc (Cadena::list)
description "Procedimiento que determina el primer factor corto de un
g=g[1]...g[r] \in <w,b| w^(2)=b^(3)= 1>, recibido en el para´metro ’Cadena’,
de acuerdo a g[1]. El proceso retorna el correspondiente s[0],s[1] o´ s[2],
indicado como [’w’,’b^2’], [’b’,’w’,’b’] o´[’b^2’,’w’], respectivamente.";
if nops(Cadena) = 0 then
return "La cadena esta´ vacı´a"
else
if Cadena[1] = "w" then
return ["w", "b^2"]
elif Cadena[1] = "b" then
return ["b", "w", "b"]
elif Cadena[1] = "b^2" then
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return ["b^2", "w"]
else
printf("El dato %s es malo", Cadena[1])
end if
end if
end proc;
---------------------------------------------------------------
> GenerarG := proc (longitud::integer)
local i, g, anterior, generado;
description "Construye un g reducido \in <w,b| w^(2)=b^(3)= 1>, de la longitud
indicada en la variable de entrada ’longitud’. ";
i := 0; g := [];
if 0 < longitud then
anterior := ‘mod‘(rand(), 3);
while i < longitud do
generado := ‘mod‘(rand(), 3);
if anterior = 0 and generado = 1 or anterior = 0 and generado = 2 or
anterior = 1 and generado = 0 or anterior = 2 and generado = 0 then
i := i+1;
g := [op(g), generado];
anterior := generado
end if
end do
end if;
for i to longitud do
if g[i] = 0 then
g[i] := "w"
elif g[i] = 1 then
g[i] := "b"
elif g[i] = 2 then
g[i] := "b^2"
end if
end do;
return g
end proc;
---------------------------------------------------------------
> Multiplicar := proc (g::list, h::list)
local Terminar, g1, g2;
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description "Dados g,h \in <w,b| w^(2)=b^(3)= 1>, se multiplican estos de
tal forma que se obtiene un g=gh el cual es retornado. ";
g1 := g;
g2 := h;
Terminar := "falso";
while nops(g1) <> 0 and nops(g2) <> 0 and Terminar = "falso" do
if g1[nops(g1)] = "w" and g2[1] = "w" or g1[nops(g1)] = "b" and
g2[1] = "b^2" or g1[nops(g1)] = "b^2" and g2[1] = "b" then
g1 := [op(1 .. nops(g1)-1, g1)];
if 1 < nops(g2) then
g2 := [op(2 .. nops(g2), g2)]
else g2 := []
end if
else
if g1[nops(g1)] = "b" and g2[1] = "b" then
g1[nops(g1)] := "b^2";
if 1 < nops(g2) then
g2 := [op(2 .. nops(g2), g2)]
else g2 := []
end if
else
if g1[nops(g1)] = "b^2" and g2[1] = "b^2" then
g1[nops(g1)] := "b";
if 1 < nops(g2) then
g2 := [op(2 .. nops(g2), g2)]
else
g2 := []
end if
end if
end if;
Terminar := "verdadero";
return [op(g1), op(g2)]
end if
end do;
if Terminar = "falso" then
return [op(g1), op(g2)]
end if
end proc;
---------------------------------------------------------------
> PeganBien := proc (g1::list, g2::list)
local g;
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description "Verifica si g1, g2 \in <w,b| w^(2)=b^(3)= 1> juntan bien. Retorna
’verdadero’ en caso afirmativo. Retorna ’falso’ en caso negativo.";
g := Multiplicar(g1, g2);
if nops(g1) <= nops(g) and nops(g2) <= nops(g) then
return "verdadero"
else
return "falso"
end if
end proc;
---------------------------------------------------------------
> Inverso := proc (g)
local Tama~no, i, Inv;
description "Recibido un ’g’ \in <w,b| w^(2)=b^(3)= 1> el procedimiento
retorna el correspondiente inverso. ";
Tama~no := nops(g);
Inv := [];
for i to Tama~no do
if g[Tama~no-i+1] = "w" then
Inv := [op(Inv), "w"]
elif g[Tama~no-i+1] = "b" then
Inv := [op(Inv), "b^2"]
elif g[Tama~no-i+1] = "b^2" then
Inv := [op(Inv), "b"]
end if
end do;
return Inv
end proc;
---------------------------------------------------------------
> DeterminarFactoresLargos := proc (Cadena)
local LongitudCadena, ListaFactoresLargos, ContadorFactoresLargos, i;
description "Dado un g \in <w,b| w^(2)=b^(3)= 1> recibido en el para´metro
Cadena, se determina una lista de posibles factores largos de dicho g.
Cada factor largo \in S. ";
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LongitudCadena := nops(Cadena);
ListaFactoresLargos := [];
ContadorFactoresLargos := 0;
i := 2;
while i < (1/2)*LongitudCadena do
if Cadena[i] = "b" and Cadena[i+1] = "w" then
ListaFactoresLargos := [op(ListaFactoresLargos), ArmarFactorLargo(Cadena, i)]
end if;
i := i+1
end do;
return ListaFactoresLargos
end proc;
---------------------------------------------------------------
> ArmarFactorLargo := proc (g::list, i::integer)
local Qi, j, Q;
description "Recibido un g=g_1...g_n \in G, se toman los primeros i-1 componentes
de g, y se determina que g_1...g_{i-1}=Qi. Luego se construye un s=QiS_1Q \in S.
Se retorna s. ";
Qi := [];
for j to i-1 do
Qi := [op(Qi), g[j]]
end do;
Q := Inverso(Qi);
return [op(Qi), "b", "w", "b", op(Q)]
end proc;
---------------------------------------------------------------
> Convertir := proc (Factores::list)
local i, Conversion;
description "Dado un g=g[1]...g[n] \in <w,b| w^(2)=b^(3)= 1>, recibido en
’Factores’, donde cada g[i]\in [[w, b^2],[b,w,b],[b^2,w],
(s[0]s[1])^(j+3k),largo], se convierte cada factor a [s[0],s[1],s[2],
(s[0]s[1])^(j+3 k),largo], respectivamente. ";
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Conversion := [];
if 0 < nops(Factores) then
for i to nops(Factores) do
if Factores[i] = ["w", "b^2"] then
Conversion := [op(Conversion), s[0]]
elif Factores[i] = ["b", "w", "b"] then
Conversion := [op(Conversion), s[1]]
elif Factores[i] = ["b^2", "w"] then
Conversion := [op(Conversion), s[2]]
else Conversion := [op(Conversion), Factores[i]]
end if
end do
end if;
return Conversion
end proc;
---------------------------------------------------------------
> VerificarRespuesta := proc (Factores::list)
local Concatenacion, i;
global gOriginal;
description "Se compara el para´metro ’Factores’ con el g original que fue
dado a factorizar, el cual esta´ contenido en la variable ’gOriginal’ que
es global. El procedimiento informa si son diferentes";
Concatenacion := [];
if nops(Factores) = 0 then
print("Error: la factorizacio´n esta´ vacı´a")
else
for i to nops(Factores)-1 do
Concatenacion := Multiplicar(Concatenacion, Factores[i])
end do;
if Factores[nops(Factores)] = (s[0]*s[1])^(1+3*k) then
Concatenacion := Multiplicar(Concatenacion, ["b"])
end if;
if Factores[nops(Factores)] = (s[0]*s[1])^(2+3*k) then
Concatenacion := Multiplicar(Concatenacion, ["b^2"])
end if;
if nops(Concatenacion) <> nops(gOriginal) then
print("Error: La cantidad de factores es diferente");
return
else
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for i to nops(Concatenacion) do
if gOriginal[i] <> Concatenacion[i] then
print("Error: la factorizacio´n es diferente del g original");
return
end if
end do
end if
end if
end proc;
---------------------------------------------------------------
> FactorizacionCortosLargos := proc (CadenaAnalisis::list, UltimoFactor::list,
ResultadoAnterior::list)
local FactorCorto, InversoFactorCorto, NuevaCadena, ListaFactoresLargos, i,
FactorLargo, InversoFactorLargo, Resultado;
global YaImprimioCortos;
description "Algoritmo recursivo que recibe un g=g[1]...g[n] \in G=<w,b|
w^(2)=b^(3)= 1> en el para´metro ’CadenaAnalisis’, y detemina su primer
factor corto y posibles primeros factores largos. El factor encontrado es
agregado a la variable Resultado junto con la factorizacio´n recibida en el
para´metro ResultadoAnterior. El llamado a este proceso es finalizado luego
que se ha determinado que la longitud del para´metro ’CadenaAnalisis’ es
menor que tres. Entonces la factorizacio´n se convierte a forma legible, se
imprime y se verifica el resultado con el g original contenido en la variable
global gOriginal. ";
if CadenaAnalisis = [] then
Resultado := [op(ResultadoAnterior), (s[0]*s[1])^(3*k)];
if YaImprimioCortos = "falso" then
print(Convertir(Resultado), nops(Resultado)-1);
YaImprimioCortos := "verdadero"
else
print(Convertir([op(1 .. nops(Resultado)-1, Resultado)]), nops(Resultado)-1)
end if;
VerificarRespuesta(Resultado)
else
if nops(CadenaAnalisis) = 1 then
if CadenaAnalisis[1] = "w" then
Resultado := [op(ResultadoAnterior), ["w", "b^2"], (s[0]*s[1])^(1+3*k)]
elif CadenaAnalisis[1] = "b" then
Resultado := [op(ResultadoAnterior), (s[0]*s[1])^(1+3*k)]
elif CadenaAnalisis[1] = "b^2" then
Resultado := [op(ResultadoAnterior), (s[0]*s[1])^(2+3*k)]
else
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print(Error*en*la*determinacio´n*del*u´ltimo*factor*corto*del*g*de*entrada)
end if;
if YaImprimioCortos = "falso" then
print(Convertir(Resultado), nops(Resultado)-1);
VerificarRespuesta(Resultado);
YaImprimioCortos := "verdadero"
end if
end if;
if nops(CadenaAnalisis) = 2 then
if CadenaAnalisis[1] = "w" and CadenaAnalisis[2] = "b" then
Resultado := [op(ResultadoAnterior), ["w", "b^2"], (s[0]*s[1])^(2+3*k)]
elif CadenaAnalisis[1] = "w" and CadenaAnalisis[2] = "b^2" then
Resultado := [op(ResultadoAnterior), ["w", "b^2"], (s[0]*s[1])^(3*k)]
elif CadenaAnalisis[1] = "b" and CadenaAnalisis[2] = "w" then
Resultado := [op(ResultadoAnterior), ["b", "w", "b"], (s[0]*s[1])^(2+3*k)]
elif CadenaAnalisis[1] = "b^2" and CadenaAnalisis[2] = "w" then
Resultado := [op(ResultadoAnterior), ["b^2", "w"], (s[0]*s[1])^(3*k)]
else
return Error*en*la*determinacio´n*del*u´ltimo*factor*corto*del*g*de*entrada
end if;
if Resultado[nops(Resultado)] = (s[0]*s[1])^(3*k) or YaImprimioCortos = "falso" then
if YaImprimioCortos = "falso" then
print(Convertir(Resultado), nops(Resultado)-1); YaImprimioCortos := "verdadero"
else
print(Convertir([op(1 .. nops(Resultado)-1, Resultado)]), nops(Resultado)-1)
end if;
VerificarRespuesta(Resultado)
end if
end if;
if 3 <= nops(CadenaAnalisis) then
FactorCorto := DeterminarFactorCorto(CadenaAnalisis);
if PeganBien(UltimoFactor, FactorCorto) = "verdadero" then
Resultado := [op(ResultadoAnterior), FactorCorto];
InversoFactorCorto := Inverso(FactorCorto);
NuevaCadena := Multiplicar(InversoFactorCorto, CadenaAnalisis);
FactorizacionCortosLargos(NuevaCadena, FactorCorto, Resultado)
end if
end if;
if 5 <= nops(CadenaAnalisis) then
ListaFactoresLargos := DeterminarFactoresLargos(CadenaAnalisis);
for i to nops(ListaFactoresLargos) do
FactorLargo := ListaFactoresLargos[i];
if PeganBien(UltimoFactor, FactorLargo) = "verdadero" then
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Resultado := [op(ResultadoAnterior), FactorLargo];
InversoFactorLargo := Inverso(FactorLargo);
NuevaCadena := Multiplicar(InversoFactorLargo, CadenaAnalisis);
FactorizacionCortosLargos(NuevaCadena, FactorLargo, Resultado)
end if
end do
end if
end if
end proc;
---------------------------------------------------------------
> Factorizar := proc ()
global gOriginal, YaImprimioCortos;
description "Algoritmo que genera un g=g[1]...g[n] \in G=<w,b| w^(2)=b^(3)= 1>,
lo factoriza en g=g’[1]...g’[n],con cada g’[i] \in S={s[i]: s[i]=Q^(-1)hQ,
Q \in G}, de tal forma que cada par g’[i]g’[i+1] junte bien, excepto
posiblemente al final de cada factorizacio´n. A cada factorizacio´n se le agrega
al final (s[0]s[1])^(j+3 k), representando ası´ un conjunto de clases de
factorizaciones de g. Si al final de cada factorizacio´n se obtiene ’b’ o´ ’b^(2)’,
quiere decir que la factorizacio´n no junta bien. Solamente son mostradas
aquellas factorizaciones que juntan bien, excepto la primera factorizacio´n
encontrada que corresponde a aquella que es en cortos y que tal vez junte mal.";
YaImprimioCortos := "falso";
gOriginal := GenerarG(35);
lprint("Las factorizaciones de g = ");
print(gOriginal);
lprint("donde la primera es en cortos (que consiste en el conjunto de representantes
de todas las clases de factorizaciones posibles en cortos de g, k>=0), y las
siguientes son las que juntan bien, que contienen al menos un factor largo, son:");
FactorizacionCortosLargos(gOriginal, [], [])
end proc;
---------------------------------------------------------------
A continuacio´n un ejemplo de un g de longitud 35 generado aleatoriamente
> Factorizar();
"Las factorizaciones de g = "
["w", "b", "w", "b", "w", "b", "w", "b", "w", "b", "w", "b", "w", "b^2", "w",
"b", "w", "b^2", "w", "b^2", "w", "b^2", "w", "b^2", "w", "b", "w", "b",
58 Problema de clasificacio´n de factorizaciones especiales en SL(2,Z)
"w", "b^2", "w", "b", "w", "b", "w"]
"donde la primera es en cortos (que consiste en el conjunto de representantes
de todas las clases de factorizaciones posibles en cortos de g, k>=0), y las
siguientes son las que juntan bien, que contienen al menos un factor largo, son:"
[
[s_0, s_2, s_1, s_0, s_2, s_1, s_0, s_0, s_2, s_2, s_2, s_2, s_2,
s_1, s_0, s_0, s_2, s_1, (s_0 s_1)^(2 + 3 k)], 18
[s_0, s_2, s_1, s_0, s_2, s_1, s_0, s_0, s_2, s_2, s_2, s_2, s_2,
s_1, s_0, ["w", "b", "w", "b", "w"]], 16
[s_0, s_2, s_1, s_0, s_2, s_1, s_0, s_0, s_2, s_2, s_2, s_2, s_2,
["b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b", "w", "b", "w", "b^2"], s_2], 16
[s_0, s_2, s_1, s_0, s_2, s_1, s_0, s_0, s_2, s_2, s_2, s_2,
["b^2", "w", "b", "w", "b", "w", "b"], s_1, s_0, s_2], 16
[s_0, s_2, s_1, s_0, s_2, s_1, s_0, ["w", "b", "w", "b", "w"],
["w", "b", "w", "b", "w"], ["w", "b", "w", "b", "w"],
["w", "b", "w", "b", "w"], ["w", "b", "w", "b", "w"], s_1, s_1, s_0, s_2
], 16
[s_0, s_2, s_1, s_0, s_2, ["b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b", "w", "b", "w", "b^2"], s_0, s_0, s_0, s_0, s_2, s_1,
s_1, s_0, s_2], 16
[s_0, s_2, s_1, s_0, s_2, ["b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b", "w", "b", "w", "b^2"], s_0,
["w", "b^2", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b", "w"],
["w", "b^2", "w", "b", "w", "b", "w", "b", "w"]], 10
[s_0, s_2, s_1, s_0, ["b^2", "w", "b", "w", "b", "w", "b"], s_1, s_0,
s_0, s_0, s_0, s_0, s_2, s_1, s_1, s_0, s_2], 16
[s_0, s_2, s_1, s_0, ["b^2", "w", "b", "w", "b", "w", "b"], s_1, s_0,
s_0, ["w", "b^2", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b", "w"],
["w", "b^2", "w", "b", "w", "b", "w", "b", "w"]], 10
[s_0, s_2, s_1, s_0,
["b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b"], s_1, s_1,
["b", "w", "b", "w", "b", "w", "b^2"], ["w", "b", "w", "b", "w"]], 10
[s_0, s_2, s_1, s_0,
["b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b"], s_1,
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
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["b", "w", "b", "w", "b", "w", "b^2"], s_2], 10
[s_0, s_2, s_1, ["w", "b", "w", "b", "w"], s_1, s_1, s_0, s_0, s_0,
s_0, s_0, s_2, s_1, s_1, s_0, s_2], 16
[s_0, s_2, s_1, ["w", "b", "w", "b", "w"], s_1, s_1, s_0, s_0,
["w", "b^2", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b", "w"],
["w", "b^2", "w", "b", "w", "b", "w", "b", "w"]], 10
[s_0, s_2, s_1, ["w", "b", "w", "b", "w"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["w", "b", "w", "b", "w"]], 10
[s_0, s_2, s_1, ["w", "b", "w", "b", "w"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"], ["b", "w",
"b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b", "w", "b^2"], s_2
], 10
[s_0, s_2, s_1, ["w", "b", "w", "b", "w", "b", "w", "b^2", "w"], s_1,
s_1, s_1, s_1, ["b", "w", "b", "w", "b", "w", "b^2"],
["w", "b", "w", "b", "w"]], 10
[s_0, s_2, s_1, ["w", "b", "w", "b", "w", "b", "w", "b^2", "w"], s_1,
s_1, s_1, ["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b", "w", "b", "w", "b^2"], s_2], 10
[s_0, s_2, s_1,
["w", "b", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b^2", "w"],
["w", "b", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b^2", "w"], s_2,
s_2, s_1, s_0, ["w", "b", "w", "b", "w"]], 10
[s_0, s_2, s_1,
["w", "b", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b^2", "w"],
["w", "b", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b^2", "w"], s_2,
s_2, ["b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b", "w", "b", "w", "b^2"], s_2], 10
[s_0, s_2, s_1,
["w", "b", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b^2", "w"],
["w", "b", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b^2", "w"], s_2,
["b^2", "w", "b", "w", "b", "w", "b"], s_1, s_0, s_2], 10
60 Problema de clasificacio´n de factorizaciones especiales en SL(2,Z)
[s_0, s_2, ["b", "w", "b", "w", "b", "w", "b^2"], s_2, s_1, s_1, s_0,
s_0, s_0, s_0, s_0, s_2, s_1, s_1, s_0, s_2], 16
[s_0, s_2, ["b", "w", "b", "w", "b", "w", "b^2"], s_2, s_1, s_1, s_0,
s_0, ["w", "b^2", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b", "w"],
["w", "b^2", "w", "b", "w", "b", "w", "b", "w"]], 10
[s_0, s_2, ["b", "w", "b", "w", "b", "w", "b^2"], s_2,
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["w", "b", "w", "b", "w"]], 10
[s_0, s_2, ["b", "w", "b", "w", "b", "w", "b^2"], s_2,
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"], ["b", "w",
"b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b", "w", "b^2"], s_2
], 10
[s_0, s_2, ["b", "w", "b", "w", "b", "w", "b^2"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"], s_1, s_1, s_1,
["b", "w", "b", "w", "b", "w", "b^2"], ["w", "b", "w", "b", "w"]], 10
[s_0, s_2, ["b", "w", "b", "w", "b", "w", "b^2"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"], s_1, s_1,
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b", "w", "b", "w", "b^2"], s_2], 10
[s_0, s_2, ["b", "w", "b", "w", "b", "w", "b^2"], ["b^2", "w", "b", "w",
"b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b"], ["b^2", "w",
"b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b"], [
"b^2", "w", "b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w",
"b"], ["b^2", "w", "b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w",
"b^2", "w", "b"], ["b^2", "w", "b", "w", "b^2", "w", "b", "w", "b", "w",
"b", "w", "b^2", "w", "b"], s_0, s_2], 10
[s_0, s_2, ["b", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b^2"], [
"b", "w", "b^2", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b", "w",
"b^2"], ["b", "w", "b^2", "w", "b^2", "w", "b", "w", "b", "w", "b", "w",
"b", "w", "b^2"], ["b", "w", "b^2", "w", "b^2", "w", "b", "w", "b", "w",
"b", "w", "b", "w", "b^2"], ["b", "w", "b^2", "w", "b^2", "w", "b", "w",
"b", "w", "b", "w", "b", "w", "b^2"], ["b", "w", "b^2", "w", "b^2", "w",
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"b", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b", "w", "b", "w", "b^2"], s_2], 10
[s_0, s_2, ["b", "w", "b", "w", "b", "w", "b", "w", "b", "w", "b", "w",
"b^2", "w", "b^2", "w", "b^2", "w", "b^2"], ["b", "w", "b", "w", "b", "w",
"b", "w", "b", "w", "b", "w", "b^2", "w", "b^2", "w", "b^2", "w", "b^2"],
s_0, s_2, s_1, s_1, s_0, s_2], 10
[s_0, ["b^2", "w", "b", "w", "b", "w", "b"], s_0, s_2, s_1, s_1, s_0,
s_0, s_0, s_0, s_0, s_2, s_1, s_1, s_0, s_2], 16
[s_0, ["b^2", "w", "b", "w", "b", "w", "b"], s_0, s_2, s_1, s_1, s_0,
s_0, ["w", "b^2", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b", "w"],
["w", "b^2", "w", "b", "w", "b", "w", "b", "w"]], 10
[s_0, ["b^2", "w", "b", "w", "b", "w", "b"], s_0, s_2,
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["w", "b", "w", "b", "w"]], 10
[s_0, ["b^2", "w", "b", "w", "b", "w", "b"], s_0, s_2,
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"], ["b", "w",
"b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b", "w", "b^2"], s_2
], 10
[s_0, ["b^2", "w", "b", "w", "b", "w", "b"], s_0,
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"], s_1, s_1, s_1,
["b", "w", "b", "w", "b", "w", "b^2"], ["w", "b", "w", "b", "w"]], 10
[s_0, ["b^2", "w", "b", "w", "b", "w", "b"], s_0,
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"], s_1, s_1,
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b", "w", "b", "w", "b^2"], s_2], 10
[s_0, ["b^2", "w", "b", "w", "b", "w", "b"], s_0, ["b^2", "w", "b", "w",
"b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b"], ["b^2", "w",
"b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b"], [
"b^2", "w", "b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w",
"b"], ["b^2", "w", "b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w",
"b^2", "w", "b"], ["b^2", "w", "b", "w", "b^2", "w", "b", "w", "b", "w",
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"b", "w", "b^2", "w", "b"], s_0, s_2], 10
[s_0, ["b^2", "w", "b", "w", "b", "w", "b"], ["w", "b", "w", "b", "w"], s_2,
s_1, s_1, s_1, s_1, ["b", "w", "b", "w", "b", "w", "b^2"],
["w", "b", "w", "b", "w"]], 10
[s_0, ["b^2", "w", "b", "w", "b", "w", "b"], ["w", "b", "w", "b", "w"], s_2,
s_1, s_1, s_1,
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b", "w", "b", "w", "b^2"], s_2], 10
[s_0, ["b^2", "w", "b", "w", "b", "w", "b"], ["w", "b", "w", "b", "w"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"], s_0, ["w", "b", "w", "b", "w"]], 10
[s_0, ["b^2", "w", "b", "w", "b", "w", "b"], ["w", "b", "w", "b", "w"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b"], s_0, s_2], 10
[s_0, ["b^2", "w", "b", "w", "b", "w", "b"],
["w", "b", "w", "b", "w", "b", "w", "b^2", "w"],
["w", "b", "w", "b", "w", "b", "w", "b^2", "w"], s_2, s_2, s_2, s_1,
s_0, ["w", "b", "w", "b", "w"]], 10
[s_0, ["b^2", "w", "b", "w", "b", "w", "b"],
["w", "b", "w", "b", "w", "b", "w", "b^2", "w"],
["w", "b", "w", "b", "w", "b", "w", "b^2", "w"], s_2, s_2, s_2,
["b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b", "w", "b", "w", "b^2"], s_2], 10
[s_0, ["b^2", "w", "b", "w", "b", "w", "b"],
["w", "b", "w", "b", "w", "b", "w", "b^2", "w"],
["w", "b", "w", "b", "w", "b", "w", "b^2", "w"], s_2, s_2,
["b^2", "w", "b", "w", "b", "w", "b"], s_1, s_0, s_2], 10
[s_0, ["b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b"],
["b^2", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"], s_0, ["w", "b", "w", "b", "w"]], 10
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[s_0, ["b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b"],
["b^2", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b"], s_0, s_2], 10
[["w", "b", "w", "b", "w"], s_1, s_0, s_2, s_1, s_1, s_0, s_0, s_0,
s_0, s_0, s_2, s_1, s_1, s_0, s_2], 16
[["w", "b", "w", "b", "w"], s_1, s_0, s_2, s_1, s_1, s_0, s_0,
["w", "b^2", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b", "w"],
["w", "b^2", "w", "b", "w", "b", "w", "b", "w"]], 10
[["w", "b", "w", "b", "w"], s_1, s_0, s_2,
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["w", "b", "w", "b", "w"]], 10
[["w", "b", "w", "b", "w"], s_1, s_0, s_2,
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"], ["b", "w",
"b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b", "w", "b^2"], s_2
], 10
[["w", "b", "w", "b", "w"], s_1, s_0, ["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"], s_1, s_1, s_1,
["b", "w", "b", "w", "b", "w", "b^2"], ["w", "b", "w", "b", "w"]], 10
[["w", "b", "w", "b", "w"], s_1, s_0, ["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"], s_1, s_1,
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b", "w", "b", "w", "b^2"], s_2], 10
[["w", "b", "w", "b", "w"], s_1, s_0, ["b^2", "w", "b", "w", "b^2", "w",
"b", "w", "b", "w", "b", "w", "b^2", "w", "b"], ["b^2", "w", "b", "w",
"b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b"], ["b^2", "w",
"b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b"], [
"b^2", "w", "b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w",
"b"], ["b^2", "w", "b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w",
"b^2", "w", "b"], s_0, s_2], 10
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[["w", "b", "w", "b", "w"], s_1, ["w", "b", "w", "b", "w"], s_2, s_1, s_1,
s_1, s_1, ["b", "w", "b", "w", "b", "w", "b^2"], ["w", "b", "w", "b", "w"]
], 10
[["w", "b", "w", "b", "w"], s_1, ["w", "b", "w", "b", "w"], s_2, s_1, s_1,
s_1, ["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b", "w", "b", "w", "b^2"], s_2], 10
[["w", "b", "w", "b", "w"], s_1, ["w", "b", "w", "b", "w"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"], s_0, ["w", "b", "w", "b", "w"]], 10
[["w", "b", "w", "b", "w"], s_1, ["w", "b", "w", "b", "w"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b"], s_0, s_2], 10
[["w", "b", "w", "b", "w"], s_1,
["w", "b", "w", "b", "w", "b", "w", "b^2", "w"],
["w", "b", "w", "b", "w", "b", "w", "b^2", "w"], s_2, s_2, s_2, s_1,
s_0, ["w", "b", "w", "b", "w"]], 10
[["w", "b", "w", "b", "w"], s_1,
["w", "b", "w", "b", "w", "b", "w", "b^2", "w"],
["w", "b", "w", "b", "w", "b", "w", "b^2", "w"], s_2, s_2, s_2,
["b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b", "w", "b", "w", "b^2"], s_2], 10
[["w", "b", "w", "b", "w"], s_1,
["w", "b", "w", "b", "w", "b", "w", "b^2", "w"],
["w", "b", "w", "b", "w", "b", "w", "b^2", "w"], s_2, s_2,
["b^2", "w", "b", "w", "b", "w", "b"], s_1, s_0, s_2], 10
[["w", "b", "w", "b", "w"], ["b", "w", "b", "w", "b", "w", "b^2"], s_2, s_2,
s_1, s_1, s_1, s_1, ["b", "w", "b", "w", "b", "w", "b^2"],
["w", "b", "w", "b", "w"]], 10
[["w", "b", "w", "b", "w"], ["b", "w", "b", "w", "b", "w", "b^2"], s_2, s_2,
s_1, s_1, s_1,
["b", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b", "w", "b", "w", "b^2"], s_2], 10
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[["w", "b", "w", "b", "w"], ["b", "w", "b", "w", "b", "w", "b^2"], s_2,
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"], s_0, ["w", "b", "w", "b", "w"]], 10
[["w", "b", "w", "b", "w"], ["b", "w", "b", "w", "b", "w", "b^2"], s_2,
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b"], s_0, s_2], 10
[["w", "b", "w", "b", "w"], ["b", "w", "b", "w", "b", "w", "b^2"],
["b^2", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b"],
["b^2", "w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b"], s_1, s_0, s_2
], 10
[["w", "b", "w", "b", "w"],
["b", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b^2"], s_2, s_2,
s_2, s_2, s_2, s_1, s_0, ["w", "b", "w", "b", "w"]], 10
[["w", "b", "w", "b", "w"],
["b", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b^2"], s_2, s_2,
s_2, s_2, s_2, ["b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b", "w", "b", "w", "b^2"], s_2], 10
[["w", "b", "w", "b", "w"],
["b", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b^2"], s_2, s_2,
s_2, s_2, ["b^2", "w", "b", "w", "b", "w", "b"], s_1, s_0, s_2], 10
[["w", "b", "w", "b", "w"], ["b", "w", "b", "w", "b", "w", "b", "w", "b", "w",
"b^2", "w", "b^2", "w", "b^2"], ["b", "w", "b", "w", "b", "w", "b", "w",
"b", "w", "b^2", "w", "b^2", "w", "b^2"], s_0, s_0, s_2, s_1, s_1,
s_0, s_2], 10
[["w", "b", "w", "b", "w", "b", "w", "b^2", "w"],
["w", "b^2", "w", "b", "w", "b", "w", "b", "w"], ["w", "b", "w", "b", "w"],
s_2, s_2, s_2, s_2, s_1, s_0, ["w", "b", "w", "b", "w"]], 10
[["w", "b", "w", "b", "w", "b", "w", "b^2", "w"],
["w", "b^2", "w", "b", "w", "b", "w", "b", "w"], ["w", "b", "w", "b", "w"],
s_2, s_2, s_2, s_2, ["b", "w", "b", "w", "b", "w", "b^2"],
["b", "w", "b", "w", "b", "w", "b^2"], s_2], 10
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[["w", "b", "w", "b", "w", "b", "w", "b^2", "w"],
["w", "b^2", "w", "b", "w", "b", "w", "b", "w"], ["w", "b", "w", "b", "w"],
s_2, s_2, s_2, ["b^2", "w", "b", "w", "b", "w", "b"], s_1, s_0, s_2],
10
[["w", "b", "w", "b", "w", "b", "w", "b^2", "w"],
["w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b", "w"],
["w", "b^2", "w", "b", "w", "b", "w", "b", "w", "b^2", "w", "b", "w"],
["w", "b", "w", "b", "w"], ["w", "b", "w", "b", "w"],
["w", "b", "w", "b", "w"], s_1, s_1, s_0, s_2], 10
[["w", "b", "w", "b", "w", "b", "w", "b", "w", "b", "w", "b", "w", "b", "w",
"b^2", "w", "b^2", "w", "b^2", "w", "b^2", "w", "b^2", "w"], ["w", "b", "w",
"b", "w", "b", "w", "b", "w", "b", "w", "b", "w", "b", "w", "b^2", "w",
"b^2", "w", "b^2", "w", "b^2", "w", "b^2", "w"],
["w", "b^2", "w", "b", "w", "b", "w", "b", "w"],
["w", "b^2", "w", "b", "w", "b", "w", "b", "w"]], 4
>
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