Explicit solutions for a class of linear backward stochastic differential equations (BSDE) driven by Gaussian Volterra processes are given. These processes include the multifractional brownian motion and the multifractional Ornstein-Uhlenbeck process. By an Itô formula, proven in the context of Malliavin calculus, the BSDE is associated to a linear second order partial differential equation with terminal condition whose solution is given by a Feynman-Kac type formula. An application to self-financing trading strategies is discussed.
Introduction
A backward stochastic differential equation (BSDE) with a generator f : [0, T ] × R × R n → R, a terminal value ξ T and driven by a stochastic process X = (X 1 , ..., X n ) is given by the equation
A solution is a pair of square integrable processes Y and Z = (Z 1 , ..., Z n ) that are adapted to the filtration generated by X. Such equations appear especially in the context of asset pricing and hedging theory in finance and in the context of stochastic control problems. BSDEs may be considered as an alternative to the more familiar partial differential equations (PDE) since the solutions of BSDEs are closely related to classical or viscosity solutions of associated PDEs. As a consequence, BSDEs may be used for the numerical solution of nonlinear PDEs.
BSDEs driven by brownian motion have been studied extensively after the first general existence and uniqueness result proved by E. Pardoux and S.G. Peng [17] . For a synthesis of this research work we may refer to the recent textbooks [6] , [8] , [16] , [18] , [21] , [24] . More recently BSDEs driven by fractional brownian motions have been investigated (see, e.g., [2] , [12] , [11] , [13] , [14] , [20] , [22] , [23] ). Since fractional brownian motions (with Hurst index H ∈ (0, 1/2) ∪ (1/2, 1)) are neither martingales nor Markov processes, new methods have been developped to show the wellposedness of BSDEs in certain function spaces. Hereby the stochastic integral T t Z s dX s has frequently been defined as a Skorohod integral in the framework of Malliavin calculus, and the notion of quasiconditional expectation has been introduced, since the classical notion of conditional expectation seems not to be convenient for a proof of the existence and uniqueness of solutions to BSDEs whose driving process is not a martingale ( [15] , Lemma 1.2.5). Very few articles are concerned with BSDEs for more general gaussian processes ( [3] , [4] ) or in the context of the theory of rough paths [9] . In [3] the stochastic integral T t Z s dX s is understood in the Wick-Itô sense, and the existence and uniqueness of the solution of (1) is proved for a class of gaussian processes which includes fractional Brownian motion. The proof is based on a transfer theorem that aims to reduce the question of wellposedness to BSDEs driven by brownian motion. In [4] it is shown that the wellposedness of linear BSDEs with general square integrable terminal condition ξ holds true if and only if X is a martingale.
This paper is concerned with linear BSDEs driven by gaussian Volterra processes X. This class of processes contains multifractional brownian motions and multifractional Ornstein-Uhlenbeck processes. Contrary to fractional Brownian motion where the Hurst parameter H is constant, it becomes for multifractional Brownian motion a function h which is assumed here to be differentiable and with values in (1/2, 1). The aim is to obtain the solution of the linear BSDE with the associated linear PDE whose classical solution is given explicitely. This generalizes a result in [2] obtained for fractional brownian motion. We define the stochastic integral T t Z s dX s as a divergence integral, and extend an Itô formula in [1] to the multidimensional case. The Itô formula is then applied to the solution of the associated PDE in order to get a solution of the BSDE. The question of uniqueness of solutions of (not necessarily linear) BSDEs driven by Volterra processes will be treated in a separate paper. Special attention is given to the fact that the variance of Volterra processes is not necessarily an increasing function of time, but in general only of bounded variation. The explicit solution of the associated PDE contains this variance and is given by a Feynman-Kac type formula on time intervals where it is increasing. The application of this formula to the BSDEs is therefore restricted to time intervals where this variance is increasing.
In this section we define the class of Volterra processes X we have in mind and the linear BSDEs and the associated PDE. Section 2 is concerned with complements on the Skorohod integral with respect to Volterra processes. The Itô formula is proved in Section 3 and applied in Section 4 to the linear BSDE.
Gaussian Volterra processes
Let X = {X t , 0 t T } be a zero mean continuous Gaussian process given by
where W = {W t , 0 t T } is a standard Brownian motion and K : [0, T ] 2 → R is a square integrable kernel, i.e. [0,T ] 2 K(t, s) 2 dtds < +∞. We assume that K is of Volterra type, i.e, K(t, s) = 0 whenever t < s. Usually, the representation (2) is called a Volterra representation of X. Gaussian Volterra processes and their stochastic analysis have been studied e.g. in [1] , [7] and [19] . In [1] K is called regular if it satisfies We assume the following condition on K(t, s) which is more restrictive than (H) ([1], [7] ):
(H1) K(t, s) is continuous for all 0 < s t < T and continuously differentiable in the variable t in 0 < s < t < T ,
The covariance function of X is given by
We discuss shortly some examples of Gaussian Volterra processes that satisfy (H1) and (H2).
. Its kernel is given by [5] 
where h is assumed to be continously differentiable with bounded derivative. We get
A straightforward calculation shows that (H2) is satisfied with α = a − 1 2 , β = b + ǫ − 1 2 with ǫ small enough and c depends on a, b, T and ǫ. The mbm generalizes fractional brownian motion (fbm) with Hurst index H > 1/2. Mbm is a more flexible model than fbm since the Hölder continuity of its trajectories varies with h. The trajectories of mbm B h(·) · are in fact locally Hölder continous of order h(t) at t.
, where θ > 0 is a parameter and B h is the mbm of Example 1. The kernel of U is given by
In fact we have
ds.
An integration by parts gives the representation of U. We notice that in the framework of the divergence integral (Section 2) the integral with respect to mbm can be reduced to an integral with respect to brownian motion. (H2) is satisfied with the same values of α and β as in Example 1.
with Hurst function h as in Example 1. Its kernel is given byK(t, r) = (t − r) h(t)− 1 2 1 (0,t] (r).
Linear backward stochastic differential equations
Let W = (W 1 , ..., W n ) a standard brownian motion in R n , defined on the probability space (Ω, F , P ), and let F = {F t ⊂ F , t ∈ [0, T ]} be the filtration generated by W and augmented by the P -null sets. We consider the R n -valued Volterra processes X = (X 1 , ..., X n ) given by
where K j : [0, T ] 2 → R satisfies the conditions (H1) and (H2). Let σ j , j = 1, ..., n be bounded
.., n. The process N := (N 1 , ..., N n ) is defined by
Let t 0 0 be fixed, and denote by
where the real-valued functions g, f, A 1 and the R n −valued function A 2 are supposed to be known and the integral T t Z s δX s is defined as a divergence integral and will be studied in Sections 2 and 3. (7) is associated to the following second order linear PDE with terminal condition
By means of the Itô formula of Section 3 we show that
is a solution of (7) . (8) is solved explicitely in Section 4.
A possible application of this result is to formulate and to solve, in the context of Volterra processes, the well known problem of self-financing trading strategies against a positive contingence claim ξ at a time T . Volterra processes are in fact more flexible than brownian motion to modelize the different kinds of uncertainties that occur on financial markets. Let P 0 2 On the divergence integral for Gaussian Volterra processes
The operator K * T is the adjoint of K ([1], Lemma 1).
Remarks: a) For s > t, we have (K * T σ1 [0,t] ) s = 0, and we will denote
Therefore
For σ, σ ∈ E this may be extended to
Let H be the closure of the linear span of the indicator functions 1 [0,t] , t ∈ [0, T ] with respect to the scalar product
. The operator K * T is an isometry between H and a closed subspace of L 2 ([0, T ]), and · H is a semi-norm on H. Furthermore, for ϕ, ψ ∈ H, Note that φ(r, s) = ∂ 2 /∂s∂rR(r, s) (r = s) (φ may be infinite on the diagonal r = s). Let | H | be the closure of the linear span of indicator functions with respect to the semi-norm given by
We briefly recall some basic elements of the stochastic calculus of variations with respect to X. We refer to [15] for a more complete presentation. Let S be the set of random variables of the form F = f (X(ϕ 1 ), ...., X(ϕ n )), where n 1, f ∈ C ∞ b (R n ) (f and its derivatives are bounded) and ϕ 1 , ..., ϕ n ∈ H. The derivative of F
is an H-valued random variable, and D X is a closable operator from L p (Ω) to L p (Ω; H) for all p 1. We denote by D X 1,p the closure of S with respect to the semi-norm
We denote by Dom(δ X ) the subset of L 2 (Ω, H) composed of those elements u for which there exists a positive constant c such that
For u ∈ L 2 (Ω; H) in Dom(δ X ), δ X (u) is the element in L 2 (Ω) defined by the duality relationship
We also use the notation T 0 u t δX t for δ X (u). A class of processes that belong to the domain of δ X is given as follows: let S H be the class of H-valued random variables u = n j=1 F j h j (F j ∈ S, h j ∈ H). In the same way D X 1,p (| H |) is defined as the completion of S |H| under the semi-norm
The space D X 1,2 (| H |) is included in the domain of δ X , and we have, for u ∈ D X 1,2 (| H |),
Then (14) implies
Proposition 2.1. Let f ,g ∈ D X 1,2 (| H |). Then the integrals δ X (f ) and δ X (g) exist in L 2 (Ω) and
Remark.
With the choice f = g, Proposition 2.
For the proof we need the following lemma.
Proof of the Lemma.
Proof of Proposition 2.1. Let first f, g ∈ S |H| . If f = n j=1 F j h j , F j ∈ S, h j ∈| H |, lemma 2.2 in [15] shows that
A straightforward calculation shows D X . δ X (f ) ∈ S |H| and δ X (D X . f ) ∈ S |H| . Moreover, by means of the notion of directional derivatives ( [15] , p.27), one shows
where we have used the preceding lemma in the last equality. This proves (16) for f, g ∈ S |H| .
Therefore δ X (f n ) converges in L 2 (Ω). By proposition 1.3.6 in [15] the limit is δ X (f ).
Itô formula
Let F ∈ C 1,2 ([0, T ] × R n ) and suppose that
x) , j = 1, ..., n ce λ|x| 2 (17) for all t ∈ [0, T ] and x ∈ R n , where c, λ are positive constants such that λ < 1 4 min
This implies
and the same property holds for ∂/∂tF (t, x), ∂/∂x j F (t, x) and ∂ 2 /∂x 2 j F (t, x), j = 1, ..., n. Theorem 3.1. Let N be given by (6) , and suppose that, for j = 1, ..., n, the kernels K j of X j satisfy (H1) and (H2), b j ∈ C 1 ((0, T ), R) ∩ C([0, T ], R), and σ = {σ j t , t ∈ [0, T ], j = 1, ..., n} is bounded. 
Remarks. a) A more general model for N than in Section 1.2 is
where σ = ( σ i,j t , i, j = 1, ..., n) is a matrix of bounded functions σ i,j defined on [0, T ]. Let N = ( N 1 , ..., N n ). The components of N are dependent since N i depends not only on a single random perturbation X i , but on the others X j (j = i) as well. The model of Section 1.2 may be recovered by choosing the matrix σ diagonal with functions σ j := σ j,j in the diagonal. An Itô formula can be shown for F (t, N t ) too, but, instead of the variances of N, the covariances of N appear now in the second order term. It reads
Two problems arise with this model. The first is to find a positive constant λ in the growth condition
It seems therefore that (20) can be shown for F ∈ C 1,2 b ([0, T ] × R n ) only, i.e. if F and its derivatives are bounded, a hypothesis that is in general too restrictive for an application to the solution u of the PDE (8) . The second problem is that, in order to get the solution of the BSDE (7) with N , the derivatives of the variances of N in the second order term of (8) should be replaced by the derivatives of the covariances of N , and it would be necessary to assume that the matrix ( d dt Cov( N i t , N j t ), i, j = 1, ..., n) is positive definite, a hypothesis which seems to be restrictive (see also the remark below). For this reason we prefer to consider BSDEs with N given by (6) . We notice that
b) In the model where σ is diagonal, X i and X j are defined with independent brownian motions W i and W j if i = j. This differs from the model where all the Volterra processes X j are defined with the same brownian motion W as follows:
In this case the processes N j are correlated, and the matrix ( d dt Cov(N i t , N j t ), i, j = 1, ..., n) is not diagonal. For n = 2 a direct verification shows that this matrix is negative (semi-)definite.
Proof of Theorem 3.1 1. Let us first show that ∂/∂x j F (·, N · ) ∈ δ X j for all j = 1, ..., n. For this we show that ∂/∂x j F (·, N · ) ∈ D X j 1,2 (| H j |), where H j is the space defined in Section 2 with X replaced by X j . The terms φ j and φ j refer now to the kernel K j of X j . The constants in the inequalities below may vary from line to line.
Applying Hölder's inequality to 1 < p < 1 1−α < 2 and q its conjugate, we get
Then
It remains to show that E D X j ∂F ∂xj (., N . )
By (17),
and by the choice of λ the right side stays bounded in t ∈ [0, T ]. The finiteness of the remaining integrals follows from (H1), (H2) applied to K j .
2.
We proceed now to the outline of the proof of the Itô formula. Let Then, F (t, N 1,ε t , ..., N n,ε t ) has locally bounded variation, and we can write
with the notation N ε = (N 1,ε , ..., N n,ε ). Furthermore, We notice that the divergence integral in the second line above appears now outside of the integral with respect to dr. This permutation may be shown with the definition by duality of the divergence integral. The integral coincides, up to ε, with the divergence integral that appears in the statement of the theorem. The last term coincides, up to ε, with the term in Remark a) after the theorem. It remains to show that the terms above converge in L 2 (Ω) towards the terms in the statement of the theorem as ε → 0. This can be done for each integral similarly as in the proof of theorem 4 in [1] .
Solvability of linear BSDEs
As mentioned in the introduction the aim is to apply the Itô formula (18) to the classical solution u of the PDE (8) and to show that Y and Z defined by (9) satisfy the BSDE (7) . We will show later in this section that u in fact satisfies the growth condition (17) under a suitable growth condition on the final condition in (7) . 
Proof. We give the proof of 1), the proofs of 2) and 3) are similar. We write r j s for σ j s A j 2 (s) − d ds b j s and D j t for V ar(N j T ) − V ar(N j t ) in (23) . Then, by the change of variables z j = x j −
