In this article, the relationship between two alternative methods for the analysis of multivariate categorical data is systematically explored. It is shown that the person score of the first dimension of classical optimal scaling correlates strongly with the latent variable for the two-parameter item response theory (IRT) model. Next, under the assumption that the latent variable has a standard normal distribution, it is derived how the IRT item parameters are related to the optimal category weights.
Introduction
Guttman (1941) presented a method to obtain a representation of the structure of multivariate categorical data. The method gives a multidimensional decomposition of the data with the most informative structural dimension extracted first, then the second most informative dimension, and so on, until the information in the data is exhaustively extracted. A typical use of the method is the construction of geometrical representations of the dependencies in the data in low-dimensional Euclidean space, often two-dimensional, from the extracted dimensions. Given that the data are in a Person × Item table, each dimension consists of weights for the item categories (known as optimal weights) and scores for the persons.
The discovery or rediscovery of Guttman's (1941) method by many authors has led to the fact that the method is known under many different names: for example, dual scaling (Nishisato, 1980) , multiple correspondence analysis (Greenacre, 1984) , or homogeneity analysis (Gifi, 1990) . In this article, Guttman's method is referred to by the more neutral name, classical optimal scaling (COS), which was coined by McDonald (1983) . As modern optimal scaling, one may consider any generalization of COS, as described in Torii (1977) , McDonald (1983) , or Gifi (1990) , for example. Gifi (1990, pp. 425-440) and Cheung and Mooi (1994) showed that COS is useful for analyzing Likert data. In addition, the latter authors compared the COS findings to an item response theory (IRT) analysis using the rating scale model (Andrich, 1978) . They evaluated both the similarities and the differences and concluded that there is great similarity between the two contrasting approaches. A systematic comparison of COS and the IRT approach is lacking, however. The purpose of this article is to explore the relationship between a one-dimensional COS and the logistic the row and column totals of G. Let x = x 1 ; . . . ; x I f gbe a set of scores for the rows or persons, and let y = y 1 ; . . . ; y K f gbe a set of weights for the columns of G. Optimal values for x and y need to be obtained. These can be obtained iteratively, first beginning with some arbitrary values for the categories y m . From these category weights, scores for the persons can be determined. The person scores
are the average values of the category values of the categories chosen by the persons. The derived person scores can now be used to obtain a new set of values for the item weights
This process, called reciprocal averaging, can be iterated with the new scores y 0 m in place of the old ones y m . The column scores are the averages of the row scores; reciprocally, the row scores are the averages of the column scores. With some form of normalization, this process will almost always converge to a unique solution (cf. Gifi, 1990) . In this article, a common normalization for the final x and y is used: x is put in standard scores. That is, x has zero mean and x T x = I, where x T denotes the transpose of the column vector x; the y m s are the averages of the corresponding x i s.
The vectors x and y form the first COS dimension and contain the most informative part of the data in terms of variance. In addition, one may extract higher dimensions to obtain a more complete representation of the categorical data. In many real applications, it turns out that the first two COS dimensions suffice. In this article, the information in x and y is sufficient because this study attempts to compare COS to one-dimensional IRT models. At this point, several interesting properties of x and y should be mentioned. First of all, the scores and weights are obtained without recourse to order or distributional assumptions of the data. Furthermore, the y are ''optimal'' given several criteria. The y are optimal because they maximize the between-row and between-column discrimination of the matrix G T G simultaneously (Guttman's principle of internal consistency; cf. Nishisato, 1980, pp. 21-27) . Another ''optimal'' criterion was derived by Lord (1958; see Section 3.3) . With reciprocal averaging, the values of x and y are obtained simultaneously, similar to joint maximum likelihood estimation in the one-and two-parameter logistic models (see Section 3.1). The scores and weights can also be obtained separately, for example, by means of eigendecomposition of certain matrices.
The Dichotomous Case

The Two-Parameter Model
The research in the field of IRT has produced a vast amount of models over the past couple of decades. One of the first of these models was the one-dimensional two-parameter model (2-PM; Birnbaum, 1968; Lord, 1952) for dichotomous data. With dichotomous data, K j = 2 for all j. Therefore, let the so-called incorrect response of person i on item j be denoted by f ij = 1, and let 
Example of a Data Matrix F of Three Items With Three, Three, and Two Categories and the Corresponding Partitioned Indicator Matrix G f ij = 2 denote the correct response (this notation deviates from the (0,1) convention normally used in IRT). With the 2-PM, the item response function has two item parameters-one for location and one for discrimination-for explaining persons' probabilities of answering an item correctly as a function of a latent variable. The normal ogive formulation of the 2-PM comes from Lord (1952) . Birnbaum (1968) later proposed the logistic form of the 2-PM. In the latter form, the conditional probability of a correct response to item j f j = 2 is modeled as a logistic function of a latent variable θ, with
where a j is used to denote the discrimination parameter and b j the location parameter of item j. The incorrect response f j = 1 is then modeled by 1 − P j ðθÞ. A special case of the logistic 2-PM, the Rasch (1960) model, is obtained if a j = 1 for all j. Note that the 2-PM uses two item parameters, whereas COS produces two category weights. Furthermore, both approaches use one parameter for locating persons. In the next subsection, it is first shown how the IRT person parameter estimate and the COS person score are related.
Person Parameter and Person Score
Two data sets were generated from both the logistic 2-PM and the Rasch model under the following conditions: the data sets consisted of the responses of 1,000 persons on 50 items; for each data set, the location parameters b j s were sampled from a standard normal distribution; the discrimination parameters for the 2-PM were sampled from a uniform distribution on the range [1, 2] , and these were set to unity for the Rasch model; and the latent variable was sampled from a standard normal distribution.
For both data sets, the COS and IRT person estimates were obtained. The IRT analysis was performed using the Multilog software program (Thissen, Chen, & Bock, 2003 ) to obtain maximum a posteriori (MAP) estimates. The person estimates of both approaches are plotted in Figures 2 and 3 for the Rasch model and the logistic 2-PM, respectively.
The correlations between the two sets of estimates, in both figures, are > :99. The root mean squared errors are < :2, which concurs with the slight nonlinearity that can be observed upon close inspection. Apart from the nonlinearity, the COS person score seems a reasonable approximation of the latent variable-that is, θ i ≈ x i -under the 2-PM. In the following subsection, this idea is exploited to functionally relate the COS category weights to the IRT item parameters.
Discrimination Parameter and Category Weights
Let y j2 and y j1 denote the weights for, respectively, the correct and incorrect category of item j. With the normalization in Section 2, x is put in standard scores, and the y m s are the averages of the corresponding x i s. So y j2 is the average value of all persons who responded correctly to item j, and y j1 is the average of those persons who responded incorrectly. Because
where π j is used to denote the proportion of persons who responded correctly to item j. Using equation (1), y j1 may be written as Lord (1958) showed that the COS category weights y maximize coefficient alpha, an important lower bound to reliability. Because, in the dichotomous case, there are only two categories, it is possible to reflect all information on discrimination of item j in a single index. This can be done by translating the weights y j1 and y j2 into new weights w j1 and w j2 . With the translations w j1 = y j1 − y j1 = 0;
the category weight of the incorrect category is set to zero, and all information on discrimination of item j is reflected in w j2 . Because w j2 is the weight of item j that maximizes coefficient alpha, it is denoted by maxðαÞ j in the following. Inspection of equation (3) reveals that the maxðαÞ j item weight becomes greater as the mean values of all persons who responded correctly to item j and those who responded incorrectly become further apart. Hence, maxðαÞ j has a clear interpretation as an index of discrimination. With the help of equation (2), maxðαÞ j can be written as
In the following, it is assumed that θ i ≈ x i . In addition, it is assumed that
• the latent variable is normally distributed with zero mean and unit variance and
• the appropriate model is the 2-PM. Under the above assumptions, the work of Lord and Novick (1968) on the relationship between the IRT item parameters and some indices from classical item analysis becomes available. The relationship between the category weights and the IRT item parameters is elaborated in Appendix A. Let the constant D = 1:7, and denote by ρ Ã j the biserial correlation between item j and the latent variable under the logistic 2-PM. Under the above three assumptions, it follows from Appendix A that
The functional relationship in equation (4) was derived by De Gruijter (1984) in a different way. Because ρ Ã j has a maximum of unity, the quantity in equation (4) has a maximum value of D. Because the maxðαÞ j weight is a function of a j only, a j can be expressed as a function of maxðαÞ j . The resulting function gives an estimate of the discrimination parameter of the logistic 2-PM, given byâ
which is a function of maxðαÞ j only. The relationships between maxðαÞ j and two other discrimination indices are presented in Appendix B. 
Location Parameter and Category Weights
Now that the functional relationship between the discrimination indices has been established, the focus turns to the remaining information in the weights y j2 and y j1 . Because maxðαÞ j is given by the difference between y j2 and y j1 , the remaining information in the weights can be summarized in
that is, the sum of the two category weights of item j. With the help of equation (2), s j can be written as
Under the same three assumptions as used in the previous subsection, it follows from Appendix A that
Suppose now that ρ Ã j in equation (6) is constant for all j. For this limited case, it holds that if b j increases, s j also increases. Because b j and s j are monotonically related under this restriction, s j can be interpreted as a location parameter for a model of which the discrimination parameters are equal for all j, that is, the Rasch model.
From equation (6), an estimate for the location parameter b j of the logistic 2-PM can be obtained. This estimate can be simplified. In addition to maxðαÞ j , only the proportion correct, denoted by π j , is needed. Let É denote the logistic function. Then, from equation (13) in Appendix A, it follows that
If one takes the inverse of the logistic function on both sides of equation (7) and rewrites the resulting equation in terms of b j , one obtains an estimate of location for item j, given bŷ
Note that the estimate derived in equation (8) is related to the estimate proposed by Cohen (1979) for the Rasch model. The estimates in equations (5) and (8) were applied to the generated 2-PM data set also used in Figure 3 . The IRT analysis was again performed using the Multilog software program, which provides marginal maximum likelihood (MML) estimates for the item parameters of the logistic 2-PM. The two sets of estimates for the discrimination and location parameters are visualized in Figure 4 .
Close inspection of the figure reveals the closeness of the estimates for the simulated data. Furthermore, these findings could be considered empirical support for the functional relationship derived in this section.
The Polytomous Case
In this section, a possible extension of the results derived in the previous section to the polytomous case is considered. In the graded response model (GRM; Samejima, 1969) , there are K j − 1 (k = 1; . . . ; K j − 1) item steps for item j instead of one item function. The probability of the latent variable taking a value greater than the item step k associated with item j depends on the latent variable θ, the value of the step boundary b jk , and the item's discrimination parameter a j . With the logistic formulation of the GRM, the model probability of responding in or above category k to item j is specified as where b jk is the boundary between categories k − 1 and k associated with item j, with b jk > b jk − 1 . If P k ðθÞ denotes the item step, then P Ã k ðθÞ denotes the probability of a category, which can be obtained by P Ã 1 ðθÞ = 1 − P 1 ðθÞ; P Ã k ðθÞ = P k − 1 ðθÞ − P k ðθÞ for 1 < k < K j − 1; P
Because of equation (9), the GRM is classified by Thissen and Steinberg (1986) as a ''difference'' model. The essential aspect of the ''difference'' approach is that the elemental units in theoretical work are the dichotomous item steps P k ðθÞ, for k = 1; . . . ; K j − 1. Also, because P k ðθÞ is a logistic function, it is necessary that the discrimination parameter a j is equal for all the elemental item steps that make up the category response functions that define the probability of a particular categorical response. This is true because logistics or normal ogives with different discrimination values always cross each other somewhere; this would result in negative values for equation (9).
With COS, K j weights are obtained for the K j categories of item j. To relate these category weights to the item steps of the GRM, the K j − 1 dichotomies must be distinguished. The mean value of the correct and incorrect groups of the kth dichotomy of item j is denoted by, respectively, z jk2 and z jk1 . Furthermore, denote by π jk the proportion of persons in category k of item j. The conditional means can then be obtained from the COS category weights and category marginals with Denote by dif jk = z jk2 − z jk1 . If maxðαÞ j in equation (5) is replaced by dif jk , an estimate for the discrimination parameter of the kth item step of the logistic GRM can be obtained witĥ
Because it is necessary that the discrimination parameter a j is equal for all the elemental item steps that make up the category response function that defines the probability of a particular categorical response, a difficulty emerges with the estimate in equation (10). With this estimate, K j − 1 discrimination parameters are obtained for item j instead of 1. The mean value can be taken in practical cases to solve the conceptual difficulty. On the other hand, the different COS estimates can also be compared to each other to evaluate the approach described in this section. If all values are close together, this could be taken as empirical evidence for the functional relationship between the two approaches. Next, let π jk2 denote the proportion of persons in the correct category of the kth item step of item j. Then an estimate for the location parameter of the kth item step of item j can be obtained witĥ
To demonstrate the estimates in equations (10) and (11), a data set was generated from the GRM under the following conditions: the data consisted of the responses of 1,000 generated persons on 50 items, the location parameters b jk s were sampled from a standard normal distribution, the discrimination parameters were sampled from a uniform distribution on the range [1, 2] , and the number of categories was uniformly sampled to have a range of 3 to 5. The latent trait was taken to be the standard normal.
First, the person estimates were obtained for the data set. The COS person scores are plotted against the IRT MAP estimates obtained with Multilog in Figure 5 .
The figure reveals that under the GRM, the COS person score is again a reasonable estimate of the latent variable. Next the item parameters were estimated. The MML estimates for the discrimination and location parameters are plotted in Figure 6 against the estimates obtained with equations (10) and (11). With equation (10), K j − 1different estimates were obtained for the discrimination parameter. All K j − 1 COS discrimination estimates were plotted against the single IRT estimates.
Close inspection of the figure reveals the closeness of the estimates for the data at hand, where the relation between the location estimates appears to be stronger than the relation between the discrimination estimates.
Discussion
Several authors (e.g., Cheung & Mooi, 1994; Gifi, 1990) noted strong similarities between an analysis of the multivariate categorical data using either Guttman's (1941) classical optimal scaling or an IRT-based analysis. In this article, the relationship between the two seemingly alternative methods was systematically explored. It was shown that the person score of the first dimension of COS is a close approximation of the latent variable for several IRT models. Next, under an assumed standard normal distribution of the latent variable, it was derived how the item parameters are functionally related to the optimal category weights. At this point, the following question arises: what is the point of knowing the functional relationship between COS and IRT? First of all, it is useful in general to study equivalencies or functional relationships between different methods of data analysis, primarily because this often gives new insight into the methods themselves. More precisely, in Section 3, approximate estimates for the item parameters of the logistic 2-PM were derived, which are based on the conditional means. The estimates were not meant as a possible replacement of the current IRT approach. However, one might be tempted to ask if these estimates may be used to obtain perhaps less biased parameter estimates (maximum likelihood estimation is already most efficient). In nonreported simulation experiments, it turns out that the COSbased estimates do not give less biased estimates or smaller standard errors.
On the other hand, the closeness of the COS person score to the latent variable under a variety of IRT models shows that COS is a useful multipurpose data analysis method. Even without specifying a model, one cannot be far off. A more extensive investigation of the accuracy and usefulness of COS person scores is a possible extension of the present work. The relationship between person and item parameters for the logistic 2-PM and the GRM has also been empirically obtained for other distributions (e.g., uniform or bimodal) of the latent variable than the standard normal. A second possible extension of the present work is the case of multidimensional IRT models.
The findings of this article do give several new insights into the application of COS. A typical use of COS and related optimal scaling methods is the construction of geometrical representations of the dependencies in the data in low-dimensional Euclidean space, often two-dimensional, from the extracted dimensions. The use of two-dimensional (sometimes three-dimensional) plots is embedded so strongly in the optimal scaling community that it is often regarded impossible that all relevant information is in the first dimension only.
For the case of dichotomous data, up to three COS measures of discrimination were distinguished in Appendix B. In Section 3.3, it was argued that the maxðαÞ j weight has a clear interpretation as a discrimination parameter, and it was shown that under several assumptions, the maxðαÞ j weight is monotonically related to the discrimination parameter of the logistic 2-PM. From Appendix B, it follows that the other two COS measures proposed in the literature do not have a monotonic relationship to the maxðαÞ j measure because in both relationships, the variance of item j is involved. Because maxðαÞ j has such a straightforward interpretation, it should be the preferred measure of discrimination for the case of dichotomous data.
Appendix A: Approximations Normal Ogive and Classical Item Analysis
On pages 377 and 378 of their by now-classic book, Lord and Novick (1968) show how the item parameters of the 2-PM normal ogive are related to the indices used in classical item analysis. Two conditions are assumed:
1. The latent variable is normally distributed with zero mean and unit variance.
2. The appropriate model is the 2-PM normal ogive.
Under the above conditions, the mean of θ, conditional on a correct response on item j, equals
where π j = Èð − γ j Þ is the item proportion correct, where È denotes the cumulative normal distribution function, and γ j = b j ρ 0 j ; φðγ j Þ is the ordinate of the standard normal distribution; and
is the biserial correlation between item j and the latent variable.
Logistic Approximation
Due to the fact that the logistic formulation of the 2-PM is more tractable then the normal ogive, the former is often preferred in present IRT work. Here it is shown how the above relations, on the basis of the normal ogive, hold under the logistic approximation. The logistic 2-PM and its approximate relation with the normal ogive 2-PM are given by
where É denotes the logistic function, and D = 1:7 is a constant. Under the logistic approximation, the mean of θ, conditional on a correct response on item j, equals
where
Furthermore, under the logistic approximation,
and equation (A1) can be rewritten as
COS Approximation
In Section 3 of this article, it is assumed that the COS person score is a reasonable approximation of the latent variable (i.e., x i ≈ θ i ). The purpose of Figures 2 and 3 is to check if this assumption is a reasonable one. The assumption leads to the approximation y j2 ≈ m j2 on which the results in equations (5) and (7) are based.
Appendix B: Discrimination Measures
A third measure of discrimination for item j, next to a j and maxðαÞ j , is described in Gifi (1990, Section 3.8.4) . The measure, which will be denoted by η 
where H j is a diagonal matrix containing the diagonal elements of G T j G j , and I is the total number of persons. It can be shown that η j is the component loading for item j of ordinary principal component analysis (cf. Gifi, 1990, Section 3.9; Yamada & Nishisato, 1993) . With dichotomous data, equation (B1) can be written as a result also reported in Yamada and Nishisato (1993, p. 60) . In words, η 2 j is the squared maxðαÞ j weight of item j times the variance of item j.
A fourth measure of discrimination is described in McDonald (1983) . In a more general context than the one considered in this article, McDonald argued not to interpret the category weights themselves but the regression weights of each category on the person score x, given by r jk = π jk y jk ; where π jk is the proportion of persons in category k of item j. Note that with McDonald's (1983) formulation, there is not one discrimination measure for each item j but multiple measures for the K j categories. Note that equation (1) can be written as π j y j2 = ðπ j − 1Þy j1 ; from which it follows that r j2 = − r j1 : Because, with dichotomous data, the two regression weights contain the same information, it suffices to look at r j2 , assumed to be positive, only. From Subsection 3.3,
Multiplication of both sides of equation (B3) with π j gives r j2 = π j ð1 − π j Þ maxðαÞ j :
Thus, in words, the regression weight of item j is either plus or minus the variance of item j times the maxðαÞ j weight.
