Abstract Answer Set Programming (ASP) emerged in the late 1990s as a new logic programming paradigm that has been successfully applied in various application domains. Also motivated by the availability of efficient solvers for propositional satisfiability (SAT), various reductions from logic programs to SAT were introduced. All these reductions, however, are limited to a subclass of logic programs or introduce new variables or may produce exponentially bigger propositional formulas. In this paper, we present a SAT-based procedure, called ASP-SAT, that (1) deals with any (nondisjunctive) logic program, (2) works on a propositional formula without additional variables (except for those possibly introduced by the clause form transformation), and (3) is guaranteed to work in polynomial space. From a theoretical perspective, we prove soundness and completeness of ASP-SAT. From a practical perspective, we have (1) implemented ASP-SAT in Cmodels, (2) extended the basic procedures in order to incorporate the most popular SAT reasoning strategies, and (3) conducted an extensive comparative analysis involving other state-of-the-art answer set solvers. The experimental analysis shows that our solver is competitive with the other solvers we considered and that the reasoning strategies that work best on 'small but hard' problems are ineffective on 'big but easy' problems and vice versa.
Introduction
Answer Set Programming (ASP) emerged in the late 1990s as a new logic programming paradigm [52, 54] and has been successfully applied in various domains, including space shuttle control [56] , planning [45] , and the design and implementation of query-answering systems [ 4] . Syntactically, ASP programs look like Prolog programs, but they are treated by rather different computational mechanisms. Indeed, ASP systems such as Cmodels [42] , smodels [61] , smodels cc [64] , dlv [39] , and assat [47, 49] interpret logic programs by means of the answer set semantics [21, 22] . The goal is to find the 'models' (called answer sets) of the program, and not to evaluate whether a query is true, as in standard Prolog systems. The ASP approach is thus similar to propositional satisfiability checking, where propositional formulas encode the problem and models of the formula correspond to the solutions of the problem.
Propositional satisfiability (SAT) is one of the most intensely studied fields in artificial intelligence and computer science. Various procedures that can deal with thousands of variables are now available (see, e.g., [37] ). Also motivated by the availability of efficient SAT solvers (such as satz [40] and mchaff [53] ), various reductions from logic programs to SAT were introduced. The most popular of such reductions is Clark's completion [8] . Fages [18] showed that if a logic program is 'tight,' then its answer sets are in one-to-one correspondence with the models of its Clark's completion. From a theoretical point of view, Fages' result was then generalized to include programs with infinitely many rules [43] , programs tight 'on their completion models' [3] , programs with nested expressions in the bodies of the rules [16] , and disjunctive programs [38] . From a practical point of view, computation of answer sets for tight programs via Clark's completion and SAT solving was first implemented in Cmodels and has been shown to be effective on many classes of problems. Still, these results do not apply to the whole class of logic programs. In general, it is well known that each answer set corresponds to a model of its completion, but the converse is in general not true [51] .
Ben-Eliyahu and Dechter [ 7] gave a translation from a class of disjunctive logic programs to SAT: Their translation may need O(n 2 ) new variables and O(n 3 ) new clauses, where n is the number of atoms in the logic program. Lin and Zhao [46] introduced a translation that needs the introduction of O(n 2 + m) new variables and O(n × m) new clauses, where m is the number of rules in the logic program. Janhunen [33] presented an optimized encoding that is subquadratic in both size and number of atoms. Lin and Zhao [49] report that the grounding of a program corresponding to the computation of a Hamiltonian path in a complete graph with 50 nodes produces a program with 5,000 atoms and 240,000 rules, and in a complete graph of 60 nodes produces a program with 7,000 atoms and 420,000 rules. For problems like these, the number of variables or clauses in the resulting formula may become prohibitive.
The only reduction to SAT that does not need extra variables was proposed by Lin and Zhao [47, 49] . The drawback of this reduction is that it may blow up in space,; that is, the resulting number of clauses can be exponential. This is not by chance. A recent result by Lifschitz and Razborov [44] shows that -assuming P ⊆ NC 1 / poly, a conjecture from computational complexity theory widely believed to be truewhenever we try to translate a logic program to a set of clauses -either we have to introduce new variables, -or an exponential blowup may occur.
Despite the potential exponential blowup, the system assat based on such a reduction outperforms state-of-the-art ASP systems like smodels and dlv on many interesting problems.
In this paper we present a procedure, called ASP-SAT, that 1. deals with any (not necessarily tight) logic program, 2. works on a propositional formula without additional variables (except for those possibly introduced by the clause form transformation), and 3. is guaranteed to work in polynomial space.
From a theoretical perspective, we prove the soundness and completeness of ASP-SAT. We also show how to extend this basic procedure in order to compute all answer sets still working in polynomial space.
From a practical perspective, we have implemented ASP-SAT in Cmodels. We call the resulting system Cmodels2. Given the SAT-based nature of our procedure, we were able to implement -with a relatively small effort -several search strategies and heuristics that have been shown effective in the SAT literature. Then, we experimentally analyzed which combinations of reasoning strategies work best on which problems. In particular:
-We implemented various "look-ahead" strategies (used while descending the search tree), "look-back" strategies (used for recovering from a failure in the search tree), and "heuristics" (used for selecting the next literal to branch on). -We considered Cmodels2 with various combinations of strategies, and other state-of-the-art systems such as smodels, smodels cc , assat, and dlv. -We conducted an extensive experimental analysis, involving all the abovementioned versions of Cmodels2 and systems, and a wide variety of tight and non-tight programs, ranging from "small", randomly generated programs with a few hundred atoms, up to "large" programs with tens of thousands variables.
Our experimental results show that the look-back (resp. look-ahead) version of Cmodels2 has a clear edge over the other state-of-the-art systems that we considered on large (resp. small randomly generated) problems. The look-back version of Cmodels2 is very competitive also on the other nonrandom, non-large programs that we considered.
If we focus on the performances of the various versions of Cmodels2, the experimental results also point out several facts:
1. On the small, randomly generated problems, "look-ahead solvers" (featuring a rather sophisticated look-ahead based on "failed literal," a simple look-back strategy -essentially backtracking -and a heuristic based on the information gleaned during the look-ahead phase) are best. 2. On the large problems,"look-back solvers" (featuring a simple but efficient lookahead strategy -essentially unit-propagation with two-literal watching -a rather sophisticated look-back based on "learning" and a constant time heuristic based on the information gleaned during the look-back phase) are best. 3. Adding a powerful look-back (resp. look-ahead) to a look-ahead (resp. lookback) solver does not lead to better performances if the resulting solver is run on the small (resp. large) problems that we considered.
In the terminology in [29] , our comparison is "fair" because all the reasoning strategies are realized on a common platform, and thus the experimental evaluation is not biased by the differences due to the quality of the implementation, and is "significant" because Cmodels2 implements state-of-the-art look-ahead/look-back strategies and heuristics. We believe that these results have important consequences both for developers and for people interested in benchmarking ASP systems. For instance, our results say that we can hardly expect to develop a solver with the best performance in all problem categories. As a consequence, -developers should focus on specific classes of benchmarks (e.g., on randomly generated programs), and -benchmarking should take into account whether solvers have been designed for specific classes of programs. Indeed, it hardly makes sense to run a solver designed for random (resp. large) programs on large (resp. random) programs.
The paper is structured as follows. In Section 2 we introduce the definitions, terminology, and results at the basis of our work. Then, in Section 3 we present ASP-SAT in its basic backtracking version, and we prove its soundness and completeness. We also discuss in detail what needs to be done in order to implement ASP-SAT on top of a SAT solver with learning. In Section 4 we show how we implemented ASP-SAT in Cmodels. Section 5 contains the experimental, comparative evaluation. We end the paper with the conclusions and future work in Section 6.
A preliminary version of this paper is [27] . This paper contains also results presented in [25, 26] .
Formal Background

Syntax of Logic Programs
A rule is an expression of the form
, where p 0 is an atom or the symbol ⊥ (⊥ is the logical symbol standing for the empty disjunction, i.e., False); p 1 , p 2 , . . . , p n are atoms; the symbol not is the "negation" as failure operator; p 0 is the head of the rule; and the expression at the right of the arrow is the body. The intuitive meaning of a rule (1) is that p 0 is in the solution whenever the body is satisfied. A (nondisjunctive logic) program is a finite set of rules.
If the head of a rule is ⊥, we call the rule a constraint. If a rule (1) contains an expression of the form not not p i , then the rule is called nested; otherwise the rule is nonnested or basic. If a logic program contains at least one nested rule, is a nested program; otherwise it is nonnested or basic. For instance, the program
is nested, while
is nonnested or basic.
Answer Sets for Logic Programs
To give the definition of an answer set, we consider first the special case in which the program does not contain the negation as failure operator not (i.e., for each rule (1) in , n = m = k). Let be such a program, and let X be a set of atoms. We say that X is closed under if for every rule (1) in , p 0 ∈ X whenever { p 1 , p 2 , . . . , p k } ⊆ X. In the n = m = k hypothesis, has only one answer set, and it is the smallest set of atoms closed under . Computing such an answer set can be done in linear time, via the Dowling-Gallier procedure [13] , or via unit propagation (assuming the symbol "←" is understood as the standard material implication, and "," as conjunction). Now consider an arbitrary program . Let X be a set of atoms. A rule
belongs to the reduct X of with respect to X if and only if there is a rule (1) in with X ∩ { p k+1 , . . . , p m } = ∅ and { p m+1 , . . . , p n } ⊆ X.
X is a program without negation as failure. We say that a subset X of the atoms in is an answer set for if X is an answer set for X [21, 38] . As an example, let be the program (2) , and consider the set of atoms { p}. The reduct
The set { p} is the smallest set closed under (4), and hence it is also an answer set of the program . If we consider the set of atoms { p, q}, the reduct { p,q} is again (4). The set { p, q} is not the smallest set closed under (4), and hence it is not an answer set of the program .
Determining the existence of an answer set for a program is an NP-complete problem. Indeed, checking whether a set of atoms X is an answer set of can be done in linear time by first computing the reduct X and then computing the answer set of X . NP-hardness can be easily proven by using standard reductions of the SAT problem into logic programs under answer set semantics; see, for example, [32] .
Completion
Consider a program . For an atom p 0 the completion Comp( , p 0 ) of relative to p 0 is the formula
where the disjunction extends over all rules (1) in with head p 0 . The completion Comp( ) of consists of the formulas
one for each rule (1) whose head is ⊥, and of the formulas Comp( , p 0 ) for each atom p 0 in [8, 50] . For instance, the completion of the program (2) consists of the formulas
and (5) is also the completion of the program (3).
The following theorem, due to Marek and Subrahmanian [51] for basic programs and generalized in [16] to nested programs, relates the answer sets of a program to the models of its completion. In the following, we say that a set of atoms X satisfies (or is a model of) a set of formulas if is satisfied by the interpretation that assigns True to an atom p if and only if p ∈ X. THEOREM 1. Let be a program. If X is an answer set of , then X satisfies the completion of .
The set of atoms { p, q} does not satisfy the completion (5) of (2) (resp. (3)), and thus it is not an answer set of (2) (resp. (3)).
Tight Programs
Theorem 1 can be strengthened in the case of tight programs. A program is tight if its dependency graph is acyclic. The dependency graph of a program is the directed graph G such that -the nodes of G are the atoms in , and -for every rule (1) in , G has an edge from p 0 to each atom in { p 1 , . . . , p k } .
The following theorem has been proved by Fages [18] for basic programs, and it has been generalized by Erdem and Lifschitz [16] to nested programs. THEOREM 2. Let be a tight program and X a set of atoms. X is an answer set for iff X satisfies the completion of .
Program (2) is tight, while program (3) is non-tight. Hence, according to the above theorem, the answer sets of (2) coincide with the models of (5) (and thus can be computed with SAT solvers).
Loop Formulas
Theorem 1 states that if X is an answer set of program , then X satisfies Comp( ). Theorem 2 says that the converse is also true if the program is tight. If the program is non-tight, Lin and Zhao [ 47, 49] proved that to have the identity mapping between the answer sets of a basic program and the models of its completion, we have to consider the loop formulas of . Lee and Lifschitz [38] extended the concept of loop formulas to nested programs and proved that the same result holds with the extended definition. To formally state this last result, we need the following definitions.
A loop of is a nonempty set L of atoms such that for each pair p, p of atoms in L there exists a path of nonzero length from p to p in the dependency graph of whose intermediate nodes belong to L.
Given a loop L, we define R(L) to be the set of formulas
where L denotes the disjunction of the atoms in L, and similarly for R(L). Consider the non-tight program ( 3). Its completion is (5). The only loop of the program is { p} and the loop formula associated with { p} is
that is equivalent to ¬ p. Thus, the answer sets of (3) are the set of atoms that satisfy (5) and also ¬ p.
SAT-based Answer Set Solvers
Previous Approaches
Cmodels [42] is an answer set solver based on SAT which has evolved over the years and that, in its current version, incorporates the procedure described in this paper and in its predecessor [27] . The version of Cmodels prior to [27] is restricted to tight programs. Given a tight program , Cmodels 1. computes the completion Comp( ) of the program, and 2. calls a SAT solver to find the models of Comp( ) (corresponding to the answer sets of the input program). Before invoking the SAT solver, it may be necessary to convert the formulas in Comp( ) to a set of clauses, as required by most SAT solvers. A clause is a disjunction of literals, and a literal is an atom or the negation of an atom.
The advantage of this method is that it uses SAT solvers as black boxes. On the other hand, it is restricted to tight programs.
Theorem 3 lays the foundation for extending this method to non-tight programs. Consider a program . To determine whether has an answer set, one possibility is to 1. compute the completion and the loop formulas of , that is, the set = Comp( ) ∪ LF( ) of formulas, and then 2. invoke a SAT solver to determine the models of (the clause conversion of the formulas in) . This is an "eager" 1 approach, which may work well in practice in some domains, but the resulting propositional formula may be exponentially bigger than the input program.
assat [47, 49] is a SAT-based system for basic programs that takes an alternative approach. Indeed, assat adds loop formulas on demand. That is, assat
2. Finds a model X of by using a SAT solver (before this, it may be necessary to convert to a set of clauses). If no such model exists, then the input program does not have answer sets, and the procedure terminates, returning False. 3. Checks whether X is an answer set. As we have already said in Section 2.2, this process can be done in linear time in the size of . If X is an answer set, then the procedure terminates with returning True. Otherwise, assat a) finds at least one loop formula that is not satisfied by Xm adds it to (as described in Section 4, this step can be done in linear time in the size of ), and b) goes back to step 2.
Lin and Zhao [47, 49] showed that assat can often outperform rival systems. However, assat has the following two main drawbacks 1. assat is not guaranteed to work in polynomial space. Lifschitz and Razborov [44] showed that there are programs for which LF( ) contains exponentially many formulas (unless P ⊆ NC 1 / poly), each of which cannot be derived from the others and Comp( ). For these programs :
-If has an answer set, then assat performance on depends on how lucky the system is in generating the right model first. In the best case it generates an answer set first. In the worst case it blows up in space. -If has no answer set, then assat blows up in space. In fact, adding and keeping already added loop formulas is essential to guarantee that the SAT solver does not return an already computed model, and thus to guarantee assat termination.
2. Considering two successive calls to the SAT solver, the computation done for finding the first model is completely discarded, that is, not reused by the SAT solver in the second call. Thus, some branches of the search tree may get computed many times.
There are two ways in assat for computing all answer sets of a program :
2. In order to avoid the generation of the same model X, once an answer set X is found, modify assat procedure in step 3 by a) adding to one or more clauses ensuring that the same answer set X is not recomputed, and b) going back to step 2.
For nested programs, the obvious clause to add to is
For basic programs (i.e., of the kind that assat considers), we can take advantage of the fact that the following anti-chain property holds: If X is an answer set, no strict subset or superset of X is an answer set. For these programs it is thus sufficient to add to one or both of the clauses
in order to ensure that the same answer set is not recomputed. The advantage of adding (8) instead of (7) is that each clause in (8) entails (7) and thus it prunes more search space.
The first approach is unfeasible if there are (exponentially) many loop formulas. The second approach is unfeasible also when there are many answer sets.
ASP-SAT with Backtracking
The above drawbacks can be eliminated if we do not use a SAT solver as a black box. Instead, we can take advantage of the fact that all the state-of-the-art complete SAT solvers are based on the Davis-Logemann-Loveland procedure [ 10] . The basic observation is that the Davis-Logemann-Loveland procedure can easily work as a SAT enumerator.
Thus, given a program , we may first compute the completion of , and then -generate the models of Comp( ), and -test whether the generated models are answer sets of .
We call the resulting procedure ASP-SAT. It is represented -in its simple backtracking version -in Figure 1 . In the figure, 1. Given a set of formulas , cnf( ) returns a set of clauses -possibly with newly introduced propositional variables -such that, for any interpretation µ in the extended language, the following two properties hold: a) if µ satisfies cnf( ), then the restriction of µ to the language of satisfies , and b) if µ satisfies , then there exists an interpretation in the language of cnf( ) that (1) extends µ, and (2) satisfies cnf( ).
Example of such a conversion are the "classical conversion" (which given a formula in negative normal form recursively distributes conjunctions over disjunctions) and the conversions based on "renaming," such as those described in [63, 57, 58] . 
2. l denotes a literal, and a set of clauses. 3. S is an assignment, that is, a consistent set of literals. 4. Given an atom p, assign( p, ) is the set of clauses obtained from by removing the clauses to which p belongs and by removing ¬ p from the other clauses in .
A key feature of ASP-SAT is that it is based on dll, which, considering its pseudocode in the figure, is almost identical to the Davis-Logemann-Loveland procedure: The only difference is that, when the empty set of clauses is generated, dll invokes the function test(S, ) instead of just returning True. ASP-SAT thus follows a "lazy" approach to the computation of answer sets based on SAT, 2 where, intuitively speaking, the goal of the function test(S, ) is to return True if the assignment S corresponds to at least one answer set of , and False otherwise. However, the function test(S, ) deserves further comment. Assume P is the set of atoms in the program . When the function test(S, ) is invoked, its argument S is such that S ∩ P satisfies the completion of and is thus a candidate for being an answer set. However, S may not be a total assignment; that is, it is possible that for some atom p ∈ P, neither p nor ¬ p are in S. If p is one such atom, also (S ∩ P) ∪ { p} satisfies the completion of and is thus another candidate for being an answer set. In general, an assignment S can potentially correspond to exponentially many sets of atoms satisfying the completion of , and each of them is a superset of the atoms in S ∩ P. However, if is a basic program, none of these strict supersets is an answer set of , as established by the following proposition.
PROPOSITION 4. Let be a basic program. Let X be a set of atoms satisfying Comp( ). If X ⊂ X , then X is not an answer set of .
Proof. We are given that X satisfies Comp( ). From completion construction, it follows that X is closed under X . Since X ⊂ X and is basic,
Hence X is closed under X , and thus X is not the smallest set closed under X .
Thus, according to the above proposition, if is basic, test(S, ) has just to check whether S ∩ P is an answer set of . Any set of atoms extending S ∩ P is not an answer set.
We are now ready to state our main theorem in the case of basic programs.
THEOREM 5 (Soundness and completeness for basic programs). Let be a basic program in the set P of atoms. Let test(S, ) be a function returning True if S ∩ P is an answer set of , and False otherwise. ASP-SAT( ) returns True if has an answer set, and False otherwise.
Proof. Soundness is trivial. For completeness, assume that ASP-SAT( ) returns False. Let P be the set of atoms in . Let be the set of assignments S that have been checked, that is, such that test (S, ) has been invoked. The fact that has no answer sets follows from the following properties Proposition 4 does not hold for arbitrary programs. In general, given a nested program , it is possible that two sets X and X of atoms are such that -X satisfies the completion of but is not an answer set of , and -X is a superset of X and is an answer set of . This is illustrated by the following program:
The completion of the program is
The set of atoms { p 2 } satisfies the completion but is not answer set. The set of atoms { p 1 , p 2 } is a superset of { p 2 } and is also an answer set of (9) .
Thus, in the general case, whenever test(S, ) is invoked, every set X of atoms that is 1. a superset of S ∩ P, and 2. a subset of { p : ¬ p ∈ S, p ∈ P} has to be checked to see whether it is an answer set of . Proof. The proof is analogous to the one of Theorem 5; the only difference is that, assuming -P is the set of atoms in , -is the set of assignments S that have been checked, that is, such that test (S, ) has been invoked, the set of answer sets of is a subset of
THEOREM 6 (Soundness and completeness for arbitrary programs). Let be a program in the atoms P. Let test(S, ) be a function returning True if there exists a set X with S
as established by Theorem 1.
ASP-SAT with Learning
The ASP-SAT procedure in the previous subsection is based on DLL, which is very similar to the standard Davis-Logemann-Loveland procedure with simple chronological backtracking. It is thus not infrequent for ASP-SAT to explore a possibly large subtree whose leaves are all dead ends because of some bad choices performed way up in the search tree. In SAT, the standard solution to this problem is to backjump over the choices that do not belong to the "reason" for the failure. Intuitively, if S is an assignment that falsifies the input set of clauses, then a reason R for S is a subset of the literals in S such that any assignment extending R falsifies . (We say that a set S of literals falsifies a set of formulas if S ∪ is inconsistent). Reasons are initialized as soon as a failure is generated, and are updated while backtracking. Many of the current state-of-the-art SAT procedures feature such backjumping mechanism and extend it with learning: Under certain conditions, a reason R is converted into the clause ( p∈R ¬ p ∨ ¬ p∈R p), which is then learned, that is, added to the input set of clauses as additional constraint. Since exponentially many distinct reasons can be computed, suitable criteria are also used in order to forget (i.e., remove) clauses corresponding to reasons, thus maintaining the SAT solver in polynomial space.
It is beyond the goals of this paper to describe how learning is incorporated in the Davis-Logemann-Loveland procedure; see, for example, [12] for a high-level description of learning including soundness and completeness statements of the resulting procedure, [6, 60, 65] and more detailed descriptions of different learning mechanisms. For our purposes, it suffices to say that a SAT solver with learning can still be used as an underlying procedure for ASP-SAT. The only difference with respect to the procedure in Figure 1 is in the test procedure. In fact, as we outlined above, whenever we have a failure, we also must have a corresponding reason. In our case, if test(S, ) returns False, it also has to return a subset R of the atoms in S such that for any total assignment S extending R and not falsifying the completion of , the set of atoms in S is guaranteed to be not an answer set of . One such set R is S. However, in order to maximize the effects of the backjumping and learning mechanisms in the SAT solver, it is important that R be as small as possible. In the case of a basic program, one smaller such set is the set of atoms in S (see Proposition 4). However, it is possible to take advantage of loop formulas, and -in practicereturn reasons that are often less than 1% of the size of S.
To illustrate how loop formulas can help for computing small reasons, let us consider a call to test(S, ). Let P be the set of atoms in . We assume that S does not correspond to any answer set of ; otherwise test(S, ) just has to return True, and the computation of a reason does not make sense.
For simplicity, assume that S is a total assignment. The idea is to find a loop formula F that is falsified by S, and return a subset S of S necessary to falsify F. Since every answer set of has to satisfy all the loop formulas of , the set of atoms in any superset of S is guaranteed to be not an answer set of . Important is the fact that determining such a set S can be done efficiently, namely, in linear time in the size of , as detailed in the next section.
If S is not total but is basic, then -thanks to Proposition 4 -we can consider simply the total assignment S ∪ {¬ p : p ∈ P, p ∈ S}. Now assume that is nested and that S is not total. Assume for simplicity that there is only one atom p ∈ P such that neither p nor ¬ p is in S. Let S 1 = S ∪ { p} and S 2 = S ∪ {¬ p}. Both S 1 and S 2 are total. Furthermore, S 1 ∩ P and S 2 ∩ P are not answer sets, and we can compute S 1 ⊆ S 1 and S 2 ⊆ S 2 , each falsifying a loop formula of as in the previous case. If p ∈ S 1 (resp. ¬ p ∈ S 2 ), then S 1 (resp. S 2 ) is also a subset of S and can be returned. If p ∈ S 1 and ¬ p ∈ S 2 , we can safely return S" = S 1 ∪ S 2 \ { p, ¬ p}: S" ⊆ S and no set extending S" can correspond to an answer set. The above procedure can be easily extended to the case in which there is more than one atom p ∈ P with { p, ¬ p} ∩ S = ∅.
Notice that S may be a nontotal assignment because in ASP-SAT test(S, ) is invoked whenever the input set of clauses is empty. Indeed, many SAT solversincluding mchaff -have a different termination condition for True: True is returned whenever either p or ¬ p is in S, for each atom p in the input set of clauses . Assuming that all the atoms in occur also in , the above termination condition for True ensures that S is total.
We remark that in order to guarantee the termination of our procedure ASP-SAT( ), it is not necessary to store the reasons returned by test(S, ): On the other hand, learning (a polynomial amount of) reasons can improve performances of the procedure. Consider in fact the program k consisting of the rules
where i ∈ {0, 2, . . . , 2k − 2}, and of the constraint
(i ∈ {0, 2, . . . , 2k − 2}), and
the following facts hold (in this paragraph, for simplicity, we assume that the clauses corresponding to the reasons returned by test(S, k ) are learned and never forgotten):
-A naive implementation of test(S, k ), which returns S as reason for its failure, will cause the generation and rejection of exponentially many sets of atoms, one for each set of atoms satisfying the completion of k ; -Since k is basic, test(S, k ) may return the set of atoms in S as reason for its failure. Depending on the order in which the assignments are generated and then tested, different things can happen, ranging between the following two extreme cases:
1. In the best case, the assignments containing exactly one pair { p i , p i+i } (i even) are generated (and then rejected) first. In this case, the clause (¬ p i ∨ ¬ p i+1 ) is learned, and, together with (10), this implies that any other assignment generated afterwards will contain both ¬ p i and ¬ p i+1 . After the k sets with two positive atoms are generated, the resulting set of clauses is inconsistent, and no more assignments are generated. 2. In the worst case, the assignments containing a maximum number of positive atoms in P are generated (and then rejected) first. The first assignment that will be generated is { p 0 , p 1 , . . . , p 2k−1 }, and the corresponding learned clause is
It is easy to see that exponentially many assignments will be generated before determining the nonexistence of answer sets.
-An implementation of test(S, ) that returns a subset of S falsifying one of the loop formulas is guaranteed to test k assignments. The reason is that k has k loops,
Given a call to test(S, ), (1) a loop formula of the form (11) falsified by S is computed; (2) the two possible subsets of S falsifying (11) are computed, namely, { p i } and { p i+1 }; (3) one of them is returned as reason; (4) assuming { p i } is the returned reason, the clause {¬ p i } is learned; and (5) after backtracking/backjumping, unit propagation immediately assigns both p i and p i+1 to False. After k calls to the test(S, ) procedure, the resulting set of clauses is unsatisfiable.
Computational Properties of ASP-SAT
From a computational perspective, the ASP-SAT procedure in Figure 1 has the following features:
1. It performs the search on Comp( ) and thus does not introduce any extra variables except for those possibly needed by the clause form transformation. 2. It is guaranteed to work in polynomial space. 3. It can deal with both tight and non-tight programs. In the case of tight programs, for each call to test(S, ), the set of atoms of , which are also in S, is guaranteed to be an answer set of , and thus ASP-SAT behaves as a standard SAT solver running on cnf(Comp( )).
If the underlying SAT solver uses learning, then all the above features still hold (assuming that the SAT solver itself works in polynomial space).
Compared to the version of Cmodels prior to [27] , ASP-SAT is not restricted to work on tight programs.
Compared to assat, ASP-SAT is guaranteed to work in polynomial space and has also the following advantages:
-It is easily modifiable to return all the answer sets. Assuming the solver is based on backtracking, the only action needed is to modify test(S, ) in order to 1. print the set of atoms determined to be an answer set, and 2. return False.
Assuming the solver is based on learning, test(S, ) has to 1. print the set of atoms determined to be answer sets, and 2. return False and a reason R ⊆ S such that each assignment extending R corresponds to already computed answer sets. If is a basic program, then the anti-chain property holds for . As a consequence, the set of atoms in S ∩ P is one such a reason, and the subset of S consisting of the negation of the atoms in P is another possibility. If is a nested program, the set S itself has to be returned.
-No computation is ever repeated. When test(S, ) fails, instead of restarting the search from scratch as done in assat, the computation is restarted from the same point in the search tree where test(S, ) was called. The search then continues from this point following the depth-first search schema of the algorithm.
On the other hand, an advantage of assat over ASP-SAT is that the SAT solver is used as a black box without any need of even minor modifications.
Compared to other state-of-the-art answer set solvers such as smodels, smodels cc , and dlv, ASP-SAT has the advantage of being SAT-based, and thus it can leverage on the great amount of knowledge available in SAT. For instance, we are not aware of any non-SAT-based answer set solver using the analogous of two-literal watching data structures for efficiently pruning the search tree while descending it.
Implementation in CMODELS
Integration in Cmodels
We have integrated our implementation of ASP-SAT in Cmodels. Cmodels2 is the name that we use for the resulting system.
The input language of Cmodels2 is a grounded logic program that can be generated by the front-end lparse [62] and is the same as the input language of smodels, smodels cc , and assat. The input may thus contain basic rules as well as choice, cardinality, and weight constraint rules [62, Sections 5.3, 5.4] . A choice rule has the form
where each p with a subscript is an atom. The intuitive meaning of a choice rule is that any atom contained in { p 01 , . . . , p 0 j } may or may not belong to the solution whenever the body is satisfied. A weight constraint rule is an expression of the form
where L, U, w 1 , . . . w m are integers and each p i (i = 0, . . . , m) is an atom. The intuitive meaning of such a rule is that p 0 is in the solution if the sum of the weights of the satisfied literals in the body of the rule is between L and U. A cardinality constraint rule is a weight constraint rule in which all the integers in {w 1 , . . . , w m } are equal to 1.
It is beyond the scope of this paper to describe the semantics of programs with these rules in detail; see, for example, [61] . For our goals, it is sufficient to say that in Cmodels2 weight constraint and choice rules are eliminated by introducing auxiliary atoms and nested rules as described in [19, 45] .
Traditionally, Cmodels was restricted to find answer sets for tight programs, by the following steps (see [42] for more details):
1. Simplification of the input lparse program, performing operations similar to those involved in smodels. In Cmodels2, step 3 is not needed anymore (and is no longer performed) because a tight program can be considered as a particular case of a non-tight one in which each call to test(S, ) succeeds.
ASP-SAT Implementation
ASP-SAT is implemented on top of the simo system [28] . simo is a mchaff-like SAT solver and thus features unit propagation based on a two-literal watching data structure, 1-UIP learning and VSIDS heuristics (see [ 53] for a description of these techniques). However, it does not feature the low-level optimizations of mchaff, and thus it is on average within a factor of 3 slower than mchaff. We have used simo because is the system we know better, and thus we were able to integrate relatively easily the other search strategies and heuristics used for the experimental analysis.
With reference to Figure 1 , to use simo as a search engine in an ASP solver, we had to modify it in order to 1. call test(S, ) whenever True was returned and 2. guarantee that each set S of literals in test(S, ) is total.
Considering the second task, simo -like all the mchaff-based SAT solversreturns True when all the atoms in the input set of clauses are assigned and no empty clause has been generated. However, simo input set of clauses may not contain all the atoms in the input program. Indeed, as a preliminary step and before the search starts, simo (and many other SAT solvers as well) preprocesses the input set of clauses and 1. eliminates tautological clauses (i.e., clauses with both an atom and its negation as disjuncts), and 2. assigns pure literals; that is, each atom p is assigned to True if ¬ p does not belong to any clause in the input formula, and similarly for ¬ p.
These operations are not harmful in SAT solving. However, if the SAT solver is used -as in our case -as basis for an answer set solver, both operations may lead to incorrect results. Consider, in fact, the program
After the straightforward translation to a set of clauses, and after the elimination of the tautological clauses, 1. only two clauses are left, (¬ p 1 ∨ p 2 ) and ( p 1 ∨ p 2 ), and 2. after p 2 is assigned during the preprocessing, the empty set of clauses is generated.
The empty assignment is returned and is checked to see whether it is an answer set. Since it is not, False would be incorrectly returned. In order to avoid such undesired behavior, simo preprocessing has been modified to keep tautological clauses and to not assign pure literals.
To evaluate the impact of different search strategies and heuristics in solving answer set programs, we have enhanced simo with search strategies and heuristics other than those implemented by mchaff. In particular, we implemented the following: -Failed-literal detection: Before branching, for each unassigned atom p, p is assigned to True and then unit propagation is called again. If a contradiction is found, p is said to be a failed literal, ¬ p can be safely assigned, and unitpropagation is again performed. Otherwise, ¬ p is checked following the same procedure implemented for p. -Standard backtracking: Learning is disabled, and recovery from failure is performed by chronologically backtracking to the latest assigned branching literal. -The unit heuristic, based on the failed-literal detection technique: Given an unassigned atom p, while doing failed-literal detection on p, we count the number u( p) of unit propagations caused, and then we select the atom with maximum 1024 × u
( p) × u(¬ p) + u( p) + u(¬ p). The atom is assigned to
True first.
The above search strategies and heuristics are not novel; they are standard techniques in the SAT field and are implemented by many state-of-the-art SAT solvers. Indeed, current state-of-the-art SAT solvers can be divided in two main categories:
-"Look-ahead" solvers, featuring a rather sophisticated look-ahead based on "failed literal," a simple look-back (essentially backtracking), and a heuristic based on the information gleaned during the look-ahead phase. These solvers are best for dealing with "small but relatively difficult" randomly generated k-cnf formulas. 3 A solver in this category is satz [40] . -"Look-back" solvers, featuring a simple but efficient look-ahead (essentially unit propagation with two-literal watching), a rather sophisticated look-back based on "1-UIP learning," and a constant time heuristic based on the information gleaned during the look-back phase. These solvers are best for dealing with "large but relatively easy" instances, typically encoding nonrandom problems. A solver in this category is mchaff [53] .
By combining simo original reasoning strategies with those newly implemented, we can obtain both a mchaff-like and a satz-like SAT solver, and consequently, a "look-back" answer set solver, and a "look-ahead" answer set solver. Our goal is to confirm the expectations that -on randomly generated problems, look-ahead solvers are best, while -on large problems, look-back solvers are best also in answer set programming. Given that all the different search strategies are implemented, combined, and analyzed on a common platform, our results are not biased by differences in the quality of the underlying implementations.
Implementation of test(S, )
Consider a call to test (S, ) , that is, such that S is a total assignment not falsifying the completion of . Let X be the set of atoms in S and in .
The primary goal of test(S, ) is to 1. verify if X is an answer set of , and 2. compute a subset R of S to be used as reason if the SAT solver uses learning.
In our implementation, the computation of the reason involves looking for a loop formula of that is falsified by S. To describe the procedure, we use the following terminology. In a graph, a loop L is maximal if it is a strongly connected component; it is also terminating (using standard definition) if there is no other maximal loop L with a path from L to L .
Assuming learning is enabled, test(S, ) consists of the following steps:
1. Compute the reduct X of with respect to X; 2. Compute the answer set X of X in linear time via the Dowling-Gallier procedure [13] ; 3. If S = X \ X is empty, then return True: X is an answer set of (X is by construction guaranteed to be a subset of X). Otherwise, go to Step 4. 4. Considering the dependency graph of restricted to the nodes in S , a terminating maximal loop L is computed, and the corresponding loop formula F is determined. X does not satisfy F: This result has been established in [47] for basic programs, and it has been generalized to include nested programs in [41] . 5. F has the form (6), and since X is a superset of L, X does not satisfy each of the formulas in R(L). Since each formula G in R(L) is a conjunction of literals, G is traversed looking for a literal whose complementary belongs to S. This literal is added to the returned reason and the whole procedure is iterated till all the formulas in R(L) are analyzed.
Each of the above steps takes at most linear time in the size of the program. The above described procedure for computing a maximal terminating loop falsified by S is the same as the one described in [49] , generalized to handle also nested programs. The key difference between our approach and Lin and Zhao's is that they add the whole loop formula to the input set of clauses and then call again the SAT solver from scratch. Here, the loop formula is used only to find a (small) subset of S to be used as reason. As we already said, our procedure is guaranteed to be sound, complete, and working in polynomial space even assuming the entire set S is returned (thus, without making any use of loop formulas).
If learning is disabled (as in Cmodels2 version with backtracking), step 3 in the above description of test(S, ) is modified in order to return True if X \ X is empty, and False otherwise.
Experimental Results
Solvers, Benchmarks, and Setting
To evaluate the effectiveness of our approach, we comparatively tested Cmodels2 against other state-of-the-art systems on a variety of benchmarks. The systems we considered were smodels version 2.27, smodels cc version 1.08, assat version 2.00, and dlv release of 2005-02-23. 4 We remark that while smodels, smodels cc , assat and Cmodels2 use lparse as a preprocessor and thus can be run on the same input files, dlv does not. Hence, dlv has been run only on a few benchmarks. Analogously, assat can deal only with basic programs and thus has not been run on some instances. We also note that dlv is a system specifically designed for disjunctive logic programs; thus, very different results can be obtained depending on the specific encoding being used.
Considering Cmodels2, we have the possibility to combine different lookahead/look-back search strategies and heuristics. To keep track of which combination we are using, we will refer to a combination of search strategies and heuristics using an acronym where the first, second, and third letter denote the look-ahead, look-back, and heuristic used, respectively. We considered four combinations of reasoning strategies:
1. ulv: our default answer set solver, incorporating a mchaff-like look-back SAT solver, with standard Unit propagation, backtracking enhanced with Learning, and VSIDS heuristic. 2. fbu: a standard satz-like look-ahead solver, with unit propagation enhanced with Failed literal detection, standard Backtracking, and the Unit heuristic. 3. flv: an hybrid solver, featuring unit propagation enhanced with Failed literal detection, backtracking enhanced with Learning, and the VSIDS heuristic. 4. flu: another hybrid solver, featuring unit propagation enhanced with Failed literal detection, backtracking enhanced with Learning, and the Unit heuristic.
We considered only these four combinations of reasoning strategies and heuristics because they are the most significant and the other possible combinations do not even make sense: the VSIDS heuristic requires "learning" in order to be significant, while the unit heuristic requires failed-literal. The two solvers that we expect to perform best on randomly generated programs and on large programs are fbu and ulv, respectively. Assuming that the expectations are met, the performances of the two hybrid solvers are of interest in order to -determine whether adding a powerful look-back (resp. look-ahead) to a lookahead (resp. look-back) solver leads to better performances on randomly generated (resp. large) programs; and -get an indication of which combination of reasoning strategy is the most promising on nonrandomly generated and non-large programs.
All the solvers were run in their plain (optimal) configuration unless suggested by the authors. For examples, smodels cc has been run with option "-nolookahead" (look-ahead turned off) as explicitly suggested by the authors in the smodels cc 's home page. For assat, we had to increase its internal limit on the number of atoms in the (grounded) logic program (variable c_maxatom).
Our test set of benchmarks includes both tight and non-tight, both randomly generated and nonrandomly generated programs. Each benchmark belongs to a class of publicly available programs that have been used before in the literature or to a class of benchmarks for which a generator is available. In this latter case, we may have generated bigger instances than those reported in the literature. In order to validate our expectations, we divide the benchmarks in three categories: (i) randomly generated programs, (2) "large" programs with more than (approximately) 10,000 atoms, and (iii) other problems not falling in the previous categories. We say that a program is basic when each rule has the form (1) where n = m, and nonbasic when a program contains choice rules or weight constraints. Recall that choice and weight constraint rules are eliminated with the help of auxiliary atoms and nested rules of the form (1) .
The results of the solvers on the most difficult instances of each class are given by means of tables, as is customary in the answer set literature. In the tables, 1. The first column is a progressive number. 2. The second column is the ratio between number of rules and number of atoms for random problems and the name of the benchmark if it is a nonrandomly generated program.
3. The third column contains the number of atoms (#VAR) after grounding. For nonrandom problems, a "+" to the right of the number indicates that the instance has answer sets. 4. The remaining columns each indicate the performance of an individual solver.
For each row, the best result is in bold, and the results within a factor of 2 from the best are underlined.
All the tests were run on a Pentium IV PC, with a 2.8 GHz processor, 1,024 MB RAM, running Linux. For smodels, smodels cc , assat, and Cmodels2, the time taken by lparse is not counted. 5 Further, each system was stopped after 3,600 s of CPU time on nonrandom problems and 600 s on random problems, or when it exceeded all the available memory. In the tables, these cases are denoted with "TIME" and "MEM," respectively. Otherwise, the tables report the CPU times in seconds needed by each solver to solve the problem. Some of the results presented here were also presented in [25] [26] [27] . All the experiments have been relaunched, however, thus explaining the minor differences in the results, especially with [27] , where the experiments were conducted on a Pentium IV PC, with 1.8 GHz processor, 512 MB RAM DDR 266 MHz, running Linux. Table I shows the results for "small" programs, randomly generated according to two methodologies:
Randomly Generated Programs
1. Problems (1)- (10) are translations of randomly generated k-SAT instances. A k-SAT instance consists of L distinct clauses, where each clause is generated by randomly selecting k different atoms and negating each with probability 0.5. The number of distinct possible atoms in a k-SAT instance is a priori fixed and denoted with N. Then, each k-SAT instance F is converted to a program as follows
where, for each atom p ∈ P, p is a new atom associated to p. These benchmarks are tight and have been used in [17, 61, 64] . (11)- (20) correspond to programs randomly generated according to the methodology proposed in [48] . Given a set P with N atoms and a positive number k, a randomly generated rule has a) the head, which is randomly selected from P, and b) the body consisting of k − 1 different atoms, each randomly selected from P and negated with probability 0.5. Problems (1)- (10) are tight programs being the translation of 3-SAT benchmarks. Problems (11)- (20) are randomly generated logic programs using Lin and Zhao's methodology.
Lines
A randomly generated program with L rules consists of L randomly generated distinct rules. In general these randomly generated programs are non-tight.
Both categories of problems have been generated with k = 3 and L varying from 0.5 × N to 12 × N with step 0.5. N has been fixed to 300 and 350 for the instances being the translation of k-SAT problems, and to 200 and 300 for the instances generated according to Lin and Zhao's methodology.
For each ratio L/N (indicated in the column "PB"), we generated 10 instances. The table presents the median results for the most difficult five ratios (the other being quite easily solved by all the systems).
On these benchmarks fbu has the overall best performances: it is almost always the fastest system or within a factor of 2 from the fastest. smodels is faster than fbu in the median case when considering the translation of k-SAT instances. On these benchmarks, however, smodels times out on two programs when N = 300, while fbu times out only on one program. 6 The good performance of smodels on these benchmarks is not surprising given that smodels also implements failed literal detection, together with a heuristic similar to our unit heuristic. However, considering the programs generated according to Lin and Zhao's methodology, we see that smodels is not competitive with fbu, which (together with flu) scales much better than all the rival systems. Considering Cmodels2's combinations, fbu is the fastest (confirming expectations), but flu also performs quite well. Coupling these facts with the bad performance of flv, we find that the unit heuristic is very effective on these benchmarks and makes learning useless. Table II shows the results when considering large (i.e., with approximately 10,000 or more atoms) programs. As in the previous subsection, the table is divided in two parts:
Large Programs
1. Programs (21)- (26) are tight: In particular (21)- (23) and (24)- (26) encode respectively blocks world planning and four-colorability problems in a graph with V vertexes. V is the number in the label "4cV" in column PB. All the tight programs but bw*e9 have answer sets and are available at the smodels Web site. 2. Programs (27)- (39) are non-tight. In particular, we consider Hamiltonian circuit problems on complete graphs, using both the basic encoding of Niemela [54] [programs (27)- (31)] and the nonbasic encoding [programs (32)- (36)] from http:// www.cs.engr.uky.edu/ai/benchmark-suite/ham-cyc.sm . The remaining three programs in the table are related to the problem of checking requirements in a deterministic automaton and are described in [9] . The first of these three programs is the biggest instance in the suite of the "IDFD" problems, while the other two programs belong to the "Morin" suite. Benchmarks (40)- (60) are tight, while the others are non-tight.
Overall, the picture that emerges is that ulv is the fastest system. Even though smodels is the only system that never times out, it is far slower than ulv (and other systems as well) on many problems. The good performance of ulv is particularly remarkable given that the test suite contains Hamiltonian circuit problems and these benchmarks have exponentially many loops. Thus, one would expect these problems to be difficult for assat, but also for all Cmodels2 versions in the case it will generate and then reject (exponentially) many candidate answer sets. This is not the case, however, at least for ulv. The table also shows an instance on which assat blows up in memory. As a matter of fact, assat exceeds all the available memory also on other instances, not shown here because all the other systems time out on them.
Considering the different Cmodels2 versions -beside the fact that ulv is the best version -by comparing ulv and flv we see that adding failed-literal usually causes a significant degradation in the performances. These results match expectations. Indeed, ulv (and also assat) uses a mchaff-like solver and performs a few operations at each (branching) node. For (very) large programs, even a linear-time (in the number of atoms) operation can be prohibitive if performed at each branching node. Interesting, considering flv, flu, and fbu, we see that the last system almost always performs better than the second and that the second is better than the first. On these benchmarks, adding learning to a look-ahead solver does not help. However, the gap between fbu and flu is not big. Thus, adding learning to fbu does not help but does not hurt too much. We believe that this situation is due to the lazy data structures used by all the Cmodels2 versions, which are fundamental to keeping low the burden of managing learned clauses. Table III contains the results on nonrandom, non-large logic programs. In more detail: 7 1. Benchmarks (40)-(48) and (73)-(77) are respectively tight and non-tight bounded model-checking (BMC) problems of asynchronous concurrent systems, as described in [31] . These problems are about proving properties in a given number of steps, represented as the last number in the instance name. 2. Benchmarks (49)- (54) are about the Schur numbers problem, expressed as basic (49)- (51) and nonbasic (52)- (54) programs. The label "schurX.K-N" refers to a problem where, given a positive integer n, the set of integers N defined as N = {1, 2, . . . , n} has to be partitioned into K bins such that each bin is sumfree; that is, for each Z∈N and Y∈N (1) Z and Z+Z are in different bins, and (2) if Z and Y are in the same bin, then Z+Y is in a different bin. We denote with X=1 the basic encoding and with X=2 the nonbasic encoding. (72)), the formulations due to Erdem [15] . In the tables, in the column PB the "8" or "11" represents the number of blocks, while an "i" (standing for "number of steps") means that the instance corresponds to the problem of finding a plan in "i" steps, where "i" is the minimum integer for which a plan exists. Thus, the instances with "i" and "i + 1" in the label admit at least one answer set, while those with "i − 1" do not have answer sets. Technically speaking, these programs are nontight. However, these problems are "tight on their completion models" [3] : If is one such program, each model of the completion of is guaranteed to be also an answer set of .
Nonrandom, Nonlarge Programs
For these benchmarks, results are mixed. On BMC problems, smodels cc has the best performance overall, while on the other benchmarks ulv has the best performance overall. Most interesting, no version of Cmodels2 dominates the others on the BMC problems. Given this fact and the good performance of smodels cc on BMC instances, we believe that on nonrandom, non-large problems the "overall best" solver is somewhere between ulv and fbu, that is, that it can be obtained by adding a little bit of failed-literal detection to ulv. This can be done in several ways, for example, by checking whether a literal is failed only if it belongs to a pool of "most promising" literals (as, e.g., is done by satz) or by checking all the literals but not at each branching node. All of this is subject of future research.
We note that, overall, flu is better than flv. This result can be explained by the bad interaction between failed-literal and VSIDS. For nonrandom, large formulas, this phenomenon was already shown to hold in SAT [28] .
Cmodels2 and the Other Systems
Given the results of the experimental analysis, we now summarize what we believe to be the advantages and disadvantages of each system we considered, from both a theoretical and a practical point of view, when compared to Cmodels2. smodels [61] . smodels is a system for nondisjunctive answer set programming. Its algorithm has been inspired by Davis-Logemann-Loveland procedure, and incorporates powerful pruning techniques. smodels is also the basic engine for the solver for disjunctive logic programming called gnt [34, 35] . A key feature of smodels is that it is a native system, that is, it works directly on the input logic program. Because of this, it can take advantage of the structure of the program, for example, by keeping more compact representations of the rules than Cmodels2, which compiles down everything to a set of clauses. However, it does not incorporate some of the most recent advances, for example, learning. The experimental results for smodels are still positive overall, being among the best solvers in all the categories of problems we considered. smodels cc [64] . smodels cc is smodels enhanced with clause-learning [ 53] and a Berkmin-like heuristic [ 30] . smodels cc inherits from smodels its compact datastructures for rules. Because of such compactness, howver, the incorporation of learning in smodels required the construction of an implication graph, and this operation turned out to be relatively complex and costly when compared to the analogous construction in a SAT solver. Indeed, smodels cc cannot deal with programs containing weight constraint rules, and this also witnesses the difficulty of implementing learning on top of smodels compact data structures for such rules. On the other hand, learning comes for free with our approach. Further, with relatively little additional programming effort, our procedure can be based on the latest SAT tools. We used our tool simo to validate the viability and effectiveness of the approach and obtained a solver with, for example, learning and unit propagation based on lazy data structures using a two-literal watching schema. Modifying smodels or smodels cc in order to use lazy data structures would require a rewriting of significant portions of the solvers. From a practical point of view, smodels cc is quite effective, especially on some classes of non-tight programs.
dlv [39] . dlv is the state-of-the-art system in disjunctive logic programming, with techniques especially tailored for this class of programs. Also dlv is a native system and its algorithm is based on the Davis-Logemann-Loveland procedure.
Since it can deal with the more expressive class of disjunctive programs, however, it needs a co-NP check to test whether a candidate model is indeed an answer set. The check is performed only if needed: In the case of nondisjunctive programs (the ones this paper faces), it is not applied.
dlv has same peculiarities. During the computation, it uses a four-valued interpretations for atoms. The truth values considered are True, False, "undefined," and "must be true"; a "must be true" atom is like an atom assigned to True, but it is missing a "supporting" rule that must be determined later. Moreover, dlv heuristic is guided by a preselected list of literals (PT-literals) with the aim of maintaining the candidate model as minimal as possible. The key strength of dlv is that it can deal with disjunctive logic programs. On the restricted class of nondisjunctive logic programs, however, its performance is not impressive, at least on the benchmarks that we considered and with the encodings that we used.
assat [47, 49] . assat has been the first ASP SAT-based system non-restricted to tight programs. The SAT solver is used as a black box, and thus assat inherits all the optimizations implemented in it. assat uses mchaff [53] as SAT solver. As we have seen, assat is quite effective especially on nonrandom programs. From a theoretical perspective, the main drawback of assat is that it is not guaranteed to work in polynomial space. This fact also emerges in some of the benchmarks that we considered and for which assat exhausted all the available memory. From a practical point of view, assat is limited to basic programs and cannot handle choice, cardinality, and weight constraint rules.
Cmodels2. Cmodels2 is a SAT-based system designed after assat in order to solve its theoretical drawbacks. Cmodels2 incorporates various solvers. Our default choice for randomly generated programs is fbu, and our default choice for nonrandom programs is ulv. Experimental analysis showed that on random problems fbu has the best performance overall of all the solvers that we considered, and the same holds for ulv when considering large problems. On the other benchmarks, ulv is competitive with the best of the other solvers. These results show the effectiveness of our SAT-based approach. The results are particularly remarkable given that our two solvers implement relatively simple SAT strategies, compared to the ones now available, some of which already incorporated by various answer set solvers. For instance, ulv uses the mchaff heuristic, while the Berkmin heuristic (used by smodels cc ) is considered to be better. In fbu each not-yet-assigned literal is checked to see whether it is failed, and these checks are performed before each branching: smodels and smodels cc implement the correspondent strategy of failed-literal, but they check only a subset of the unassigned literals (and the unchecked are guaranteed to be not failed). We expect that the incorporation of the Berkmin heuristic and smodels failed-literal detection strategy in ulv and fbu, respectively, will lead to further improvements in performance on the respective application domains.
Conclusions and Future Work
We have presented a SAT-based procedure that (1) can deal with any logic program (2) works on a propositional formula without additional variables except for those introduced during the clause form conversion, and (3) is guaranteed to work in polynomial space. Furthermore, ASP-SAT can be easily modified in order to compute all answer sets (still working in polynomial space). We have shown how to implement ASP-SAT on top of current state-of-the-art solvers with or without learning. The experimental evaluation shows that 1. Cmodels2 is competitive with other state-of-the-art systems; and 2. depending on the type of program, different search strategies are best.
This evaluation suggests that future development of answer set solvers should be done by focusing on certain classes of problems. In our analysis we identified two classes of programs-random and large programs-that need completely different strategies. This also implies that benchmarking should be done by considering the application domain they have been developed for. This reflects what is nowadays a standard in the SAT competition, where there is a track for solvers designed for random problems and a separate track for solvers designed for large, industrial benchmarks. Solvers get designed and specialized for one track, and indeed the top performers in one track behave very badly in the other.
There are several directions in which this work can be improved. First, Cmodels2 can be improved as a solver for nondisjunctive programs. This can be done by improving the SAT solving part, dll, or the checking procedure, test.
As anticipated in the previous section, we believe that dll performances can be improved by implementing better failed-literal detection strategies or heuristics. About the heuristics -besides those derived from the SAT literature as Berkmin'swe believe that it is possible to design heuristics tailored for answer set solving. One such heuristic assigns atoms to False while branching. Intuitively, we would like to generate assignments with as many atoms as possible assigned to False, thus going through minimality. A first, simple implementation of this heuristic produces dramatic speedups on some domains (for instance, ulv is able to solve all the nontight problems in Table II in a few seconds, including the mutex3 instance, i.e., the only instance on which ulv times out), but it seems to interact badly with learning in some other domains. Another possibility is to incorporate another SAT solver with the latest advancements, for example, MiniSAT [14] , the winner of the last SAT competition.
With regard to the checking procedure test, recently Gebser and Schaub [20] introduced the notion of "active elementary loop with respect to an assignment S," and they showed that the corresponding loop formula is falsified by S, like the formula associated to a maximal terminating loop. One crucial difference between an active elementary loop and a maximal terminating one is that no subloop of an active elementary loop is also falsified by S. A maximal terminating loop, on the other hand, is not always an active elementary loop of the program. It is still an open question whether the use of active elementary loops in SAT-based procedures such as Cmodels2 or assat improves their performance.
Another direction of work is to extend Cmodels2 ideas in order to deal with disjunctive logic programming where, as for dlv, the co-NP check involves the use of a SAT solver. A preliminary implementation and analysis are encouraging [41] , but more work has to be done in order to improve the overall efficiency of the solver.
