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1. INTRODUCTION 
I n  t h e  p r a c t i c a l  a p p l i c a t i o n s  o f  p a t t e r n  r e c o g n i t i o n  such as i n  t he  c l a s s i f i -  
c a t i o n  o f  re inote ly  sensed m u l t i s p e c t r a l  scanner (MSS) imagery data, i t i s  
u s u a l l y  d i f f i c u l t  t o  o b t a i n  l a b e l s  f o r  t h e  t r a i n i n g  pa t te rns .  The l a b e l s  f o r  
t h e  t r a i n i n g  pa t t e rns  a re  p rov ided  b,y an a n a l y s t - i n t e r p r e t e r  ( A I )  , who 
examines t h e  imagery f i l m  a ~ d  uses anc i  11 a r y  i n f o r m a t i o n  (such as h i s t o r i c a l  
i nformat i on, c ropp i  ng p r a c t  3 ces, and c rop  ca lendar  model s  f o r  a g r i c u l t u r a l  
imagery). Very o f t e n  these I s b e l s  w e  imper fec t ,  and a c q u i r i n g  l a b e l s  f o r  t h e  
t r a i n i n g  pa t t e rns  i s  cos t l y .  
I n  t h e  l i t e r a t u r e ,  severa l  researchers i n v e s t i g a t e d  t h e  problem o f  p a t t e r n  
r e c o g n i t i o n  w i t h  i m p e r f e c t l y  1  abeled pa t te rns .  Kashyap ( r e f .  1 )  proposed an 
i t e r a t i v e  t r a i n i n g  procedure f o r  a  two-c l  ass case. Shanmugam and 
B r e i  phol  ( r e f .  2) developed an e r r o r - c o r r e c t i  ng procedure f o r  d i s j o i n t  densi  - 
t i e s  us ing  Parzen dens i t y  es t imato rs  ( r e f s .  3-6) .  C h i t t i  neni ( re fs .  7-9) 
i n v e s t i g a t e d  t h e  p rob l  en o f  1  earning w i t h  i m p e r f e c t l y  1  abeled pa t t e rns  and 
s t u d i e d  t h e  a p p l i c a b i l i t y  o f  probabi 1 i s t i c  d is tance  measures f o r  f e a t u r e  
s e l e c t i o n  w i t h  i m p e r f e c t l y  1  abeled pat terns.  Most o f  these proposed xhemes 
r e q u i r e  t he  knowledge of probabi 1  i t i e s  of l a b e l  ~ m p e r f e c t i o n s ,  which u s u a l l y  
are no t  ava i l ab le .  
Several  s c i e n t i s t s  considered t h e  problem o f  es t ima t i on  o f  r e c o g n i t i o n  system 
performance ( re f s .  10-15). Highleyman ( r e f .  12) i n v e s t i g a t e d  t h e  problem of 
e s t i m a t i n g  t h e  p r o b a b i l i t y  o f  e r r o r  o f  a  g iven  c l a s s i f i e r  bo th  f o r  known and 
unknown a  p r i o r i  p r o b a b i l i t i e s .  Fukunaga and Kessel l  ( r e f .  13) examined t h e  
problem o f  es t ima t i ng  t h e  probabi 1  i ty  o f  e r r o r  us i ng  un labeled samples. 
Chow ( r e f .  14) es tab l i shed  a r e l a t i o n s h i p  between e r r o r  a ~ d  r e j e c t  r a tes ,  
which i s  use fu l  i n  es t ima t i ng  t h e  probab; l i ty  o f  e r r o r  us ing  un labeled 
samples. C h i t t i  neni ( r e f .  15) i n v e s t i g a t e d  t h e  problem o f  e s t i m a t i n g  recogn i -  
t i o n  system performance and p r o b a b i l i t i e s  of l a b e l  impe r fec t i ons  as maximum 
l i k e l i h o o d  est imates f rom t h e  c l a s s i f i e r  dec is ions  o f  l ahe led  and un labe led  
pa t  te rns .  

2. A MODEL FOR LABEL IMPERFECTIONS 
Let w and o '  be the perfect and imperfect 1 abel s ,  respectively, each of which 
takes the values 1,2,*** , M ,  where M i s  the number of classes. Let 2 ( w  = i )  
and p ( X l w  = i )  be the a priori probabilities and the class conditional densi- 
t i e s ,  respectively, of the patterns in classes w = i .  The imperfections in 
the labels are described by the probabilities 
' j i  = P ( w l  = i lo = j) ; i , j  = 1,2 ,***,M (1 
where i and j indiccte class. We have the constraint 
I t  i s  assumed t h a t  
p(Xlw = j) = p(X]w '  = i,w = j) 
T h a t  i s ,  the density of a pattern, given i t s  true label, does not depend on 
i t s  imperfect label. To obtain a relationship between p ( X l w  = i )  and 
p ( X l w l  = i ) ,  consider 
Cross-multi plyi ng and dividing equation (4)  by p(X) establishes the re1 ation- 
ship between a posteriori probabi 1 i t i  es: 
Similarly, the a priori probabilities are related as follows. 
I rt A .:I f i 1 1 A p p  - fi11f131 FIl 
Invr!r! i n q  eqtr,ttinr! ' 4 )  y i ~ l t f s  thi) fo l l  owinq r c t s ~ ~ l t  for  a t,wo-el~?~fi ~ i l ' i ~ r  
!5i11;'D'ldrly, for  the a priori a ~ d  a posteriori prohahi 1 i t i e s ,  
For a symn~etric case, when 
- B l l  - B Z 2  = B and e i2  = B,. L 1 = 1 - 6 (11 
then A = (28 - 1) (12) 
rrcrn equations ( I ) ,  ( l l ) ,  and (12), 
3. ESTIMATION OF LABEL, IMPERf'l,Ci':1?El P W B A R  ? I  IT1 f'S 
I n  t h i s  sect ion,  t h e  problem o f  e s t i m a t i n q  g r o h a h i l i t i ~ s  o f  l a b e l  
impe r fec t i ons  B j i  i s  considered. It i s  assumrd t h a t  a s e t  o f  pattcrns 
Xi(j), j = 1,2,**e,Ni i s  g iven  w i t h  imper fec t  l a b e l s  w '  = i, i - l,?,***,M, 
and a se t  o f  un labeled pa t t e rns  Xj, j = 1,2,*- ,N. It i s  a l s o  assur!ed t h a t  
t h e  a p r i o r i  p r o b a b i l i t i e s  P ( w l  = i )  o f  t h e  i m p e r f e c t l y  l a b e l e d  c lasses  a r c  
ava i  1  ab l  e. 
3.1 ESTIMATIOM OF RAYES PROBABILITY OF ERROR 
The r i s k  i n c u r r e d  by t h e  Bayes c l a s s i f i e r  i s  t h d  minimum r i s k  t h a t  can he 
achieved. The l a b e l e d  and unlabeled samples can be used t o  es t imate  t h e  Baycs 
probabi  1  i t y  o f  e r r o r  as f o l l ows :  L e t  p(X) be t h e  m i x t u r e  dens i t y  func t ion .  
That i s ,  
where values f o r  P(w = i )  arte t h e  a p r i o r i  p r o b a b i l i t i e s  and t t tose f o r  
p(Xlw = i )  a re  t h e  c l ass  c o n d i t i o n a l  dens i t i es .  The Bayes c l a s s i f i e r  c l a s s i -  
f i e s  a  p a t t e r n  X i n t o  a c lass,  t h e  a p o s t e r i o r i  probabi  1 i t y  o f  which i s  
l a r g e s t .  When X is  c l a s s i f i e d  accord ing t o  t h e  Bayes dec i s i on  r u l e ,  t h e  con- 
d i t i o n a l  p r o b a b i l i t y  o f  e r r o r  i s  
I The Bayes p r o b a b i l i t y  o f  e r r o r  i s  then  g iven  by 
Thus, i f  we know r ( X )  as a f u n c t i o n  o f  X, t h e  Bayes p r o b a b i l i t y  o f  e r r o r  P, 
can be est imated by t h e  sample mean r(Xi) of N t e s t  p a t t e r n s  as 
w' 3 ;  -1 Xi is drawn frm t h e  nixttrrtt density and the labels of X i  drc nof 
i .  TRc cc,t lrtlabc of r b c l t i t i t  i n n  (1 1 )  is rrnhidsed; t h a t  i 5 ,  
c; i nce 
llic variance of I), i s  (liven by 
c[r2(x)l  - P: 
Vor (PC) - N 
6 e The variance o f  P i s  a t  least  less  than the variance o f  the error ec t i -  e Pe(1 - 
mite, bssed on count5 fig m i s c i a s s i f  i c d  iabeiea t e s t  patterns 
-r!-- . This 
i s  hecause the error count estimate gives a hinary quantization of the prror 
on the t e s t  pattern while r(X) assigns a real value. To use equation ( I ? )  i n  
estimating the Bayes probability of error,  knowledge of the risk functl'otl i s  
required. T h s  risk function r(X) can be obtained using density estimators for  
class conditional densi t S  es. 
3.2 PARZEN ESTIMATE OF r(X) 
G i  yen a sequence of i ndependent, identical ly distributed, random n-dime~sional 
vectors XI , X Z , - - *  , X N  from n distribution with probability density function 
p ( X ) ,  the Parzen estimate of p(X) i s  given (refs.  3-6) by 
With the proper choice of the weighting function h(N) and kernel K(*), pN(X) 
tends uniformly in probability t o  p(X). Choosing a normal kernel 
where c i s  the  sample covariance mat r j x  o f  the data. The Parzen est imate o f  
the  cond i t iona l  e r r o r  f o r  any X i s  given by 
3 9 3 ESTIMATION OF PA j THE MULT I C  LASS CASK 
-- --7 +,-c 
Le t  
From equations (5) and (241, we ob ta i  n 
NOW the problem o f  es t imat ing  p r o b a b i l i t i e s  o f  1 abel imperfect ions ~ i j  i s  f o r -  
mu1 ated as fol:'"ds. 
Find: flij, i , j = 1,2,-*-,M such t h a t  Pe i s  minimized, where 
subject  t o  the cons t ra in t s  
and 
From the  given s e t  o f  imper fec t l y  l abe led  pat te rns  and unlabeled pat terns,  
var ious quantities i n  equat ion (26) a re  est imated as fo l lows.  
where xi i s  the sample covariance m a t r i x  o f  the pa t te rns  i n  the c l a s s  w '  = i. 
and p (o  = i l X ) ,  i = 1,2,*e*,M, i s  obta ined from equations (25), (281, and 
(29). The estimates of Rij t h a t  minimize Pe sub jec t  t o  the cons t ra in t s  o f  
equation (27) can e a s i l y  be obtained us ing  op t im iza t i on  techniques such as the 
D&vi don-Fl etcher-Powel 1 procedure ( re f s .  16-18). 
3.4 ESTIMATION OF Ri I N  THE TWO-C LASS CASE 
From equat ion : ~ . 3 ) ,  i n  a two-class case the Bayes r i s k  r ( X )  becomes 
r ( X )  = minCp(u = l IX),p(ol  = 21X) l  
For  a two-class case, the problem o f  es t imat ing  ~ i j  may now be formulated as 
f o l l  ows. 
Find: B1lYB22 
such that  Pe i s  minimized, where 
subject t o  the constraints 
0 < e l l  S l ]  
0 l e , ,  ( _ l I  
The a posteriori probability p ( w i  = lIX), can be estimated using 
equations (28) and (29). The probabilities of label imperfections 
Bii ( i  = 1,2) that  minimize the Pe of equation ( 1 ,  subject t o  the con- 
s t r a in t s  of the inequal-ities in equation (32), can be easily obtained usi~,g 
a n  optimization technique such as that of Davidon-Fletcher-Powell. Experi- 
mental results in processing remotely sensed MSS data are presented in the 
next section, 
3.5 EXPERIMENTAL RESULTS 
In t h i s  section, some results are obtained by applying the theory presented i n  
the previous sections for  estimating the probabilities of label imperfections 
in processing remotely sensed Landsat MSS imagery data. The images are of a 
5- by 6-nautical-mile area called a segment. The image i s  divided into a rec- 
tangular array of pixels, 117 rows by 196 columns. The images are overlaid 
with a rectangular grid. Two classes are considered: class 1 i s  wheat, and 
class 2 i s  "other." The pixels a t  the grid intersections are labeled by an A1 
using film products of the images and ancillary data such as his tor ic  informa- 
t ion and crop gr*awth stage models. These labels are imperfect labels. Also, 
ground truth (GT) labels, which are the t rue labels for these pixels, are 
acquired. Twelve features and 636 unlabeled patterns are used. The numbers 
of imperfectly labeled patterns in each class are l is ted in table 3-1, and the 
a priori probabilities P(w' = i )  are estimated from the number of imperfectly 
1 abel ed patterns in each cl ass. The Davi don-Fl etcher-Powel 1 optimization 
methcd i s  used t o  estimate B i  by minimizing Pe of equation (31) subject t o  
TABLE 3-1.- COMPARISON OF ESTIMATED LABELING ACCURACIES WITH THE ONES COMPUTED FROM GT LABELS 
Segment Descri p t  i oq 
No. of A1  
1 abel ed pa t t e rns  
1231 
1520 
P r o b a b i l i t i e s  of l abe l  imperfect ions P (o i= i  h=j) 
i 
j 
Estimated using. 1 Computed from comparison 
proposed method of  AI, and GT l a b e l s  I Wheat "Other" 
JacksonCounty, 
Okl a. 
Bi gstone County, 
Mont. 
1 71 1 25 
20 71 
the constraints of inequalit ies set  o u t  in equation (31). Table 3-1 summa- 
rizes the estimated labeling accuracies using the method proposed in the paper 
and computed label ing accuracies using A1 and GT 1 abel s. 
From table 3-1, i t  i s  seen that  the labeling accuracies estimated using the 
proposed method are in reasonable ag; t b b ~ : - n t  with the ones computed from the GT 
labels. Also, i t  i s  t o  be noted tha , b r C  1;ough t h e  GT 1 abels of remote scns- 
ing data are f a i r ly  accurate, they ar. * , c  perfect. 
4. MISLABEL CORRECTION WlTH SPEC I F  IED PROBAB ILITY OF BAD LABELING 
I n  t h i s  sect ion, the problem o f  i d e n t i f i c a t i o n  and co r rec t i on  o f  rn is labels of 
pa t te rns  us ing unl abel ed pa t te rns  i s  considered. I n  p a r t i  cu l  ar,  thresh01 d ing  
schemes are proposed f o r  the  i d e n t i f i c a t i o n  and c o r r e c t i o n  o f  mis labels.  A  
r e l a t i o n s h i p  i s  developed between the p r o b a b i l i t y  t h a t  such a scheme gives a  
bad l abe l  t o  a  p a t t e r n  and the  p r o b a b i l i t y  t h a t  the scheme accepts the  
o r i g i n a l  l a b e l  o f  the pa t te rn .  This  r e l a t i o n s h i p  cou ld  be used i n  computing 
the th resho ld  w i t h  a  s p e c i f i e d  p r o b a b i l i t y  of bad l abe l i ng .  It i s  assumed 
t h a t  the p r o b a b i l i t i e s  o f  l a b e l  imperfect ions are symmetric. That i s ,  
and 
It i s  a lso assumed t h a t  fiij i s  est imated us ing  a  technique such as the  one i n  
sec t i on  3, The fo! low! ng th resho ld ing  scheme i s  prepcsed when P > b. The 
case when P < b  i s  t r e a t e d  i n  appendix B. 
4.1 A THRESHOLDING SCHEME FOR MISLABEL CORRECTION WHEN fl > b  
For  the  i d e n t i f i c a t i o n  and c o r r e c t i o n  o f  mis label  s  o f  the pa t te rns  when fl > b, 
the f o l l o w i n g  scheme i s  proposed. 
Change the  l a b e l  o f  X t o  w = i whenever 
where t i s  some threshold; otherwise, do n o t  change the  l abe l  o f  X. That i s ,  
the 1  abel o f  X i s  changed whenever there  i s  enough conf idence i n  the thresh- 
01 d ing  scheme t o  change the 1  abel . (Sect ion 4.2 discusses the computation o f  
t . )  Define a  random v a r i a b l e  U(X), 
Le t  VDCL(t) be the reg ion  o f  the fea tu re  space over which, f o r  a  p a r t i c u l a r  
th resho ld  t, the o r i g i n a l  l a b e l  o f  pa t te rn  X i s  accepted. That i s ,  
v ~ c ~ .  ( t )  " fXIU(X) < - ( 1  - t ) J  ( 3 q  
Let  PDrL(t) be t h e  prohab i l  i t y  t h a t  t h e  th resho ld ing  scheme w i l l  not Chdnqe  
t h e  l a b e l  of s p a t t e r n  a t  th resho ld  t and the  p r o b a b i l i t y  t h a t  a pattcarn 1 i e s  
i n  t h e  reg ion  VDCL(t). Using t h e  above l abe l  c o r r e c t i o n  scheme, whenever t h e  
l a b e l  o f  a p a r t i c u l a r  pa t te rn  X i s  changed, l e t  PRL(t )  be the  p r o b a b i l i t y  t h a t  
a  bad l abe l  w i l l  he given t o  a pat tern.  The th resho ld  t can be deternlinerl hy 
speci fy ing t h e  PRL. A r e l a t i o n s h i p  between PDCL(t) and PPL(t) which can be 
used t o  compute the  th resho ld  t using unlabeled pat te rns  i s  developed I n  t h e  
next section. 
4.2 A RELATIONSHIP BETWEEN PBl ( t )  AND PnCL& 
I n  t h i s  sect ion, a  r e l a t i o n s h i p  i s  developed between PBL(t)  and PDCL(t) f o r  
symmetric p r o b a b i l i t i e s  o f  l a b e l  imperfect ions when 6 > b. Suppose t h a t  t h e  
th resho ld  i s  decreased from t t o  t - A t .  Then l e t  t h e  reg ion  VDCL(t) be 
expanded from VDCL(t) t o  VDCL(t - A t ) .  A t  th resho ld  t, t h e  l abe ls  o f  the  pa t -  
t e r n s  i n  t h e  incremental reg  ion  AVDCL(t) are changed; but,  a t  t h resho ld  
t - A t ,  they are not changed. The pat te rns  i n  t he  reg ion  AVDCL(t) s a t i s f y  t h e  
re1 a t  i on 
( 1  - t )p (X )  5 max[P(ol = i ) p (X lw t  = i ) ]  5 (I. - t + h t ) p ( X )  
i 
(37  
Le t  APDCL(t) be t h e  increment i n  t he  p r o b a b i l i t y  PDCL(t). It i s  a lso  the  
p r o b a b i l i t y  t h a t  a  pa t te rn  l i e s  i n  t he  reg ion  bVDCL(t) .  That i s ,  
A 
Le t  APCL(t)  and APBL(t) be t h e  increments o f  t he  probabi 1  i t y  o f  co r rec t  l a b e l  - 
i n g  and o f  t h e  p r o b a b i l i t y  o f  bad labe l ing ,  respect ive ly ,  when t h e  th resho ld  
i s  decreased from t t o  t - A t .  Because i n  the  i ncrease o f  region VDCL (t ) , 
t h e r e  w i l l  be a  decrease i n  t h e  p r o b a b i l i t i e s  PCL(t )  and PBL(t) .  When B > b, 
b p C L ( t )  and hPBL(t )  can be w r i t t e n  as 
and -bpBL(t) = l [l - max p(w = i 1 x> jp (x>dx  
hVDCL ( t  i 
I n  t h e  reg ion  bVDCL(t), t he  p r o b a b i l i t y  APDCL(t) can be s p l i t  i n t o  two par ts :  
(1) t h e  decrease i n  t he  p r o b a b i l i t y  of co r rec t  l a b e l i n g  o f  a  p a t t e r n  A P ~ L ( ~ )  
and ( 2 )  t h e  decrease i n  t h e  p r o b a b i l i t y  o f  bad l a b e l i n g  o f  a  p a t t e r n  
APBL(t). That i s ,  from equations (38), (39), and (40), Ne obta in  
Cons i der 
From equation (42), we obtain 
Using equations (39) and (43) i n  equat ion (40) y i e l d s  
4- 
Therefore, from equations (37) and (44),, i n  t h e  incremental region A V ~ ~ ~ ( ~ ) ,  
we have 
Summing equat ion (45), w i t h  t s t e a d i l y  decreasing from t t o  0, y i e l d s  t h e  
fo l low ing.  
I f  vre l e t  A t  t end  t o  zero, t h e  l a s t  srrm o f  t h e  above equat ion  vanishes, 
r \ ? s u l t i n g  i n  
Equat ion  (46) shows a re1  a t i o n s h i  p hetween I'nrl ,. ( t )  and PRL(t). Once t h ~  
d e n s i t i e s  are est imated from t h e  imper fect  l v  1  ahel ed pa t te rns ,  PDCL(t)  can be 
cotnp~rted f rom t h e  un labeled samples. F o r  a spec i f i ed  PBL, equat ion  (47) can 
be used t o  compute t h e  t h r e s h o l d  t. 
4.3 AN EXAMPLE 
The mis labe l  c o r r e c t i o n  scheme presented i n  s e c t i o n  4.1 does no t  change t h e  
1 abel of p a t t e r n  X whenever max p(w' = i lX) - < ( 1  - t ) .  For a  two-c lass case, 
i 
t h e  r e g i o n  o f  VDCL(t) a1 so can be descr ibed as those X-values f o r  which t h e  
f o l l o w i n g  r e l a t i o n  i s  s a t i s f i e d :  
Us ing  equat ion (4)  f o r  a  symmetric m i s l a b e l i n g  case, equat ion (48) can be 
w r i t t e n  as 
Fo r  t h i s  example, i t  i s  assumed t h a t  t h e  a p r i o r i  p r o b a b i l i t i e s  a r e  equal and 
t h e  c l ass  c o n d i t i o n a l  d e n s i t i e s  are Gaussian wi th equal covar iance matr ices.  
That i s ,  
Let 
Le t  
where s  i s  the  Mahalanobis d is tance between the pa t te rn  classes. 
Since v ( X )  i s  a  1  i nea r  combination o f  Gaussf an random var iables,  i t i s  a1 so 
normally d i s t r i bu ted .  The c l  ass cond i t iona l  dens i t i es  o f  v f  X )  can be w r i t t e n  
as 
Then the  p r o b a b i l i t i e s  PDCL( t j  and PPLI tj can be computed as fo l lows:  
Let  \ 
L1 = l o g  [t - P (1 - - t R ) ]  j 
and 
Consider the f o l  1  owing. 
where m (a)  = ja m (6 )&. 
-9) 
Similarly, for a two-class case, the probability that the algorithm gives a  
bad label can be written as 
r 
= 0.5 [la @iC)d, + I' m(6)dC 
-a 
= 4 (a )  
I 
Figures 4-1 through 4-4 show the  p l o t s  of PBL versus t, PDCL versus t, ) r~ 
versus t, and PBL versus PDC~, respect ive ly ,  f o r  values ~f B = 0.95, n.91, 
0.85, and 0.81 and fob> values o f  s = 1, 2, 3, and 4. Thc t i p  o f  t h e  arrow 
po in t s  t o  the  d i r e c t i o n  o f  increase i n  t he  value o f  B. From f i g u r e  4-1, i t  i s  
seen t h a t  fo r  a spec i f i ed  PBL t he  th resho ld  t increases w i t h  t h e  increase i c  
t h e  p r o b a b i l i t y  o f  imperfect ions i n  t h e  l abe l s  o r  w i t h  t h e  decrease i n  t h e  
value o f  8 .  
F i g u r e  4-1.- P l o t  of p r o b a b i l i t y  o f  had l a b e l ,  PRL, versus t h r e s h o l d  t. 
Figure 4-2.- Plot o f  probability of not  changing the  1 ahel, PnCL, 
versus t hreshol d t . 
Figure  4-3. - P l  of; of p robah i l  i t y  of g i v i n g  a correct 1 a b e l ,  PCL, 
versus t h r e s h o l d  t. 
F i g u r e  4-4.- Trade-of f  between PBL and PDCL. 
CONCLUSIONS 
I n  t h e  p r a c t i c a l  appl i c a t i o n s  o f  p a t t e r n  recogn i t i on ,  o b t a i n i n g  1  abel s  f o r  t h e  
t r a i n i n g  p a t t e r n s  i s  expensive, and very o f t e n  these l a b e l s  a re  imper fect .  
Schemes a re  presented i n  t h i s  paper f o r  t h e  es t ima t i on  o f  p r o b a b i l i t i e s  o f  
1 abel  imper fec t ions  and c o r r e c t i o n  o f  m i s l abe l  s. 
The r i s k  i n c u r r c d  by t h e  Bayes c l a s s i f i e r  i s  t h e  minimum r i s k  t h a t  can be 
achieved. The c o n d i t i o n a l  r i s k  r ( X )  can be obta ined as a  f u n c t i o n  o f  X, us i ng  
est imated d e n s i t i e s  f rom t h e  l abe led  pa t te rns .  The p r o b a b i l i t y  o f  e r r o r  can 
be es t imated  as an average va lue o f  r ( X )  over  t h e  un labeled pat terns.  The 
r e s u l t i n g  est imated probabi  1  i t y  o f  e r r o r  has 1  ess var iance when compared t o  
t h e  var iance o f  t h e  e r r o r  es t imate  based on coun t ing  t h e  m i s c l a s s i f i e d  l a b e l e d  
t e s t  set. Us ing t h e  r e 1  a t i onsh ips  between t h e  probabi 1  i t y  d e n s i t i e s  w i t h  and 
w i t h o u t  imper fec t ions  i n  t h e  labe ls ,  t h e  problem o f  es t ima t i ng  t h e  p r o b a b i l i -  
t i e s  o f  l a b e l  imper fec t ions  i s  fo rmu la ted  f o r  t h e  two-class and m u l t i c l a s s  
cases as t h a t  o f  m in im iz i ng  t h e  Bayes p r o b a b i l i t y  o f  e r r o r  w i t h  p r ~ b a b i l i t y  
c o n s t r a i  nts.  Opt im iza t$on  techniques, such as t h e  Eavi  don-Fl etcher-Powel 1 
procedure, can be used t o  es t imate  t h e  p r o b a b i l i t i e s  o f  l a b e l  imper fect ions.  
Experimental  r e s u l t s  f rom process ing remotely sensed MSS imagery data a re  pre-  
sented. The est imated p r o b a b i l i t i e s  o f  l a b e l  imper fec t ions  us ing  t h e  proposed 
method and t h e  probabi 1  i t i e s  o f  1  abel imper fec t ions  computed us ing  t h e  imper- 
f e c t  ( A I )  and t h e  GT l a b e l s  a re  i n  good agreement. 
Thresho ld ing  schemes a re  proposed f o r  c o r r e c t i n g  m is l abe l s  o f  t h e  pa t te rns .  
Whenever t h e r e  i s  enough conf idence i n  t h e  scheme (as determined by t h e  
t h resho ld ) ,  t h e  c o r r e c t  l a b e l  o f  t h e  p a t t e r n  i s  determined. A r e l a t i o n s h i p  
between t h e  p r o b a b i l i t y  t h a t  such a  scheme w i l l  g i ve  a  bad l a b e l  t o  a  p a t t e r n  
and t h e  p r o b a b i l i t y  t h a t  t h e  scheme w i l l  accept t h e  o r i g i n a l  l a b e l  o f  t h e  p a t -  
t e r n  i s  developed f o r  a  symmetric m i s l a b e l i n g  case. T h i s  r e l a t i o n s h i p  cou ld  
be used t o  compute t h e  t h resho ld  f rom t h e  r e l a t i v e l y  inexpensive un labe led  
pa t t e rns ,  f o r  a  s p e c i f i e d  p r o b a b i l i t y  o f  bad l a b e l i c g .  
An example i s  presented f o r  Gaussian d i s t r i b u t i o n s  w i t h  equal covar iance 
mat r i ces  and equal a  p r i  o r i  probabi  1  i t i  es. Th is  i 11 u s t  r a t e s  t h e  behavior  o f  
t h e  p r o b a b i l i t y  t h a t  t h e  scheme g ives a bad l a b e l ,  t h e  p robab i l  i t y  t h a t  t h e  
scheme g ives  a c o r r e c t  l a b e l ,  and t h e  p r o b a b i l i t y  t h a t  t h e  scheme accepts t h e  
o r i g i n a l  l abe l .  A l l  a re  f unc t i ons  o f  t h e  th resho ld ,  o f  va r ious  probabi 1  i t i e s  
of l a b e l  imper fec t ions ,  and o f  d i f f e r e n t  Mahalanobis d is tances  between t h e  
cldsses. The t r a d e  of curves between PgL r n d  PDCL a re  presented f o r  t h i s  
exampl e. 
For  a  two-class case, bounds a re  presented between t h e  Bayes p r o b a b i l i t i e s  of 
e r r o r  w i t h  and w i t hou t  imper fec t ions  i n  t h e  l abe l s .  Furthermore, it i s  shown 
t h a t  these bounds become i d e n t i c a l  when t h e  impe r fec t i ons  i n  t h e  l a b e l s  become 
symmet ri c. 
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APPENDIX A 
BAYES ERROR PROBABILITIES WITH AND WITHOUT 
IMPERFECTIONS IN THE LABELS 
APPENDIX A 
BAY ES ERROR PROBAB I LITIES W ITH AND WITHOUT 
IMPERFECTIONS I N  THE LABELS 
The Bayes r i s k  i n  c l a s s i f y i n g  a pa t te rn  X can be w r i t t e n  as 
and r '  (X) = 1 - max[p(ul = i 1 X ) l  (A-2 
i 
where r (X )  i s  the  cond i t iona l  e r r o r  w i t h  the  dens i t i es  w i thout  l abe l  imperfec- 
t i o n s  and r '  (XI  i s  the  cond i t i ona l  r i s k  w i t h  imperfect ions i n  the  1 abel s. The 
p r o b a b i l i t y  o f  e r r o r s  can be w r i  t t e n  as 
and 
where E i s  the  expectat ion operator. For symmetric p r o b a b i l i t i e s  o f  l abe l  
imperfect ions o f  equation (33),  theorem A-1  g ives the r e l a t i o n s h i p  between the  , 
e r r o r  p r o b a b i l i t i e s  Pe and P;. 
Theorem A-1: I f  the p r o b a b i l i t i e s  o f  imperfect ions i n  the  l abe ls  are symmet- 
r i c ,  as given i n  equation (33) and fi > b y  then the Bayes p r o b a b i l i t y  of e r r o r  
w i t h  and w i thou t  imperfect ions i n  the  l a b e l s  are r e l a t e d  as 
Pb = ( R  - b)Pe + ( 1  - R) (A-5 
Proof: From equations (51, (331, (A-11, and (A-21, we ob ta in  
r 'od = 1 - max Rjip(u = J ( X ~ =  1 - { ( R  - b)max[p(o= i l X ) ]  + b l  
i 
Taking except ions on both sides o f  equat ion (A-6) y i e l d s  equat ion (A-5). 
f o r  two-class symmetric p r o b a b i l i t i e s  o f  1 abel imperfect ions,  t he  e r r o r  
probabi 1 i t  i es are re1 ated as 
= (28 - l ) P e  + (1 - 8) (A-7)  
I f  t h e  l a b e l  imper fec t ion  p r o b a b i l i t i e s  are not symmetric, t h e  Bayes e r ro rs  
depend on t h e  p a r t i c u l a r  probabi 1 i t y  dens i ty  f unc t i ons  o f  t h e  pat terns.  How- 
ever, f o r  a two-class ease, t h e  f o l l o w i n g  bounds are  obtained between Pe and 
Pk and are shown t o  be an i d e n t i t y  o f  equat ion (A-7) when t h e  imperfect ions 
i n  t h e  l a b e l s  become symmetric. 
A . l  LOWER BOUND ON P, 
- 
Case (a) : 811 > B Z 2  
Consider t he  case when Bll > BZ2. From equation (8), we ob ta i  n 
where 
and 
Define the  regions nl and n2 as 
0, = {XIP(ol  = l ) p ( X l o l  = 1) > P(ol = 2)p(Xlw' = 2)) 
and a, = {XIP(wl = l ) p (X lw l  = 1) < P(o' = 2 )p(X lo l  = 2)) 

The ruqions G l l  and ill? are illustrated in figure A-1. For a two-class case, 
f ran equations (A-1) throuqh (A-4) ,  the foll owing re1 ationshi ps are developed. 
Using equations (A-18) and (A-19) in equation (A-17) yields the following. 
When the imperfections in the labels became symmetric, it is easily seen that 
a2 = 0 and the region Q12 becomes the null set. The inequality of equation 
(A-21) then becomes equal and is identical to equation (A-7) .  
Case (b): f i l l  < f i z z  
Consider the case when B ll < fizz. Let 
and 
Proceeding as before, we obtain 
The region; RZl and nZ2 are illustrated in figure A-2. 
Men the imperfections in the labels are symmetric: i t  i s  easily seen t h a t  
a 2  = 0, and the region nZ2 becomes the null set. The inequal i ty  in equation 
(A-23) then becomes equal and i s  identical t o  equation (A-8).  
A.2 UPPERBOUND ON P, 
Case ( a )  : $11 > $ 2 2  
Let 
and 
Proceeding in a manner similar t o  case ( a )  of section Al l ,  the probability of 
errors Pe an P h  are related as follows. 
f i g u r e  A-1.- Iliustratian a f  r e g i o n s  0 11 and n12 f o r  t h e  tower 
bound on Pe when fi l l  > fizz. 
F igure  A-2.- I l l u s t r a t i o n  of r e g i o n s  nZ1 and np2 f o r  t h e  lower  
bound on P, when f i l l  < RZ2. 
The regions R p l  and 022 are illustrated in figure A-3. 
When the imperfections in the labels are symmetric, it is easily seen 
that a2 = 0, and the region "2 becomes null. The inequality of equation 
(A-25) becomes equal and is identical to equation (A-8). 






Proceeding in a manner similar to case (a)  of section A.1 ,  the probahility of 
errors Pe and Ph are related as 
The regions n l l  and n l Z  are illustratated in figure A-4. 
When the imperfections in the labels become symmetric, it is easily seen 
that a2 = 0, and the region Q12 becomes null. The inequality of equation 





Figt i re  A-3.- I l l u s t r a t i o n  of reg ions QZ1 and Q2* f o r  t h e  upper 
bound on P,, when > 
F iqure  A-4.- I l l ~ r s t r a t i o n  o f  reg ions and :ill f o r  the  upper 
bollnd on P, when B l l  < p p 2 .  
APPENDIX B 
A THRESHOLDING SCHEME FOR THE CORRECTION 
OF MISLABELS WHEN B < b 
APPENDIX B 
A  THRESHOLDING SCHEME FOR THE CORRECTION 
OF MISLABELS WHEN R < b  
When p < b, the f o l l o w i n g  scheme i s  proposed f o r  i d e n t i f y i n g  mis labeled 
pa t te rns  w i t h  symmetric p robab i l  i t i e s  o f  l abe l  imperfect ions,  as given i n  
equat ion (33) . 
Change the l a b e l  o f  X t o  w = i whenever 
where t i s  some threshold;  otherwise, do no t  change the  l abe l  o f  X. For t h i s  
scheme, a  r e l a t i o n s h f p  between PBL( t )  and PDCL(t)  i s  obtained i n  the  f o l l o w i n g  
and i s  shown t o  be equival e n t  t o  equat ion (47).  
Let  U i X j  = minCpiw' = i i X i 3  tB-2) 
i 
and v~~ L ( t )  = [XIU(X) 2 1 - tl (8-3) 
Suppose t h a t  the  th resho ld  t i s  decreased from t t o  t - ~ t .  Let  A V ~ ~ ~ ( ~ )  be 
t h e  decremental reg ion  o f  VDCL! t )  - VDCL( t - b t )  . For pa t te rns  i n  the reg ion  
bVDCL( t )  , we have 
Let  bPDCL( t )  , nPCl ( t )  , and bPBL( t )  be the increments i n  the p r o b a b i l i t i e s  
PDCL(t ) ,  PCL( t )  , and PBL( t )  , respect ive ly ,  because of the  decrease i n  the 
thresh01 d  from t t o  t - ~ t ,  Then, we have 
and 
From equations (B-5) through (0-71, we g e t  
t )  = hPCL( t )  + nPBL( t )  
When R < b, from equation (42), we ob ta in  
Using equat ions (B-5) and ( B - 9 )  i n  equat ion (8-7) y i e l d s  
From equations (8-4) and (B-10) , i n  the  decremental reg ion  A V ~ ~ ~ (  t )  , we have 
Summing equat ion (B-11), w i t h  t s t e a d i l y  decreasing from t t o  zero, and 
l e t t i n g  a t  tend t o  zero r e s u l t s  i n  
I t  i s  seen t h a t  equat ion (B-12) i s  i d e n t i c a l  t o  equat ion (47).  
