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Abstract— In this paper, fault tolerance in a multi-radio network 
is discussed. Fault tolerance is achieved using the BeeHive 
routing algorithm. The paper discusses faults added to the 
system as random fluctuations in hardware radio operation.  The 
multi-radio nodes are designed using WiMAX and WiFi Radios 
that work in conjunction using traffic splitting to transfer data 
across a multi-hop network. During the operation of this network 
random faults are introduced by turning off certain radios in 
nodes. The paper discusses fault tolerance as applied to multi 
radio nodes that use traffic splitting in the transmission of data. 
We also propose a method to handle random faults in hardware 
radios by using traffic splitting and combining it with the 
BeeHive routing algorithm. 
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I.  INTRODUCTION 
In all modern systems, fault tolerance has come to be 
expected as a necessary feature.  Faults can be due to network 
issues, node or protocol issues or even environmental issues.  
In this paper we discuss Fault tolerance in multi-hop, multi-
radio networks when faults arise due to random malfunctions 
in hardware radios[1]. We discuss the use of the BeeHive 
routing algorithm that helps in reducing transmission errors. 
Our main intention is the analysis and simulation of fault 
tolerance in a multi-radio node in a multi-hop network where 
routing is performed through the BeeHive routing algorithm. 
The multi-radio nodes consist of a WiFi and a WiMAX radio 
through which data is transmitted using traffic splitting. 
WiFi is a popular name that is associated with devices that 
have the IEEE 802.11 standard of radios. WiMAX is again a 
name given to the IEEE 802.16 radio standard. WiMAX stands 
for Worldwide Interoperability for Microwave Access and it is 
a technology for point to multipoint wireless networking and is 
often employed in last mile broadband wireless service. 
Fault tolerance in multi-radio nodes is tested during radio 
failure[2]. Here we discuss the effects of such a scenario and 
propose a method to handle such a condition during network 
operation. We also look at the problem of mobile nodes in a 
scenario consisting of faulty radios. 
Traffic splitting is a technique for data transmission 
wherein data is split at the transmitting node before being 
transmitted over the network. Traffic may be split based on 
different   criteria,   of   which   few   could   be   network 
congestion, radio failure, shortest path availability, bandwidth, 
etc. The benefits of traffic splitting include: better use of 
available radio resource, throughput enhancement and the 
consequent reduction in the transmission time. 
The problem of traffic splitting tends to get complicated 
when mobility is added to the network. The problem of 
mobility must be tackled by every routing algorithm especially 
those that are applicable to wireless Ad-hoc networks. 
In recent years the routing problem in wireless networks 
has become a fruitful area of research. Of the many routing 
protocols that have been introduced in recent years, one of the 
most interesting classes of optimization protocols that use the 
behavior of various insects to solve the routing problem are 
collectively called Swarm Intelligence. We use the BeeHive 
routing[3] algorithm in this paper and verify its fault tolerant 
ability in a  multi-hop, multi-radio node wireless ad-hoc 
network[4], [5]. 
The paper is divided into four sections. In Section II, we 
present the literature survey and discuss other related works. In 
Section III, we describe the problem of fault tolerance in a 
multi-radio, multi-hop network and present an analysis of how 
traffic splitting affects the problem. In Section IV, we present 
the results of the simulations.  We conclude in Section V, with 
the results and analysis of the simulations and with the work 
planned for the future. 
 
II. RELATED WORK 
Fault tolerance in wireless networks is a challenge not only 
because of the medium of transmission but also due to the 
nature of networking device interface. Fault tolerance is 
applicable to networks that have a greater chance of failure and 
naturally wireless networks, especially wireless Ad-hoc 
networks, fall conviniently into this category. Indeed fault 
tolerance in wireless networks brings with it several factors that 
make it a challenge[1]. 
Traffic splitting brings with itself other problems which 
require optimized channel sensing and selection of split 
criteria. Traffic splitting optimization discussed in [6] describes 
a method of performing channel sensing to optimize traffic 
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layer. The transport layer shown in t
implements the traffic splitting logic. 
 
Figure 2.  Hybrid Node Layered Design 
 
IV. ANALYSIS AND SIMULATION 
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The simulation network scenario is shown in Figure 3. The 
network consists of 29 hybrid nodes arranged in a mesh 
network. The radio parameters for the network are shown in 
Table I. The WiFi radios are set to have a raw data rate of 
54Mbps and WiMAX radios are set to a raw data rate of 
2Mbps. The comparative range of the radios is set such that 
WiMAX radio range is almost five times that of WiFi radio 
range in the simulations. This is done to keep the range of the 
radios comparable to real world scenarios. 
 
 
Figure 4. Throughput (bps) Vs Time Scenario: Scenario No Nodes at Fault 
 
In order to compare the measure of the algorithm 
efficiency we simulate a scenario where the node has no 
radio fault. The throughput graphs of this scenario are shown 
in Figure 4. The graphs were drawn for different values of 
initial split coefficients[8]. As seen from the graphs the split 
coefficients tend to alter the throughput curves at the start of 
simulation, but the throughput then normalizes to some steady 
value in all cases. It is to this case of data throughput that the 
faulty cases were tested. 
In the next simulation scenario, radio hardware faults are 
added to nodes at random durations to observe effects of radio 
hardware faults on network performance. These faults are then 
corrected in the simulator for some nodes to check for fault 
recovery using Algorithm 1. The graph for this scenario is 
shown in Figure 5. Also the end to end delay is shown in 
Figure 6. 
The comparison of these graphs show that the reduction 
of throughput in the scenario where faults were introduced 
to the nodes does not decrease by a great amount. That goes 
to show that the algorithm does not allow great delays in 
resuming data transmission in the network. The graphs were 
plotted for various values of split coefficient which were 
randomly assigned at initialization of simulation. 
 
Figure 5. Throughput (bps) Vs Time: Node Fault Scenario 
 
 
Figure 6.End to End Delay (Sec) Vs Simulation Time: Node Fault Scenario. 
 
V. CONCLUSION AND FUTURE WORK 
As seen from the results presented in the previous section, 
BeeHive routing was implemented in a wireless Ad-hoc 
network with traffic splitting. The results show that the 
algorithm developed for fault tolerance allows uninterrupted 
data transmission and fault recovery mechanisms. The 
efficiency of the mechanism measured in the graphs that were 
plotted show that the reduction in throughput is not significant 
and does not hamper network operation. As a future work we 
intend to work on self organizing networks that deal with 
automatic assignment of split coefficients for splitting data 
traffic. We also wish to compare other routing algorithms that 
will help us understand fault tolerance in wireless ad-hoc 
networks that use traffic splitting. 
 
2014 IEEE Region 10 Symposium
978-1-4799-2027-3/14/$31.00 ©2014 IEEE 119
REFERENCES 
[1] Lima, M., A. Dos Santos, and Guy Pujolle. "A survey of survivability in 
mobile ad hoc networks." Communications Surveys & Tutorials, 
IEEE 11, no. 1 (2009): 66-77. 
[2] Tipper, D., Dahlberg, T., Shin, H., & Charnsripinyo, C. (2002). 
Providing fault tolerance in wireless access networks. Communications 
Magazine, IEEE,40(1), 58-64. 
[3] Horst F. Wedde, Muddassar Farooq, and Yue Zhang. “BeeHive:An 
effiecient fault-tolerant  routing algorithm inspired by honey bee 
behavior,” Springer-Verlag, pp-83-94, 2004 
[4] Wedde, H. F., Lehnhoff, S., & Van Bonn, B. (2007, September). 
“Highly dynamic and scalable VANET routing for avoiding traffic 
congestions.” InProceedings of the fourth ACM international workshop 
on Vehicular ad hoc networks (pp. 81-82). ACM.  
[5] Karaboga, Dervis, and Bahriye Akay. "A survey: algorithms simulating 
bee swarm intelligence." Artificial Intelligence Review 31.1-4 (2009): 
61-85. 
[6] Kim, J. –O., “Feedback based Traffic Splitting for Wireless Terminals 
with Multi-Radio Devices,” IEEE Transactions on Consumer 
Electronics, Vol 56, No. 2, May 2010 
[7] Kiran K, Abhishek Alfred Singh, Yadunandan S, P Deepa Shenoy, 
Venugopal K R and L.M.Patnaik, “Throughput Enhancement by Traffic 
Splitting over an Ad-Hoc Network with Hybrid Radio Devices,” 
Proceedings of IEEE Tencon Spring 2013, pp 401-5 
[8] Kiran K, Abhishek Alfred Singh, P Deepa Shenoy, Venugopal K R and 
L.M.Patnaik, “Analysis of Traffic Splitting over a Multi-hop Network 
with Hybrid WiMAX and WiFi Nodes”, IEEE Conference on Parallel 
Grid and Distributed Computing, Simla, 2012 
 
 
[9] Kim, J.-O., Davis, P., Ueda, T. and Obana, S. (2010), “Splitting 
Downlink Multimedia Traffic over Wimax and Wifi Heterogeneous 
Links Based on Airtime-Balance,” Wirel. Commun. Mob. Comput.. doi: 
10.1002/wcm.999 
[10] R. Draves, J. Padhye, and B. Zill, “Routing in Multi-Radio, Multi-Hop 
Wireless Mesh Networks”, Proc. of MobiCom '04, pp. 114-128, Sept.-
Oct. 2004. 
[11] Huei-Wen Feng and Cheng Ching peng, ”Traffic Splitting and its 
Applications to Network-Wise Performance Analysis,” Symposium n 
on Performance Evaluation of Computer and Telecommunication 
Systesm, pp 494-501, 2003 
[12] B.Bar´an and R.Sosa. “A new approach for Antnet Routing,” 
Proceedings of the Ninth International Conference on Computer, 
Communications and Networks, 2000. 
[13] E. Bonabeau, M. Dorigo, and G. Theraulaz. Swarm Intelligence: From 
Natural to artificial Systems. Oxford University Press, 1999. 
[14] Perkins C.,E.Royer., Das S., “Ad hoc On-Demand Distance Vector 
Routing,” RFC 3561, July 2003 
[15] Chebrolu, Kameswari, Bhaskaran Raman, and Sayandeep Sen. "Long-  
distance 802.11 b links: performance measurements and 
experience." Proceedings of the 12th annual international conference on 
Mobile computing and networking. ACM, 2006. 
[16] Singh, Jatinder Pal, et al. "Wireless LAN performance under varied 
stress conditions in vehicular traffic scenarios." Vehicular Technology 
Conference, 2002. Proceedings. VTC 2002-Fall. 2002 IEEE 56th. Vol. 
2. IEEE, 2002. 
 
 
 
 
 
 
2014 IEEE Region 10 Symposium
978-1-4799-2027-3/14/$31.00 ©2014 IEEE 120
