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1 Introduction
External economic integration is often argued to be an important driver of economic develop-
ment, as it raises income through specialization in comparative-advantage sectors, provides low-cost
access to imported goods, and shapes the pattern of structural transformation from agricultural
into non-agricultural activities. These relationships are typically examined at the aggregate level,
implicitly treating each country as a point in space. In reality, however, countries di↵er substantially
in terms of their internal geography, and internal trade costs hamper the ability of interior regions
to participate in world markets. How important is geographic heterogeneity within countries for
the aggregate impact of external integration?
In policy circles, the role of domestic infrastructure in enabling countries to participate in world
markets has received renewed attention, and a growing body of evidence suggests that internal
trade costs can be large.1 Yet there is little quantitative evidence on the role of internal trade costs
in shaping the e↵ects of external integration on the pattern of economic development and welfare
within countries. This scarcity of evidence reflects in part both empirical and theoretical challenges.
Empirically, it is di cult to find large-scale changes in both external and internal integration.
Theoretically, to explore the relationship between them, we require a general-equilibrium model
that can incorporate trade within and between countries, structural change across sectors as a key
part of the development process, and factor mobility across space. At the same time, we require
this model to remain su ciently tractable as to be amenable to quantitative analysis.
In this paper, we address both of these challenges. Empirically, we make use of the natural
experiment provided by Argentina’s integration into world markets in the late-nineteenth century.
This large-scale increase in external integration was driven by a cluster of related technological
innovations that reduced international transport costs. Increases in the size of ships and the spread
of steam navigation made it profitable to ship wheat, corn, and other cereals from Argentina to
European markets. New technologies such as meat refrigeration, first invented in Australia in the
1860s to serve British colonial markets, made it possible for the first time to trade frozen and
chilled meat from Argentina to Europe. These reductions in external transport costs propelled an
export boom and an “agricultural revolution on the pampas,” as Argentina’s traditional production
of animal hides, salted meat and wool was progressively replaced by specialization in the new
comparative-advantage products of cereals and frozen and chilled beef. This increase in external
trading opportunities stimulated an expansion of the railroad network to connect the agricultural
hinterland with ports such as Buenos Aires, mass immigration that enlarged the labor force, and
increased imports of manufacturing goods.2
1See, for example, Inter-American Development Bank (2013), United Nations Economic and Social Council and
United Nations Economic Commission for Africa (2009), World Bank (2009, 2011), and World Trade Organization
(2004). Limao and Venables (2001) find that improving a country’s infrastructure from the median to top 25 percent
of countries would reduce its transport costs by the equivalent of 481 kilometers of overland travel and 3,989 kilometres
of travel by sea. Atkin and Donaldson (2012) provide further evidence on the importance of domestic trade costs
within several developing countries.
2For further discussion of the history of Argentine economic development, see for example Adelman (1994),
Amaral (2002), Cortes Conde (1993), Scobie (1971) and Taylor (1992, 1997).
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Theoretically, we develop a tractable quantitative general equilibrium model that determines
the distribution of economic activity across both regions and sectors. Both of these distributions
are central to understanding the process of economic development, as this process is typically
characterized by growing urbanization and spatial inequalities as well as structural transformation
from agriculture to non-agriculture. We model an economy with many locations (districts in our
data), some of which are interior, and others of which are coastal. Some coastal or riverine locations
are directly connected to world markets (through ports) while interior locations are connected
to world markets through an internal transportation network that can change over time, as for
example railroads are constructed. The model includes two tradable sectors (Agriculture and
Manufacturing) and a single non-tradable sector (Services or Manufacturing that is only supplied
to the local market). Each of these sectors uses land and labor as factors of production with
di↵erent intensities. To make contact with disaggregated data on trade and land use across goods
within sectors, each sector may in turn comprise several goods. Labor and land in each location
is endogenously allocated across Agriculture (produced in rural areas) and Manufacturing and
Services (produced in urban areas). Workers are mobile across regions and choose their location to
arbitrage away real wage di↵erences.
We first characterize the key analytic properties of the framework. We identify a simple general-
equilibrium channel for the impact of internal geography on the pattern of development that we
term the spatial Balassa-Samuelson e↵ect. At the country level, the Balassa-Samuelson e↵ect refers
to the fact that nontraded factors of production are more expensive in more productive countries.
In our model of internal geography within countries, the spatial Balassa-Samuelson e↵ect implies
that locations with low trade costs to international markets, such as regions close to ports or railway
lines, feature a high relative price in the nontraded sector and high land rents relative to wages.
These di↵erences in relative prices govern the pattern of economic development. As long as traded
and nontraded goods are complements in final consumption, the high relative price of nontraded
activities in well-connected locations drives large shares of employment in the non-traded sector. In
turn, because labor is cheap relative to land and sectorial specialization is biased toward the labor-
intensive nontraded activities, output in well-connected locations is produced with labor-intensive
techniques, leading to high labor density. Thus, the model o↵ers a unifying rationale for patterns
of spatial development within countries observed in the historical Argentinean data and today in
developing countries: Proximity to trade hubs is associated with high employment density, high
land rents relative to wages, and structural transformation away from agriculture.
We next provide empirical evidence on these predictions of the model. An advantage of our
empirical setting is the availability of rich spatially-disaggregated data for a long historical time
period characterized by large-scale changes in external integration. We combine historical censuses,
o cial trade statistics, and railway records, among other sources, to assemble a new dataset on rural
and urban employment, specialization patterns across agricultural goods, and railway shipments of
these goods for 386 Argentinian districts from 1869-1914. Over this period, real exports and imports
increased by more than 500 and 200 percent respectively, with agricultural and livestock products
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accounting for more than 95 percent of the total value of exports in each year. Total population
increased from 1.8 to 7.9 million, and real income per capita grew so rapidly that Argentina became
the eighth richest country in the world by 1914.
We find strong empirical confirmation of the spatial Balassa-Samuelson e↵ect in both the cross-
section and time-series. At the beginning of our sample period, population density and the urban
population share are both sharply decreasing in measures of geographical remoteness from world
markets. Over time, despite the fall in internal trade costs from the construction of the railroad
network, there is a steepening of the gradients of both population density and the urban population
share with respect to remoteness. We show how the structure of the model can be used together
with observed data on population density and the urban population share to recover two su cient
statistics for the distribution of economic activity for each location: (a) productivity in the export
sector (agriculture) adjusted by the tradables consumption price index (including imported manu-
factures) and (b) productivity in non-tradables. Together with the population of the economy as
a whole and geographical land area for each location, these su cient statistics determine all of the
model’s endogenous variables, including the relative price of tradables and the relative wage-rental
ratio for each location, as well as population density and sectoral specialization for each location.
We use the structure of the model to undertake counterfactuals for changes in each of these
su cient statistics and quantify their role in explaining changes in aggregate welfare and the dis-
tribution of economic activity. Reducing Argentina’s frontiers from 1914 to 1869 boundaries, while
holding the economy’s total population and productivity in all other locations constant, reduces
real wages to 93 percent of 1914 values, as less of the immobile factor land is available per person.
In contrast, reducing both Argentina’s frontiers and its total population from 1914 to 1869 values,
while holding productivity in all other locations constant, increases real wages to 103 percent of
1914 values, as the reduction in population dominates the reduction in land area.
In comparison, changing adjusted agricultural productivity and non-agricultural productivity
for each location has e↵ects that are large relative to those for total land area and population.
Adjusting frontiers, total population and all productivities to 1869 values reduces real wages to 62
percent of 1914 values. Adjusting frontiers, total population and only adjusted productivities in
agriculture to 1869 values reduces real wages to 92 percent of 1914 values, an e↵ect that is around
the same magnitude as for total population.
We use these counterfactuals to show the role of adjusted agricultural and non-agricultural
productivities in understanding changes in the internal distribution of economic activity across
regions and sectors. The combination of an agricultural export boom and increased urbanization
is explained in the model by faster growth in adjusted agricultural productivity than in non-
agricultural productivity, which with inelastic demand between sectors reallocates employment
away from agriculture (produced in rural areas) towards non-tradables (produced in urban areas).
The steepening of the gradients of population density and the urban population share with respect
to remoteness is rationalized in the model by a steepening of the productivity gradients, which is
particularly marked for adjusted agricultural productivities.
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Finally, we provide evidence on the economic mechanisms underlying the changes in adjusted
agricultural productivities. In the model, the gradient of adjusted agricultural productivity depends
on the rate at which the prices of exported agricultural goods decline with remoteness, the rate at
which the prices of imported agricultural goods rise with remoteness, and the spatial distribution
of the technologies for producing agricultural goods. Other things equal, the expansion of the
railroad network might be expected to flatten the gradient of adjusted agricultural productivity,
both by reducing internal trade costs and facilitating the di↵usion of technology. However, both
the expansion of the railroad network and the adoption of agricultural machinery are themselves
geographically uneven. We find that a substantial component of the steepening of the gradient of
adjusted agricultural productivity can be explained statistically by these internal investments.
To address the non-random assignment of railroads and agricultural machinery, we use an
instrument based on the idea that locations can be treated with transport infrastructure, not
because of their own unobserved characteristics, but because they happen to lie along the route
between other locations (see Chandra and Thompson 2000 and Michaels 2008). After controlling
for initial levels of development and geographical remoteness, we show that locations along the
shortest route from the centroids of districts to 16th-century cities are more likely to obtain railroad
connections, which in turn stimulates the adoption of agricultural machinery. We find that this
source of quasi-experimental variation leads to large changes in both these internal investments and
adjusted agricultural productivity.
Our paper is related to a number of literatures. Our use of the natural experiment of Ar-
gentina’s integration into world markets in the late-nineteenth century relates to a small number
of other studies that have used natural experiments in trade. Bernhofen and Brown (2004, 2005)
examine Japan’s opening in the nineteenth century but are not primarily concerned with the inter-
nal distribution of economic activity within Japan; Davis and Weinstein (2002, 2005) exploit the
large-scale bombing of Japanese cities during the Second World War; Hanson (1996a,b) considers
the implications of Mexican trade liberalization for the spatial distribution of employment and
wages; Redding and Sturm (2008) investigate the impact of Germany’s division in the aftermath
of the Second World War on the distribution of population across West German cities. None of
these papers examines the relationship between external integration, structural transformation and
economic development.
Our paper also connects with the theoretical literature on new economic geography, as synthe-
sized in Fujita, Krugman and Venables (1999). The complexity of these models typically restricts
attention to stylized examples assuming symmetry and/or a handful of regions. Nevertheless, a
small number of papers have recently begun to develop quantitative models of trade with endoge-
nous internal distributions of economic activity, including Allen and Arkolakis (2013), Caliendo et
al. (2013), Cos¸ar and Fajgelbaum (2012), Ramondo et al. (2012) and Redding (2012). Theoret-
ically, a key distinguishing feature of our model is the relationship between internal trade costs
and structural transformation across sectors through the spatial Balassa-Samuelson e↵ect. Em-
pirically, in contrast to these papers, our analysis is geared toward the quantitative analysis of a
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natural experiment involving large-scale changes in external and internal trade costs and geographic
reallocation of labor.
Our research is also related to the literature on transport infrastructure investments, including
Banerjee et al. (2012), Baum Snow (2007), Berlinski et al. (2011), Chandra and Thompson
(2000), Cos¸ar and Demir (2014), Donaldson (2013), Donaldson and Hornbeck (2013), Duranton
and Turner (2011, 2012), Duranton et al. (2013), Faber (2013), Martincus et al. (2012), Michaels
(2008), and Sotelo (2014). The main concern of this literature has been finding exogenous sources
of variation in transport infrastructure to estimate its causal impact on relative outcomes in treated
versus untreated locations. In contrast, we develop a quantitative general equilibrium model of the
internal distribution of economic activity across regions and sectors. Distinctive features of our
quantitative analysis are the emphasis on the role of transport infrastructure in enabling interior
regions to participate in world markets and in driving structural transformation.3
Our analysis also connects with the macroeconomics and development literatures on structural
transformation from agriculture into non-agriculture, including Bustos et al. (2012), Caselli and
Coleman (2001), Foster and Rosenzweig (2007), Gollin et al. (2012, 2013), Kara´di and Koren (2013),
Lagakos and Waugh (2013), Matsuyama (1992), Michaels et al. (2012), Ngai and Pissarides (2007),
Herrendorf et al. (2013), Swiecki (2013), and Uy, Yi, and Zhang (2012).4 In the macroeconomics
literature the Balassa-Samuelson e↵ect is driven by di↵erences in productivity between the traded
and non-traded sector for the aggregate economy as a whole.5 In contrast, in our model, these e↵ects
emerge endogenously from geographical location alone: more remote locations have higher relative
prices of tradables, higher wage-rental ratios, higher agricultural employment shares and lower
population densities. This role for internal geography in turn influences the aggregate magnitude
of structural transformation from agriculture towards non-agriculture.
The remainder of the paper is structured as follows. Section 2 discusses the historical back-
ground. Section 3 develops the theoretical model that we use to guide our empirical analysis.
Section 4 discusses the data sources and definitions. Section 5 undertakes a quantitative analysis
of the model and reports counterfactuals. Section 6 provides further evidence on the economic
mechanisms in the model. Section 7 concludes. Technical derivations and supplementary material
are collected together in the web appendix.
3Reduced-form studies of the impact of trade liberalization on local labor markets include Kovak (2013), Topalova
(2010), and McCaig and Pavcnik (2012).
4Much of this literature excludes geographic variation within countries. A small number of studies do consider
transport costs as a potential determinant of agricultural employment shares, including Adamopoulos (2012), Gollin
and Rogerson (2012) and Herrendorf et al. (2012). But these studies consider stylized settings of for example two
regions that do not trade internationally and are less well suited to taking to our spatially disaggregated data.
5See Balassa (1964) and Samuelson (1964) for the conventional explanation of this relationship.
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2 Historical Background and Aggregate Trends
2.1 Pre-Export Boom Era
The earliest Spanish explorations of present-day Argentina date back to the first half of the
Sixteenth Century.6 Initially, economic activity was orientated towards the silver mines at Potos´ı
in Bolivia rather than the Atlantic coast.7 O cial trade routes with Spain ran towards the North-
west, through Potos´ı and Lima, to Panama. In contrast, international trade was o cially forbidden
from Buenos Aires, so that the River Plate region (Rı´o de la Plata) lied on the periphery of the
Spanish Empire as an outpost for illegal trade with Brazil, Portugal and Britain.
Eventually, the growth of this illegal trade and threats from Portuguese settlement along the
R´ıo de la Plata spurred the opening of Buenos Aires to o cial trade and the establishment in
1776 of the Viceroyalty of the R´ıo de la Plata. Throughout the colonial era, Spanish merchants
retained a monopoly of all o cial trade. However, population growth and economic development
led to growing demands for political autonomy from Spain. When the Napoleonic Wars undermined
Spanish imperial power, these growing pressures brought about a transfer of political power to a
local junta in 1810 and the opening of o cial direct trade with the merchants of other countries
(in particular Britain and Portugal).
Despite initial attempts to restore Spanish imperial power, Argentinian independence was ul-
timately achieved in 1816. The decades immediately following independence were taken up with
internal power struggles between Buenos Aires and the interior regions of Argentina. However,
there was a move towards political stability from 1850 onwards. The first national constitution was
agreed in 1853, the first constitutional government of all provinces met in 1862, and Buenos Aires
was absorbed into the federal structure of Argentina in 1880. Further consolidation came with a
series of campaigns against native populations in the hinterland of Buenos Aires that culminated
with the “Conquest of the Desert” in 1879-80.8 The election of Julio Roca to the Presidency in
1880 ushered in a sequence of liberal regimes open to foreign trade, capital and migration.
2.2 External and Internal Trade Costs Reductions in the Late-19th Century
From the mid-nineteenth century onwards, a series of technological innovations led to substantial
reductions in maritime transport costs. According to the freight indices of North (1958) and Harley
(1988), freight rates across the North Atlantic fell by around 1.5 percent per annum from around
1840 onwards, with a cumulative decline of around 70 percent points from 1840-1914.9
6This section draws in particular on the discussions in Adelman (1994) and Scobie (1971).
7Early settlement patterns were heavily influenced by the availability of passive native Indian populations that
were used as a source of forced labor under the feudal encomienda system. Interior towns were established at
Asuncio´n (1537), Santiago del Estero (1553), Mendoza (1561), San Juan (1562) and San Miguel de Tucuma´n (1565).
In contrast, the establishment of coastal towns lagged by several decades, including Santa Fe (1573), Buenos Aires
(1580), Concepcio´n del Bermejo (1585), and Corrientes (1588).
8Until 1880, the development of large areas of the land subsequently used for agricultural production was limited
by incursions from hostile native populations (see for example Droller 2013).
9These declines in freight rates were associated with a convergence in commodity prices: the gap between wheat
prices in Liverpool and Chicago fell from 57.6 percent in 1870 to 17.8 percent in 1895 and 15.6 percent in 1913 (Harley
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Alongside this general decline in international transport costs, technological innovations dramat-
ically reduced transport costs for particular goods. The technology for freezing meat was invented
in Australia in 1861, with an initial trial shipment from Australia to Britain occurring in 1876,
and an initial trial shipment from Buenos Aires to France occurring in 1877. Shortly thereafter,
the first freezing plant (frigorifico) in Buenos Aires was built by British investors in 1882. After
1908 further improvements in refrigeration technology permitted the shipment of chilled as well as
frozen meat. This new technology made possible for the first time long-distance trade in chilled and
frozen meat, opening up the markets of Europe and the United States to Argentinian producers.
The late nineteenth century also saw substantial reductions in internal transport costs as a
result of railroad construction. When water transport was unavailable, the previous state of the
art mode of land transport was by oxcart across dirt tracks. Using this mode of transport, it took
around 3-4 months to travel from Buenos Aires to Salta, the largest city in the country’s Northwest,
and it cost around thirteen times as much to move a ton of goods from Salta to Buenos Aires as to
move it from Liverpool to Buenos Aires (Scobie 1971, p. 94). The Buenos Aires Western Railway
was the first to be constructed in 1857 and by 1869 around 700 kilometers of track had been
completed. From this point onwards, the railroad network expanded rapidly to grow to around
13,000 kilometers in 1895 and 30,000 kilometers in 1914.10
2.3 Export Boom and Economic Growth
Prior to the nineteenth century, the economy of Buenos Aires was initially based on cattle that
were the descendants of the escaped animals of early Spanish settlers. Extensive cattle ranching
was undertaken on large estates (estancias). The main export goods were cattle hides and tallow
to Europe and salted meat to the slave plantations of Brazil and Cuba. Processing of these export
goods occurred in salting-plants (saladeros) that were concentrated in Buenos Aires, which rapidly
developed into the main port and export processing center serving the surrounding Pampas agricul-
tural region. As the nineteenth century progressed, extensive sheep ranching became increasingly
important, and wool began to account for an increasing share of the value of exports.
The late-nineteenth century reductions in transport costs discussed above precipitated an export
boom. As shown in Panel A of Figure 1, real exports more than quadrupled between 1869 and
1910.11 This export boom was almost entirely driven by natural resource-based specialization
in agriculture. As shown in Panel A of Table 1, Livestock and Agriculture accounted for more
than 95 percent of the value of Argentina’s exports throughout this period. Almost no exports of
manufacturing goods are observed, although some production of manufacturing for the local market
occurred.12 In contrast, imports were much more diversified across sectors, with agricultural exports
1980). For the classic analysis of this integration of Atlantic commodity markets, see O’Rourke and Williamson (1999).
10This rate of railroad expansion is comparable to that in the United States: between 1880 and 1913, railroad
kilometers per 10,000 people rose from 9-42 in Argentina, compared to 29-44 in the United States.
11We end our sample in 1914 to avoid the e↵ects of the First World War and the political instability and more
interventionist government policies from the 1920s and 1930s onwards. For an analysis of the role of changes in
external integration in influencing Argentine economic development after 1914, see Taylor (1992).
12As discussed in Rocchi (2006), the limited amount of domestic manufacturing activity involved either the pro-
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largely being exchanged for manufacturing imports, as shown in Panel A of Table 2 for 1895.13
Consistent with the trade boom being driven by Argentina’s comparative advantage in agricul-
tural products relative to the rest of world, we find that external exports from Argentine customs
to foreign countries are large relative to internal shipments between Argentine customs (Panel B of
Figure 1). Exports are also highly concentrated across customs, with Buenos Aires accounting for
over 88 percent of the value of exports in 1869, and together with its neighbor La Plata continuing
to account for 50 percent of the value of exports in 1914. Across the period 1869-1914, the top four
customs of Buenos Aires, Rosario, La Plata and Bahia Bahia account for 75 percent of the value
of exports (Panel C of Figure 1).14
Underlying this export boom was an “agricultural revolution on the pampas.” Total cultivated
area more than trebled from around 40,000 to 143,000 square kilometers between 1895 and 1914.
Reductions in both external and internal trade costs precipitated large-scale changes in the com-
position of agricultural exports and the allocation of cultivated area across agricultural goods. As
shown in Panel B of Table 1, hides, bones and other animal parts accounted for the majority of
the value of Argentinian exports in 1869, with wool the other largest item included in the other
product category. In contrast, Cereals rose from a negligible export share in 1869 to more than
50 percent of exports by 1914. In the first half of our sample period, beef’s export share declined,
because of the emergence of new export goods and the replacement of salted beef exports with live
cattle exports. In the second half of our sample period, this initial decline is reversed, as exports
of frozen and chilled beef expanded. As shown in Panel B of Table 2, imports of manufacturing
goods included substantial imports of agricultural machinery (e.g. mowers, plows, rakes, threshers
and metal wire), as reflected in the increased adoption of agricultural machinery over time.15
This export boom also involved large-scale immigration and rapid economic development. As
shown in Panel D of Figure 1, Argentina’s population increased from around 1.8 to 7.9 million
between 1869 and 1914, with around half this increase achieved through net immigration. Despite
this increase in labor supply, the real wage and income per capita grew at annual average rates
of 1.1% and 2.5% respectively over the same period, so that Argentina became the eighth richest
country in the world by 1914.16 This rapid economic development involved both urbanization and
structural transformation: The share of the population living in cities and towns grew by around
20 percentage points from 1869-1914 (see Figure 2), while the share of the population employed in
cessing of agricultural goods for export or was orientated towards the domestic market, including consumer goods
industries such as Food, Beverages and Tobacco.
13Aggregate import categories are less stable over time than aggregate export categories and hence we focus here
on import composition for 1895. We observe a similar pattern for other years in our sample.
14The establishment of the Viceroyalty of the R´ıo de la Plata in Buenos Aires stimulated its development as the
main port, even though the shallow shores of the estuary were not well suited for a port: “Ironically, the sixteenth
century Spaniards, searching for an anchorage for their tiny ships, elected one of the poorest sites imaginable in terms
of nineteenth-century sailing vessels and steamships.” (Scobie 1971, p. 95) As late as the 1880s, ships had to anchor
several miles from shore in the open roads, and construction of the Madero docks was not completed until 1897.
15As discussed in Adelman (1994), almost all of Argentina’s agricultural implements were imported.
16See Taylor and Williamson (1997). Argentina is the fastest-growing country in GDP per worker in their sample
of 17 countries which includes the richest countries of the period such as the U.S., U.K., Australia and Canada.
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agriculture fell by around 7 percentage points from 1895-1914.17
2.4 Spatial Pattern of Economic Development
Rapid economic development also involved major changes in the spatial distribution of economic
activity within Argentina. Figures 3-5 display the population density distribution in 1869, 1895 and
1914 respectively. In each figure, we use constant district boundaries (based on 1895 districts) and
we divide the population density distribution into the same five discrete cells, with darker shading
indicating higher population densities. We show the railroad network in green, the main navigable
rivers (the Parana´, Plate and Uruguay) in blue, and the location of customs in red.
As shown in Figure 3, most of the country was sparsely populated in 1869. The main population
concentrations were the Spanish colonial towns that served the mining region of Upper Peru (in
the North-west) and the areas along the Parana´ and Uruguay rivers and the River Plate estuary.
Buenos Aires was by far the largest city and most important custom among the network of customs
orientated around the Parana´-Plate-Uruguay river system. The railroad network of consisted of
only 700 kilometers of track, including a couple of lines radiating from Buenos Aires and a line
connecting the port of Rosario with the interior city of Co´rdoba.
Comparing Figures 3 and 4, population density from 1869-95 radiated inland from Buenos Aires
towards its surrounding agricultural hinterland. The railroad network also expanded substantially
to connect the Spanish colonial towns and to integrate the interior agricultural regions with Buenos
Aires and the other customs on the coast or Parana´-Plate-Uruguay river system. The increase in
population, economic activity and foreign trade is reflected in the growth in both the number and
geographical spread of customs.
From Figures 4-5, the period 1895-1914 saw a continuation of this radiation of population
density inland from Buenos Aires. The railroad network extended further into the interior and the
density of railroad lines in the agricultural hinterland around Buenos Aires increased. This period
also saw a further expansion in the number and geographical spread of customs, which began to
encroach into the previously remote and undeveloped areas towards the South.
These changes in the spatial distribution of population density are accompanied by changes
in the pattern of urbanization and the composition of employment across sectors. As shown in
Figure A1 in the web appendix, high urban population shares in 1869 were concentrated around
Buenos Aires and the Spanish colonial towns that served the mining region of Upper Peru. As
shown in Figures A2 and A3 in the web appendix, these high urban population shares radiate
outwards from Buenos Aires towards its agricultural hinterland over time. As shown in Figure A4
in the web appendix, high urban population shares are reflected in high shares of employment in
non-agricultural activities.
17In Figure 2, we use the population census definition of rural and urban areas (based on the share of the population
living in cities and towns). We also find a rise in urbanization of around the same magnitude using a more conservative
definition based on the share on the population in cities with more than 2,000 inhabitants.
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3 Theoretical Model
In this section, we develop our quantitative model of the distribution of economic activity across
regions and sectors within countries.18 The features of the model map approximately one-to-one to
the objects observed in our data. We first characterize the model’s properties analytically, before
showing in a later section how it can be taken directly to the data.
The distribution of economic activity across regions and sectors is determined by productivity
and relative prices, where these relative prices depend on both external and internal trade costs.
The economy consists of three sectors: manufacturing (M), agriculture (A), and non-tradables (N).
Since our data contain information on individual goods within the agricultural sector, we model
agriculture as a composite sector that includes a discrete number of agricultural goods indexed by
g = 1, · · · , G. We assume that the economy is small relative to world markets and hence faces
exogenous prices for traded goods that can change over time.19
The economy as a whole consists of a set of locations ` 2 L that di↵er in terms of their
geographical position and natural endowments. Some of these locations ` 2 LC ⇢ L are coastal





, P ⇤M that depend on external
transport costs (e.g. transatlantic freight rates). Other locations ` 2 LI ⇢ L are interior regions
that are connected to the ports through an internal transport network (e.g. the railroad network).
We denote the trade cost between any pair of locations (`, `0) 2 L for good g by  g (`, `0). This
trade cost is allowed to change over time with improvements in the internal transport network.
Each location ` has a land area L(`) and consists of a continuum of land plots j 2 [0, L(`)] that are
heterogeneous in terms of their productivity for each of the agricultural goods g = 1, · · · , G.20
3.1 Preferences and Endowments
Preferences are defined over consumption of tradable and non-tradable goods and are assumed









where cT (`) and cN (`) respectively denote consumption of the tradable and non-tradable goods.
Following the literature on structural transformation in macroeconomics, we assume inelastic de-
18A web-based technical appendix contains the derivation of the expressions and results in this section.
19For most goods during our sample period, the assumption that Argentina is small relative to world markets is
a reasonable approximation. For example, Bennett (1933) estimates that world production of wheat in 1895 (1914)
was 2,730.9 (3,617.6) bushels of 60 pounds, whereas Argentina’s production of wheat was 46.4 (169.2). Relaxing the
assumption of a small open economy leaves the general equilibrium relationships of the model entirely unchanged
conditional on prices at the port, but implies that these prices at the port become endogenous. Therefore, our
calibration of the model remains unchanged irrespective of whether the economy is small or large, because we recover
price-adjusted productivities without taking a stand on their determinants. Only when we use the model to undertake
counterfactuals are we required to take a stand on whether or not prices at the port are exogenous.
20In the model, all land is used productively. Therefore in our empirical analysis we use geographical land area as
our measure of land area in the model. In Section A.3.2 of the web appendix we develop an extension of the model,
in which landowners make an endogenous decision whether to leave land wild or convert it to productive use.
11
mand between tradables and non-tradables (0 <   < 1).21 Tradables consumption is in turn defined
over consumption of a composite manufacturing good and the set of agricultural goods g = 1, . . . , G
with the following homothetic price index:
ET (`) = ET
 {Pg(`)}Gg=1, PM (`)  , (2)
where Pg(`) is the price of agricultural good g and PM (`) is the price of the composite manufacturing
good.
Each worker is endowed with one unit of labor that is supplied inelastically with zero disutility.
Workers are perfectly mobile across locations and hence arbitrage away real wage di↵erences.22
The labor market clearing condition for the economy as a whole can be written as:X
`2L
L(`)n(`) = N, (3)
where n (`) = N (`) /L (`) is population density at location `, to be determined in equilibrium; N is
the economy’s aggregate labor endowment, which can change over time with both native population
growth and foreign migration. Land is owned by immobile landowners who consume where they
live and do not own any labor.23
Demands for traded and non-traded goods in location ` per unit of land are, respectively,














where y (`) is income per unit of land (including payments to both labor and land).
3.2 Production Technology
Production in each sector occurs under conditions of perfect competition and constant returns
to scale. For simplicity, we assume that the production technology takes the Cobb-Douglas form
so that output per unit of land is:
qN (`) = zN (`)nN (`)
1 ↵N , (6)




21See, for example, Ngai and Pissarides (2007) and Herrendorf et al. (2013).
22Since our sample period is characterized by large-scale population movements to and within Argentina, the
assumption of perfect labor mobility appears to be a reasonable approximation. Imperfect labor mobility can be
introduced into the model following the approach in Redding (2012).
23Under our assumptions of identical and homothetic preferences, equilibrium allocations are invariant with respect
to the number of landowners in each location.
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where 0 < ↵i < 1 is the land intensity in sector i = A,M,N ; g indexes agricultural goods; and
j indexes land plots within each location `. We make the natural assumption that agriculture is
land intensive relative to manufacturing and non-tradables (↵A > ↵M and ↵A > ↵N ), but that
non-tradables and manufactures still require some land (↵M > 0 and ↵N > 0), which is consistent
with the high land prices observed in urban areas.
Although, in developing the model, we treat sectoral productivities as exogenous primitives, it
is straightforward to allow them to depend on agglomeration forces through external economies of
scale (for example, zi = Zin
⌘i
i for sector i, where ⌘i   0 parameterizes the strength of agglomeration
and Zi captures the exogenous component of productivity). An advantage of our quantitative ap-
proach is that we use utility maximization, profit maximization and population mobility to recover
the values that sectoral productivities (zi) must take in order for the data to be consistent with an
equilibrium the model, without taking a stand on the determinants of sectoral productivities. Only
when we use the model to undertake counterfactuals are we required to make assumptions about




In the non-tradable and manufacturing sectors, productivity is allowed to vary across locations
` 2 L but is assumed to be the same for all land plots j 2 [0, L(`)] within a location `. In contrast,
in agriculture, land plots within each location can di↵er in terms of their productivities across
agricultural goods (e.g. as a result of soil and weather). The realizations of productivity for each
agricultural good and land plot {zg,j(`)}Gg=1 are drawn independently from a Fre´chet distribution.
In Eaton and Kortum (2002), the properties of this functional form for productivity are applied
across a continuum of goods. In contrast, we use these properties across a continuum of land plots
for each good, which enables us to consider a discrete number of agricultural goods and obtain
determinate predictions for the shares of agricultural land allocated to each good:
Pr [zg,j(`) < z] = e
 Tg(`)z✓(`) , (7)
where Tg(`) controls the average productivity of good g in location ` and ✓(`) controls the dispersion
of agricultural productivity in location `.
Our specification with a continuum of land plots and a discrete number of agricultural goods
allows for zero land shares for some agricultural goods in some locations, because the Fre´chet scale
parameter Tg (`) can vary by both good g and location `. Therefore we interpret a zero land share
for agricultural good g in location ` as corresponding to the limiting case in which limTg(`)!0.
Similarly, our framework can accommodate the zero populations observed for some locations in the
data, which are rationalized in the model by zero productivities in tradeables: zA (`) = zM (`) = 0.24
24In the extension of the model in Section A.3.2 of the web appendix, in which landowners choose whether to
convert land from wild to productive use, a location also may have zero population because it is not profitable to
convert land to productive use.
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3.3 Profit Maximization
Markets are perfectly competitive. In each sector, firms choose employment density (employ-
ment per unit of land) to maximize profits, taking as given goods and factor prices and the location
decisions of other firms and workers. Firms make zero profits in each location in each sector with
positive production. If a plot of land is allocated to manufacturing or non-tradables, land rents




{Piqi(ni(`))  w(`)ni(`)} for i =M,N. (8)
If a plot of land j in location ` is used in agriculture, it is allocated to the agricultural good that
o↵ers the highest land rent, and this land rent is again equal to revenue per unit of land minus






{Pg(`)qg,j(ng,j(`))  w(`)ng,j(`)} . (9)
In recognition of the importance of shocks to agricultural productivity (e.g. due to weather),
we assume that the landowner of each plot j 2 [0, L(`)] must choose whether to allocate that plot
to agriculture, manufacturing or non-tradables before observing the realization of the productivity
shocks {zg,j(`)}Gg=1. After a plot of land has been allocated to agriculture, the landowner observes
these realizations of productivity, and decides which of the individual agricultural goods to produce.
Therefore, the decision whether to allocate the plot of land to manufacturing, non-tradables or
agriculture depends on expected land rents in agriculture,
rA (`) = E [rj(`)] ,
which in turn depend on the probability distribution of agricultural productivities defined in (7).
3.4 Sectoral Employment and Wage-Rental Ratio
Using profit maximization and zero profits, equilibrium sectoral variables in each sector and
location can be written in terms of the wage-rental ratio !i (`) = w (`) /ri (`), which itself can
be written in terms of wages, productivity and prices. For the manufacturing and non-tradables















In the agricultural sector, once a plot of land j in location ` has been assigned to the production
of the agricultural good g, equilibrium variables take exactly the same form as for the composite
sectors in (10) to (11), but with wage-rental ratio !g,j(`), price Pg (`), and productivity zg,j (`).
The properties of the Fre´chet distribution and the continuum of land plots imply that the
heterogeneous goods within the agricultural sector aggregate to a representative agricultural good
i = A with the following revenue productivity:









where   (·) is the Gamma function. Therefore, as for manufacturing and non-tradables, we can treat
the agricultural sector i = A as if it consisted of a single good with the same productivity zA (`)
across all land plots in location ` and price equal to PA (`) = 1.25 Employment density and the
wage-rental ratio in the aggregate agricultural sector take the same form as for the manufacturing
and non-tradable sectors in (10) and (11), but using the expected land rent rA (`) = E [rj(`)], the
ratio of wages to expected land rents !A (`) ⌘ w(`)/rA (`), productivity zA (`) and PA (`) = 1.
The aggregate agricultural revenue productivity zA (`) completely summarizes the impact of
the production technology for each agricultural good Tg (`) and the local price of each agricultural
good Pg (`) on the agricultural sector in each location; these local prices, in turn, depend on world
prices and the internal transport network.
3.5 Definition of Equilibrium
We are ready to define the general equilibrium of the economy.
Definition 1. A general equilibrium consists of a real wage u⇤; allocations of population density
n(`), land shares {Li(`)}i=N,M,A, and employment density {ni(`)}i=N,M,A; wages w (`); land rents
r (`); and prices {Pg (`)}Gg=1 , PM (`) , PN (`) for all ` 2 L such that
(i) workers maximize utility and choose their location optimally,
u(`)  u⇤ and u(`) = u⇤ if n(`) > 0;
(ii) land is allocated optimally across sectors,
r(`) = max{rA(`), rM (`), rN (`)};
25Note that this is not a price normalization. The entire distribution of agricultural prices is contained in the
distribution of zA (`).
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(iii) the land market clears in each location,X
i=M,N,A
Li(`) = L(`);











(vi) traded goods prices are determined by no arbitrage, i.e.
• if a location ` exports an agricultural good g to the rest of the world, its price equals the price
at the nearest port less transport costs, Pg (`) = P ⇤g / g (`), where  g (`) = min`02LC {  (`, `0)}
• if the location ` imports the manufacturing good M from the rest of the world its price equals
PM (`) =  M (`)P ⇤M , where  M (`) = min`02LC { M (`, `0)}
(vii) the common real wage u⇤ adjusts to clear the labor market for the economy as a whole, i.e.
condition (3) holds.
Under our neoclassical assumptions, there exists an unique allocation and set of prices that satisfies
these equilibrium conditions.
Proposition 1. There exists a unique general equilibrium.
Proof. See the web-based technical appendix
Two features of the equilibrium definition are worthy of discussion. First, conditions (i) to (v) define
a “local” equilibrium for each location ` taking the prices of tradable goods and the real wage u⇤ as
given. The distinction between this “local” equilibrium and the general equilibrium proves useful
in characterizing the properties of the model. Second, there is potentially rich heterogeneity in
agricultural outcomes within each location ` as captured in the definition of zA (`) . For example,
two locations may have the same aggregate employment and land use in agriculture, but have
di↵erent allocations of employment and land across individual goods within the agricultural sector.
The model determines the structure of each local economy ` (the pattern of specialization across
sectors and goods with their respective employment and labor shares), the level of economic activity
(population density and income per worker), and the distribution of income between labor and land.
Next, we use the model to characterize how these outcomes vary with internal and external trade
costs. We then move to an empirical and quantitative evaluation of these predictions using the
historical Argentinean data.
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3.6 Sectoral Specialization Pattern












Since preferences satisfy the Inada conditions, each location necessarily produces non-tradables N
and goods in at least one tradable sector, A or M . Assuming that there is positive production in
tradable sector i, condition (ii) of the general equilibrium implies that the equilibrium wage-rental
ratio must be the same across sectors, !N (`) = !i (`) . Combining this with expression (11) and
using the labor mobility condition (13), we implicitly obtain the wage-rental ratio when there is












Under autarky, goods in the three sectors {N,M,A} are produced. Therefore, (14) must hold








Using this expression we can characterize the sectoral pattern of specialization.
Proposition 2. If location ` trades, it is either fully specialized in Agriculture, in which case
!A (`) < !a (`), or fully specialized in Manufacturing, in which case !M (`) < !a (`). Complete
specialization in Agriculture occurs for su ciently high zA (`).
Proof. See the web-based technical appendix.
If a region trades with the rest of the world, constant returns to scale and population mobility
imply that goods in only one traded sector are produced, while nontraded goods are necessarily
produced. Consistent with our data and the historical evidence discussed above, we assume that
all Argentinian regions have a comparative advantage relative to the rest of the world in agricul-
tural goods (i.e., zA (`) is su ciently large in every location). Therefore, when a region trades, it
specializes in agriculture and non-traded goods {N,A}. In turn, whether or not the region trades
is determined by comparative advantage and transport costs. Trade takes place if the relative price
26In an extension of the model with imperfect labor mobility as in Redding (2012), real wages would no longer be
equalized, but an analagous population mobility would regulate the size of real wage di↵erences across locations.












and then eliminate w (`)
using the expressions w(`) = Pi (`) zi (`)! (`)
↵i and w(`)PN (`) = zN (`)!(`)
↵N implied by (ii) in Definition 1 and (11).
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of the imported manufacturing good net of transport costs is less than the relative price of the
manufacturing good under autarky, which is the case for high enough values of zA(`)/zM (`).28
3.7 Specialization across Goods Within the Agricultural Sector
Under our empirically-motivated assumption that all Argentine locations have a comparative
advantage relative to the rest of the world in agriculture, and using (14), the wage-rental ratio in
location ` satisfies:
h
 T (ezA (`)! (`)↵A)  1 + (1   T ) (zN (`)! (`)↵N )  1i 1  1 = u⇤, (15)
where we define ezA (`) = zA (`)
ET (`)
(16)
as a measure of productivity in the agricultural sector adjusted for the tradables price index.
The population mobility condition (15) determines the endogenous equilibrium wage-rental ratio
in each trading location ! (`) given exogenous aggregate productivites {zA (`) , zN (`)} and the
tradables price index ET (`) that is determined by no-arbitrage. Changes in external and internal
transport costs influence the general equilibrium of the model through zA (`) and ET (`). It follows
that adjusted aggregate agricultural productivity ezA (`) is a su cient statistic for the impact of
external and internal trade costs on the equilibrium in each location through the tradables sector.29
Within the agricultural sector, a share lg (`) of the land allocated to agriculture is allocated
to good g. This share equals the probability that the solution to the landowner’s discrete choice
problem in (9) yields good g as an outcome. It depends on relative productivites {Tg (`)}, relative






Assuming that the tradables price index ET (`) takes the Cobb-Douglas form with share  g on
each agricultural good, we can relate these land shares to patterns of trade. Given the following
tradables price index:








 g =  A, (18)
28For su ciently large transport costs, the model features a “trade frontier” beyond which regions further inland
are in autarky. As transport costs fall, there is an expansion of this frontier further inland as additional regions are
integrated into world markets.
29Aggregate agricultural productivity zA (`) defined in (12) depends on the following exogenous parameters: pro-
ductivities for each agricultural good {Tg (`)}, prices at the port
 
P ⇤g (`
0) for `0 2 LC
 
and transport cost to the




0) , P ⇤M (`
0) for `0 2 LC
 
and internal transport costs { g (`)}g. External transport costs determine
prices at the port, while internal transport costs dictate the wedge between prices at the port and local prices.
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1   A . (19)
Therefore a location exports an agricultural good g if its land share (lg (`)) exceeds its expenditure
share ( g). This yields a simple chain of comparative advantage within agriculture: if location `
exports good g, it necessarily exports all goods g0 such that lg0 (`) /lg (`) >  g0/ g.30 Furthermore,









Hence the chain of agricultural comparative advantage is determined by a composite of relative
technologies and a power function of relative prices that can be recovered from observed data on
relative land shares. This in turn implies a tight connection between relative exports and relative
land shares for agricultural goods (from (19) and (20)) that we examine empirically below.
3.8 Spatial Balassa-Samuelson E↵ect
The model features a spatial Balassa-Samuelson e↵ect that determines the impact of remoteness
from world markets on the structure of economic activity within each location. Locations closer
to world markets (lower  g (`, `0) for all goods g and other locations `0) have higher adjusted pro-
ductivity in agriculture (higher ezA (`)), which in turn implies a higher relative price of non-traded
goods (lower ET (`) /E (`)) and a lower wage-rental ratio (lower ! (`)). This spatial variation in
relative prices in turn a↵ects population density, income, and structural transformation across sec-
tors: Locations closer to world markets have higher shares of employment in non-tradables, higher
population density, and higher aggregate income.
The intuition for this spatial Balassa-Samuelson e↵ect is as follows. A lower value of trade
costs increases the prices of exported goods and decreases the price of imported goods. On the one
hand, the reduction in import prices reduces the tradables consumption price index (ET (`)) and
the relative price of tradables (ET (`) /E (`)). On the other hand, the increase in export prices has
the direct e↵ect of increasing the tradables consumption price index (ET (`)) and the relative price
of tradables (ET (`) /E (`)). But this increase in export prices also indirectly raises wages (w (`))
and land prices (r (`)), which in turn raises the prices of non-tradables (PN (`)).
The net e↵ect of lower trade costs is to reduce the relative price of tradables and increase real
incomes, which has to be compensated by an increase in population to bid up the prices of non-
30Inspection of (17) reveals that, if transport costs take the form of common iceberg costs across goods, agricultural
land and export shares are independent of the level of transport costs. More generally, if transport costs di↵er across
goods and increase with distance to ports, the model implies that more remote regions export a narrower range of
products than more centrally-located regions, because transport costs are a source of comparative advantage. In
Section A.3.1 of the web appendix, we derive this prediction formally, and in Section A.4 of the web appendix we
show that customs in more remote provinces do indeed export a narrower range of products in the data.
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tradables and land until real wages are equalized across all populated locations. With inelastic
demand between sectors, the lower relative price of tradables implies a higher expenditure share
of non-tradables, which in turn implies a higher employment share in non-tradables. Together the
higher employment share in labor-intensive non-tradables and the higher population density imply
that both sectors must use more labor-intensive techniques in order to satisfy land market clearing,
which implies a lower wage-rental ratio (lower ! (`)).
This spatial Balassa-Samuelson e↵ect also can be seen more formally. From population mobility































With inelastic demand between tradables and non-tradables (0 <   < 1) and labor intensive
non-tradables (↵A > ↵N ), the above relationships imply that n (`) is decreasing with ⌫A (`) and
! (`), while ⌫A (`) is decreasing in ET (`) /E (`). Furthermore, both ! (`) and ET (`) /E (`) are
decreasing in ezA (`), where ezA (`) = zA (`) /ET (`) is itself decreasing in  g (`) for all goods g.
Proposition 3. (Spatial-Balassa Samuelson E↵ect) If traded and non-traded goods are com-
plements (  < 1) and agriculture is more land-intensive than non-traded activities, (↵A > ↵N ), then
high trade-cost locations (locations ` with higher transport costs   (`, `0) and hence lower ezA (`)) have
(a) higher wage-rental ratios (higher ! (`)), (b) lower relative prices of non-traded goods (higher
ET (`) /E (`)), (c) lower population densities (lower n (`)), and (d) larger shares of labor in agri-
culture (larger ⌫A (`)).
Proof. See the web-based technical appendix.
This spatial Balassa-Samuelson e↵ect shapes population density, the share of employment in
agriculture (structural transformation), and hence the share of population in rural versus urban
areas (because agriculture is produced in rural areas and non-traded activities – services and manu-
facturing for the local market – are undertaken in cities). There are both similarities and di↵erences
with the conventional Balassa-Samuelson e↵ect across countries in the macroeconomics literature.
In the macroeconomics literature, exogenously higher productivity in tradables in more advanced
nations leads to a higher relative price of non-traded goods in these countries. In contrast, in our
spatial Balassa-Samuelson e↵ect within countries, di↵erences in relative prices and in the structure
of economic activity arise endogenously from di↵erences in internal trade costs.31
31The spatial variation in population density and economic structure implied by the spatial Balassa-Samuelson
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3.9 External and Internal Integration
We now use the model to examine the e↵ects of external and internal integration on the pattern
of economic activity within countries. The key endogenous variables of interest in the model are
population density, sectoral specialization, relative factor prices and the relative price of tradables
{n (`) , ⌫A (`) ,! (`) , ET (`) /E (`)}. The model implies two su cient statistics for each location,
which together with the total population of the economy as a whole and land area for each loca-
tion, determine all endogenous variables in the model: productivity in agriculture adjusted for the
tradables consumption price index and productivity in non-agriculture {ezA (`) , zN (`)}. Totally dif-
ferentiating population density (21) and the agricultural labor share (22), and using the population
mobility condition (11), the change in the endogenous variables of the model can be expressed in
terms of changes in these two su cient statistics and in total population
ncezA (`) , zˆN (`) , Nˆo:
bn (`) = (↵A   ↵N ) ⌫A (`)
↵N (1  ↵A) + (↵A   ↵N ) ⌫A (`)b⌫A (`)  b!(`), (23)
b⌫A (`) = ✓1 + ↵A   ↵N







where the wage-rental ratio and price of tradable goods changes according to
b! (`) = (1  ↵N ) ⌫A (`)
⇣cu⇤  cezA (`)⌘+ (1  ↵A) (1  ⌫A (`))⇣cu⇤   bzN (`)⌘





(1  ↵A) (1  ⌫A (`))
h
↵AbzN (`)  ↵N\ezA (`)  (↵A   ↵N )cu⇤i
↵A (1  ↵N ) ⌫A (`) + ↵N (1  ↵A) (1  ⌫A (`)) , (26)
and where the aggregate labor market clearing condition impliesX
`
⌫ (`) bn (`) = bN, (27)
where ⌫ (`) = N (`) /N is the share of location ` in the national population.
In our empirical analysis below, we use the structure of the model to recover the values of the
su cient statistics {ezA (`) , zN (`)} that are consistent with the observed data being an equilibrium
of the model. External and internal integration a↵ect the equilibrium of the model through these
su cient statistics and the total population of the economy as a whole. Immigration directly
a↵ects the economy’s total population (Nˆ). The change in adjusted agricultural productivity
(cezA (`)) depends on the change in agricultural productivity (bzA (`)) and the change in the tradables
e↵ect has correlates in the share of exports in income and the distribution of real income across locations. The share of










(1 ↵A)(1 ↵N ) n (`)u
⇤.
21
consumption price index ( bET (`)):
bezA (`) = bzA (`)  bET (`) . (28)
Changes in aggregate agricultural productivity (bzA (`)) (from (12)) depend on the shares of land
allocated to each agricultural good (lg (`)), changes in agricultural productivity ( bTg (`)), and changes
in local prices ( bPg (`)). These changes in local prices ( bPg (`)) can be in turn related to changes in
internal transport costs (b g (`)) and prices at the port ( bP ⇤g ):












+ bP ⇤g   b g (`)
!
. (29)
Assuming a Cobb-Douglas tradables consumption index (18), and maintaining the empirically-
motivated assumption that manufactures are imported, changes in the tradables consumption price
index also depend on changes in internal transport costs (b g (`), b M (`)) and prices at the port ( bP ⇤g ):
\ET (`) = (1   A) bPM (`) + GX
g=1
 g bPg (`) ,
= (1   A)
h bP ⇤M   b M (`)i+ GX
g=1
 g
h bP ⇤g   b g (`)i . (30)
External integration (e.g. a reduction in transatlantic transport costs) increases the price of ex-
ported agricultural goods at the port ( bP ⇤g ) and reduces the price of imported manufacturing goods
at the port ( bP ⇤M ). Internal integration (e.g. construction of the railroad network) reduces internal
trade costs and hence increases the local prices of exported agricultural goods ( bPg (`)) and reduces
the local prices of imported manufacturing goods ( bPM (`)) for given prices at the port. Both forms
of integration reduce the consumption price index (ET (`)) and increase aggregate agricultural pro-
ductivity (zA (`)), and hence increase adjusted agricultural productivity (ezA (`)). To the extent that
external and internal integration also facilitate the di↵usion of technology, they also raise adjusted
agricultural productivity (ezA (`)) through productivity for each agricultural good (Tg (`)).
Proposition 4. (External and Internal Integration) Reductions in external and internal trade
costs that raise a location’s adjusted agricultural productivity (bezA (`)) (a) reduce its wage-rental ratio
(lower ! (`)), (b) increase its relative price of the non-traded good (lower ET (`) /E (`)), (c) raise
its population density (higher n (`)), (d) reduce its share of labor in agriculture (lower ⌫A (`)), and
hence (e) increase its urban population share.
Proof. See the web-based technical appendix.
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4 Data
Our main data sources are the Argentinian population censuses of 1869, 1895 and 1914 (Re-
publica Argentina 1869, 1895, 1914).32 Data are reported at the level of provinces and districts,
where there are 23 provinces and 386 districts in 1895. For each district, we have information on
total population, rural population (which we associate with the agricultural sector), urban popula-
tion (which we associate with the non-traded sector including manufacturing for the local market
and services), the number of natives and immigrants, and geographical land area.33 Some district
boundaries change during our sample period: Between 1869 and 1895, there is an expansion in
the geographical boundaries of Argentina, while between 1895 and 1914 a number of districts are
subdivided. To overcome these boundary changes, we construct constant spatial units over time
based on 1895 districts, aggregating subdivisions using the maps and concordance in Cacopardo
(1967).
In addition to data on population and employment structure, the 1895 and 1914 population
censuses contain district-level information on agricultural land use, which we use to examine the
model’s predictions for specialization within the agricultural sector. We construct agricultural land
area for the following categories: Cereals (primarily wheat, corn and barley), Textiles (Cotton
and Linen), Other Crops (e.g. Tobacco, Sugar and Wine), Cattle and Sheep. The 1895 and 1914
censuses also contain district-level data on the number of agricultural machines, including ploughs,
mowers, rakes, threshers, water pumps and wind pumps. Finally, we also have some data on
agricultural land prices that we use in an external validation exercise.
We combine our population census data with international trade data for 1870, 1895 and 1914.34
Information is reported on the quantity and value of Argentina’s total exports and imports by
product.35 The number of export products increases over time from 30 in 1870 to 124 in 1895 and
199 in 1914, which is consistent with an increase in the range of products exported by Argentina
and an increase in statistical disaggregation induced by this increased export sophistication. The
number of import products also increases over time, and is substantially larger than the number
of export products in each year, which is consistent with Argentina’s narrow specialization in the
agricultural sector.36 We concord export products in each year to an aggregated classification of
export sectors that is constant over time, as reported in Panel A of Table 1. We also concord export
products in each year to a more disaggregated classification corresponding to the main agricultural
goods exported by Argentina (e.g. hides, wool, cereals), as reported in Panel B of Table 1.
32See the data appendix for further discussion of the data definitions and sources.
33We use the definition of urban population from the population census, which corresponds to the population of all
cities and towns. We find similar results with an alternative definition of urban population based on the population of
cities with more than 2,000 inhabitants. At the province-level, data are also available on employment by occupation.
34See Cuadro General del Comercio Exterior (1870) and Compan˜´ıa Sud-Americana de Billetes de Banco (1895,
1914). To address the potential concern that 1914 trade flows could be distorted by the outbreak of the First World
War in August of that year, we also have compiled data on 1910 trade flows.
35We convert export and import values to U.S. dollars using the historical exchange rates from Della Paolera
(1988) and Bordo et al. (2001). See also Denzel (2010). To convert these nominal values into 1869 prices, we use the
historical GDP deflators from Carter et al. (2006).
36The corresponding numbers for the number of import products are: 124 in 1870, 481 in 1895 and 1,190 in 1914.
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In addition to these data on total exports and imports, we have information for each year on the
quantity and value of exports of each product from each Customs to each foreign destination and
to other customs within Arentina. We use these Customs data to examine patterns of external and
internal trade.37 For 1895 and 1914, we also have data on railroad shipments of agricultural goods
(including wheat, corn, linen, wool and hides) by railroad station. Using data on the latitude and
longitude of these railroad stations, we assign them to districts and construct railroad shipments
for each agricultural good for each district.
We combine our population census and international trade data with information from several
other sources. We constructed a Geographical Information Systems (GIS) shapefile of 1895 Ar-
gentinian districts based on the maps and concordance in Cacopardo (1967). We also constructed
GIS shapefiles of the Argentinian railroad network in 1869, 1895 and 1914, navigable rivers, and
historical exploration routes in Argentina using the maps in Randle (1981).
5 Quantitative Analysis
In this section, we use the model as a quantitative tool to decompose the observed changes in
population density and sectoral specialization into the contributions of aggregate land area, total
population and the model’s two su cient statistics for the internal distribution of economic activity:
adjusted agricultural productivity and non-agricultural productivity. First, we calibrate the model’s
parameters. Second, we solve for the unobserved values of the su cient statistics {ezA (`) , zN (`)} for
which the observed data are an equilibrium of the model. As in Chari, Kehoe and McGrattan (2007)
and Hsieh and Klenow (2009), these su cient statistics correspond to structural residuals or wedges
that ensure the model’s predictions are exactly consistent with the observed data. These su cient
statistics capture the economic mechanisms through which external and internal integration a↵ect
the spatial distribution of economic activity in the model. Third, we undertake counterfactuals
for changes in these su cient statistics that reveal their respective contributions to aggregate
welfare, the aggregate urban population share, and the distribution of population density and the
urban population share across locations. In the next section, we provide further evidence on the
contributions of external and internal integration through these mechanisms.
5.1 Calibration
We assume central values for the model’s parameters {↵A,↵N , , } based on the existing em-
pirical literature. We assume shares of land in factor payments in agriculture and non-tradables of
20 percent and 10 percent respectively, which is line with the values in Caselli and Coleman (2001).
We assume inelastic demand between agriculture, manufacturing and non-tradables following a
large literature in macroeconomics, including for example Ngai and Pissarides (2007). Specifically,
37The number of Customs also increases over time from 12 in 1870 to 48 in 1895 and 87 in 1914. As the number of
Customs increases, Buenos Aires’s share of the value of Argentina’s exports declines from 89 to 42 percent. Together
the four main customs of Bahia Blanca, Buenos Aires, La Plata and Rosario account for more than 75 percent of the
value of Argentina’s exports in all years in our sample. Imports are even more concentrated in Buenos Aires.
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we assume an elasticity of substitution of 0.5 as a central value in the inelastic range of the param-
eter space between zero and one. We assume a value for the preference weight  T equal to 0.3 to
ensure that the model is consistent with historical shares of tradables in consumer expenditure.
5.2 Recovering the Su cient Statistics
We now show that there is a one-to-one mapping from the observed data and the model param-
eters to the unobserved su cient statistics {ezA (`) , zN (`)}. We use the model’s recursive structure
to solve for these su cient statistics and the unobserved endogenous variables of the model (such
as the relative price of tradables and the wage-rental ratio). First, the relative price of tradables
ET (`)
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Second, the wage-rental ratio !(`) can be uniquely determined from observed agricultural em-
ployment shares ⌫A (`) and population densities n (`) using (22) and (21):
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Third, productivity in non-tradables zN (`) and adjusted aggregate agricultural productivityezA (`) can be uniquely determined up to a normalization from the above solutions for the relative
price of tradables (ET (`) /E (`)) and the wage-rental ratio (!(`)) using population mobility (14):
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where the normalization involves a choice of units in which to measure the common level of utility
across all locations u⇤.
To recover the level of productivities {ezA (`), zN (`)} from (33) and (34), we impose the following
normalizations. We choose 1914 as our base year and obtain the level of productivities in that year
by normalizing the common level of utility across all locations u⇤ to one. We recover the level of
productivities for the two other years of our sample by calibrating the growth in the common level
of utility across all locations relative to 1914 to the estimates of real wage growth for Argentina as
a whole in Taylor and Williamson (1997).38
The distributions of employment and population across locations depend solely on the relative
value of these productivities, which can be recovered independently of the normalization:
38The implied normalizations for utility are as follows: u⇤1914 = 1, u
⇤
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where we have chosen one region (region 0) as the base region.
In Panel A of Figure 6, we display log population density (n (`)) in 1869 and 1914 against
Great Circle distance from Buenos Aires, which from Figures 3-5 provides a summary measure
of remoteness from world markets.39 We show both the data and the fitted values from locally-
weighted linear least squares regressions for each year. Despite the reduction in internal trade
costs from the large-scale expansion of the railroad network, we find a steepening of the gradient of
economic activity with remoteness from Buenos Aires over time. In Panel B of Figure 6, we show
an analogous figure for the urban population share (⌫N (`) = NN (`) /N (`)). Although Argentina’s
export boom and economic development were agriculturally based, we find both an increase in the
urban population share and a steepening of its gradient with respect to remoteness over time.
Our theoretical model rationalizes these features of the data through the spatial Balassa-
Samuelson e↵ect. In Panels C and D of Figure 6, we display the log relative price of tradables
(from (31)) and the log wage-rental ratio (from (32)) against Great Circle distance from Buenos
Aires. From the spatial Balassa-Samuelson e↵ect, the steepening of the population density and
urbanization gradients in Panels A and B go hand-in-hand with a steepening of the gradients of
the relative price of tradables and the relative wage-rental ratio in Panels C and D.
Panel A of Figure 7 graphs adjusted agricultural productivity (ezA (`) = zA (`) /ET (`)) against
Great Circle Distance from Buenos Aires and again shows the spatial Balassa-Samuelson e↵ect. In
the cross-section, the higher population densities and urban population shares of locations close
to world markets are rationalized by higher adjusted agricultural productivities (from (31)-(33)).
Similarly, over time, the steeper gradients in population density and the urban population share
are captured by a steeper gradient in adjusted agricultural productivity. Panel B shows the anal-
ogous figure for non-agricultural productivity (zN (`)). Given the gradients of the relative price of
tradables and the wage-rental ratio implied by the observed data (Panels C and D of Figure 6),
the model requires somewhat higher non-agricultural productivity in more remote locations (from
(34)), though the gradient is shallower than for adjusted agricultural productivity. Although the
calibrated producivities for each sector depend on both population density and the urban popu-
39As discussed above in subsection 2.3 and footnote 14, Buenos Aires accounts for a disproportionate share of
trade, and its development into the main port was driven by its status as the seat of the Viceroyalty of the R´ıo de la
Plata rather than its natural suitability as a port. We find similar results using the minimum Great Circle distance to
the four main customs of Buenos Aires, Rosario, Bahia Bahia and La Plata as an alternative measure of remoteness.
The correlation between the log Great Circle distances to Buenos Aires and to the closest of the four main customs is
0.92 (significant at the 1 percent level). We also find similar results using a measure of lowest-cost e↵ective distance,
in which distance by land, water and rail is assigned the weights from Donaldson (2013).
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lation share, together with the parameters and equilibrium conditions of the model, we find that
adjusted agricultural productivity closely reflects population density (Panel C of Figure 7), while
non-agricultural productivity closely reflects the urban population share (Panel D of Figure 7).
5.3 Counterfactuals
We now use the structure of the model to undertake counterfactuals to show the contribution of
land area, total population and the two su cient statistics for the distribution of economic activity
{ezA (`), zN (`)}. To isolate the economic mechanisms in the model, we consider a change in each
of these variables in turn. We emphasize that changes in one variable can influence another. For
example, reductions in tradables consumption price indices and increases in productivity {ezA (`),
zN (`)} can attract immigration. Or an increase in population (N) can raise productivity {ezA (`),
zN (`)} through agglomeration e↵ects. Nevertheless, we can use the structure of the model to isolate
e↵ects operating through tradables consumption price indices and productivities {ezA (`), zN (`)}
and e↵ects operating through land area and the total population (N).
Given counterfactual values for land area, total population and the su cient statistics {ezA (`),
zN (`)}, we solve for the counterfactual levels of the endogenous variables {n (`), ! (`), ET (`) /E (`),
u⇤} using the following system of equations:
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We solve this system of equations using a shooting algorithm, in which we guess an initial vector
for the endogenous variables, solve the system of equations for the new vector of the endogenous
variables, and update our guess using a weighted average of the initial and new values. Since
the equilibrium of the model is unique (Proposition 1), the solution of this system of equations
converges rapidly to that unique equilibrium. Having solved for {n (`), ! (`), ET (`) /E (`), u⇤},
the equilibrium value of all other endogenous variables can be determined, including the share of
agriculture in employment for each location ⌫A (`).
Table 3 reports the results of these counterfactuals using 1914 as the base year. In Counter-
factual I, we exclude districts that were unpopulated in 1869, but hold productivities in all other
districts constant at their 1914 values, and hold the total Argentine population constant at its 1914
27
value.40 This first counterfactual captures the e↵ects of the expansion of the frontier of settlement
on welfare and the structure of economic activity. Concentrating the 1914 population in a smaller
geographical land area reduces real wages by 7 percent (through a higher price of land) and in-
creases the aggregate urban population share by 2 percent (since regions that were settled earlier
tend to have relatively higher adjusted agricultural productivity, which reallocates employment
towards the urban non-tradable sector).
In Counterfactual II, we exclude districts that were unpopulated in 1869, and adjust the total
Argentine population by net immigration from 1869-1914, but hold productivities in all other
districts constant at their 1914 values. Therefore the comparison of Counterfactuals I and II
captures the e↵ects of immigration. Reducing the total population increases real wages by 10
percentage points (through a lower price of land) and reduces the aggregate urban population
share by 1 percent. This small e↵ect on the aggregate urban population share reflects two o↵setting
e↵ects. On the one hand, a lower population reduces the relative price of land, which favors the
land-intensive agricultural sector (reducing the aggregate urban population share). On the other
hand, a lower total population alleviates congestion costs in the most-densely populated locations,
which redistributes population towards more-densely populated urban areas.
In Counterfactual III, we exclude districts that were unpopulated in 1869, adjust the total Ar-
gentine population by net immigration from 1869-1914, and set adjusted agricultural productivities
and non-agricultural productivities equal to their 1869 values. This counterfactual comes close to
replicating the distribution of economic activity in 1869 but includes native population growth
from 1869-1914. Real wages fall by 38 percent and the aggregate urban population share falls by
21 percent. Comparing Counterfactual III with our earlier counterfactuals reveals the importance
of changes in productivity and the tradables consumption price index relative to changes in the
frontier of settlement and total population.
In Counterfactual IV, we exclude districts that were unpopulated in 1869, adjust the total
Argentine population by net immigration from 1869-1914, set adjusted agricultural productivities
equal to their 1869 value, but hold non-agricultural productivities constant at their 1914 values. In
this counterfactual, real wages fall by 8 percent and the aggregate urban population share falls by
around 9 percent. Therefore the e↵ects of changes in productivity and the consumption price index
within the tradables sector are of around the same magnitude as changes in the total population
through immigration (around 2.94 million people from 1869-1914 or around one third of the 1914
Argentine population). The di↵erence in predicted e↵ects between Counterfactuals III and IV
reflects both the impact of changes in non-agricultural productivities and their covariance with
changes in agricultural productivities across locations.
While we have so far focused on the aggregate predictions of these counterfactuals for the real
wage and the urban population share, we now turn to their disaggregate predictions for the spatial
distribution of economic activity. In Panel A of Figure 8, we graph actual and counterfactual
40As discussed above, zero population in a district is rationalized by zero productivity in tradables. In the
extension of the model in the web appendix, in which we introduce an endogenous conversion of land to productive
use, a location also may have zero population because it is not profitable to convert land to productive use.
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population densities against log distance from Buenos Aires for each district in Counterfactuals
I-II. In Panel B, we display analogous information for urban population shares against log distance
from Buenos Aires. Panels C and D display the same information for Counterfactuals III-IV. In
Panels A-B, we find that foreign migration increases population density and leads to a modest
steepening of the gradient of population density with respect to geographical remotenesss, but
leaves the urban population share unchanged. In Panels C-D, we find that changes in adjusted
agricultural productivity (ezA`) and non-agricultural productivity (zN (`)) account for most of the
steepening of the gradient of population density and nearly all of the steepening of the gradient of
the urban population share. Comparing Counterfactuals III-IV in Panels C-D, changes in adjusted
agricultural productivity make a substantial contribution to the overall productivity e↵ect.
6 Further Evidence
The results of the previous section establish the quantitative relevance of changes in adjusted
agricutural productivity (fzA (`) = zA (`) /ET (`)) for aggregate welfare, urbanization and the dis-
tribution of economic activity across sectors and regions. Furthermore, we find a steepening of the
gradient of adjusted agricultural productivity with respect to geographical remoteness over time.
In this section, we provide further evidence on the role of the economic mechanisms in the model
in explaining these findings.
6.1 Railroads, Technology and Agricultural Specialization
In the model, adjusted agricultural productivity (fzA (`)) depends on the prices of agricultural
goods (Pg (`)), the technologies for agricultural goods (Tg (`)), and the prices of imported man-
ufactures (PM ). Combining (28) and (29), we can decompose changes in adjusted agricultural
productivity into the contributions of changes in each of these components:
bezA (`) =   (1   A) b M (`)  GX
g=1

















which, in the special case of common trade costs for all goods b g (`) = b M (`) = b  (`), simplifies to:

















Reductions in internal trade costs from the expansion of the railroad network would be expected to
increase the price of exported agricultural goods and reduce the price of imported manufacturing
goods, which would flatten the spatial gradient in adjusted agricultural productivity over time. In
contrast to these predictions, we observe a steepening of the spatial gradient of adjusted agricultural
productivity over time. One potential explanation for this steepening is that the expansion of
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the railroad network is geographically uneven and concentrated in locations close to Buenos Aires.
To the extent that these regions experience larger increases in the prices of exported agricultural
goods (Pg (`)) and larger reductions in the prices of imported manufactures (PM ), they would also
experience larger increases in adjusted agricultural productivity. In Panels A-B of Figure 9, we
examine the geographical di↵usion of the railroad network, measured in terms of either stations
per square kilometer (Panel A) or the length of railroad per square kilometer (Panel B). Consistent
with this explanation, the regions closest to Buenos Aires indeed experience the largest increases
in both station and railroad density.
Another potential explanation for the observed steepening of the spatial gradient of adjusted
agricultural productivity is that technological change (Tg (`)) is geographically uneven and concen-
trated in the regions closest to Buenos Aires. In Panel C of Figure 9, we examine the geographical
di↵usion of technology using data on the number of agricultural machines per square kilometer
(ploughs, mowers, rakes, threshers, water machines and wind machines), which are available for
1895 and 1914. Consistent with this explanation, the regions closest to Buenos Aires experience
the largest increases in the density of agricultural machines. As shown in Panel of D of Figure
9, we also find that the geographical di↵usion of technology and railroads are closely related to
one another. This close relationship is consistent with railroad construction enhancing the incen-
tives for technology adoption and reducing the cost of importing agricultural machinery (causality
running from railroads to machnery adoption). But it is also consistent with the construction of
the railroad network being endogenous to agricultural productivity (causality running from a third
variable, agricultural productivity, to both railroads and machinery adoption). We provide further
evidence on these two potential explanations below.
To the extent that changes in prices (Pg (`)) and technology (Tg (`)) are uneven across agricul-
tural goods, the model predicts changes in comparative advantage and specialization across goods
within the agricultural sector. From (19) and (20), relative exports and relative land shares for
agricultural goods depend on a combination of relative technologies and a power function of relative
prices. In Panels A-E of Figure 10 we examine agricultural specialization across locations and over
time using data on the shares of agricultural land area allocated to cereals, textiles, other crops,
cattle and sheep. Consistent with the comparative-advantage-based mechanism in the model, we
find substantial changes in agricultural specialization over time, with a reallocation towards cattle
(Panel A) and Cereals (Panel B) and away from sheep (Panel C). The increase in cattle farming is
largest in locations close to Buenos Aires (Panel A), which is consistent with the new technologies
for freezing and chilling beef reorientating the cattle industry towards meat as opposed to hides.41
The increase in cereals cultivation is largest at intermediate distances from Buenos Aires (Panel
B), which is in line with the historical literature on the role of the “Conquest of the Desert” and
41As emphasized in the historical literature, cattle farming for meat implies a greater incentive to reduce the
distance travelled by each animal (to reduce the loss of muscle and fat), and hence to concentrate cattle farming
close to rail connections and meat processing plants. Consistent with this hypothesis, we find a reallocation towards
pure-breed cattle (with higher quality meat and higher ratios of meat to animal weight) and away from mixed and
native cattle in the locations closest to Buenos Aires and the meat processing plants reported in the 1914 census.
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the expansion of the railroad network in opening up the agricultural hinterland for cereals produc-
tion.42 There is also an increase in textiles cultivation at intermediate distances from Buenos Aires
(Panel D) and a decline in the cultivation of other crops (Panel E) in response to these changes in
comparative advantage.
6.2 External Validity
The model imposes additional discipline on these economic mechanisms that provides the basis
for external validity checks. From agricultural land shares (17) and agricultural export shares
(19), the model predicts an approximately log linear relationship between relative export values
and relative land shares, which becomes exact as the domestic consumption share for each good







In Panels A-D of Figure 11, we examine these predictions by combining data on shipments
from railroad stations within each district of Wheat, Corn, Linen, Wool and Hides with data on
the shares of agricultural land used for Wheat, Corn, Linen, Sheep and Cattle. The shipments
data are only available for districts containing railroad stations and correspond to the quantity
rather than the value of each good. Nonetheless, we find a tight relationship between log relative
railroad shipments and log relative land shares, with for example an elasticity (standard error) of
0.9515 (0.0721) and an R-squared of 0.609 in Panel A. The relationship is less tight for hides and
the agricultural land share for cattle in Panel D, which is consistent with some hides coming from
animals other than cattle (in particular sheep). Summing railroad shipments across districts, we
find that total railroad shipments are substantial relative to export quantities for each agricultural
good, confirming the external orientation of agricultural production.
From the Cobb-Douglas production technology, the model also implies a close connection be-
tween land prices and agricultural productivity:43
r (`) = zA (`)! (`)
↵A 1 . (36)
In Panel A of Figure 12, we examine this prediction using data on land prices (available for
1895) and our measure of adjusted agricultural productivity (ezA (`) = zA (`) /ET (`)) to proxy for
agricultural productivity (zA (`)). Although this proxy also captures the tradables consumption
price index, we find an approximately log linear relationship between the two variables, with an
elasticity (standard error) of 1.4508 (0.2343) and an R-squared 0.2713. Therefore the higher ad-
justed agricultural productivity of locations close to world markets is indeed reflected in a higher
price of the immobile factor land.
42For a comparison of the expansion of the wheat frontier in Argentina and Canada, see Adelman (1994).
43This expression for r (`) follows from evaluating (11) at i = A.
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6.3 Internal Investments
We now provide further evidence on the role of internal investments – in the form of railroad
construction and the adoption of agricultural machinery – in understanding the economy’s response
to external integration. As shown in Panel D of Figure 9, station density and machinery density are
highly correlated with one another. Therefore we use a Principal Components Analysis to construct
a composite measure that incorporates both of these dimensions of internal investments. In Panels
B-C of Figure 12, we display station density and machinery density against the first component
from this Principal Components Analysis. Although the first component is more strongly related
to station density than to machinery density, it captures the variation in both of these measures of
internal investments, and accounts for around 80 percent of the overall variance.
We first show that much of the steepening of the spatial gradient of adjusted agricultural pro-
ductivity can be explained statistically by this measure of internal investments. In Column (1) of
Table 4, we regress adjusted agricultural productivity growth from 1869-1914 on log Great Circle
distance from Buenos Aires. We find a negative estimated coe cient that is statistically significant
at the one percent level, which captures the steepening of the spatial gradient of adjusted agricul-
tural productivity over time. In Column (2), we include the initial value of adjusted agricultural
productivity in 1869 to control for persistent di↵erences across locations in agricultural produc-
tivity and initial levels of economic development. We continue to find a negative and statistically
significant coe cient, which if anything increases in magnitude now that we have controlled for
initial adjusted agricultural productivity.44
In Column (3), we augment the regression with our measure of investment density for 1914. As
shown in Figure 3, the railroad network was of limited extent in 1869 and agriculture at that time
was dominated by cattle and sheep ranching with limited machinery requirements (as measured by
ploughs, mowers, rakes, threshers, water pumps and wind pumps). Therefore the level of investment
density for 1914 captures the growth of internal investments from 1869-1914. We find a positive
estimated coe cient on investment density that is significant at the one percent level, which is
consistent with railroad expansion reducing the tradables consumption price index, and with both
railroad expansion and agricultural technology adoption raising aggregate agricultural productivity.
Furthermore, the coe cient on distance from Buenos Aires halves in magnitude, suggesting that
a substantial part of the steepening of the gradient of adjusted agricultural productivity can be
statistically explained in terms of internal investments.
This specification shows that internal investments help to statistically explain the steepening
gradient but does not have a causal interpretation. We expect causality to run in both directions
between adjusted agricutural productivity and internal investments. On the one hand, internal
investments in railroads can reduce internal transport costs, which raises local prices and increases
adjusted agricultural productivity. Or internal investments in machinery adoption can directly
44We experimented with including measures of agricultural suitability based on crop growing cycles, soil charac-
teristics and climatic conditions from the United Nations, but these variables are not significant after controlling for
initial adjusted agricultural productivity.
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raise agricultural productivity (causality running from internal investments to adjusted agricul-
tural productivity). On the other hand, external transport cost reductions that increase export
prices raise adjusted agricultural productivity, which increases the return to internal investments
(causality running from adjusted agricultural productivity to internal investments). In the remain-
ing columns of the table, we provide further evidence on the timing of the relationship between
adjusted agricultural productivity growth and internal investments. In Columns (4) and (5), we
re-estimate the specification from Column (3) for the sub-periods 1869-1895 and 1895-1914. In
both cases, internal investments for a given sub-period help to explain the steepening of the gra-
dient of adjusted agricultural productivity within that sub-period. For the second sub-period, the
coe cient on distance to Buenos Aires becomes statistically insignificant from 1895-1914, so that
all of the steepening gradient is statistically explained by internal investments. In Column (6), we
consider a placebo specification, in which we regress adjusted agricultural productivity growth from
1869-1895 on future internal investments from 1895-1914. We find that future internal investments
have no predictive power for past adjusted agricultural productivity growth, which casts doubt
on the existence of pre-trends in adjusted agricultural productivity growth between locations that
subsequently di↵er in their internal investments.
Even in the absence of pre-trends, there could be omitted third variables (e.g. shocks to agri-
cultural productivity) that both increase internal investments and raise adjusted agricultural pro-
ductivity. To address this concern and provide causal evidence on the contribution of internal
investments towards changes in adjusted agricultural productivity, we use an instrumental variable
for railroad construction, which directly a↵ects station density and hence indirectly raises the re-
turn to adopting agricultural machinery. To address the non-random assignment of railroads, our
instrument uses the idea that locations can be treated with transport infrastructure, not because
of their own unobserved characteristics, but because they happen to lie along the route between
other locations (see Chandra and Thompson 2000 and Michaels 2008).
In particular, the development of 16th-century colonial cities within the Spanish empire was
shaped by trading routes towards the North-West through Bolivia. However, once these cities ex-
isted, there was an incentive to connect them to the 19th-century railroad network. As a result,
locations that happened to be on the shortest route between other locations and 16th-century cities
were disproportionately likely to obtain a railroad connection, independently of their own unob-
served characteristics. Based on this idea, we construct our instrument as follows. We discretize
the map of Argentina into 136,795 pixels, and compute the shortest route across these pixels from
the center of each district to the nearest 16th-century city. For each district, we define “Route
C16” as the fraction of pixels within that district that lie along these shortest routes between the
centers of districts and 16th-century cities. This measure has a median of 0.17, a mean of 0.28, and
a standard deviation of 0.27 across districts.45
In Column (1) of Table 5, we reproduce our OLS specification from Column (3) of the previous
table, which includes distance to Buenos Aires, initial adjusted agricultural productivity and our
45See the data appendix for the Spanish cities that were founded in the 16th century (including Buenos Aires).
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measure of investment density. In Column (2) of Table 5, we re-estimate this specification instru-
menting internal investments with our Route C16 measure. After controlling for historical levels of
economic development and geographical location, our identifying assumption is that the frequency
with which a district lies on the shortest route to a 16th-century city only a↵ects adjusted agri-
cultural productivity growth from 1869-1914 through internal investments in railroad construction
and agricultural technology adoption.
As shown in Column (2), we again find a positive estimated coe cient on investment density that
is significant at the one percent level. The IV coe cient is somewhat larger than the OLS coe cient,
which is consistent with larger e↵ects from quasi-experimental assignment of railroads than from
the assignment of railroads based on the existing political economy process.46 Furthermore, the
coe cient on distance to Buenos Aires is no longer statistically significant. Therefore, using quasi-
experiment variation in internal investments and including our controls, there is no longer any
evidence of a steepening in the gradient of adjusted agricultural productivity. In Column (3), we
report the first-stage regression. We find that districts closer to Buenos Aires, districts with higher
initial adjusted agricultural productivity, and districts that frequently lie along the shortest route to
16th-century cities have statistically significantly higher investment densities. To provide evidence
of the power of the instrument, Column (2) reports the p-value for the Kleibergen-Paap LM test,
in which we reject the null hypothesis of underidentification. Column (3) reports the F-statistic for
the significance of the excluded exogenous variable in the first-stage regression, which exceeds the
recommended threshold of 10 from Stock, Wright and Yogo (2002).47
In Columns (4)-(5), we consider a more conservative specification, in which we exclude the dis-
tricts that contain 16th-century cities. Therefore, in this specification, we focus solely on di↵erences
in the frequency with which other districts lie along the route to these 16th-century cities. After
controlling for historical levels of economic development and geographical location, we again we
find a positive estimated coe cient on investment density that is significant at the 1 percent level,
and the coe cient on distance to Buenos Aires is again no longer significant.
To illustrate the quantitative relevance of these internal investments in transport infrastructure
and technology adoption for aggregate economic development, we return to our framework for
undertaking counterfactuals in subsection 5.3. We consider a modified version of Counterfactual IV,
in which we exclude districts that were unpopulated in 1869, adjust the total Argentine population
by net immigration from 1869-1914, change adjusted agricultural productivities, but hold non-
agricultural productivities constant at their 1914 values. Instead of setting adjusted agricultural
productivities equal to their 1869 values, we remove the predicted impact of internal investments
from 1869-1914 from adjusted agricultural productivities, using the estimated coe cient on internal
investments from our IV specification in Column (4) of Table 5. Real wages and the aggregate
urban share fall by 6 and 5 percent respectively, which are substantial e↵ects relative to the overall
46For example, there was political pressure for non-economic reasons to construct railroads to open up the interior
regions of Argentina and improve transport connections with Chile, as discussed in Lewis (1983).
47We find that the instrument has power for both components of investment density. Estimating separate first
stage regressions for station and machinery density, we find first-stage F-statistics of 10.36 and 10.58 respectively.
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reductions for Counterfactual IV of 8 and 9 percent respectively in Table 3.
Taking the results of this section together, we find evidence in support of the mechanisms in the
model, and find that changes in adjusted agricultural productivity are indeed related to internal
investments in transport infrastructure and technology adoption.
7 Conclusions
We provide new theory and evidence on the relationship between external trade, structural
transformation and economic development. We develop a tractable general equilibrium model of
the distribution of economic activity across regions and sectors within countries that is amenable
to quantitative analysis. Instead of viewing countries in the aggregate, we model the internal
reallocations of resources across regions and sectors that are central to economic development.
We combine this quantitative model with a large-scale source of exogenous variation in external
integration from the natural experiment of Argentina’s integration into world markets in the late-
nineteenth century.
The model highlights a spatial Balassa-Samuelson e↵ect, in which locations close to world
markets have high population densities, high shares of employment in the non-traded sector, high
relative prices of non-traded goods, and high land prices relative to wages. These predictions
emerge from a model with standard neoclassical ingredients, because the tradables sector is land
intensive and demand between tradables and non-tradables is inelastic. The intuition for the
spatial Balassa-Samuelson e↵ect is that locations close to world markets have a low relative price of
tradables, which attracts population and increases the share of expenditure on non-traded goods if
demand is inelastic. This combination of a higher population and a higher share of expenditure on
non-traded goods increases the demand for non-traded goods, which implies a high relative price of
non-tradables and a high share of employment in non-traded sector. Therefore both the tradable
and non-tradable sectors must use more labor-intensive techniques to satisfy land market clearing,
which implies high land prices relative to wages.
We find strong empirical confirmation of this spatial Balassa-Samuelson e↵ect. Although Ar-
gentina’s late 19th-century export boom is based on agriculture, there is a rise in the share of the
urban population over time. Despite the reduction in internal transport costs from the large-scale
expansion of the railroad network, there is a steepening of the gradients of both population density
and the urban population share with geographical remoteness over time. We show how the struc-
ture of the model can be used together with observed data on population density and the urban
population share to recover two su cient statistics for the distribution of economic activity: (a)
productivity in the export sector (agriculture) adjusted by the tradables consumption price index
(including imported manufactures) and (b) productivity in non-tradables. We undertake counter-
factuals to show that the e↵ects of changes in adjusted agricultural productivity are quantitatively
large relative to changes in land area and total population in understanding changes in the spatial
distribution of economic activity within Argentina. We provide evidence connecting the changes in
35
adjusted agricultural productivity to the underlying economic mechanisms in the model.
Our findings highlight the role of internal trade costs in hampering the ability of interior regions
to participate in world markets. Furthermore, our results suggest that reductions in external and
internal trade costs need not reduce spatial disparities within countries. We link the steepening
of the spatial gradient of economic activity to geographically uneven investments in transport
infrastructure and technology adoption that were concentrated in locations close to world markets.
Thus our analysis points towards the role of these complementary internal investments in mediating
the economy’s response to external integration.
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Figure 5: Population Density 1914
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Table 1: Export Composition over Time 
 
Panel A      
Sector Sector Name 1869 1895 1910 1914 
I Livestock Products 100 62.75 43.21 43.45 
II Agriculture Products 0 34.85 52.76 52.79 
III Forest Products 0 1.82 2.84 2.65 
IV Mining Products 0 0.29 0.14 0.02 
V Products of Hunting and Fishing 0 0.15 0.38 0.38 
VI Miscellaneous Products 0 0.16 0.67 0.72 
Panel B      
Product Product Name 1869 1895 1910 1914 
1 Beef 4.82 0.05 6.81 10.56 
2 Live Cattle 0 5.83 1.09 1.00 
3 Cereals 0 33.99 52.52 50.81 
4 Hides, Bones and Animal Parts 66.69 26.58 18.02 16.93 
5 Mutton 0 1.40 1.61 1.34 
6 Live Sheep 0 1.08 0.06 0.04 
7 Other 25.30 25.84 15.79 13.53 
Notes: Percentage shares of sectors and products in the value of total exports.  
  
Table 1: Export Composition over Time
Table 2: Import Composition 1895 
 
Panel A   
Sector Sector Name 1895 
I   Live Animals 0.64 
II Foodstuffs 12.17 
III Beverages 9.30 
IV Tobacco 1.27 
V Textiles, Yarns, Fabrics and Cordage 35.97 
VI Clothing and Apparel 3.36 
VII Chemicals and Pharmaceuticals 5.09 
VIII Wood and Wood Products 4.02 
IX Paper and Paper Products 2.36 
X Leather and Leather Products 0.68 
XI Iron and Iron Products 10.33 
XII Miscellaneous Construction Materials 2.03 
XIII Other Metals and Metal Products 1.51 
XIV Stones, Earth, Glassware and Ceramics 2.38 
XV Fuel and Lighting Supplies 6.65 
XVI Miscellaneous Manufacturing Products 2.25 
Panel B   
Product Product Name 1895 
1 Mowers 0.23 
2 Plows 0.13 
3 Rakes 0.02 
4 Steam Machines 0.24 
5 Threshers 0.51 
6 Wire 2.02 





Table 2: Import Composition 1895
53
Table 3: Counterfactuals 
 
Counterfactual (relative to base of 1914) 
Counterfactual 
Real Wage 
Relative to Base 
Counterfactual 
Aggregate Urban 
Share Relative to 
Base 
I. Frontier 1869 93% 2% 
II. Frontier + Immigration 1869 103% -1% 
III. Frontier + Immigration + {!! ! , !! ! } 1869 62% -21% 
IV. Frontier + Immigration + {!! ! } 1869 92% -9% 
Notes: For each counterfactual the base is the 1914 distribution of employment across districts and sectors. 
In Counterfactual I, we exclude districts that were unpopulated in 1869, but hold productivities in all other 
districts constant at their 1914 values, and hold the total Argentine population constant at its 1914 value. In 
Counterfactual II, we exclude districts that were unpopulated in 1869, and adjust the total Argentine 
population by net immigration from 1869 to 1914, but hold productivities in all other districts constant at 
their 1914 values. In Counterfactual III, we exclude districts that were unpopulated in 1869, and adjust the 
total Argentine population by net immigration from 1869 to 1914, and set adjusted agricultural 
productivities and non-agricultural productivities to their 1869 values. In Counterfactual IV, we exclude 
districts that were unpopulated in 1869, adjust the total Argentine population by net immigration from 1869 
to 1914, set adjusted agricultural productivities equal to their 1869 values, but hold non-agricultural 
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