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Lipschitz Functions on Spaces of Homogeneous Type 
Results on the geometric structure of spaces of homogeneous type are obtained 
and applied to show the equivalence of certain classes of Lipschitz functions 
defined on these spaces. 
I. YOTATION AND DEFINITIONS 
By a quasi-distance on a set X we mean a non-negative function d(x, y) 
defined on S x X, such that 
(i) for every x’ and y  in S, d(s, y) = 0 if and only if s = y, 
(ii) for every .v and y  in X, d(~, y) = d(y, X) 
and 
(iii) there exists a finite constant K such that for every X, y  and z in S 
d(x, y) ,( q+, 2) + d(z, y)). 
A quasi-distance d(x, y) defines a uniform structure on X. The balls B(x, r) = 
{y: 4% Y) < 4, Y > 0, form a basis of neighbourhoods of w for the topology 
induced by the uniformity on ,Y. This topology is a metric one since the uniform 
structure associated to d(~, y) has a countable basis. We shall refer to this 
topology as the d-topology of X. We say that two quasi-distances d(x, y) and 
d’(~, y) on S are equivalent if there exist two positive and finite constants, c1 
and ca , such that c&x, y) < d’(~, y) < c&(x, y) hold for every x and y  in S. 
We observe that the uniformities and the topologies defined by equivalent quasi- 
distances coincide. 
Let X be a set endowed with a quasi-distance d(.v, y) and assume that a posi- 
tive measure CL, defined on a a-algebra of subsets of X which contains the d-open 
subsets and the balls B(x, Y), is given and satisfies that there exist two finite 
constants, a > 1 and A, such that 
0 < p(B(x, UT)) < A . &3(X, Y)) < co (1.1) 
holds for every x in X and Y > 0. 
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A set X with a quasi-distance d(x, y) and a measure TV satisfying the conditions 
above will be called a space of homogeneous type and denoted by (X, d, p). 
We shall say that a space of homogeneous type (X, d, CL) is normal if there 
exist two positive and finite constants, cr and ca , satisfying 
for every x in X and every Y, ~({x}) < r < p(X). 
We observe that a set X with a quasi-distance d(x, y) and a positive measure p 
satisfying (1.2) can be shown to be a space of homogeneous type. 
Let (X, d, p) be a space of homogeneous type. Given a function+(x), integrable 
on bounded subsets, and a ball B we shall denote by ~~(4) the mean value of 
(6(x) on B, i.e. 
Let 1 < 4 < co and 0 < /3 < co. We shall say that a function d(x), integrable 
on bounded subsets, belongs to Lip@, q), 1 < 4 < co, if there exists a constant 
C such that 
holds for every ball B. In the case 4 = co, we shall say that $(x) belongs to 
Lip@, c0) if 
holds for every ball B. The least constant C satisfying the conditions above 
shall be denoted by j] 4 /jS,a. By Lip@), 0 < /3 < 00, we denote the set of all 
functions 4(x) defined on X such that there exists a finite constant C satisfying 
for every x and y  in X. Again, I]$ [Ia will stand for the least constant C satisfying 
the condition above. 
2. STATEMENT OF THE RESULTS 
In this paper we obtain some results dealing with the geometric structure of 
spaces of homogeneous type, which we use in order to establish the equivalence 
of several definitions of Lipschitz functions on these spaces. Related results were 
obtained in [2] and [3]. 
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The results of geometric nature are contained in the statements of the following 
theorems: 
THEOREM 1. Let X be a space of homogeneous type and let M be the set of all 
points x of X such that ~({x}) > 0. TI Zen, the set M is countable and for each x in 
M there exists r > 0 such that B(x, Y) = {xl-. 
THEOREM 2. Let d(x, y) be a quasi-distance on a set X. Then, there exists a 
quasi-distance d’(x, y) on X, a$nite constant C and a number 0 < a: < 1, such that 
(i) d’(x, y) is equivalent to d(x, y), 
(ii) for every x, y  and z in X and r > 0 
j d’(x, 2) - d’(y, z)I < C+(d’(x, y)) 
holds whenever d’(x, Z) and d’(y, 2) are both smaller than r. 
We observe that the balls, corresponding to a quasi-distance d’ satidying (i) 
above, are open sets in the topology induced by d’. 
THEOREM 3. Let (X, d, CL) be a space of homogeneous type with the property 
that the balls are open subsets. Then, the function 6(x, y) defined as 
6(x, y) = inf{p(B): B is a ball containing x and y) 
ifxfyand 
if x = y, is a quasi-distance on X. Moreover, (X, 6, p) is a normal space and the 
topologies induced on X by d and 6 coincide. 
The results about Lipschitz functions defined on spaces of homogeneous 
type are stated in the following theorems: 
THEOREM 4. Let (X, d, CL) be a space of homogeneous type. Then, if 4(x) 
belongs to Lip@, q) there exists a function 4(x) such that 
(i) 4(x) = 4(x) almost everywhere on -Y 
and 
(4 I #(4 - QW G C II 9 IIs.,WW 
holds for any ball B containing x and y. The constant C appearing in (ii) depends on 
/3 and q only. 
THEOREM 5. Let (X, d, CL) be a space of homogeneous type. Then, given 
0 < p < 00, there exists a quasi-distance 6(x, y) on A’ such that (X, 6, p) is a 
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normal space and for any 1 < q < co a function $(x) belongs to Lip@, q) of 
(X, d, p) if and only if 4(x) is equal almost everywhere to a function #(x) which 
belongs Lip(p) of (X, 6, p). Moreover, the norms I/ 4 I]a,a and j/ Q!J Ila are equivalent. 
3. PROOFS OF THE RESULTS 
Proof of Theorem 1. Assume there is a point x in M such that B(x, r) # {x} 
for every Y > 0. We are going to prove that this assumption leads to contra- 
diction. 
Let r > 0 be given. Then, there exists a point x’ such that 0 < d(x, x’) < r. 
Defining S as S = d(x, x’)/3K2, it is easy to check that 
(i) 6 < r 
(ii) d(x, x’) < 4K2(S) 
(iii) B(x’, S) C B(x, 283) 
(iv) B(x, 2KS) n B(x’, 6) = ia. 
Take 6, = 1. Proceeding by induction we define a sequence (xn}z=r of points 
and a sequence {S,)~=;, of positive numbers as x, = x’ and 6, = S where x’ 
and S are the point and the number given above for Y = Sri-r . 
It follows from (i) that the sequence {S,}~~r is decreasing and since 6, = 1 
we have 0 < 6, < 1. Therefore, by (iii) 
B(xn 9 6,) c B(x, 2K). 
IS EIeover, the sequence {B(xn , S,)}~=:=, . p airwise disjoint since for n < m we 
B&n > S,) C B(x, 2KS,,-,) C B(x, 2KS,). 
From this and (iv) we get 
B&n 9 L)nB(x,,s,)= a, 
as claimed. 
Since by (ii) x belongs to B(xn , 4K2S,), we have 
0 < cc.@+) ,< ,4B(x, , 4K2S,J) < C * dB(x, > S,)), 
where the constant C is finite and does not depend on n. 
Summing up, the sequence B, = B(x= , S,), n = 1, 2,..., is pairwise disjoint, 
B, C B(x, 2K) and 0 < ~({x}) < Cp(B,). Therefore, 
PW, 29) 2 ,f P&J = +a 
7L=l 
which is a contradiction. 
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The set M is countabIe since M -= uz=‘=, B(x,, , n) A M and each set 
W” ) ?L) n M must be countable since otherwise p(B(q, , n)) wouId be equal 
to infinity. 
Proof of Theorem 2. Let b = 3&P. For every integer n we define the set Ll, as 
u, = ((x, y): d(s, y) < b?]. 
We observe that the sets Un are symmetric, n~z-z U, = {(x, y): x = y} = A 
and the composition satisfies U, o CT, o U, C U,-, . Then, by the metrization 
theorem for uniform spaces we get a distance, P(N, y), for X such that 
u, c {(x, -y): p(x, y) < 2-‘“1. c un-1 (3.1) 
holds for every integer n. 
Let us assume .z # y. There exists an integer n such that 
b-(?‘+l) < d(x, ,1’) < b--“. 
This implies (x, y) E Un and therefore, by (3.1), p(~, y) < 2-“. Let 0 < a: < I 
be such that bCL = 2. Then 
&, y) < 2-n = bban = b-(‘*+l)=b” < 2 d(x, y)a. 
On the other hand, let m be an integer such that 
By (3.1), we have 
therefore, 
2--(7’1+1) < p(x, y) < 2-“1. 
d(x, y) < b-(@), 
d(x, y)* < be . b-a’n zz 4 * 2-(m+l) < 4 . p(x, y). 
Thus, we have shown 
4P(X, y) 3 4% Y)a 2 P(? y)/2. 
Now defining d/(x, y) = p(x, y)lia, the last inequalities imply that d(~, y) and 
8(x, y) are equivalent. I f  we take X, y  and u” satisfying d’(~, .z) < r and d’(y, a) < 
Y, we have 
j qx, z) - qy, z)I = 1 p(x, .)l/, - p(y, z)l/m 1 
< a-+--a j p(x, 2) - p(y, x)1 < a-lYl-yJ(x, y) 
= a-1+-3! d’(x, y)*, 
which ends the proof of theorem 2. 
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Proof of Theorem 3. We begin the proof by showing that 6(x, y) is a quasi- 
distance on X. 
First observe that 8(x, 2) = 0 by definition of 8. Let us show that 6(x, y) = 0 
implies x = y. Let r = d(x, y) and consider any ball B(z, s) containing x and y. 
It follows that Y < 2Ks and B(x, r) C B(z, 3K2s). Therefore 
Thus, 
0 < p(B(x, r)) < /@(x, 3K2s)) < C/4+, 4). 
6(x, y) 3 c-1 - &3(X, T)) > 0. 
The proof of part (ii) in the definition of a quasi-distance is obvious. In order 
to prove part (iii) of the same definition, consider two balls B(u, Y) and B(a, s) 
such that x, x belong to B(u, r) and x, y  belong to B(v, s). We can assume s > Y. 
Then, x and y  belong to B(v, 3K2s). Therefore 
which implies that 
Next, we show that the d-tkpology and the S-topology for X coincide. We denote 
by B(x, r) and B&(x, r) the balls with center at x and radius Y for the quasi- 
distances d and 8 respectively. Consider x in X and P > 0. If  p({x>) >, r, then 
B,(x, r) = (x} and since, by Theorem 1, {x} is an open set in the d-topology then 
B,(x, r) is a d-open set. I f  ~({x}) < Y, then 
B,(x, Y) = u {B: B is a d-ball; x, y  E B; p(B) < r] 
Since, by hypothesis, the d-balls B are d-open sets, we get that B,(x, r) 
is a d-open set. This shows that the d-topology is finer than the &topology. 
Conversely, let C be a constant satisfying p(B(z, 3K2s)) < Cp(B(z, s)) for 
every z in X and s > 0. Consider a ball B(x, r). Define t = C-$(B(x, r)). 
We are going to show that B,(x, t) C B(x, r). Take y  in B,(x, t). We can assume 
x f  y. Then, there is a ball B(z, s) such that x and y  belong to B(z, s) and 
~(B(z, s)) < t. It is easy to show that y  E B(x, 2Ks) C B(z, 3K%). Therefore 
p(B(x, 2Ks)) G p(B(x, 3K24 < G@(~, 4) -=c Cc 
but since Ct = ~(B(x, r)), we obtain 2Ks < r. Thus 
y  E B(x, 2Ks) C B(x, Y), 
as we wanted to show. 
In order to prove that (X, 6, p) is a normal space, first we observe that since 
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the balIs B, are open, they are y-measurable subsets of X. Let ~({x}) < Y < 
p(X). There exists an integer n such that 
p((x>) e p(B(x, 29) < T < PL(B(? 2”+% 
Therefore, B(q 2”) C B,(x, r) and 
On the other hand, since ~({x}) < r, we have 
B&x, v) = u (23: x E I?, p(B) < Y). 
Let B,(x, Y, E) = u {B: x E B, p(B) < r and radius of B < n}. Obviously, 
and 
Denote by R, the supremum of the radii of the balls involved in the definition 
of B,(x, Y, n). The number R, is finite. Let B(x*, r,) be a ball such that 
x E qxn 3 f,n), P*(%?z , r,)) < r and rn > R,/2. It is simple to check that 
which implies 
%i(x, r, 4 C B(xn , 5K2r,), 
This finishes the proof of Theorem 3. 
In order to prove Theorem 4 we shall need some lemmas. 
LEMIMA 1. Let (X, d, p) be a space of homogeneous type and let E be a bounded 
subset of 9. Assume that for each x belonging to E, a ball B(x, r(x)) is given. Then, 
there exists a sequence {B(x, , r(xk))} of disjoint balls such that E is contained in the 
union of the balk {B(x, , SKr(x,))}. 
For a proof of this lemma see page 69 of [I]. 
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LEMMA 2. Let B, and B2 be two balls in ,;I’ such that B, is contained in B2 . 
Let 45 belong to Lip@, q), 1 .< q < WJ. Then, we have 
Proof. By the definition of the mean of 4, we have 
therefore, taking the absolute value and enlarging the domain of integration 
BI to B, , we get 
Thus, by Holder inequality and the definition of Lip@, q), we obtain 
as we claimed in the statement of the lemma. 
LEMMA 3. Let C$ belong to Lip@, q), 1 < q < CO, g > 0. Let x0 be a point of 
-Y and let 0 < Y < R. Then, 
where C is a finite constant independent of x0 , Y, R and 4. 
Proof. I f  p(B(xO, r)) = p(B(xO, R)), then from lemma 2, we have 
which is the statement of the lemma. 
Assume now that ~(B(x,, , Y)) < p(B(x,, , R)). Let m be a non-negative 
integer such that 
~@‘?@(x,, , 4) < PWO 3 R)) d Am+l~(B(xo , 4). (3.2) 
We shall construct a sequence Y = ra < yl < **a < Y, < rml = R such that 
forO,(k<m+l. 
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Observe that (3.2) implies (3.3) for k = m + 1 and that the case k = 0 is 
obviously true. If  m 3 1, we define yfC for 1 < k < m as 
rk = max{s: ~(B(x~, s)) :< A$(B(x, , r)):. 
The existence of this maximum rI; is insured by the fact that ~(B(.Y,, , s)), 
considered as a function of s, is continuous from the left. By definition of Y/,: , 
1 < k .< m, we have 
On the other hand, if k > 1, since ~(B(x”, a~~&) < Ap(B(x, , Y~.-J) we get 
which shows that rkel < ark-r < rk . This implies that 
A”+@&, , 4) < dB(xo , T&. 
dB(xo , 4) < /@Go , 4). 
This finishes proof of the property (3.3) for the sequence [rl;j. 
In order to prove the lemma, we write 
Thus, by lemma 2 we have 
which by (3.3) is smaller than or equal to 
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which by the definition of m gives 
This finishes the proof of the lemma. 
LEMMA 4. Let+ belong to Lip@, q), x andypoints in B(x, , R) and 0 < Y < R. 
Then, we have 
where C is a finite constant independent of 4, x, y, x,, , r and R. 
Proof. For any .a belonging to B(x, , R) we have that 
B(x, , R) C B(z, 2KR) and B(x, R) C B(x, , 2KR). 
By (1.1) there exists a constant C depending only on the constants a, A and K of 
the homogeneous space, such that 
and 
PCL(B(% , R)) < p(B(z, 2W) < C . I@(,-, R)) (3.4) 
@(z, R) ,< P(B(x, , =R)) < C . LL(%, , RN. (3.5) 
Now, we have 
By lemma 3, the first and the fourth terms on the right hand side of the inequality 
(3.6) are bounded by 
C . II + llo,a@(x, W and C - II C IIB,,PP(u, W 
respectively, which in turn, by (3.9, are both less than or equal to 
C - II 4 lls,n~(% , WY- 
By Lemma 2, the second and third terms of the right hand side of the inequality 
(3.6) are bounded by 
and 
C . II 4 I!R,~P(% 9 2JWMB(x, RM.@(x, , =7-W 
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respectively, which by property (I. 1) and (3.4) are both bounded by 
which ends the proof of the lemma. 
Proof of Theorem 4. Let x be any point in X. If  in Lemma 3 we take x0 = s 
andR=l,weget 
I mBh,d(4) - f~Bd4)l < C II 4 Ila,a~(~(~7 1))” 
for0 <r < 1. 
Therefore, ~ rnec,&$)! is bounded for 0 < Y < 1. 
We define D,, n >, 1, “as a maximal set of points in S such that if x and y  
belong to D, then d(x, y) 3 l/n. Denote by D the union of the sets D, . This 
set D is countable. Let M be the set defined in Theorem 1 and denote by F 
the union D u M. By Theorem 1, F is a countable set. Therefore, we can find a 
sequence (YJ~=~ converging to zero such that 
exists for every x in the countable set F. Next, we are going to show that the 
limit of mBca,r,h9 exists for every o in X. Let x be a point in the complementary 
set of F. Then, given E > 0, there is an 7 > 0 such that ~(B(x, 7)) < E. Let y  
belong F and such that d(x, y) < 7. Then 
Since y  belongs to F we can choose 11 and m big enough such that 
and I, and Y, become smaller than 7. 
Using Lemma 4, we get that 
which shows the convergence of mB~z,r,,(+) at every point x in A?. 
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If we define zJ(.z) as the limit 
then, by Lemma 4, we get 
for every x and y in the ball B. 
Next, we wilI show that the function t&x) defined above is equal to 9(x) 
almost everywhere on X. With this purpose, we are going to prove that for 
every point x in X and E > 0 there exists a ball B(x, Y(X)) such that 0 < y(x) < 1 
and 
s Bh,rh)) 
I 4(Y) - RY)l” MY) d E * /@(X3 G4)). (3.8) 
Let x belong to M, then there is a number Y, 0 < r < I, such that B(x, Y) = 
{z]. Therefore, mB(z,,,)(+) = +(zc) f or a I1 Y, < Y, showing that $(x) = #(x) and 
s B&,79 
14(Y) - #(Y)l” 44Y) = 0, 
which implies (3.8) for x in M. Let x belong to the complementary set of M 
and let B be a ball with center at A+. Then, we have 
[dB)-l s,I+(Y) - (t(r)l” MY)]~‘~ 
,< [~@)--l~~ Id(Y) - fll~(#)i%(Y)]~‘* + 1 mB(+) - #(X)i 
+ [MY jB I IL@) - ELI* c(y~]li*~ 
Thus, by (1.3) and (3.7), this is smaller than or equal to 
Choosing B = B(x, Y,), where rn is such that 
and 
2C . II 4 I!~,,&+, r,)fs < 2-ws 
I %(x,1.,)(4> - 4ca < 2-1@; 
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we get 
which completes the proof of (3.8). 
Now, let B = B(x, , R) be a ball. Then we have that for every point x in B 
there is a ball B(x, T(X)) satisfying (3.8). By Lemma 1 there exists a sequence 
PCs 7 &J)> such that B is contained in the union u B(xn , Y(x~)) and the 
sequence {B(xn , (4K))lr(x,))} is pairwise disjoint. Therefore, 
s I d(Y) - #(Y)l” 443’) B 
<I?/ n=l B(I T(z )) I HY) - NY)lg MY) 
n* n 
< E f 14% 9 r(4)) < EC * f CL(B(X, > (4fT +J)). 
n=1 n=l 
Recalling that Y(X) < 1, we get 
B@n 2 (4WYxnN C B(x, , K(R + I)), 
therefore, 
Since E is an arbitrary positive number, we obtain 
s 14(Y) - IcI(Y)I” 44Y) = 0 B 
This shows that the functions +(x) and 4(x) are equal almost everywhere, 
ending the proof of the theorem. 
Proof of Theorem 5. By Theorem 2 there exists a quasi-distance d’(x, y) 
equivalent to d(x, y) with the property that #-balls are open sets. Applying 
Theorem 3 to (X, d’, p) we get a normal space (X, 6, p) where 
and 
Q, Y> = 0 if x = y, 
6(x, y) = inf{p(B): B is a d’-ball containing x and y> if x # y. 
W/33/3-5 
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Since d and d’ are equivalent, we obviously have that the Lip(p, 4) spaces for 
(X, 4 P) and (3 d’, CL) are the same, with equivalent norms. By Theorem 4, 
given $ in the Lip@, Q) spaces for (X, d’, p), there exists a function 4 equal to 4 
almost everywhere, such that 
holds for every pair x and y and every d’-ball B containing x and y. The constant 
C depends on q and p only. Then by definition of S(x, y) we get 
I #(x) - vqY>l G c II d lls**W~ Y>” 
which shows that # belongs to Lip(p) of the normal space (X, 6, p). 
The proof of the fact that if $(x) belongs to Lip(p) of the normal space 
(X, 6, ,u) then every4 which is equal to # almost everywhere belongs to Lip@ q) 
of (X, d, p), is trivial. 
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