Integral operators arising from the Riemann zeta function by Suzuki, Masatoshi
ar
X
iv
:1
90
7.
07
30
2v
1 
 [m
ath
.N
T]
  1
7 J
ul 
20
19
INTEGRAL OPERATORS ARISING FROM THE RIEMANN ZETA
FUNCTION
MASATOSHI SUZUKI
Abstract. In this paper we have two issues coming from the same background. The
first one is to describe a certain ratio of Fredholm determinants of integral operators
arising from the Riemann zeta function by using the solution of a single integral
equation. The second one is to introduce a new integral operator arising from the
Riemann zeta function and to study its basic analytic properties.
Dedicated to Professor Kohji Matsumoto
at the occasion of his 60th Birthday
1. Introduction
The Riemann xi-function ξ(s) = 2−1s(s − 1)π−s/2Γ(s/2)ζ(s) is an entire function
satisfying the functional equation ξ(s) = ξ(1 − s), where ζ(s) is the Riemann zeta-
function. In terms of ξ(s), the Riemann hypothesis (RH, for short) asserts that all zeros
of ξ(1/2 − iz) are real. In [6], Lagarias pointed out a relationship between the RH and
the theory of de Branges spaces which are reproducing kernel Hilbert spaces consisting
of entire functions. The structure of subspaces of a given de Branges space is determined
by a Sym2(R)-valued function H(t) on an interval which is called a Hamiltonian. Put
Eζ(z) = ξ(1/2 − iz) + ξ′(1/2 − iz), and suppose the RH and the simplicity of all zeros.
Then Eζ generates the de Branges space B(Eζ). As suggested in [6], the problem to
determine an explicit form of the Hamiltonian of B(Eζ) is interesting and important for
the study of the RH. However, it is as difficult as the case of general de Branges spaces.
Therefore, we studied the family
Eω,νζ (z) = ξ(
1
2 + ω − iz)ν , (ω, ν) ∈ R>0 × Z>0
instead of Eζ in [8]. Under the RH, each E
ω,ν
ζ generates the de Branges space B(Eω,νζ ),
where the simplicity of zeros is unnecessary. An advantage of Eω,νζ is that the Hamilton-
ianHω,νζ (t) of B(Eω,νζ ) can be constructed explicitly as follows for each (ω, ν) ∈ R>0×Z>0
satisfying ων > 1.
For t ≥ 0, we define the operator K[t](= Kω,νζ [t]) on L2(−∞, t) by
(K[t]f)(x) = 1(−∞,t](x)
∫ t
−∞
K(x+ y)f(y) dy, (1.1)
where 1A(x) is the characteristic function of a subset A ⊂ R, and the integral kernel
K(x) := Kω,νζ (x) is defined by its Fourier integral as follows(
ξ(s − ω)
ξ(s + ω)
)ν
=
∫
∞
−∞
Kω,νζ (x)e
izx dx, s =
1
2
− iz (1.2)
for x ≥ 0 and K(x) = 0 for x < 0. The RH implies that det(1±K[t]) 6= 0 for every t ≥ 0
([8, Prop. 4.4]). Thus,
m(t) :=
det(1 + K[t])
det(1− K[t])
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defines a function of t ∈ [0,∞), where “det” stands for the Fredholm determinant. Then
we proved that the diagonal matrix-valued function H(t) := diag(m(t)−2,m(t)2) is the
Hamiltonian of the de Branges space B(Eω,νζ ) ([8, Thms 2.2 and 2.3]). The function
m(t) satisfies the formula
m(t) = exp
(∫ t
0
(φ+(τ, τ) + φ−(τ, τ)) dτ
)
, (1.3)
where φ±(t, x) consists of the unique solutions of the integral equations
φ±(t, x)±
∫ t
−∞
K(x+ y)φ±(t, y) dy = K(x+ t) (1.4)
on L2(−∞, t) ([8, (3.32), (3.35)]). The solutions φ±(t, x) are also important because
their extensions to functions of x on R describe the solution of the canonical system
attached to H(t).
In this paper, we consider the integral equations
Φ(t, x) +
∫ t
−∞
K(x+ y)Φ(t, y) dy = 1[−t,t](x) (1.5)
and
Ψ(t, x)−
∫ t
−∞
K(x+ y)Ψ(t, y) dy = 1[−t,t](x) (1.6)
instead of the pair of integral equations (1.4). Then, m(t) and φ±(t, x) are obtained
from the solution of one of these single equation as follows.
Theorem 1.1. Let τ > 0 be a real number such that det(1±K[t]) 6= 0 for every 0 ≤ t < τ
for the operator (1.1). Then the unique solution Φ(t, x) (resp. Ψ(t, x)) of the integral
equation (1.5) (resp. (1.6)) is a continuous function of x, Φ(t, t) (:= limx→t− Φ(t, x)) 6= 0
(resp. Ψ(t, t) (:= limx→t− Ψ(t, x)) 6= 0) for every 0 < t < τ , and the following formulas
hold for 0 < t < τ :
φ+(t, x) = − 1
Φ(t, t)
∂
∂t
Φ(t, x) =
1
Ψ(t, t)
∂
∂x
Ψ(t, x), (1.7)
φ−(t, x) = − 1
Φ(t, t)
∂
∂x
Φ(t, x) =
1
Ψ(t, t)
∂
∂t
Ψ(t, x), (1.8)
m(t) =
1
Φ(t, t)
= Ψ(t, t). (1.9)
As for assumptions of Theorem 1.1, it is proved unconditionally that there exists
τ > 0 such that det(1 ± K[t]) 6= 0 for every 0 ≤ t < τ , and τ = ∞ under the RH ([8,
Props. 4.2 and 4.4]).
Now, we change the issue to the second one. As proved in [8, Thm. 2,4], an equivalent
condition for the RH is stated by using the family of operators Kω,νζ [t]. However, it
would better, if it could be improved finding an equivalent condition using only one
single operator avoiding parameters ω and ν. As an attempt to achieve such a result,
we consider the following matters. If ν = θ/ω, the left-hand side of (1.2) has the limit
lim
ω→0
(
ξ(s− ω)
ξ(s+ ω)
)θ/ω
= exp
(
−2θ ξ
′
ξ
(s)
)
.
Then we expect that the kernel Kθ(x) of the Fourier integral formula
exp
(
−2θ ξ
′
ξ
(s)
)
=
∫
∞
−∞
Kθ(x)e
izxdx, s =
1
2
− iz (1.10)
plays a role similar to Kω,νζ (x) of (1.2). In fact, Kθ(x) satisfies the following properties
corresponding to the latter four of five properties (K1)∼(K5) required for Kω,νζ (x) in
[8].
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Theorem 1.2. If θ > 1, Kθ(x) of (1.10) has the following properties:
(K-ii) Kθ(x) is a real-valued continuous function on R such that Kθ(x)≪ exp(x/2) as
x→ +∞ and (1.10) holds for ℑ(z) > 1/2,
(K-iii) Kθ(x) = 0 for x < 0,
(K-iv) Kθ(x) is continuously differentiable on R \ {log n |n ∈ N} and |K ′θ(x)| is locally
integrable on R,
(K-v) there exists 0 < τ ≤ ∞ such that det(1±Kθ[t]) 6= 0 for 0 ≤ t < τ , where Kθ[t] is
the operator defined by (1.1) for Kθ(x).
We make some more comments on the function Kθ(x). We have
exp
(
−2θ ξ
′(s)
ξ(s)
)
= exp
(
−2θγ
′(s)
γ(s)
)(
−2θ ζ
′(s)
ζ(s)
)
if we put γ(s) = 2−1s(s − 1)π−s/2Γ(s/2). The right factor on the right-hand side has
the Dirichlet series expansion
exp
(
−2θ ζ
′
ζ
(s)
)
=
∞∑
n=1
λθ(n)
ns
(1.11)
endowed with multiplicative coefficients λθ(n) for ℜ(s) > 1. Thus, the Fourier integral
formula
exp
(
−2θγ
′
γ
(s)
)
=
∫
∞
−∞
gθ(x) e
izxdx, s =
1
2
− iz, (1.12)
shown later, implies the series representation
Kθ(x) =
∞∑
n=1
λθ(n)√
n
gθ(x− log n) (1.13)
consisting of the “non-archimedean” or “arithmetic” part λθ and the “archimedean” part
gθ. The Dirichlet series (1.11) and its coefficients λθ(n) are studied in detail by Ihara [2]
and Ihara–Matsumoto [3, 4] to investigate the value distribution of ζ ′/ζ. Therefore, to
prove Theorem 1.2, we mainly study gθ(x) in §3.
As shown in §3, gθ(x) = 0 for x < 0, thus the sum on the right-hand side of (1.13)
is finite for a bounded range 0 ≤ x ≤ x0. Further, we show in §4 that gθ(x) is well
approximated by series consisting of Bessel functions in such a range. Combining such
approximations of gθ(x) with (1.13), we can calculate m(t), Φ(t, x) and φ
±(t, x) easily
at least in a computational sense (cf. [1]).
Acknowledgments This work was supported by KAKENHI (Grant-in-Aid for Scien-
tific Research (C)) No. 17K05163.
2. Proof of Theorem 1.1
Proofs of (1.7) and (1.8) Formulas in (1.7) and (1.8) are proved by a way similar
to Krein [5]. First we prove Φ(t, t) 6= 0 for 0 < t < τ . The function Φ(t, x) is a continuous
function of x on [−t, t] by the continuity of K(x) and 1[−t,t](x). Differentiating (1.5)
with respect to x, we have
∂
∂x
Φ(t, x) +
∫ t
−∞
K ′(x+ y)Φ(t, y) dy = 0 (2.1)
for −t < x < t. This shows that (∂/∂x)Φ(t, x) is a continuous function of x on [−t, t],
since |K ′(x)| is locally integrable ([8, Prop. 4.1]). Thus, (∂/∂x)Φ(t, x) ∈ L2(−t, t).
Applying integration by parts to (2.1),
∂
∂x
Φ(t, x) +K(x+ t)Φ(t, t)−
∫ t
−∞
K(x+ y)
∂
∂y
Φ(t, y) dy = 0. (2.2)
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Therefore, if we suppose that Φ(t, t) = 0,
∂
∂x
Φ(t, x)−
∫ t
−∞
K(x+ y)
∂
∂y
Φ(t, y) dy = 0.
This asserts that (∂/∂x)Φ(t, x) is a solution of the homogeneous equation (1−K[t])f = 0
on L2(−t, t), and thus (∂/∂x)Φ(t, x) = 0. If Φ(t, x) = c for−t < x < t, c
(
1 +
∫ x+t
0 K(y) dy
)
=
1. Hence, K(x) = 0 on [0, 2t) which implies that Φ(t, x) = 1[−t,t](x) for −t < x < t by
(1.5). Therefore, Φ(t, t) = 1 by the continuity of Φ(t, x) for x. This is a contradiction.
Similar arguments also prove Ψ(t, t) 6= 0 for 0 < t < τ .
Equation (2.2) implies that −(∂/∂x)Φ(t, x)/Φ(t, t) solves (1.4) for the minus sign.
Hence the uniqueness of the solution concludes the first equality of (1.8). The second
equality of (1.7) is also proved by the same way. On the other hand, by differentiating
(1.5) with respect to t,
∂
∂t
Φ(t, x) +K(x+ t)Φ(t, t) +
∫ t
−∞
K(x+ y)
∂
∂t
Φ(t, y) dy = 0.
This shows that −(∂/∂t)Φ(t, x)/Φ(t, t) solves (1.4) for the plus sign. Hence the unique-
ness of the solution concludes the first equality of (1.7). The second equality of (1.8) is
also proved by the same way. 
Proof of (1.9) Taking x = t in equation (1.5) and then differentiating it with
respect to t,
0 =
d
dt
(Φ(t, t)) + 2K(2t)Φ(t, t)
−
∫ t
−∞
K(t+ y)
∂
∂y
Φ(t, y) dy +
∫ t
−∞
K(t+ y)
∂
∂t
Φ(t, y) dy.
Using (1.7) on the right-hand side,
d
dt
(Φ(t, t))+ 2K(2t)Φ(t, t)
− Φ(t, t)
∫ t
−∞
K(t+ x)(φ+(t, x)− φ−(t, x)) dx = 0.
(2.3)
On the other hand, by the proof of [8, Thm. 6.1], we have
1
2
(φ+(t, x) + φ−(t, x))
= K(x+ t)−
∫ t
−∞
K(x+ y)
1
2
(φ+(t, y)− φ−(t, y)) dy.
Substituting this into (2.3) after taking x = t, we get
d
dt
(Φ(t, t)) + Φ(t, t)(φ+(t, t) + φ−(t, t))) = 0. (2.4)
Therefore, Φ(t, t) = C exp
(
− ∫ t0 (φ+(τ, τ) + φ−(τ, τ)), dτ) = Cm(t)−1 by (1.3). To
determine C, we take x = t = 0 in equation (1.5). Then Φ(0, 0) = 1, since the integral
on the left-hand side is zero because K(x) = 0 for x < 0, and thus C = 1 by m(0) = 1
(since K[0] is the zero operator). Hence we obtain the first equality of (1.9). The second
equality of (1.9) is proved by the same way. 
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3. Proof of Theorem 1.2
Let ψ(s) = Γ′(s)/Γ(s) be the digamma function. To study gθ(x) from (1.12), we need
the following result.
Proposition 3.1. For θ > 0, we define
Ψ1θ(x) :=
1
2π
lim
U→∞
∫ U+ic
−U+ic
[
sθ · exp
(
−θψ(s)− θ
s
)
− 1
]
e−izxdz, (3.1)
where s = 1/2− iz. Then the right-hand side converges for c > −1/2 and the integral is
independent of such c. Ψ1θ(x) is a real-valued continuous function on (0,∞), Ψ1θ(x) = 0
on (−∞, 0), Ψ1θ(x)≪ 1 as x→ 0+, Ψ1θ(x)≪ exp(−x/2) as x→ +∞, and
sθ · exp
(
−θψ(s)− θ
s
)
− 1 =
∫
∞
0
Ψ1θ(x)e
izxdx, s =
1
2
− iz (3.2)
holds for ℑz > −1/2.
Proof. The integrand of (3.1) is holomorphic in ℑz ≥ −1/2 except for z = −i/2, since
ψ(s) + s−1 = ψ(s+1) is holomorphic in ℜ(s) > −1. The Stirling formula of log Γ(s) for
| arg s| ≤ π − δ and |s| ≥ δ ([9, §12.33, §13.6]) derives the asymptotic expansion
ψ(s) = log s− 1
2s
−
N−1∑
n=1
B2n
2ns2n
+O(|s|−2N ) (3.3)
in the same region. Using this with ψ(s) + s−1 = ψ(s + 1), we have
sθ · exp
(
−θψ(s)− θ
s
)
− 1
= exp
(
θ log
s
s+ 1
+
θ
2(s + 1)
+
N−1∑
n=1
θB2n
2n(s+ 1)2n
+O(|s|−2N )
)
− 1
= exp
(
−θ
∞∑
n=1
1
n(s+ 1)n
+
θ
2(s+ 1)
+
N−1∑
n=1
θB2n
2n(s + 1)2n
+O(|s|−2N )
)
− 1
= − θ
2(s+ 1)
+
θ(3θ − 10)
24(s + 1)2
+
2N−1∑
n=3
Cn−1(θ)
(s+ 1)n
+O(|s|−2N )
for some polynomials Cn(θ) ∈ Q[θ]. Hence
Ψ1θ(x) =
(
−θ
2
u(x) +
2N−1∑
n=2
Cn−1(θ)
(n − 1)! x
n−1
)
e−3x/21[0,∞)(x)+
+
1
2π
∫
∞+ic
−∞+ic
RN (s)e
−izxdz
(3.4)
by [7, p. 167], where u(x) = 1 for x > 0, u(0) = 1/2, and
RN (s) =
(
sθ exp
(
−θψ(s)− θ
s
)
− 1
)
−
(
−θ
2(s+ 1)
+
2N−1∑
n=2
Cn−1(θ)
(s+ 1)n
)
which is holomorphic in ℜ(s) ≥ 0 except for s = 0 and satisfies RN (s) = O(|s|−2N ).
This estimate enables us to move the path of integration as ℑz = c → +∞ if N ≥
1. Therefore,
∫
∞+ic
−∞+icRN (s)e
−izxdz = 0 for x < 0 and the integral is bounded as
x → 0+. On the other hand, by moving the path of integration as ℑz = c → −1/2,∫
∞+ic
−∞+icRN (s)e
−izxdz ≪ exp(−x/2) as x → +∞. Hence, (3.2) holds for ℑz > −1/2 by
the Fourier inversion formula. Moreover, we find that Ψ1θ(x) is real-valued by considering
(3.2) for pure-imaginary z. 
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Proposition 3.2. Let θ > 0. There exists a real-valued continuous function Ψθ, con-
tinuously differentiable on (0,∞), such that
exp(−θψ(s)) =
∫
∞
0
Ψθ(x) e
izx dx, s =
1
2
− iz (3.5)
holds for ℑz > −1/2, Ψθ(x) = 0 for x < 0, Ψθ(x) = Γ(θ)−1xθ−1 + O(xθ) as x → 0+,
and Ψθ(x)≪ exp(−κx) as x→∞ for any κ < 1/2.
Proof. Define Ψ0θ,α(x) = 0 for x < 0 and
Ψ0θ,α(x) = e
−x/2(x/α)(θ−1)/2Iθ−1(2
√
αx ) (3.6)
for x ≥ 0, where Iν(z) is the modified Bessel function of the first kind. Then Ψ0θ,α(x) is
continuously differentiable on (0,∞) and
1
sθ
exp
(α
s
)
=
∫
∞
0
Ψ0θ,α(x) e
izxdx, s =
1
2
− iz, (3.7)
holds if ℑz > −1/2 and θ > 0 by [7, p. 173] (and the changing of variable log(1/x) 7→ x).
The trivial equality
exp(−θψ(s)) = 1
sθ
exp
(
θ
s
)
+
1
sθ
exp
(
θ
s
)
·
[
sθ exp
(
−θψ(s)− θ
s
)
− 1
]
implies that (3.5) holds for
Ψθ(x) = Ψ
0
θ,θ(x) +
∫ x
0
Ψ0θ,θ(y)Ψ
1
θ(x− y) dy. (3.8)
In fact, the integral on the right-hand side exists by Proposition 3.1 and
Ψ0θ,θ(x) = x
θ−1(Γ(θ)−1 +O(x)) (3.9)
which is derived from the series expansion
Iν(z) =
∞∑
m=0
(z/2)2m+ν
m!Γ(ν +m+ 1)
. (3.10)
Clearly, Ψθ(x) is continuous on (0,∞), vanishes on (−∞, 0) and is continuously differ-
entiable on (0,∞). Therefore it remains to show the upper bound for large x > 0. By
(3.9),
Ψθ(x) = Ψ
0
θ,θ(x) +O(x) = x
θ−1(Γ(θ)−1 +O(x)) +O(x)
as x→ 0+. The asymptotic formula
Iν(z) =
ez√
2πz
(1 +O(|z|−1)), | arg z| < π/2, |z| → ∞
derives
Ψ0θ,α(x)≪ x(2θ−3)/4 exp
(
−x
2
+ 2
√
θx
)
≪ exp(−κx) (3.11)
as x → +∞ for any κ < 1/2. By Proposition 3.1, ex/2Ψ1θ(x) is uniformly bounded on
[0,∞). Therefore,∫ x
0
Ψ0θ,θ(y)Ψ
1
θ(x− y) dy =
∫ x
0
Ψ0θ,θ(y)e
−(x−y)/2 · e(x−y)/2Ψ1θ(x− y) dy
≪ e−x/2
∫ x
0
ey/2|Ψ0θ,θ(y)| dy = e−x/2
∫ x
0
ey/2Ψ0θ,θ(y) dy,
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since |Iν(z)| = Iν(z) for real z, θ by (3.10). Using (3.10) again,∫ x
0
ey/2Ψ0θ,θ(y) dy =
∫ x
0
yθ−1
∞∑
m=0
1
m!Γ(θ +m)
(θy)m dy
=
∞∑
m=0
θm
m!Γ(θ +m+ 1)
ym+θ = (x/θ)θ/2Iθ(2
√
θx) = ex/2Ψ0θ+1,θ(x).
Hence
∫ x
0 Ψ
0
θ,θ(y)Ψ
1
θ(x − y) dy ≪ Ψ0θ+1,θ(x) as x → ∞ which implies the estimate
Ψθ(x)≪ exp(−κx) by (3.11). 
Proof of Theorem 1.2 (K-ii), (K-iii) We have
exp
(
−α
s
)
=
∫
∞
0
J0(2
√
αx) s e−sxdx, (3.12)
for ℜs > 0 by [7, p. 173] (and the changing of variable log(1/x) 7→ x). Therefore, by
integration by parts,
exp
(
−α
s
)
− 1 =
∫
∞
0
d
dx
J0(2
√
αx) e−sxdx
= −α
∫
∞
0
J1(2
√
αx)√
αx
e−sxdx.
Combining this with (3.5) and the equality
exp
(
−2θγ
′(s)
γ(s)
)
= πθ exp
(−θψ( s2 + 1))
+ πθ exp
(−θψ( s2 + 1))
[
exp
(
− 2θ
s− 1
)
− 1
]
,
we obtain
gθ(x) = 2π
θe−
3
2
xΨθ(2x)
− 4θπθe− 32x
∫ x
0
Ψθ(2(x− y))e
2yJ1(2
√
2θy)√
2θy
dy.
(3.13)
In particular, gθ(x) is a real-valued continuous function on R vanishing on (−∞, 0) by
Proposition 3.2 and the assumption θ > 1. Thus formula (1.13) implies (K-iii). The
Dirichlet series (1.11) converges absolutely for ℜ(s) > 1 ([2, Prop. 3.9.5] or [3, Thm.
2]). Therefore, (1.10) holds for ℑz > 1/2 by Proposition 3.2 and the Fubini theorem.
Moreover, we have Kθ(x)≪ exp(x/2) by moving the path of integration in the inversion
formula of (1.10) noting the growth of ψ(s) and the non-vanishing of ζ(s) for ℜ(s) ≥ 1.

Proof of Theorem 1.2 (K-iv) By (1.13) and Proposition 3.2, it remains to show
that |(d/dx)gθ(x)| is integrable around x = 0. We have
d
dx
gθ(x) = −3e−
3
2
x
(
Ψθ(2x)− 2θ
∫ x
0
Ψθ(2(x − y))e
2yJ1(2
√
2θy)√
2θy
dy
)
+ 2e−
3
2
x
(
d
dx
Ψθ(2x)− 2θ
∫ x
0
d
dx
Ψθ(2(x− y))e
2yJ1(2
√
2θy)√
2θy
dy
)
and
d
dx
Ψθ(x) =
d
dx
Ψ0θ,θ(x) +
∫ x
0
d
dy
Ψ0θ,θ(y)Ψ
1
θ(x− y) dy.
Applying the series expansion (3.10) to definition (3.6) of Ψ0θ,α, we easily find that
|(d/dx)Ψ0θ,θ(x)| is integrable around x = 0 by the assumption θ > 1. Therefore, the
above two equalities implies that |(d/dx)gθ(x)| is integrable around x = 0. 
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Proof of Theorem 1.2 (K-v) Put s = 1/2− i(u+ iv). For δ > 0, the estimate
exp
(
−2θ ξ
′
ξ
(s)
)
≪ exp (−θℜψ(s/2))≪ (1 + v)−θ (3.14)
holds uniformly for u ∈ R and v ≥ 1/2+ δ with the implied constant depending only on
δ > 0. On the other hand, it will be shown that
(FKθf)(z) = exp
(
−2θ ξ
′
ξ
(s)
)
(Ff)(−z), s = 1
2
− iz (3.15)
holds for f ∈ L2(−∞, t) and ℑz > 1/2, where (Ff)(z) = ∫∞
−∞
f(x)eizxdx. Then, (K-v)
is proved by a way similar to the proof of [8, Prop. 4.2] if we use (3.14) (resp. (3.15))
instead of (4.3) (resp. (3.3)) of [8]. Hence it remains to show that (3.15) holds for
f ∈ L2(−∞, t) and ℑz > 1/2.
Let f ∈ L2(−∞, t). Then, (Ff)(−(u+ iv)) = ∫ t
−∞
f(x)evx−iux dx is defined if v ≥ 0.
On the other hand, Kθf is defined and has a support in [−t,∞) (but not necessarily
L2(−t,∞)), since we see (Kθf)(x) =
∫ t
−xKθ(x+y)f(y) dy. Moreover, Kθ(x)≪ exp(x/2)
implies (Kθf)(x) ≪ exp(x/2), and hence (FKf)(u + iv) =
∫
∞
−t (Kθf)(x)e
−vx+iux dx is
defined if v > 1/2. As a consequence, the calculation
(FKθf)(z) =
∫
∞
−∞
∫
∞
−∞
Kθ(x+ y) e
izx dx f(y) dy
=
∫
∞
−∞
Kθ(x) e
izx dx
∫
∞
−∞
f(y) e−izy dy
= exp
(
−2θ ξ
′
ξ
(s)
)
(Ff)(−z)
is justified if ℑz > 1/2. Hence we complete the proof. 
4. Approximate formulas
In this section, we study approximate formulas of Ψθ(x) and gθ(x) in a bounded
range 0 ≤ x ≤ x0. This is because formulas (3.8) and (3.13) are not so explicit from a
computational point of view, since Ψ1θ(x) is given by the inversion formula (3.1).
If R(s)≪ |s|−N as |s| → ∞ in ℜ(s) > 1,
1
2π
∫
∞+ic
−∞+ic
R
(
1
2
− iz
)
e−izxdz ≪ ecx0(12 + c)1−N
for c > 1/2 and 0 ≤ x ≤ x0, where the implied constant depends only onR(s). Therefore,
the asymptotic expansion
sθ exp
(
−θψ(s)− θ
s
)
− 1 =
N−1∑
n=1
C˜n(θ)
sn
+O(|s|−N ) (4.1)
for | arg s| ≤ π − δ, |s| ≥ δ derived from (3.3) implies that Ψ1θ(x) is well approximated
by
Ψ1,Nθ (x) := 1[0,∞)(x)e
−x/2
N−1∑
n=1
C˜n(θ)
(n− 1)!x
n−1 (4.2)
in a bounded range 0 ≤ x ≤ x0 if N is sufficiently large, where C˜1(θ) = −θ/2, C˜2(θ) =
θ(3θ+2)/24, etc. More precisely, Ψ1θ(x)−Ψ1,Nθ (x)≪ e(1/2+ǫ)x0(1+ǫ)1−N for 0 ≤ x ≤ x0,
where ǫ > 0 is a given constant. Thus Ψθ(x) is well approximated by
ΨNθ (x) := Ψ
0
θ,θ(x) +
∫ x
0
Ψ0θ,θ(y)Ψ
1,N
θ (x− y) dy (4.3)
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in a bounded range 0 ≤ x ≤ x0 if N is sufficiently large, that is,
Ψθ(x)−ΨNθ (x) =
∫ x
0
Ψ0θ,θ(y)(Ψ
1
θ(x− y)−Ψ1,Nθ (x− y)) dy
≪ e(1/2+ǫ)x0
∫ x0
0
|Ψ0θ,θ(y)| dy · (1 + ǫ)1−N .
For the integral on the right-hand side of (4.3), the trivial equality
1
sθ
exp
(
θ
s
)
·
N−1∑
n=1
C˜n−1(θ)
sn
=
N−1∑
n=1
C˜n(θ)
1
sθ+n
exp
(
θ
s
)
combined with (3.7) and (4.1) gives∫ x
0
Ψ0θ(y)Ψ
1,N
θ (x− y) dy =
N−1∑
n=1
C˜n(θ)Ψ
0
θ+n,θ(x).
Hence, by taking C˜0(θ) = 1, we obtain
ΨNθ (x) =
N−1∑
n=0
C˜n(θ)Ψ
0
θ+n,θ(x).
These sums are useful for calculating Ψθ(x) in computational ways.
On the other hand, we note the decomposition
exp
(
−θψ
(s
2
+ 1
)
− 2θ
s− 1
)
=
1
wθ
exp
(
θ
w
)
· wθ exp
(
−θψ(w)− θ
w
)
· exp
(
− 2θ
2w − 3
)
,
where w = (s+ 2)/2, and the asymptotic expansion
wθ exp
(
−θψ(w)− θ
w
)
exp
(
− 2θ
2w − 3
)
= 1 +
N−1∑
n=1
An(θ)
wn
+O
(|w|−N)
for large w derived from (3.3), where A1(θ) = −3θ/2, A2(θ) = θ(27θ − 34)/24, etc.
Then, we find that gθ(x) is well approximated by
gNθ (x) = Ψ
2
θ,θ(x) +
N−1∑
n=1
An(θ)Ψ
2
θ+n,θ(x),
with Ψ2θ,α(x) := 2e
−3x/2Ψ0θ,α(2x) in a bounded range 0 ≤ x ≤ x0, since
∫
∞
0 Ψ
2
θ,α(x)e
izx dx =
w−θ exp(α/w) with w = (s + 2)/2 and s = 1/2 − iz holds by (3.7). As before, “well
approximated” means that gθ(x)− gNθ (x)≪x0,ǫ (1 + ǫ)−N holds for 0 ≤ x ≤ x0.
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