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Abstract— This paper presents a novel approach to formulate 
an aggressively thinned sparse antenna array suitable for 
orthogonal multi-beam receiver applications. The power patterns 
of M×N element planar rectangular array are first reduced to 
orthogonally placed cross multiplicative sub-arrays. These arrays 
are then re-distributed using a compressive sensing (CS) approach 
in order to achieve array thinning along two 1-D sub-arrays for a 
fixed steered beam projection. A multi-beam synthesis approach 
is then implemented which permits efficient beam maxima as well 
as null placement of multiple interlaced far-field patterns. 
Numerical examples are presented to show the implementation of 
the proposed approach.  
 
Index Terms— Multiplicative array, compressive sensing, beam 
space modulation, millimeter-wave, massive MIMO, 5G 
I. INTRODUCTION 
he increasing number of wireless devices required for 
future wireless communication system have multiplied data 
traffic volume. Various advanced wireless technologies have 
been developed and investigated over the last few years that 
have the potential to increase the capacity of a wireless 
communications system. Millimeter wave (mm-wave) 
technology is considered to be among the most notable 
candidate for the next generation communication systems 
because of promising features like high spectral efficiency [1], 
[2]. Other techniques such as beam space modulation [3]–[5] 
may also have a major role to play.  
In general, as with all systems an increasing number of 
antenna elements means that number of associated RF chains 
required for beam forming also increases with attendant cost 
and power consumption penalties. One way to reduce the 
required expensive mm-wave equipment is by moving the basic 
signal processing close to the antennas. Some approaches (e.g. 
[6]–[8]) have investigated this and proposed the best choice of 
an array aperture.  
The promising features of the sparse arrays (first reported 
about half a century ago [9]) have led to an intense research 
efforts in this field. Originally, synthesis strategies based on the 
iterative least squares [10], steepest-descent technique [11], and 
optimum autocorrelation function [12] were proposed. With the 
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new developments in mm-wave arrays, a number of approaches 
based on finding a thinnest and sparsest configuration to match 
the desired pattern have started to surface. Thinned and sparse 
array synthesis is considered as a prolific field for evolutionary 
and stochastic optimization techniques, which require a 
definition of a suitable cost function. Some recent efforts 
aligned with this general idea used stochastic approximation 
[13], nested optimization [14] and iterative techniques [15]. 
Recent research efforts have shown to outperform previous 
approaches in terms of required radiation characteristics and 
convergence speed. Some of the most notable techniques 
include genetic algorithm (GA) [16], [17], iterative Fourier 
transform (IFT) [10], [18], particle swarm (PS) [19]–[21], 
multi-level branch-and-bound (B&B) [22] matrix pencil 
method [23], Compressive sensing [24], [25], invasive weed 
(IW) [26], ant colony [27] and so on. A number of hybrid 
schemes of multiple approaches were also proposed [28], [29].    
It is noteworthy that although these approaches show 
effectiveness in reproducing the desired/reference patterns, 
some do not work for asymmetrical beams. Some recent 
advance methods like Bayesian compressive sensing has 
overcome this problem too [30]. Achieving a steerable thinned 
and sparse array solution requires a fully connected array 
hardware with RF switches where the beam projection is 
controlled by phase shifters or periodic time sequencing. The 
primary goal for this paper is to develop an aggressive thinned 
antenna array synthesis approach that preserves the ability to 
create a multiplicity of orthogonal beams located at any position 
in u, v space. To facilitate this we first map a 2-dimensional (2-
D) array to a  multiplicative array, [31] and then show how the 
number of array elements from which it is comprised can be 
further reduced by using compressive sensing. Next we propose 
a multi-beam orthogonal beam space synthesis method, based 
on a directional modulation approach, [32], [33], and 
demonstrate an example three beam solution. In contrast to 
dynamically steerable beam satisfying a priori reference field 
pattern [22], [26], [34], [35] the proposed approach focus only 
on the fixed beam operation which requires minimum hardware 
cost. Theoretical formulation of the approach is presented in 
section II, implementation of the approach with an aid of a 
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numerical example and corresponding results are discussed in 
section III, while the findings are concluded in section IV of the 
paper.  
II. ARRAY THINNING ANALYSIS 
A. Multiplicative Array Synthesis 
Consider a planar M×N element 2-D uniformly distributed 
array. The array factor consisting of isotropic antenna elements 
in the xy-plane can be defined as 
1 1
( sin sin )( sin cos )
0 0
( , ) y nyx mx
M N
j knd aj kmd a
mx ny
m n
AF I e I e θ φθ φθ φ
− −
++
= =
=    (1)
where Imx and Iny are the complex excitation amplitude of 
antenna elements, amx and any represents the phase shifts 
between antenna elements, dx and dy are the periods with respect 
to x and y axes. Under monochromatic excitation, element 
spacing must be no greater than a half-wavelength in order to 
prevent unwanted grating lobes so an additional condition dx, dy 
≤  λ/2 applies. The terms sinθcosϕ and sinθsinϕ are replaceable 
by u and v respectively. The array factor in the +z hemisphere 
can then be written as [36]  
1( , ) ( )tmx nyu v
−
= ⋅F w w  (2)
where (·) denotes the vector multiplication,  –1  is the inverse 
Fourier transform, superscript t denotes the transpose, wmx and 
wny are the complex weight vectors of the 2-D rectangular array, 
when m = 1, 2, 3 … M, and n = 1, 2, 3 … N, distributed along 
the x and y directions, respectively.  Equation (2) can be 
rewritten as  
1 1( , ) ( ) ( )tmx nyu v
− −
= ⋅F w w   (3)
and hence the power patterns of a uniform rectangular array 
as 
*( , ) ( , )u v u v= ×P F F  (4)
when (×) represents element by element (or Hadamard [37]) 
multiplication while superscript (*) is the complex conjugate 
operation. Using the distributive property of the Fourier 
Transform, we rewrite equation (4) as 
[ ]( ) [ ]( )1 1 1 1* *( ) ( ) ( ) ( )t tmx mx ny ny− − − −= × ×⋅P w w w w     (5)
The above equation reveals that by replacing the 
multiplication with an auto-convolution of the complex 
weighting elements, we can reproduce the power patterns of a 
planar rectangular array by only using two orthogonal 1-D 
arrays [38]. The expression can be written as 
( ) ( )1 1*( ) ( )t tmx mx ny ny− −= ⊗ ⊗⋅P w w w w   (6)
when ⨂ represents the one dimensional convolution operation. 
To further elaborate, the power patterns of M×N uniformly 
distributed arrays can be reproduced by auto convolution of 
complex weight vectors when 
1 2 3 (2 1)
tt
x mx mx x x x x Mw w w w − = ⊗ =  w w w  (7)
1 2 3 (2 1)y ny ny y y y y Nw w w w − = ⊗ =  w w w  (8)
This approach can be used to decrease the number of 2-D array 
elements from M×N to two single (2M–1) + (2N–1) element 
orthogonal arrays as suggested by 1-D convolution. In order for 
the desired spatial power pattern function to be realized, a 
further post processing unit at the receiver is required for the 
combination of the two 1-D element patterns. Note that there 
are two conditions for equation (6) to hold: 1) the physical 
placement of the two 1-D sub-array elements should be 
orthogonal to each other and 2) the element weight magnitude 
should be distributed symmetrically around the 1-D sub-array 
phase center as expressed through 
1 1 *
, ,( ) ( )x y x y
− −
=   w w   (9)
The above mentioned procedure suggests that the power 
patterns obtained from the approach in Fig. 1(b) should yield 
the same power patterns using significantly lower number of 
RF chains than required for the full 2-D array (Fig. 1(a)). For 
arrays with a small number of antenna elements e.g. M = N = 4 
the number of elements required by the scheme will be 14, 
while the corresponding planar rectangular array will have 16 
elements. This situation changes dramatically for a higher 
number of array elements, e.g. for N = M = 20, the rectangular 
array will have 400 elements and the corresponding 
multiplicative array will require only 78 elements.  
B. Compressive Sensing Implementation 
In this section we will show that the number of elements in 
each of the two 1-D arrays of the multiplicative cross formation 
and hence associated RF chains can be further reduced. It has 
been shown in Section A that the synthesized pattern is 
governed by the complex weights wx and wy, and the distances 
between two antenna elements (mdx and ndy) representing the 
relative position of each antenna element from phase center in 
x-y plane. The actual power patterns of symmetrically 
distributed uniform array elements is as given by (5). Consider 
now what happens when the distributed antenna elements in a 
given xy-plane space are mapped to a µ × ν space where:  
1, 2, 3 Mμ ′= ⋅ ⋅ ⋅  (10)
1, 2, 3 Nν ′= ⋅ ⋅ ⋅  (11)
When 24M M′ = and 24N N′ = . We divided λ/2 into 2M-1 and 
2N-1 segments such that the element spacing in μ ν× space is 
given by δx = dx/(2M-1) and δy = dy/(2N-1). In other words, we 
distribute the antenna elements in such a way that two 
consecutive elements are collocated at a distance δ when every 
radiating elements is located at dx and dy, while non-radiating 
elements are located elsewhere in µ × ν space. This space can 
 
(a) (b) 
 
Fig. 1. Architecture of (a) conventional uniform planar rectangular array and
(b) multiplicative array.  
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now be exploited as an a priori requirement for the compressive 
sensing approach in which the algorithm can compress the 
number of antenna elements and re-distribute them in µ × ν 
space. The 2-D power pattern cut in this case can be represented 
along the θ plane by  
[ ] [ ] [ ]1 1( ) t t tx xSx M M Sxθ ′ ′× × ×= ×P Hω  (12)
and along the ϕ plane by  
[ ]1 1( ) y ySy N N Syφ × ′ ′× ×   = ×   P Hω  (13)
where P(θ) and P(ϕ) are the power pattern cuts, xω  and yω  are 
the complex excitation vector of the antenna elements, sx = 
1,2,3 … Sx and sy = 1,2,3… Sy represents the number of data 
samples of the pattern along x and y axis respectively, H is a 
matrix consisting of the steering vectors.  
  Minimization of vector ω can be considered as a standard 
basis pursuit problem, which aims to find a sparse solution. 
Typically, although such a problem is ill-posed [39] it can be 
formulated as a convex optimization problem (also known as 
base pursuit (BP)) of the form 
1
min ω  subject to =P Hω  (14)
This synthesis problem can be considered in 2 ways:  
1- Minimize the side lobe level subject to minimum 
number of array elements 
2- Minimize the maximum side lobe level subject to fixed 
number of array elements 
In first case, typically, it is desired to match the given patterns 
to a given level of accuracy, so the algorithm needs to generate 
a minimum number of elements with corresponding excitation 
matrix for which the resultant pattern should confine within a 
given mask of reference patterns. An approach called convex 
relaxation (CR) that is based on BP can be alternatively used to 
re-formulate the problem as a basis pursuit denoise (BPDN) 
problem [40] 
1
min ω  subject to 
2l
ξ− ≤P Hω  (15)
where vector ω is considered as the optimal solution of the 
problem (15) if it has the smallest objective value among all 
vectors that satisfy the given constraints. The positive 
parameter ξ  is the pre-defined relaxation factor or a prediction–
observation discrepancy. For simplicity the Euclidean norm is 
considered in this study to define the CS convergence criteria. 
The success of such a formulation is motivated by the fact that 
the unique solution for a specific case where 0ξ =  exactly 
coincides to the BP i.e., a basis pursuit solution given in (14). 
Moreover, the convexity of this formulation enables the use of 
computationally tractable algorithms to find efficient solutions. 
Based on the same framework, very powerful and well matured 
packages have been developed in recent years (the well-known 
L1-Magic tool is one of the many examples [41]). The 
formulation (15) is used to find a sparse solution which enables 
the vectors ωx and ωy to update in every iteration.  
An example is presented in Fig. 2. Here we define a 31 
element wx – Dolph-Chebyshev excitation vector with dx = 0.5λ, 
sidelobe level (SLL) = -30 dB and main beam direction at θ = 
22.5°. The vector wx was distributed along vector space µ as 
shown in Fig. 2(a). For brevity, only the array weights 
corresponding to the sub-array along the x-axis are shown. Fig. 
2(b) shows the compressive sensing algorithm implementation 
where 31 antenna elements are shown to be reduced to 20 
elements (64.5% thinning), distributed along µ space, at 10ξ =
. The number of algorithm iterations were 23. All the 
computations were carried out on intel-i7 3.4 GHz with 32 GB 
RAM with SSD. Comparing wx and ωx reveals that the 
magnitude as well as the phase information is preserved 
everywhere along µ, however, when the ωx magnitude → 0, the 
phase information can be neglected.  
The resultant normalized power patterns of an array excited 
by w and ω distributed in multiplicative cross formation is 
presented in Fig. 2(c) (top left). We consider array distribution 
along xy-plane radiating in the forward half space +z. The 
azimuth and elevation planes are defined to be along xz- and yz-
planes respectively. For ease in understanding, we consider 
zenith angle = 0° representing the broadside direction, where 
we define ϕ and θ = 0°. The sampling distance along the θ and 
ϕ region was set to 0.5° and for ease of comparison a 1-D cut of 
(a) 
(b)  
(c) 
 
Fig. 2. (a) wx magnitude and phase of equally spaced antenna elements for the
intended beam direction θ = 22.5°, (b) ωx magnitude and phase of unequally
spaced sparse elements distributed along vector µ, (c) Top left: array
architecture, top right: 2-D rectangular resultant power pattern of the array, 
and bottom: comparison of 1-D cuts of the resultant 2-D power patterns. 
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the 2-D pattern (Fig. 2(c) top right) is shown. The agreement 
between the resultant patterns for w and ω which is governed 
by the system requirements depends upon the choice of ξ . As 
mentioned before, the optimal solution ω yields an updated 
spacing between the elements. However, since physical antenna 
elements occupy actual space, this solution sometimes prevent 
practical realization as some element positions can be very 
close together. The inclusion of spacing constraints into the 
formulation in (15) can further improve the solution in order to 
accommodate the dimensions of physical radiating elements. 
This is incorporated by post processing the solution ω. For 
example, for a given solution, if dm – dm+1 ≪	dm, we approximate 
two elements with a single element excited by the vector 
summation of the two complex excitation weights of the parent 
elements. 
C. Steered Direction Multiplicative Array  
Looking closely at the multiplicative array topology in Fig. 
2(c) (top left), it is evident that only a small portion of physical 
aperture is utilized as compared to a fully-filled rectangular 
array. Also the 1-D sub-arrays along μ and ν respectively do not 
necessarily need to coincide at their phase centers provided they 
are kept orthogonal to each other. These two facts permit 
considerable flexibility in the choice of array topology. In the 
light of the above, we propose an orthogonal beam synthesis 
strategy using the element locations governed by ωx and ωy. We 
further propose to host multiple nested multiplicative arrays and 
thus permit acquisition of multi-beam signals.  
To formulate this, we consider an example array aperture 
hosting two sparse and thinned multiplicative cross arrays. The 
array radiating in a particular direction (α) needs to provide a 
null that coincides with the far field power maxima of second 
array (in β direction) when α ≠ β. Both arrays are hosted within 
the same array aperture. The approach used in [32] is adapted 
so that the excitation vector based on the pattern projection 
method is given by ασ  and βσ , (16),(17). For simplicity the 
pattern projection along  in pre-specified directions  and  is 
given as  
[ ]
( )( ) ( )
1 2 3
1† †
2
1 ( )
( )
t
x M
M
α α α α α
θ θ θ
θ
σ σ σ σ
β β α
α
′
−
′
=
 
= −  I D D DD
σ
 (16)
( )( ) ( )
1 2 3
1† †
2
1 ( )
( )
t
x M
M
β β β β β
θ θ θ
θ
σ σ σ σ
α α ββ
′
−
′
 =  
 
= −  I D D DD
σ
 (17)
Where the operation superscript (–1) represents the Moore-
Penrose Pseudoinverse, M ′I denotes the M M′ ′×  identity 
matrix, and the superscript ‘†’ denotes the complex conjugate 
transpose (Hermitian) operator. ( )θ αD  and ( )θ βD are the 
vectors [33] along the directions α and β, and can be written as 
1 11 1 cos ( 1) coscos 2 22( )
tM MM j j Mj
e e e
π α π απ α
θ α
′ ′− −   ′
−
′
− − −       
=    
D  (18)
1 11 1 cos ( 1) coscos 2 22( )
tM MM j j Mj
e e e
π β π βπ β
θ β
′ ′− −   ′
−
′
− − −       
=    
D  (19)
It is important to highlight that the pattern projection vectors 
ασ  and βσ  need to be distributed in µ × ν space, and to coincide 
with ωx and ωy for realizable physical placement of practical 
physical sized antenna elements. In continuation to the example 
presented in Fig. 2, Fig. 3(a) shows the calculated xασ  for main 
beam direction selected to lie at  θ = 22.5° and  a null direction 
located at θ = -22.5°, while Fig. 3(b) shows xβσ  for main beam 
direction positioned at θ = -22.5° and  a null direction along θ 
= 22.5°. Again, only the sub-array distributed along μ is shown. 
(a) 
(b) 
(c) 
 
Fig. 3. x-axis represents the vector µ and y-axis represents the calculated
magnitude and phase of (a) σαx and (b) σβx and (c) 1-D cuts of resultant 2-D 
power patterns. 
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Fig. 4. Comparison between 1-D cut of resultant 2-D power patterns when Si
is changed from 0 to 1. 
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The excitation vectors ασ  and βσ  coincide with ω where |ω| > 
0. The resultant normalized power patterns for  ασ  are 
compared in Fig. 3(c) where the main beam and the side lobes 
are shown. The power distribution set by wx where SLL is 
confined below -30 dB is tracked by ωx to an acceptable degree. 
However, for the case σβx this power distribution resulted in the 
maximum SLL moving from -27.5dB (for the case of ωx) to -
19.3dB at an expense of a perfect null, along θ = - 22.5. 
Considering this effect, the final excitation matrix Ei for a given 
array can be defined as  
i i iS S= − +E ω ω σ  (15)
where iS  ( 0 1iS≤ ≤ ) is a scaling factor which decides the 
contribution of null placements defined by σ  for the ith array. 
The choice of Si defines the compromise between maximum 
allowable SLL and accurate null depth as shown in Fig. 4 where 
the side lobes with almost fairly-distributed power (at Si = 0) 
are transformed to an un-equal power levels with a perfect null 
at -22.5° at Si = 1. 
D. 2-D Array Lattice Choices 
Assume an array aperture hosting i nested arrays, each 
projecting orthogonal beams in multiple directions (say along 
α, β, γ …). Based on the approach described above many 
different topologies of arrays in such an aperture are possible. 
Consider Fig. 5(a), here three 2-D quasi-(L) arrays are nested. 
This architecture is suitable when the coupling impact between 
orthogonal arrays is to be minimal. In (Fig. 5(b)), only the 
corner antenna elements of i arrays are close to each other, 
adding benefits of low mutual coupling. More complex array 
architectures like the ones shown in Fig. 5(c) and (d) are also 
feasible. In all cases the number of compressed antenna array 
elements depends upon the required half power beam width 
(HPBW) in a given direction (e.g. α) which defines the required 
physical size of an array. When the HPBW for each array can 
be different a possible approach is to first create the quasi-(L) 
or quasi-(+) formation for an array requiring the narrowest 
HPBW, then to use the available space on the aperture to host a 
second array which requires the second narrowest HPBW (e.g. 
another quasi-(L) architecture, Fig.5(a)) and so on.  
III. NUMERICAL EXAMPLE AND RESULTS  
In section II, we discussed the theoretical formation of the 
proposed approach with the help of examples. In this section we 
show a sample orthogonal multi-beam synthesis. For this we 
have taken the array lattice as shown in Fig.5(a) in which three 
arrays are defined (i = 3). We assigned a non-symmetric and 
distinct beam directions α = [-22.5°, -40°], β = [35°, 40°] and γ 
= [10°, -10°] to each array. First, Dolph-Chebyshev excitation 
vector with dx = 0.5λ, SLL = -30 dB was used to create 16 
element wx and wy. The compressive sensing algorithm with 
5ξ =  was then deployed to define ωx and ωy. Finally, beam 
space modulation was implemented to define 1E , 2E and 3E  
for each array. Si was chosen to be 0.9 to avoid un-realistic deep 
nulls [42]. The final array isotropic element populated 
architecture is shown in Fig. 6(a) where the outer most 26 
element array is named “array 1”, 28 elements central array is 
“array 2”, and 24 element inner most array is “array 3”. Each 
antenna element location and associated complex excitation 
weights are tabulated in Table I. Note that where multiple 
closely spaced antenna elements occur, as governed by ω for 
each array, these were replaced by a single antenna element. 
After combination as in Fig.1(b), the rectangular normalized 
power patterns of all three arrays were evaluated and are 
presented in Fig. 6(b)-(d). In Fig. 6(b), the main beam 
projection is evident along the direction α while, two nulls are 
located along the directions β and γ represented as vertical 
contours. Similarly, power patterns for main beam along β and 
γ are shown in Fig. 6 (c) and (d). 1-D cuts of the 2-D plots are 
presented in Fig. 6(e) and (f) for ease in comparison. Each array 
projects a beam in a pre-defined direction, while simultaneously 
providing nulls along the main beam projection directions of 
the other two remaining arrays. Presence of the multiplicative 
block in array architecture shown in Fig. 1(b) is primarily 
responsible for the side lobe level along the principle planes in 
all the power patterns. The final response validates the 
theoretical predictions formulated in Section II with acceptable 
minor deviations in null placement (last column in Table I). 
This deviation is primarily because of the simple approximation 
method used to unite very closely spaced elements. The same 
approach is scalable to any number of antenna elements sharing 
the same physical aperture with multiple beam projections. The 
main array metrics and computational effort required are 
presented in Table II. 
In general, sparse distribution of antenna elements in a 2-D 
planar array lattice is carried out in an attempt to match 2-D 
reference power patterns (e.g. [26], [34], [22]). In contrast to 
these approaches, in this paper we use a multiplicative array 
lattice with multi-beam directional modulation implementation 
(Fig. 5), which makes the proposed method one of a kind. 
Moreover, the multiple interlaced orthogonal power patterns 
with strategically placed nulls (Fig. 6(b) – (d)) limits the 
comparability of the proposed lattices (Fig. 5) with other 
 
 
(a) (b) 
 
 
 
(c) (d) 
 
Fig. 5. Possible architectures of the proposed multi-beam multiplicative
antenna array where each element’s excitation is defined by Ei for the ith array 
when (a) i = 3, (b) i = 2, (c) i = 3, and (d) i = 5. 
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rectangular or non-rectangular 2-D planar array lattices. For 
example, the formulation in [22] (equation (6)) shows an array 
thinning from 41 to 35 while attempting to match -17.5 
Chebyshev patterns and 121 to 57 to achieve “flat-top region” 
patterns. The given approaches are valid for a planar array in 
contrast to the linear array in our presented method. Another 
 
 
(a) (b) (c) (d) 
(e) (f) 
 
Fig. 6. (a) Antenna array architecture while element’s Ei for the ith array is summarized in Table I, resultant 2-D normalized power patterns of (b) array 1, (c) array 
2, (d) array 3 while vertical contours identifying intended null locations. Comparison between 1-D principle plan cuts of resultant 2-D power patterns of all three 
arrays (e) along azimuth, and (f) along elevation. 
 
TABLE I 
COMPLEX EXCITATION WEIGHTS 1E , 2E , 3E AND ANTENNA ELEMENT PHYSICAL PLACEMENTS  
Element 
No. 
Position (λ) Magnitude Phase (rad) 
Array 1 Array 2 Array 3 Array 1 Array 2 Array 3 Array 1 Array 2 Array 3x y x y x y 
1 0.37 0 1.33 1 2.45 2 0.197 0.189 0.388 -1.72 -0.407 -2.711 
2 0.97 0 1.88 1 3.18 2 0.25 0.31 0.362 -0.212 -2.348 2.689 
3 1.58 0 2.42 1 3.85 2 0.402 0.337 0.45 1.2 1.756 2.059 
4 2.18 0 2.98 1 4.48 2 0.49 0.4 0.395 2.695 -0.236 1.437 
5 2.78 0 3.48 1 4.87 2 0.496 0.445 0.491 -2.12 -1.964 0.88 
6 3.38 0 4 1 5.37 2 0.491 0.56 0.597 -0.826 2.586 0.268 
7 3.95 0 4.47 1 5.97 2 0.492 0.513 0.596 0.762 0.795 -0.238 
8 4.55 0 4.87 1 6.47 2 0.496 0.513 0.491 2.053 -0.692 -0.847 
9 5.15 0 5.33 1 6.85 2 0.49 0.561 0.395 -2.764 -2.481 -1.407 
10 5.75 0 5.85 1 7.48 2 0.402 0.445 0.45 -1.271 2.066 -2.028 
11 6.37 0 6.35 1 8.15 2 0.25 0.399 0.362 0.14 0.34 -2.656 
12 6.97 0 6.92 1 8.88 2 0.197 0.336 0.702 1.645 -1.649 2.751 
13 0 0.28 7.45 1 2 2.45 0.326 0.31 0.153 1.154 2.46 2.774 
14 0 0.83 8 1 2 3.18 0.182 0.189 0.428 1.067 0.521 -2.87 
15 0 1.35 1 1.28 2 3.85 0.432 0.34 0.419 -3.125 1.095 -1.94 
16 0 1.85 1 1.83 2 4.48 0.397 0.189 0.385 -1.111 -0.998 -1.307 
17 0 2.38 1 2.35 2 4.87 0.385 0.41 0.464 0.976 3.127 -1.007 
18 0 2.88 1 2.85 2 5.37 0.446 0.399 0.641 3.103 1.086 -0.374 
19 0 3.42 1 3.38 2 5.97 0.441 0.384 0.645 -0.997 -1.003 0.353 
20 0 3.92 1 3.88 2 6.48 0.441 0.471 0.374 0.889 -3.095 1.07 
21 0 4.45 1 4.42 2 6.85 0.446 0.42 0.401 3.068 1.063 1.29 
22 0 4.95 1 4.92 2 7.48 0.385 0.42 0.418 -1.088 -0.957 1.908 
23 0 5.48 1 5.45 2 8.15 0.397 0.471 0.447 0.993 -3.075 2.725 
24 0 5.98 1 5.95 2 8.88 0.432 0.384 0.387 3.001 1.115 -2.181 
25 0 6.5 1 6.48 0.182 0.399 -1.188 -0.968 
26 0 7.03 1 6.98 0.326 0.409 1.023 -3.003 
27   1 7.5 0.189  1.119 
28   1 8.05 0.34  -0.96 
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recent effort by Bencivenni et al. [25] presented sub-dividing 
the circular aperture of an array by enforcing rotational 
symmetry using CS to achieve array thinning, again for a planar 
array lattice.  Bencivenni’s approach uses CS in 2-D with two 
degrees of freedom, and shows steering capability of ±8° for a 
Global Earth Coverage Application. In an attempt to draw an 
equitable comparison, SATCOM application specifications 
(Table I in [25]) are realized using multiplicative receiver array 
for a fixed beam case. By assuming isotropic antenna elements, 
we examined a 385 element array with 8-fold rotational 
symmetry. The proposed approach in this paper resulted in 136 
elements array. The Out of Coverage angle of 0.79° is realized 
by allocating first null at ~0.8° when Si = 0. Placement of null 
at the “Interbeam distance” of 1.06° is further realized by the 
null allocation at ~1° when Si = 0.9. The results are shown in 
Fig. 7. The array topology was initially used to target a 
prescribed max. SLL = -25 dB, which first degraded to -24.5 
dB after CS implementation, and then to -16.7dB at the cost of 
null placement at ~1°. For the multi-fold circularly symmetric 
array, adequate sampling density is found to be 0.08λ – 0.03λ 
[25], on the other hand, it has been noticed that the definitions 
in equation (10) and (11) in this paper does not limit the 
sampling density, provided that the computational complexity 
penalty is paid. 
IV. CONCLUSION 
A novel approach for designing an antenna array of 
aggressively sparsely distributed antenna elements for multi 
beam recovery has been described. Multiplicative sparse array 
for single beam operation is discussed while the available space 
within the given array aperture is used to host multiple sub-
arrays, projecting orthogonal fixed beams. The proposed 
approach is simple to implement, is computational efficient, 
and provides significant advantages in terms of system cost 
through reduction in the number of RF chains required. The 
method should find application in massive MIMO, beam 
modulation and electromagnetic imaging areas. 
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