Test ideals of non-principal ideals: Computations, Jumping Numbers,
  Alterations and Division Theorems by Schwede, Karl & Tucker, Kevin
ar
X
iv
:1
21
2.
69
56
v4
  [
ma
th.
AG
]  
5 M
ay
 20
14
TEST IDEALS OF NON-PRINCIPAL IDEALS: COMPUTATIONS,
JUMPING NUMBERS, ALTERATIONS AND DIVISION THEOREMS
KARL SCHWEDE AND KEVIN TUCKER
Abstract. Given an ideal a ⊆ R in a (log) Q-Gorenstein F -finite ring of characteristic
p > 0, we study and provide a new perspective on the test ideal τ (R, at) for a real number
t > 0. Generalizing a number of known results from the principal case, we show how
to effectively compute the test ideal and also describe τ (R, at) using (regular) alterations
with a formula analogous to that of multiplier ideals in characteristic zero. We further
prove that the F -jumping numbers of τ (R, at) as t varies are rational and have no limit
points, including the important case where R is a formal power series ring. Additionally,
we obtain a global division theorem for test ideals related to results of Ein and Lazarsfeld
from characteristic zero, and also recover a new proof of Skoda’s theorem for test ideals
which directly mimics the proof for multiplier ideals.
1. Introduction
Suppose that a is an ideal in a normal Q-Gorenstein domain R essentially of finite type
over a perfect field k. When k has characteristic zero, the multiplier ideals J (R, at) ⊆ R for
real numbers t ≥ 0 have been used to great effect (as in [Laz04, Chapter 9]). Similarly, when
instead k has characteristic p > 0, Hara and Yoshida introduced the test ideals τ(R, at) ⊆ R
as positive characteristic analogs of multiplier ideals [HY03] (cf. [Tak04]). In either case,
these invariants measure both the singularities of R and the subscheme defined by a (relative
to t). Moreover, Hara-Yoshida and Takagi showed that the multiplier ideal agrees with the
test ideal after reduction to characteristic p ≫ 0. However, the connection between these
invariants is far stronger than this result alone would suggest: test ideals and multiplier
ideals often exhibit strikingly similar properties even in small characteristics.
This article develops a new perspective on test ideals of non-principal ideals with a number
of applications. For example, we further strengthen the association between multiplier and
test ideals by generalizing the main results of [BST11] and [STZ12] from the case of a
principal ideal to an arbitrary ideal.
Theorem A (Test ideals via alterations, Theorem 7.1, Theorem 7.3). Suppose that R is
a normal Q-Gorenstein domain essentially of finite type over a perfect field k, and a is an
ideal of R. Then for all real numbers t > 0 and all sufficiently large regular alterations
ρ : W −→ X = Spec(R) with a · OW = OW (−H) locally principal (i.e. those dominating a
fixed alteration independent of t), we have
Trρ (ρ∗OW (⌈KW − ρ
∗KX − tH⌉))=
{
the multiplier ideal J (R, at) if char(k) = 0, and
the test ideal τ(R, at) if char(k) = p > 0,
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where Trρ : ρ∗ωW −→ ωX is the corresponding trace map.
While phrased in the above manner largely for comparison with characteristic zero, we
remark that the new content of this result lies entirely in positive characteristic. Further-
more, in this case, the above characterization of the test ideal extends naturally to all (log)
Q-Gorenstein F -finite triples (X,∆, at): there exists a regular alteration ρ : W −→ X with
a · OW = OW (−H) such that
(1.0.1) Trρ
(
ρ∗OW (⌈KW − ρ
∗(KX +∆)− tH⌉)
)
= τ(X,∆, at).
for all t ∈ R≥0, and it follows that the test ideal τ(X,∆, a
t) is the intersection of these
images over all alterations ρ :W −→ X,
τ(X,∆, at) =
⋂
ρ:W−→X
Trρ
(
ρ∗OW (⌈KW − ρ
∗(KX +∆)− tH⌉)
)
.
Largely in contrast to the situation for multiplier ideals in characteristic zero, the test
ideals of non-principal ideals have historically seemed far more complicated than test ideals
of principal ideals. So as to give an idea where the difficulties lie, recall that the classical
construction of the test ideal τ(R, at) [HY03, Tak04, BMS08] is based upon a number of
manipulations of ideals involving the Frobenius morphism or pth power map. For example,
the peth Frobenius or bracket power b[p
e] of an ideal b ⊆ R is the expansion under the
e-th iterate of Frobenius and is generated by the peth powers of elements of b. In case b
is a principal ideal, the ordinary and Frobenius powers coincide b[p
e] = bp
e
, simplifying the
construction of τ(R, at) when a is principal. However, in general the two powers b[p
e] 6= bp
e
are quite different, and subsequently the test ideal τ(R, at) for non-principal a is more
mysterious.
In light of such difficulties, as with the results from [BST11] and [STZ12] generalized
above, a number of prominent results for test ideals have been known previously only in the
principal case. Our new perspective allows us to realize many of these statements in full
generality, roughly showing that the test ideals of non-principal ideals behave nearly as well
as those of principal ideals. As another example, consider that historically the test ideals
of principal ideals have fared better with regards to F -jumping numbers. Recall that a real
number t > 0 is called an F -jumping number if τ(R, at−ε) 6= τ(R, at) for all ε > 0. Based
on the behavior of the similarly defined jumping numbers for multiplier ideals [ELSV04],
it was expected that F -jumping numbers are always rational and have no limit points (at
least when R is Q-Gorenstein, cf. [Urb12]). Indeed, this has been shown to be the case for
arbitrary a when R is finite type over a field (for regular R in [BMS08] and in general by
[BSTZ10, STZ12, Bli13]). However, for more general rings, all previous proofs (again for
regular R in [BMS09, KLZ09] and in general by [BSTZ10, STZ12]) have required a to be
principal. This was particularly frustrating as the discreteness and rationality of F -jumping
numbers for non-principal ideals in formal power series rings has remained elusive. However,
using our new characterization of the test ideal in the non-principal setting, we are able to
prove discreteness and rationality in the F -finite (log) Q-Gorenstein case in full generality.
Theorem B (Discreteness and rationality of F -jumping numbers, Theorem 6.3). Suppose
that R is an F -finite normal domain, ∆ is a Q-divisor on X = Spec(R) such that KX +∆
is Q-Cartier, and a ⊆ R is an ideal. Then the set of F -jumping numbers of τ(X,∆, at) is
a discrete set of rational numbers.
In particular, the F -jumping numbers of arbitrary ideals in formal power series rings are
always discrete and rational. This includes as a special case the rationality of the F -pure
threshold, the positive characteristic analog of the log canonical threshold in characteristic
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zero. It is interesting to note that, while Theorem A implies Theorem B a posteriori, in fact
the discreteness and rationality of F -jumping numbers is a central ingredient in the proof
of Theorem A.
The new perspective we are arguing for in this article can be summarized heuristically as
follows. Before embarking upon Frobenius manipulations to compute the test ideal τ(R, at),
one should first blowup the ideal a (or alternately take a log resolution if available) so as
to principalize a. This in turn allows many of the methods from the principal case to
go through at the technical expense of using relative cohomology vanishing theorems –
in a manner reminiscent of their use for multiplier ideals in characteristic zero. Roughly
speaking, the proofs of Theorems A and B both proceed in this fashion. However, they
additionally require us to generalize effective tools for the computation of test ideals from
the principal case to the non-principal case.
Recall from [BMS08] that if R is regular, a = 〈f〉 is principal, and t = a/pe, then
τ(R, at) = (aa)[1/p
e] where ( )[1/p
e] indicates taking the image under the trace of the e-
iterated Frobenius. The trace map can be described in this case via the Cartier isomorphism
(see Section 2 for details). The ( )[1/p
e]-operation, alternately denoted Ie( ) in [Kat08],
is highly computable and has been implemented in Macaulay2 by M. Katzman (along with
generalizations to not necessarily smooth ambient spaces using [BSTZ10]). However, the
recipe τ(R, at) = (aa)[1/p
e] fails when a is not principal, and the lack of a similarly effective
description has been an obstruction for computing examples of τ(R, at) with non-principal
a. In order to prove Theorems A and B, we must first attempt to fill this gap in the following
result.
Theorem C (Effective computation of test ideals, Theorem 5.4). Suppose that X is a
Gorenstein1 scheme, a ⊆ OX is an ideal, and t0 ∈ Q>0 is a positive rational number. Set
π : Y −→ X to be the normalized blowup of Y with OY (−G) = a · OY . Let N denote the
kernel of the natural map2
F∗
(
τ(ωY , π
∗KX)⊗OY ((1− p)(π
∗KX))
)
−→ τ(ωY , π
∗KX)
induced by the trace map F∗ωY −→ ωY . Fix e1 ∈ Z>0 such that
R1π∗(N ⊗OY (−fG)) = 0
for all f ≥ pe1t0 (possible since −G is π-ample). Then for any t = a/p
b ∈ Q≥t0 and any
e ≥ max(e1, b), we have
τ(X, at) = τ(ωX ,KX , a
t) = Tre
(
π∗F
e
∗
(
τ(ωY , π
∗KX)⊗OY ((1− p
e)π∗KX − p
etG)
))
.
In practice, we expect that working values of e1 can be detected via relative Castelnuovo-
Mumford regularity [Ooi82, Theorem 2]. Furthermore, we also obtain a more general result
which allows for the effective computation of τ(X,∆, at) for all t > 0 and arbitrary triples
(X,∆, a) such that KX +∆ is Q-Cartier in Theorem 5.1. See Remark 5.2 for some further
discussion.
In addition to extending results from the principal case, our new perspective also leads to
alternative proofs and entirely new statements for test ideals by allowing us to mimic pre-
viously unavailable arguments from characteristic zero. Recall that, by combining a Koszul
complex construction on a resolution together with the Kawamata-Viehweg vanishing theo-
rem, one shows that multiplier ideals satisfy the Skoda-type relation J (R, at) = aJ (R, at−1)
for t greater than the number of generators of a (or even dim(R); see [Laz04, Section 9.6]).
Inspired by this result, Hara and Takagi showed that the test ideal satisfies the analogous
1In fact, as stated, quasi-Gorenstein will suffice.
2Recall τ (ωY ,Γ) can be defined to be τ (Y,−KY + Γ); see Section 4 for further details.
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Skoda-type relation [HT04, Theorem 4.1]. Hara and Takagi’s relatively simple proof bears
little resemblance to that from characteristic zero; more importantly, however, it is also
comparatively weaker in the sense that it does not yield further global statements. Using
our new perspective, in Proposition 2.3 we give an alternative proof of Hara and Takagi’s
result which closely mimics the proof of Skoda’s theorem for multiplier ideals. Notably, we
make use of the Koszul complex on the blowup but must replace the use of the Kawamata-
Viehweg vanishing theorem in characteristic zero with asymptotic Fujita and Serre vanishing
in positive characteristic. Furthermore, this alternative line of argument then allows us to
approach previously unknown statements for test ideals in the global setting.
So as to state our result in detail, recall first that Ein and Lazarsfeld have used the
Koszul complex construction for multiplier ideals mentioned above in the non-local setting
to obtain the following global division theorem for sections of adjoint line bundles.
Theorem. (Global division theorem for multiplier ideals, [EL99, Proposition 1.1(ii)] [Laz04,
Theorem 9.6.31]) Consider an ideal sheaf a on a nonsingular n-dimensional projective va-
riety X over an algebraically closed field of characteristic zero. Fix integral divisors M and
L on X such that M −KX is big and nef and L has r global sections
s1, . . . , sr ∈ H
0(X,OX (L)⊗OX a)
generating OX(L) ⊗OX c for some reduction c ⊆ a of a (by replacing the si with general
linear combinations, we may assume that r ≤ n+ 1). Then for any m ≥ r, any section
s ∈ H0(X,OX (M +mL)⊗OX J (X, a
m))
can be expressed as a linear combination
s =
∑
hisi
with hi ∈ H
0(X,OX(M + (m− 1)L) ⊗J (X, a
m−1)).
In particular, the tensoring with the ideal J (X, am) can be viewed as a correction factor
for which global sections can be pulled back via multiplication maps. For example, if a
defines a smooth subvariety of codimension d, then J (X, am) = am−d. The proof Ein and
Lazarsfeld’s result heavily uses the Kawamata-Viehweg vanishing theorem [Kaw82, Vie82].
Another way to interpret the subspace
H0(X,OX(M +mL)⊗OX J (X, a
m)) ⊆ H0(X,OX (M +mL))
is as follows. If π : Y −→ X is a log resolution of a with a · OY = OY (−G), then
H0(X,OX (M +mL)⊗OX J (X, a
m))
can simply be identified with the image of the (Grothendieck-)trace map
H0
(
Y,OY (KY +mπ
∗L+ π∗(M −KX)−mG)
) Trpi−−→ H0(X,OX (KX +mL+M −KX)).
Motivated by this observation, our last main result is to obtain a version of Ein and
Lazarsfeld’s global division theorem in characteristic p > 0. Firstly, we replace the multiplier
ideal by the test ideal. Unfortunately, even with this replacement, the aforementioned
vanishing theorems are false, and so we must correct not only for the local singularities of
V (a) using the test ideal, but also for the potential global failure of Kawamata-Viehweg
vanishing. We do this by further restricting our sections to take this into account, the new
set of sections is denoted3 by P 0. First however, we state our theorem:
3In a previous version of this preprint, these sections were denoted by P 0+.
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Theorem D (Theorem 9.1, Theorem 2.4). Suppose that X is a normal n-dimensional pro-
jective variety over an algebraically closed field of characteristic p > 0, and ∆ ≥ 0 is a
Q-divisor such that KX + ∆ is Q-Cartier. Suppose that a ⊆ OX is an ideal sheaf and
L is a Cartier divisor such that OX(L) ⊗ c is globally generated by sections s1, . . . , sr ∈
Γ(X,OX (L) ⊗ c) for some reduction c ⊆ a of a (by replacing the si with general linear
combinations, we may assume that r ≤ n + 1). Fix M a Cartier divisor on X such that
M −KX −∆ is nef and big, and fix a positive integer m ≥ r. Then any section
s ∈ P 0
(
X,OX(M +mL)⊗ τ(X,∆, a
m)
)
⊆ H0(X,OX (M +mL))
can be expressed as a linear combination
s =
∑
hisi
with hi ∈ P
0
(
X,OX(M + (m− 1)L)⊗ τ(X,∆, a
m−1)
)
.
In particular, instead of merely considering H0(X,OX (M +mL) ⊗OX τ(X,∆, a
m)), we
instead consider a subspace
P 0(X,OX (M +mL)⊗OX τ(X,∆, a
m)) ⊆ H0(X,OX (M +mL)).
This is the subspace obtained similarly to the multiplier ideal. Indeed, suppose that π : Y −→
X is now the normalized blow-up of a (or any further blow-up). We define P 0(X,OX (M +
mL)⊗OX τ(X, a
m)) to be the sum of images of the (Grothendieck-)trace maps
H0
(
Y,OY (KY +mp
eπ∗L+ π∗pe(M −KX −∆)−mp
eG−D)
)
TrFe◦pi−−−−→ H0
(
X,OX(KX +M −KX +mL)
)
.
for e≫ 0. Here F e is simply the e-iterated Frobenius and D is a sufficiently large effective
divisor on Y . While D is large, when e ≫ 0 the contribution of −D is almost negligible
compared to the other divisors (which are multiplied by pe).
The first reasonable question one might ask is why there might be any sections of this
form at all. However, very recently there have a number of results proving that sections
roughly of the form P 0 are abundant in characteristic p > 0. For example, in [Sch11] it was
shown that under certain circumstances, these sections globally generate test ideal sheaves
(precursors to this result were obtained in [Smi97], [Har05], [Kee08]). In [Sch11], it was also
shown that these sections lift from subvarieties to ambient varieties via adjunction in some
cases. In [Mus13], it was shown that these sections can even be used to globally generate
test ideals associated to linear series, analogous to [Laz04, Corollary 11.2.13]. We briefly
mention some other recent results showing that these special sections appear frequently. In
[MS12], it was shown that these sections can be detected by the Seshadri constant or an
even finer positive characteristic analog of the Seshadri constant. Additional applications of
these sections can be found in [CHMS12, Pat12, HX13]. In the final section of this paper, we
also explore the ubiquity of these sections in the case of curves, also see [Tan13]. Theorem
D can then be viewed as another piece in this puzzle, showing that these sections can be
lifted via multiplication maps.
There is one key difference from our statement and Ein and Lazarsfeld’s statement in
[Laz04, Theorem 9.6.31] however. There, if you have a section s ∈ H0(X,OX(M +mL))
that vanishes to a sufficiently high degree along a, then s is automatically contained in
H0
(
X,OX (M +mL)⊗OX J (X, a
m)
)
(this follows from basic properties of multiplier ideals
J (X, am)). Unfortunately, we also have global arithmetic considerations as well and we
do not see how to obtain the same result. In particular, this restriction seems to prevent
us from obtaining a global effective Nullstellensatz in characteristic p > 0, which was the
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main result of [EL99]. Of course, in the affine setting, the effective Nullstellensatz is already
known, even in characteristic p > 0 [Bro87, Kol88].
Again, we emphasize that one of the most interesting features of this last result is its
proof. In particular, our proof almost exactly mimics the global division theorem proof from
characteristic 0 in that we study a Skoda complex on a blowup π : Y −→ X, push it down,
and use vanishing statements to obtain the requisite surjectivity. Similarly, in the future,
we hope that the perspective and methods of this article will allow other characteristic
zero arguments for multiplier ideals to yield new statements for test ideals in characteristic
p > 0.
Acknowledgements: The authors would like to thank Marc Chardin, Christopher Hacon
Markus Lange-Hegermann, Mircea Mustat¸a˘ and Wenliang Zhang for valuable discussions.
We thank the referee for numerous very helpful comments on a previous draft of this manu-
script. We also thank Wenliang Zhang for comments on a previous draft of this paper. The
particular construction of the special sections P 0 done by twisting by −D in order to obtain
asymptotic vanishing via Frobenius was first studied in this context in an unpublished work
of C. Hacon and the first author.
2. Sketch of main ideas in simple cases
In this section, we will give an overview of the main ideas of this paper for an ideal pair
on a smooth ambient variety. This simplified setting is both interesting in its own right,
and renders transparent the essential ideas of the more general arguments.
We start by reviewing and generalizing a simple description of test ideals in this setting
from [BMS08]. We note that the definition of the test ideal we give here requires the ambient
space to be smooth, see Section 3 for the general case. SupposeX is a smooth n-dimensional
variety over an algebraically closed field of characteristic p > 0. Let ωX denote the sheaf of
n-forms on X, and denote by F : X −→ X the (absolute) Frobenius morphism determined
by taking regular functions to their p-th powers.
The key tool we will need is the trace map Tr = TrX : F∗ωX −→ ωX . This is a surjective
map that can be described as a trace map for duality with respect to F , or equivalently as
the map on n-forms via the Cartier isomorphism. Given algebraic coordinates x1, . . . , xn
on an open subset of X, the trace map is characterized by
Tr(F∗x
i1
1 · · · x
in
n dx1 ∧ · · · ∧ dxn) =


0 if ij 6≡ −1 mod (p) for some j
x
i1−p+1
p
1 · · · x
in−p+1
p
n dx1 ∧ · · · ∧ dxn otherwise
,
see [BK05, Section 1.3]. Iterating this map e-times (pushing forward via Frobenius as
needed), we obtain a trace map Tre : F e∗ωX −→ ωX .
If a ⊆ OX is an ideal sheaf one can use the surjectivity of trace to show that the images
Tre(F e∗ (a
peωX)) ⊆ Tr
e+1(F e+1∗ (a
pe+1ωX))
are increasing subsheaves of ωX , and hence must stabilize for e ≫ 0 by the Noetherian
property. As ωX is invertible, there is an ideal τ(X, a) called the test ideal of a such that
Tre(F e∗ (a
peωX)) = τ(X, a)ωX
for all sufficiently large e ≫ 0. Alternately, the test ideal τ(X, a) can also be described as
the smallest nonzero ideal J ⊆ OX such that
(2.0.2) Trb(F b∗ (a
(pb−1)J)) ⊆ J
for all b ≥ 0. We now give a slight variation on the former description.
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Proposition 2.1. Suppose that a is an ideal sheaf on a smooth algebraic variety X, π : Y −→
X any proper birational morphism such that Y is normal and aOY = OY (−G) is the locally
principal ideal sheaf of an effective Cartier divisor G, and D an effective Cartier divisor on
Y such that D ≥ KY − π
∗(KX) + (d+ 1)G where d = dimX. Then
(2.1.1) Tre(F e∗ π∗OY (KY − p
eG−D)) = τ(X, a)ωX
for all e≫ 0.
Proof. We may assume that X is affine and that KX = 0. For simplicity, we set be :=
π∗OY (KY −p
eG−D) which is an actual ideal sheaf sinceKX = 0 andKY ≥ 0 is exceptional.
We first claim that the images from (2.1.1) ascend as e increases and so eventually stabilize.
It is sufficient to show that be ⊆ Tr(F∗be+1) or in other words that b
[p]
e ⊆ be+1, cf. [Fed83,
Lemma 1.6]. Let f ∈ be, so that divY (f) + KY − p
eG − D ≥ 0. Thus fp ∈ b
[p]
e and
divY (f
p)+pKY −p
e+1G−pD ≥ 0. On the other hand pKY −p
e+1G−pD ≤ KY −p
e+1G−D
since D ≥ KY and the claim is proven.
We now show that be ⊆ a
pe which will gives us the containment ⊆ based on the description
of the test ideal above. Now, certainly
be = π∗OY (KY − p
eG−D) ⊆ π∗OY (−p
eG− (d+ 1)G) = ape+d+1
from our choice of D. But by the Brianc¸on-Skoda theorem [LT81, LS81, HH90], we know
ap
e+d+1 ⊆ ap
e
.
For the reverse inclusion we use the characterization of the test ideal given in (2.0.2). Fix
e≫ 0 and then notice that
Trb
(
F b∗
(
a(p
b−1)Tre(F e∗ be)
))
⊆ Trb+e
(
F b+e∗ π∗OY (KY − (p
e + pe(pb − 1))G −D)
)
⊆ Trb+e
(
F b+e∗ π∗OY (KY − p
e+bG−D)
)
= Trb+e
(
F b+e∗ bb+e
)
= Tre
(
F e∗ be
)
.

The advantage of this generalization is that it naturally allows one to make use of certain
cohomology vanishing theorems. In the notation of the Proposition, we are in fact free
to take the divisor D to be arbitrarily large; in particular, when π is projective, we may
take −D with as much relative positivity as desired so as to apply vanishing theorems. For
instance, if π is the normalized blowup, this can easily be achieved by using that −G itself
is relatively ample. It is precisely these vanishings that lead to our main results. Note also
that we have chosen a D above that makes the proof easy, and likely not the smallest D
one could choose.
In order to obtain effective computation of test ideals via the above characterization, it
is essential to bound the e≫ 0 required for stabilization. Roughly speaking, the next result
does this where π : Y −→ X is the normalized blowup of a. Along the way, we make use of
the parameter test sheaf τ(ωY ) [Smi95, BST11] which replaces both D and KY in the above
description. Recall that since Y is normal and ωY is reflexive, the map Tr : F∗ωU −→ ωU
on the smooth locus U ⊆ Y extends to all of Y . We then have that τ(ωY ) is by definition
the smallest non-zero subsheaf J ⊆ ωY such that Tr(F∗J) ⊆ J . In fact, it thus follows that
Tr(F∗τ(ωY )) = τ(ωY ) since, if it was not surjective, the image would be a smaller ideal
satisfying the same condition. Similarly, for any effective D on Y and all d ≫ 0, one has
Trd(F d∗ τ(ωY )(−D)) = τ(ωY ) (for example, see [STZ12, Proposition 2.2(4)]).
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Theorem 2.2 (Effective computation of test ideals). With notation as above, set N to be
the kernel of Tr : F∗τ(ωY ) −→ τ(ωY ). Fix e > 0 such that
(2.2.1) R1π∗
(
N ⊗OY (−dG)
)
= 0
for all d ≥ pe (which is possible since −G is π-ample). Then
τ(X, a)ωX = Tr
e
(
F e∗π∗(τ(ωY )⊗OY (−p
eG))
)
.
Proof. First, we may clearly assume X is affine and that KX = 0. Fix D sufficiently large
and Cartier such that Tre(F e∗π∗OY (KY − p
eG − D)) = τ(X, a) for e ≫ 0. By making D
bigger if necessary, we can assume OY (KY −D) ⊆ τ(ωY ). We also know that
Trd
(
F d∗ (τ(ωY )⊗OY (−D))
)
⊆ Trd
(
F d∗ (ωY ⊗OY (−D))
)
⊆ τ(ωY )
by the definition of τ(ωY ) for any d > 0.
Let us first show how to get rid of KY and D at the expense of incorporating τ(ωY ) in
our description of the test ideal τ(X, a) – but without worrying about bounding e > 0. As
mentioned immediately preceding the statement of the theorem, we may fix d ≫ 0 such
that
F d∗ (τ(ωY )⊗OY (−D))
Trd
−−→ τ(ωY )
is surjective. If K denotes the kernel of this map, then R1π∗
(
K⊗OY (−p
eG)
)
= 0 for e≫ 0
by relative Serre vanishing, and so the composition
F d∗ π∗(τ(ωY )⊗OY (−D − p
e+dG))
⊆
−→ F d∗ π∗(ωY (−D − p
e+dG))
Trd
−−→ π∗(τ(ωY )(−p
eG))
is surjective. Thus, applying F e∗ ( ) and Tr
e( ), we may conclude that
Tre+d
(
F e+d∗ π∗(ωY (−D − p
e+dG))
)
= Tre (F e∗π∗(τ(ωY )(−p
eG)))
and it immediately follows that Tre
(
F e∗π∗(τ(ωY )⊗OY (−p
eG))
)
= τ(X, a)ωX for e≫ 0 by
Proposition 2.1.
At this point, all that remains is to bound e. To that end, note that for the e defined in
the statement of the theorem, the vanishing (2.2.1) implies that
Tre
(
F e∗π∗(τ(ωY )⊗OY (−p
eG))
)
= Tre+1
(
F e+1∗ π∗(τ(ωY )⊗OY (−p
e+1G))
)
= Tre+2
(
F e+2∗ π∗(τ(ωY )⊗OY (−p
e+2G))
)
= . . .
and so the theorem now follows. 
In the simple case under consideration in this section (for an ideal sheaf a on a smooth
variety X), Theorem A can readily be seen to follow from the above result. In this situation
(ignoring the scaling coefficient t), Theorem A asserts that there exists an alteration η :
W −→ X with OW (−H) = a · OW such that τ(X, a)ωX = Trη
(
η∗OW (KW − H)
)
. This
is direct from the above theorem if one picks γ : W −→ Y such that Trγ(γ∗OW (KW )) =
τ(ωY ), whose existence is guaranteed by [BST11], and then sets η = π ◦ γ. Similarly,
after incorporating the scaling coefficient t into the above effective computation result in
Theorem 5.1, we will be able to prove Theorem B on the discreteness and rationality of
F -jumping numbers by using the above characterization to reduce to the principal case on
the normalized blowup.
Let us now briefly sketch the main idea in Theorem B in our setting. The technical
core is Lemma 6.2 which shows that if t = a/b ∈ Q where b is relatively prime to p, then
τ(R, as) is constant for s ∈ (t − ε, t) and 1 ≫ ε > 0 (compare with [BMS09, KLZ09]). We
already know the result in the principal case, which gives that τ(ωY , (t − ε)G) is constant
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for 1 ≫ ε > 0 where π : Y −→ X is the normalized blowup and a · OY = OY (−G). Using
the effective computation of test ideals above and the formula
(2.2.2) Tr
(
F∗τ(X, a
t)ωX
)
= τ(X, at/p)ωX
it is easy to see that
(2.2.3) Tre F e∗π∗
(
τ(ωY )⊗OY (−t(p
e − 1)G)
)
= τ(X, at(
pe−1
pe
))ωX
for all sufficiently divisible e (i.e. whenever t(pe − 1) ∈ Z). Then setting e = e1 + e2 with
both e1, e2 sufficiently divisible we consider the factorization of Tr
e:
F e1+e2∗ π∗
(
τ(ωY )⊗OY (−t(p
e1+e2 − 1)G)
)
β
−→ F e2∗ π∗
(
τ(ωY , t(
pe1−1
pe1 )G)⊗OY (−t(p
e2 − 1)G)
)
= F e2∗ π∗
(
τ(ωY , (t− ε)G) ⊗OY (−t(p
e2 − 1)G)
α
−→ ωX .
The map β comes from applying (2.2.2) on Y and then twisting and applying F e2∗ π∗. Again,
the equality after β follows from the fact that we already know discreteness in the principal
case. The image of α ◦ β is τ(X, a
t(p
e1+e2−1
pe1+e2
)
)ωX by a slight generalization of (2.2.3). The
main trick is to show that β is surjective (for any e1 sufficiently large and divisible and chosen
after e2) using Serre vanishing. Granting this, the image of α is also τ(X, a
t(p
e1+e2−1
pe1+e2
)
)ωX .
On the other hand, the image of α is independent of e1 and so we can increase e1 while
leaving e2 fixed and thus show that τ(X, a
t−ε) is constant.
Next, let us sketch the alternative proof of Skoda’s theorem for test ideals, namely
τ(X, am) = aτ(X, am−1) for m at least the number of generators of a, as mentioned in
the introduction. Suppose momentarily we are in the local setting where X is affine and
a has a reduction generated by s1, . . . , sr ∈ OX . If once more π : Y −→ X is a proper
birational morphism such that Y is normal and aOY = OY (−G), then π
∗s1, . . . , π
∗sr are
globally generating sections of OY (−G). This implies (π
∗s1)
pe , . . . , (π∗sr)
pe globally gener-
ate OY (−p
eG) for any e > 0, and we may form the corresponding Koszul complex
(2.2.4) 0 −→ Fr −→ Fr−1 −→ · · ·F1 −→ F0 −→ 0
where Fi = OY (ip
eG)⊕(
r
i) and each of the maps are essentially given (up to sign) as
multiplication by the sections (π∗sj)
pe . Note that this complex is exact (locally) since F0
is invertible, [BH93, Theorem 1.6.5]. Since this complex is a locally free resolution of the
(flat) sheaf F0, this complex remains exact after tensoring by any quasicoherent sheaf on
Y .
Let m ≥ r be an integer and D ≥ KY −π
∗KX+(d+1)mG an effective Cartier divisor on
Y . Tensoring the Koszul complex constructed in (2.2.4) by the (not necessarily invertible)
sheaf OY (KY − p
e(π∗KX +mG)−D) preserves exactness, and the i-th entry becomes
Gi = OY (KY − p
e(π∗KX + (m− i)G)−D)
⊕(ri).
Using a relative version of Fujita’s vanishing theorem [Kee03, Theorem 1.5], since the divisor
−pe(π∗KX+(m−i)G) is relatively nef for all i ≤ m and any e, we may choose D sufficiently
large and π-antiample so that Rjπ∗Gi = 0 for all i, any j > 0, and arbitrary e > 0. Hence
our complex remains exact after applying π∗( ) (start from the left and work right via
short exact sequences), and as F e∗ ( ) is exact (F is affine) we have that the complex
0 −→ F e∗π∗Gr −→ F
e
∗π∗Gr−1 −→ · · · −→ F
e
∗π∗G1 −→ F
e
∗π∗G0 −→ 0
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is exact on X. Furthermore, after having applied F e∗ ( ), we may view the arrows as given
by multiplying by s1, . . . , sr. Taking images under Tr
e preserves exactness on the right,
giving a surjection for e≫ 0 by Proposition 2.1
τ(X, am−1)⊕r
( s1 s2 ··· sr)
−−−−−−−−−→ τ(X, am)
whence we immediately recover the following well-known result.
Proposition 2.3. [HT04, Theorem 4.1] Suppose X is a nonsingular affine variety, and
s1, . . . , sr ∈ OX generate a reduction of an ideal a. Then
τ(X, am) =
∑
i
siτ(X, a
m−1)
for all m ≥ r.
Roughly the same idea can easily allow us to also handle log Q-Gorenstein triples (X,∆, at).
Of course, the novelty lies not in the above statement, but rather in its proof – which di-
rectly mimics the proof Skoda’s theorem for multiplier ideals given in [Laz04, Section 9.6].
Furthermore, by following the same line of argument, we shall soon arrive at a positive
characteristic analog of the global division theorem shown therein.
Let us now move to the global setting and consider an ideal sheaf a on a nonsingular
projective variety X. Fix integral divisors A and L on X such that A is ample4 and such
that L has r global sections
s1, . . . , sr ∈ H
0(X,OX (L)⊗OX a)
generating OX(L) ⊗OX c for some reduction c of a. Consider any proper birational map
π : Y −→ X from a normal variety Y onto X that dominates the blowup of X along a, so
that aOY = OY (−G) for some effective Cartier divisor G on Y .
Our main goal is to show that some special sections of M := OX(KX+mL+A) vanishing
along τ(X, am) for some integer m ≥ r can be written as a linear combination of the si – and
the approach will mimic that from above. We will essentially use the perturbation divisor
D in the description of the test ideal from Proposition 2.1 together with the positivity of
A to force certain vanishings to hold and arrive at an exact complex – the image of which
under trace will give the desired result. However, this means we can only hope to show the
division theorem for those sections that are themselves always in the image of the trace map.
We note that this type of idea has appeared in various places, such as [Smi97] and [Har05],
where one forms the section ring with respect to a line bundle and then takes graded pieces
of the test ideal on that section ring. One advantage of our formulation is it makes it more
convenient to work with multiple line bundles on several varieties simultaneously.
To that end, setting L X,a
m
e,pi,D := OY (KY − p
e(π∗KX +mG) −D) for an effective Cartier
divisor D ≥ KY − π
∗KX + (d+ 1)mG, we have from Proposition 2.1 that∑
e≫0
Tre(M ⊗OX F
e
∗π∗L
X,am
e,pi,D ) = M ⊗OX τ(X, a
m).
In particular, Tre also induces a map on global sections
Tre
(
H0(Y, (π∗M )p
e
⊗OY L
X,am
e,pi,D )
)
⊆ H0(X,M ⊗OX τ(X, a
m))
and we can only hope to show the division theorem for those sections in
P 0(X,M ⊗OX τ(X, a
m)) :=
⋂
D
∑
e≫0
Tre
(
H0(Y, (π∗M )p
e
⊗OY L
X,am
e,pi,D )
)
4In the notation of the introduction, M = KX +A.
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where the intersection is over all possible effective Cartier divisors D on Y . Note that this
intersection does stabilize, as it is an intersection inside the finite dimensional vector space
H0(X,M ⊗OX τ(X, a
m)). We also notice that we need the
∑
e≫0 since a priori it is unclear
whether the images form an ascending chain as e varies. We now come to the statement of
the positive characteristic analog of the global division theorem.
Theorem 2.4. Consider an ideal sheaf a on a nonsingular projective variety X. Fix integral
divisors A and L on X such that A is ample and L has r global sections
s1, . . . , sr ∈ H
0(X,OX (L)⊗OX a)
generating OX(L)⊗OX c for some reduction c of a. Then for any m ≥ r, any section
s ∈ P 0(X,OX (KX +mL+A)⊗OX τ(X, a
m))
can be expressed as a linear combination
s =
∑
hisi
with hi ∈ P
0(X,OX(KX + (m− 1)L+A)⊗ τ(X, a
m−1)).
Proof. Consider any projective birational map π : Y −→ X from a normal variety Y that
dominates the blowup of X along a, so that aOY = OY (−G) for some effective Cartier
divisor G on Y . The sections π∗s1, . . . , π
∗sr globally generate sections of OY (π
∗L − G),
hence also (π∗s1)
pe , . . . , (π∗sr)
pe globally generate OY (p
e(π∗L − G)) for any e > 0. Begin
by forming the corresponding Koszul complex
0 −→ Fr −→ Fr−1 −→ · · ·F1 −→ F0 −→ 0
where Fi = OY (−ip
e(π∗L−G))⊕(
r
i) and each of the maps are essentially given (up to sign)
as multiplication by the sections (π∗sj)
pe . As before, this complex is a locally free resolution
of the (flat) sheaf F0 = OY , and so remains exact after tensoring by any quasicoherent sheaf
on Y . Set
Λj = KY + jp
e(π∗L−G) + peπ∗A−D
for j = 0, . . . ,m. After we tensor the Koszul complex above by OY (Λm), the i-th entry in
the complex becomes Gi = OY (Λm−i)
⊕(ri).
Since π∗L−G is globally generated, it is certainly nef. Furthermore, since A is ample on
X, we may take e and D sufficiently large (i.e. −D sufficiently π-ample) so that peπ∗A−D
is ample. Possibly increasing e and D further, we may once more apply the relative and
global versions of Fujita’s vanishing theorem [Kee03] to guarantee
Rjπ∗OY (Λm−i) = 0 H
j(Y,OY (Λm−i)) = 0
for all j > 0 and all i ≥ 0. This gives that the complex
0 −→ F e∗π∗Gr −→ F
e
∗π∗Gr−1 −→ · · · −→ F
e
∗π∗G1 −→ F
e
∗π∗G0 −→ 0
is exact, and furthermore that it remains exact after taking global sections. Thus, we have
once more a surjective map
(2.4.1) Tre
(
H0(X,F e∗ π∗G1)
) ( s1 s2 ··· sr )
−−−−−−−−−→ Tre
(
H0(X,F e∗ π∗G0)
)
where our notation on the left indicates that the trace map has been applied individually
to each direct summand of
H0(X,F e∗ π∗G1) =
[
H0(X,F e∗ π∗OY (Λm−1))
]⊕r
.
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We then have that both∑
e≫0
Tre
(
H0(X,F e∗ π∗G1)
)
=
[
P 0(X,OX (KX + (m− 1)L+A)⊗OX τ(X, a
m−1))
]⊕r
and ∑
e≫0
Tre
(
H0(X,F e∗ π∗G0)
)
= P 0(X,OX (KX +mL+A)⊗OX τ(X, a
m))
hold, and the desired conclusion now follows immediately from the surjectivity of (9.2.3). 
At this point, our goal for the remainder of this article is essentially to push forward the
above arguments to the general setting. Once again, the first step is to generalize previously
known descriptions of the test ideal so as to gain access to certain cohomology vanishing
theorems.
3. Alternate description of test ideals
In this section we introduce two alternate descriptions of test ideals which will motivate
what we do later (and gives a posteriori motivation for the definitions in Section 2). The
reader who is not interested in these formalities is invited to skip ahead to Proposition 3.6
and take either as the definition of the test ideal. The second description will be useful in
the proof of Theorem 5.1, while the first description will appear in Theorem 9.1.
Convention 3.1. Throughout this paper, all schemes X will be Noetherian, separated and
of equal characteristic p > 0. They will additionally be assumed F -finite, meaning that the
(absolute) Frobenius morphism F : X −→ X is finite. This implies that all our schemes are
locally excellent [Kun76]. We further assume that all schemes have dualizing complexes ω
q
X ,
which is automatic in the case of F -finite affine schemes by [Gab04]. Finally, we assume
throughout that F !ω
q
X
∼= ω
q
X , which is true on sufficiently small affine charts of any F -
finite scheme, as well as on schemes of finite type over any scheme for which this property
holds (e.g. varieties over a perfect field); for additional discussion of this last condition, see
[BSTZ10].
Definition 3.2 (The trace map). Suppose that X is an integral scheme satisfying the above
conditions. Then Grothendieck dual to the Frobenius map OX −→ F
e
∗OX we obtain a map
F e∗ω
q
X −→ ω
q
X on the dualizing complex (shifted so that the first non-zero cohomology is
in degree − dimX). By taking the − dimX cohomology, we obtain a map of canonical
modules F e∗ωX −→ ωX which we denote by Tr
e and call the trace map. More generally,
for any morphism ρ : Y −→ X between integral schemes of the same dimension, one can
construct Trρ : ρ∗ωY −→ ωX in a similar manner; see [BST11, Proposition 2.18] for further
discussion.
Definition 3.3. A (log Q-Gorenstein) triple (X,∆, at) is a normal integral scheme X
together with an effective Q-divisor ∆ on X such that KX + ∆ is Q-Cartier and an ideal
sheaf a on X with a non-negative real coefficient t.
Definition 3.4. Suppose that (X,∆, at) is a log Q-Gorenstein triple with X = SpecR
affine. Then the test ideal of (X,∆, at) is denoted by τ(X,∆, at) and defined to be the
unique smallest non-zero ideal J satisfying the following condition: for every e > 0 and
every section φ ∈ HomOX (F
e
∗OX(⌈(p
e − 1)∆⌉),OX ), one has
φ(F e∗ (a
⌈t(pe−1)⌉J)) ⊆ J.
Here we view F e∗ (a
⌈t(pe−1)⌉J) ⊆ F e∗OX ⊆ F
e
∗OX(⌈(p
e−1)∆⌉). It is straightforward to verify
that the test ideal is compatible with localization, and hence this definition can be extended
to triples where X is not affine by gluing in the obvious manner.
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Let us also briefly record the following lemma for later use.
Lemma 3.5. Let η : Y −→W be a proper birational map between normal varieties. Suppose
that Γ is a Q-Cartier divisor on W , and E ≥ 0 is a Weil divisor on Y . For each e > 0,
there is a natural inclusion of sheaves
η∗OY (KY − ⌊p
eη∗Γ⌋ − E) ⊆ OW (KW − ⌊p
eΓ⌋).
Furthermore, there exists a divisor D > 0 on W such that
η∗OY (KY − ⌊p
eη∗Γ⌋ − E) ⊇ OW (KW − ⌊p
eΓ⌋ −D)
for all e > 0.
Proof. Both statements immediately reduce to the case that is W is affine, which we now
assume. After identifying the function fields K(Y ) = K(W ), we have a natural inclusion
η∗OY (B) ⊆ OY (η∗B) for any Weil divisor B on Y . Using that E is effective, this immedi-
ately gives the first statement. For the second, start by taking any effective Cartier divisor
C on W such that η∗C ≥ E −KY . Now let D be any effective Cartier divisor on W such
that D ≥ KW + C + SuppΓ. We have
KW − ⌊p
eΓ⌋ −D ≤ −⌊peΓ⌋ − SuppΓ−C ≤ −peΓ−C
and also
−peη∗Γ− η∗C ≤ ⌈−peη∗Γ⌉+KY − E = KY − ⌊p
eη∗Γ⌋ − E.
But now f ∈ OW (KW − ⌊p
eΓ⌋ −D) if and only if divW (f) +KW − ⌊p
eΓ⌋ −D ≥ 0 which
implies that divW (f)−p
eΓ−C ≥ 0. Therefore, with such an f , divY (η
∗f)−peη∗Γ−η∗C ≥ 0,
which implies that divY (η
∗f) + KY − ⌊p
eη∗Γ⌋ − E ≥ 0. This completes the proof of the
second statement. 
We now give an alternate description of the test ideal. In particular, this description can
be interpreted as a description of the test ideal, similar to that of a multiplier ideal, except
that instead of a resolution, we take any blowup and then repeatedly apply Frobenius.
Proposition 3.6. Let (X,∆, at) be a log-Q-Gorenstein triple. Consider any proper bira-
tional map π : Y −→ X from a normal variety Y that dominates the blowup of X along a,
so that aOY = OY (−G) for some effective Cartier divisor G on Y . Then we have
τ(X,∆, at) =
⋂
D
⋂
e0≥0

∑
e≥e0
Tre
(
F e∗π∗L
X,∆,at
e,pi,D
)
where the intersection ranges over all effective divisors D on Y and we set
L
X,∆,at
e,pi,D = OY (⌈KY − p
e(π∗(KX +∆) + tG)⌉ −D).
Furthermore, this intersection stabilizes for all sufficiently large divisors D, and for some
e0 depending on D. In other words, there exists an effective divisor D and some e0 > 0
such that
τ(X,∆, at) =
∑
e≥e0
Tre
(
F e∗π∗L
X,∆,at
e,pi,D
)
and moreover the same equality holds after increasing the size of D or e0 (although one is
free to take e0 = 0 for D large enough as well).
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Proof. We can assume that X is affine. It is well known that there exists a Cartier divisor
B0 > 0 on X (the vanishing locus of a test element) and some e0 ≥ 0 (or any e0 ≥ 0) such
that for all Cartier B ≥ B0 we have
(3.6.1)
τ(X,∆, at) =
∑
e≥e0
Tre F e∗
(
a⌈tp
e⌉ · OX(⌈KX − p
e(KX +∆)−B⌉)
)
=
∑
e≥e0
Tre F e∗
(
a⌊tp
e⌋ · OX(⌈KX − p
e(KX +∆)−B⌉)
)
For example, see [HT04, Lemma 2.1] or [BSTZ10, Definition-Proposition 3.3]. Note the
rounding is slightly different from other sources, but these differences may all easily be
absorbed into B0. Similarly, the fact that we are taking the integral closure of a
⌊tpe⌋ can be
absorbed into B0 as well using the tight-closure Brianc¸on-Skoda theorem [HH94, Theorem
5.4].
Fix H > 0 on X such that
π∗OY (⌈KY − p
eπ∗(KX +∆)⌉) ⊇ OX(⌈KX − p
e(KX +∆)−H⌉)
for all e ≥ 0 by Lemma 3.5. Thus observe that
π∗OY (⌈KY − p
e(π∗(KX +∆) + tG)− π
∗B⌉)
⊇ π∗OY (⌈KY − p
eπ∗(KX +∆)− π
∗B⌉ − ⌈petG⌉)
⊇ a⌈p
et⌉OX(⌈KX − p
e(KX +∆)−H −B⌉).
Applying Tre F e∗ to both sides and summing up, we then arrive at the containment
τ(X,∆, at) ⊆
⋂
D,e0≥0

∑
e≥e0
Tre
(
F e∗π∗L
X,∆,at
e,pi,D
)
by noting that, given any D, we can always find B ≥ B0 such that π
∗B ≥ D. Also note
that we may assume that e0 ≫ 0.
The reverse containment is similar; however, note that it suffices to show for some fixed
D that
(3.6.2)
∑
e≥0
Tre
(
F e∗π∗L
X,∆,at
e,pi,D
)
⊆ τ(X,∆, at)
which will simultaneously verify (all of) the stabilization statements as well. To that end,
we need show a claim which plays the same role as Lemma 3.5 did above.
Claim 3.7. There exists a divisor D′ on Y such that, for all e ≥ 0,
π∗OY (⌈KY − p
e(π∗(KX +∆) + tG)−D
′⌉) ⊆ a⌊pet⌋ · OX(⌈KX − p
e(KX +∆)⌉).
Before proving the claim, let us finish the proof of Proposition 3.6. By takingD = π∗B0+D
′,
twisting the containment from the claim by OX(−B0), applying F
e
∗ ( ) and Tr
e( ) to both
sides, and summing up over e ≥ 0, we see that (3.6.2) follows immediately from (3.6.1). 
Proof of Claim. The statement is local, so we continue to assume that X is affine, and may
further assume KX ≥ 0. Let n be the index of KX +∆, and let C be an effective Cartier
divisor on X such that C ≥ n(KX +∆)−KX . Then for all e > 0 we have
−⌊
pe
n
⌋n(KX +∆)− C ≤ KX − p
e(KX +∆) ≤ ⌈KX − p
e(KX +∆)⌉
and so it suffices to find D′ satisfying
π∗OY (⌈KY − p
e(π∗(KX +∆) + tG)−D
′⌉) ⊆ a⌊pet⌋ · OX(−⌊
pe
n
⌋n(KX +∆)− C)
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for all e ≥ 0. Now, since a⌊pet⌋ = π∗OY (−⌊p
et⌋G) and −⌊p
e
n ⌋n(KX +∆)−C is Cartier, we
have by the projection formula that
a⌊p
et⌋ · OX(−⌊
pe
n ⌋n(KX +∆)− C) = a
⌊pet⌋ ⊗OX(−⌊
pe
n ⌋n(KX +∆)− C)
= π∗OY (−⌊
pe
n ⌋nπ
∗(KX +∆)− π
∗C − ⌊pet⌋G)
so it suffices to find D′ satisfying
⌈KY − p
e(π∗(KX +∆) + tG)−D
′⌉ ≤ −⌊
pe
n
⌋nπ∗(KX +∆)− π
∗C − ⌊pet⌋G
for all e ≥ 0. Then notice that
⌈KY − p
e(π∗(KX +∆) + tG)⌉+ ⌊
pe
n ⌋nπ
∗(KX +∆) + π
∗C + ⌊pet⌋G
≤ KY − ⌊p
eπ∗(KX +∆)⌋ − ⌊p
etG⌋+ ⌊p
e
n ⌋nπ
∗(KX +∆) + π
∗C + ⌊pet⌋G
≤ KY + π
∗C − ⌊(p
e
n − ⌊
pe
n ⌋)nπ
∗(KX +∆)⌋ − ⌊(p
et− ⌊pet⌋)G⌋
≤ KY + π
∗C
and so any D′ ≥ KY + π
∗C verifies the claim. 
Remark 3.8. The only novel part about Proposition 3.6 is the fact that we use the divisor
D on Y as a replacement for a test element on X. The reason that this is useful is that, if
π is projective, we may choose −D to be relatively ample. It follows then that the divisor
−pe(π∗(KX +∆)+ tG)−D is also relatively ample (since −π
∗(KX +∆) and −G are both
relatively nef).
Remark 3.9 (Sufficiently divisible e > 0 and (pe−1)). One can vary the setup of Proposition 3.6
in a number of different ways. For example, in the notation found therein, for each e and
D set
M
X,∆,at
e,pi,D = OY (⌈KY − (p
e − 1)(π∗(KX +∆) + tG)⌉ −D).
It is easy to see that L X,∆,a
t
e,pi,D may be replaced with M
X,∆,at
e,pi,D throughout by absorbing the
difference into D. Furthermore, additionally suppose now that the index of KX +∆ is not
divisible by p. One may then also easily show that
(3.9.1) τ(X,∆, at) =
⋂
D
⋂
e0≥0

∑
e=le0
Tre
(
F e∗π∗M
X,∆,at
e,pi,D
) .
The point here is that this description concerns only sufficiently divisible values of e. To see
that this is possible, simply observe in this case that (3.6.1) holds for a sum over sufficiently
divisible e (for example, by [BSTZ10, Proposition 3.9]) and repeat the arguments of the
Proposition 3.6 for such divisible e.
One advantage of (3.9.1) is that since p does not divide the index of KX + ∆, and if
furthermore t is rational and p does not appear in its denominator, one can arrange that
(1− pe)(KX +∆+ tG) is integral for all sufficiently divisible e and so the roundings in the
definition of MX,∆,a
t
e,pi,D are unnecessary.
Next we observe that Keeler’s relative version of Fujita’s vanishing theorem, [Kee03,
Fuj83] gives us the following relative vanishing theorem for test ideals.
Proposition 3.10 (Relative vanishing for test ideals). In the notation of Proposition 3.6,
assume further that π : Y −→ X is projective. Then there exists a divisor D ≥ 0 on Y and
an e0 ≥ 0 such that
τ(X,∆, at) =
∑
e≥e0
Tre
(
F e∗π∗
(
OY (⌈KY − p
eπ∗(KX +∆+ tG)−D⌉)
))
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and also such that Riπ∗
(
OY (⌈KY − p
eπ∗(KX + ∆ + tG) −D⌉)
)
= 0 for all i > 0 and all
e ≥ e0.
Proof. The statement is local, so we may assume that X is affine. Fix D′ to be any effective
π-antiample divisor. Suppose that n(KX +∆) is Cartier for some integer n. Next consider
the set of divisors on Y
Q =
{
⌊i(π∗(KX +∆) + tG)⌋ − ⌊i/n⌋nπ
∗(KX +∆)− ⌊ti⌋G
∣∣ i ∈ N}.
Note that the divisors in this set are integral, with bounded coefficients, and are supported
on a finite set of prime divisors. Hence Q is a finite set of integral divisors, Q = {F1, . . . , Fd}.
Set
F =
d⊕
i=1
OY (KY − Fi) =
d⊕
i=1
Fi.
By relative Fujtita vanishing [Kee03, Theorem 1.5], there exists an m0 > 0 such that
Riπ∗
(
F ⊗OY (−mD
′)⊗N
)
= 0
for any m ≥ m0, i > 0, and π-nef invertible sheaf N . Thus the same vanishing also holds
for the summands Fi. By choosing a sufficiently large effective Cartier divisor B on X,
we may assume D = mD′+ π∗B satisfies the stabilization conditions in Proposition 3.6 for
some e0 ≥ 0. This gives the first equality, and we need only prove the vanishing statements
as well.
But note that, for any e ≥ 0, we have
OY (⌈KY − p
e(π∗(KX +∆) + tG)−D⌉)
= OY (KY − ⌊p
e(π∗(KX +∆) + tG)⌋ −D)
= OY (KY − Fj − ⌊p
e/n⌋nπ∗(KX −∆)− ⌊tp
e⌋G)
where Fj is the element of Q corresponding to i = p
e. But now the higher cohomologies
vanish as G is relatively antiample and π∗(KX −∆) is relatively antinef. 
Remark 3.11. In a previous draft of this paper, we included another variant on the definition
of the test ideal where the coefficient of D was peε for some 1≫ ε > 0. We have since been
successful at rendering this complication unnecessary.
4. Test ideals vs parameter test modules
This short section shows that test ideals of pairs are equal to parameter test modules,
in the sense of [Smi95], of slightly different pairs. This is useful because the parameter
test module behaves very naturally in certain change-of-variety operations (including alter-
ations). Hence we will use the parameter test modules in the sections that follow wherever
we believe that it conceptually simplifies certain arguments. This perspective was used
previously in [BST11] and [STZ12].
We begin with definitions.
Definition 4.1 (Parameter test modules for rings and effective divisors). Suppose that
X = SpecR is a normal integral F -finite affine scheme, Γ is an effective Q-divisor, a ⊆ R is
an ideal and t ≥ 0 is a rational number.
Then we define the parameter test module, denoted τ(ωX ,Γ, a
t), to be the unique smallest
nonzero submodule of J ⊆ ωX such that for every e ≥ 0 and every map
φ ∈ HomOX
(
F e∗ (ωX(⌈(p
e − 1)Γ⌉)), ωX
)
⊆ HomOX (F
e
∗ωX , ωX) = 〈Tr
e〉F e
∗
OX
∼= F e∗OX
we have that
φ
(
F e∗ (a
⌈t(pe−1)⌉ · J)
)
⊆ J.
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If Γ = 0 or a = R, we omit those terms from the notation and write τ(ωX , a
t) or τ(ωX ,Γ).
Let us now prove that this submodule exists by proving that it coincides with the test
ideal of an appropriate pair.
Lemma 4.2. With notation as in Definition 4.1, still in the affine case, choose KX such
that −KX is effective and fix ωX = OX(KX) to be the corresponding submodule of K(X),
then
τ(ωX ,Γ, a
t) = τ(X,Γ−KX , a
t)
as a submodule of K(X) or equivalently setting Θ = Γ−KX ,
τ(ωX ,Θ +KX , a
t) = τ(X,Θ, at).
In particular, the parameter test module exists.
Proof. Since −KX is effective and integral, we see that J = τ(X,Γ−KX , a
t) is a submodule
of ωX = OX(KX) ⊆ OX (it is easy to see that the containment holds in codimension 1
which is sufficient since ωX is reflexive). On the other hand, observe that
HomOX
(
F e∗ (ωX(⌈(p
e − 1)Γ⌉)), ωX
)
∼= HomOX
(
F e∗ (OX (KX + ⌈(p
e − 1)Γ⌉)) ⊗OX OX(−KX),OX
)
∼= HomOX
(
F e∗ (OX (⌈(p
e − 1)(Γ −KX)⌉)),OX
)
.
It follows that the maps which determine the parameter test module in Definition 4.1 are
exactly the maps used to define the test ideal in Definition 3.4. But now both the test ideal
and test module are contained inside ωX ⊆ OX and both are defined to be the smallest such
submodule satisfying the same property. Hence they are equal and the lemma is proven. 
Since τ(ωX ,Γ, a
t) = τ(X,Γ − KX , a
t), we can conclude numerous properties about the
parameter test module automatically. For example, the formation of the parameter test
module automatically commutes with localization. Likewise
(4.2.1) τ(ωX ,Γ + εD, a
t) = τ(ωX ,Γ, a
t)
for all 1≫ ε > 0 and effective Cartier divisors D > 0, see [BSTZ10, Lemma 3.23].
Another such property is the fact that if D is any Cartier divisor on X, then
(4.2.2)
τ(ωX ,D + Γ, a
t)
= τ(X,D + Γ−KX , a
t)
= τ(X,Γ−KX , a
t)⊗OX(−D)
= τ(ωX ,Γ, a
t)⊗OX(−D).
From this it follows that we can define the parameter test module for non-effective Γ as
follows.
Definition 4.3 (Parameter test modules in general). Working in the setting of Definition 4.1
but without assuming that Γ is effective, choose D a Cartier divisor (working locally if nec-
essary) such that Γ + D is effective. Then we define the parameter test module by the
following formula:
τ(ωX ,Γ, a
t) = τ(ωX ,Γ +D, a
t)⊗OX(D).
Note that the parameter test module is a fractional ideal once we fix ωX ⊆ K(X). It is
easy to see that this is independent of the choice of D.
Now in the non-affine setting, since the formation of the parameter test module commutes
with localization, we can define the parameter test module of an arbitrary normal integral
F -finite scheme in the obvious way.
As mentioned at the start of the section, the transformation rules for parameter test
modules are particularly transparent. We fix the following notation, if f : Y −→ X is an
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alteration (for example, it could be a finite map) then Trf : f∗ωY −→ ωX is the Grothendieck
trace, see [BST11, Proposition 2.18].
Lemma 4.4 (Transformation rules for parameter test modules). Suppose that X is a inte-
gral normal F -finite scheme, Γ is a Q-divisor on X, a is an ideal sheaf and t ≥ 0 is a real
number. Then
(a) if f : Y −→ X is a finite map where Y is also integral and normal then
Trf
(
f∗τ(ωY , f
∗Γ, (a · OY )
t)
)
= τ(ωX ,Γ, a
t).
(b) in the case of (a) if f is the e-iterated Frobenius F e : X −→ X, then we have
Tre
(
F e∗ τ(ωX ,Γ, a
t
)
= τ(ωX , 1/p
eΓ, at/p
e
).
(c) if Γ is Q-Cartier, then there exists a finite map, or if desired when X is essentially
of finite type over a field, a regular alteration f : Y −→ X such that
Trf
(
f∗ωY (⌈−f
∗Γ⌉)
)
= τ(ωX ,Γ).
Proof. Part (a) is simply the main result of [ST10] translated into parameter test modules.
We briefly explain how this is done using the notation of that paper. The idea is as follows,
the ramification divisor, or more generally what is denoted there by RT, is built into ωX ,
ωY and the Grothendieck trace. Indeed if one chooses any embeddings ωX ⊆ K(X) and
ωY ⊆ K(Y ), then localizing the Grothendieck trace at the generic point induces a map
T : K(Y ) −→ K(X). This is the map to be used in [ST10, Main Theorem (General Case)].
Part (b) is merely a special case of (a) once one notices the following. The ideal a·F e∗OX =
F e∗ a
[pe] has the same integral closure as F e∗ a
pe and so either yield the same test ideal, and
thus parameter test module by Lemma 4.2, also see [BST11, Proposition 4.4].
Part (c) is the main result of [BST11] stated in terms of parameter test modules. 
In this paper, we will exclusively deal with the case that Γ is a Q-Cartier divisor. Fre-
quently, we will also assume that the index of Γ is not divisible by p. In such a case we
have the following which we highlight because it will appear several times.
Corollary 4.5. With notation as above, suppose that Γ is a Q-divisor such that (pe − 1)Γ
is Cartier for some integer e > 0. Then
Tre
(
F e∗ τ(ωX ,Γ)⊗OX((1 − p
e)Γ)
)
= τ(ωX ,Γ).
Proof. Simply observe that
Tre
(
F e∗ (τ(ωX ,Γ)⊗OX((1 − p
e)Γ))
)
= Tre
(
F e∗ τ(ωX ,Γ− (1− p
e)Γ)
)
= Tre
(
F e∗ τ(ωX , p
eΓ)
)
= τ(ωX ,Γ)
where the final equality comes from Lemma 4.4(b). 
5. Effective computation of test ideals
Let (X,∆, at) be a log-Q-Gorenstein triple. In this section of the paper, we describe an
algorithm for computing τ(X,∆, at) that could in principal be implemented in a computer.
Working exclusively on the normalized blowup π : Y −→ X of a, roughly speaking the key
point is to incorporate the parameter test sheaf [Smi95] so as to remove both D and
∑
e≥e0
from the description of the test ideal in Proposition 3.6. We utilize the parameter test
module heavily in this section, see Section 4 for discussion.
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Theorem 5.1 (Effective test ideal computation). Let (X,∆, at) be a log-Q-Gorenstein
triple, and write t = a/pb(pc − 1) for some integers a, b, c > 0 where additionally we have
that pb(pc − 1)(KX +∆) is Cartier. Set π : Y −→ X to be the normalized blowup of a with
OY (−G) = a · OY . Let N denote the kernel of the natural map
F c∗
(
τ(ωY , p
bπ∗(KX +∆) + p
btG)⊗OY ((1− p
c)pb(π∗(KX +∆) + tG))
)
∼= F c∗
(
τ(ωY , p
cpbπ∗(KX +∆) + p
cpbtG)
։ τ(ωY , p
bπ∗(KX +∆) + p
btG)
induced by the trace map F c∗ωY −→ ωY , the surjectivity follows from Corollary 4.5. Fix
e1 = mc > 0 a positive multiple of c such that
(5.1.1) R1π∗(N ⊗OY (−(p
e − 1)pbtG)) = 0
for all e = e1+nc where n runs over all integers ≥ 0 (which possible since −G is π-ample).
Then for all such e
τ(X,∆, at)
= τ(ωX ,KX +∆, a
t)
= Tre+b
(
π∗F
e+b
∗
(
τ(ωY , p
bπ∗(KX +∆) + p
btG)⊗OY (p
b(1− pe)(π∗(KX +∆) + tG))
))
.
Proof. The question is local so we may assume that X is affine. We next observe that we
may assume that b = 0. Indeed, by Lemma 4.4(b) we know that for any Q-Cartier Q-divisor
Γ, any b ≥ 0 and rational w > 0
Trb
(
F b∗τ(ωX ,Γ, b
w)
)
= τ(ωX ,
1
pb
Γ, bw/p
b
).
Setting ΓX = KX +∆ and working with the parameter test module τ(ωX ,ΓX , a
t), we may
then replace ΓX by p
bΓX and t by p
bt and from this point forward assume that b = 0.
For compactness of notation, set ΓY := π
∗(KX + ∆) + tG and observe that it is π-
antiample. By Proposition 3.6 and Remark 3.9 we now choose an effective Cartier divisor
B on Y such that
(5.1.2)
τ(X,∆, at) =
∑
e≫0
divisible
by c
Tre
(
π∗F
e
∗
(
τ
(
ωY ,ΓY
)
⊗OY
(
(1− pe)ΓY −B
)))
.
Note that the term τ(ωY ,ΓY ), instead of KY , is harmless since it is constant and so can be
absorbed into the divisor B.
Fix a d≫ 0, divisible by c, such that by Lemma 4.4(b) and (4.2.1)
F d∗
(
τ
(
ωY ,ΓY
)
⊗OY
(
(1− pd)ΓY −B
)) Trd
−−→− τ(ωY ,ΓY +
1
pd
B) = τ(ωY ,ΓY ).
Note the Trd above is the trace on Y , not on X. Let K denote the kernel of this map. Let
e2 (a multiple of c) be such that
R1π∗
(
K ⊗OY ((1 − p
e)ΓY )
)
= 0
for all e = lc+ e2, l ≥ 0. Therefore, for those same e = lc+ e2, we have that
π∗F
e+d
∗
(
τ
(
ωY ,ΓY
)
⊗OY
(
(1− pe+d)ΓY −B
)) F e
∗
Trd
−−−−→ π∗F
e
∗
(
τ(ωY ,ΓY )⊗OY ((1− p
e)ΓY )
)
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is surjective. Thus, for all such e = lc+ e2, by Corollary 4.5 and the projection formula,
Tre+d
(
π∗F
e+d
∗
(
τ
(
ωY ,ΓY
)
⊗OY
(
(1− pe+d)ΓY −B
)))
= Tre
(
π∗F
e
∗
(
τ(ωY ,ΓY )⊗OY ((1− p
e)ΓY )
))
.
Applying this to (5.1.2), it follows that
(5.1.3)
τ(X,∆, at) =
∑
e≫0
divisible
by c
Tre
(
π∗F
e
∗
(
τ
(
ωY ,ΓY
)
⊗OY
(
(1− pe)ΓY
)))
the difference from (5.1.2) being that −B no longer appears. Notice that by Corollary 4.5
and the projection formula, we have maps induced by applying π∗ to Tr
c
Y :
Trc
(
π∗F
e+c
∗
(
τ
(
ωY ,ΓY
)
⊗OY
(
(1− pe+c)ΓY
)))
−→ π∗F
e
∗
(
τ
(
ωY ,ΓY
))
⊗OY
(
(1− pe)ΓY
))
and so the sum in (5.1.3) is actually a sum of descending terms. Hence
τ(X,∆, at) = Tre
(
π∗F
e
∗
(
τ
(
ωY ,ΓY
)
⊗OY
(
(1− pe)ΓY
)))
for any e≫ 0 divisible by c. Our next goal is to replace the e≫ 0 with an effective choice
of e > 0. We will use the vanishing (5.1.1) to accomplish this.
Notice that for each n > 0, the map induced by Trc coming from Corollary 4.5 and the
projection formula
(5.1.4)
π∗F
e1+nc
∗
(
τ
(
ωY ,ΓY
)
⊗OY
(
(1− pe1+nc)ΓY
))
−→ π∗F
e1+(n−1)c
∗
(
τ
(
ωY ,ΓY
)
⊗OY
(
(1− pe1+(n−1)c)ΓY
))
has cokernel equal to
R1π∗F
e1+(n−1)c
∗
(
N ⊗OY
(
(1− pe1+(n−1)c)ΓY
))
= 0
where the vanishing is (5.1.1). Thus (5.1.4) is surjective. Hence by repeatedly applying this
argument, we have that
Tre1+nc
(
π∗F
e1+nc
∗
(
τ
(
ωY ,ΓY
)
⊗OY
(
(1− pe1+nc)ΓY
)))
= Tre1
(
π∗F
e1
∗
(
τ
(
ωY ,ΓY
)
⊗OY
(
(1− pe1)ΓY
)))
,
and so the theorem follows. 
Remark 5.2. The authors hope that this method might eventually allow the computa-
tion of test ideals τ(X,∆, at) to be implemented in a computer algebra system such as
Macaulay2 [GS]. The main obstruction is the computation of the integer e1 such that
R1π∗(N ⊗OY (−(p
e − 1)pbtG)) = 0 for all e = e1 + nc. However, as suggested by Markus
Lange-Hegermann on
http://mathoverflow.net/questions/105333/effective-serre-vanishing,
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one should be able to use relative5 Castelnuovo-Mumford regularity [Ooi82, Theorem 2]
to detect when a large enough e1 has been obtained. Alternately, the images computing
τ(X,∆, at) are descending as e increases, and so perhaps this can be played off against as-
cending chains of ideals which also compute the test ideal. This may be easier to implement
(although perhaps slower).
Remark 5.3. Theorem 5.1 is not true if instead one replaces the normalized blowup with
a resolution of singularities. Indeed, consider the D4 singularity R = F2Jx, yK/〈z
2 + xyz +
xy2+x2y〉 given in [ST10, Example 7.12] (and originally coming from [Art75]), with a = R
and t = 1. Then if π : Y −→ X = SpecR is a log resolution, we have τ(ωY ) = ωY and so
π∗τ(ωY ) = ωX = OX . But this example is F -pure, so Tr
e(F e∗OX) = OX for all e. However,
the test ideal τ(OX ) is the maximal ideal 〈x, y〉. The reason our argument does not apply
is because a · OY = OY is not π-ample.
We also state a variant of the above which has additional similarities with the compu-
tations of test ideals as presented in [BMS08, Definition 2.9]. The main difference between
this result and the previous one is here we pick e largely independent of t when t = a/pb.
Theorem 5.4. Suppose that (X,∆, a) is a triple, t0 > 0 is a positive rational number, and
that (pc − 1)(KX + ∆) is Cartier for some c > 0. Set π : Y −→ X to be the normalized
blowup of a with OY (−G) = aOY . Let N denote the kernel of the natural map
F c∗
(
τ(ωY , π
∗(KX +∆))⊗OY ((1 − p
c)(π∗(KX +∆)))
)
−→ τ(ωY , π
∗(KX +∆))
induced by the trace map F c∗ωY −→ ωY . Fix e1 > 0 a positive multiple of c such that
(5.4.1) R1π∗(N ⊗OY (−fG)) = 0
for all f ≥ pe1t0 (this is possible since −G is π-ample). Then for any t = a/p
b ≥ t0 and
any e a multiple of c satisfying e = kc ≥ max(e1, b)
τ(X,∆, at)
= τ(ωX ,KX +∆, a
t)
= Tre
(
π∗F
e
∗
(
τ(ωY , π
∗(KX +∆))⊗OY ((1− p
e)π∗(KX +∆)− p
etG)
))
.
Proof. The strategy is essentially the same as in Theorem 5.1. As before, assume X is affine
and we observe that by the argument of Remark 3.9, for some choice of Cartier divisor B > 0
on Y , if we set Θ = π∗(KX +∆), we have:
(5.4.2)
τ(X,∆, at)
=
∑
e≫0
divisible
by c
Tre
(
π∗F
e
∗
(
τ
(
ωY ,Θ
)
⊗OY
(
(1− pe)Θ− tpeG−B
)))
.
Note any difference between τ(ωY ,Θ) and OY (KY ) can be absorbed into B as before.
Likewise, as in the previous proof choose d > 0, divisible by c, such that by Lemma 4.4(b)
and (4.2.1)
F d∗
(
τ(ωY ,Θ)⊗OY ((1 − p
d)Θ−B)
)
Trd
−−→− τ(ωY ,Θ +
1
pd
B) = τ(ωY ,Θ)
surjects. Let K denote the kernel of this map and let e2, a multiple of c, be such that
R1π∗
(
K ⊗OY ((1− p
e)Θ − tpeG)
)
= 0
5That is over a base ring instead of a field.
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for all e = lc+ e2 > b. Therefore, for those same e, by the projection formula we have that
π∗F
e+d
∗
(
τ
(
ωY ,Θ
)
⊗OY
(
(1− pe+d)Θ − tpe+dG−B
))
F e
∗
Trd
−−−−→ π∗F
e
∗
(
τ(ωY ,Θ)⊗OY ((1− p
e)Θ)− tpeG
)
is surjective. Therefore
τ(X,∆, at) =
∑
e≫0
divisible
by c
Tre
(
π∗F
e
∗
(
τ
(
ωY ,Θ
)
⊗OY
(
(1− pe)Θ− petG
)))
.
Let m be a multiple of c with m ≥ max(e1, b). Note that for e = kc ≥ m, the map
π∗F
e
∗
(
τ
(
ωY ,Θ
)
⊗OY
(
(1−pe)Θ−petG
)) Tre−m
−−−−→π∗F
m
∗
(
τ
(
ωY ,Θ
)
⊗OY
(
(1−pm)Θ−pmtG
))
surjects by (5.4.1). But these maps factor Tre and the claimed result follows immediately.

Remark 5.5. If the index of KX+∆ is divisible by p, it is not difficult to account for that by
using the formula Tre(τ(ωX ,KX+∆, a
t)) = τ(ωX , 1/p
e(KX+∆), a
t/pe) from Lemma 4.4(b).
We leave it to the reader to formulate this generalization.
6. Discreteness of F -jumping numbers
In this section, we fixX a normal F -finite scheme with ideal sheaf a. We study F -jumping
numbers of τ(X, at). For basic setup and definition of terms, see [BSTZ10] and [STZ12].
First, we recall the following Lemma.
Lemma 6.1. ([BSTZ10, Lemma 3.23]) Suppose that X is normal, ∆ ≥ 0 on X is such
that KX +∆ is Q-Cartier and that a ideal sheaf on X. Then for any t ≥ 0, there exists an
ε > 0 such that
τ(X,∆, at) = τ(X,∆, as)
for all s ∈ [t, t+ ε].
Proof. In the case that the index of KX + ∆ is not divisible by p > 0, this is simply
[BSTZ10, Lemma 3.23]. But we may easily reduce to that case by using the fact that
Tre(τ(ωX , p
e(KX +∆), a
pet)) = τ(ωX ,KX +∆, a
t) from Lemma 4.4(b). 
We now prove another Lemma which shows that the test ideal is stabilized in the other
direction. This lemma is the key observation needed in the result of this section (compare
with [KLZ09, Proposition 6.3] and [BSTZ10, Proposition 5.3]). For a sketch of the proof see
the discussion after Theorem 2.2. Most of the technicality of the following proof is designed
to prove the surjectivity of the map labeled β in that discussion.
Lemma 6.2. Suppose that t = b/(pc − 1). Then there exists a number ε > 0 such that
τ(ωX , a
s) is constant for all t− ε < s < t.
Proof. We may assume that X = SpecR is affine. Let π : Y −→ X be the normalized
blowup of a and set aOY = OY (−G). We will find a0 > 0 such that
τ(ωX , a
t(p
a
−1
pa
)
)
is constant for all a ≥ a0. In fact, it is sufficient to do this for some sequence of a going to
infinity.
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First, we notice that τ(ωY , (t − δ)G) is constant for 1 ≫ δ > 0 by Lemma 4.2 and
[BSTZ10, Proposition 5.3]. Thus choose d > 0 such that t − δ < t(p
cd−1
pcd
) < t. Now, by
Lemma 4.4(b), we have surjections induced by trace for every n > 0
Tn : F
ncd
∗
(
τ(ωY )⊗OY (−t(p
ncd − 1)G)
)
→ τ
(
ωY , t(
pncd − 1
pncd
)G
)
= τ
(
ωY , (t− δ)G
)
.
and also surjections
Wn : F
ncd
∗
(
τ(ωY , (t− δ)G) ⊗OY (−t(p
ncd − 1)G)
)
= Fncd∗
(
τ(ωY , t(
pcd−1
pcd
)G)⊗OY (−t(p
ncd − 1)G)
)
−→ τ(ωY , t(
pcd−1
pcd+ncd
)G+ t(p
ncd−1
pncd
)G)
= τ(ωY , t(
pcd−1+pcd(pncd−1)
pcd+ncd
)G)
= τ(ωY , t(
p(1+n)cd−1
p(1+n)cd
)G)
= τ(ωY , (t− δ)G).
Choose e0 > 0 such that for all k ≥ t(p
e0c − 1) we have that the map π∗(T1 ⊗ OY (−kG))
sending
π∗F
cd
∗
(
τ(ωY )⊗OY (−t(p
cd − 1)G− pcdkG)
)
−→ π∗
(
τ(ωY , (t− δ)G) ⊗OY (−kG)
)
is surjective, and also that the map π∗(W1 ⊗OY (−t(p
ec − 1)G)) sending
π∗F
cd
∗
(
τ(ωY , (t− δ)G)⊗OY (−t(p
cd − 1)G− pcdkG)
)
−→ π∗
(
τ(ωY , (t− δ)G)⊗OY (−kG)
)
is surjective (both are possible since −G is π-ample). Since Wn is simply W1 composed
with itself n-times (with appropriate twists by π-anti-ample divisors), we see that the map
W ′n,e := π∗(Wn ⊗OY (−t(p
ec − 1)G)) is surjective as well for e ≥ e0.
...

π∗F
2cd
∗
(
τ(ωY , (t− δ)G) ⊗OY (−t(p
2cd − 1)G− p2cdt(pec − 1)G)
)

W ′2,e
rrrr
π∗F
cd
∗
(
τ(ωY , (t− δ)G) ⊗OY (−t(p
cd − 1)G − pcdt(pec − 1)G)
)

π∗
(
τ(ωY , (t− δ)G) ⊗OY (−t(p
ec − 1)G)
)
Likewise since Tn is simply T1 composed with Wn−1 (twisted appropriately), we see that
β = π∗(Tn ⊗OY (−t(p
ec − 1)G)) is surjective for e ≥ e0.
Now we form the following composition where β is surjective by the above analysis
π∗F
ncd+ec
∗
(
τ(ωY )⊗OY (−t(p
ncd+ec − 1)G)
)
β
։ π∗F
ec
∗
(
τ(ωY , (t− δ)G) ⊗OY (−t(p
ec − 1)G)
)
α
−→ ωX .
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The image of this composition is equal to τ(ωX , a
t(p
ncd+ec
−1
pncd+ec
)
) by Theorem 5.4 at least for
all e≫ 0. However, this image is constant as we vary n since the image of this composition
is also the same as the image of α. Sending n to infinity completes the proof. 
The rest of the argument for discreteness and rationality follows [BMS09, KLZ09].
Theorem 6.3. Suppose that X is an F -finite normal scheme, ∆ is a Q-divisor on X such
that KX+∆ is Q-Cartier, and a is an ideal sheaf on X. Then the set of F -jumping numbers
of τ(X,∆, at) is a discrete set of rational numbers.
Proof. First set η : W −→ X to be a finite cover such that η∗(KX + ∆) is Cartier (see for
example [BST11, Lemma 4.5]). It follows from Lemma 4.4(a) that if we can show that the
F -jumping numbers of τ(ωW , η
∗(KX +∆), (a · OW )
t) are discrete and rational, then so are
the F -jumping numbers of τ(ωX ,KX + ∆, a
t) = τ(X,∆, at). However, since η∗(KX + ∆)
is Cartier, τ(ωW , η
∗(KX + ∆), (a · OW )
t) = τ(ωW , (a · OW )
t) ⊗ OW (−η
∗(KX + ∆)), it is
sufficient to show that the F -jumping numbers of τ(ωW , (a ·OW )
t) are discrete and rational.
The rest of the proof is now formally the same as [KLZ09, Theorem 3.1] by using
Lemma 6.2. The point is that p times a jumping number is a jumping number [BSTZ10,
Lemma 3.25], and that Skoda’s theorem still holds for test ideals. 
Corollary 6.4. If R = kJx1, . . . , xnK and a ⊆ R is any ideal and k is an F -finite field, then
the F -jumping numbers of τ(R, at) are a discrete set of rational numbers.
One might ask whether the F -finiteness hypothesis is really necessary. For a not-
necessarily F -finite, but excellent Q-Gorenstein local ring (R,m) with a dualizing complex,
the authors believe it can be shown that the F -jumping numbers of τ(R, f t) are discrete
and rational along the lines of [KLZ09, BSTZ10]. Thus we ask:
Question 6.5. Given an excellent Q-Gorenstein local ring with a dualizing complex, and an
ideal a ⊆ R, is it true that the F -jumping numbers of τ(R, at) are discrete and rational?
One cannot use the description of the test ideal given in this paper to tackle this question
since that description critically uses F -finiteness. However, one still may be able to blow
up a and apply local cohomology to the pushdown of appropriate sheaves so as to mimic
the strategies applied herein. This appears to be nontrivial however.
7. Test ideals via alterations
The descriptions of the test ideal above allow the main results of [BST11] to be extended
to triples (X,∆, at) where a is not principal in this section. Throughout, we will largely
assume X is a normal variety over an F -finite field of characteristic p > 0 – so that [dJ96]
can be applied to find regular alterations. However, we will also briefly discuss the (straight-
forward) generalizations to integral normal schemes in Remark 7.2 and Remark 7.6.
Additionally, beginning in this section so as to avoid confusion, when writing the trace
map we will generally write a subscript to indicate the morphism under consideration (since
we are not only concerned with the Frobenius map). So for example, what has previously
been denoted above by Tre will be denoted by TrF e . More generally, for an alteration
ρ : Y −→ X, recall once more that Trρ is the Grothendieck trace as described in [BST11,
Proposition 2.18].
Theorem 7.1 (Test ideals via alterations). Given log-Q-Gorenstein triple (X,∆, at) where
X is a variety over a perfect field, there exists a regular alteration
ρ : W −→ X
TEST IDEALS OF NON-PRINCIPAL IDEALS 25
with aOW = OW (−H) such that Trρ
(
ρ∗OW (⌈KW − ρ
∗(KX + ∆) − tH⌉)
)
= τ(X,∆, at).
It further follows that the test ideal τ(X,∆, at) is the intersection of these images over all
alterations ρ : W −→ X, i.e.
τ(X,∆, at) =
⋂
ρ:W−→X
Trρ
(
ρ∗OW (⌈KW − ρ
∗(KX +∆)− tH⌉)
)
.
Proof. Without loss of generality we may assume that X is affine since any two alterations
may be dominated by a third. By Lemma 4.4(b) we know for Γ = KX +∆ that
TrF b
(
F b∗τ(X, p
b(KX+∆)−KX , a
pbt
)
= TrF b
(
F b∗ τ(ωX , p
bΓ, ap
bt)
)
= τ(ωX ,Γ, a
t) = τ(X,∆, at)
and so, as in the start of the proof of Theorem 5.1, by choosing a sufficiently divisible c > 0
and replacing ∆ by pb(KX + ∆) − KX and t by p
bt, we may assume that (pc − 1)t is an
integer and (pc − 1)(KX +∆) is Cartier.
Set π : Y −→ X to be the normalized blowup of a with aOY = OY (−G). We then know
by Theorem 5.1 that there exists an e = nc > 0, such that
τ(X,∆, at) = TrF e
X
(
(F eX)∗π∗
(
τ(ωY , π
∗(KX+∆)+tG)⊗YOY
(
(1−pe)(π∗(KX+∆)+tG)
)))
.
By Lemma 4.4 (which relies upon [dJ96]), there exists η : W −→ Y a regular alteration such
that
τ(ωY , π
∗(KX +∆) + tG) = Trη
(
η∗OW
(
⌈KW − η
∗π∗(KX +∆)− tη
∗G⌉
))
.
Setting H ′ = η∗G so that aOW = OW (−H
′), we observe that
τ(ωY , π
∗(KX +∆) + tG)⊗Y OY
(
(1− pe)(π∗(KX +∆) + tG)
)
= Trη
(
η∗OW
(
⌈KW − η
∗π∗(KX +∆)− tH
′ − (pe − 1)η∗π∗(KX +∆)− (p
e − 1)tH ′⌉
))
= Trη
(
η∗OW
(
⌈KW − η
∗π∗(F eX)
∗(KX +∆)− tp
eH ′⌉
))
.
Set ρ = η ◦ π ◦ (F eX) and H = p
eH ′. Pushing forward by π∗ and applying Trpi◦(F e
X
) implies
immediately that
τ(X,∆, at) ⊇ Trρ
(
ρ∗OW (⌈KW − ρ
∗(KX +∆)− tH⌉)
)
.
Note we only get containment since we do not know that we still have a surjection after
pushing forward by π (we only have the surjection on Y locally).
However, the reverse containment ⊆ is the “easy containment” which always holds by
the defining property of the test ideal, cf. the proof of [BST11, Proposition 4.2] or the first
half of the proof of Proposition 3.6. The intersection statement then follows immediately
from the same “easy containment” as well. 
Remark 7.2. If X is simply a normal F -finite scheme satisfying Convention 3.1, instead of
a variety, a variant of Theorem 6.1 still holds. Indeed, there still exists a (not necessarily
regular) alteration ρ : W −→ X with aOW = OW (−H) such that Trρ
(
ρ∗OW (⌈KW −
ρ∗(KX +∆)− tH⌉)
)
= τ(X,∆, at). The proof is unchanged, except that the use of [dJ96]
is omitted.
In [STZ12], the authors showed the stronger statement that there exists a single (regular)
alteration allowing the computation of the test ideal even as the coefficient t was allowed to
vary (including when t takes on irrational values). The same methods go through, at least
when combined with the Skoda type theorems we have developed in this paper, and so we
obtain the following generalization.
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Theorem 7.3. With notation as above, there exists a regular alteration ρ : W −→ X,
aOW = OW (−H), independent of t such that
(7.3.1) Trρ
(
ρ∗OW (⌈KW − ρ
∗(KX +∆)− tH⌉)
)
= τ(X,∆, at).
for all t ∈ R, t > 0.
Proof. It is sufficient to prove the theorem for X affine. Essentially following the same
argument as in [STZ12, Lemma 4.1, Theorem 4.2], we begin with the following claim.
Claim 7.4. For any two adjacent F -jumping numbers, t0 < t1, there is an alteration
ρ : W −→ X such that (7.3.1) holds for all t0 ≤ t < t1.
Proof of claim. (cf. [STZ12, Lemma 4.1]) We know that talking about adjacent F -jumping
numbers make sense because the set of F -jumping numbers have no limit points. We also
know that t0, t1 ∈ Q. For varieties, this is described in [STZ12, Remark 3.4] but it also
of course follows from Theorem 6.3. If one wants to work with schemes as in Remark 7.6
below, one truly needs Theorem 6.3.
Regardless, for some µ :W −→ X, we have
τ(X,∆, at0) = Trµ
(
µ∗OW (⌈KW − µ
∗(KX +∆)− t0H⌉)
)
where a · OW = OW (−H). Fix t
′ such that t < t′ < t1. Then we know for some further
µ′ : W ′ −→ X we have
τ(X,∆, at
′
) = Trµ′
(
µ′∗OW ′(⌈KW ′ − µ
′∗(KX +∆)− t
′H ′⌉)
)
where a · OW ′ = OW ′(−H
′). Now, we simply observe that
τ(X,∆, at)
= τ(X,∆, at0)
= Trµ
(
µ∗OW (⌈KW − µ
∗(KX +∆)− t0H⌉)
)
⊇ Trµ
(
µ∗OW (⌈KW − µ
∗(KX +∆)− tH⌉)
)
⊇ Trµ
(
µ∗OW (⌈KW − µ
∗(KX +∆)− t
′H⌉)
)
⊇ Trµ′
(
µ′∗OW ′(⌈KW ′ − µ
′∗(KX +∆)− t
′H ′⌉)
)
= τ(X,∆, at
′
)
= τ(X,∆, at)
Thus all the terms are equal and the first claim is proven. We also note again that, if we
do not require W to be regular, we may assume that W is a finite cover of the normalized
blowup Y of a by [BST11, Theorem 4.6]. 
Theorem 7.3.1 now follows for bounded values of t, since then there are only finitely many
jumping numbers that need be considered. By the claim, we may pick a common alteration
that works for all of them. Next we attack the case of unbounded t. The strategy is roughly
to use Skoda’s theorem on both sides of equation (7.3.1).
First, by Skoda’s theorem for the test ideal [HT04, Theorem 4.1], for any t larger than
r, the number of generators of a, we have τ(X,∆, at) = τ(X,∆, ar−1+{t}) · a⌊t⌋−r+1. We
need the same result for the pushforward from the alteration as well. In particular, we need
a variant of Skoda’s theorem for the pushforward. Note that we must do without a test
element divisor D that appeared in the discussion before Proposition 2.3. We accomplish
this below – but on a possibly non-regular alteration.
Claim 7.5. There exists a sufficiently large alteration ρ : W −→ X, satisfying (7.3.1) for
0 < t ≤ r + 1 (where r is the number of generators of a), and such that instead for all
t ≥ r + 1 we have
a ·Trρ
(
ρ∗OW (⌈KW −ρ
∗(KX+∆)− (t−1)H⌉)
)
= Trρ
(
ρ∗OW (⌈KW −ρ
∗(KX+∆)− tH⌉)
)
.
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Proof of claim. Choose ρ : W −→ X to be an alteration such that (7.3.1) holds for all
0 < t ≤ r + 1. Observe that by [BST11, Theorem 4.6] and the proof of Claim 7.4, we can
assume that ρ : W −→ X is a finite cover of the normalized blowup Y of a. In particular,
we can assume that −H is ρ-ample. Additionally we can assume that if W
µ
−→ Z
ν
−→ X is
the Stein factorization of ρ, then ν∗(KX +∆) is an integral Cartier divisor.
Fix s1, . . . , sr ∈ a to be our generators. It follows that π
∗s1, . . . , π
∗sr are globally generat-
ing sections of OW (−H). This implies (π
∗s1)
pe , . . . , (π∗sr)
pe globally generate OW (−p
eH)
for any e > 0, and we may form the corresponding Koszul complex
(7.5.1) 0 −→ Fr −→ Fr−1 −→ · · ·F1 −→ F0 −→ 0
where Fi = OW (ip
eH)⊕(
r
i) and each of the maps are essentially given (up to sign) as
multiplication by the sections (ρ∗sj)
pe . Since this complex is a locally free resolution of
the (flat) sheaf F0 = OW , this complex remains exact after tensoring by any quasicoherent
sheaf on W .
When t ≥ r+1 and we tensor by OW (⌈KW −p
e(ρ∗(KX+∆)+tH)⌉), the i-th entry in the
complex becomes Gi = OW (⌈KW−p
e(π∗(KX+∆)+(t−i)H)⌉)
⊕(ri). Now we consider ⌈−λH⌉
as λ varies and observe that there are only finitely many divisors ⌈−{λ}H⌉. Therefore, since
⌈−λH⌉ = ⌈−{λ}H⌉ − ⌊λ⌋H (and so takes finitely many values up to twisting by relatively
ample divisors), and since ρ∗(KX + ∆) is pulled back from a Cartier divisor on Z (the
Stein factorization of W ), we observe for e≫ 0 (which we can pick independently of t) that
by Serre vanishing and the projection formula, Rjρ∗Gi = 0 for all i and any j > 0 since
t− r ≥ 1. Hence our complex (7.5.1) remains exact after applying ρ∗( ), and as F
e
∗ ( ) is
exact (since F is finite) we have that the complex
0 −→ F e∗ ρ∗Gr −→ F
e
∗ ρ∗Gr−1 −→ · · · −→ F
e
∗ ρ∗G1 −→ F
e
∗ ρ∗G0 −→ 0
is exact on X. Furthermore, after having applied F e∗ ( ), we may view the arrows as given
by multiplying by s1, . . . , sr. Taking images under Trρ and TrF e
X
preserves exactness on the
right, giving a surjection for e≫ 0 (again, independent of t)
TrF e
X
(
F e∗ Trρ
(
ρ∗OW
(
⌈KW − (F
e)∗ρ∗(KX +∆)− t(F
e)∗H⌉
)))
= a · TrF e
X
(
F e∗ Trρ
(
ρ∗OW
(
⌈KW − (F
e)∗ρ∗(KX +∆)− (t− 1)(F
e)∗H⌉
)))
.
Now replacing ρ by ρ◦F e (again, observing that we have successfully chosen e independent
of t), we have proven our claim. 
Let us now return to the proof of Theorem 7.3. Note that the containment ⊇ of (7.3.1)
always holds, and that further alterations can only shrink the image. Therefore, if we can
prove that (7.3.1) holds for any alteration, then it also holds for some regular alteration as
well. To that end, let ρ : W −→ X be the alteration constructed in Claim 7.5. For any
t ≥ r + 1, we have that
Trρ
(
ρ∗OW
(
⌈KW − ρ
∗(KX +∆)− tH⌉
))
= a⌊t⌋−r+1 · Trρ
(
ρ∗OW
(
⌈KW − ρ
∗(KX +∆)− (r − 1 + {t})H⌉
))
= a⌊t⌋−r+1 · τ(X,∆, ar−1+{t})
= τ(X,∆, at).
This completes the proof of Theorem 7.3. 
Remark 7.6. As before, this result still holds for normal F -finite integral schemes satisfying
Convention 3.1, so long as one gives up the requirement that the alteration be regular.
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In [BST11, STZ12], when a is principal, we showed that the alterations chosen could be
chosen to be generically separable. Thus, we are led ask the following question.
Question 7.7. Can one always choose a separable alteration for Theorem 7.3 or even for
Theorem 7.1?
8. Vector subspaces of global sections
We now define certain global variants of the test ideal as subspaces of sections of line
bundles. Indeed, if L is very ample inducing a projectively normal embedding X ⊆ Pnk ,
we shall see that these subspaces carry the information of various graded pieces of the test
ideal on the affine cone over X (see for example [Smi97] and [Har05]). However, they apply
even without ampleness assumptions on the line bundles. As mentioned in the introduction,
these subspaces first appeared in unpublished work of C. Hacon and the first author.
Definition 8.1. Suppose that (X,∆, at) is a triple where X is a proper variety and that L
is a Cartier divisor on X. Then we define
P 0
(
X,OX(L)⊗ τ(X,∆, a
t)
)
to be
⋂
pi:YX
⋂
D⊆Y
⋂
e0≥0

∑
e≥e0
Trpi◦F e
(
H0
(
Y,
(
F e∗OY (⌈KY − p
eπ∗(KX +∆+ tGY − L)−D⌉)
)))
where π ranges over all proper birational maps such that Y is normal with aOY = OY (−GY )
invertible, and D runs over all effective divisors on Y . So as to justify the notation some-
what, we remark that this is a subspace of the vector space
H0
(
X,OX(L)⊗ τ(X,∆, a
t)
)
⊆ H0(X,OX (L)).
Lemma 8.2. The intersection in Definition 8.1 stabilizes. In particular, there is a choice
of π, D, and e0 ≥ 0, such that
P 0
(
X,OX(L)⊗ τ(X,∆, a
t)
)
=
∑
e≥e0
Trpi◦F e
(
H0
(
Y,
(
F e∗OY (⌈KY − p
eπ∗(KX +∆+ tGY − L)−D⌉)
)))
.
Proof. Observe that we are taking this intersection in a finite dimensional vector space,
simplifying things considerably. The idea is simply to peel off each intersection one by one
in the following order.
(a) We will argue below that passing to a further birational map η : Z −→ Y can only
shrink the images in question. Granting this, we can fix a π sufficiently large so that
the image stabilizes.
(b) For fixed π : Y −→ X, choosing a larger D obviously can only shrink the images.
Thus, we can find D sufficiently large so that the image stabilizes.
(c) For fixed π and D, choosing larger e0 can again obviously only shrink the image.
Thus, we can find e0 sufficiently large so that the image stabilizes.
Thus, to verify the lemma, it remains only to justify the choice of π : Y −→ X in (a).
Indeed, consider a further birational map η : Z −→ Y and the factorization
Z
η
−→ Y
pi
−→ X︸ ︷︷ ︸
γ
TEST IDEALS OF NON-PRINCIPAL IDEALS 29
and fix a divisor DY on Y . By Lemma 3.5, there exists a divisor DZ on Z such that we
have an inclusion
η∗OZ(⌈KZ − p
eγ∗(KX +∆+ tGY − L)−DZ⌉)
⊆ OY (⌈KY − p
eπ∗(KX +∆+ tGY − L)−DY ⌉)
for all e. But now we see that choosing further Z −→ Y −→ X only shrinks the images (after
intersecting over all divisors D) as claimed, and so the Lemma is proven. 
The next proposition says that in fact we never have to take a Y larger than the nor-
malized blow-up of a in order to compute P 0. Of course, if one prefers to use a different
birational model instead (e.g. a log resolution at hand), one is certainly still free to do so.
Proposition 8.3. The vector space P 0
(
X,OX(L) ⊗ τ(X,∆, a
t)
)
can be computed just
from π : W −→ X where W is the normalized blowup of a. In particular, the subspace
P 0
(
X,OX (L)⊗ τ(X,∆, a
t)
)
is equal to
(8.3.1)⋂
D≥0
⋂
e0≥0

∑
e≥e0
Trpi◦F e
(
H0
(
W,
(
F e∗OW (⌈KW − p
eπ∗(KX +∆+ tGW − L)−D⌉)
)))
where D runs over all effective divisors on W .
Proof. Suppose that γ : Y −→ X is a projective birational map with Y normal such that
aOY = OY (−GY ) is invertible. We may also assume that γ : Y −→ X can be used to
stabilize the intersection (8.3.1), together with the divisor E ≥ 0 on Y as in Lemma 8.2.
Then γ factors through π by the universal property of blowing up, so write
Y
η
−→W
pi
−→ X︸ ︷︷ ︸
γ
.
By Lemma 3.5, there exists an effective divisor D on W such that
OW (⌈KW − p
eπ∗(KX +∆+ tGW − L)−D⌉)
⊆ η∗OY (⌈KY − p
eγ∗(KX +∆+ tGY − L)− E⌉)
for all e ≥ 0. Making D larger is harmless, and so we may further assume that D can be
used to stabilize the intersection in (8.3.1).
Thus for all e ≥ 0 we have the factorization
π∗OW (⌈KW − p
eπ∗(KX +∆+ tGW − L)−D⌉)
→֒ γ∗OY (⌈KW − p
eπ∗(KX +∆+ tGW − L)− E⌉)
Trγ
−−→ OX(L).
But then it follows that we have containment of the images
Trpi◦F e
(
H0
(
W,
(
F e∗OW (⌈KW − p
eπ∗(KX +∆+ tGW − L)−D⌉)
)))
⊆ Trγ◦F e
(
H0
(
Y,
(
F e∗OY (⌈KW − p
eπ∗(KX +∆+ tGW − L)− E⌉)
)))
which gives that the intersection in (8.3.1) is contained in P 0
(
X,OX(L) ⊗ τ(X,∆, a
t)
)
.
Observing that the reverse containment is obvious from point (a) in the proof of Lemma 8.2
above completes the proof. 
Note that the definition of P 0 has non-trivial content even in comparatively simple set-
tings, e.g. when there is no ideal sheaf under consideration. For sufficiently ample adjoint
line bundles on smooth varieties, we now show that P 0 simply agrees with H0.
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Lemma 8.4. Suppose that X is a smooth projective variety, and L is an ample line bundle
on X. Then P 0(X,ωX⊗L
n) := P 0(X, τ(X,−KX )⊗L
n) = H0(X,ωX⊗L
n) for all n≫ 0.
Proof. We set S = ⊕i≥0H
0(X,L i) to be the section ring with respect to L . Then S is
normal with an isolated singularity at the origin S+ = ⊕i≥1H
0(X,L i). For any divisor
D ≥ 0 on X, we may find s ∈ H0(X,L j) such that D ≤ div(s) for some j > 0. Therefore,
when forming P 0, we may take D only of the form VX(s) for s as above. Then it follows
immediately that
τ(ωS) =
⊕
i
P 0(X,ωX ⊗L
i)
from the fact we may choose s to be a test element. We claim that for all n≫ 0,
[τ(ωS)]n = [ωS ]n = H
0(X,ωX ⊗L
n)
where [ ]n denotes the nth graded piece of a module. But this is trivial since τ(ωS) = ωS
away from the origin since that is where the singularity is located.
In fact, one sees that requiring that X is smooth is more than required. It is more
than sufficient to merely require that X has F -rational singularities (which just means that
τ(ωX) = ωX and that X is Cohen-Macaulay [ST12, Section 8.1]). 
Remark 8.5. We believe (but do not verify herein) that more general equalities hold as well
for τ(X,∆, an)⊗OX(nH) for sufficiently ample H (e.g. when π
∗H −G is ample).
Similar subspaces of sections to P 0 have also recently appeared, at least in case we take
a = OX . We conclude this section with some comparisons of these subspaces.
Definition 8.6. Suppose that ∆ ≥ 0 is such that KX + ∆ is Q-Cartier with index not
divisible by p (in particular (pe1 − 1)(KX + ∆) is Cartier for some e1). Then for any line
bundle L on X and any e > 0 such that e1|e, we have a map F
e
∗OX(KX − (p
e − 1)∆) −→
OX(KX) and thus obtain (no roundings are necessary)
Tre = TrF e : F
e
∗
(
OX((1− p
e)(KX +∆))⊗ L
pe
)
−→ L.
Since the map Tr(n+1)e1 factors through Trne for any integer sn, the images on global
sections stabilize for e = ne1 ≫ 0, and we define
S0(X,σ(X,∆) ⊗ L) = TrF e
(
H0(X,F e∗OX((1 − p
e)(KX +∆))⊗ L
pe)
)
⊆ H0(X,L)
for this stable image when e = ne1 ≫ 0.
Proposition 8.7 (P 0 versus S0). With notation as above, we have the containment
P 0(X, τ(X,∆) ⊗OX(L)) ⊆ S
0(X,σ(X,∆) ⊗OX(L)).
Additionally, fix a Cartier divisor D as in Claim 3.7 and also stabilizing P 0(X, τ(X,∆)⊗L).
Then for all rational ε > 0 without p in its denominator, we have
S0(X,σ(X,∆ + εD)⊗OX(L)) ⊆ P
0(X, τ(X,∆) ⊗OX(L)).
Proof. The first containment is obvious except for the fact that we are only summing over
all e ≫ 0 in P 0 and we are summing over ne1 ≫ 0 to compute S
0. We explain how to
overcome this difficulty. Note that there is nothing to blow up. We fix D computing P 0 for
π = idX . Suppose that ne1 ≫ 0 can be used to stabilized S
0. Chose e > ne1 and note that
(pe − 1)(KX +∆) is not necessarily integral.
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It then follows from the fact that (pne1 − 1)pe−ne1 ≤ pe that
TrF e−ne1
(
F e−ne1∗ OX(⌈KX − p
e(KX +∆)−D⌉)
)
= TrF e−ne1
(
F e−ne1∗ OX(KX − p
eKX − ⌊p
e∆+D⌋)
)
⊆ TrF e−ne1
(
F e−ne1∗ OX(KX − p
e−ne1pne1KX − (p
ne1 − 1)pe−ne1∆)
)
⊆ OX
(
KX − p
ne1KX − (p
ne1 − 1)∆
)
and the first containment follows by applying TrFne1 (F
ne1
∗ ). The second containment is
straightforward to check directly. 
Remark 8.8. In many cases S0(X,σ(X,∆ + εD)⊗OX(L)) 6= 0, cf. [Sch11, Mus13, MS12,
CHMS12]. In particular, if D is as in the statement of Proposition 8.7 and S0(X,σ(X,∆+
εD)⊗OX(L)) is non-vanishing for some ε > 0, then P
0(X, τ(X,∆) ⊗OX(L)) is also non-
vanishing. See also Section 9 below for a number of non-vanishing statements for P 0 on
curves.
Another subspace of sections T 0 was also introduced in [BST11]. This variant roughly
coincides with S0 except the intersection is taken over all finite covers (rather than simply
iterates of Frobenius), and we refer to loc. cit. for the precise formulation. It would seem
natural to ponder the relationship of T0 and P0 as well.
Question 8.9. Is it true that T 0(X, τ(X,∆) ⊗ OX(L)) = P
0(X, τ(X,∆) ⊗ OX(L)) for all
divisors L? What about for ample L?
This question is closely related to the question of whether splinters are strongly F -regular
and also to the comparison of weak versus strong F -regularity, two of the main open prob-
lems in the theory of tight closure, cf. [Sin99, LS99, LS01].
9. Global division theorem: general case
In this section, we show the last of the main results of this paper mentioned in the
introduction: the global division theorem for P 0.
Theorem 9.1 (Global division theorem). Suppose that X is a normal projective n-dimensional
variety over an algebraically closed field of characteristic p > 0, and that ∆ ≥ 0 is a
Q-divisor such that KX + ∆ is Q-Cartier. Suppose that a ⊆ OX is an ideal sheaf and
L is a Cartier divisor such that OX(L) ⊗ c is globally generated by sections s1, . . . , sr ∈
Γ(X,OX (L) ⊗ c) for some reduction c of a (by replacing the si with general linear combi-
nations, we may always assume that r ≤ n + 1). Fix M a Cartier divisor on X such that
M −KX −∆ is nef and big, and a positive integer m ≥ r. Then any section
s ∈ P 0
(
X,OX(M +mL)⊗ τ(X,∆, a
m)
)
can be expressed as a linear combination
s =
∑
hisi
with hi ∈ P
0
(
X,OX(M + (m− 1)L)⊗ τ(X,∆, a
m−1)
)
.
Remark 9.2. Note that, in the case that a = OX and that L is a globally generated ample
divisor (by r = n + 1 sections), Theorem 9.1 implies that the subset of global sections
P 0
(
X,OX(M +mL)⊗ τ(X,∆)
)
globally generates OX(M +mL)⊗ τ(X,∆) for m ≥ n, cf.
[Kee08, Sch11, Mus13]. To see this, note that a mild generalization of Lemma 8.4 implies
that OX(M +mL) ⊗ τ(X,∆) is globally generated for m ≫ 0. Then one can repeatedly
use Theorem 9.1 to prove it for m− 1,m− 2, . . . and so on (until reaching n itself).
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Proof. Fix π : Y −→ X to be the normalized blowup of X along a, so that aOY = OY (−G)
for some effective Cartier divisor G on Y .
First observe that as π∗L − G is globally generated, it is certainly nef. Also observe
that since M −KX −∆ is big and nef, there exists some divisor D1 ≥ 0 on X and integer
n > 0 such that M1 = n(M −KX −∆) is Cartier and M1 −D1 = n(M −KX −∆) −D1
is ample. Next, choose a π-antiample divisor D2 ≥ 0 on Y and integer m > 0 such that
mπ∗(M1 − D1) − D2 is ample. Choose also a divisor E ≥ 0 on Y sufficiently large so as
to stabilize the intersections (8.3.1) computing P 0(X,OX (M + mL) ⊗ τ(X,∆, a
m)) and
P 0(X,OX (M + (m − 1)L) ⊗ τ(X,∆, a
m−1)). Finally, we fix l > 0 large enough so that
l(mπ∗(M1 −D1)−D2)− E is ample, and also that −lmπ
∗D1 − lD2 − E is π-ample.
Put D′ = lmπ∗D1 + lD2 + E. To briefly summarize what is needed from the above
discussion, we have
(i) π∗L−G is a nef Cartier divisor on Y ,
(ii) M1 = n(M −KX −∆) is a nef Cartier divisor on X, and
(iii) D′ is an effective π-antiample divisor on Y so that lmπ∗M1 −D
′ is ample.
For every e > 0, write pe = ⌊pe/n⌋n + re with 0 ≤ re < n. We now choose k sufficiently
large so that for all e≫ 0 (whenever pe/n > lmk) and all i > 0, we have the vanishing
(9.2.1)
Hi
(
Y,OY (⌈KY + jpe(π∗L−G) + peπ∗(M −KX −∆)− kD′⌉)
)
= Hi
(
Y,OY (⌈KY + jpe(π∗L−G) + (pe/n)π∗M1 − kD′⌉)
)
= Hi
(
Y,OY (⌈KY + jp
e(π∗L−G) + (re/n)π
∗M1 + ⌊p
e/n⌋π∗M1 − kD
′⌉)
)
= Hi
(
Y,OY (KY + jpe(π∗L−G) + ⌈(re/n)π∗M1⌉+ (⌊pe/n⌋ − lmk)π∗M1 + k(lmπ∗M1 −D′))
)
= 0
by Fujita’s vanishing theorem [Fuj83], where j varies from 0 to r. Let us explain this briefly
in slightly more detail. Note that in the last line of (9.2.1), the rounded term ⌈(re/n)π
∗M1⌉
takes on only finitely many values so Fujita’s vanishing applies using the ampleness from
(iii) above together with the nefness from (i) and (ii). Similarly, by making k larger if
necessary, we can ensure for all i > 0
(9.2.2) 0 = Riπ∗OY (⌈KY + jp
e(π∗L−G) + peπ∗(M −KX −∆)− kD
′⌉)
by relative Fujita’s vanishing [Kee03, Theorem 1.5], where again j varies from 0 to r. Put
D = kD′.
The sections π∗s1, . . . , π
∗sr globally generate the sheaf OY (π
∗L − G), hence we also
know (π∗s1)
pe , . . . , (π∗sr)
pe globally generate OY (p
e(π∗L − G)) for any e > 0. Form the
corresponding Koszul complex
0 −→ Fr −→ Fr−1 −→ · · ·F1 −→ F0 −→ 0
where Fj = OY (−jp
e(π∗L−G))⊕(
r
j) and each of the maps is (up to sign) essentially given
as multiplication by the sections (π∗sj)
pe . Observe that this complex is locally exact by
[BH93, Theorem 1.6.5], and hence is a locally free resolution of the (flat) sheaf F0 = OY .
In particular, this complex remains exact after tensoring by any quasicoherent sheaf on Y .
Set
Λj = ⌈KY + jp
e(π∗L−G) + peπ∗(M −KX −∆)−D⌉
for j = 0, . . . ,m. After we tensor the Koszul complex above by OY (Λm), the jth entry in
the complex becomes Gj = OY (Λm−j)
⊕(rj).
Note that by equations (9.2.2) and (9.2.1) for e≫ 0, we know that
Riπ∗OY (Λm−j) = 0 and H
i(Y,OY (Λm−j)) = 0
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for all j = 0, . . . ,m and all i > 0. This implies that the complex
0 −→ F e∗π∗Gr −→ F
e
∗π∗Gr−1 −→ · · · −→ F
e
∗π∗G1 −→ F
e
∗π∗G0 −→ 0
is exact, and furthermore that it remains exact after taking global sections. As taking the
image under Tre preserves surjectivity, we have once more a surjective map
(9.2.3) Tre
(
H0(X,F e∗ π∗G1)
) ( s1 s2 ··· sr )
−−−−−−−−−→ Tre
(
H0(X,F e∗ π∗G0)
)
where our notation on the left indicates that the trace map has been applied individually
to each direct summand of
H0(X,F e∗ π∗G1) =
[
H0(X,F e∗ π∗OY (Λm−1))
]⊕r
.
We then have that both∑
e≫0
Tre
(
H0(X,F e∗ π∗G1)
)
=
[
P 0(X,OX (M + (m− 1)L)⊗OX τ(X, a
m−1))
]⊕r
and ∑
e≫0
Tre
(
H0(X,F e∗ π∗G0)
)
= P 0(X,OX (M +mL)⊗OX τ(X, a
m))
hold, and the desired conclusion now follows immediately from the surjectivity of (9.2.3). 
10. Computations of P 0 for curves
To conclude this article, we analyze P 0 in the case of curves. Throughout this section,
C is a connected smooth projective curve over an algebraically closed field of characteristic
p > 0. Our first result shows that P 0 is often non-zero.
Lemma 10.1. If L is a line bundle on C of degree ≥ 2, then the linear system |P 0(C,ωC⊗
L )| ⊆ |H0(C,ωC ⊗L )| is base point free. If degL ≥ 3, then |P
0(C,ωC ⊗ L )| induces a
closed embedding. In particular, in either case, P 0(C,ωC ⊗L ) 6= 0.
Proof. For the first statement, suppose that Q ∈ C is a point, fix an effective divisor D on
C. Then writing L = OC(L), we have the diagram of exact sequences for e≫ 0
H0(C, F e
∗
(ωC ⊗OC(p
eL−D))) //

H0(Q,F e
∗
(ωpeQ ⊗OC(p
eL−D))) //

H1(C, F e
∗
(ωC ⊗OC(p
e(L−Q)−D)))

H0(C, ωC ⊗ L )
// H0(Q,ωQ ⊗ L )
// H1(C, ωC ⊗L (−Q))
where the vertical maps are induced by the trace. Certainly the upper right term is zero by
Serre vanishing since e ≫ 0. We need to prove that the middle vertical map is surjective
(in other words, non-zero since H0(Q,ωQ⊗L ) = k). But consider now the maps on stalks:
F e∗ωC,Q(−D) −→ ωC,Q
induced by trace. For e≫ 0, this is surjective since regular local rings are strongly F -regular
[HH89]. But then the middle vertical map above is just obtained as a tensor product of the
above map, and so it is surjective as well. Thus we’ve obtained a non-vanishing section of
P 0(C,ωC ⊗L ), as desired.
The remaining statement about |P 0(C,ωC ⊗ L )| inducing an embedding if degL ≥ 3
follows similarly via separation of points and tangent vectors. 
Next, recall that H. Tango proved in [Tan72, Theorem 15] that H0(C,ωC ⊗ L ) =
S0(C,ωC ⊗ L ) for all L of degree ≥
2g−2
p . In the following proposition, we obtain a
similarly explicit statement comparing P 0 and H0 on curves, essentially giving an effective
bound for n≫ 0 in Lemma 8.4. This is an easy consequence of [Har98, Lemma 3.2]
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Proposition 10.2. If L is a line bundle on C with degL > 2g−2p , then
H0(C,ωC ⊗L ) = P
0(C,ωC ⊗L ) := P
0(C, τ(C,−KC )⊗L ).
Proof. Fix any D > 0 on C. For e≫ 0, the canonical map
H1(C,L −p
e
) −→ H1(C,F∗L
−pe+1 ⊗OC(D))
injects by [Har98, Lemma 3.2]. Pushing forward by F e∗ and applying Serre duality we see
that
H0(C,F e+1∗ L
pe+1 ⊗OC(−D)) −→ H
0(C,F e∗L
pe)
surjects for any e ≫ 0. But H0(C,F e∗L
pe) −→ H0(C,L ) surjects since degL > 2g−2p by
[Tan72]. Combining these two surjections gives us our desired result. 
We immediately obtain the following corollary.
Corollary 10.3. Let A be an ample divisor on C and set S =
⊕
i≥0H
0(C,OC (iA)). Then
the ith graded components
[τ(ωS)]i = [ωS ]i
coincide for all i such that i · deg(A) > 2g−2p . In particular, taking A = KC if the genus of
C is at least two, we have [τ(ωS)]i = [ωS]i for all i > 0.
Proof. As argued previously, we have P 0(C,ωC ⊗ OC(iA)) = [τ(ωS)]i and H
0(C,ωC ⊗
OC(iA)) = [ωS ]i, and so the corollary follows immediately from Proposition 10.2. 
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