Introduction
[2] The equilibrium vapor pressure of water molecules over a plane surface of liquid water (e w ) or ice (e i ) depends only on temperature (T) (Strictly, this is only true for water vapor in the pure phase. If water vapor is mixed in air, e w and e i are slightly enhanced. However, the enhancement is below 0.5% according to Sonntag [1994] , and hence can be safely neglected for the purpose of this paper.) There are a number of empirical formulas in use to calculate e w (T ) and e i (T ). The calculations presented here are based on the formulas by Sonntag [1994] , but differences between the different parameterizations are small and have no impact on the results. Figure 1 shows e w (T ) and e i (T ). The curves separate at T = 0°C, at higher temperature e i (T ) is not defined. Note the strong and non-linear temperature dependence.
[3] The equilibrium water vapor pressure is used to define relative humidity with respect to liquid water (RH w ) and ice (RH i ):
where e is the actual water vapor pressure. Because e i is lower than e w , RH i will always be higher than RH w . Thus, it is possible that RH i exceeds 100%, while RH w is still below 100%.
[4] While RH w > 100% does not occur in the Earth's atmosphere, RH i > 100% does occur quite frequently, as is well documented for example by Wallace and Hobbs [1977] . The phenomenon can be explained with the absence of ice nuclei. Such supersaturation with respect to ice recently has received a lot of attention [Spichtinger et al. [2002b] , Gierens et al. [1999] , Jensen et al. [2001] ]. As an example, Figure 2 shows a distribution of RH i at 215 hPa derived from the UARS MLS UTH data set, which has been described by Read et al. [2001] . This figure is roughly the same as Figure 1 in Spichtinger et al. [2002b] .
[5] A closer inspection of Figure 2 reveals that some of the data points show even supersaturation with respect to liquid water. Consider the ratio of e w (T)/e i (T), which is displayed in Figure 3 . At a temperature of 220 K, consistent with the chosen altitude, the ratio is approximately 1.7, which means that RH i values above 170% are above liquid water saturation and hence rather unlikely. It should be noted that Read et al. [2001] themselves recommend to set data above 120% RH i to 100%, for completely different reasons related to the radiative effect of cirrus clouds.
[6] Ignoring these problems and using the data anyway for arguments sake, one can say that the problem with the distribution shown in Figure 2 is that all remote sensing methods rely on the fundamental law stating that the amount of radiation absorbed, emitted, or scattered is proportional to the amount of the interacting substance. (For extinction, this is stated by the Lambert-Beer law.) Hence, any remote sensing method will not measure relative humidity, but absolute humidity. An absolute humidity parameter is for example the specific humidity (q), defined as
where m w is the mass of water molecules in a unit volume, and m a is the mass of other air molecules.
[7] To convert from q to RH i , one must know the equilibrium water vapor pressure e i (T ), hence the temperature T. However, T will generally be known only with a limited accuracy. The purpose of this study is to demonstrate how uncertainties in T will lead to apparent supersaturation, even if there is no true supersaturation.
Methodology
[8] A Monte Carlo approach was chosen for the study. This has the advantage that non-Gaussian statistics and nonlinearities can be correctly taken into account. As a simplistic example, assume that the true RH i is 100%. Assuming fixed temperature T and pressure p, this can be converted to a q value. The T uncertainty is modeled by creating a random ensemble of T ( j) values representing a Gaussian distribution around the correct T (Figure 4 , plot a). The index j runs from 1 to the total number of values in the ensemble (N), in this GEOPHYSICAL RESEARCH LETTERS, VOL. 30, NO. 14, 1759 , doi:10.1029 /2003GL017691, 2003 Copyright 2003 . The ensemble size N just has to be large enough to obtain a smooth distribution. A Gaussian distribution was chosen because in the absence of other information this can be taken as representative for typical measurement errors.
[9] The temperature ensemble can be used to simulate an ensemble
of measured RH i values ( Figure 4 , plot b). Note that the distribution of the RH i ( j) ensemble is not Gaussian, but has a much higher tail towards high RH i values.
[10] In contrast, Gaussian errors on the measurement of q will lead to also Gaussian errors on the RH i , as demonstrated by Figure 4 , plots c and d.
Setup
[11] A very simple setup was chosen for the study, because the aim is to illustrate a fundamental point, not to be as realistic as possible. Pressure and true temperature are assumed to be fixed at p = 215 hPa and T = 220 K, consistent with average midlatitude upper troposphere conditions. This is the same pressure level that was used in Spichtinger et al. [2002b] . For these conditions RH i = 100% corresponds to q = 7.6742 Â 10 À5 kg/kg. [12] The true RH i distribution was assumed to be flat for RH i 100% and zero for RH i > 100. (All RH i values below 100% are equally likely.) Although a flat distribution is a rather simplistic assumption, it is well supported by radiosonde data, as shown in Figure 5 . The sharp cut at RH i = 100% is for arguments sake only, in reality there will be some supersaturation. Table 1 for the parameters of the fitted line. Shown are distributions of temperature measurement error (a) and the resulting ''measured'' relative humidity with respect to ice (b). Bottom: Mapping of humidity uncertainties. Shown are distributions of specific humidity measurement error (c) and again the resulting ''measured'' relative humidity with respect to ice (d). Note that only temperature errors lead to an asymmetric relative humidity distribution.
[13] The temperature measurement error was assumed to follow a Gaussian distribution with a standard deviation of initially s T = 2 K, a typical value that was also assumed by Read et al. [2001] The measurement error in q is assumed to be s q = 7.6742 Â 10 À6 kg/kg = 10%.
Results and Discussion
[14] Figure 6 shows the simulated measured RH i separately for (a) only 2 K temperature error and (b) only 10% specific humidity error. The distribution (a) is very similar to the one found for the MLS data (compare Figure 2) . In particular, it drops off much slower at high supersaturation values than a Gaussian distribution. The drop-off behavior can be well described by a simple exponential function.
[15] Such a distribution cannot be explained by specific humidity measurement errors, as should be clear from curve (b). In fact, to obtain the observed probability of 9 Â 10 À6 at 200% RH i , one would have to assume a s q of 36%, a value that is unrealistically high. Furthermore, the distribution would not have the same exponential drop-off behavior.
[16] An exponential function of the form
was fitted to both MLS data and Monte Carlo results. Here, S = RH i À 100% is the supersaturation, p(S ) is the probability to find supersaturation value S, and A and B are fit parameters. The results are summarized in Table 1 .
[17] The table can also be used to estimate what accuracy of temperature knowledge would be necessary to do supersaturation studies with remote sensing data. Of course, if the statistics of the temperature errors were known exactly, their impact could be removed by calculations similar to those Figure 5 . The distribution of relative humidity with respect to ice at 215 hPa from Lindenberg radiosonde data ( [Leiterer et al., 1997] ), for the time period January to December 2001. As described by Leiterer et al., [1997] , particular care has been taken to correct and quality-control these data for the low humidities and cold temperatures typical for the upper troposphere. Table 1 for the actual fit parameters. The s RH i have been calculated in two different ways, by linear error propagation (''lin'') using dRH i /dT, and by our Monte Carlo method (''MC''). The value marked ''SP Lind.'' is found by Spichtinger et al. [2002a] for Lindenberg radiosonde data, the value marked ''SP MLS'' is found by Spichtinger et al. [2002b] for global tropospheric MLS data. The value marked ''MLS'' is the one from our own fit to MLS data presented in Figure 2 . The last column indicates the RH i range that was used to determine B. For smaller s T values this has to be closer to 100%, since the drop-off is faster.
presented in this paper, so that the magnitude of the s T would not matter. However, it is unlikely that the statistics will be sufficiently well known for real data. A conservative approach is to demand that the drop-off resulting from the temperature uncertainty should be significantly steeper than the one resulting from true supersaturation. As observed drop-off coefficients B are as large as 0.21 [Spichtinger et al., 2002a] , s T would have to be around 0.5 K or smaller.
[18] Figure 7 shows the B parameter as a function of s T . It can be used to infer the necessary temperature precision, if one wants to detect supersaturation with a certain drop-off characteristic. Standard deviations of RH i are also shown. For example, a s T of 2 K would result in a s RH i of 27%. This value is compatible to the error analysis of Read et al. [2001] , who also assumed 2 K for s T and estimate the total s RH i as 10-30% depending on height and latitude bin (this includes also other error sources, not just temperature). Our value being in the upper part of this range is partially due to the fact that the Monte Carlo method takes into account the nonlinearity. Simple linear error propagation (shown also in Table 1 for comparison) leads to somewhat lower values, but for s T = 2 K this effect is still small. The more important reason is that the s RH i value scales with the actual value of RH i and we have assumed the true RH i to be 100%. Thus, for drier conditions the s RH i value is much smaller.
[19] In a final step, it was also investigated how temperature errors influence the result if RH w is measured and RH i is calculated from that. This is the normal case if radiosonde data from Vaisala humidity sensors are used. The results are shown in Figure 8 , again separately for a 2 K temperature error and a 10% error in RH w . The figure shows that in this case temperature errors are not critical. This can be explained with the fact that while e i (T ) and e w (T ) are strongly nonlinear functions, the ratio e w (T )/e i (T ) is a close to linear function (Figure 3 ). It should be noted, though, that radiosondes may have other problems at high humidities and cold temperatures, such as icing, which are not discussed here.
Conclusions
[20] Temperature uncertainties have a strong impact on perceived supersaturation if the relative humidity is calculated from measurements of absolute humidity. Even for moderate temperature uncertainties, very high perceived supersaturation can occur, because the strongly non-linear temperature dependence of the equilibrium water vapor pressure enhances the 'tail' of the distribution towards high RH values. The resulting distribution for a flat q distribution and a Gaussian T error distribution is non-Gaussian, featuring an exponential drop-off behavior towards high RH values.
[21] With an assumed T uncertainty of 2.7 K, the RH i distribution measured by MLS can be reproduced without assuming any 'real' supersaturation. However, the point of this study is not to deny the reality of supersaturation, but to emphasize that the use of remotely sensed data for studies of supersaturation is problematic, and in particular requires a careful analysis of the influence of temperature uncertainties. A T uncertainty of 2 K, as assumed in Read et al. [2001] , would still account for a large part of the observed supersaturation. 
