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Vanishing viscosity limit for homogeneous axisymmetric
no-swirl solutions of stationary Navier-Stokes equations
Li Li∗, YanYan Li†, Xukai Yan‡
Abstract
(−1)-homogeneous axisymmetric no-swirl solutions of three dimensional incom-
pressible stationary Navier-Stokes equations which are smooth on the unit sphere minus
the north and south poles have been classified. In this paper we study the vanishing
viscosity limit of sequences of these solutions. As the viscosity tends to zero, some se-
quences of solutions Cmloc converge to solutions of Euler equations on the sphere minus
the poles, while for other sequences of solutions, transition layer behaviors occur. For
every latitude circle, there are sequences which Cmloc converge respectively to different
solutions of the Euler equations on the spherical caps above and below the latitude
circle. We give detailed analysis of these convergence and transition layer behaviors.
1 Introduction
We consider (−1)-homogeneous solutions of incompressible stationary Navier-Stokes
equations in R3: {
− ν△u+ u · ∇u+∇p = 0,
div u = 0.
(1)
The incompressible stationary Euler equations in R3 are given by:{
v · ∇v +∇q = 0,
div v = 0.
(2)
Equations (1) and (2) are invariant under the scaling u(x) → λu(λx) and p(x) →
λ2p(λx), λ > 0. We study solutions which are invariant under the scaling. For such
solutions u is (−1)-homogeneous and p is (−2)-homogeneous. We call them (−1)-
homogeneous solutions according to the homogeneity of u.
∗Department of Mathematics, Harbin Institute of Technology, Harbin 150080, China. Email: lili-
hit@126.com
†Department of Mathematics, Rutgers University, 110 Frelinghuysen Road, Piscataway, NJ 08854, USA.
Email: yyli@math.rutgers.edu
‡School of Mathematics, Georgia Institute of Technology, 686 Cherry St NW, Atlanta, GA 30313, USA.
Email: xukai.yan@math.gatech.edu
1
Landau discovered in [16] a three parameter family of explicit (−1)-homogeneous
solutions of (1), which are axisymmetric with no swirl. Tian and Xin proved in [34] that
all (−1)-homogeneous, axisymmetric nonzero solutions of (1) which are smooth on the
unit sphere S2 are Landau solutions. They also gave in the paper explicit expressions
of all (−1)-homogeneous axisymmetric solutions of (2). Sˇvera´k proved in [32] that all
(−1)-homogeneous nonzero solutions which are smooth on S2 are Landau solutions.
We studied in [17] and [18] (−1)-homogeneous axisymmetric solutions of (1) which are
smooth on S2 minus the north and south poles. In particular, we classified in [18] all
such solutions with no swirl. (−1)-homogeneous solutions of (1) and (2) have been
studied in [3], [9], [13], [14], [15], [19], [22], [23], [24], [25], [28], [29], [30], [31], [35] and
[37].
In spherical coordinates (r, θ, φ), where r is the radial distance from the origin, θ
is the angle between the radius vector and the positive x3-axis, and φ is the meridian
angle about the x3-axis, a vector field u is written as
u = ur~er + uθ~eθ + uφ~eφ,
where
~er =
sin θ cosφsin θ sinφ
cos θ
 , ~eθ =
cos θ cosφcos θ sinφ
− sin θ
 , ~eφ =
− sinφcosφ
0
 .
We use N and S to denote respectively the north and south poles of S2. A vector
field u is called axisymmetric if ur, uθ and uφ depend only on r and θ, and is called
no-swirl if uφ = 0. For any (−1)-homogeneous axisymmetric no-swirl solution (u, p) of
(1), ur and p (modulo a constant) can be expressed by uθ and its derivatives as follows
ur = −duθ
dθ
− cot θuθ,
2p = −d
2ur
dθ2
− (cot θ − uθ)dur
dθ
− u2r − u2θ.
(3)
Similarly, for any (−1)-homogeneous axisymmetric no-swirl solution (v, q) of (2), vr
and q can be expressed by vθ and its derivatives as follows
vr = −dvθ
dθ
− cot θvθ, 2q = vθ dvr
dθ
− v2r − v2θ . (4)
In this paper, we analyze the behavior of any sequence of (−1)-homogeneous ax-
isymmetric no-swirl solutions {(uνk , pνk)} of (1), with vanishing viscosity νk → 0. We
will show that in some cases there are subsequences converging to solutions of (2) on S2
and in some other cases there are transition layer behaviors. There have been a large
amount of research work on vanishing viscosity limit for incompressible Navier-Stokes
equations. See for instance [1], [2], [4], [5], [6], [7], [10], [11], [12], [20], [21], [26], [27],
[33] and [36].
Based on our result in [18], we have the following theorem.
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Theorem 1.1. (i) Let 0 < ν < 1, (uν , pν) be (−1)-homogeneous axisymmetric no-swirl
solutions of (1) which are smooth on S2 \ {S,N}. Then for any 0 < θ1 < θ2 < θ3 <
θ4 < π, there exists some positive constant C, depending only on the {θi}, such that∫
S2∩{θ1<θ<θ4}
|uν,θ|2 ≤ C
(∫
S2∩{θ2<θ<θ3}
|uν,θ|2 + ν2
)
.
(ii) Let νk → 0+, (uνk , pνk) be (−1)-homogeneous axisymmetric no-swirl solutions
of (1) which are smooth on S2 \ {S,N}. If sup
k
ν−2k
∫
S2∩{a<θ<b}
|uνk,θ|2 < ∞ for some
−1 < a < b < 1, then there exists some solution (u˜, p˜) of (1) with ν = 1 which is
smooth on S2 \ {S,N}, such that, after passing to a subsequence, for any ǫ > 0, and
any integer m,
lim
k→∞
||(uνk
νk
,
pνk
ν2k
)− (u˜, p˜)||Cm(S2∩{ǫ<θ<π−ǫ}) = 0.
As in [17] and [18], we work with variable x := cos θ and vector U := u sin θ. We
use ” ′ ” to denote the derivative with respect to x.
For ν ≥ 0, let
c¯3(c1, c2; ν) = −1
2
(
√
ν2 + c1 +
√
ν2 + c2)(
√
ν2 + c1 +
√
ν2 + c2 + 2ν), (5)
and introduce
Jν := {c ∈ R3 | c = (c1, c2, c3), c1 ≥ −ν2, c2 ≥ −ν2, c3 ≥ c¯3(c1, c2; ν)}.
It is easy to see that Jν′ ⊂ Jν for any 0 ≤ ν ′ ≤ ν. We use J˚ν to denote the interior
of Jν . For ν > 0, it is known from Theorem 1.2 in [17] that all (-1)-homogeneous
axisymmetric no-swirl solutions of (1) which are smooth in S2 \ {S,N} are given by
u = U ′θ(x)~er + sin θUθ(x)~eθ where Uθ satisfies
ν(1−x2)U ′θ+2νxUθ+
1
2
U2θ = Pc(x) := c1(1−x)+ c2(1+x)+ c3(1−x2), −1 < x < 1,
(6)
for some c = (c1, c2, c3) ∈ Jν .
Let U˜θ :=
Uθ
ν , then Uθ is a solution of (6) if and only if U˜θ is a solution of
(1− x2)U˜ ′θ + 2xU˜θ +
1
2
U˜2θ = P c
ν2
(x), −1 < x < 1. (7)
Similar to the above, let V = v sin θ, then all (−1)-homogeneous axisymmetric
solutions of Euler equations (2) are given by v = V ′θ~er + sin θVθ~eθ + a~eφ, where a is a
constant and Vθ satisfies, for some c,
1
2
V 2θ = Pc(x), (8)
where Pc(x) is the second order polynomial given in (6). Introduce a subset of ∂J0:
∂′J0 := {(0, 0, c3) | c3 > 0}∪{(c1, 0, c3) | c1 > 0, c3 ≥ −1
2
c1}∪{(0, c2, c3) | c2 > 0, c3 ≥ −1
2
c2}
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By Lemma 8.1 in the Appendix, Pc ≥ 0 on [−1, 1] if and only if c ∈ J0; Pc > 0 on
[-1,1] if and only if c ∈ J˚0; and Pc > 0 on (−1, 1) if and only if c ∈ J˚0 ∪ ∂′J0.
For c ∈ J0, let v±c = v±c,r~er + v±c,θ~eθ, where
v±c,θ(r, θ, ϕ) = ±
√
2Pc(cos θ)
r sin θ
, v±c,r(r, θ, ϕ) = ±
P ′c(cos θ)
r
√
2Pc(cos θ)
,
and
qc(r, θ, ϕ) = − 1
2r2
(P ′′c (cos θ) +
2Pc(cos θ)
sin2 θ
).
It is easy to see from the above (see also [34]) that {(v±c , qc) | c ∈ J˚0 ∪ ∂′J0} is the
set of (-1)-homogeneous axisymmetric no-swirl solutions of (2) which are smooth in
S
2 \ {S,N}.
Next, we prove that if a sequence of (−1)-homogeneous axisymmetric no-swirl so-
lutions {(uνk , pνk)} of (1) converges weakly in L2(S2 ∩ {θ1 < θ < θ2}) to (v+c , qc) or
(v−c , qc) for some c ∈ J˚0, then the convergence is Cmloc for any positive integer m. More
precisely we have the following theorem.
Theorem 1.2. For 0 < θ1 < θ2 < π and νk → 0+, let {(uνk , pνk)} be smooth (−1)-
homogeneous, axisymmetric, no-swirl solutions of (1) in the open cone in R3 generated
by S2∩{θ1 < θ < θ2}. Assume that {uνk ,θ} weakly converges to v = v+c or v−c in L2(S2∩
{θ1 < θ < θ2}) for some c ∈ J˚0. Then for any ǫ > 0 and any positive integer m, there
exists some constant C, depending only on θ1, θ2, ǫ,m and supνk ||uνk ,θ||L2(S2∩{θ1<θ<θ2}),
such that
||(uνk , pνk)− (v, qc)||Cm(S2∩{θ1+ǫ<θ<θ2−ǫ) ≤ Cνk.
In the above theorem we have only analyzed axisymmetric no-swirl solutions {uν , pν}.
Concerning general solutions we raise the following
Question 1. Let Ω ⊂ S2 be an open set, and let {(uνk , pνk)}, νk → 0+, and (v, q) be
smooth (−1)-homogeneous solutions of (1) and (2) respectively in the open cone in R3
generated by Ω. Assume that uνk weakly converges to v in L
2(Ω) as νk → 0+. Is it
true that for every non-negative integer m, {(uνk , pνk)} converges to (v, q) in Cmloc(Ω)?
Given part (ii) of Theorem 1.1, we will only consider below the behavior of (uνk , pνk)
when ν−2k
∫
S2∩{π
4
<θ<π
2
} |uνk,θ|2 →∞ as k →∞. For instance, Theorem 1.3 below gives
asymptotic profiles of {(uνk , pνk)} under the condition.
Theorem 1.3. (i) There exist (−1)-homogeneous axisymmetric no-swirl solutions
{(u±ν (c), p±ν (c))}0<ν≤1 of (1), belonging to C0(J˚ν × (0, 1], Cm(S2 \ (Bǫ(S) ∪ Bǫ(N))))
for every integer m ≥ 0, such that for every compact subset K ⊂ J˚0, and every ǫ > 0,
there exists some constant C depending only on ǫ,K and m, such that
||(u±ν (c), p±ν (c)) − (v±c , qc)||Cm(S2\{Bǫ(S)∪Bǫ(N)}) ≤ Cν, c ∈ K.
(ii) For every 0 < θ0 < π, there exist (−1)-homogeneous axisymmetric no-swirl solu-
tions {(uν(c, θ0), pν(c, θ0))}0<ν≤1 of (1), belonging to C0(J˚ν × (0, 1] × (0, π), Cm(S2 \
4
(Bǫ(S)∪Bǫ(N)))) for every integer m ≥ 0, such that for every compact subset K ⊂ J˚0,
and every ǫ > 0, there exists some constant C depending on ǫ,K and m, such that
||(uν(c, θ0), pν(c, θ0))− (v+c , qc)||Cm(S2∩{θ0+ǫ<θ<π−ǫ})
+ ||(uν(c, θ0), pν(c, θ0))− (v−c , qc)||Cm(S2∩{ǫ<θ<θ0−ǫ}) ≤ Cν, c ∈ K.
Notice that for every c in J˚0, Pc > 0 on [−1, 1], and v+c 6= v−c on S2∩{θ = θ0}. The
limit functions in Theorem 1.3 (ii) have jump discontinuities across the circle {θ = θ0}.
In the following we give more detailed study on the behaviors of {(uνk , pνk)} which
include that in regions where limit functions are not smooth and transition layer be-
haviors occur.
Define, for ν > 0 and c ∈ Jν ,
τ1(ν, c1) := 2ν − 2
√
ν2 + c1, τ2(ν, c1) := 2ν + 2
√
ν2 + c1,
τ ′1(ν, c2) := −2ν − 2
√
ν2 + c2, τ
′
2(ν, c2) := −2ν + 2
√
ν2 + c2.
(9)
By Theorem 1.1 and Theorem 1.3 in [18], using the scaling in (7), we have the
following theorem.
Theorem A ([18]) For each ν > 0, there exist U+ν,θ(c)(x) ∈ C0(Jν × [−1, 1)) and
U−ν,θ(c)(x) ∈ C0(Jν × (−1, 1]) such that for every c ∈ Jν , U±ν,θ(c) ∈ C∞(−1, 1) satisfy
(6) in (−1, 1), and U−ν,θ(c) ≤ Uν,θ ≤ U+ν,θ(c) for any solution Uν,θ of (6) in (−1, 1). If
c3 > c¯3(c1, c2, ν), then U
−
ν,θ(c) < U
+
ν,θ(c) in (−1, 1), and the graphs of all solutions of
(6) foliate the region {(x, y) ∈ R2 | −1 ≤ x ≤ 1, U−ν,θ(c) ≤ y ≤ U+ν,θ(c)}. Moreover,
U+ν,θ(−1) = τ2(ν, c1), U+ν,θ(1) = τ ′2(ν, c2),
U−ν,θ(−1) = τ1(ν, c1), U−ν,θ(1) = τ ′1(ν, c2),
and if Uν,θ is a solution other than U
±
ν,θ, then
Uν,θ(−1) = τ1(ν, c1), Uν,θ(1) = τ ′2(ν, c2).
If c3 = c¯3(c1, c2, ν), then
U+ν,θ(c) ≡ U−ν,θ(c) ≡ U∗ν,θ(c1, c2) := (ν +
√
ν2 + c1)(1 − x) + (−ν −
√
ν2 + c2)(1 + x).
In particular, U∗ν,θ(c1, c2)(−1) = τ2(ν, c1) and U∗ν,θ(c1, c2)(1) = τ ′1(ν, c2).
For c1, c2 ≥ 0, c1 + c2 > 0, denote
c∗3(c1, c2) = c¯3(c1, c2; 0) = −
1
2
(c1 + 2
√
c1c2 + c2) < 0,
P ∗(c1,c2)(x) := P(c1,c2,c∗3(c1,c2))(x) = −c∗3(c1, c2)
(
x−
√
c1 −√c2√
c1 +
√
c2
)2
. (10)
Then
Pc(x) = P
∗
(c1,c2)
(x) + (c3 − c∗3(c1, c2))(1 − x2). (11)
Clearly, c∗3(c1, c2) = min{c3 ∈ R | Pc(x) ≥ 0 on [−1, 1]}.
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In this paper we will call U+ν,θ(c) and U
−
ν,θ(c) the upper solution and lower solution
of (6) respectively.
Consider sequences {(uνk , pνk)} satisfying (1) with νk → 0+. Then Uνk,θ = uνk,θ sin θ
satisfies (6) for some Pck , ck ∈ Jνk . As mentioned ealier, we only consider below the
case when ν−2k
∫
S2∩{a<θ<b} |uνk,θ|2 →∞ for some a, b ∈ (−1, 1). By Lemma 2.1, this is
equivalent to the condition that ν−2k |ck| → ∞. If limk→∞ ν−2k |ck| < ∞, then ck → 0,
and by Theorem 1.1 (ii), uνk → 0 in Cmloc(S2 \ {S,N}) for every m.
The behaviors of {U±νk ,θ} are different from other solutions. In most cases, U
±
νk,θ
converge to solutions of Euler equation (8) on all [−1, 1], while for other solutions,
boundary layer behavior occurs.
We first present the convergence results of {U±νk ,θ} on [−1, 1]. If min[−1,1] Pc > 0,
we have, after passing to a subsequence, the convergence of {U±νk,θ(ck)}, ck → c, to the
solution of the Euler equation ±√2Pc on [−1, 1].
Theorem 1.4. Let νk → 0+, ck ∈ Jνk , ν−2k |ck| → ∞. Assume cˆk := |ck|−1ck → cˆ ∈ J˚0.
Then for any ǫ > 0 and any positive integer m, there exists some constant C, depending
only on ǫ,m and cˆ, such that for large k,
||U+νk,θ(ck)−
√
2Pck ||L∞(−1,1) + ||U−νk,θ(ck) +
√
2Pck ||L∞(−1,1) ≤ Cνk,
||U+νk,θ(ck)−
√
2Pck ||Cm[−1,1−ǫ] + ||U−νk,θ(ck) +
√
2Pck ||Cm[−1+ǫ,1] ≤ Cνk.
(12)
Remark 1.1. The constant C in Theorem 1.4 depends only on ǫ,m, and a positive
lower bound of dist(cˆ, ∂J0). Similar statements can be made for Theorem 1.6, 1.7, 1.8
and 1.9.
Remark 1.2. In the second estimate in (12), the ǫ could not be taken as 0 in general.
In Theorem 1.4, cˆ ∈ J˚0, which is equivalent to min[−1,1] Pcˆ > 0. If min[−1,1] Pcˆ = 0,
i.e. c ∈ ∂J0, things are more delicate.
As pointed out later in Section 3, we only need to consider in Theorem 1.4 the
special case when νk → 0, ck → c ∈ J˚0. In the following, we will only state the results
in the case ck → c 6= 0. The next two theorems are for c3 = c∗3(c1, c2), i.e. Pc = P ∗(c1,c2).
The following results are proved among other things. If ck ∈ J0, then {U±νk,θ(ck)}
converge to the Euler equation solutions ±√2Pc in L∞(−1, 1). If x¯ :=
√
c1−√c2√
c1+
√
c2
= 1, i.e.
c2 = 0, then {U+νk,θ(ck)} converges to the Euler equation solution
√
2Pc in L
∞(−1, 1).
On the other hand, if x¯ ∈ [−1, 1), i.e. c2 > 0, then there exist examples {U+νk,θ(ck)}
having no convergent subsequence in L∞(1 − δ, 1) for any δ > 0. In particular, it has
no subsequence converging to a solution of the Euler equation in L∞(−1, 1). Similar
results are proved for {U−νk,θ(ck)}. If x¯ = −1, i.e. c1 = 0, then {U
−
νk,θ
(ck)} converges to
the Euler equation solution −√2Pc in L∞(−1, 1). On the other hand, if x¯ ∈ (−1, 1],
i.e. c1 > 0, then there exist examples {U−νk,θ(ck)} having no convergent subsequence
in L∞(−1,−1 + δ) for any δ > 0. In particular, it has no subsequence converging to a
solution of the Euler equation in L∞(−1, 1).
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Theorem 1.5. For any c ∈ ∂J0 with c3 = c∗3(c1, c2) and c2 > 0, there exist some
sequences ck ∈ Jνk , ck → c, νk → 0+, such that for any ǫ > 0, inf
k
||1
2
(U+νk,θ(ck))
2 −
Pck ||L∞(1−ǫ,1) > 0. Similarly, for any c ∈ ∂J0 with c3 = c∗3(c1, c2) and c1 > 0, there
exist some sequences ck ∈ Jνk , ck → c, and νk → 0+, such that for any ǫ > 0,
inf
k
||1
2
(U−νk,θ(ck))
2 − Pck ||L∞(−1,−1+ǫ) > 0.
Remark 1.3. It is easy to see that the {U+νk,θ} constructed in Theorem 1.5 satisfies
infk ||U+νk ,θ(ck)−
√
2Pck ||L∞(1−ǫ,1) > 0, and {U+νk,θ(ck)} has no convergent subsequence
in L∞(1− ǫ, 1) for any ǫ > 0. Similar statements apply to {U−νk,θ(ck)}.
Theorem 1.6. Let νk → 0+, ck ∈ Jνk , ck → c 6= 0 and c3 = c∗3(c1, c2).
(i) If ck ∈ J0, then limk→∞ ||U±νk ,θ(ck) ∓
√
2Pc||L∞(−1,1) = 0, and for any 0 < β <
2/3, there exists some constant C, depending only on c, ǫ and β, such that for large k,
||1
2
(U±νk,θ(ck))
2 − Pck ||L∞(−1,1) + νβk ||
1
2
(U±νk,θ(ck))
2 − Pck ||Cβ(−1+ǫ,1−ǫ) ≤ Cν2/3k .
Moreover, x¯ :=
√
c1−√c2√
c1+
√
c2
∈ [−1, 1], and for any ǫ > 0 and integer m ≥ 0, there exists
some constant C, depending only on c, m and ǫ, such that for large k,
||U+νk,θ(ck)−
√
2Pck ||Cm([−1,1−ǫ]\[x¯−ǫ,x¯+ǫ])+||U−νk,θ(ck)+
√
2Pck ||Cm([−1+ǫ,1]\[x¯−ǫ,x¯+ǫ]) ≤ Cνk.
(ii) If c2 = 0, then limk→∞ ||U+νk,θ(ck)−
√
2Pc||L∞(−1,1) = 0, and there exists some
constant C, depending only on c, such that for large k,
||1
2
(U+νk,θ(ck))
2 − Pck ||L∞(−1,1) ≤ C(|ck2|+ |2ck3 + ck1|2 + ν2/3k ) = o(1). (13)
(iii) If c1 = 0, then limk→∞ ||U−νk,θ(ck) +
√
2Pc||L∞(−1,1) = 0, and there exists some
constant C, depending only on c, such that for large k,
||1
2
(U−νk,θ(ck))
2 − Pck ||L∞(−1,1) ≤ C(|ck1|+ |2ck3 + ck2|2 + ν2/3k ) = o(1).
Next, we discuss the remaining cases when min[−1,1] Pc = 0 = Pc(−1) and P ′c(−1) >
0 or min[−1,1] Pc = 0 = Pc(1) and P ′c(1) < 0. This is equivalent to c1 = 0 and
c3 > c
∗
3(c1, c2) or c2 = 0 and c3 > c
∗
3(c1, c2). In this case, U
±
νk,θ
(ck) converge respectively
to the Euler equation solutions ±√2Pc in L∞(−1, 1).
Theorem 1.7. Let νk → 0+, ck ∈ Jνk , ck → c 6= 0, c1c2 = 0 and c3 > c∗3(c1, c2). Then
lim
k→∞
||U±νk,θ(ck)∓
√
2Pc||L∞(−1,1) = 0.
Moreover, for any ǫ > 0 and integer m ≥ 0, there exists some constant C > 0,
depending only on ǫ, β, and c, such that for large k,
ν
1/2
k ||
1
2
(U±νk,θ(ck))
2 − Pck ||L∞(−1,1) + ||U±νk,θ(ck)∓
√
2Pc||Cm(−1+ǫ,1−ǫ) ≤ Cνk.
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Table 1: Summary of convergent results for U±νk,θ
Conditions
Conclusions (True/False)
lim
k→∞
‖U+νk,θ(ck)−
√
2Pc‖L∞(−1,1) = 0 lim
k→∞
‖U−νk,θ(ck)+
√
2Pc‖L∞(−1,1) = 0
c ∈ J˚0 True True
c3 = c
∗
3
c2 > 0 False: ∀ǫ > 0, ∃ non-convergent
sequence {U+νk,θ} in (1− ǫ, 1).
c1 > 0 False: ∀ǫ > 0, ∃ non-convergent
sequence {U−νk,θ} in (−1,−1 + ǫ).
ck ∈ J0 True True
c2 = 0 True
c1 = 0 True
c3 > c
∗
3, c1c2 = 0 True True
Theorem 1.4 - Theorem 1.7 present some convergent results of U±θ . To help the
readers to have a general picture of these results, we summarize the L∞ convergent
results of U±νk,θ in Table 1, where we always assume that νk → 0+, ck ∈ Jνk , ck → c 6= 0.
We now present results for solutions Uνk,θ of (6) other than U
±
νk,θ
(ck).
For c ∈ J0 \ {0}, define
α(c) =

1, if c1, c2 > 0, c3 > c
∗
3(c1, c2),
2
3 , if c3 = c
∗
3(c1, c2) < 0,
1
2 , if c1c2 = 0, c3 > c
∗
3(c1, c2).
(14)
Theorem 1.8. Let νk → 0+, ck ∈ J0, ck → c 6= 0. Assume Uνk,θ(ck) ∈ C1(−1, 1) is
a solution of (6) with νk and ck, other than U
±
νk,θ
(ck). Then there exists at most one
−1 < xk < 1 such that Uνk,θ(xk) = 0, and such xk must exist if c1, c2 > 0.
(i) If Uνk,θ(xk) = 0 for some xk ∈ (−1, 1), then for any ǫ > 0,
lim
k→∞
(
||Uνk,θ +
√
2Pc||L∞(−1,xk−ǫ) + ||Uνk,θ −
√
2Pc||L∞(xk+ǫ,1)
)
= 0, (15)
and for any 0 < β < α(c), there exists some constant C > 0, depending only on c, ǫ
and β, such that for large k,
||1
2
U2νk,θ−Pck ||L∞((−1,xk−ǫ)∪(xk+ǫ,1))+ν
β
k ||
1
2
U2νk,θ−Pck ||Cβ((−1+ǫ,xk−ǫ)∪(xk+ǫ,1−ǫ)) ≤ Cν
α(c)
k .
(ii) If Uνk,θ(xk) = 0 for some xk ∈ (−1, 1) satisfying xk → −1 and c1 = 0, or
Uνk,θ 6= 0 on (−1, 1) and c2 > 0 = c1, then
lim
k→∞
||Uνk,θ −
√
2Pc||L∞(−1,1) = 0. (16)
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If Uνk,θ(xk) = 0 for some xk ∈ (−1, 1) satisfying xk → 1 and c2 = 0, or Uνk,θ 6= 0 on
(−1, 1) and c1 > 0 = c2, then
lim
k→∞
||Uνk,θ +
√
2Pc||L∞(−1,1) = 0. (17)
If Uνk,θ 6= 0 on (−1, 1) and c1 = c2 = 0, then, after passing to a subsequence, either
(16) or (17) occurs.
(iii) If c ∈ J˚0, then Uνk,θ(xk) = 0 for some xk ∈ (−1, 1) and for any ǫ > 0 and any
positive integer m, there exists some constant C > 0, depending only on ǫ, m and c,
such that for large k,
||Uνk,θ +
√
2Pck ||L∞(−1,xk−ǫ) + ||Uνk ,θ −
√
2Pck ||L∞(xk+ǫ,1) ≤ Cνk, (18)
||Uνk,θ +
√
2Pck ||Cm(−1+ǫ,xk−ǫ) + ||Uνk ,θ −
√
2Pck ||Cm(xk+ǫ,1−ǫ) ≤ Cνk. (19)
Remark 1.4. For any c ∈ J0 with c1, c2 > 0, 0 < ν < 1, and −1 ≤ xˆ ≤ 1, there exists
some solution Uθ of (6), other than U
±
ν,θ(c), such that Uθ(xˆ) = 0. This can be seen
from Theorem A, which asserts that the graphs of all solutions of (6) foliate the region
{(x, y) ∈ R2 | −1 ≤ x ≤ 1, U−ν,θ(c) ≤ y ≤ U+ν,θ(c)} in R2.
The above theorem indicates the formation of boundary layers (if we view x = ±1
as boundaries) and interior layers. We give descriptions of boundary layers and interior
layers in the following theorem.
For c ∈ J0, define
κ(c) :=
{
1, if c1, c2 > 0, c3 > c
∗
3(c1, c2),
0, otherwise.
Let −1 < x < 1, K > 0, define
U˜θ,xk(x) =

−√2Pck(x), −1 ≤ x < xk −Kνk| ln νk|(1− x2k),√
2Pck(xk) tanh
(√
2Pck (xk)·(x−xk)
2(1−x2
k
)νk
)
, |x− xk| ≤ Kνk| ln νk|(1− x2k),√
2Pck(x), xk +Kνk| ln νk|(1− x2k) < x ≤ 1.
Theorem 1.9. Let νk → 0+, ck ∈ J0, ck → c 6= 0. Assume Uνk,θ ∈ C1(−1, 1) is a
solution of (6) with νk and ck, other than U
±
νk,θ
. In addition, assume that there exists
xk ∈ (−1, 1) such that Uνk,θ(xk) = 0 and xk → xˆ ∈ [−1, 1], Pc(xˆ) 6= 0. Then {Uνk,θ}
develops a layer near xk. Moreover, there exist some positive constants K and C,
depending only on c, such that for large k,
‖Uνk,θ − U˜θ,xk‖L∞(−1,1) ≤ Cνα(c)k | ln νk|2κ(c). (20)
Remark 1.5. The solutions Uνk,θ of (6) with νk asymptotically behave like U˜θ,xk as
νk → 0+. Hence an interior layer appears when xˆ ∈ (−1, 1), and a boundary layer
appears when xˆ = ±1 if we view x = ±1 as boundaries.
Remark 1.6. The length scale of the transition layers is νk for interior layers, and
is o(νk) for boundary layers. Moreover, for any ǫk = o(νk), there exists {Uνk,θ} having
boundary layer length scale as ǫk.
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The organization of the paper is as follows. Theorem 1.1 is proved at the beginning
of Section 2. In the remaining part of Section 2 we present some preliminary results
and prove Theorem 1.2 at the end of Section 2. In Section 3 we prove Theorem 1.4 and
Theorem 1.8 (iii). In Section 4 we prove Theorem 1.5 and Theorem 1.6. In Section
5 we prove Theorem 1.7. Theorem 1.8 (i) and (ii) are proved at the end of Section 4
and the end of Section 5. Theorem 1.3 is proved at the end of Section 5. In Section 6
we prove Theorem 1.9. In Section 7 we give illustrations on transition layer behaviors.
In the appendix, we present some elementary properties of second order polynomials
which we have used.
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2 Preliminary
We first prove Theorem 1.1.
Lemma 2.1. For 0 < ν ≤ 1, let Uν,θ satisfies (6) in (−1, 1) for some c ∈ Jν. Then
there exists some universal constant C > 0, such that for any −1 < r < s < 1,
((s− r)4|c| − (s− r)ν2)/C ≤
∫ s
r
U2ν,θ ≤ C(|c|+ ν2/min{1− s, 1 + r}). (21)
Proof. Throughout the proof, C denotes some universal constant which may change
value from line to line.
For all 0 < r < s < 1, there exist a ∈ [−s,−r] and b ∈ [r, s] such that
|Uν,θ(a)| ≤ 1√
s− r
(∫ −r
−s
U2ν,θ
)1/2
, |Uν,θ(b)| ≤ 1√
s− r
(∫ s
r
U2ν,θ
)1/2
.
By (6) and the above,∫ r
−r
U2ν,θ ≤
∫ b
a
U2ν,θ = 2
∫ b
a
(
Pc − ν(1− x2)U ′ν,θ − 2νxUν,θ
)
dx
≤ C|c|+ Cν(|Uν,θ(a)|+ |Uν,θ(b)|) + Cν2 + 1
4
∫ b
a
U2ν,θ(x)dx
≤ C(|c|+ ν2/(s− r)) + 1
2
∫ s
−s
U2ν,θ.
By Lemma 1 in [8],∫ r
−r
U2ν,θ ≤ C(|c|+ ν2/(s − r)), ∀0 < r < s < 1.
The second inequality in (21) follows from the above.
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Next, we prove the first inequality in (21). Rewrite Pc = cˆ1 + cˆ2x + cˆ3x
2. Then
|c| ≤ C|cˆ| where cˆ = (cˆ1, cˆ2, cˆ3). For −1 < r < s < 1, let δ = (s − r)/9. Then there
exist a ∈ [r, r + δ] and bi ∈ [r + 2iδ, r + (2i+ 1)δ], i = 1, 2, 3, such that
|Uν,θ(a)| ≤ 1√
δ
(∫ r+δ
r
U2ν,θ
)1/2
, |Uν,θ(bi)| ≤ 1√
δ
(∫ r+(2i+1)δ
r+2iδ
U2ν,θ
)1/2
. (22)
For each i = 1, 2, 3, we have∫ bi
a
Pc(x)dx =
∫ bi
a
(
ν(1− x2)U ′θ + 2νxUθ +
1
2
U2θ
)
=: βi.
Let β = (β1, β2, β3), write the above as Acˆ
t = βt, where cˆt and βt denote the transpose
of cˆ and β respectively, and
A =
b1 − a (b21 − a2)/2 (b31 − a3)/3b2 − a (b22 − a2)/2 (b32 − a3)/3
b3 − a (b23 − a2)/2 (b33 − a3)/3
 .
By (22), we have, after an integration by parts,
|βi| ≤ Cν (|Uν,θ(a)|+ |Uν,θ(bi)|) + Cν2 + C
∫ bi
a
U2ν,θdx ≤ Cν2 +
C
δ
∫ s
r
U2ν,θ. (23)
By computation, we have that A is invertible and
A−1 =
−
2a2+ab3+ab2−b2b3
(b1−a)(b2−b1)(b3−b1)
2a2+ab1+ab3−b1b3
(b2−a)(b2−b1)(b3−b2) −
2a2+ab1+ab2−b1b2
(b3−a)(b3−b1)(b3−b2)
− 2(b2+b3+a)(b1−a)(b2−b1)(b3−b1)
2(b1+b3+a)
(b2−a)(b2−b1)(b3−b2) −
2(b1+b2+a)
(b3−a)(b3−b1)(b3−b2)
3
(b1−a)(b2−b1)(b3−b1) − 3(b2−a)(b2−b1)(b3−b2) 3(b3−a)(b3−b1)(b3−b2)
 .
Clearly, δ ≤ bi − a, bj − bi ≤ 9δ for every i < j. So we have ||A−1|| ≤ Cδ−3. Then,
using (23), we have
|c| ≤ C|cˆ| = C|A−1β| ≤ ||A−1|||β| ≤ Cδ−3
(
ν2 +
1
δ
∫ s
r
U2ν,θ
)
.
The first inequality of (21) follows from the above. The lemma is proved.
Proof of Theorem 1.1: (i) We use C to denote a positive constant depending only
on {θi}, which may vary from line to line. Let ri = cos θi, 1 ≤ i ≤ 4, x = cos θ,
Uν,θ = uν,θ sin θ. Then Uν,θ satisfies (6) on (r4, r1) for some c ∈ Jν . By Lemma 2.1, we
have ∫
S2∩{θ1<θ<θ4}
|uν,θ|2 ≤ C
∫ r1
r4
U2ν,θ(x)dx ≤ C(|c|+ ν2)
≤ C
(∫ r2
r3
U2ν,θ(x)dx+ ν
2
)
≤ C
(∫
S2∩{θ2<θ<θ3}
|uν,θ|2 + ν2
)
.
(24)
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Part (i) is proved.
(ii) Let Uνk,θ = uνk,θ sin θ, r = cos(π − ǫ), s = cos ǫ. Since (uνk , pνk) are (−1)-
homogeneous axisymmetric no-swirl solutions of (1) on S2\{S,N}, there exists ck ∈ Jνk ,
such that Uνk,θ satisfies (6) with the right hand side to be Pck . By Lemma 2.1, using the
boundedness of ν−2k
∫
S2∩{a<θ<b} |uνk,θ|2, {ν−2k |ck|} is bounded for some a, b ∈ (−1, 1).
Notice that U˜θ,k := Uνk,θ(ck)/νk is a solution to (7) with Pckν−2k
, and after passing to
a subsequence, c˜k := ckν
−2
k → c˜ for some c˜. By Lemma 2.2 in [18], {||U˜θ,k||L∞(−1,1)} is
bounded. It follows from standard ODE theories that there exists some smooth solution
U˜θ of (7) with cν
−2 = c˜ that U˜θ,k → U˜θ in Cm([−1 + ǫ, 1 − ǫ]) for any ǫ > 0 and any
positive integer m. Part (ii) is proved with u˜θ = U˜θ/ sin θ together with (3).
Let ν > 0, c ∈ R3, and fν be a solution of the equation
ν(1− x2)f ′ν + 2νxfν +
1
2
f2ν = Pc(x). (25)
Lemma 2.2. For 0 < ν ≤ 1 and c ∈ R3, let fν be a solution of (25) in C1(−1, 1).
Then |fν | ≤ 5
√
1 + |c| in (−1, 1).
Proof. By Theorem 1.2 and Theorem 1.3 in [18], we have c ∈ Jν , fν(−1) = τ1 or τ2, and
fν(1) = τ
′
1 or τ
′
2, where τ1, τ2, τ
′
1 and τ
′
2 are defined as in (9). Thus |f(±1)| < 5
√
1 + |c|.
Suppose that there exists a point x0 ∈ (−1, 1) such that fν(x0) > 5
√
1 + |c|, then
by (25),
ν(1− x20)f ′ν(x0) ≤ 6|c| −
1
2
f2ν (x0) + 2νfν(x0) ≤ 6|c| + 4ν2 −
1
4
f2ν (x0) < 0.
So f ′ν(x0) < 0. It follows that fν(x) > 5
√
1 + |c| for any −1 < x < x0. This contradicts
the fact that fν(−1) < 5
√
1 + |c|. We have proved that fν ≤ 5
√
1 + |c| on (−1, 1).
Similarly, we can prove that fν ≥ −5
√
1 + |c| on (−1, 1).
Lemma 2.3. Let 0 < ν ≤ 1, −1 ≤ a < b ≤ 1, fν ∈ C1(a, b) be a solution of (25) in
(a, b) and |fν | ≤M on (a, b) for some constant M > 0 . Then
inf
(a,b)
∣∣∣∣12f2ν − Pc
∣∣∣∣ < 10Mν/(b − a). (26)
Moreover, if 0 ≤ a < b ≤ 1, we have
inf
(a,b)
∣∣∣∣12f2ν − Pc
∣∣∣∣ ≤ 8Mν(1− a)/(b − a), (27)
and if −1 ≤ a < b ≤ 0, we have
inf
(a,b)
∣∣∣∣12f2ν − Pc
∣∣∣∣ ≤ 8Mν(b+ 1)/(b − a). (28)
Proof. Shrinking (a, b) slightly, we may assume without loss of generality that fν is
also in C0[a, b]. For convenience we write hν =
1
2f
2
ν −Pc, and we only need to consider
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that hν does not change sign on (a, b). Integrating (25) over (a, b), we have∫ b
a
|hν(x)|dx =
∣∣∣∣∫ b
a
(ν(1− x2)f ′ν(x) + 2νxfν(x))dx
∣∣∣∣
= ν
∣∣∣∣(1− b2)fν(b)− (1− a2)fν(a) + ∫ b
a
4xfν
∣∣∣∣ ≤ 10Mν.
This implies (26).
If 0 ≤ a < b ≤ 1, we have∫ b
a
|hν(x)|dx = ν
∣∣∣∣(1− b2)fν(b)− (1− a2)fν(a) + ∫ b
a
4xfν
∣∣∣∣
≤Mν(2(1 − b) + 2(1 − a) + 4(1 − a)) ≤ 8Mν(1− a).
This gives (27). Estimate (28) can be proved similarly.
Lemma 2.4. For 0 < ν ≤ 1, c ∈ R3, −1 ≤ a < b ≤ 1, let fν ∈ C1(a, b) ∩ C0[a, b] be a
solution of (25) in (a, b) satisfying, for some positive constants µ and δ, that fν(a) ≥ µ
and Pc ≥ δ in (a, b). Then for all 0 < ν ≤ 1,
fν(x) ≥ min{µ,
√
δ, δ/(4ν)}, a ≤ x ≤ b.
Proof. If for some 0 < λ < µ, there exists some x ∈ (a, b] such that fν(x) ≤ λ, then
let xν be the first point greater than a such that fν(xν) = λ. Then f
′
ν(xν) ≤ 0. By
equation (25) we have that
2νλ+ λ2/2 ≥ 2νxνλ+ λ2/2 ≥ Pc(xν) ≥ δ.
So either 4νλ ≥ δ or λ2 ≥ δ.
Lemma 2.4’. For 0 < ν ≤ 1, c ∈ R3, −1 ≤ a < b ≤ 1, let fν ∈ C1(a, b) ∩ C0[a, b]
be a solution of (25) in (a, b), satisfying, for some positive constants µ and δ, that
fν(b) ≤ −µ and Pc ≥ δ in (a, b). Then for all 0 < ν ≤ 1,
fν(x) ≤ −min{µ,
√
δ, δ/(4ν)}, a ≤ x ≤ b.
Proof. Let gν(x) := −fν(a+ b−x) for x ∈ [a, b]. Then gν is a solution of (25) with the
same Pc and gν(a) ≥ µ. The lemma follows from Lemma 2.4, applied to gν .
Corollary 2.1. Let 0 < ν ≤ 1, c ∈ R3, −1 ≤ a < b ≤ 1, fν ∈ C1(a, b) be a solution of
(25) in (a, b) satisfying 0 ≤ fν ≤ M on the interval for some positive constant M . If
Pc ≥ δ > 0 in (a, b) for some constant δ, then
fν(x) ≥ min{
√
δ, δ/(4ν)}, x ∈ (a+ ǫ, b) (29)
holds for any ǫ satisfying 20Mν/δ < ǫ < b − a. If we further assume that −1 < a <
−1/2, then (29) holds for any 32Mν(a+ 1)/δ < ǫ < min{a+ 1, b− a}.
13
Proof. Shrinking (a, b) slightly we may assume without loss of generality that fν is also
in C0[a, b]. By Lemma 2.3, there is some xν ∈ [a, a+ ǫ] such that∣∣∣∣12f2ν (xν)− Pc(xν)
∣∣∣∣ ≤ 10Mν/ǫ.
For 20Mν/δ < ǫ < b− a, we have f2ν (xν) ≥ 2Pc(xν) − 20Mν/ǫ ≥ δ. So fν(xν) ≥
√
δ.
Then applying Lemma 2.4, we have (29) for any 20Mν/δ < ǫ < b− a, 0 < ν ≤ 1.
If −1 < a < −1/2, then 2a + 1 < 0. By Lemma 2.3 and (28), for any 0 < ǫ <
min(a+ 1, b− a), there exists xν ∈ (a, a+ ǫ) such that∣∣∣∣12f2ν (xν)− Pc(xν)
∣∣∣∣ ≤ 8Mν(a+ ǫ+ 1)/ǫ < 16Mν(a+ 1)/ǫ.
For 32Mν(a + 1)/δ < ǫ < min(a + 1, b − a), we have f2ν (xν) ≥ 2Pc(xν) − 32Mν(a +
1)/ǫ ≥ δ. So fν(xν) ≥
√
δ. By Lemma 2.4, (29) holds for any 32Mν(a + 1)/δ < ǫ <
min(a+ 1, b− a), 0 < ν ≤ 1.
Corollary 2.1’. Let 0 < ν ≤ 1, c ∈ R3, −1 ≤ a < b ≤ 1, fν ∈ C1(a, b) be a solution of
(25) in (a, b) and −M ≤ fν ≤ 0 for some positive constant M on (a, b). If Pc ≥ δ > 0
in (a, b), then
fν ≤ −min{
√
δ, δ/(4ν)}, x ∈ (a, b− ǫ) (30)
holds for any 20Mν/δ < ǫ < b − a. If we further assume that 1/2 < b < 1, then (30)
holds for any 32Mν(1− b)/δ < ǫ < min(1− b, b− a).
Remark 2.1. Under the conditions of Corollary 2.1 (or Corollary 2.1’), for any small
ǫ > 0 fixed, there exists ν0 > 0, depending only on ǫ,M and δ, such that (29) (or (30))
holds for all 0 < ν < ν0.
Lemma 2.5. Let 0 < ν ≤ 1, −1 ≤ a < b ≤ 1, c ∈ R3 \ {0}, suppose fν ∈ C1(a, b) ∩
C0[a, b] is a solution of (25) in (a, b), and Pc ≥ 0 in (a, b). Then there exists at most
one xν ∈ (a, b) such that fν(xν) = 0. Moreover, if fν(a) > 0, then fν > 0 on (a, b),
and if fν(b) < 0, then fν < 0 on (a, b).
Proof. We first prove that there does not exist x¯ ∈ (a, b) and ǫ > 0 such that fν(x¯) = 0,
f ′ν(x¯) ≤ 0 and fν > 0 in (x¯− ǫ, x¯). If such x¯ and ǫ exist ,then
0 ≥ ν(1− x¯2)f ′ν(x¯) + 2νx¯fν(x¯) +
1
2
f2ν (x¯) = Pc(x¯) ≥ 0.
So Pc(x¯) = 0, and f
′
ν(x¯) = 0. Since c 6= 0 and Pc ≥ 0 in (a, b), Pc ≡ λ(x − x¯)2
for some λ > 0. So P ′c(x¯) = 0 and P ′′c (x¯) > 0. It is easy to see that f ∈ C3(a, b).
Take a derivative of equation (25) at x¯, using the fact fν(x¯) = f
′
ν(x¯) = 0, we have
ν(1 − x¯2)f ′′ν (x¯) = P ′c(x¯) = 0. So f ′′ν (x¯) = 0. Now we have fν(x¯) = f ′ν(x¯) = f ′′ν (x¯) = 0
and f ′′′ν (x¯) > 0 which imply that fν(x) < 0 for x < x¯ and close to xν , violating fν > 0
in (x¯− ǫ, x¯), a contradiction. Similarly, there does not exist x¯ ∈ (a, b) and ǫ > 0 such
that fν(x¯) = 0, f
′
ν(x¯) ≤ 0 and fν < 0 in (x¯, x¯+ ǫ).
Now we prove that there exists at most one xν ∈ (a, b) such that fν(xν) = 0.
Clearly fν is not identically equal to zero on (a, b). If fν has more than one zero point
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in (a, b), then there exist some xν < yν in (−1, 1) such that fν(xν) = fν(yν) = 0, and
either fν < 0 in (xν , yν) or fν > 0 in (xν , yν). If fν < 0 in (xν , yν), then fν(xν) = 0
and f ′ν(xν) ≤ 0. If fν > 0 in (xν , yν), then fν(yν) = 0 and f ′ν(yν) ≤ 0. We have proved
in the above that neither could occur, a contradiction.
Next, we prove that if fν(a) > 0, then fν > 0 on (a, b). If fν is not positive on
the whole interval (a, b), then let x¯ ∈ (a, b) be the first point greater than a such that
fν(x¯) = 0. We have f
′
ν(x¯) ≤ 0, and fν > 0 in (a, x¯), a contradiction. Similarly, we
have that if fν(b) < 0, then fν < 0 on (a, b).
Corollary 2.2. Let 0 < ν ≤ 1, c ∈ R3 \ {0}. Assume that Pc ≥ 0 in (−1, 1), then
U+ν,θ(x) > 0, U
−
ν,θ(x) < 0, −1 < x < 1.
Proof. Since U+ν,θ(−1) = 2ν + 2
√
ν2 + c1 > 0 and U
−
ν,θ(1) = −2ν − 2
√
ν2 + c2 < 0, the
corollary follows from Lemma 2.5.
Lemma 2.6. Let 0 < ν ≤ 1, c ∈ R3, −1 ≤ a < b ≤ 1, fν ∈ C1(a, b) ∩ C0[a, b] be a
solution of (25) in (a, b). If there exist some m,M > 0 such that
m ≤ |fν(x)| ≤M, ∀a ≤ x ≤ b,
then
||1
2
f2ν − Pc||L∞(a,b) ≤ max
{(
2M +
√
6|c|/m
)
ν,
∣∣∣∣12f2ν (a)− Pc(a)
∣∣∣∣ , ∣∣∣∣12f2ν (b)− Pc(b)
∣∣∣∣} .
(31)
Moreover, for any 0 < ǫ < (b− a)/2,
||1
2
f2ν − Pc||L∞(a+ǫ,b−ǫ) ≤ ν ·max
{
2M +
√
6|c|/m, 10M/ǫ
}
. (32)
Proof. We first prove (31). Since 12f
2
ν − Pc is continuous on [a, b], there exists some
zν ∈ [a, b], such that ∣∣∣∣12f2ν (zν)− Pc(zν)
∣∣∣∣ = max[a,b]
∣∣∣∣12f2ν − Pc
∣∣∣∣ .
If zν = a or b, then (31) is proved. Otherwise we have
fν(zν)f
′
ν(zν)− P ′c(zν) = 0.
Since |fν(zν)| ≥ m, we have
|f ′ν(zν)| = |P ′c(zν)|/|fν(zν)| ≤ (|c1|+ |c2|+ 2|c3|)/m ≤
√
6|c|/m.
Then by (25), we have∣∣∣∣12f2ν (zν)− Pc(zν)
∣∣∣∣ = ν|(1− z2ν)f ′ν(zν) + 2zνfν(zν)| ≤ (2M +√6|c|/m) ν.
So (31) is proved.
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Next, we prove (32). By Lemma 2.3, for any ǫ > 0, there exist some xν ∈ [a, a+ ǫ],
and yν ∈ [b− ǫ, b], satisfying∣∣∣∣12f2ν (xν)− Pc(xν)
∣∣∣∣ ≤ 10Mν/ǫ, ∣∣∣∣12f2ν (yν)− Pc(yν)
∣∣∣∣ ≤ 10Mν/ǫ.
Apply (31) on (xν , yν), we have
||1
2
f2ν − Pc||L∞(xν ,yν) ≤ max
{(
2M +
√
6|c|/m
)
ν, 10Mν/ǫ
}
.
Notice (a+ ǫ, b− ǫ) ⊂ (xν , yν), the lemma is proved.
Corollary 2.3. Let 0 < ν ≤ 1, c ∈ R3, −1 ≤ a < b ≤ 1, Pc ≥ 0 in (a, b), fν ∈
C1(a, b) ∩ C0[a, b] be a solution of (25) in (a, b). If there exist some m,M > 0 such
that
m ≤ fν(x) ≤M, ∀a < x < b, 0 < ν ≤ 1,
then there exists a universal constant C > 0, such that
||fν −
√
2Pc||L∞(a,b) ≤
C
m
max
{
(M + |c|/m) ν, (M +
√
|c|)|fν(a)−
√
2Pc(a)|,
(M +
√
|c|)|fν(b)−
√
2Pc(b)|
}
.
Moreover, for any 0 < ǫ < (b− a)/2,
||fν −
√
2Pc||L∞(a+ǫ,b−ǫ) ≤
Cν
m
max {M + |c|/m,M/ǫ} .
Proof. Since fν ≥ m > 0 and Pc ≥ 0 in (a, b), we have m ≤ fν +
√
2Pc ≤M +
√
10|c|
in (a, b). So the corollary follows from Lemma 2.6.
Corollary 2.3’. Let 0 < ν ≤ 1, −1 ≤ a < b ≤ 1, Pc ≥ 0 in (a, b), fν ∈ C1(a, b) ∩
C0[a, b] be a solution of (25) in (a, b). If there exist some m,M > 0 such that
−M ≤ fν(x) ≤ −m, ∀a < x < b, 0 < ν ≤ 1,
then there exists a universal constant C > 0, such that
||fν +
√
2Pc||L∞(a,b) ≤
C
m
max
{
(M + |c|/m) ν, (M +
√
|c|)|fν(a) +
√
2Pc(a)|,
(M +
√
|c|)|fν(b) +
√
2Pc(b)|
}
.
Moreover, for any 0 < ǫ < (b−a)/2, there exists a universal constant C > 0, such that
||fν +
√
2Pc||L∞(a+ǫ,b−ǫ) ≤
Cν
m
max {M + |c|/m,M/ǫ} .
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Lemma 2.7. Let 0 < ν ≤ 1, c ∈ R3, −1 ≤ a < b ≤ 1, α ≥ 0, fν ∈ C1(a, b) ∩ C0[a, b]
be a solution of (25) in (a, b), satisfying fν(a) > 0 or fν(b) < 0. Suppose there exists
some x¯ ∈ R such that Pc(x¯) = min[a,b] Pc ≥ −C1(b − a)α, dist(x¯, [a, b]) ≤ C1(b − a),
and Pc(x) ≤ Pc(x¯) + C1|x− x¯|α for a ≤ x ≤ b, and
|1
2
f2ν (a)− Pc(a)|+ |
1
2
f2ν (b)− Pc(b)| ≤ C1(b− a)α,
for some positive constants C1. Then there exists some constant C, depending only on
C1 and an upper bound of |c|, such that for ν <
√
2C1/4(b − a)α/2,
||1
2
f2ν − Pc||L∞(a,b) ≤ C(b− a)α + Cν(b− a)−α/2.
Proof. We only prove for the case fν(a) > 0, the case fν(b) < 0 can be proved similarly.
For convenience denote h := 12f
2
ν − Pc and δ = b − a. Let C be a positive constant,
depending only on C1 and an upper bound of |c|, which may vary from line to line.
Suppose max[a,b] |h| = |h(z˜)| for some z˜ ∈ [a, b]. If z˜ = a or b, then we are done.
Suppose z˜ ∈ (a, b). Then 0 = h′(z˜) = fν(z˜)f ′ν(z˜)− P ′c(z˜). So
|f ′ν(z˜)| = |P ′c(z˜)|/|fν(z˜)|. (33)
If Pc(x¯) > 2C1δ
α, then since |h(a)| ≤ C1δα, we have
f2ν (a) ≥ 2Pc(a)− 2C1δα ≥ 2Pc(x¯)− 2C1δα ≥ 2C1δα.
Since fν(a) > 0, we have fν(a) ≥
√
2C1δ
α/2. Then by Lemma 2.4, we have that for
ν <
√
2C1/4δ
α/2,
fν(x) ≥ min{
√
2C1δ
α/2, C1δ
α/(2ν)} ≥
√
2C1δ
α/2, a < x < b.
With this, we deduce from (33) that
|f ′ν(z˜)| ≤ Cδ−α/2. (34)
By (25) and Lemma 2.2 we have the desired estimate
|h(z˜)| ≤ Cν|f ′ν(z˜)|+ Cν|fν(z˜)| ≤ Cνδ−α/2. (35)
If Pc(x¯) ≤ 2C1δα, then using the hypothesis Pc(x¯) ≥ −C1(b − a)α, dist(x¯, [a, b]) ≤
C1(b− a), and Pc(x) ≤ Pc(x¯) + C1|x− x¯|α, we have
−C1δα ≤ Pc(x¯) ≤ Pc(z˜) ≤ Pc(x¯) + C|z˜ − x¯|α ≤ Cδα.
So
1
2
f2ν (z˜) ≥ |h(z˜)| − |Pc(z˜)| ≥ |h(z˜)| −Cδα.
If |h(z˜)| ≤ 2Cδα, then we are done. Otherwise we have |fν(z˜)| ≥
√
2Cδα/2. With this,
we deduce (34) using (33), and obtain (35) as above. The lemma is proved.
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Lemma 2.8. Let 0 < ν ≤ 1, −1 ≤ a < b ≤ 1, c ∈ R3, k ≥ 0 be an integer, assume
Pc ≥ δ > 0 on (a, b), fν ∈ Ck[a, b] is a solution to (25). Suppose there exists some
M > 0 such that fν ≤M on (a, b), and∣∣∣∣ didxi (fν −√2Pc)(a)
∣∣∣∣ + ∣∣∣∣ didxi (fν −√2Pc)(b)
∣∣∣∣ ≤Mν, ∀0 ≤ i ≤ k. (36)
Then there exists some C > 0, depending only on δ, k, M and an upper bound of |c|,
such that
||fν −
√
2Pc||Ck(a,b) ≤ Cν. (37)
Proof. Throughout the proof, C and ν0 denote various positive constants, depending
only on δ, k, M and an upper bound of |c|. C will be chosen first and will be large,
and ν0 will be small, and its choice may depend on the largeness of C. We will only
need to prove (37) for ν < ν0, since it is obvious for ν ≥ ν0.
For convenience, write Q =
√
2Pc. Denote
h0(x) :=
1
ν
(fν(x)−Q(x)), hi(x) := d
i
dxi
h0(x), ∀i ≥ 1. (38)
Rewrite (25) as
νh′0(x) =
1
1− x2F (x, h0(x)), (39)
where
F (x, h0) := −{2xνh0 + 1
2
νh20 + (1− x2)Q′(x) + 2xQ(x) + h0Q(x)}.
Claim: For all n ≥ 2, and for x ∈ [a, b],
νhn(x) =
1
1− x2 [2(n − 1)νx+ Fh0(x, h0)]hn−1 +
1
1− x2Fn(x, h0, ..., hn−2), (40)
where Fn(x, h0, h1, ..., hn−2) satisfies that for any compact subset K ⊂ [a, b] × Rn−1
and for any integer m ≥ 0
||Fn||Cm(K) ≤ C ′,
for some C ′ depending only on n,m and K.
Proof of the Claim: We prove it by induction. Differentiating (39) leads to (40) for
n = 2, with F2(x, h0) = Fx(x, h0). Now suppose that (40) is true for some n ≥ 2, and
we will prove (40) for n+ 1. Differentiating (40), we have
νhn+1 =
1
1− x2 (2nνx+ Fh0)hn +
1
1− x2Fn+1(x, h0, ..., hn−1),
where
Fn+1(x, h0, ..., hn−1) := 2(n − 1)ν + Fh0h0(x, h0) + Fxh0(x, h0) + ∂xFn(x, h0, ..., hn−2)
+
n−2∑
i=0
∂hiFn(x0, h0, ..., hn−2)hi+1.
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The claim is proved.
We prove the lemma by induction on k. By (36) with i = 0, fν(a) ≥
√
2Pc(a) −
Mν ≥ √2δ −Mν ≥ √δ for ν ≤ ν0. By Lemma 2.4, fν ≥
√
δ in (a, b) for ν ≤ ν0
on [a, b]. Then by Corollary 2.3, we have |h0| ≤ C in [a, b]. Let zν ∈ [a, b] such that
|h1(zν)| = max[a,b] |h1|. By (36), |h1(a)|, |h1(b)| ≤ M . If zν = a or b, the lemma holds
for k = 1. If zν 6= a or b, then by (40),
0 = νh′1(zν) = νh2(zν) =
1
1− z2ν
{[2νzν + Fh0(zν , h0(zν))]h1(zν) + F2(zν , h0(zν))} = 0,
and, by the boundedness of h0 and the property of F2, |F2(x, h0(x))| ≤ C on [a, b].
Since |h0| ≤ C and Q =
√
2Pc ≥
√
2δ, we have, for ν ≤ ν0, that
|2νx+ Fh0(x, h0(x))| = |νh0(x) +Q(x) + 4νx| ≥ Q− Cν ≥
√
δ > 0, a < x < b.
So we have
max
[a,b]
|h1| = |h1(zν)| = |F2(zν , h0(zν))||2νzν + Fh0(zν , h0(zν))|
≤ C,
and the lemma holds for k = 1.
Next, assume the lemma holds for all 1 ≤ k ≤ n for some n, and we prove it for
k = n + 1. By the induction hypothesis, |hk| ≤ C in [a, b], for all 1 ≤ k ≤ n. Let
zν ∈ [a, b] such that |hn+1(zν)| = max[a,b] |hn+1|. By (36), |hn+1(a)|, |hn+1(b)| ≤M . If
zν = a or b, the lemma holds for k = n+ 1. Otherwise by (40),
0 = νh′n+1(zν) = νhn+2(zν,n)
=
1
1− z2ν,n
{[2(n + 1)νzν,n + Fh0(zν , h0(zν))]hn+1(zν) + Fn+2(zν , h0(zν), ..., hn(zν))},
and, by the induction hypothesis and the property of Fn+2, |Fn+2(x, h0, ..., hn)| ≤ C
on [a, b]. As above, for ν ≤ ν0,
|2(n + 1)νzν + Fh0(zν , h0(zν))| >
√
δ, a < x < b,
and therefore
max
[a,b]
|hn+1| = |hn+1(zν)| = |Fn+2(zν)||2(n + 1)νzν + Fh0(zν)|
≤ C.
So the lemma holds for k = n+ 1. The lemma is proved.
Lemma 2.8’. Let 0 < ν ≤ 1, −1 ≤ a < b ≤ 1, c ∈ R3, k ≥ 0 be an integer, assume
Pc ≥ δ > 0 on (a, b), fν ∈ Ck[a, b] is a solution to (25). Suppose there exists some
M > 0 such that fν > −M on (a, b), and∣∣∣∣ didxi (fν +√2Pc)(a)
∣∣∣∣+ ∣∣∣∣ didxi (fν +√2Pc)(b)
∣∣∣∣ ≤Mν, ∀0 ≤ i ≤ k.
Then there exist some C > 0 and ν0 > 0, depending only on δ, k, M and an upper
bound of |c|, such that
||fν +
√
2Pc||Ck(a,b) ≤ Cν, ∀0 < ν < ν0.
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Lemma 2.9. Let 0 < ν ≤ 1, −1 ≤ a < b ≤ 1, c ∈ R3, k ≥ 0 be an integer, assume
Pc ≥ δ > 0 on [a, b], fν ∈ Ck[a, b] is a solution to (25), fν(a) > 0, and there exists
some M > 0 such that fν ≤ M in [a, b]. Then fν > 0 in [a, b]. Moreover, for any
0 < ǫ < (b−a)/2, there exists some C > 0, depending only on ǫ, δ, M , k and an upper
bound of |c|, such that
||fν −
√
2Pc||Ck(a+ǫ,b−ǫ) ≤ Cν. (41)
Proof. Let C be a constant, depending only on ǫ, δ, k, M and an upper bound of |c|,
which may vary from line to line.
Since Pc ≥ δ > 0 on [a, b] and fν(a) > 0, we have fν(x) ≥ min{fν(a),
√
δ, δ/(4ν)} >
0 in [a, b] by Lemma 2.4. The positivity of fν on [a, b] can also be deduced from
Lemma 2.5. Applying Lemma 2.3 on [a, a + ǫ/2] and [b − ǫ/2, b] respectively, there
exist some xν ∈ [a, a + ǫ/2] and yν ∈ [b − ǫ/2, b], such that
∣∣1
2f
2
ν (xν)− Pc(xν)
∣∣ +∣∣1
2f
2
ν (yν)− Pc(yν)
∣∣ ≤ Cν. Using fν > 0 and Pc ≥ δ, we have∣∣∣fν(xν)−√2Pc(xν)∣∣∣+ ∣∣∣fν(yν)−√2Pc(yν)∣∣∣ ≤ Cν.
Since Pc ≥ δ, there exists ν0 > 0, depending only on ǫ, δ,M and c, such that fν(xν) ≥√
2Pc(xν)−Cν ≥
√
2δ−Cν ≥ √δ for ν ≤ ν0. Note that for ν ≥ ν0, (41) is obvious. So
we only need to consider ν ≤ ν0. Applying Lemma 2.4 on [xν , yν ], we have fν ≥ 1/C
on [xν , yν ]. Since we also have fν ≤M on [xν , yν ], by Corollary 2.3, we have that
||fν −
√
2Pc||L∞(a+ǫ/2,b−ǫ/2) ≤ ||fν −
√
2Pc||L∞(xν ,yν) ≤ Cν.
For convenience, denote hi, i ≥ 0, as in (38). We have proved that |h0| ≤ C in
[a+ ǫ/2, b − ǫ/2]. So for any 0 < ǫ < (b− a)/2,∣∣ ∫ a+ǫ
a+ǫ/2
h1(x)dx
∣∣ ≤ C, ∣∣ ∫ b−ǫ/2
b−ǫ
h1(x)dx
∣∣ ≤ C.
Thus there exist some xν ∈ [a+ǫ/2, a+ǫ], and yν ∈ [b−ǫ, b−ǫ/2], such that |h1(xν)| ≤ C,
|h1(yν)| ≤ C. Apply Lemma 2.8 on [xν , yν ], we have |h1(x)| ≤ C, xν < x < yν . So
the lemma holds for k = 1.
Next, assume the lemma holds for all 1 ≤ k ≤ n for some n, and we prove it for
k = n + 1. By the induction hypothesis, for any ǫ > 0, |hk| ≤ C in (a + ǫ/2, b − ǫ/2)
for all 1 ≤ k ≤ n. It follows that∣∣ ∫ a+ǫ
a+ǫ/2
hn+1(x)dx
∣∣ ≤ C, ∣∣ ∫ b−ǫ/2
b−ǫ
hn+1(x)dx
∣∣ ≤ C.
So there exist some xν ∈ [a+ ǫ/2, a+ ǫ], and yν ∈ [b− ǫ, b− ǫ/2], such that |hn+1(xν)| ≤
C, |hn+1(yν)| ≤ C. Apply Lemma 2.8 on [xν , yν ], we have |hn+1(x)| ≤ C, xν < x <
yν . The lemma holds for k = n+ 1. The lemma is proved.
Lemma 2.9’. Let 0 < ν ≤ 1, −1 ≤ a < b ≤ 1, c ∈ R3, k ≥ 0 be an integer, assume
Pc ≥ δ > 0 on [a, b], fν ∈ Ck[a, b] is a solution to (25), fν(b) < 0, and there exists
some M > 0 such that fν ≥ −M in [a, b]. Then fν < 0 in [a, b]. Moreover, for any
0 < ǫ < b−a2 , there exists some C > 0, depending only on ǫ, δ, k and an upper bound
of |c|, such that
||fν +
√
2Pc||Ck(a+ǫ,b−ǫ) ≤ Cν.
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Proof of Theorem 1.2:
Writing Uνk,θ = uνk,θ sin θ, Vθ = vθ sin θ and x = cos θ as usual. Then Uνk,θ satisfies
the equation
νk(1− x2)U ′νk,θ + 2νkxUνk,θ +
1
2
U2νk,θ = Pck(x), in (r, s), (42)
and Uνk,θ ⇀ Vθ in L
2(r, s), where r = cos θ2 and s = cos θ1. We know that −1 < r <
s < 1. For any ǫ > 0 and any positive integer m, let C denote some positive constant
depending only on θ1, θ2, ǫ, m and supνk ||uνk ,θ||L2(S2∩{θ1<θ<θ2}) whose value may vary
from line to line.
As in the proof of Lemma 2.1, with δ := (s−r)/9, for each k there exist ak ∈ [r, r+δ],
and bki ∈ [r + 2iδ, r + (2i+ 1)δ], i = 1, 2, 3, such that
|Uνk,θ(ak)|+
3∑
i=1
|Uνk,θ(bki)| ≤ C.
Arguing as in the proof of Lemma 2.1, we have, for i = 1, 2, 3, that
∣∣∣∫ bkiak Pck ∣∣∣ ≤ C, and
in turn
|ck| ≤ C. (43)
Passing to a subsequence, ck → c, we have 12V 2θ = Pc on (r, s). Since c ∈ J˚0, we have
Pc > 0 on (r, s). So there exists some δ > 0, such that for large k,
Pck ≥ 1/C on [r + δ/8, s − δ/8]. (44)
Next, since
∫ s
r |Uνk ,θ|2 ≤ C, there exists some ak ∈ [r + ǫ/16, r + ǫ/4] and bk ∈ [s −
ǫ/4, s− ǫ/8], such that |Uνk,θ(ak)|+ |Uνk,θ(bk)| ≤ C. If |Uνk,θ(αk)| = max[ak,bk] |Uνk,θ| >
max{|Uνk ,θ(ak)|, |Uνk ,θ(bk)|} for some αk ∈ (ak, bk), then U ′νk,θ(αk) = 0 and, by (42)
and (43), we have
1
2
U2νk,θ(αk) ≤ |Pck(αk)|+ |2νkαkUνk,θ(αk)| ≤ C +C|Uνk,θ(αk)|.
It follows that |Uνk,θ(αk)| ≤ C. Hence
|Uνk,θ| ≤ C on [r + δ/4, s − δ/4]. (45)
We know that either Vθ =
√
2Pc on (r, s) or Vθ = −
√
2Pc on (r, s).
Claim: If Vθ =
√
2Pc, then Uνk,θ ≥ 1/C on [r + ǫ/4, s − ǫ/4]. If Vθ = −
√
2Pc, then
Uνk,θ ≤ −1/C on [r + ǫ/4, s − ǫ/4].
Proof of the Claim: We only treat the case when Vθ =
√
2Pc. The other case can be
treated similarly. By (43), (44), and the weak convergence of Uνk,θ to Vθ, we have∫ r+ǫ/4
r+ǫ/8
Uνk,θVθ →
∫ r+ǫ/4
r+ǫ/8
V 2θ =
∫ r+ǫ/4
r+ǫ/8
2Pc ≥ 1/C.
So there exists some ak ∈ [r + ǫ/8, r + ǫ/4], such that Uνk,θ(ak) ≥ 1/C. Applying
Lemma 2.4 on [ak, s− ǫ/8], we have Uνk,θ ≥ 1/C on [ak, s− ǫ/8]. Thus Uνk,θ ≥ 1/C on
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[r + ǫ/4, s − ǫ/4]. Note that if Vθ = −
√
2Pc, we will argue similarly and use Lemma
2.4’ instead of Lemma 2.4. The claim is proved.
By the claim and (45), we either have 1/C ≤ Uνk,θ ≤ C on [r + ǫ/4, s − ǫ/4], or
−C ≤ Uνk,θ ≤ −1/C on [r + ǫ/4, s − ǫ/4]. We can, in view of (44), apply Lemma 2.9
and Lemma 2.9’, to obtain
||Uνk,θ − Vθ||Cm([r+ǫ,s−ǫ]) ≤ Cνk.
Notice x = cos θ, uνk,θ = Uνk,θ/ sin θ and vθ = Vθ/ sin θ, we have proved that
||uνk,θ − vθ||Cm(S2∩{θ1+ǫ<θ<θ2−ǫ}) ≤ Cνk.
The conclusion of the theorem then follows from the above, in view of formulas (3) and
(4). The theorem is proved.
3 c ∈ J˚0
Proof of Theorem 1.4:
We only need to prove the theorem in the special case that ck → c 6= 0 and νk → 0,
where c1, c2 > 0, c3 > c
∗
3(c1, c2), which is equivalent to min[−1,1] Pc > 0. Indeed, let
νˆk = nuk/
√
|ck|. By the assumption νˆk → 0, cˆk → cˆ 6= 0. It is easy to see that
U+θ,νˆk(cˆk) = U
+
νk,θ
(ck)/
√|ck|. The desired estimate (12) for U+νk,θ(ck) can be easily
deduced from the estimate of U+θ,νˆk(cˆk).
We prove the estimates in (12) for {U+νk,θ}, the proof for {U
−
νk,θ
} is similar. In
the following, C denotes various constant depending only on c. By Lemma 2.2,
||U+νk,θ||L∞(−1,1) ≤ C for all k. By Theorem A, the convergence of {ck} to c and the fact
that min[−1,1] Pc > 0 and c1, c2 > 0, we have, for large k, min[−1,1] Pck ≥ 12 min[−1,1] Pc >
0, U+νk,θ(−1) = τ2(νk, (ck)1) ≥
√
2(ck)1 ≥ √c1 > 0, and
∣∣∣U+νk,θ(±1)−√2Pck(±1)∣∣∣ ≤
Cνk. An application of Lemma 2.4 gives, for large k, that U
+
νk,θ
≥ 1/C on [−1, 1]. The
first estimate (12) then follows from Corollary 2.3.
To prove the second estimate in (12), we first prove the following lemma.
Lemma 3.1. Let 0 < ν ≤ 1, c ∈ R3, U+ν,θ be the upper solution of (25). If Pc(−1) =
2c1 ≥ δ > 0, then for each non-negative integer m, there exists some constant C
depending only on δ, m and an upper bound of |c|, such that∣∣∣∣ dmdxm (U+ν,θ −√2Pc)(−1)
∣∣∣∣ ≤ Cν.
Proof. Denote C to be a constant, depending only on δ, m and an upper bound of |c|,
which may vary from line to line. We first prove that for every m ≥ 0,∣∣∣∣ dmdxmU+ν,θ(−1)
∣∣∣∣ ≤ C. (46)
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It can be checked that U+ν,θ is a solution of (25) if and only if νU
+
ν,θ is a solution of (7).
Then by Lemma 2.3 in [18], we have that U+ν,θ ∈ C∞[−1, 0]. For m ≥ 0, differentiating
(25) (m+ 1) times and sending x to −1 lead to
ν
m+1∑
i=1
(
m+ 1
i
)
di
dxi
(1− x2) d
m+2−i
dxm+2−i
U+ν,θ(x) + 2ν
1∑
i=0
(
m+ 1
i
)
di
dxi
(x)
dm+1−i
dxm+1−i
U+ν,θ(x)
+
1
2
m+1∑
i=0
(
m+ 1
i
)
di
dxi
U+ν,θ(x)
dm+1−i
dxm+2−i
U+ν,θ(x) =
dm+1
dxm+1
Pc(x), at x = −1.
Notice that the i = 1 term in the first sum and the i = 0 term in the second sum cancel
out, we rewrite the above equation as
U+ν,θ(x)
dm+1
dxm+1
U+ν,θ(x) =
dm+1
dxm+1
Pc(x)− 1
2
m∑
i=1
(
m+ 1
i
)
di
dxi
U+ν,θ(x)
dm+1−i
dxm+2−i
U+ν,θ(x)
− ν
m+1∑
i=2
(
m+ 1
i
)
di
dxi
(1− x2) d
m+2−i
dxm+2−i
U+ν,θ(x)− 2ν(m+ 1)
dm
dxm
U+ν,θ(x), at x = −1.
Since 2c1 = Pc(−1) ≥ δ > 0 and U+ν,θ(−1) = 2ν+2
√
ν2 + c1, we have 1/C ≤ U+ν,θ(−1) ≤
C. Using this and the fact that the right hand side of the above equation involves only{
di
dxi
U+ν,θ(−1)
}
0≤i≤m
, we can easily prove (46) by induction. By (46) and the fact that
1/C ≤ U+ν,θ(−1) ≤ C, take m−th derivatives of (25), we have that
| d
m
dxm
(
1
2
(U+ν,θ)
2 − Pc)(−1)| = ν| d
m
dxm
((1− x2)(U+ν,θ)′ + 2xU+ν,θ)|
∣∣
x=−1 ≤ Cν. (47)
Since U+ν,θ −
√
2Pc =
2
U+
ν,θ
+
√
2Pc
[
1
2(U
+
ν,θ)
2 − Pc
]
, 1/C ≤ U+ν,θ(−1) ≤ C, and Pc(−1) ≥
1/C, the lemma follows from (46) and (47).
Now we continue to prove Theorem 1.4. Apply Lemma 2.9 with a = −3/4 and
b = 1, we have, for all m ≥ 0,
|| d
m
dxm
(U+νk,θ −
√
2Pck)||L∞(− 1
2
,1−ǫ) ≤ Cνk.
By Lemma 3.1 and Lemma 2.8 with a = −1, b = −1/2, we have
|| d
m
dxm
(U+νk,θ −
√
2Pck)||L∞(−1,− 1
2
) ≤ Cνk,
for some C depending only on δ, m and an upper bound of |c|. Theorem 1.4 is
proved.
Proof of Theorem 1.8 Started : In this part, we prove the first paragraph of Theorem
1.8 and part (iii). Let C denote a positive constant, having the same dependence as
specified in the theorem, which may vary from line to line. By Lemma 2.2,
|Uνk,θ| ≤ C. (48)
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Since Uνk,θ is not U
±
νk,θ
, we know from Theorem A that Uνk,θ(−1) = τ1(νk, ck1) and
Uνk,θ(1) = τ
′
2(νk, ck2). Since ck ∈ J0 \ {0}, we have Pc ≥ 0 on [−1, 1]. By Lemma 2.5,
there exists at most one xk in (−1, 1) such that Uνk,θ(xk) = 0.
Now we prove part (iii). Since c ∈ J˚0, we have c1, c2 > 0 and min[−1,1] Pc > 0. By
the convergence of {ck} to c, we deduce, using (9), that
Uνk,θ(−1) ≤ −1/C, Uνk,θ(1) ≥ 1/C, min
[−1,1]
Pck ≥ 1/C, (49)
and
|Uνk,θ(−1) +
√
2Pck(−1)|+ |Uνk,θ(1) −
√
2Pck(1)| ≤ Cνk. (50)
Clearly there exists xk ∈ (−1, 1) such that Uνk,θ(xk) = 0. By Lemma 2.5 and (49),
Uνk,θ(x) < 0,−1 ≤ x < xk, and Uνk,θ(x) > 0, xk < x ≤ 1. (51)
By Corollary 2.1 and Corollary 2.1’, using (48) and (51), we have that
− C ≤ Uνk,θ(x) ≤ −1/C, x ∈ (−1, xk − ǫ/2), and 1/C ≤ Uνk,θ ≤ C, x ∈ (xk + ǫ/2, 1).
(52)
With (52) we deduce (19) by applying Lemma 2.9 and Lemma 2.9’. With (50), (52)
and (19), we deduce (18) by applying Corollary 2.3 and Corollary 2.3’.
4 c ∈ ∂J0 \ {0} and c3 = c∗3(c1, c2)
In this section, we study a sequence of solutions Uνk,θ of (6) with ck → c and νk → 0,
where c ∈ ∂J0 \ {0} and c3 = c∗3(c1, c2). We first study the behaviors of U±νk,θ.
Proof of Theorem 1.5:
Let C denote a constant depending only on c which may vary from line to line. We
only prove the result for the case c3 = c
∗
3(c1, c2) and c2 > 0. The result for the case
c3 = c
∗
3(c1, c2) and c1 > 0 can be proved similarly.
Since c3 = c
∗
3(c1, c2) and c2 > 0, we have c3 < 0 and Pc = −c3(x − x¯)2 with
x¯ :=
√
c1−√c2√
c1+
√
c2
∈ [−1, 1). Then for any ǫ < (1− x¯)/8, we have
Pc(x) ≥ 2Pc(1)/3 = 4c2/3 > 0, 1− 2ǫ ≤ x ≤ 1. (53)
Choose sequences ck1 → c1, ck2 → c2, let, as in (5),
c¯k3 := c¯3(ck1, ck2; νk) = −1
2
(
√
ν2k + ck1 +
√
ν2k + ck2)(
√
ν2k + ck1 +
√
ν2k + ck2 + 2νk).
Let ck = (ck1, ck2, ck3), where ck3 > c¯k3 will be chosen later. It is easy to see that
ck ∈ Jνk . Let U+νk,θ be the solution of (25) with the right hand side Pck . For convenience,
write fk = U
+
νk,θ
, Pk = Pck , and hk :=
1
2f
2
k − Pk. Let P¯k := P(ck1,ck2,c¯k3). By Theorem
A, there exists a unique solution f¯k of (25) with the right hand side P¯k, and
f¯k(x) = (νk +
√
ν2k + ck1)(1− x)− (νk +
√
ν2k + ck2)(1 + x). (54)
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By Theorem A again, for any integer i > 0, there exists δik > 0, δik → 0, such that
for |ck3 − c¯k3| ≤ δik, we have ||fk − f¯k||L∞(−1,1−1/i) < 1/i. Choose ck3 = c¯k3 + δkk.
Then ||fk − f¯k||L∞(−1,1−1/k) < 1/k. By computation, for any ǫ > 0, f¯k(1 − ǫ) =
ǫ
√
c1 − (2 − ǫ)√c2 + o(1), where o(1) → 0 as k → ∞. Since c2 > 0, we have that for
k > 1/ǫ, fk(1− ǫ) < 0.
On the other hand, by Theorem A, using ck3 > c¯k3, we have fk(1) = −2νk +
2
√
ν2k + ck2 ≥
√
c2 > 0 for sufficiently large k. So there is some xk ∈ (1 − ǫ, 1) such
that fk(xk) = 0. By (53), Pk(xk) ≥ Pc(xk) + o(1) ≥ c2 > 0 for large k. So we have
|12f2k (xk)− Pk(xk)| ≥ c2 for large k. Theorem 1.5 is proved.
Remark 4.1. If ck ∈ J0, i.e. Pck ≥ 0 on [−1, 1], then we have, by Theorem 1.6, that
||12 (U±νk,θ(ck))2 − Pck ||L∞[−1,1] → 0 as k → 0. So the {Pck} constructed in Theorem 1.5
has the property that min[−1,1] Pck < 0 for large k.
Proof of Theorem 1.6:
Let C denote a positive constant depending only on c which may vary from line
to line. For convenience, write fk = U
+
νk,θ
(ck), Pk = Pck , and hk :=
1
2f
2
k − Pk. In the
following we always assume that k is large.
(i) We only prove the results for U+νk,θ, the proof for U
−
νk,θ
is similar. Since Pk ≥ 0
in [−1, 1] and fk(−1) = τ2(νk, ck1) > 0, we have, by Lemma 2.2 and Lemma 2.5,
0 < fk(x) ≤ C, −1 ≤ x < 1. (55)
By (10), Pc(x) = −c3(x − x¯)2 with x¯ =
√
c1−√c2√
c1+
√
c2
∈ [−1, 1]. Since ck → c and c3 < 0,
we know ck3 <
1
2c3 < 0 for large k. Let x¯k be the unique minimum point of Pk, then
x¯k → x¯,
Pk(x) = Pk(x¯k)− ck3(x− x¯k)2,
and for large k, that
|c3|
2
(x− x¯k)2 ≤ Pk(x)− Pk(x¯k) ≤ 2|c3|(x− x¯k)2, −1 ≤ x ≤ 1. (56)
We first prove
||1
2
(U+νk,θ)
2 − Pck ||L∞(−1,1) ≤ Cν2/3k . (57)
Case 1: c1, c2 > 0.
In this case x¯ ∈ (−1, 1). Let ak = ν1/3k /α for some positive k-independent constant
α to be determined. By Lemma 2.3, there exists some xk ∈ (x¯k + ak, x¯k + 2ak), such
that |hk(xk)| ≤ Cνk/ak = Cα3a2k. It follows from (56), using the fact that Pk(x¯k) ≥ 0,
that
Pc(x) ≥ |c3|a2k/2, ∀x¯k + ak ≤ x ≤ 1. (58)
Thus f2k (xk)/2 ≥ Pk(xk) − |hk(xk)| ≥
(|c3|/2− Cα3) a2k. Fix α3 = |c3|/(4C). By
(55) we have fk(xk) ≥ ak/C. Applying Lemma 2.4 on [xk, 1], using (58), we have
fk ≥ ak/C on [xk, 1]. Since |hk(xk)| ≤ Cν2/3k and |hk(1)| = |12f2k (1) − Pk(1)| =
|12(τ ′2(ν, ck2))2 − 2c2| ≤ Cνk, we have, by applying Lemma 2.6 on [xk, 1], that
max
[x¯k+2ak ,1]
|hk| ≤ max
[xk,1]
|hk| ≤ Cν2/3k .
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Similarly, by Lemma 2.3, there exists some x′k ∈ [x¯k−2ak, x¯k−ak], such that |hk(x′k)| ≤
Cν
2/3
k . We also have |hk(−1)| = |12f2k (−1) − Pk(−1)| = |12 (τ2(ν, ck1))2 − 2c1| ≤ Cνk.
Similar to (58), we have Pk(x) ≥ ak/C2 for x ∈ [−1, x′k]. Recall that fk(−1) ≥
√
c1.
Using Lemma 2.4 we have fk ≥ ak/C on [−1, x′k]. Then by similar arguments as on
[x¯k + 2ak, 1], we have
max
[−1,x¯k−2ak ]
|hk| ≤ Cν2/3k .
Now we have that |hk(x¯k − 2ak)| ≤ Ca2k and |hk(x¯k + 2ak)| ≤ Ca2k. Notice that
fk > 0 on (−1, 1), Pk ≥ 0 in (−1, 1), using (56) we have Pk(x) ≤ Pk(x¯k)+2|c3|(x− x¯k)2
on [−1, 1]. Applying Lemma 2.7 on [x¯k − 2ak, x¯k + 2ak] with α = 2 and x¯ = x¯k, there
we have that
max
[x¯k−2ak ,x¯k+2ak ]
|hk| ≤ Ca2k + Cνk/ak ≤ Cν2/3k .
Estimate (57) is proved in this case.
Case 2: c1 = 0 and c2 > 0.
In this case Pc(x) =
1
2c2(x + 1)
2, x¯k → −1. Let ak = ν1/3k /α for some α > 0 to
be determined. Let bk = max{−1, x¯k − 2ak} and dk = max{−1 + 2ak, x¯k + 2ak}. It is
clear that −1 ≤ bk < dk < 1. We prove estimate (57) separately on [dk, 1], [−1, bk] and
[bk, dk].
We first prove the estimate on [dk, 1]. Since dk − 2ak ≥ x¯k, we have x − x¯k ≥ ak
for x in [dk − ak, dk]. By (56), we have Pk ≥ 12 |c3|a2k in [dk − ak, dk]. We also have
[dk − ak, dk] ⊂ [−1, 1]. Applying Lemma 2.3 on [dk − ak, dk], using (55), there exists
some xk ∈ [dk − ak, dk], such that |hk(xk)| ≤ Cνk/ak = Cα3a2k. Thus 12f2k (xk) ≥
Pk(xk) − |hk(xk)| ≥
(
1
2 |c3| − Cα3
)
a2k. Fix α
3 = |c3|/(4C). By (55) we have fk(xk) ≥
ak/C. Applying Lemma 2.4 on [xk, 1], and using Pk ≥ 12 |c3|a2k on the interval, we
have fk(x) ≥ ak/C on [xk, 1]. Since |hk(xk)| ≤ Ca2k and |hk(1)| = |12f2k (1) − Pk(1)| =
|12(τ ′2(ν, ck2))2−2c2| ≤ Cνk, notice xk ≤ dk, we have, by applying Lemma 2.6 on [xk, 1],
that
max
[dk,1]
|hk| ≤ max
[xk,1]
|hk| ≤ Cν2/3k . (59)
Next, we prove the estimate on [−1, bk]. If x¯k − 2ak > −1, by (56) we have
Pk ≥ 12 |c3|a2k on [−1, x¯k−ak]. In particular, 2ck1 = Pk(−1) ≥ 12 |c3|a2k. So ck1 ≥ 14 |c3|a2k,
and consequently fk(−1) = τ2(νk, ck1) ≥ √ck1 ≥ 12
√
|c3|ak. Applying Lemma 2.4 on
[−1, x¯k − ak], and using Pk ≥ 12 |c3|a2k on the interval, we have fk(x) ≥ ak/C on
[−1, x¯k − ak]. Applying Lemma 2.3 on [x¯k − 2ak, x¯k − ak], using (55), there exists
some yk ∈ [x¯k − 2ak, x¯k − ak], such that |hk(yk)| ≤ Cνk/ak = Cα3a2k. We also have
|hk(−1)| ≤ Cνk. Notice bk = x¯k−2ak ≤ yk ≤ x¯k−ak, applying Lemma 2.6 on [−1, yk],
we have that
max
[−1,bk]
|hk| ≤ max
[−1,yk]
|hk| ≤ Cν2/3k . (60)
If x¯k − 2ak ≤ −1, bk = −1, max[−1,bk] |hk| = |hk(−1)| ≤ Cνk ≤ Cν
2
3
k .
Now we prove the estimate on [bk, dk]. We have proved in the above that |hk(bk)| ≤
Ca2k and |hk(dk)| ≤ Ca2k. If x¯k < −1 − ak, then [bk, dk] = [−1,−1 + 2ak], and for
any x ∈ [−1,−1 + 2ak], x − x¯k ≥ −1 − x¯k > ak. By (56), we have Pk ≥ a2k/C
on [−1,−1 + 2ak]. In particular, 2ck1 = Pk(−1) ≥ 12 |c3|a2k. So ck1 ≥ 14 |c3|a2k, and
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consequently fk(−1) = τ2(νk, ck1) ≥ √ck1 ≥ 12
√
|c3|ak. Applying Lemma 2.4 on
[−1,−1+ 2ak], we have fk ≥ ak/C on [−1,−1+ 2ak]. Notice we also know |hk(−1)| ≤
Ca2k and |hk(−1 + 2ak)| ≤ Ca2k. Applying Lemma 2.6 on [bk, dk] = [−1,−1 + 2ak], we
have that in this case
max
[bk,dk]
|hk| ≤ Ca2k. (61)
Next, we consider the case x¯k ≥ −1 − ak. If x¯k − 2ak ≥ −1, then [bk, dk] =
[x¯k − 2ak, x¯k + 2ak]. If x¯k − 2ak < −1, then [bk, dk] = [−1,−1 + 2ak] when x¯k < −1,
and [bk, dk] = [−1, x¯k + 2ak] when x¯k ≥ −1. So we have dist(x¯k, [bk, dk]) ≤ Cak, and
2ak ≤ dk − bk ≤ 4ak. Notice that |hk(bk)| ≤ Ca2k, |hk(dk)| ≤ Ca2k, fk > 0 on (−1, 1)
and Pk ≥ 0 in (−1, 1), and using (56), Pk(x) ≤ Pk(x¯k) + 2|c3|(x − x¯k)2 on [−1, 1].
Applying Lemma 2.7 on [bk, dk] with α = 2, we have that
max
[bk,dk]
|hk| ≤ Ca2k + Cνk/ak ≤ Cν2/3k . (62)
By (59), (60), (61) and (62), we have max[−1,1] |hk| ≤ Cν2/3k . So estimate (57) is proved
in Case 2.
Case 3: c2 = 0, c1 > 0. The proof of (57) is similar to that of Case 2.
We have by now proved (57). By (57), we have limk→∞ |||fk| −
√
2Pc||L∞(−1,1) = 0.
Using this and (55), we have limk→∞ ||U+νk ,θ −
√
2Pc||L∞(−1,1) = 0. Next, we prove
||U+νk ,θ −
√
2Pck ||Cm([−1,1−ǫ]\[x¯−ǫ,x¯+ǫ]) ≤ Cνk, (63)
If x¯ = −1, then by (56) and the fact that x¯k → x¯, we have Pk ≥ ǫ2/C on [−1+ ǫ/2, 1−
ǫ/2] for large k. Applying Lemma 2.9 on [−1 + ǫ/2, 1 − ǫ/2], using (55), we have (63)
in this case.
If x¯ > −1, without loss of generality we assume ǫ is small such that x¯−2ǫ > −1. In
this case, by (56) and the fact that x¯k → x¯, we have Pk ≥ ǫ2/C on [−1, 1− ǫ/2] \ [x¯−
ǫ/2, x¯+ǫ/2] for large k. Applying Lemma 2.9 on [−1+ǫ/2, x¯−ǫ/2] and [x¯+ǫ/2, 1−ǫ/2]
separately, we have
||fk −
√
2Pk||Cm([−1+ǫ,x¯−ǫ]∪[x¯+ǫ,1−ǫ]) ≤ Cνk, (64)
for some constant C depending only on ǫ, m and an upper bound of |c|. By Lemma 3.1
and (64), we have
∣∣∣ didxi (fk −√2Pk)(−1)∣∣∣ ≤ Cνk and ∣∣∣ didxi (fk −√2Pk)(x¯− ǫ)∣∣∣ ≤ Cνk,
0 ≤ i ≤ m, where C depending only on m and an upper bound of |c|. Applying Lemma
2.8 on [−1, x¯− ǫ], using (55), we have
||fk −
√
2Pk||Cm([−1,x¯−ǫ]) ≤ Cνk. (65)
Estimate (63) in this case follows from (64) and (65).
Next, for any ǫ > 0, there exists some constant C > 0, depending only on ǫ and an
upper bound of |c|, such that |f ′k| ≤ Cν−1/3k on [−1 + ǫ, 1− ǫ], so |h′k| = |fkf ′k − P ′k| ≤
Cν
−1/3
k . By interpolation for any x, y ∈ (−1 + ǫ, 1− ǫ) and 0 < β < 1,
|hk(x)− hk(y)|
|x− y|β ≤ 2||h||
1−β
L∞(−1+ǫ,1−ǫ)||h′k||
β
L∞(−1+ǫ,1−ǫ) ≤ Cν
2(1−β)/3
k ν
−β/3
k ≤ Cν
2
3
−β
k .
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So we have
||1
2
(U+νk ,θ)
2 − Pck ||Cβ(−1+ǫ,1−ǫ) ≤ Cν
2
3
−β
k , (66)
Part (i) follows from (57), (63) and (66).
(ii) If Pk ≥ 0 on [−1, 1], then the conclusion of the lemma follows from part(i).
So below we assume that min[−1,1] Pk(x) < 0. Let min[−1,1] Pk(x) = Pk(x¯k). Since
Pk(x) = ck1(1− x) + ck2(1 + x) + ck3(1− x2), we have x¯k = ck2−ck12ck3 , and
Pk(x) = Pk(x¯k)− ck3(x− x¯k)2. (67)
Then
1− x¯k = −ck2 + 2ck3 + ck1
2ck3
≤ C(|ck2|+ |2ck3 + ck1|). (68)
By Lemma 8.2 and the assumption that min[−1,1] Pk(x) < 0, we have
− Cνk ≤ Pk(x¯k) < 0. (69)
Let P¯k := P(ck1,ck2,c¯k3) and f¯k be the same as in (54). Denote
x˜k =
√
ν2k + ck1 −
√
ν2k + ck2
2νk +
√
ν2k + ck1 +
√
ν2k + ck2
∈ (−1, 1).
By (54) we have that
f¯k(x˜k) = 0, f¯k > 0,−1 ≤ x < x˜k, and f¯k < 0, x˜k < x ≤ 1. (70)
By computation
1− x˜k =
2νk + 2
√
ν2k + ck2
2νk +
√
ν2k + ck1 +
√
ν2k + ck2
≤ C(νk +
√
|ck2|). (71)
Since 2c3 = −c1, by (68) and (71) we see that x¯k → 1 and x˜k → 1. Notice that Pk ≥ P¯k
and fk(−1) = f¯k(−1) > 2νk. By Lemma 2.4 in [18], we have
fk ≥ f¯k, −1 < x < 1. (72)
Let yk = min{x¯k, x˜k} → 1. By (70) and (72) we have fk > 0 for −1 ≤ x < yk. As in
Case 3 in the proof of part (i), we have
lim
k→∞
||fk −
√
2Pc||L∞(−1,yk−2ak) = 0, (73)
and that there is some ak = ν
1/3
k /α with α > 0 fixed, such that
max
[−1,yk−2ak ]
|hk| ≤ Cν2/3k . (74)
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By (71) and (68) and the fact ak = ν
1/3
k /α we have
|yk − 2ak − 1| ≤ C(
√
|ck2|+ |2ck3 + ck1|+ ν1/3k ). (75)
On the interval [yk− 2ak, 1], by (75), (67), (69) and the fact x¯k ∈ [yk− 2ak, 1], we have
that for large k,
|Pk(x)| ≤ C(|ck2|+ |2ck3 + ck1|2 + ν2/3k ), yk − 2ak ≤ x ≤ 1,
and
Pk(x) ≥ −Cνk + |c3|a2k/2 > 0, −1 ≤ x < yk − 2ak.
Let Pˆk(x) = Pcˆk(x) := Pk(x) + Cνk(1 + x). It can be seen that the corresponding cˆk
belongs to Jνk . We have Pˆk ≥ Pk > 0 for −1 ≤ x < yk − 2ak. By (69), Pˆk > 0 for
yk − 2ak ≤ x ≤ 1. So Pˆk > 0 on [−1, 1]. Let fˆk be the upper solution of (25) with
the right hand side to be Pˆk. Then by part (i), we have ||12 fˆ2k − Pˆk||L∞(−1,1) ≤ Cν
2/3
k .
Notice that
|Pˆk| ≤ C(|ck2|+ |2ck3 + ck1|2 + ν2/3k ), yk − 2ak < x < 1.
So
fˆ2k < C(|ck2|+ |2ck3 + ck1|2 + ν2/3k ), yk − 2ak < x < 1. (76)
Since cˆk1 = ck1, we have fk(−1) = fˆk(−1) > 2νk. Using this and the fact Pˆk ≥ Pk,
by Lemma 2.4 in [18], we have fk ≤ fˆk on (−1, 1). So on the interval [yk − 2ak, 1], we
have f¯k ≤ fk ≤ fˆk. Using the expression of f¯k, (54) and (75), we have
|f¯k| ≤ C(
√
|ck2|+ |2ck3 + ck1|+ ak), yk − 2ak < x < 1.
By this estimate and (76), we have
|fk| ≤ C(
√
|ck2|+ |2ck3 + ck1|+ ν1/3k ), yk − 2ak < x < 1. (77)
So we have
|1
2
f2k − Pk| ≤ C(|ck2|+ |2ck3 + ck1|2 + ν2/3k ), yk − 2ak < x < 1.
By this and (74) we have (13). Moreover, by (75) and (77), we have
|fk(x)−
√
2Pc(x)| ≤ |fk|+|c3||yk−2ak−1| ≤ C(
√
|ck2|+|2ck3+ck1|+ν1/3k ), yk−2ak < x < 1.
By this and (73), we have limk→∞ ||U+νk ,θ −
√
2Pc||L∞(−1,1) = 0. Part (ii) is proved.
(iii) The proof is similar as that of part (ii). Theorem 1.6 is proved.
Now we study sequence of solutions Uνk,θ of (6) with νk and ck other than U
±
νk,θ
.
Proof of Theorem 1.8 continued :
We will prove Theorem 1.8 (i) and (ii) in the case c3 = c
∗
3(c1, c2). Let C denote a
positive constant, having the same dependence as specified in the theorem, which may
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vary from line to line. For convenience write fk = Uνk,θ, Pk = Pck and hk =
1
2f
2
k − Pk.
Throughout the proof k is large. Let x¯ =
√
c1−√c2√
c1+
√
c2
. By the assumption, c1, c2 ≥ 0,
c3 = c
∗
3(c1, c2) = −12(c1 + 2
√
c1c2 + c2) < 0, −1 ≤ x¯ ≤ 1, and Pc(x) = −c3(x− x¯)2.
Since ck ∈ J0, we have Pk ≥ 0 on [−1, 1]. By Lemma 2.5, there exists at most one
xk ∈ (−1, 1) such that fk(xk) = 0, and if such xk exists we have
fk(x) < 0,−1 < x < xk, and fk(x) > 0, xk < x < 1. (78)
Since ck → c and c3 < 0, we know ck3 < 12c3 < 0 for large k. Let x¯k be the unique
minimum point of Pk, then x¯k → x¯, Pk(x) = Pk(x¯k)− ck3(x− x¯k)2, and for large k,
1
2
|c3|(x− x¯k)2 ≤ Pk(x)− Pk(x¯k) ≤ 2|c3|(x− x¯k)2, −1 ≤ x ≤ 1. (79)
By Lemma 2.2,
|fk| ≤ C. (80)
Since Pc(x) = −c3(x− x¯)2, we have, for every ǫ > 0, min[−1,1]\(x¯−ǫ/2,x¯+ǫ/2) Pc > 0. By
the convergence of {ck} to c, we deduce that
min
[−1,1]\(x¯−ǫ/2,x¯+ǫ/2)
Pk ≥ 1/C. (81)
Using (78) and (81), by applying Lemma 2.9 and Lemma 2.9’ on each interval of
[−1, xk − ǫ/2] \ (x¯ − ǫ/2, x¯ + ǫ/2) and [xk + ǫ/2, 1] \ (x¯ − ǫ/2, x¯ + ǫ/2) separately, we
have
||Uνk,θ+
√
2Pck ||Cm([−1+ǫ,xk−ǫ]\[x¯−ǫ,x¯+ǫ])+||Uνk,θ−
√
2Pck ||Cm([xk+ǫ,1−ǫ]\[x¯−ǫ,x¯+ǫ]) ≤ Cνk,
Next, we prove
||1
2
U2νk,θ − Pck ||L∞((−1,xk−ǫ)∪(xk+ǫ,1)) ≤ Cν
2/3
k . (82)
Suppose xk → xˆ ∈ [−1, 1] as k →∞. Since fk is not U±νk,θ, we know from Theorem A
that fk(−1) = τ1(νk, ck1), fk(1) = τ ′2(νk, ck2). and therefore, in view of (9), we have
|fk(−1) +
√
2Pk(−1)|+ |fk(1)−
√
2Pk(1)| ≤ Cνk. (83)
We have min[−1,1] Pc = Pc(x¯). Assume min[−1,1] Pk = Pk(x¯k). Then x¯ ∈ [−1, 1] and
x¯k → x¯. We also have Pk satisfy (56) for large k.
Case 1: c1 > 0, c2 > 0, c3 = c
∗
3(c1, c2) < 0.
In this case x¯ ∈ (−1, 1). We discuss the cases when |xk − x¯k| ≥ ǫ/4 and |xk − x¯k| <
ǫ/4 separately.
If |xk − x¯k| ≥ ǫ/4, we prove the case when xk ≥ x¯k + ǫ/4, the other case can be
proved similarly. In view of (9), we have fk(−1) ≤ −1/C and fk(1) ≥ 1/C. We first
estimate |hk| on [xk+ǫ, 1]. We have Pk ≥ 1/C on [xk+ǫ/2, 1] for large k. By Corollary
2.1 and Corollary 2.1’, using (80) and (78), we have that
1/C ≤ fk ≤ C, x ∈ (xk + ǫ/2, 1) . (84)
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Using (83) and (84), applying Lemma 2.6 on (xk + ǫ/2, 1), we have
max
[xk+ǫ,1]
|hk| ≤ Cνk. (85)
Next, we prove estimate (82) on [−1, xk−ǫ]. The proof is similar to Case 1 in the proof
of Theorem 1.6 (i). Let ak = ν
1/3
k /α for some positive constant α to be determined.
Since Pk(x¯k) ≥ 0, it follows from (79) that
Pk(x) ≥ |c3|a2k/2, ∀x ∈ [−1, x¯k − ak] ∪ [x¯k + ak, 1]. (86)
By Lemma 2.3, there exists some yk ∈ (x¯k − 2ak, x¯k − ak), sk ∈ (x¯k + ak, x¯k + 2ak)
and tk ∈ (xk − ǫ/8, xk − ǫ/16), such that |hk(yk)| + |hk(sk)| ≤ Cνk/ak = Cα3a2k and
|hk(tk)| ≤ Cνk. It follows from (86) that
f2k (yk)/2 ≥ Pck(yk)− |hk(yk)| ≥
(|c3|/2 − Cα3) a2k.
Fix α3 = |c3|4C . We have fk(yk) < −ak/
√
C. Similarly we have fk(tk) < −ak/
√
C. Using
(78), applying Lemma 2.4’ on [−1, yk] and [sk, tk] separately, we have fk(x) ≤ −ak/C
on [−1, yk] and [sk, tk]. Since |hk(yk)| ≤ Cν2/3k , |hk(−1)| ≤ Cνk, |hk(sk)| ≤ Cν
2/3
k and
|hk(tk)| ≤ Cνk, applying Lemma 2.6 on [−1, yk] and [sk, tk] separately, we have
max
[−1,x¯k−2ak ]
|hk| ≤ max
[−1,yk]
|hk| ≤ Cν2/3k , (87)
and
max
[x¯k+2ak ,xk−ǫ]
|hk| ≤ max
[sk,tk ]
|hk| ≤ Cν2/3k . (88)
Now we have that hk(x¯k− 2ak) ≤ Ca2k and hk(x¯k+2ak) ≤ Ca2k. Notice that fk < 0 on
[x¯k − 2ak, x¯k + 2ak], Pk(x¯k) ≥ 0 and Pk(x) = Pk(x¯k)− ck3(x− x¯k)2. Applying Lemma
2.7 on [x¯k − 2ak, x¯k + 2ak] with α = 2, we have that
max
[x¯k−2ak ,x¯k+2ak]
|hk| ≤ Ca2k + Cνk/ak ≤ Cν2/3k . (89)
By (85), (87), (88) and (89), we have proved (82) when xk ≥ x¯k + ǫ/4.
Next, if |xk − x¯k| < ǫ/4, similar as (84) we have
−C ≤ fk ≤ −1/C, x ∈ (−1, xk − ǫ/2) , and 1/C ≤ fk ≤ C, x ∈ (xk + ǫ/2, 1) .
Using this and (83), applying Lemma 2.6 on (−1, xk − ǫ/2) and (xk + ǫ/2, 1), (82) is
proved.
Case 2: c1 = 0, c2 > 0, c3 = c
∗
3(c1, c2) = −c2/2 < 0.
In this case Pc(x) =
1
2c2(x+ 1)
2, x¯k → −1. we have the estimate (86). We discuss
the cases when xk − x¯k ≥ ǫ/4 and xk − x¯k < ǫ/4 separately.
If xk − x¯k ≥ ǫ/4, in view of (9), we have fk(1) ≥ 1/C. We first estimate |hk| on
[xk+ǫ, 1]. We have Pk ≥ 1/C on [xk+ǫ/2, 1] for large k. By Corollary 2.1 and Corollary
2.1’, using (80) and (78), we have (84). Using (83) and (84), applying Lemma 2.6 on
(xk + ǫ/2, 1), we have
max
[xk+ǫ,1]
|hk| ≤ Cνk.
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Next, we prove the estimate (82) on [−1, xk − ǫ]. The proof is similar to Case 2
in the proof of Theorem 1.6(ii). Let ak = ν
1/3
k /α for some α > 0 to be determined,
bk = max{−1, x¯k− 2ak} and dk = max{−1+2ak, x¯k+2ak}. It is clear that −1 ≤ bk <
dk < 1. We prove estimate (82) separately on [dk, xk − ǫ], [−1, bk] and [bk, dk].
We first prove the estimate on [dk, xk−ǫ]. Since dk−2ak ≥ x¯k, we have x− x¯k ≥ ak
for x in [dk−ak, dk]. Applying Lemma 2.3 on [dk−ak, dk], using (80), there exists some
sk ∈ (dk −ak, dk) and tk ∈ (xk− ǫ/8, xk− ǫ/16), such that |hk(sk)| ≤ Cνk/ak = Cα3a2k
and |hk(tk)| ≤ Cνk. Thus
1
2
f2k (tk) ≥ Pk(tk)− |hk(tk)| ≥
1
2
|c3|a2k − Cνk.
By (78) and (86), we have fk(tk) ≤ −ak/C. Applying Lemma 2.4’ on [sk, tk], and using
Pk ≥ 12 |c3|a2k on the interval, we have
fk(x) ≤ −ak/C, sk ≤ x ≤ tk. (90)
Notice sk ≤ dk and |hk(sk)| + |hk(tk)| ≤ Cα3a2k, applying Lemma 2.6 on [sk, tk], we
have
max
[dk,xk−ǫ]
|hk| ≤ max
[sk,tk]
|hk| ≤ Cν2/3k . (91)
Next, we prove the estimate on [−1, bk]. If x¯k − 2ak > −1, applying Lemma 2.3
on [bk, bk + ak], using (80), there exists some yk ∈ (bk, bk + ak), such that |hk(yk)| ≤
Cνk/ak = Cα
3a2k. Thus
1
2
f2k (yk) ≥ Pk(yk)− |hk(yk)| ≥
(
1
2
|c3| − Cα3
)
a2k.
Fix α3 = |c3|/(4C). By (78) and (86), we have fk(yk) ≤ −ak/C. Applying Lemma
2.4’ on [−1, yk], we have fk(x) ≤ −ak/C on (−1, yk). Using |hk(yk)| ≤ Cν2/3k and
|hk(−1)| ≤ Cνk, applying Lemma 2.6 on [−1, yk], we have
max
[−1,bk]
|hk| ≤ max
[−1,yk]
|hk| ≤ Cν2/3k . (92)
If x¯k − 2ak ≤ −1, bk = −1, max[−1,bk] |hk| = |hk(−1)| ≤ Cνk ≤ Cν
2/3
k .
Now we prove the estimate on [bk, dk]. We have proved in the above that |hk(bk)| ≤
Ca2k and |hk(dk)| ≤ Ca2k. If x¯k < −1 − ak, then [bk, dk] = [−1,−1 + 2ak], and for
any x ∈ [−1,−1 + 2ak], x − x¯k ≥ −1 − x¯k > ak. By (86), we have Pk ≥ a2k/C on
[−1,−1 + 2ak]. By (90), fk(dk) ≤ −ak/C. Applying Lemma 2.4’ on [−1,−1 + 2ak],
we have fk ≤ −ak/C on [−1,−1 + 2ak]. Notice we also know |hk(−1)| ≤ Ca2k and
|hk(−1+ 2ak)| ≤ Ca2k. Applying Lemma 2.6 on [bk, dk] = [−1,−1 + 2ak], we have that
in this case
max
[bk,dk]
|hk| ≤ Ca2k. (93)
Next, we consider the case x¯k ≥ −1 − ak. If x¯k − 2ak ≥ −1, then [bk, dk] =
[x¯k − 2ak, x¯k + 2ak]. If x¯k − 2ak < −1, then [bk, dk] = [−1,−1 + 2ak] when x¯k < −1,
and [bk, dk] = [−1, x¯k + 2ak] when x¯k ≥ −1. So we have dist(x¯k, [bk, dk]) ≤ Cak, and
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2ak ≤ dk−bk ≤ 4ak. Notice that |hk(bk)| ≤ Ca2k, |hk(dk)| ≤ Ca2k, fk < 0 on [bk, dk] and
Pk ≥ 0 in (−1, 1), and using (79), Pk(x) ≤ Pk(x¯k)+2|c3|(x− x¯k)2 on [−1, 1]. Applying
Lemma 2.7 on [bk, dk] with α = 2, we have that
max
[bk,dk]
|hk| ≤ Ca2k + Cνk/ak ≤ Cν2/3k . (94)
By (91), (92), (93) and (94), we have max[−1,1] |hk| ≤ Cν2/3k . So estimate (82) is proved
when xk − x¯k ≥ ǫ/4.
Next, if xk − x¯k < ǫ/4. Since xk > −1 and x¯k → −1, we have xk + ǫ/2 > x¯k + ǫ/4,
and therefore we have Pk ≥ 1/C on [xk + ǫ/2, 1]. similar as (84) we have
1/C ≤ fk ≤ C on (xk + ǫ/2, 1) .
Using this and (83), applying Lemma 2.6 on (xk + ǫ/2, 1), (82) is proved.
Case 3: c2 = 0, c1 > 0, c3 = c
∗
3(c1, c2). The proof of (82) is similar to that of Case
2. We have by now proved (82).
By (82) and (25), for any ǫ > 0, there exists some constant C > 0, depending only
on ǫ and an upper bound of |c|, such that |f ′k| ≤ Cν−1/3k on [−1+ǫ, xk−ǫ]∪[xk+ǫ, 1−ǫ]),
so |h′k| = |fkf ′k − P ′k| ≤ Cν−1/3k . So we have
||1
2
U2νk,θ − Pck ||C1(([−1+ǫ,xk−ǫ]∪[xk+ǫ,1−ǫ])∩[x¯−ǫ,x¯+ǫ] ≤ Cν
−1/3
k ,
By interpolation for any x, y ∈ (−1 + ǫ, 1− ǫ) and 0 < β < 1,
|hk(x)− hk(y)|
|x− y|β ≤ 2||hk||
1−β
L∞(−1+ǫ,1−ǫ)||h′k||βL∞(−1+ǫ,1−ǫ) ≤ Cν
2(1−β)/3
k ν
−β/3
k ≤ Cν2/3−βk .
We have
||1
2
U2νk,θ − Pck ||Cβ([−1+ǫ,xk−ǫ]∪[xk+ǫ,1−ǫ]) ≤ Cν
2/3−β
k . (95)
Using (78), (81) and (82), we have (15) in this case. Part (i) in this case follows from
(15), (82) and (95).
Next, we prove part (ii) in this case. Notice that in this case c3 = c
∗
3(c1, c2), c1, c2
cannot both be zero. We first prove that if such xk exists and xk → −1 with c1 = 0 or
such xk does not exist with c2 > 0 = c1, then
lim
k→∞
||fk −
√
2Pk||L∞(−1,1) = 0. (96)
In this case Pc(x) = −12c2(x+ 1)2 where c2 > 0. By Theorem 1.6(i), we have
lim sup
k→∞
||U±νk,θ ∓
√
2Pk||L∞(−1,1) = 0.
So for any ǫ0 > 0, there exists some ǫ > 0, such that ||Pk||L∞L∞(−1,−1+2ǫ) < ǫ0,
and ||U±νk,θ||L∞(−1,−1+2ǫ) < ǫ0 for large k. Notice U
−
νk,θ
≤ fk ≤ U+νk,θ, we then have
||fk−
√
2Pk||L∞(−1,−1+2ǫ) < 2ǫ0. Since Pc(x) = −12c2(x+1)2 we also have that Pc ≥ 1/C
on [−1 + ǫ, 1]. Moreover, if such xk does not exist, then since fk(1) = τ ′2(νk, ck2) > 0,
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we have fk > 0 on (−1, 1]. If such xk exists and xk → −1, then for k large we have
−1 < xk < −1 + ǫ. By (78), we also have fk > 0 on [−1 + ǫ, 1]. Then by Corollary
2.1, we have fk ≥ 1/C on [−1+2ǫ, 1]. Notice |fk(1)−
√
2Pc(−1)| ≤ Cνk and |fk(−1+
2ǫ)−√2Pc(−1 + 2ǫ)| ≤ 2ǫ0, by Corollary 2.3 we have ||fk −√2Pc||L∞(−1+2ǫ,1) < Cǫ0.
So (96) is proved.
Similarly, if such xk exists and xk → 1 with c2 = 0 or such xk does not exist with
c1 > 0 = c2, , we have
lim
k→∞
||Uνk ,θ +
√
2Pck ||L∞(−1,1) = 0.
5 c ∈ ∂J0 and c3 > c∗3(c1, c2)
Lemma 5.1. Let −1 ≤ a < b ≤ 1, νk → 0+, ck ∈ Jνk , c1c2 = 0, c3 > c∗3(c1, c2), and
ck → c as k →∞. Then
min
[a,b]
Pck = min{Pck(a), Pck (b)},
for sufficiently large k.
Proof. When c3 > 0, we have P
′′
ck
(x) = −2ck3 < 0 for large k. Thus Pck is concave
down, min[a,b] Pck = min{Pck(a), Pck (b)}. When c3 ≤ 0, we distinguish to two cases.
Case 1 is c1 = 0 and Case 2 is c2 = 0. If c1 = 0, then P
′
c(x) = c2 − 2c3x ≥ c2 +2c3 > 0
in [−1, 1]. So P ′k > 0 in [−1, 1] for large k. Thus min[a,b] Pck = Pck(a). If c2 = 0, then
P ′c(x) = −c1 − 2c3x ≤ −c1 − 2c3 < 0 in [−1, 1]. So P ′ck < 0 in [−1, 1] for large k. Thus
min[a,b] Pck = Pck(b).
Lemma 5.2. Let νk → 0+, ck ∈ Jνk , −1 < b ≤ 1, c1c2 = 0, c3 > c∗3(c1, c2), and ck → c
as k →∞. If Pc(b) > 0, then U+νk,θ > 0 on [−1, b] for sufficiently large k.
Proof. For convenience denote fk = U
+
νk,θ
, and Pk = Pck . If ck1 ≥ 0, we have Pk(−1) =
2ck1 ≥ 0 for large k. Since Pc(b) > 0, we also have Pk(b) > 0. By Lemma 5.1 we have
Pk(x) ≥ min{Pk(−1), Pk(b)} > 0. Using this and the fact that fk(−1) = τ2(ck1, νk) >
0, by Lemma 2.5 we have fk > 0 on [−1, b].
If ck1 < 0, since ck1 → c1 ≥ 0, we must have c1 = 0, and then c3 > −c2/2 and
Pc(x) = c2(1+x)+ c3(1−x2). So Pc(−1) = 0 and P ′c(−1) = c2+2c3 > 0. Since ck → c
as k →∞, there exists some C0 > 0 and δ > 0, such that
C0(1 + x) ≤ Pk(x)− Pk(−1) ≤ 2C0(1 + x), −1 < x < −1 + δ (97)
for k sufficiently large. Notice Pk(−1) = 2ck1 ≥ −2ν2k . Since ck1 < 0, then since
Pk(−1) = 2ck1 ≥ −2ν2k , by (97), we have Pk(−1 + 2ν2k/C0) ≥ 0. So by Lemma 5.1, we
have Pk ≥ min{Pk(−1 + 2ν2k/C0), Pk(b)} ≥ 0 on [−1 + 2ν2k/C0, b].
Next, let
gk(x) := fk(−1)− C0
8νk
(1 + x)
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Since fk(−1) ≥ 2νk, it can be checked that gk > 0 on [−1,−1 + 2ν2k/C0]. By compu-
tation, using the facts that 12f
2
k (−1) − 2νkfk(−1) = 2ck1 and fk(−1) ≥ 2νk, we have
that for −1 ≤ x ≤ −1 + 2ν2k/C0 and k sufficiently large,
Qk := νk(1− x2)g′k + 2νkxgk +
1
2
g2k
=
(
[
C20
128ν2k
− C0
8
](1 + x) + (2νk − C0
8νk
)fk(−1)
)
(1 + x) +
1
2
f2k (−1)− 2νkfk(−1)
≤
(
[
C20
128ν2k
− C0
8
]
2ν2k
C0
+ 4ν2k −
C0
4
)
(1 + x) + 2ck1
≤ 2ck1 < Pk(x).
By Lemma 2.3 in [18], we have lim supx→−1+ |x+1|−1|fk(x)−fk(−1)| <∞. So we have
gk(−1) = fk(−1) > 2νk or fk(−1) = gk(−1) = 2νk with lim supx→−1+
∫ x
−1+2ν2
k
/C0
(1 −
s2)−1(−2νk + fk(s))ds <∞. It can be checked that fk is a solution of (25) if and only
if νkfk is a solution of (7). Similarly, νkgk is a solution of (7) with the right hand side
to be Qk/ν
2
k . Notice that Qk < Pk, applying Lemma 2.4 in [18], we have fk ≥ gk > 0
on (−1,−1 + 2ν2k/C0]. Since Pk ≥ 0 on [−1 + 2ν2k/C0, b) and fk(−1 + 2ν2k/C0) > 0, we
have, by Lemma 2.5, that fk > 0 on [−1 + 2ν2k/C0, b]. So fk > 0 in [−1, b], the lemma
is proved.
Proof of Theorem 1.7:
We only prove the results for U+νk,θ, the proof of the results for U
−
νk,θ
is similar. Let
C be a positive constant depending only on c which may vary from line to line. For
convenience, write fk = U
+
νk,θ
, Pk = Pck , and let hk :=
1
2f
2
k − Pk. In the following we
always assume that k is large.
Since ck → c as k →∞, by Lemma 2.2, we have fk ≤ C in [−1, 1]. We first prove
||1
2
(U+νk,θ)
2 − Pck ||L∞(−1,1) ≤ Cν1/2k . (98)
Case 1: c1 = 0, c2 > 0, c3 > −c2/2.
In this case, Pc(x) = c2(1 + x) + c3(1 − x2) in (−1, 1). So Pc(−1) = 2c1 = 0, and
P ′c(−1) = c2 + 2c3 > 0. Since ck → c as k →∞, there exists some δ > 0, such that for
large k,
1
2
P ′c(−1)(1 + x) ≤ Pk(x)− Pk(−1) ≤ 2P ′c(−1)(1 + x), −1 < x < −1 + δ. (99)
Let ak = ν
1/2
k /α for some positive constant α to be determined. Then by Lemma 2.3,
there exists some xk ∈ (−1 + ak,−1 + 2ak), such that |hk(xk)| ≤ Cνkak = Cα2ak. It
follows from (99) and the fact that Pk(−1) = 2ck1 ≥ −ν2k and P ′c(−1) > 0, that
1
2
f2k (xk) ≥ Pk(xk)− |hk(xk)| ≥ Pk(−1) +
1
2
P ′c(−1)(xk + 1)− |hk(xk)|
≥ −2ν2k +
(
1
2
P ′c(−1)− Cα2
)
ak ≥
(
1
4
P ′c(−1)− Cα2
)
ak.
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Fix α2 = P ′c(−1)/(8C). By (99) Pc(xk) − 2ν2k + 12P ′c(−1)ak > 0, by Lemma 5.2, we
have fk > 0 on [−1, xk]. So fk(xk) ≥
√
ak/C. Since Pk(1) >
1
2Pc(1) > 0 for large k,
by (99) we have
Pk(−1 + ak) ≥ 2ck1 + ak/C ≥ −2ν2k + ak/C ≥ ak/C.
Then by Lemma 5.1, we have Pk(x) ≥ ak/C in [−1+ak, 1] for k large. Applying Lemma
2.4 on [xk, 1], we have fk(x) ≥
√
ak/C on [xk, 1]. We also have |hk(xk)| ≤ Cν1/2k ,
|hk(1)| = |12f2k (1) − Pk(1)| = |12 (τ ′2(ν, ck2))2 − 2ck2| ≤ Cνk. So by applying Lemma 2.6
on [xk, 1],
max
[−1+2ak ,1]
|hk| ≤ max
[xk,1]
|hk| ≤ Cν1/2k .
Now we have hk(−1+2ak) ≤ Cak and |hk(−1)| = |12f2k (−1)−Pk(−1)| = |12(τ2(ν, ck1))2−
2ck1| ≤ Cνk. By (99) we have Pk(x) ≥ Pk(−1) = 2ck1 ≥ −2ν2k ≥ −Cak in [−1,−1 +
2ak] for k large. By (99) we also have that Pk(x) ≤ Pk(−1) + C(1 + x). Notice
fk(−1) = 2νk + 2
√
ν2k + ck1 > 0, applying Lemma 2.7 on [−1,−1 + 2ak] with α = 1
and x¯k = −1 there, we have that
max
(−1,−1+2ak)
|hk| ≤ Cak + Cνk/√ak ≤ Cν1/2k .
Estimate (98) is proved in this case.
Case 2: c1 > 0, c2 = 0, c3 > −12c1.
In this case, Pc(x) = c1(1−x)+c3(1−x2). So Pc(1) = 0 and P ′c(1) = −c1−2c3 < 0.
Since ck → c as k →∞, there exists some δ > 0, such that
− 1
2
P ′c(1)(1 − x) < Pk(x)− Pk(1) < −2P ′c(1)(1 − x), 1− δ < x < 1, (100)
for large k. Let ak = ν
1
2
k . By Lemma 2.3, there exists some xk ∈ (1− 2ak, 1− ak), such
that |hk(xk)| ≤ Cνk/ak = Cak. Since Pc(−1) = 2c1 > 0, we have Pk(−1) > 12Pc(−1) >
0 for large k. By (100) we have
Pk(1 − ak) ≥ 2ck2 + ak/C ≥ −2ν2k + ak/C ≥ ak/C.
Then by Lemma 5.1, we have Pk(x) ≥ ak/C in [−1, 1−ak] for k large. Notice fk(−1) =
τ2(νk, ck1) ≥ √c1 > 0 for large k. Applying Lemma 2.4 on [−1, 1 − ak], we have
fk(x) ≥
√
ak/C on [−1, 1−ak]. We also have |hk(xk)| ≤ Cν1/2k , |hk(−1)| = |12f2k (−1)−
Pk(−1)| = |12 (τ2(ν, ck1))2 − 2ck1| ≤ Cνk. So by applying Lemma 2.6 on [−1, xk],
max
[−1,1−2ak]
|hk| ≤ max
[−1,xk]
|hk| ≤ Cν1/2k .
Now we have hk(1 − 2ak) ≤ Cak and |hk(1)| = |12f2k (1) − Pk(1)| = |12(τ ′2(ν, ck2))2 −
2ck2| ≤ Cνk. By (100) we have Pk(x) ≥ Pk(1) = 2ck1 ≥ −2ν2k ≥ −Cak in [1 − 2ak, 1]
for k large. By (100) we also have that Pk(x) ≤ Pk(1)+C(1−x). Notice fk(1−2ak) ≥√
ak/C > 0, applying Lemma 2.7 on [1− 2ak, 1] with α = 1 and x¯k = 1 there, we have
that
max
[1−2ak ,1]
|hk| ≤ Cak + Cνk/√ak ≤ Cν1/2k .
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Estimate (98) is proved in this case.
Case 3: c1 = c2 = 0, c3 > 0.
In this case, Pc(x) = c3(1 − x2) in (−1, 1). So Pc(±1) = 0, P ′c(−1) = 2c3 > 0
and P ′c(1) = −2c3 < 0. Since ck → c as k → ∞, there exists some δ > 0, such that
for large k, (99) and (100) are true. Let ak = ν
1/2
k /α for some positive constant α to
be determined. Then by Lemma 2.3, there exists some xk ∈ (−1 + ak,−1 + 2ak) and
yk ∈ (1−2ak, 1−ak), such that |hk(xk)|+ |hk(yk)| ≤ Cνk/ak = Cα2ak. Similar as Case
1, we have fk(xk) ≥
√
ak/C. By (99), (100), and Lemma 5.1, we have Pk(x) ≥ ak/C
in [xk, yk] for k large. Applying Lemma 2.4 on [xk, yk], we have fk(x) ≥
√
ak/C on
[xk, yk]. We also have |hk(xk)| ≤ Cν1/2k , |hk(yk)| ≤ Cν1/2k . So by applying Lemma 2.6
on [xk, yk],
max
[−1+2ak,1−2ak ]
|hk| ≤ max
[xk,yk]
|hk| ≤ Cν1/2k .
As in Case 1 and Case 2, we have
max
[−1,−1+2ak ]
|hk|+ max
[1−2ak ,1]
|hk| ≤ Cν1/2k .
By the above, estimate (98) is proved in this case.
From (98) we have limk→0 |||fk| −
√
2Pc||L∞(−1,1) = 0. By Lemma 5.2 we have
fk > 0 on [−1, 1 − 2ak]. Using this and the fact max[1−2ak ,1] |Pk| ≤ Cak, we have
limk→∞ ||U−νk,θ +
√
2Pc||L∞(−1,1) = 0.
Next, let ǫ > 0 be any fixed positive small constant. If c1 = 0, by (99) we have
that Pk(−1 + 12ǫ) ≥ epsiǫ. If c1 > 0, Pk(−1) ≥
√
c1. Similarly, if c2 = 0, by (100),
Pk(1 − ǫ/2) ≥ ǫ/C. If c2 > 0, Pk(1) ≥ √c2 > 0. By Lemma 5.1 we have Pk ≥ ǫ/C on
[−1 + ǫ/2, 1 − ǫ/2]. As proved above, we also have fk > 0 on [−1 + ǫ/2, 1 − ǫ/2] for
large k. Applying Lemma 2.7 on [−1 + ǫ/2, 1 − ǫ/2], we obtain
||U+νk,θ −
√
2Pck ||Cm([−1+ǫ,1−ǫ]) ≤ Cνk.
The proof is finished.
Remark 5.1. The assumption of c in Theorem 1.7 is equivalent to Pc(1)Pc(−1) = 0,
P 2c (1) + (P
′
c(1))
2 6= 0 and P 2c (−1) + (P ′c(−1))2 6= 0.
Next, we study solutions of (6) which are not U±νk,θ.
Proof of Theorem 1.8 completed :
We will prove Theorem 1.8 (i) and (ii) in the case c1c2 = 0 and c3 > c
∗
3(c1, c2).
Let C be a positive constant, having the same dependence as specified in the theorem,
which may vary from line to line. For convenience write fk = Uνk,θ, Pk = Pck and
hk =
1
2f
2
k − Pk. Throughout the proof k is large.
We first prove part (i) in this case. Since Pk ∈ J0, we have Pk ≥ 0 on [−1, 1]. By
Lemma 2.5, there exists at most one xk ∈ (−1, 1) such that fk(xk) = 0. Moreover, if
xk exists, then we have
fk(x) < 0 for − 1 < x < xk, and fk(x) > 0 for xk < x < 1. (101)
By Lemma 2.2,
|fk| ≤ C. (102)
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Since c1, c2 ≥ 0, c1c2 = 0, c3 > c∗3(c1, c2), we have min[−1+ǫ/2,1−ǫ/2] Pc > 0. By the
convergence of {ck} to c,
min
[−1+ǫ/2,1−ǫ/2]
Pk ≥ 1/C. (103)
Using (101) and (103), by applying Lemma 2.9 and Lemma 2.9’ on each interval of
[−1 + ǫ/2, xk − ǫ/2] and [xk + ǫ/2, 1 − ǫ/2] separately, we deduce
||Uνk,θ +
√
2Pck ||Cm([−1+ǫ,xk−ǫ]) + ||Uνk ,θ −
√
2Pck ||Cm([xk+ǫ,1−ǫ]) ≤ Cνk.
Next, we prove
||1
2
U2νk,θ − Pck ||L∞((−1,xk−ǫ)∪(xk+ǫ,1)) ≤ Cν
1/2
k . (104)
Since fk is not U
±
νk,θ
, we know from Theorem A that fk(−1) = τ1(νk, ck1) and fk(1) =
τ ′2(νk, ck2). In view of (9), we have
|fk(−1) +
√
2Pk(−1)|+ |fk(1)−
√
2Pk(1)| ≤ Cνk. (105)
Case 1: c1 = 0, c2 > 0, c3 > −12c2.
In this case Pc(x) = c2(1+x)+c3(1−x2) in (−1, 1). So Pc(−1) = 0, Pc(1) = 2c2 > 0,
and P ′c(−1) = c2 + 2c3 > 0. Since ck → c, there exists some δ > 0, such that
1
2
P ′c(−1)(1 + x) ≤ Pk(x)− Pk(−1) ≤ 2P ′c(−1)(1 + x), −1 < x < −1 + δ. (106)
So Pk(−1 + ǫ/2) > 1/C and Pk(1) > 1/C. By Lemma 5.1, we have
Pk(x) ≥ 1/C, −1 + ǫ/4 ≤ x ≤ 1. (107)
We discuss the cases when xk + 1 ≥ ǫ/4 and xk + 1 < ǫ/4 separately.
We first discuss the case when xk +1 ≥ ǫ/4. We have Pk ≥ 1/C on [xk + ǫ/4, 1] for
large k. Applying Corollary 2.1 on [xk + ǫ/4, 1], using (101), (102) and (107), we have
that
1/C ≤ fk ≤ C on (xk + ǫ/2, 1) . (108)
Using (108), applying Lemma 2.6 on (xk + ǫ/2, 1), we have
max
[xk+ǫ,1]
|hk| ≤ Cνk (109)
Next, let ak = ν
1/2
k /α for some positive constant α to be determined. Since
Pk(−1) ≥ 0, it follows from (106) and (107) that Pk(x) ≥ ak/C for x in [−1 + ak, 1].
By Lemma 2.3, there exists some sk ∈ (−1 + ak,−1 + 2ak) and tk ∈ (xk − ǫ, xk − ǫ/2),
such that |hk(sk)| ≤ Cνk/ak = Cα2ak and |hk(tk)| ≤ Cνk. It follows from (86) that
1
2
f2k (tk) ≥ Pck(tk)− |hk(tk)| ≥ 1/Cα2ak − Cνk
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By (101), we have fk(tk) < −√ak/C. Using (102), applying Lemma 2.4’ on [sk, tk], we
have fk(x) ≤ −√ak/C on [sk, tk]. Using |hk(sk)| ≤ Cν1/2k and |hk(tk)| ≤ Cνk, applying
Lemma 2.6 on [sk, tk], we have
max
[−1+2ak ,xk−ǫ]
|hk| ≤ max
[sk,tk]
|hk| ≤ Cν1/2k . (110)
Now we have that |hk(−1 + 2ak)| ≤ Cak and |hk(−1)| = |12τ21 (νk, ck1) − 2ck1| ≤ Cak.
Notice that fk < 0 on [−1,−1 + 2ak], Pk(−1) ≥ 0. Using (106), applying Lemma 2.7
on [−1,−1 + 2ak] with α = 1, we have that
max
[−1,−1+2ak]
|hk| ≤ Cak + Cνk/ak ≤ Cν1/2k . (111)
By (109), (110) and (111), we have proved (104) when xˆ > −1.
Next, if xk + 1 < ǫ/4, similar as (108) we have 1/C ≤ fk ≤ C on (xk + ǫ/2, 1).
Using this and (105), applying Lemma 2.6 on (xk + ǫ/2, 1), (104) is proved.
Case 2: c1 > 0, c2 = 0, c3 > −12c1. The proof is similar as Case 1.
Case 3: c1 = c2 = 0, c3 > 0. Similar as Case 1 we have |hk| ≤ Cν1/2k on [−1, 0] \
[xk − ǫ, xk + ǫ], and similar as Case 2 we have |hk| ≤ Cν1/2k on [0, 1] \ [xk − ǫ, xk + ǫ].
We have by now proved (104).
By (104) and (25), for any ǫ > 0, there exists some constant C > 0, depending only
on ǫ and an upper bound of |c|, such that |f ′k| ≤ Cν
− 1
2
k on [−1+ǫ, xk−ǫ]∪ [xk+ǫ, 1−ǫ],
so |h′k| = |fkf ′k − P ′k| ≤ Cν
− 1
2
k . So we have
||1
2
U2νk,θ − Pck ||C1(([−1+ǫ,xk−ǫ]∪[xk+ǫ,1−ǫ]) ≤ Cν
− 1
2
k ,
By interpolation for any x, y ∈ (−1 + ǫ, 1− ǫ) and 0 < β < 1,
|hk(x)− hk(y)|
|x− y|β ≤ 2||h||
1−β
L∞(−1+ǫ,1−ǫ)||h′k||
β
L∞(−1+ǫ,1−ǫ) ≤ Cν
1
2
(1−β)
k ν
− 1
2
β
k ≤ Cν
1
2
−β
k .
We have
||1
2
U2νk,θ − Pck ||Cβ([−1+ǫ,xk−ǫ]∪[xk+ǫ,1−ǫ]) ≤ Cν
1
2
−β
k . (112)
Next, using (101), (103) and (104), we then have (15). Part (i) in this case follows in
view of (104) and (112).
Now we prove part (ii) in this case. If such xk exists and xk → −1 with c1 = 0, or
such xk does not exist with c2 > 0 = c1, we can prove (16) using similar arguments as
that for part (ii) in ”Proof of Theorem 1.8 continued” in Section 4. If such xk exists
and xk → 1 with c2 = 0, or such xk does not exist with c1 > 0 = c2, we can prove
similarly (17). If such xk does not exist with c1 = c2 = 0, we prove either (16) or (17).
In this case, fk does not change sign on (−1, 1) and Pc(−1) = Pc(1) = 0. If fk > 0 on
(−1, 1) after passing to a subsequence, we have, by Theorem 1.7, lim supk→∞ ||12(U±νk ,θ)2−
Pk||L∞(−1,1) = 0. So for any ǫ0 > 0, there exists some ǫ > 0, such that ||Pk||L∞(−1,−1+2ǫ)+
||Pk||L∞[1−2ǫ,1] < ǫ0, and ||(U±νk ,θ)2||L∞(−1,−1+2ǫ) + ||(U
±
νk ,θ
)2||L∞[1−2ǫ,1] < ǫ0. Notice
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U−νk,θ ≤ fk ≤ U
+
νk,θ
, we then have ||fk −
√
2Pk||L∞(−1,−1+2ǫ) + ||fk −
√
2Pk||L∞[1−2ǫ,1] <
2ǫ0. We also have Pc ≥ 1/C on [−1+ǫ, 1−ǫ] and fk > 0 on [−1+ǫ, 1−ǫ]. By Corollary
2.1, we have fk ≥ 1/C on [−1+2ǫ, 1−2ǫ]. Notice |fk(−1+2ǫ)−
√
2Pk(−1 + 2ǫ)|+|fk(1−
ǫ)−√2Pk(1− 2ǫ)| ≤ 2ǫ0, by Corollary 2.3 we have ||fk −√2Pk||L∞[−1+2ǫ,1−2ǫ] < Cǫ0.
If fk < 0 on (−1, 1) after passing to a subsequence, similar as the above we have
(17). Part (ii) in this case is proved. The proof of Theorem 1.8 is completed now. Part
(iii) is proved in Section 3, part (i) and (ii) follows from (iii), ”Proof of Theorem 1.8
continued” in Section 4, and the above.
Proof of Theorem 1.3: For 0 < ν ≤ 1 and c ∈ J˚ν , let
u±ν,θ(c) =
1
sin θ
U±ν,θ(c), u
±
ν,r(c) = −
du±ν,θ
dθ
− u±ν,θ cot θ.
and
p±ν (c) = −
1
2
(
d2u±ν,r(c)
dθ2
+ (cot θ − u±ν,θ(c))
du±ν,r(c)
dθ
+ (u±ν,r(c))
2 + (u±ν,θ(c))
2
)
.
By Theorem 1.1 of [18], {(u±ν (c), p±ν (c))}0<ν≤1 belong to C0(J˚ν×(0, 1], Cm(S2\(Bǫ(S)∪
Bǫ(N)))) for every integerm ≥ 0. By Theorem 1.4, there exists some constant C, which
depends only on K, ǫ and m, such that
||U+ν,θ −
√
2Pc||L∞(−1,1) + ||U−ν,θ +
√
2Pc||L∞(−1,1) ≤ Cν,
and
||U+ν,θ −
√
2Pc||Cm(−1,1−ǫ) + ||U−ν,θ +
√
2Pc||Cm(−1+ǫ,1) ≤ Cν.
Theorem 1.3(i) follows from the above.
Now we prove part (ii). By Theorem A, there exist a unique Uθ := Uν,θ(c, θ0) of
(6) satisfying, with x0 = cos θ0, that
Uθ(−1) = τ1(ν, c1) < 0, Uθ(1) = τ2(ν, c2) > 0, Uθ(x0) = 0.
For every ǫ > 0, we have, by Theorem 1.8, that
||Uν,θ −
√
2Pc||Cm(x0+ǫ,1−ǫ) + ||Uν,θ +
√
2Pc||Cm(−1+ǫ,x0−ǫ) ≤ Cν.
The estimate in part (ii) follows from the above.
6 Proof of Theorem 1.9
In this section, we give the
Proof of Theorem 1.9: Define
wk(x) :=
√
2Pck(xk) tanh
(√2Pck(xk) · (x− xk)
2(1− x2k)νk
)
. (113)
By computation, we know that wk(xk) = 0 and
νk(1− x2k)w′k +
1
2
w2k = Pk(xk). (114)
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Step 1. We prove
|Uνk ,θ − wk| ≤ Cνk| ln νk|2, xk −Kνk| ln νk|(1 − x2k) < x < xk +Kνk| ln νk|(1− x2k)).
(115)
Let C denote a constant depending only on c, K and xˆ which may vary from line to
line. For convenience denote fk := Uνk,θ and Pk := Pck . By Lemma 2.2 and Lemma
2.5, we have that
0 < fk < C, in (xk, 1), and − C < fk < 0, in (−1, xk). (116)
Let
y :=
x− xk
νk(1− x2k)
, f˜k(y) := fk(x), w˜k(y) := wk(x). (117)
Then for xk −Kνk| ln νk|(1− x2k) ≤ x ≤ xk +Kνk| ln νk|(1− x2k), we have −K| ln νk| ≤
y ≤ K| ln νk|. By fk(xk) = 0 and (25), we know that f˜k(0) = 0 and
(1− 2xkνky − ν2ky2(1− x2k))f˜ ′k(y) + 2νk(xk + yνk(1− x2k))f˜k(y) +
1
2
f˜2k (y)
=Pck = Pck(xk) + P
′
ck
(xk)νky(1− x2k) +
1
2
P ′′ck(xk)ν
2
ky
2(1− x2k)2.
(118)
By (113) and (114), we have w˜(0) = 0 and
w˜′k(y) +
1
2
w˜2k(y) = Pck(xk). (119)
Set gk(y) := f˜k(y)− w˜k(y), then by (118) and (119), we have gk(0) = 0 and
g′k(y) + hk(y)gk(y) = Hk(y), (120)
where hk(y) =
1
2(f˜k(y) + w˜k(y)) and
Hk(y) =P
′
ck
(xk)νky +
1
2
P ′′ck(xk)ν
2
ky
2 − 2νk(xk + yνk(1− x2k))f˜k(y)
+ f˜ ′k(y)(2xkνky + ν
2
ky
2(1− x2k)).
By (113) and (116), we have |hk(y)| ≤ C for |y| ≤ K| ln νk|. By (118) and (116), we
have |f˜ ′k(y)| ≤ C for |y| ≤ K| ln νk| and k >> 1. So |Hk| ≤ Cνk| ln νk| for |y| ≤ K| ln νk|
and k >> 1. Hence, from the estimates of hk, Hk, (120) and the fact that gk(0) = 0,
we have
|gk(y)| = e−
∫ y
0 h(s)ds
∣∣∣∣ ∫ y
0
e
∫ s
0 h(t)dtH(s)ds
∣∣∣∣ ≤ Cνk| ln νk|2, |y| ≤ K| ln νk|.
Therefore, the estimate (115) is proved.
Step 2. We prove that there exists some K > 0 and small ǫ > 0, independent of
k, such that
|Uνk,θ +
√
2Pck | ≤ Cνα(c)k | ln νk|2κ(c), bk ≤ x ≤ xk −Kνk| ln νk|(1 − x2k), (121)
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|Uνk,θ −
√
2Pck | ≤ Cνα(c)k | ln νk|2κ(c), xk +Kνk| ln νk|(1− x2k) ≤ x ≤ dk, (122)
where bk = max{−1, xk − ǫ} and dk = min{1, xk + ǫ}.
It is sufficient to prove (121) since the other estimate can be obtained similarly. We
first prove that (121) holds at the endpoints x = bk and x = b
′
k := xk −Kνk| ln νk|(1−
x2k). For convenience denote fk := Uνk,θ, Pk = Pck and hk =
1
2f
2
k − Pk. Since xk → xˆ,
Pc(xˆ) > 0, we can chose ǫ > 0 small, such that
Pk ≥ 1/C, x ∈ (xk − 2ǫ, xk + 2ǫ). (123)
By Theorem 1.8 (i), we have |hk| ≤ Cνα(c)k for −1 ≤ x ≤ xk − ǫ where α(c) is given by
(14). Using this, (116) and (123), we have that∣∣∣fk(bk) +√2Pk(bk)∣∣∣ ≤ Cνα(c)k . (124)
Let K be a positive constant to be determined later. It is easy to see that
|wk(b′k) +
√
2Pk(xk)| ≤Ce−K| ln νk|
√
2Pk(xk)
2 = Cν
K
2
√
2Pk(xk)
k ≤ Cνk,
as long as K
√
2Pk(x) ≥ 2 for any x ∈ [bk, dk] and k sufficiently large. Thus by Step 1,
we have∣∣∣fk(b′k) +√2Pk(b′k)∣∣∣
≤|fk(b′k)− wk(b′k)|+ |wk(b′k) +
√
2Pk(xk)|+
∣∣∣√2Pk(xk)−√2Pk(b′k)∣∣∣
≤Cνk| ln νk|2.
(125)
By (123) and (125), fk(b
′
k) ≥ 1/C. Then using this, (123) and (116), applying Lemma
2.4’ on [bk, b
′
k], we have
− C ≤ fk ≤ −1/C, bk ≤ x ≤ b′k. (126)
By (124), (125), (126), applying Corollary 2.3 on [bk, b
′
k], we know that (121) holds on
[bk, b
′
k]. Similar argument implies (122). Theorem 1.9 follows from the above two steps
and Theorem 1.8.
7 Illustrations on the interior transition layer
Similar to Jeffery-Hamel flows, in the two-dimensional plane flows between two non-
parallel walls, a boundary layer occurs if we impose no-slip boundary conditions in a
nozzle.
For axisymmetric, (−1)-homogeneous solutions in three dimensional case, we con-
sider a cone region Ω = {(r, θ, φ) ∈ R+ × [0, π] × [0, 2π) : 0 ≤ θ < arccos x0 < π}
for some x0 ∈ (−1, 1), then ∂Ω corresponds to x = x0. We consider solutions in Ω
and impose no-slip boundary conditions on ∂Ω. Since we are considering a first or-
der differential equation of Uθ, only one no-slip boundary condition can be imposed:
Uθ|∂Ω = 0.
42
- 2 Pc
2 Pc
Ν = 150
Ν = 120
Ν = 18
Ν = 1
-1.0 -0.5 0.5
-4
-2
2
Figure 1: When Pc = 2(x − 2/3)2, Uθ(0) = 0, the graph of Uθ for ν =
1, 1/8, 1/20, 1/50, respectively.
As shown in [18], there exist solutions U = (Uθ,i, 0) of the Navier-Stokes equations,
with viscosity νi → 0 satisfying νi(1− x2)U ′θ + 2νixUθ +
1
2
U2θ = Pc(x) = µ(x− ξ)2,
Uθ(x0) = 0,
(127)
where Pc(x) represents a quadratic polynomial, and ξ, x0 ∈ (−1, 1) are given constants
such that Pc(ξ) = P
′
c(ξ) = 0, ξ 6= x0.
To illustrate the behavior of homogeneous solutions, we set Pc(x) = 2(x − 2/3)2,
x0 = 0, ξ = 2/3, and νi → 0, for example. Then Uθ,i are illustrated in Figure 1 for
ν = 1, 1/8, 1/20, 1/50, respectively. The boundary conditions in (127) and Theorem
1.8 implies that an interior layer happens in a neighborhood of x0. We can see in the
figure that
Uθ → −
√
2Pc(x), x ∈ (−1, x0 − ǫ), Uθ → +
√
2Pc(x), x ∈ (x0 + ǫ, 1). (128)
Since c3 = c
∗
3(c1, c2) in the example, we know by Theorem 1.8 that in a neighborhood
of x = ξ, where Pc vanishes, the convergence rate |Uθ,i −
√
2Pc| ∼ ν2/3i .
The streamlines of Uθ,i are illustrated in Figure 2 for ν = 1, 1/8, 1/20, 1/50, re-
spectively. By (128), Uθ,i → ±2|x − 2/3| = Vθ, whose streamlines are illustrated in
Figure 3. Notice that ±
√
Pc(x) are not smooth solutions of the Euler equations, since
they are singular at x = ξ. On the other hand, ±2(x − 2/3) ∈ C∞(−1, 1) are smooth
solutions of the Euler equations, whose streamlines are illustrated in Figure 4.
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(d) ν = 1/50
Figure 2: The streamlines of solutions of Navier-Stokes equation for ν =
1, 1/8, 1/20, 1/50, respectively.
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(b) Vθ = −
√
Pc
Figure 3: The streamlines of ±√Pc, the limit of Uθ,i as νi → 0.
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(a) Vθ = 2(x− 2/3)
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(b) Vθ = −2(x− 2/3)
Figure 4: The streamlines of the smooth solutions of Euler equation.
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8 Appendix
Lemma 8.1. Let c ∈ R3, then
(i) Pc ≥ 0 on [−1, 1] if and only if c ∈ J0.
(ii) Pc > 0 on [−1, 1] if and only if c ∈ J˚0.
(iii) min[−1,1] Pc = 0 if and only if c ∈ ∂J0.
(iv)Pc > 0 in (−1, 1) if and only if c ∈ J˚0 ∪ ∂′J0.
Proof. (i) For c ∈ J0, we have c1, c2 ≥ 0, c3 ≥ c∗3(c1, c2) and therefore using (10) and
(11) Pc ≥ P ∗(c1,c2) ≥ 0 on [−1, 1]. On the other hand, if Pc ≥ 0 on [−1, 1], we have
c1 =
1
2Pc(−1) ≥ 0 and c2 = 12Pc(1) ≥ 0. If c1, c2 > 0, then x¯ :=
√
c1−√c2√
c1+
√
c2
∈ (−1, 1) and,
using (10), 0 ≤ Pc(x¯) = (c3 − c∗3(c1, c2))(1 − x¯2). Thus c3 ≥ c∗3(c1, c2) and c ∈ J0. If
c1 = 0, then Pc(−1) = 0 and therefore c2 + 2c3 = P ′c(−1) ≥ 0. So c ∈ J0. If c2 = 0,
then Pc(1) = 0 and therefore −c1 − 2c3 = P ′c(1) ≤ 0. So c ∈ J0. Part (i) is proved.
(ii) If c ∈ J˚0, then c1, c2 > 0, c3 > c∗3(c1, c2), and x¯ ∈ (−1, 1). The positivity of
Pc on [−1, 1] then follows from the expression (11). On the other hand, if Pc > 0 on
[−1, 1], then c1 = 12Pc(−1) > 0, c2 = 12Pc(1) > 0, and x¯ ∈ (−1, 1). It follows, using
(11), that 0 < Pc(x¯) = (c3 − c∗3(c1, c2))(1 − x¯2) and therefore c3 − c∗3(c1, c2) > 0. We
have proved that c ∈ J˚0. Part (ii) is proved.
Part (iii) is a consequence of (i) and (ii).
(iv) If c ∈ J˚0, then we know from (ii) that Pc > 0 on [−1, 1]. If c1 = c2 = 0,
and c3 > 0, then Pc(x) = c3(1 − x2) > 0 in (−1, 1). If c1 > 0, c2 = 0, c3 ≥ −c1/2,
then Pc(x) ≥ c1(1 − x) − 12c1(1 − x2) = c12 (1 − x)2 > 0 in (−1, 1). If c1 = 0, c2 > 0,
c3 ≥ −c2/2, then Pc(x) ≥ c2(1 + x) − 12c2(1 − x2) = c22 (1 + x)2 > 0 in (−1, 1). On
the other hand, if Pc > 0 in (−1, 1), then c ∈ J0 by part (i). We only need to prove
that c does not belong to ∂J0 \ ∂′J0. Indeed, if c ∈ ∂J0 \ ∂′J0, then c = 0 or c1, c2 > 0
and c3 = c
∗
3(c1, c2). Clearly c cannot be 0. For the latter, we know from (10) that
Pc = P
∗
(c1,c2)
has a zero point at x¯ ∈ (−1, 1). We have proved (iv).
We then have
Lemma 8.2. For any 0 < ν ≤ 1 and c ∈ Jν, there exists some constant C, depending
only on an upper bound of |c|, such that
Pc(x) ≥ −Cν, ∀ − 1 ≤ x ≤ 1.
Proof. For c ∈ Jν , we have c1 ≥ −ν2, c2 ≥ −ν2 and c3 ≥ c¯3 := c¯3(c1, c2; ν). Let
c˜1 = c1 + ν
2, c˜2 = c2 + ν
2, and c˜∗3 = −12(c˜1 + 2
√
c˜1c˜2 + c˜2). By (10), P(c˜1,c˜2,c˜∗3) ≥ 0 in
[−1, 1]. Since c3 ≥ c¯3 ≥ c˜∗3 − Cν, we have
Pc ≥ P(c˜1,c˜2,c3) − Cν2 ≥ P(c˜1,c˜2,c˜∗3) − Cν ≥ −Cν, in [−1, 1].
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