We describe an application of an encoder-decoder recurrent neural network with LSTM units and attention to generating headlines from the text of news articles. We find that the model is quite effective at concisely paraphrasing news articles. Furthermore, we study how the neural network decides which input words to pay attention to, and specifically we identify the function of the different neurons in a simplified attention mechanism. Interestingly, our simplified attention mechanism performs better that the more complex attention mechanism on a held out set of articles.
The encoder is fed as input the text of a news article one word of a time. Each word is first passed through an embedding layer that transforms the word into a distributed representation. That distributed representation is then combined using a multi-layer neural network with the hidden layers generated after feeding in the previous word, or all 0's for the first word in the text.
The decoder takes as input the hidden layers generated after feeding in the last word of the input text. First, an end-of-sequence symbol is fed in as input, again using an embedding layer to transform the symbol into a distributed representation. Then, the decoder generates, using a softmax layer and the attention mechanism, described in the next section, each of the words of the headline, ending with an end-of-sequence symbol. After generating each word that same word is fed in as input when generating the next word.
The loss function we use is the log loss function:
− log p(y 1 , . . . , y T |x 1 , . . . , x T ) = − T t=1 log p(y t |y 1 , . . . , y t−1 , x 1 , . . . , x T ) where y represent output words and x represent input words.
Note that during training of the model it is necessary to use what is called "teacher forcing" [6] . Instead of generating a new word and then feeding in that word as input when generating the next word, the expected word in the actual headline is fed in. However, during testing the previously generated word is fed in when generating the next word. That leads to a disconnect between training and testing. To overcome this disconnect, during training we randomly feed in a generated word, instead of the expected word, as suggested in [7] . Specifically, we do this 10% of the time, as also done in [8] . During testing we use a beam-search decoder which generates input words one at a time, at each step extending the B highest probability sequences.
We use 4 hidden layers of LSTM units, specifically the variant described in [9] . Each layer has 600 hidden units. We attempted using dropout as is also described in [9] . However we did not find it to be useful. Thus, the models analyzed below do not use dropout. We initialize most parameters of the model uniformly in the range [−0.1; 0.1]. We initialize the biases for each word in the softmax layer to the log-probability of its occurence in the training data, as suggested in [10] .
We use a learning rate of 0.01 along with the RMSProp [11] adaptive gradient method. For RMSProp we use a decay of 0.9 and a momentum of 0.9. We train for 9 epochs, starting to half the learning rate at the end of each epoch after 5 epochs.
Additionally, we batch examples, processing 384 examples at a time. This batching complicates the implementation due to the varying lengths of different sequences. We simply fix the maximum lengths of input and output sequences and use special logic to ensure that the correct hidden states are fed in during the first step of the decoder, and that no loss is incurred past the end of the output sequence.
Attention
Attention is a mechanism that helps the network remember certain aspects of the input better, including names and numbers. The attention mechanism is used when outputting each word in the decoder. For each output word the attention mechanism computes a weight over each of the input words that determines how much attention should be paid to that input word. The weights sum up to 1, and are used to compute a weighted average of the last hidden layers generated after processing each of the input words. This weighted average, referred to as the context, is then input into the softmax layer along with the last hidden layer from the current step of the decoding.
We experiment with two different attention mechanisms. The first attention mechanism, which we refer to as complex attention, is the same as the dot mechanism in [2] . This mechanism is shown in figure 2 . The attention weight for the input word at position t, computed when outputting the t -th word is:
where h xt represents the last hidden layer generated after processing the t-th input word, and h y t represents the last hidden layer from the current step of decoding. Note one of the characteristics of this mechanism is that the same hidden units are used for computing the attention weight as for computing the context. The second attention mechanism, which we refer to as simple attention, is a slight variation of the complex mechanism that makes it easier to analyze how the neural network learns to compute the attention weights. This mechanism is shown in figure 3 . Here, the hidden units of the last layer generated after processing each of the input words are split into 2 sets: one set of size 50 used for computing the attention weight, and the other of size 550 used for computing the context. Analogously, the hidden units of the last layer from the current step of decoding are split into 2 sets: one set of size 50 used for computing the attention weight, and the other of size 550 fed into the softmax layer. Aside from these changes the formula for computing the attention weights, given the correponding hidden units, and the formula for computing the context are kept the same. 
Overview
The model is trained using the English Gigaword dataset, as available from the Stanford Linguistics department. This dataset consists of several years of news articles from 6 major news agencies, including the New York Times and the Associated Press. Each of the news articles has a clearly delineated headline and text, where the text is broken up into paragraphs. After the preprocessing described below the training data consists of 5.5M news articles with 236M words.
Preprocessing
The headline and text are lowercased and tokenized, separating punctuation from words. Only the first paragraph of the text is kept. An end-of-sequence token is added to both the headline and the text. Articles that have no headline or text, or where the headline or text lengths exceed 25 and 50 tokens, respectively, are filtered out, for computational efficiency purposes. All rare words are replaced with the < unk > symbol, keeping only the 40,000 most frequently occuring words.
The data is split into a training and a holdout set. The holdout set consists of articles from the last month of data, with the second last month not included in either the training or holdout sets. This split helps ensure that no nearly duplicate articles make it into both the training and holdout sets.
Finally, the training data is randomly shuffled.
Dataset Issues
The dataset as used has a number of issues. There are many training examples where the headline does not in fact summarize the text very well or at all. These include many articles that are formatted incorrectly, having the actual headline in the text section and the headline section containing words such as "(For use by New York Times News service clients)". There are many articles where the headline has some coded form, such as "biz-cover-1stld-writethru-nyt" or "bc-iraq-post 1stld-subpickup4thgraf".
No filtering of such articles was done. An ideal model should be able to handle such issues automatically, and attempts were made to do so using, for example, randomly feeding in generated words during training, as described in the Model section.
Evaluation
The performance of the model was measured in two different ways. First, we looked at the training and holdout loss. Second, we used the BLEU [12] evaluation metric over the holdout set, defined next. For efficiency reasons, the holdout metrics were computed over only 384 examples.
The BLEU evaluation metric looks at what fraction of n-grams of different lengths from the expected headlines are actually output by the model. It also considers the number of words generated in comparison to the number of words used in the expected headlines. Both of these are computed over all 384 heldout example, instead of over each example separately. For the exact definition see [12] .
Analysis
Each model takes 4.5 days to train on a GTX 980 Ti GPU. Figures 4 and 5 show the evaluation metrics as a function of training epoch. Note that in our setup the training loss is generally higher than holdout loss, since when computing the holdout loss we don't feed in generated words 10% of time. The model is quite effective in predicting headlines from the same newspapers as it was trained on. Table 1 lists 7 examples chosen at random from the held-out examples. The model generally seems to capture the gist of the text and manages to paraphrase the text, sometimes using completely new words. However, it does make mistakes, for example, in sentences 2, 4 and 7.
The model has much more mixed performance when used to generate headlines for news articles from sources that are different from training. Table 2 shows generated headlines for articles from several major news websites. The model does quite well with articles from the BBC, the Wall Street Journal and the Guardian. However, it performs very poorly on articles from the Huffington Post and Forbes. In fact, the model performed poorly on almost all tested articles from Forbes. It seems that there is a major difference in how articles from Forbes are written, when compared to articles used to train the model.
Understanding information stored in last layer of the neural network
We notice that there are multiple ways to go about understanding the function of the attention mechanism. Consider the formula for computing the input to the softmax function: Democrats call for more pressure on Pakistan Democratic presidential hopefuls call for pressure on Musharraf 7. Manchester United's strength in depth is set to be tested for the first time this season in the wake of a last-gasp win over Liverpool that has significantly shortened the odds on Sir Alex Ferguson's side reclaiming the premiership title.
Football: United face test of reserves after Scholes red card by Neil Johnston
United set for test test where c y t is the context computed for the current step of decoding, h y t is the last hidden layer from the current step of decoding, and W co , W ho and b o are model parameters. First, note that by looking at the word with the highest values for
we can get an idea of what exactly the hidden layer from the current step of decoding is contributing to the final generated output. Analogously, by looking at the words with the highest values for
we can do the same for the attention context. Moreover, since the context is just a weighted sum over the hidden layers of the decoder we can compute As an example, the last hidden layer generated after processing the "and" in the first example in table 1 is closest to the following words: 72, at, death, in, died, dead, to, <eos>, toll, people. We see many of the words that appeared before the "and". It is interesting note that the words closest to the hidden layer for "died" are: 72, at, to, in, <eos>, <unk>, for, as, ",", more. Note that the word "died" doesn't appear. This example demonstrates our observation that the network sometimes takes multiple steps to encode a particular word. That makes it slightly trickier to understand what the network is paying attention to.
As an example of what the hidden layer during decoding contains, the hidden layer during the first step of decoding for the same example as above is closest to the following words: urgent, (, at, one, two, three, <unk>, four, 1st, 1. After generating the "at" the hidden layer during the next step is closest to: least, :, -, killed, ",", ld, lead, in, <unk>, to.
Understanding how the attention weight vector is computed
We had an initial hypothesis for how the network learned to compute the attention weight vector. We hypothesized that the network remembered roughly which word should be generated next, and the dot product h T xt h y t would compute the similarity between the remembered word and the actual word at the position. For example, if the network remembered that the text talked about some Multi-part numbers (e.g. "$ 1 , 000"); noun after a number (e.g. "people" in "four people killed"); noun after an adjective 3
End of multi-part sequence (e.g. "000" in "$ 1 , 000", "qaida" in "al -qaida", "france" in "tour de france") 4
Verb after auxiliary verb or particle (e.g. "meet" in "will meet" or "to meet"); past tense verbs; noun following a preposition 5
Beginning of text (e.g. first of two sentences) 6
Verbs; prepositions 7
End of noun phrase (e.g. "finance minister" in "former finance minister" or "probe" in "ethics probe"); past tense verbs 8 Present participles; noun phrases after "for" 9
Objects and subjects of a verb (positive activation for object, negative for subject) 10 Subjects; objects after some verbs; words after a dash 11
Number following a conjuction (e.g. "four" in "three people killed and four injured"); verb after auxiliary verb; noun following a preposition; 12
Objects and subjects of a verb (positive activation for object, negative for subject) 13
Most nouns and verbs 14
Verbs; Locations; word after "by" 15
Days of the week; some adjectives 16 Function words; negations (e.g. "not") 17
End of noun phrase 18
Objects and subjects of a verb (positive activation for object, negative for subject) 19 Names; some verbs; some adjectives 20
Objects, subjects and corresponding verbs number and was able to output a representation that was close to numbers in general, the attention mechanism would then allow it to get the exact number.
One implication of this hypothesis is that the units of the last hidden layer of the decoder would be in the same space as the units of the last hidden layer of the encoder. Thus, computing
and looking at the words with the highest values would tell us something meaningful. It turned out that this was not the case.
Further analysis into which units contributed to the attention weight vector computation revealed the existence of a few units which played key roles. That led us to simplify the neural network architecture as described in the Model section. Interestingly, as shown in figures 4 and 5, the simplified model performs significantly better. One possible explanation is that by separating the attention weight vector computation from the context computation we reduce the noise in both of these computations.
The simplified attention mechanism is also much easier to understand since only a small number of hidden units is used to compute the attention weight vector. In one of the smaller model that we trained we used only 20 units for the attention weight vector computation, and were able to figure out some of the functions of these 20 units. Table 3 catalogs the functions of the 20 neurons in the encoding part of the network. Each position in the input text has 20 neurons that serve these functions.
The neural network learns to spot many linguistic phenomena. Our analysis was also somewhat shallow due to time constraints. We suspect that some of the neurons activate for even more complex phenomena than we are able to find, such as different types of sentence structure.
It is important to note that the neurons in the encoding part of the network interact with the neurons in the decoding part of the network. Indeed, the neurons in the decoding part of the network activate at different times to test for different phenomena. For example, unit 12 starts off being positive so that the network pays attention to the object first. Then, unit 12 becomes negative so that the network pays attention to the subject. Interestingly, unit 9, which appears to work almost the same at unit 12 in the encoder, is usually 0 at the beginning of decoding, and only later on becomes activated.
Errors
The network makes a lot of different types of errors. While we didn't do an in-depth error analysis, a few error still stood out.
One flaw with the neural network mechanism is its tendency to fill in details when details are missing. For example, after simplifying the text given in table 1, example 1 to "72 people died when a truck plunged into a gorge on Friday." the model predicts "72 killed in truck accident in Russia". The model makes up the fact that the accident happened in Russia. These errors happen most often when the number of decoding beams is small, since the model stops considering the decoding where the sentence ends early before outputing the made up details.
What also happens occasionally is the network outputs some headline that is completely unrelated to the input text (e.g. "urgent", "bc-times" or even "can make individual purchases by calling 212 -556 -4204 or -1927 .)"). This problem is caused by the fact that such headlines occur somewhat often in the input dataset. These errors happen most often when the number of decoding beams is large, since that increases the probability of the model starting to generate one such high probability sequence.
These 2 examples demonstrate that our network is very sensitive to the number of decoding beams used. We used only 2 decoding beams for the BLEU evaluation. We suspect that if we fixed the second problem we could get much better results with a large number of beams. One solution worthy of investigation is to use the scheduled sampling mechanism described in [7] .
Future Work
We demostrate above that the recurrent neural network learns to model complex linguistic phenomena, given large amounts of training data. However, such large amounts of training data are usually not available for real-world NLP problems. One interesting direction to pursue is using a dataset, like Gigaword, to pretrain a recurrent neural network that is then fine-tuned to solve a task such as part-of-speech tagging on a much smaller dataset.
More immediately, in addition to the already discussed idea to use scheduled sampling, another way to improve the model is to use a bi-directional RNN. We suspect that the attention mechanism would work better with a bi-directional RNN, since more information would be available to model some of the phenomena outlined in table 3. In our current model, the network must make a decision about which values to assign the neurons used to compute the attention weight for the current input word given only the current and previous words and not any of the following words. Giving the model information about the following words would make this decision easier for the network to make.
Conclusion
We've trained an encoder-decoder recurrent neural network with LSTM units and attention for generating news headlines using the texts of news articles from the Gigaword dataset. Using only the first 50 words of a news article, the model generates a concise summary of those 50 words, and most of the time the summary is valid and grammatically correct. The model doesn't perform quite as well on general text, demonstrating that a lot of the articles in Gigaword follow a particular form.
We study 2 different versions of the attention mechanism with the goal of understanding how the model decides which words of the input text to pay attention to when generating each output word. We introduce a simplified attention mechanism that uses a small set of neurons for computing the attention weights. This simplified mechanism makes it easier to study the function of the network. We find that the network learns to detect linguistic phenomena, such as verbs, objects and subjects of a verb, ends of noun phrases, names, prepositions, negations, and so on. Interestingly, we find that our simplified attention mechanism does better on the evaluation metrics.
