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Channel capacities of classical and quantum list
decoding
Masahito Hayashi
Abstract— We focus on classical and quantum list decoding.
The capacity of list decoding was obtained by Nishimura in the
case when the number of list does not increase exponentially.
However, the capacity of the exponential-list case is open even
in the classical case while its converse part was obtained by
Nishimura. We derive the channel capacities in the classical and
quantum case with an exponentially increasing list. The converse
part of the quantum case is obtained by modifying Nagaoka’s
simple proof for strong converse theorem for channel capacity.
The direct part is derived by a quite simple argument.
Index Terms— strong converse part, list decoding, quantum
channel, capacity
I. INTRODUCTION
L IST decoding was introduced independently by Elias [8]and Wozencraft[9] as relaxation of the notion of the
decoding process. In the list decoding, the decoder can choose
more than one element as candidates of the message sent
by the encoder. If one of these elements coincides with the
true message, the decoding is regarded as successful. In this
formulation, Nishimura [1] obtained the channel capacity by
showing its strong converse part1. That is, he showed that the
transmission rate is less then the conventional capacity plus
the rate of number of list. Then, the reliable transmission rate
does not increase even if list decode is allowed if the number
of list does not increase exponentially. The achievability of this
bound has been proved only when the number of list is not
exponentially increasing. In the non-exponential case, these
results was generalized by Ahlswede [2].
In this paper, we point out that the upper bound of capacity
by Nishimura can be attained even if the number of list
increases exponentially. Further, we treat the channel capacity
of list decoding in a quantum setting. Historically, its quantum
version was treated by Kawachi & Yamakami [10] from the
viewpoint of complexity theory, first. However, they did not
treat this problem as the quantum extension from a viewpoint
of Shannon’s communication theory. Hence, we focus on the
capacity of the classical-quantum channel2. In this setting, the
input quantum state is choosed dependently of the input classi-
cal message, and sent it through a noisy quantum channel. The
receiver recovers the classical message via a good quantum
measurement.
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1the strong converse part is the argument that the average error goes to 1
if the code has a transmission rate over the capacity.
2classical-quantum channel is a channel with classical input signals and
quantum output states.
On the other hand, Nagaoka [3] obtained a quite simple
proof of the strong converse part of the classical capacity
for classical channel and classical-quantum channel. His proof
extensively simplified the strong converse part not only of the
quantum case but also of the classical case.
As the main result, we extend Nishimura’s result to the
quantum setting. That is, we show that the reliable transmis-
sion rate is less than the conventional capacity plus the rate
of number of list in quantum setting. The proof is essentially
based on a quite simple proof of converse part of quantum
channel coding theorem by Nagaoka[3]. Thanks to simplicity
of Nagaoka’s proof, we can simply prove the strong converse
part. Hence, if we apply our proof to the classical case,
we obtain a simpler proof than existing proof of the strong
converse part of list decoding[1]. Therefore, the discussion of
this paper is meaningful for the classical viewpoint as well
as the quantum viewpoint. Thus, this paper is organized so
that the reader can understand the proof of the classical case
without any knowledge of the quantum case.
II. MAIN RESULTS
In the classical case, the channel is given by the output
distribution of the output system Y depending on the input
signal x. In the following, we describe this distribution by
Wx. Then, the relative entropy D(Wx‖Wx′) is given as
D(Wx‖Wx′)
def
=
∑
y
Wx(y) logWx(y)− logWx′(y)
A quantum extension of channel is given by a density matrix
Wx on the output system depending on x. In this case, the
relative entropy D(Wx‖Wx′) is given as
D(Wx‖Wx′)
def
= TrWx(logWx − logWx′)
That is, Wx is a distribution in the classical case, and it is a
density matrix in the quantum case. In these cases, the channel
capacity C(W ) is given as[12], [6], [7], [4], [5].
C(W ) = max
p∈P(X )
I(p,W ) = max
p∈P(X )
min
σ∈S(H)
J(p, σ,W )
= min
σ∈S(H)
max
p∈P(X )
J(p, σ,W ) = min
σ∈S(H)
max
x∈X
D(Wx‖σ), (1)
where
I(p,W )
def
=
∑
x∈X
p(x)D(Wx‖Wp), (2)
Wp
def
=
∑
x∈X
p(x)Wx, (3)
J(p, σ,W )
def
=
∑
x∈X
p(x)D(Wx‖σ). (4)
2In this paper, we consider the capacity of the L-list decod-
ing. This problem is formulated as follows. First, we fix the
number N corresponding to the size of the encoder. Next,
choose ϕ is a map, ϕ : {1, . . . , N} → X , corresponding
to the encoder. Finally, we choose
(
N
L
)
disjoint subsets D =
(D(i1,...,iL)) of Y in the classical case, where (i1, . . . , iL) is
the set of L different elements i1, . . . , iL.
In the quantum case, we choose
(
N
L
)
-valued POVM M =
{M(i1,...,iL)}. In the following, we call the triplet (N,ϕ,D) a
classical L list code, and call the triplet (N,ϕ,M) a quantum
L list code. For a classical L-list code ΦL = (N,ϕ,D), we
define the size |ΦL| and the average error probability Pe[ΦL]
as
|ΦL|
def
= N,
Pe[ΦL]
def
=
1
N
N∑
i=1

1− ∑
j1,...,jL−1 6=i
Wϕ(i)Di,j1,...,jL−1


For a quantum L-list code ΦL = (N,ϕ,M), we define the
size |ΦL| and the average error probability Pe[ΦL] as
|ΦL|
def
= N,
Pe[ΦL]
def
=
1
N
N∑
i=1

1− ∑
j1,...,jL−1 6=i
TrWϕ(i)Mi,j1,...,jL−1

 .
Now, we can define the channel capacities of classical
and quantum list decoding. Consider n communications. For
simplicity, let us assume that each communication is indepen-
dent and identical. That is, the channel is given by the map
W (n) : xn
def
= (x1, . . . , xn) 7→ W
(n)
xn
def
= Wx1 × · · · ×Wxn
from the alphabet Xn, in the classical case. and by W (n) :
xn
def
= (x1, . . . , xn) 7→ W
(n)
xn
def
= Wx1 ⊗ · · · ⊗Wxn from the
alphabet Xn, in the quantum case. In this case, an encoder of
size Nn is given by the map ϕ(n) from {1, . . . , Nn} to Xn,
and it is written as ϕ(n)(i) = (ϕ(n)1 (i), . . . , ϕ
(n)
n (i)). Then, the
capacity of {Ln}-list decoding is given as
C(W, {Ln})
def
= sup
{Φ(n)}
{
lim
1
n
log
|Φ
(n)
Ln
|
Ln
∣∣∣∣∣ limPe[Φ(n)Ln ] = 0
}
(5)
C†(W, {Ln})
def
= sup
{Φ(n)}
{
lim
1
n
log
|Φ
(n)
Ln
|
Ln
∣∣∣∣∣ limPe[Φ(n)Ln ] < 1
}
(6)
Theorem 1: The equations
C(W, {Ln}) = C
†(W, {Ln}) = C(W ) (7)
hold for any sequence {Ln}.
Nishimura [1] defined the capacity as
sup{Ln} C(W, {Ln}). He proved that sup{Ln} C(W, {Ln}) =
sup{Ln} C
†(W, {Ln}) = C(W ) by combing the two
fact C(W, {1}) = C(W ) and C†(W, {Ln}) ≤ C(W ),
which is the main result of his paper. Ahlswede [2]
discussed the capacity C(W, {Ln}) only when Ln is not
exponentially increasing. However, we can easily check that
C(W, {Ln}) ≥ C(W ) for any sequence {Ln} as follows.
Based on a usual code (Mn, φ,D), we can construct a Ln-list
code (MnLn, φ′,D′) as φ′jLn+i := φj+1 for 0 ≤ i ≤ Ln
and D′(jLn+1,jLn+2,...,(j+1)Ln) = Dj+1. Then, the error
probability of Ln-list code (MnLn, φ′,D′) is equal to that
of the code (Mn, φ,D). Hence, we obtain the direct part
C(W, {Ln}) ≥ C(W ). The quantum case also can be
checked in a similar way. Hence, it is sufficient to show the
opposite inequality C†(W, {Ln}) ≤ C(W ).
Remark 1: When Ln does not increase exponentially, we
can show that C†(W, {Ln}) ≤ C(W ) as follows[17], [18]. Let
δn be the probability of correct decoding of Ln-list decode.
When we randomly choose one element among Ln, we
obtain a conventional code with the probability δn
Ln
of correct
decoding. From the strong converse theorem of conventional
coding, the value δn
Ln
goes to 0 exponentially. Hence, the
probability δn of correct decoding also goes to 0 exponentially.
Then, we obtain C†(W, {Ln}) ≤ C(W ). However, its proof
of the exponential-list case is more difficult. Therefore, the
strong converse of the exponential-list case is the main part of
this paper.
III. PROOF OF STRONG CONVERSE PART
In this section, we prove the strong converse parts by
showing C†(W, {Ln}) ≤ minσ∈S(H)maxp∈P(X ) J(p, σ,W ).
For this purpose, we focus on the relative Re´nyi entropy and
its monotonicity[13], [11]. Its classical version is defined as
φ(s|Wx‖Wx′)
def
=
∑
y(Wx(y))
1−s(Wx′(y))
s
, and its quantum
version as φ(s|Wx‖Wx′)
def
= TrW 1−sx W
s
x′ . We also define
a channel version of the quantum relative Re´nyi entropy as
φ(s|W‖σ)
def
= maxx∈X φ(s|Wx‖σ).
For a sequence of codes Φ(n)Ln , we choose a distribution/
density σ such that
r
def
= lim
1
n
log |Φ
(n)
Ln
| > max
x∈X
D(Wx‖σ), (8)
As is shown later, the inequality
(1− Pe[Φ
(n)
Ln
])1−sN−sn L
s
n ≤ e
nφ(s|W‖σ) (9)
holds for s ≤ 0. Thus,
1
n
log(1− Pe[Φ
(n)
Ln
]) ≤
φ(s|W‖σ) + s
n
logNn −
s
n
logLn
1− s
.
Letting
r
def
= lim
1
n
logNn = lim
1
n
log
Nn
Ln
, (10)
we obtain
lim
−1
n
log(1− Pe[Φ
(n)
Ln
]) ≥
−sr − φ(s|W‖σ)
1− s
. (11)
Reversing the order of the lims→0 and maxx∈X , we obtain
φ′(0|W‖σ) = lim
s→0
max
x∈X
logTrW 1−sx σ
s
−s
=max
x∈X
lim
s→0
logTrW 1−sx σ
s
−s
= max
x∈X
D(Wx‖σ). (12)
3Since r > maxx∈X D(Wx‖σ), we can choose a parameter
s0 < 0 such that φ(s0|W‖σ)−φ(0|W‖σ)s0 < r. Hence, we can
show that
−s0r − φ(s0|W‖σ)
1− s0
=
−s0
1− s0
(
r −
φ(s0|W‖σ)
−s0
)
> 0.
(13)
Therefore, 1 − Pe[Φ(n)Ln ] → 0, and we obtain C(W, {Ln}) ≤
minσ∈S(H)maxp∈P(X ) J(p, σ,W ).
One may worry about the validity of reversing the order
of lims→0 and maxx∈X in (12). The validity of this step
can be confirmed by showing that the convergence is uniform
with respect to x. Since the dimension of our space is finite,
{Wx}x∈X is included in a compact set. The convergence with
s → 0, i.e., log TrW
1+s
x σ
−s
s
→ D(Wx‖σ), is uniform in any
compact set, which shows the uniformity of the convergence.
Therefore, we obtain (12).
A. Proof of (9): Classical Case
For a classical Ln-list code Φ(n)Ln = (Nn, ϕ
(n),D(n)), we
define distributions Rn and Sn on Yn × {1, . . . , Nn} and
subset Tn of this set as follows:
Sn(y
n, i)
def
=
1
Nn
σ(yn)
Rn(y
n, i)
def
=
1
Nn
W
(n)
ϕ(n)(i)
(yn)
Tn
def
= ∪iY
(n)
i × {i}
where Y (n)i = ∪j1,...,jLn−1 6=iD
(n)
i,j1,...,jLn−1
. We have
Rn(Tn) =
Nn∑
i=1
1
Nn
W
(n)
ϕ(n)(i)
(Y
(n)
i ) = 1− Pe[Φ
(n)
Ln
].
On the other hand, for any element yn, there is just Ln inputs
i1, . . . , iLn such that yn ∈ Y
(n)
ij
. Hence, we have
Sn(Tn) =
Nn∑
i=1
Ln
Nn
σn(Y
(n)
i ) =
Ln
Nn
σn(∪Nni=1Y
(n)
i )
=
Ln
Nn
σn(Yn) =
Ln
Nn
. (14)
Note that this part is the main point of this paper. In other
words, other parts are essentially parallel to Nagaoka’s proof.
Using the monotonicity of relative Re´nyi entropy[13], we have
Rn(Tn)
1−sSn(Tn)
s
≤Rn(Tn)
1−sSn(Tn)
s +Rn(T
c
n)
1−sSn(T
c
n)
s
≤
∑
(yn,i)
Rn(y
n, i)1−sSn(y
n, i)s
for s ≤ 0. Then,
(1 − Pe[Φ
(n)
Ln
])1−sN−sn L
s
n = Rn(Tn)
1−sSn(Tn)
s
≤
∑
(yn,i)
Rn(y
n, i)1−sSn(y
n, i)s
=
1
Nn
Nn∑
i=1
∑
yn
[
(W
(n)
ϕ(n)(i)
(yn))1−s(σn(yn))s
]
=
1
Nn
Nn∑
i=1
n∏
l=1
∑
y
[
(W
ϕ
(n)
l
(i)
(y))1−s(σ(y))s
]
≤enφ(s|W‖σ).
B. Proof of (9): Quantum Case
For a quantum Ln-list code Φ(n)Ln = (Nn, ϕ
(n),M (n)), we
define define density matrices Rn and Sn on H⊗n⊗CNn and
a matrix Tn as follows:
Sn
def
=
1
Nn


σ⊗n 0
0
.
.
.
σ⊗n

 ,
Rn
def
=
1
Nn


W
(n)
ϕ(n)(1) 0
0
.
.
.
W
(n)
ϕ(n)(Nn)

 ,
Tn
def
=


Y
(n)
1 0
0
.
.
.
Y
(n)
Nn

 ,
where Y (n)i =
∑
j1,...,jLn−1 6=i
Mi,j1,...,jLn−1 . Since I ≥ Tn ≥
0, we have
TrRnTn =
Nn∑
i=1
1
Nn
TrW
(n)
ϕ(n)(i)
Y
(n)
i = 1− Pe[Φ
(n)
Ln
].
On the other hand, in the summation
∑Nn
i=1 Y
(n)
i , we add the
matrix Mi,j1,...,jLn−1 , Ln times. Hence, we have
LnI =
Nn∑
i=1
Y
(n)
i , (15)
which implies
TrSnTn =
Nn∑
i=1
Ln
Nn
Trσ⊗nY
(n)
i
=
Ln
Nn
Tr σ⊗n
Nn∑
i=1
Y
(n)
i =
Ln
Nn
Tr σ⊗n =
Ln
Nn
.
Note that this part is the main point of this paper. In other
words, other parts are essentially parallel to Nagaoka’s proof.
Using the monotonicity of quantum relative Re´nyi entropy[11],
we have
(TrRnTn)
1−s(TrSnTn)
s
≤(TrRnTn)
1−s(TrSnTn)
s
+ (TrRn(I − Tn))
1−s(TrSn(I − Tn))
s
≤TrR1−sn S
s
n
4for s ≤ 0. Then,
(1− Pe[Φ
(n)
Ln
])1−sN−sn L
s
n = (TrRnTn)
1−s(TrSnTn)
s
≤TrR1−sn S
s
n =
1
Nn
Nn∑
i=1
Tr
[
(W
(n)
ϕ(n)(i)
)1−s(σ⊗n)s
]
=
1
Nn
Nn∑
i=1
n∏
l=1
Tr
[
(W
ϕ
(n)
l
(i)
)1−sσs
]
≤ enφ(s|W‖σ).
IV. CONCLUDING REMARK
The main point of Nagaoka’s proof is the reduction of
strong converse part of channel capacity to hypothesis testing
problem. Hence, the essential point of this paper is linking the
strong converse part of the capacity of the list decoding to the
hypothesis testing. This relation is essentially given in (14)
and (15). Further, as is mentioned in Hayashi & Nagaoka [14]
and Hayashi [15], Nagaoka’s simple proof can be extended
to capacity theorem with cost constraint. Combining (15) and
(14), we can easily obtain the capacity for list decoding with
cost constraint.
Moreover, the capacity of the general sequence of channels
was also derived in the classical case [16] and in the quantum
case [14]. The converse part is essentially derived by linking
this problem to the hypothesis testing [14]. Hence, using
formulas (14) and (15), we can expect the same formula for
list decoding.
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