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Abstract
This paper presents an ensemble-SVM method that fea-
tures a data selection mechanism with stochastic and de-
terministic properties, the use of extreme value theory for
classifier calibration, and the introduction of random forest
for classifier combination. We applied the proposed algo-
rithm to 2 event recognition datasets and the PASCAL2007
object detection dataset and compared it to single SVM and
common computer vision ensemble-SVM methods. Our al-
gorithm outperforms its competitors and shows a consid-
erable boost on datasets with a limited amount of outliers.
1. Introduction
Support vector machines (SVM) are a widely used clas-
sification and regression technique [8]. By learning a sep-
arating hyperplane that maximizes the margin between the
data, they show good generalization ability and good re-
sults in high dimensional space. Moreover, by automati-
cally weighting the input features, they are robust to noise
and almost immune to uninformative data.
However, the intrinsic difficulty of computer vision prob-
lems challenges this technique. There are a number of dif-
ferent factors that contribute to this lack of efficacy. First
and foremost, is the increasing complexity of computer vi-
sion problems. Constantly, more sophisticated models are
needed to represent the outliers, high intra-class and low
inter-class data variability driven by new challenges. Sec-
ond, high dimensionality noise from sensors exacerbates
this issue, leading to features of limited reliability. Finally,
discrepancy between class cardinalities frequently occur.
Since SVM was originally developed for binary classifi-
cation, multi-class problems are treated with several one-
vs-all classifiers, creating highly imbalanced sets. By al-
ways looking for more complex, finer grain semantic in-
stances, this trend has worsened, even leading to rare cat-
egory classification sub-problems [39]. Consequently, the
issue of imbalanced data has attracted growing attention
Figure 1. example illustrating how Ensemble of classifiers (right)
can overcome the limitations of a single classifier (left) for 2 prop-
erly defined classes in red and blue. The green line represents the
hyperplane. Best viewed in colour.
from the research community [15]. [17] proved that dis-
proportioned datasets degrade SVMs prediction accuracy,
especially for non-linearly separable data. Subsequent re-
search on these experiments [39] showed that best perfor-
mance was obtained for approximately comparable class
cardinalities when over-sampling the minority set.
Under these circumstances, SVMs reach their limits as
complex, high dimensional data, are rarely linearly separa-
ble. Indeed, as illustrated in figure 1, single classifier can
fail for even well understood tasks. Consequently, they are
often insufficient to tackle complex computer vision prob-
lems.
Ensemble-based methods have been shown to over-
come the limitations of single classifiers in various domains
[19, 14, 16, 13]. These methods combine a set of classifiers
(referred to as weak classifiers throughout this paper) into a
more accurate strong classifier. Therefore, ensemble-SVMs
have received a lot of attention [25, 9, 27, 18, 39, 7, 12] for
computer vision problems. Despite the recent rise of very
effective machine learning techniques, like deep convolu-
tional networks [2], ensemble of classifiers still attract atten-
tion as they can be applied to any classification technique,
including deep convolutional networks [36]. For compari-
son with the state-of-the art purposes, this paper will never-
theless be restricted to ensemble-SVMs.
The method heavily relies on two factors: The selection
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Figure 2. Method overview. Best viewed in color.
of appropriate subsets of data on which to build the weak
classifiers and the type of strong classifier utilized.
So far, data selection techniques have been two-fold:
stochastic [18, 12] and deterministic [9, 27, 39, 7]. Stochas-
tic approaches are grounded on probabilistic draw to model
data uncertainty, whereas deterministic ones aim to guide
the selection toward areas of the feature space that require
deeper attention. If the former boasts flexibility, the latter
offers a more meaningful exploration of the feature space.
In this paper we propose a new ensemble-SVMmethod that
takes advantage of both these complementary approaches.
A lot of existing work aims at finding the optimal strong
classifier that makes the best of its weak pendants outputs
[31, 30, 10, 12, 16], with the predominance of deep-SVM
[39, 1]. However, limited attention has been given to the
calibration of the weak classifiers before their combination
[27]. In this paper, we utilize extreme value theory (EVT)
for this purpose. We also study the use of random-forests as
the strong classifier.
Therefore, our work augments ensemble-SVM techniques
in 3 ways:
 Proposing a new data selection mechanism, that har-
nesses independent Gaussian distribution centred on
cluster centres. It efficiently balances deterministic
and stochastic approaches while offering a solution to
the imbalanced data issue.
 Applying extreme value theory (EVT) for the calibra-
tion of the weak classifier.
 Exploring further weak classifier combination meth-
ods, by introducing a random forest based strong clas-
sifier.
The rest of this paper is organized as follows. Section
2 analyses the related work and section 3 describes our
ensemble-SVM method. Experiments are presented in sec-
tion 4. Section 5 concludes this paper.
2. Related Work
Ensemble SVM techniques can broadly be decomposed
into two steps: the extraction of weak classifiers and the
combination of their outputs into a strong classifier.
Pertinent weak classifier extraction relies on insightful
data subsampling of the original training set. Two types
of methods have been investigated. Early attempts select
data randomly using techniques like bagging [18] or genetic
algorithms [12]. Extensions allowing the use of different
weak classifier kernels [38] or infinite ensembles [23] have
also been proposed. Despite its flexibility, this type of ap-
proach lacks guidance toward important areas of the fea-
ture space. Indeed, frequently misclassified sections of the
feature space or borders between category groups should
have more attention when determining the subsets. Bear-
ing these shortcomings in mind, more recent work explored
data partitions. This deterministic type of approach clus-
ters the feature space into non-overlapping subsets. The
weak classifiers are then built on these subsets, or a com-
bination of them. Methods include hyperplane partition-
ing [25], binary trees partitioning [26], or typical clustering
[9, 33]. Following a different direction, [7] builds up, at
each iteration, a new weak classifier based on the top mis-
classified data. Finally, exemplar-SVMs [27] is a thought-
provoking approach that brings this principle to its extreme.
In this method, a swarm of weak classifiers are built us-
ing one instance of the rare class opposed to all instances
Figure 3. Overview of our weak classifier extraction method. 1- Representation of 2 categories of data (blue and red) in the feature space.
2- Clustering of positive and negative instances in the feature space. Cluster centres are depicted with crosses. 3- Classifier learning based
on data selected with independent Gaussian distribution centred on cluster centres. Classifiers are depicted with green lines and unselected
data with hollow points. 4- Final set of weak classifiers. 5- During training each new instance is evaluated thanks to the combination of all
classifier responses. Best viewed in colour.
of other (negative) classes. The method has the advantage
of efficiently dealing with rare classes (i.e., classes with low
cardinalities) but treats highly imbalanced, therefore biased,
data. Despite their recent success partitioning approaches
lack the probabilistic foundation of the stochastic ones that
allows dealing with data variability and uncertainty. Clus-
tering alone cannot address the complex nature of computer
vision problems. Consequently, the learned weak classi-
fiers, based on rigid subsets, are suboptimal.
Our claim in this paper is that a trade-off between deter-
ministic and stochastic approaches is needed.
Various classifier combination strategies exist [31, 30]. Be-
sides straightforward majority voting, sum [10], weighted
sum [12], boosting [16, 30], neural network [3], and deep
SVM [39, 1] have been proposed. The latter was found to be
the best performing among these techniques [39]. As weak
classifiers are not equally useful, properly weighting them
is paramount, as demonstrated in [16]. SVMs automatically
learn and combine weights for each weak classifier, which
explains their good performance compared to majority vot-
ing or summing. Moreover, their good generalization for a
wide range of tasks and their reduced effort for parameter
tuning make them a more stable choice. More recently, [25]
outperformed deep SVM with a min-max modular frame-
work, but these experiments were only conducted on text
document and protein classification.
3. Ensemble-SVM
This section is divided according to the step sequence
that data undergoes in our Ensemble-SVM. The first step is
the determination of the weak classifiers. Positive and nega-
tive samples are clustered separately and data subsets drawn
using the possible combination between clusters of positive
and negative samples. Data selection is grounded on two
independent Gaussian probability distributions respectively
centred on the selected positive and negative clusters. We
run one SVM for each subset. Second, we independently
calibrate the classifier scores using extreme value theory
[35] to fit the classifier scores to a probability value. Third,
we augment the weak classifier set through early fusion. Fi-
nally, we combine them through a strong classifier. Figure
1 illustrates this process.
3.1. Weak Classifier
Our weak classifier generation technique, depicted in fig-
ure 3, can be perceived as a combination of kmeans-SVM
[33] and bagging [4].
To obtain meaningful weak classifiers that more compre-
hensively cover the data configuration, we divide the feature
space into a set K of groups using k-means clustering. Posi-
tive and negative examples are clustered separately with re-
spect to their data ratio within the database, therefore yield-
ing two non-overlapping sets P and N of positive and nega-
tive clusters, with fPg+ fNg = fKg. We can then extract
jP j  jN j weak classifiers based on all possible combina-
tion between positive and negative clusters.
We introduce randomness into the process as follows: We
use bagging (also sometimes called bootstrapping) [4] to
create the aforementioned k training subsets from the main
training set T. This technique, designed to improve the accu-
racy and stability of machine learning algorithms for clas-
sification and regression problems, was first introduced to
be used with decision trees [5], but can also be applied to
other methods. The algorithm is as follows: The training
set of size jT j is sampled uniformly with replacement to
create k new training sets. Each training set has the size
jRj < jT j. Bagging has shown in [5] that it can give sub-
stantial gains in accuracy. The original bagging algorithm
considers data points equiprobable. In our case, for a bet-
ter fit to the extracted clusters, the data used to determine
each weak classifier are selected based on two independent
Gaussian probability distributions respectively centred on
the selected positive and negative clusters Pi and Nj . This
process also allows us to deal with imbalanced data. One
important question at this stage is about determining an op-
timal ratio R of data to select. In order to free the system
from this parameter, we extract classifiers for k values Rk
of R. For all our experiments, we use 0.25, 0.45, 0.65, and
1, leading to a pool of n = jP j  jN j  3 + 1 weak clas-
sifiers. In practice, these values can be modified without
impacting the results as long as they broadly cover the scale
variations.
Let us denote C (Pi; Nj ; Rk; V ) a weak classifier deter-
mined from a distribution sampled from the parameter set
(Pi; Nj ; Rk; V ), with Rk the percentage of data selected
from the training set and V the validation set. In order to
increase performance and stability of the system, for each
weak classifier C (Pi; Nj ; Rk; V ), we sample d distribu-
tions (Pi; Nj ; Rk; V ) with the same parameters and keep
the best classifier Cd (Pi; Nj ; Rk; V ). The corresponding
scoring function is validated utilizing out-of-bag estimation
[5] (i.e the non-selected training data).
A straightforward way to score each run would be ac-
cording to a classification metric (like average precision for
instance). However, in order to give more importance to
the yet uncertainly classified data point, we use a variation
on this metric. A weight w (x) is associated to each data
point x. It reflects its proper classification according to the
m (0 < m < n) weak classifiers that have already been de-
termined, and is calculated as:
w(x) =
(1 +
P
1:::m conf (C(Pi; Nj ; Rk; V ); x))
m+ 1
(1)
with conf (C (:) ; x) the confidence value for point x to be-
long to its ground truth class according to classifier C(:).
We extend this definition to the output of a classifier; Fi-
nally, the weighted average precision scoreM(C(:)) is cal-
culated as:
M(C(:)) = AP (w(C(:))) (2)
Please note that this updated metric no longer represents the
classifier average precision.
M(C(:))  AP (C(:)) (3)
We use d = 3 for all our experiments. In practice,
increasing d beyond this value doesn’t lead to any further
performance improvement.
Dynamic programming:
An obvious consequence of imbalanced datasets is
jP j << jN j. As K increases, the K clusters get smaller
and closer, therefore leading to similar weak classifiers, and
ultimately, redundant information. So, for a given positive
subset Pi, we restrict N to its nn-nearest neighbours in or-
der to reduce the computation costs. We then have a pool of
n = 3nnjP j + 1 weak classifiers. For all our experiments,
we used nn=5, which significantly reduces the processing
time without harming the method performance.
3.2. Calibration
When undertaken, weak classifier calibration is typically
done by rescaling their output values to fit the [0. . . 1] range:
R(C(x)) =
C(x) min(C(x))
max(C(x)) min(C(x)) (4)
withC(x) the output of a weak classifierC(:) for the data x.
However, this simple normalization doesn’t take the SVM
hyperplane position into account. Moreover, their distribu-
tions can be radically different. For better calibration, we
employ the multi-attribute strategy from [34]. This method
stems from extreme value theory (EVT) [35] and converts
the confidence score into a positive class probability. As-
suming the availability of a training set on which the best
scoring values are positive, EVT shows that the positive la-
bel probability can be reliably modelled from the highest
negative values, or tail of the negative values. A Weibull
distribution F (x; k; ) is first fit on these values:
F (x; k; ) = 1  e (x=)k (5)
with k and  the distribution parameter to be determined.
Then, the CDF of this distribution, representing the proba-
bility of a data sample label to be positive, is used as nor-
malization score. See [34] for details. This normalization
step is similar in spirit to the one performed in examplar-
SVMs [27] but differs by the use of the fitting function of
eq. (5)
For our experiments, we independently normalize each
weak classifier score set. Following [34] strategy, we take
as tail the highest values not exceeding 10% of the total
scores. In practice this calibration step improves the system
performance from 1 to 2% compared to the one in eq. (4)
3.3. Early Fusion
We augment our set of weak classifiers W by combin-
ing their scores. As weak classifiers may display various
confidence values or even opposite decisions, this combina-
tion aims to emphasize reliable outputs. Our combination
strategy is grounded on consensus agreement. We assume
that a reliable classifier will feature similar classifiers over
the dataset for at least p  1 other classifiers. We define the
similarity between 2 classifiers i and j as difference between
their scores:
sim(Wi;Wj) = (Wi;Wj) (6)
with (Wi;Wj) a comparison metric. Any comparison
metric can be used for this purpose. In our experiments, we
employed the 2 distance.
Therefore, for each classifier, we look for its p-1 closest
classifiers and define this classifier subset as S(Wi).
S(Wi) = fWkjk = 1 : : : p
8Wj 2Wsim(Wi;Wk)  sim(Wi;Wj)g (7)
Then, we associate each data sample to its q closest sub-
sets. The distance between a data point d and a classifier
subset S(Wi) is computed as the variance (d; S(Wi)) of
the data point d scores over S(Wi) subset.
(d; S(Wi)) =
1
p
pX
k=1
(Wk;d   )2 (8)
with  the mean score of data point d over S(Wi) subset.
Note that this similarity will be based on only p values. be
S(d) this set of classifier subsets for point d. The subset
scores are then calculated as follows:
S(Wi)d =
pX
k=1
Wk;d=p if Wk 2 S(d)
nX
k=1
Wk;d=n if Wk =2 S(d) (9)
For all our experiments, we used p=5 and q=3. the
pseudo code in algorithm 3.3 recapitulates this early fusion
process.
We then have a final weak classifier pool of cardinality
n = 6nnjP j+ 1.
3.4. Strong Classifier
We experimented with two types of strong classifiers.
First, we combine weak classifiers with a deep SVM that
Data: a set of n weak classifiersWi with weak
classifier score for the data point d,Wi;d
Result: The addition of n new weak classifiers
initialization;
for eachWi do
for eachWj j = 1 : : : n; j 6= i do
compute the similarity sim(Wi;Wj) between
classifiers i and j with eq. (6);
end
Find its p classifiers with the closest similarity ;
end
for each data sample d do
Associate d to its q closest subsets with eq. (8) ;
end
for each new classifier S(Wi) do
Compute the new classifier scores with eq. (9) ;
end
Algorithm 1:Weak classifier early fusion.
have been shown to outperform other combination meth-
ods in [39]. It consists in using another SVM to aggregate
the output of several SVMs. More formally, let n be the
number of weak classifiers, and let c be the strong classifier
of upper-layer SVM. The upper layer SVM is trained on a
held-out set, which is sampled from the training set. The
strong classifier cSVM(x) for a test vector x is determined
by cSVM(x) = c(C1(x); : : : ; Cn(x)).
Second, we employed random forests [5]. Random forest is
a widely used ensemble learning technique harnessing the
output of multiple decision trees. It was first proposed to
solve the classification problem [5], and was later extended
to handle regression problems. In this paper, the tree con-
struction is grounded on typical entropy optimization S:
S =
nX
k=0
 pilog(pi) (10)
And the final confidence score for instance x is obtained by
voting:
P (Ci(x)) =
1
T
TX
t=0
ct(Ci) (11)
where T is the forest size, ct(Ci) is the count for category
Ci at the leaf node of the tth decision tree. The parame-
ter set for Random Forest classifiers includes the number of
decision trees T, the number of sampled feature dimensions
Nf and the max tree depth D. They were selected by mea-
suring out-of-bag errors (OOB) [5]. It was computed as the
average of prediction errors for each decision tree, using the
non-selected training data.
Method type UCFsports Youtube PASCAL VOC 2007
Single SVM DT+BoW[37] 88.2% DT+BoW[37] 84.2% PHOW+BoW[6] 53.42%
DT+FV 90.3% DT+FV[22] 90.69% PHOW+FV[6] 61.69%
HoG+detection[27] 0.39%
Ensemble-SVM DT+BoW+E-SVM 90.48% DT+BoW+E-SVM 86.46% PHOW+BoW+E-SVM 51.34%
(state-of-the-art) DT+FV+E-SVM 91.47% DT+FV+E-SVM 90.05% PHOW+FV+E-SVM 58.95%
ST-neighbourhoods[20] 87.27% exemplar-SVMs[27] 22.7%
Ours (deep SVM) DT+BoW 96.3% DT+BoW 92.7% PHOW+BoW 56.1%
DT+FV 94.18% DT+FV 91.59% PHOW+FV 63.8%
HoG+detection 25.2%
Ours (RF) DT+BoW 95.34% DT+BoW 93.46% PHOW+BoW 55.7%
DT+FV 95.37% DT+FV 91.85% PHOW+FV 63.7%
HoG+detection 25.9%
Table 1. Comparison of our method with single classifier and existing ensemble-SVM methods. DT - Dense trajectories. BoW - Bag of
Words. FV - Fisher vector encoding. E-SVM - ensemble-SVMs with bagging. RF - Random Forest. detection - object detection setting.
4. Experiments
This section first details the datasets and our experimen-
tal setup. Results and their analysis follow in the last sub-
section.
4.1. Datasets
We use 3 different datasets of various complexities
to assess our ensemble-SVM algorithm. The UCFsports
dataset [32] contains 150 videos sequences at a resolution
of 720480, depicting 9 sport actions under various
viewpoints and settings: swinging, diving, kicking a
ball, weight-lifting, horse-riding, running, skateboarding,
high-bar swinging, golfing and walking. This is an easy
dataset, featuring still videos, limited intra-class variations,
significant inter-class variations and background related
to the action. We follow the original setup [32] using
leave-one-out cross validation for a pre-defined set of
folds. Average accuracy over all classes is reported as
performance measure.
The YouTube dataset [24] contains 11 action categories:
basketball shooting, biking/cycling, diving, golf swinging,
horse riding, soccer juggling, swinging, tennis swinging,
trampoline jumping, volleyball spiking, and walking with a
dog. Despite similar backgrounds and the absence of unre-
lated footage, the difficulties include variations in camera
motion, object appearance and pose, object scale, view-
point, cluttered background and illumination conditions.
The dataset contains a total of 1168 sequences. We follow
the original setup [24] using leave-one-out cross validation
for a pre-defined set of 25 folds. Average accuracy over all
classes is reported as performance measure.
The PASCAL VOC 2007 object recognition dataset [11]
contains about 10000 images split into train, validation,
and test sets, and labelled with 20 object classes. Signif-
icant noise, small objects, intra category variation, and
inter-category similarities (ex: motorcycle and bicycle)
make this dataset a challenge. A one-vs-all SVM classifier
is learned and evaluated independently for each category.
The performance is measured as mean Average Precision
(mAP) across all classes.
4.2. Experimental setup
Videos are first rescaled to a 640480 resolution. We
then employed DT features [37]. Images are represented
with either PHOW [28] or HoG [21] features. In the case
of PHOW features, we replicated the parametrization from
[6]. We employed HoG features within the object detection
setup of exemplar-SVMs [27].
Features are encoded utilizing Bag-of-Words (BoW) [22]
or Fisher vector (FV) coding [29]. BoW is based on k-
means clustering with hard-assignment. The codebook size
is 4000, determined over 500K randomly sampled feature
vectors. The final histogram is then L2-normalized. SVMs
with 2 kernels are further employed for BoW. We encode
FV based on a mixture of 256 Gaussians. Each component
is first independently power-normalized and the descriptors
are then power- and intra-normalized. Linear SVMs are
further utilized for all these runs. Due to the dataset small
size, N=30 (approximately 80 weak classifiers) is used
for experiments on UCFsports. The same parameter is
used with the Youtube datasets for comparison (see next
subsection). N=150 (approximately 180 weak classifiers)
is employed on PASCAL2007 dataset.
For reasons of brevity, we focus our experiments on
comparison with the state-of the art. More extensive
analysis is planned in the future. All our runs are compared
with single SVM results. We also implemented a classical
ensemble-SVM with bagging, which is among the most
commonly employed ensemble-SVM methods. The same
number of weak classifiers as our method and calibration
Dataset UCFsports Youtube PASCAL
encoding BOW BOW FV
strong classifier Deep-SVM RF RF
N 30 30 150
category 1 100.00% 83.46% 82.72%
category 2 94.44% 93.99% 69.29%
category 3 96.00% 99.31% 54.08%
category 4 100.00% 96.22% 72.65%
category 5 91.66% 94.02% 31.11%
category 6 84.61% 87.07% 72.05%
category 7 100.00% 94.21% 84.64%
category 8 100.00% 91.89% 62.94%
category 9 100.00% 95.74% 54.97%
category 10 97.88% 49.68%
category 11 94.29% 62.07%
category 12 48.91%
category 13 82.94%
category 14 73.54%
category 15 88.63%
category 16 32.76%
category 17 55.41%
category 18 53.91%
category 19 84.95%
category 20 57.69%
mean 96.30% 93.46% 63.75%
Table 2. Detailed results for our best run for the UCFsports,
Youtube, and PASCAL VOC 2007 datasets. The metric is Accu-
racy for UCFsports and Youtube datasets, AP for PASCAL VOC
2007. BoW - Bag of Words. FV - Fisher vector encoding. RF -
Random Forest.
from eq. (4) are used for this baseline. Deep SVMs are also
employed as strong classifier.
4.3. Results and Analysis
Results are presented in table 1. Detailed results for our
best run is provided in table 2. Results on the UCFsports
and Youtube dataset show an impressive performance with
respectively 96.3% and 93.46% average accuracy. These
constitute a 9.16% and 9.26% increment compared to
single classifier scores, 5.82% and 7% compared to our
ensemble-SVM with bagging baseline. To the best of
our knowledge, they are the best results to date on these
datasets. Fisher vector encoding results are slightly lower
than their Bag-of-Words pendants on these benchmarks.
We explain it by the datasets being close to exhaustion.
Improvement on the PASCAL VOC2007 dataset are
more modest. Our ensemble-SVM method outperforms the
single-SVM baseline by 2.7% and 2.1% for respectively,
Bag-of-Words and Fisher vector encoding. We assume
that this is due to the high amount of outliers, impacting
ensemble-SVMs more strongly than on single-SVMs.
Three evidences tend to confirm our intuition. First, the
size of the dataset doesn’t seem to be accountable for it.
Indeed, the method still performs well on the Youtube
dataset that features difficulties similar to UCFsports and is
tested with the same value of N, but is 7.78 times bigger.
Second, the ensemble-SVM with bagging baseline also
performs poorly on this dataset. Finally, our method still
performs well under the object detection setting used for
exemplar-SVMs [27], even exceeding its competitor with
a 3.2% margin. This object detection framework, using
a sliding window approach, leads to positive samples
with a reduced amount of outliers. A thorough study on
the influence of outliers on ensemble-SVMs has to be
undertaken for formal proof of this assumption.
Random forest strong classifier perform better than deep
SVMs, on average. When tested on UCFsports dataset with
5 different values of N (see figure 4), its performance is
1.1% higher. However, due to slight mean improvement
and occasional predominance of the latter, we would advise
testing both, when faced with unknown data.
Figure 4. Influence of parameter N on results for the UCFsports
dataset.
Figure 4 reports the study of parameter N impact on re-
sults for the UCFsports dataset. The conclusion matches
straightforward intuition: the higher, the better. If a theoret-
ical plateau is reached as the cluster moved toward limited
cardinality (for N=50, we have on average 3 data samples
per clusters for the UCFsports dataset), the computational
cost is the limiting factor for big datasets.
5. Conclusion
This paper explored variations on ensemble-SVMs,
namely a data selection mechanism with stochastic and de-
terministic properties, the use of extreme value theory for
classifier calibration, and the introduction of random for-
est as classifier combiner. The method showed competitive
results compared to the state-of-the art and major perfor-
mance boost when applied to data with limited outliers. Fu-
ture work includes a thorough study of early fusion possible
combinations and their actual impact on performance. Also,
applying ensemble methods to deep convolutional networks
is envisioned.
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