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This thesis is concerned with the design of numerical methods for quantum simu-
lation and the development of improved models for quantum relaxation. Analysis is
presented for the treatment of quantum systems using the density matrix formalism.
This approach has been developed from the early days of quantum mechanics as a
tool to describe from a statistical point of view a large number of identical quantum
ensembles.
Traditional methods are well established and reliable, but they perform poorly for
practical simulation as the system size is scaled up. Ad hoc schemes for nuclear spin
dynamics appearing in the literature can be shown to fail in certain situations. The
challenge is therefore to identify efficient reduction methods for the quantum system
which are also based on a rigorous foundation. The method presented in the thesis, for
the time–independent Hamiltonian case, combines a quantum density matrix formal-
ism with a procedure based on Chebyshev polynomials; application of the method to
Nuclear Magnetic Resonance (NMR) spectroscopy is considered, and it is shown that
the new technique outperforms existing alternatives in term of computational costs.
The case of a time–dependent Hamiltonian in NMR simulation is studied as well
and some splitting methods are presented. To the author’s knowledge this is the first
time such methods have been applied within the NMR framework, and the numerical
results show a better error–to–cost rate than traditional methods.
In a separate strand of research, formulations for open quantum systems are studied
and new dynamical systems approaches are considered for this problem.
Motivations
This thesis work is mainly focused on nuclear spin dynamics. Nuclear spin dynamics
constitutes the basis for NMR, which is a very powerful spectroscopy technique that
exploits the interaction between nuclear spins and magnetic fields. The same technique
is used to reveal the presence of hydrogen atoms in the blood for Magnetic Resonance
Imaging (MRI). Within this framework the role of simulations is extremely important,
as it provides a benchmark for studies of new materials, and the development of new
magnetic fields. The main computational issue is that with current software for NMR
simulation it is extremely expensive to deal with systems made of more than few (7–10)
spins. There is therefore a strong need to develop new algorithms capable of simulating
larger systems.
In recent years NMR simulations have been found to be one of the most favorable
candidates for quantum computing. There are two reasons for this: nuclear quantum
states maintain extremely long coherences, and it is possible to attain a very strong
control on the quantum state via the application of sequences of pulses. In order to
develop a proper quantum computer it is fundamental to understand how the entangled
states lose coherence and relax back to equilibrium by means of external interactions.
This process is described as relaxation in an open quantum system. The theory for
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such systems has been available for 50 years but there are still substantial limitations
in the two main approaches. There are also relatively few numerical approaches for
the simulation of such systems, for this reason it is important to develop numerical
alternatives for the description of open quantum systems.
Thesis Outline
The thesis is organized as follow: the first two chapters provide background material
to familiarize the reader with fundamental concepts of both quantum mechanics and
nuclear spin dynamics; in this part of the thesis no new results are presented.
The first chapter introduces the concept of quantum systems and the mathematical
environment with which we describe those systems. We also present the main equa-
tions we need to solve to determine the dynamics of a quantum system in a statistical
framework.
In the second chapter we introduce the nuclear spin system, that is the physical
system that has been the main reference frame in this work, for both tests and practical
applications of the new algorithms. We describe how nuclear spin systems are at the
basis of very important applications like NMR spectroscopy and MRI. We present in
some detail the physical features of the NMR technique and the equations we need
to solve to describe the dynamics of a spin system; we also focus on the relevance of
numerical simulations for these systems, and consequently which must be the interest
in developing new algorithms, and the major obstacles which must be overcome.
In the third chapter we investigate the numerical challenges that arise in simulation
of quantum systems, we describe some of the methods that have been developed in the
literature, focusing on the performances and the computational costs of them, setting
the new developments of this thesis in the proper research frame. We discuss one of
the major issues: the evaluation of the matrix exponential.
We also present the analysis we have done of a recent method called Zero Track
Elimination (ZTE) that has been developed specifically for NMR simulations. This
analysis shows the limitations of this method but also gives a mathematical explanation
of why–and in which cases–it works.
In the fourth chapter we present the main result of the thesis, the development of
a new method that directly evaluates the expectation values for a quantum simulation
via a different application of the well known Chebyshev expansion. We have proved
that this new method can provide an excellent boost in terms of performance, with
computational costs that can be reduced by a factor ten in common cases. (The results
of this chapter and the new method have been presented in international conferences
and recently they have been submitted for publication).
We also present some attempts we have made in the application of splitting methods
for the evolution of the system in a time dependent environment. To our knowledge this
is the first time splitting methods have been used for NMR simulations. The results
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of this approach are as follows: for a particular splitting technique combined with a
Lanczos iteration method it is possible to speed up the calculation by a third if compared
with a Lanczos type method whilst keeping the error below a critical threshold. This
last approach is still a work in progress especially in terms of developing clever ways to
split the Hamiltonian.
The last chapter of this thesis deals with simulation of quantum systems interacting
with an external environment. After presenting the main theoretical approaches for the
description of such systems we then survey several the techniques that are currently used
for the numerical implementation of such theories. As a work in progress we present a
considerably different new approach we have been developing aiming to overcome some
of the issues that arise when treating this kind of system within usual frameworks. This
is somewhat speculative work that gives rise to some new directions in the development
of a numerical description for open quantum systems. We also present some numerical
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1.1 Principles of Quantum Mechanics
In this section we introduce the main concepts of quantum mechanics, for a detailed
and precise introduction on quantum mechanics we refer to classical texts like [74], [61].
Let us start by a simple analogy with the classical description: while a classical
particle is completely defined by the position and the momentum, in quantum mechan-
ics the state of the system is defined by a wave function Ψ(q). The so called Born
interpretation of the wave function, allows us to relate Ψ(q) to the probability density
P (q)dq that is the probability to find the particle in the volume element (q, q+ dq) [13]
P (q) = Ψ∗(q)Ψ(q) = ‖Ψ(q)‖2. (1.1)
Due to (1.1), the space where Ψ is defined is the Hilbert space of the square integrable
functions of configuration space.




To any dynamical quantity we associate a linear operator Â; we define the mean value
as
〈Â〉 = 〈Ψ|ÂΨ〉. (1.3)
Due to the statistical nature of Ψ it is important to define also the variance, ∆A of Â
∆A2 = 〈(Â− 〈Â〉)2〉. (1.4)
The condition for ∆A = 0, that is to have a well defined value for Â, is
(Â− 〈A〉I)Ψ = 0 → ÂΨ = 〈Â〉Ψ, (1.5)
i.e. Ψ needs to be an eigenvalue of Â. At the same time, from (1.5), we see that the
only precise values that 〈Â〉 can assume are elements of its spectrum.
1.1.1 The Dirac Formalism
So far we have been working in the so called space representation, i.e. treating Ψ as a
function of the position. However this is not the only choice in terms of variable in Ψ:
it is possible to change the representation for Ψ. We may reformulate all the previous
section in a general form that does not depend on a particular representation.
Following Dirac we say that to each state of a quantum system is associated a vector
in the complex space C. This vector |Ψ(t)〉 is called ket . |Ψ(t)〉 may depend on the
position q, on the momentum p, and on other variables of all the particles of the system.
One of the postulates of quantum mechanics is that |Ψ(t)〉 contains all the information
about the physical state. We may introduce also the bra vector, the bra vector is an
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element of the bra space that is dual to the ket space. For any ket |Ψ〉 there exists a
bra 〈Ψ|, and there is a one to one correspondence between the ket and the bra space,
the bra dual of c|Ψ〉 where c ∈ C is a scalar quantity, is postulated to be c∗〈Ψ| and not
c〈Ψ|.
We may also define the inner product
〈Φ|Ψ〉 = 〈Ψ|Φ〉∗; (1.6)
we say that two kets |Ψ〉 and |Φ〉 are orthogonal if (1.6) is 0. We assume also that |Ψ〉
is normalized, that is 〈Ψ|Ψ〉 = 1. The complex space spanned by the kets is a Hilbert
space.
Experimentally it is not possible to observe directly |Ψ(t)〉: what can be measured
in a quantum systems are the observables. If we look at the action of an operator
Â : D(A) → L2 on bra and ket we have
Â|Ψ〉, 〈Ψ|Â = Â†|Ψ〉, (1.7)
where we have defined another operator Â† such that the right hand side of (1.7) holds.
If Â = Â† we say that Â is self–adjoint, or Hermitian. The observables are self–adjoint
operators.
We define eigenkets of an Hermitian operator Â kets for which Â|ψk〉 = k|ψk〉.
Given an eigenpair k, ψ of Â and using the bilinearity of Â we may immediately see
that
〈ψk|Â|ψk〉 = k∗〈ψk|ψk〉 = 〈ψk|ψk〉k, (1.8)
so k∗ = k ∈ R. It is also possible to prove that 〈ψk|ψ′k〉 = δk,k′ . We may expand any










which may be seen as the action of a projection operator |ψk〉〈ψk| over |Φ〉.




|ψk〉〈ψk| = 1. (1.11)
The expectation value of an observable Â with respect to |Ψ〉 is
〈A〉 = 〈Ψ|Â|Ψ〉. (1.12)
It is possible to represent an operator in a matrix formalism; if |ψk〉 is the N
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〈ψ1|B̂|ψ1〉 . . . 〈ψ1|B̂|ψN 〉
. . . . . . . . .





An important remark on observables is that if, for two observables, there holds
[Â, B̂] = 0, (1.15)
then we say that Â and B̂ are compatible, and that the representation of both of them
in the same set of base kets is diagonal. This property is very useful when (as we will
see in the spin dynamics case) one of the two eigenkets is degenerate, i.e. two or more
|ψk〉 have the same eigenvalue. In this case we may use the eigenvalues of the other
operator to label these degenerate kets. Using (1.15) it is possible to build a complete
orthonormal basis set for H, in fact we have to find a maximal set of operators for
which these holds
[Â, B̂] = [B̂, Ĉ] = [Â, Ĉ] = . . . = 0. (1.16)
The eigenvalues of individual operators may have degeneracies but the simultaneous
eigenket of Â, B̂, . . ., with eigenvalues a, b, c, . . . is uniquely specified.
To relate the Dirac formalism with the “usual” quantum mechanics formalism of
wave functions Ψ we may apply it to a simple system. We may recast Ψ(q) within
this formalism. Let us introduce the position space for a single particle moving in one
dimension, [74]. In this space the base kets used are the position kets
q̂|q′〉 = q′|q′〉, (1.17)
where q′ is a certain position while q̂ is the position operator, and
〈q′′|q′〉 = δ(q′′ − q′). (1.18)




where |〈q′|Ψ〉|2dq′ is the probability for the particle to be found in a neighborhood
dq′ around q′. As expected if |Ψ〉 is normalized the probability to find the particle




dq′〈Ψ|q′〉〈q′|Ψ〉 = 1. (1.20)
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The well known Ψ(q′) for the state |Ψ〉 is
Ψ(q′) = 〈q′|Ψ〉. (1.21)






and (1.22) characterizes the overlap between the two wave function. An important
remark is that 〈Ψ|Φ〉 is a more general expression than the right hand side of (1.22)
as it does not depend of the representation. Within the framework of this example we












where we have introduced an eigenfunction of A with eigenvalue k
uk(x
′) = 〈x′ψk〉. (1.25)
1.2 The Schrödinger Equation
Now that we have introduced the features needed for a description of a quantum system
we focus on the dynamics of such objects.








−1 and ~ has the dimensions of energy divided by frequency; ~ =
1.054 × 10−34 Joule per sec. For simplicity we suppose we are using physical quan-
tities normalized so that ~ = 1. We may define the time propagator U(t, t0) as
|Ψ(t)〉 = U(t, t0)|Ψ(t0)〉. (1.27)
the propagator solves a similar differential equation to (1.26)
dU
dt
= −iHU, U(0) = Id. (1.28)
When H is time independent it is possible to have an exact formulation of the
solution. A theorem by Stone [80] guarantees the unitarity of the propagator.
Theorem 1.2.1 (Stone). If H is Hermitian on a Hilbert space H, there is a unique
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family of unitary operators e−iHt with the following properties
• (group property): e−iH(t+s) = e−iHteiHs for all s, t ∈ R;
• (strong continuity): for every |Ψ0〉 ∈ H,
e−iHt|Ψ0〉 → |Ψ0〉 as t→ 0. (1.29)





e−iHt|Ψ0〉 = He−iHt|Ψ0〉. (1.30)
For the expectation value of operator Â over |Ψ(t)〉 we have that
〈Ψ(t)|Â|Ψ(t)〉 = 〈Ψ0|U †(t) · Â · U(t)|Ψ0〉. (1.31)
For the last term of (1.31) we may think of U †, U as operators acting on the state |Ψ0〉,
and see (1.31) as the expectation value of Â over evolving states as the first term, or
we could also think of the propagators acting on the operator Â that is then averaged
over the static Ψ0. In the latter formulation, known as the Heisenberg picture, we have
that
〈Ψ0|Â(t)|Ψ0〉, Â(t) = U †(t)ÂU(t). (1.32)
For time dependent Â we have
dÂ
dt




which is called Heisenberg equation.
From a mathematical point of view we may examine the treatment of the Schrödinger
equation with a linear ordinary differential equation (ODE). To do that we assume that






The linear system of ODE for the time dependent coefficients ck(t) is











as 〈Φk|Φj〉 = δkj , where the matrix HK has elements
Hk,jK = 〈Φk|Ĥ|Φj〉. (1.36)
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With this specification we may rewrite (1.35) as
iΨ̇ = HΨ. (1.37)
If H is infinite dimensional we may define a variational version of (1.37), however in all
the physical cases considered in this work we assume that it is possible to describe the
system via (1.37).
1.2.1 Time Dependent Hamiltonian
When Ĥ is time dependent we cannot write down an explicit expression for the prop-
agator; however we may split the propagation over any time interval as a sequence
of infinitesimal unitary operators: U(t, t0) =
∏
j U(t + (j − 1)δt, t + jδt), where each
U(t + dt, t) = 1 − iHdt, and the combined propagator is unitary as a product of uni-
tary propagators is unitary, see e.g. Chap. 8 of [61]. In the physics literature the
formal solution is written by introducing the Dyson time ordering operator [22, 25], in
mathematics it is done via the Magnus expansion of the matrix exponential.
It is possible to express the Schrödinger equation in a ODE structure like (1.35)
also when H is time dependent. In this case (1.37) becomes
iΨ̇ = HK(t)Ψ, H
k,j
K = 〈Φk|Ĥ(t)|Φj〉. (1.38)









dt1 . . .
∫ t
t0
dtnT{H(t1) . . . H(tn)}, (1.39)
or using the exponential




where we have not consider the difficult problem of the convergence of the series. The
time ordering operator T applied to a set of Hamiltonians H at different time, orders





H(t1)H(t2) if t1 > t2,
H(t2)H(t1) if t2 > t1,
(1.41)
In Appendix 1 we give a proof of (1.39).
From a mathematical perspective it is straightforward to write an approximate
solution for (1.37) as a Magnus expansion [56]. The ansatz is that there exists a matrix
Ω(t) such that it is possible to write a solution for the propagator equation as
U(t, t0) = e
Ω(t), (1.42)
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For a general review of the application of the Magnus expansion see [11]. Again we
leave a more detailed description of the Magnus expansion to Appendix 1.
It is interesting to see the connection between the Dyson propagator (1.39) and the
















dt1 . . .
∫ tn−1
t0
dtnH1 . . . Hn. In the last expression the time ordering
has been performed and consequently t1 ≤ t2 . . . ≤ tn. It is possible to prove that each
term Pj (respectively Ωj) may be written as a linear combination of Ωj (respectively
Pj) of the same order. If we look at the firsts terms of both the expansion we see that
[16]
P1 = Ω1,











A similar equation may be written for the Ωj as functions of the Pj .
1.3 The Density Matrix
As seen in the previous section a single quantum system is described by a wave function
|Ψ〉. Systems of this kind are called pure quantum systems.
If the initial state is unknown, or if the system is an ensemble of identical quantum
systems but not identically prepared, it is possible and useful to introduce a statistical
description of the quantum system.
As will become clear in Chapter 5, this formalism is the only one usable when
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dealing with quantum systems interacting with an environment. For a general review
of quantum statistical mechanics see [14] and the very recent [87].
As an example we may think of a quantum system that has a finite number of
possible states, but such that the initial state is unknown; therefore we may think
of weighting each state with a real (positive) number that indicates the fractional
population of that state, or the probability to find the system in that precise state.
We consider a collection of M pure ensembles each described by a state vector
|Ψα〉, with weight wα, this system is called a mixed quantum system. The fractional




wα = 1. (1.48)













we may then rewrite (1.49) as
〈Â〉 = Tr{Â̺}. (1.51)
If we expand |Ψα〉 in the basis set |φj〉: Ψα =
∑n
j=1 cj |φj〉 we may write down the






From (1.50) and (1.52) we check that ̺ is Hermitian, positive definite and has unit
trace
̺† = ̺, ̺ ≥ 0, Tr{̺} = 1. (1.53)
If we take as basis set the eigenvalues of H {|ψj〉} with energies {Ej} we have that at
the equilibrium the fractional population obeys the Boltzmann–Gibbs distribution i.e.







where β is (kBT )
−1; with kB being the Boltzmann constant and T the temperature of




this is because the diagonal element ̺jj = 〈ψj |̺|ψj〉 indicates the fractional population
9





1.4 The Liouville–von Neumann Equation
Having defined ̺ we may write down the equation for its dynamics. If we take the time



























wα (−iH|Ψα〉〈Ψα|+ |Ψα〉〈Ψα|iH) . (1.57)
Finally we see that
d̺(t)
dt
= −i[H(t), ̺(t)], (1.58)
which is the Liouville–von Neumann equation. If we write the equation for the propa-




wαU(t, t0)|Ψα(t0)〉〈Ψα(t)|U †(t, t0), (1.59)
and consequently we may also write a formal solution for (1.58) and get
̺(t) = U(t, t0)̺(t0)U
†(t, t0). (1.60)
Within this description we may derive the dynamics for the expectations for the ob-
servables, from (1.31) we see that
〈Â〉 = Tr{Â̺(t)}. (1.61)
The study of numerical algorithms for the solution of these equations (1.58) and (1.61)
is the main aim of this work.
1.4.1 The Interaction picture
A very useful framework for the dynamics is called the interaction or intermediate
picture. This picture is very useful when we have an Hamiltonian composed of two
terms H = H0 + H1(t), where we are supposed to know the solution of the problem
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when H = H0. From (1.61) and (1.60) we may write
〈Â〉 = Tr{ÂU(t, t0)̺(t0)U†(t, t0)}. (1.62)
We may define U0(t, t0) = e
−iH0(t−t0) and UI = U
†
0(t, t0)U(t, t0), then (1.62) becomes
〈Â(t)〉 = Tr{U†0(t, t0)ÂU0(t, t0)UI(t)̺(t0)U
†
I (t, t0)} = Tr{ÂI(t)̺I(t)}. (1.63)
where we have defined
ÂI(t) = U
†
0 (t, t0)Â(t)U0(t, t0), (1.64)
̺I(t) = UI(t, t0)̺(t0)U
†
I (t, t0). (1.65)




UI(t, t0) = H̃I(t)UI(t, t0), UI(t0, t0) = Id. (1.66)
The interaction Hamiltonian H̃I(t) is
H̃I(t) = U
†(t, t0)HI(t)U(t, t0). (1.67)
This type of picture is useful as a starting point for a perturbation theory approach to







The interaction of a material with a magnetic field is described via a magnetic moment
µ, the energy of the magnetization may be written as
E = −µ ·B, (2.1)
where the minus indicates that a magnetic dipole is favorable to be aligned along the
direction of B rather than in the opposite direction.
The reasons for a sample to have a magnetic momentum are: the circulation of the
electrons about the nuclei, the electronic spin, and the nuclear spin.
The first experimental evidence for the existence of the spin came from the observa-
tion of the multiplet structure of the spectra of atoms. The Stern–Gerlach experiment
performed in 1922, showed that particles with spin posses also a magnetic moment pro-
portional to it. A beam of collimated atoms of silver was trasmitted through a region
where a spatial inhomogeneus magnetic field was active, the deflection of the particle
showed that the electrons posses not only an angular spin due to their rotation about
the nucleus but also an intrinsic spin.





where s is the spin, e the electric charge, me the mass of the electron and c the speed of
the light. The constant ge ≃ 2 can be derived via a relativistic theory for the electron
and is in excellent agreement with the experimental data.
The theoretical formulation of this degree of freedom that each elementary particle
possesses was introduced by Pauli: elementary particles were divided into those with
integer spin called bosons and those with half–integer spin called fermions. Exper-
imental measures showed the existence of a nuclear magnetic moment as well, both





where Mp is the mass of the proton and gp ≃ 5.59.
2.2 The Nuclear Magnetic Resonance technique
Nuclear Magnetic Resonance (NMR) is a powerful spectroscopy technique used both
for analysis on materials and biological tissues (liquid and Solid–State NMR). This
technique exploits the interaction between the nuclear magnetic moments and external
magnetic fields. With this technique it is possible to get extremely accurate structure
studies and also underline some dynamical properties of the samples.
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It is important to compare experimental results with computer simulations, espe-
cially when dealing with structure studies. In this case it is fundamental the comparison
of spectrum of unknown materials with numerical simulations of ad–hoc prepared sam-
ples.
For reasons that will become clear later, great efforts have been made to develop
new sequences of pulses; a unique feature of NMR spectroscopy is that the electromag-
netic pulses are not only used to detect the spectrum of the sample, as in any other
spectroscopy technique, but they can also modify enhancing and suppressing parts of
the spectrum itself.
For this reason again numerical simulations are very useful to test the effect of new
sequences of pulses on test samples.
Under the influence of an external magnetic field the nuclear magnetic moment
starts to precede about the direction of the field, the frequency of this precession is
called Larmor frequency and it is given by
ω0 = −γB, (2.4)
where γ is the gyromagnetic ratio and B the magnetic field.
The precession of the nuclear spins about the direction of the magnetic field B
induces a magnetization of the sample. This induced magnetization is a consequence of
the fact that a magnetic dipole, as the nuclear spin, aligned with B has less energy than
one aligned in the opposite direction; consequently when the magnetic field is active
there will be more spin pointing up. An explicit formulation of this phenomenon will
be given in the next section.
The energy difference can be detected by inducing transitions between energy levels;
it is possible to manipulate the spectrum via the applications of pulses that can favour
or stop part of these transitions.
However it is almost impossible to detect directly this longitudinal magnetization.
Comparing (2.2) and (2.3) we see that, due to the fact that me = 9.1
−30Kg and
Mp = 1.67
−26Kg, it is clear that the nuclear magnetic moment, and consequently the
induced magnetization is 4 orders of magnitude smaller than the electronic one.
It is possible to overcome this issue via a rotation of the nuclear magnetization
creating a perpendicular magnetization, as it will be shown in the next section, this
rotation is performed applying one or more radio–frequency pulses to the sample, 2.3.1.
After the sequence of pulses has been applied the system is allow to relax back to the
equilibrium. During this relaxation time the signal called Free Induction Decay (FID)
is measured, the Fourier transform of this signal gives the spectrum of the sample,
where each spike is a energy gap between energy levels.
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2.3 Microscopic Description
In a microscopic quantum description each atom is described by a spin wave function
|Ψ〉, which depends only on spin variables, while the spin angular momentum is an
operator Î, with three components Îx, Îy, Îz. As any other angular momentum operators













indeed in quantum mechanics an angular momentum is defined just as a vector op-
erator that obeys (2.5) [61]. It is possible to prove that any components x, y, z of Î
commute with Î2. Since they commute it is possible to form a complete set of common
eigenfunctions of let us say Îz and Î
2.
From (2.5) we can prove that if a state has eigenvalue I(I + 1) with respect to Î2,
then for that state there are I + 1 possible eigenstates of Îz with eigenvalues m that
run from −I,−I + 1, . . . , I. This set of eigenstates defined by the pair I,m are called
the Zeeman set: |I,m〉. In the absence of an external magnetic field all these levels will
be degenerate with respect to m.
For many elements, the nuclear spin has value I = 12 and so Î
2 has got just one


























If we use this basis set we may write down a matrix representation of the operators























It is useful also to define the shift up and shift down operator Î+, Î−:
Î+ = Îx + iÎy, (2.10)
Î− = Îx − iÎy. (2.11)
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These operators shift states from m to m + 1 and from m to m − 1. For instance












If a magnetic field B is applied along z the Hamiltonian will be H = −γBIz; there will







and ∆E = γB is the energy gap between |α〉 and |β〉. Due to the fact that ̺ obeys the





The energy difference makes more favorable the state |α〉 rather than |β〉. The proba-
bility density for the population obeys the Boltzmann–Gibbs distribution, so for a state





where β = 1/kBT and kB is the Boltzmann constant and T is the temperature of the





However if we look at the order of magnitudes of the quantities we see that at room
temperature kBT ≃ 4 × 10−21J , while for the energy we have that ~ω0 = −~γB ≃
3.3× 10−25J for a proton when the magnetic field is B ≃ 10 Tesla.
The four orders of magnitude of difference allows a simplification of (2.16); we may





We may then expand the exponential in terms of B and have e±B ≃ 1 ± B, so Z ≃ 2,
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0 12 − 14B
)
, (2.22)
that is, ̺eq = 12Id +
1
2BÎz. From now we consider as equilibrium, and as initial state,
the situation when the static magnetic field is active, and has been active for enough
time to have an equilibrium in the population of spin–up and spin–down particles.
For a system with n particles with spin I there is only a finite number of combi-
nations up/down that the spins can take, and this number is (2I + 1)n, so the Hilbert
space where the simulation is performed has a finite dimension. Given the eigenstates
of Îz and Î
2 for a one spin system (2.6), it is possible to get those for n spin via a
Kronecker product of the single spin states.
A system of n spins 12 may also be expanded into the Zeeman basis set (2.6). For
the general state we have
|m1,m2 . . . ,mn〉 = |m1〉 ⊗ |m2〉 ⊗ . . . ⊗ |mn〉 (2.23)
where each mj is either +
1
2 or −12 and ⊗ is the Kronecker product. It is elementary
to show that the Kronecker product is not commutative, but is associative. Having
defined the basis set for a general n spins system it is possible to write the matrix
elements for the spin operators Îx, Îy, Îz. It is important to see that because of the
fact that Ijζ , where ζ can be either {x, y, z,+,−} acts only on the spin j, we have that





z with eigenvalue m =
∑
j mj. Once we have constructed the basis set
it is straightforward to get the matrix elements for the operators. Again we use the
Kronecker product and define
Ijζ = Id⊗ . . .⊗ Iζ ⊗ Id . . . ⊗ Id. (2.24)
As we have seen in Chapter 1, the equation we need to solve to get the dynamics is the
Liouville–von Neumann equation. The formal solution of ̺(t) is
̺(t) = U(t, t0)̺0U(t, t0)
†. (2.25)
Experimentally we can only measure the energy gap between energy level; the
operator related to this quantity is the shift operator (up or down); so the quantity we
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are interested in is the the expectation value of Î+:
f(t) = 〈Î+〉 = Tr{̺(t)̂I+}. (2.26)
Because of the unitarity nature of the propagator U in (2.25), there is no dissipation
effect in the dynamics of ̺(t) and consequently of f(t). For this reason if we evalu-
ate the Fourier transform of f(t) we will have a set of delta functions peaked at the
energy differences between the states. On the the other hand when dealing with real
experiments there will always be an interaction between the external environment and
the spin system; this interaction will slowly destroy the coherence between states. The
effect will be a relaxation of the signal and a return of ̺(t) to ̺eq. To take into account
this relaxation effect, that will be analyzed in more detail in Chapter 5, it is common
practice to smooth f(t) by applying an exponential damping term, so that the Fourier
Transform is not evaluated for f(t) but for f̃(t) where
f̃(t) = f(t)e−Γt. (2.27)
The choice of Γ usually results from other experiments with similar composition are
used but the procedure is still under discussion.
2.3.1 The Hamiltonian
In the general case the spins, as magnetic moments, do not simply interact with the
external magnetic fields but also with each other. For a system consisting of n spins 12 ,
the Hamiltonian takes the form
H(t) = H0 +Hrf(t) +HCS(t) +HD(t) +HJ(t). (2.28)
In this section we will indicate with a Θ–dependency those elements of the Hamiltonian
which depends on the orientation of the atoms (or of the respective orientation of a pair
of atoms). The nature of the systems whether liquid, solid or an anisotropic material
sample will change drastically the effect of this dependency. For instance in a fast
moving isotropic liquid all the orientation–dependent terms will result in an averaged
value over all possible orientations. On the other hand for solids the motion is very
restricted, but at the same time we may think of a sample as a (large) collection of
small samples each with its own orientation with respect to the sample; this condition
is called “powder averaging” as the spectrum will be the combination of all the different
elements of the powder. Let us now analyze the different terms of (2.28) one by one.
H0 takes into account the static magnetic field B that splits the energy levels, and it
is proportional to Îz. This, by orders of magnitude, is the largest contribution of the
Hamiltonian.
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Hrf describes the action of the sequence of radio–frequency pulses. The general
interaction with a magnetic field (time dependent or time independent) is
Hjrf = −γj Îj ·B(t). (2.29)
Due to the key role of this term in NMR simulation, we will analyze it in the next
section.
HCS takes into account the “local” effects of the static magnetic field; these effects
are due to the magnetic interaction of the environment that surrounds each atom. For
instance the influence of B on the electrons will induce a current, this induced current
will generate a magnetic field Bind. Bind varies from atom to atom for local conditions,
so the effective magnetic field acting on the nucleus j is
Beffj = B +B
ind
j . (2.30)
Bindj is proportional to B and we may write
Bindj = δj · B. (2.31)
δj is called the chemical shift tensor. Because of the fact that B has only z component
and using (2.29) we have
HCS = −γjδxz(Θ)jBÎjx − γjδyz(Θ)jBÎjy − γjδzz(Θ)jBÎjz . (2.32)
For liquids usually only the isotropic component of δj remains due to the integration
over all the possible orientations, for solids or anisotropic liquids the different orienta-
tion will generate a “dirt spectrum” where a broad peak is generated by the sum of all
the different peaks coming from different molecules.
HD is the term that describes the dipole-dipole interaction between nuclear spins.
It depends on the mutual position of the spins with respect to the magnetic field B.







[3(Îk · ekj)(Îj · ekj)− Îk · Îj], (2.33)
where rkj and ekj are, respectively, the distance between the nucleus and the dipolar





The magnitude of this constant varies for different elements ranging from −4.5kHz for
two protons at 3Åto −15Hz for two 13C at 8Å. Clearly this term is strongly dependents
on the nuclei orientation via the dot product in (2.33).
HJ is a peculiar term that is due to an indirect interaction between two spins
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mediated by the electrons. It basically takes into account the difference in energy
between respective orientations up–down of the electrons and the spins. This term




2πÎk · Jkj(Θ)Îj , (2.35)
where Jkj(Θ) is the J–coupling tensor. In most cases the anisotropic component of
(2.35) is discarded [53], so (2.35) is replaced by the isotropic form
HJ = 2πJkj Î
k · Îj . (2.36)
Due to the fact that, typically, the Zeeman interaction ωj0Î
j
z is orders of magnitude
larger than any other term of the Hamiltonian, it is possible to expand the other inter-
actions into the Zeeman basis set retaining only the interactions with near–degenerate
eigenstates [53]. This approximation is called the secular approximation and leads to

























k · Ij (for homonuclear spins),
.
where Θ refers to an angular dependency of that term, we will see in Sec. 2.3.3 that
from this angular dependency comes the internal time dependency of the Hamiltonian.
We refer to the Appendix for a brief review of the secular approximation.
2.3.2 The Pulse
In order to observe an NMR spectrum we need to irradiate the sample with electromag-
netic radiation with frequency close to the Larmor frequency (ω0). It is straightforward
to see the effect of a pulse on a single spin system.
The magnetic field Brf generated by the pulses, usually chosen with direction x may
be written as a
Brf(t) = Brfcos(ωrft+ φp)ex. (2.37)
Because of the fact that the x and y component of I are rotating in the x, y plane,
the field in (2.37) may be decomposed into two rotating components with the same
frequency but rotating in opposite directions; as long as |B| ≫ |Brf | only the component
that is rotating in the same direction as the spin enters into the Hamiltonian [53, 74].
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In the Appendix we prove this statement for a single spin via approximation theory.




brf{cos(ωrft+ φp)ex + sin(ωrft+ φp)}ey . (2.38)
Obviously when the pulse is off Brf(t) = 0. The effect of the pulse is to rotate the
magnetization. Because of the rotation of Brf(t) in (2.38) it is convenient to introduce
a time dependent frame, rotating with frequency ωrf about the z axis and express all
the quantities in such a frame. The relationship between the wave function in the
laboratory frame (fixed) and the rotating frame is
|Ψ̃〉 = Rz(−Φ(t))|Ψ〉, (2.39)
where Φ(t) = ωrft.
It is possible to prove that in the rotating frame the Schrodinger equation is ex-
pressed as
| ˙̃Ψ〉 = −iH̃|Ψ̃〉, (2.40)
with H̃ = Rz(−Φ(t))HRz(Φ(t))− ωrfIz, the last term may be easily included in H0 as
it is proportional to Iz. The rotating frame HRF becomes time independent and we




γbrf Îx + (ω0 − ωrf)Îz. (2.41)
If ω0 = ωrf , i.e. if the rotation frequency is equal to the Larmor frequency, we have
that the effect of the Hamiltonian on the wave function is a rotation about the x axis.
In fact if we plug (2.41) into (2.40) we find that
|Ψ̃〉 = e−iβrf Îx|Ψ̃〉 = Rx(βrf)|Ψ̃〉, (2.42)
and the rotation angle is βrf =
1
2γbrfτrf , where τrf is the duration of the pulse. In
the literature usually 12γbfr is called the nutation frequency and has a range of 1–200
kHz, that is orders of magnitude smaller than the Larmor frequency. With this simple
example we see that it is possible by a sequence of pulses to rotate the magnetization
by any angle about any axis.
Because of the fact that we need a resonance condition ω0 = ωrf , from this simple
example it is clear that pulses with frequency close to the ones of particular interactions
may enhance or repress these interactions, whilst being almost negligible for all the
others.
2.3.3 The Time Dependency
The time dependent terms of the Hamiltonians come from two different factor: the first
one being the pulse itself, the second one being, for solid state–NMR the rotation of the
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sample. If we look at the dipole–dipole interaction we see that if 3 cos2(Θkj) − 1 = 0,
that is when Θk,j ≃ 54.7◦, this component vanishes.
It may be proven that if the sample is rotating at high speed about an axis making an
angle of 54.7◦ with respect to the z direction, the dipole–dipole interaction practically
vanishes. This condition is called magic angle spinning (MAS) and it is widely used for
solid–state NMR experiment, [60].
Due to this rotation the only terms of the Hamiltonian that will be affected are those
which depend on the orientation Θ; consequently we have that the time dependency



































z − Ik · Ij).
In fact all the ωΛ(t), with Λ = CS, J,D are scalar time dependent functions that
multiply fixed matrices.
Because of the fact that what matters is the reciprocal orientation of the sample,




z with respect to the magnetic field, all these interactions
may be written in terms of irreducible spherical tensors.
The rank–zero tensors describe the isotropic component of the interaction while the
rank–two take into account the anisotropic part. The isotropic part is time independent










where the apex L indicates in the Laboratory frame. Obviously if the system is rotating
we need to get the spherical tensor [AΛ20]
L as a sequence of transformations from [AΛ20]
P
where P indicates the principal axis frame, that is the reference frame for which the
matrix [AΛ20] is diagonal.
At this point it is useful to remember that to transform a spherical tensor between
frames of reference we may use the Wigner rotation operators; so for the transformation










where Dmm′ is the matrix element m,m
′ of the Wigner rotation operator. These
operators are the tools used in quantum mechanics to move an angular momentum
from a frame of reference to another. In fact they are defined as
D̂(αPL, βPL, γPL) = e
−iαPL Îze−iβPLÎye−iγPL Îz , (2.45)
the {αPL, βPL, γPL} = ΩPL are the Euler angles which identify the rotation from P to
L. The matrix elements that appear in (2.44) are
Dlmm′ = 〈lm′|D̂(ΩPL|lm〉. (2.46)









where ωr is the spinning frequency of the sample.
2.3.4 The Averaged Hamiltonian
It is possible to derive extra information about the system exploiting the fact that
(2.47) is periodic [57]. We may rewrite the Magnus expansion for the solution of the
propagator as
U(t) = eΩ(t), (2.48)















NMR theory is recognized as one of the field where the Magnus expansion has been
systematically used, [11].
Some simplifications are possible if H(t) = H(t + T ). In fact if U(t) has been
evaluated for t ∈ [0, T ], we may extend it for all the other periods
U(NT ) = [e−iH(T )]N . (2.51)
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where (2.52) is called the averaged Hamiltonian, and for most NMR systems, if one is
interested in the evaluation of ̺(t) only at given time nT , then
̺(nT ) = e−iH̄0nT̺0e
iH̄0nT , (2.54)
provides a good approximation.
2.4 The role of simulations
Before going forward to analyze numerical methods for the description of spin system
let us underline where the importance of simulations for such systems lies. Usually
NMR experiments refer to samples which contains many molecules, possibly hundreds
of atoms like in the case of proteins. At the same time none of the software packages
available can actually deal with more than a few (less than 10) spins [93, 6, 79]; to over-
come this gap most of the time researchers simulate each single part of the system and
put them together afterwards. One of the main purposes of simulation is to recover, via
this sequence of partial pictures, the signals coming from experiments. Obviously this
approach is just an approximation and in many cases, when many spins are interacting
with each other, it is far from accurate.
The main need within the NMR community is the development of new algorithms
focused on performance, capable of dealing with the largest system possible; for a review
of the computational steps required for a simulation of nuclear spin systems, especially
for solid–state NMR, see [23, 24].
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Chapter 3
Algorithms for Spin Dynamics
25
3.1 Introduction
In this chapter we present some of the best known methods used for the solution of the
Schrödinger equation. Due to the fact that the Liouville–von Neumann equation for the
density matrix (1.58) is the result of a double application of the Schrodinger equation
on the bra and ket vectors we may expect the numerical issues arising in both systems
of equations to be similar. For a review of numerical approaches for the solution of the
Schrödinger equation see [49, 55].
In this section we will not focus on techniques which approximate the Schrödinger
equation, that is a partial differential equation, by a system of ordinary differential
equations. We assume that there exists a suitable basis set {ψk} of H such that it is
possible to write, as we did in Chapter 1,











with a matrix HK that may be time dependent and has entries
H ljK = 〈ψl|Ĥ |ψj〉. (3.2)
From now on we will refer to H as the matrix expression via the basis set {ψk} of the
operator Ĥ, and to Ψ as the vector of coefficients ck.
It is also possible to express the density matrix in a similar form as
̺kj = Ψ




c∗1c1 . . . c
∗
1cK
. . . . . .







Given the Liouville–Von Neumann equation for the density matrix
˙̺ = −i[H, ̺], (3.4)
it is possible and sometimes preferable to rewrite it by introduction of the Liouvillian
L = Id⊗H−H∗⊗ Id, where Id is the identity matrix, allowing us to recast ̺ as a vector
˙̺(t) = iL̺. (3.5)
3.2 Time Independent Case
Let us now consider the case where the HamiltonianH, and consequently the Liouvillian
L, is time independent.
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We may rewrite also the general solution for (1.26) when H is time independent
Ψ(t) = e−iHtΨ0, (3.6)
while for (3.5) we have
̺(t) = e−iLt̺0. (3.7)
3.2.1 Splitting Methods
When the wave function Ψ depends on the particle positions q and momenta p it is very
common to adopt a splitting method for the Hamiltonian, H = T + V . In this case,








Ψ(q)− V (q)Ψ(q), q ∈ R3n, (3.8)
where ∇2 is the Laplacian. V (q) is a diagonal operator in the position space while for
the kinetic operator T = −∇22m we may solve it by transforming Ψ to Fourier space. For
a given Ψ in the Schwartz space of rapidly decaying smooth functions we have that the






e−ik·qΨ(q)dq, k ∈ R3n. (3.9)
The Fourier transform of the Laplacian ∇2Ψ is |k2|Ψ̃(k), where k2 = k21 + . . . k23n. So
T is diagonal in Fourier space.
Due to the fact that T and V do not commute we cannot solve for Ψ(t) as
Ψ(t) = e−iHtΨ0 6= e−iT te−iV tΨ0. (3.10)
However a theorem by Trotter [86] gives an expression of e−iHt in terms of e−iT t and
e−iV t. Given T,K and H = T + V Hermitians on H then for any Ψ and any time t it













This theorem is at the basis of many splitting methods that have been developed for
the solution of various splitting methods, one of the most used is a symmetric second
order splitting called Trotter–Strang factorization [81]
e−iHdt ≃ e−iV dt2 e−iTdte−iV dt2 , (3.12)
With this approach the main cost is the evaluation of a Fast Fourier Transform
(FFT) to switch between the x-grid and the p-grid; the cost of this transform is
O(N logN), [37]. However when the wave function depends on other variables, like
the spin of the particles, it is not straightforward to apply a splitting method. In
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the next chapter we will present some attempts at the development of new splitting
methods in the spin dynamics case.
The size of H grows with the dimension of basis elements we use, and even for
very simple systems this number can be prohibitively large. In the case of nuclear spin
dynamics, as we have seen in the previous chapter, the general wave function Ψ depends
only on the spin and not on the position and momentum of the particles. In this case
we use the Zeeman functions as a basis set and the size of Ψ scales as (2I + 1)n where
I is the spin of the particle and n the number of spins. If we deal only with spin 12 we
have that the basis set scales exponentially with the number of particles as 2n.
3.2.2 The Matrix Exponential
From (3.6) it is clear that from a numerical point of view the main issue is the evaluation
of the matrix exponential.
The exponential of a matrix may be formally defined via a Taylor expansion
eA = Id + A+
A2
2!
+ . . . , (3.13)
but this is not a suitable method for its evaluation in finite precision machines, as
higher terms of the series would be large and of opposite signs resulting in numerical
instability [62]. This problem goes back to the early days of numerical linear algebra;
as an historical remark one of the first 80 functions that were included in the first
MATLAB release was a function for the evaluation of a matrix exponential [62].
Over the years many different numerical methods have been developed for the eval-
uation of the matrix exponential, for a general review of these methods see the famous
paper “Nineteen Dubious ways to evaluate the exponential of a Matrix” by Moler and
Van Loan [63].
One of the simplest approaches to evaluate (3.13) is simply to diagonalize A. Ob-
viously it might not be possible to diagonalize a general matrix A, however due to the
fact that the Liouvilllian L is Hermitian, we may always apply this to (3.6). We may
then write the exponential in terms of the eigenvalues and eigenvectors:
eA = QeDQT , (3.14)
where D is diagonal and Q is orthogonal and, obviously,
etA = QetDQT . (3.15)
The main issue of such approach is the computational cost of the evaluation of the
eigenvalue–eigenvector pairs. This cost with a QR factorization scales as ∼ O(N3) [31].
From a computational efficiency point of view the choice of a full diagonalization is
extremely poor, but it is surprising to find that this is the method that is applied in
some of the most used software packages for nuclear spin dynamics [6].
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This method can be inserted in the most general frame of the evaluation of the
matrix exponential via a matrix decomposition, in fact if it is possible to transform
A = SBS−1 then we also have that
etA = SetBS−1, (3.16)
where the idea is to find an S for which eB is easy to compute, other alternatives to
a diagonalization are Bloch diagonalization and Jordan canonical form, but these are
also not well suited to quantum systems.
3.2.3 Padé Expansion
There are other methods for the evaluation of a matrix exponential that are more
efficient than a full diagonalization when dealing with large and sparse matrices. Sparse
linear algebra deals with computations of matrix operations when most of the entries
of the matrices are zero, generally it is possible to gain orders of magnitude in speed
using this technique [73].
One of these methods is based on polynomial expansion. The idea is to approximate





an example of such choice for Pm are the Padé polynomials, the so–called (p, q) Padé
approximation to eA is [63]






(p + q − j)!p!







p+ q − j)!p!
(p + q)!j!(q − j)! (−A)
j . (3.20)
There are two immediate drawbacks for such an approximation:
• for large p Npp → eA/2, while Dpp → e−A/2, cancellation errors may easily prevent
the accurate determination of the ratio between the two;
• the matrix Dpq(A) may be poorly conditioned with respect to the inversion.
If ‖A‖ is not too large then it is still possible to use Padé approximants, when instead
‖A‖ is large it is common choice to join a Padé approximation with a scaling and





we may then choose a value of m such that m is the smallest power of two for which
‖A‖/m ≤ 1, apply (3.18) to the scaled matrix eA/m, and then get eA by repeated
squaring. This method is very robust and can be applied to any matrix A; for this
reason the MATLAB function expm relies on a version of it. However it performs quite
poorly when dealing with large matrices.
3.2.4 The Chebyshev expansion
Another set of polynomials that has been widely applied specifically for the solution
of (3.6) is the expansion of the exponential into Chebyshev polynomials. This method
has been first applied for the solution of the Schrödinger equation in [84], more recently
in [66, 18, 94], and also for NMR calculations [97]. The k-th Chebyshev polynomial is
defined as
Tk(x) = cos(kθ), with θ = arccos(x) x ∈ [−1, 1], (3.22)
We may prove that on x ∈ [−1, 1] the Chebyshev polynomials are orthogonal with







Tk(x)Tl(x)dx = δkl. (3.23)
It is also possible to define a recurrence relation for Tk(x)
Tk+1(x) = 2xTk(x)− Tk−1(x), T0(x) = 1, T1(x) = x, (3.24)
obtained by the trigonometric identity
cos((n + 1)θ) + cos((n− 1)θ) = 2 cos(θ) cos(nθ). (3.25)
It is also useful to write another relation for Tk
2Tk(x) = (x+
√
x2 − 1)k + (x−
√
x2 − 1)k. (3.26)
A given holomorphic function can be expanded into a Chebyshev polynomial; we
follow here the derivation from [58]. Given a smooth complex function f(x) with
x ∈ [−1, 1], we expand f(cos(θ)) in a Fourier series. Due to the fact that f(cos(θ)) =
f(cos(−θ)) we find:










If we substitute x = cos(θ) into (3.27) and use dθ = dx/
√
1− x2 we arrive at the
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Chebyshev expansion of f(x):













It is possible to derive an estimate of the error made when truncating the series in
(3.28) at the m-th term. To do so we may derive a version of the Bernstein theorem,
as in [58, 55]. First we define the conformal map Φ(z) from the complement of [−1, 1]
to the exterior of the unit disk, and its inverse Ψ(w), specifically
Φ(z) = z +
√










We may then state:
Theorem 3.2.1. Let r > 1, let f(z) be an holomorphic function in the interior of
the ellipse ‖Φ(z)‖ < r and continous on the closure. Then the error for the truncated
Chebyshev series is
‖f(x)− Smf(x)‖ ≤ 2µ(f, r)
r−m
1− r−1 , (3.31)
where −1 ≤ x ≤ 1, Smf(x) = c0 + 2
∑m−1






‖f(Ψ(w))‖ · ‖dw‖. (3.32)
Proof. The first step is to evaluate the Cauchy integral over the ellipse Γ = {z :=














Ψ(w) − xdw. (3.33)






















z − x dz. (3.35)
At this point we may use (3.26) to relate Φk and Tk. In fact since the Laurent expansion
at ∞ of (z −
√
z2 − 1)k contains only powers z−j with j ≥ k we have that the integral







z − x dz = ak(x). (3.36)
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since ‖Tk(x)‖ ≤ 1 for x ∈ [−1, 1] and that ‖w‖ = r > 1, we may set an upper bound






















1− r−1 , (3.38)
and the result follows.
Let us now focus on the evaluation of the exponential in (3.7). The preliminary
step of this method is to rescale the matrix within the interval [−1, 1], as outside this
interval the Chebyshev polynomials grow rapidly, and the expansion becomes unstable;
to do so we need to evaluate the two extremes of the spectrum of L. In order to obtain
extreme values we propose, as already mentioned in the literature [8], to perform a
few steps of Lanczos iteration, as this provides a good approximation for the extreme
eigenvalues, for small computational cost. If we define these two values as α and β,
i.e. β ≤ σ(L) ≤ α, we may rewrite L as L = (S Id − LsD), where D = (α − β)/2,
S = (α + β)/2, and −1 ≤ σ(Ls) ≤ 1. We may then expand the exponential of Ls in
the Chebyshev polynomials and we arrive at the following equation for ̺








with tD = Dt. Both ck(tD) and Tk(Ls) may be calculated iteratively
ck(t) = (2− δk,0)(−i)kJk(t), (3.40)
Tk+1(x) = 2Tk(x)x− Tk−1(x), (3.41)
with initial values T0(x) = Id, T1(x) = x. Jk(t) is the k-th Bessel function of the first
kind.





It is well known that (3.42) becomes numerically unstable for n > t, see [68]. To
improve the method, we may exploit the linear nature of the iterative algorithm. It
is possible to use Miller’s algorithm, and to solve an inverted form of (3.42), i.e. to
solve for Jn−1 given Jn, Jn+1 [68]. When using Miller’s Algorithm it is suggested to
expand the number of terms (providing a sort of buffer), i.e. to start the backward
iteration process from mstart = n+ r, where n is the actual order of the function we are
32
interested on and r is some small expansion. In this case we need to know already from
an a priori error analysis how many iterations need to be performed to to get below
the threshold ε.
From Theorem 3.2.1 on the approximation of a holomorphic function via Chebyshev
expansion we may get an estimate for the error on the exponential function [55].
Theorem 3.2.2. Given the complex exponential eiωx, with ω ∈ R, the error of the
Chebyshev approximation Sm(e
iωx) is bounded by
max
x∈[−1,1]






form ≥ ‖ω‖. (3.43)
Proof. The proof comes from the estimate of the mean value µ for the exponential
function; µ(eiωx, r) ≤ maxz∈Γ ‖eiωz‖ = e‖ω‖(r−r








We may then choose r depending on m to balance the growth of µ(eiωz , r) with r
against the decay of r−m. If we set r = 2m/‖ω‖ ≥ 2 we get (3.43).
This theorem holds also for any diagonal matrix, and consequently it can be applied
also for any diagonalizable matrix, e.s. L, since the transformation is unitary, we just
need to take into account the extremes of the spectrum.
For the rescaled Hermitian matrix Ls, when applied to a vector of unit Euclidian
norm, we have






, for m > t, (3.45)
where Pm(t) is the order m expansion in Chebyshev polynomials.
This equation indicates that there is a superlinear decay of the error when m > t.
We may then use the relation 4(exp{1 − (t/2m)2} t2m )m ≤ ε to approximate m.
From practical point of view the usual way of applying Chebyshev is to evaluate
[93, 84]
̺n+1 = e








nmax may be evaluated from (3.45). Obviously nmax depends on the choice of the time
interval dt, so depending on how often we need to evaluate ̺(t) the computational costs
of this method may change considerably. To avoid numerical instabilities coming from
the iterative formula for the Bessel functions it is also possible to get Pm for a given m
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via the Clenshaw Algorithm [19, 55]
dk = ck̺n + 2Lsdk+1 − dk+2k = m− 1,m− 2, . . . , 0, (3.48)
with initial values dm+1 = dm = 0, and Pm(dtL)̺0 = d0 − d2. In Chapter 4 we will
present a different algorithm we have developed for the evaluation of the Chebyshev
expansion for the matrix exponential.
3.2.5 Krylov Expansion
For large sparse matrices, methods usually applied are those based on expansion in
Krylov subspace [72, 38, 75].
This kind of methods has become so popular in recent years that has been added
as the “twentieth” way in the famous paper “Nineteen Dubious ways to evaluate the
exponential of a Matrix” by Moler and Van Loan in the “25 years later” edition. Even
before an accurate error analysis had been developed some physics papers developed
the idea of projecting the exponential of a large sparse matrix onto a small Krylov
subspace [4, 70], even for NMR calculations [65].
The main idea is to project (3.5) onto the subspace
Km(L, ̺0) = span{̺0, L̺0, L2̺0, . . . , Lm̺0}. (3.49)
For a general matrix A and given a vector v with ‖v‖ = 1, we may get an approximate
basis set for the Krylov subspace Km(A, v) via the well–known Arnoldi algorithm:
Inputs: A square matrix, v vector;
Outputs: eAv;
1. v1 := v
2. for j = 1 : m
3. w := Avj
4. for l = 1 : j
5. hl,j := w · vl
6. w := w − hl,jvl
7. end






The inner cycle is nothing but a modified Gram-Schimdt process. From the al-
gorithm we get two matrices: an orthonormal matrix Vm whose columns form an or-
thonormal basis [v1, . . . , vm] and an upper Hessenberg matrix Hm with the coefficients
hl,j; in fact
AVm = VmHm + hm+1,mvm+1e
T
m, (3.50)
where em is the m-th canonical base. From (3.50) we get A = VmHmV
T
m and
eAv ≃ VmeHme1. (3.51)
Due to the fact that tA = VmtHmV
T
m we may, in the same way, approximate e
tA:
etAv ≃ VmetHme1. (3.52)
If, as in the case of the Liouvillian, the matrix is Hermitian then Hm needs to
be Hermitian as well, and because it is also an upper Hessemberg matrix it becomes
tridiagonal. In this way we may recast the Arnoldi algorithm with the same inputs and
outputs as a three term recursion, termed Lanczos iteration [46]:
1. v1 := v, v0 := 0, β1 = 0
2. for j = 1 : m
3. wj := Avj − βjvj−1
4. αj = wj · vj
5. wj = wj − αjvj














α1 β1 . . . . . . . . .
β1 α2 β2 . . . . . .
β2 . . . . . . . . . βn−1








We remark that historically the Lanczos method had been developed first, as a
generalization of the power method for the evaluation of the eigenvalues of a symmetric
matrix [46, 20], the Arnoldi method is a generalization of the Lanczos method for a
general matrix [51].
If we apply this for the evaluation of ̺(t), we obtain:
̺(t) = e−iLt̺0 ≈ ‖̺0‖Vme−iTmte1, (3.54)
35
where Tm and Vm come from the Lanczos algorithm and e1 is the first vector of the
canonical basis of size n.
A lemma of Saad [72] gives us the first insight into an error analysis:
Lemma 3.2.3. Let A be any matrix and Vm,Hm the results of the m–th steps of the
Arnoldi or Lanczos method applied to A. Then for any polynomial pj of degree j ≤ m−1
the following equality holds
pj(A)v = Vmpj(Hm)e1. (3.55)
Proof. Let πm = VmV
T
m the orthogonal projection on Km. We can prove by induction
that Ajv = VmH
j
me1 for j = 0, 1, . . . ,m− 1.





because of the fact that both Aj+1v and Ajv belong to Km. We have that πmAπm =








From this lemma it is already possible to sketch an error analysis based on the
remainder of a polynomial expansion of the exponential [27]. If p is a polynomial of
degree less than m approximating e−A with remainder rm(A) = e
−A − p(A) then
‖eAv − VmeHme1‖ ≤ ‖rm(A)‖ + ‖rm(Hm)‖. (3.58)
From (3.58) it is possible to have an estimate on the error for the Lanczos method [72]




where R = ‖A‖. From the last equation we see that for eAt we have that the error for a
given t is proportional to ‖tA‖
m
m! , hence for m≫ ‖tA‖ we have superlinear convergence.
However (3.59) holds for a general matrix A; for special matrices such as Hermitian
matrices, with uniformly distributed eigenvalues Hochbruck and Lubich [38] proved
that the superlinear decay begins for m close to ‖tA‖.
Due to the fact that we are interested on Lanczos algorithm for the solution of
the Schrödinger equation we propose here a demonstration of a better error estimate
than (3.59) developed by Park and Light [70] and presented in [55]. This different error
analysis is based on the interpretation of the Krylov approximation (3.54) as a Galerkin
approximation of the solution of the Schrödinger equation projected onto the Krylov
subspace.
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Since the early days of quantum mechanics Dirac and Frenkel [26] derived a varia-




let us define a smooth manifold M of the Hilbert space H and for u ∈ M denote TuM
the tangent space at u. M may be seen as an approximation manifold on which an
approximate solution u(t) of (3.60) lies, with initial data u(0) = Ψ(0) ∈ M. u(t) is
determined from the condition on its derivative du/dt ∈ TuM, such that
〈v|du
dt
+ iHu〉 = 0 ∀v ∈ TuM. (3.61)
The last condition may be seen as a Galerkin condition on the state–dependent ap-
proximation space TuM. We approximate (3.61) as du/dt is chosen as that w ∈ TuM
and satisfies
w = argminw∈TuM‖w + iHu‖. (3.62)




= P (u)(−iHu), (3.63)
where P (u) is the orthogonal projection operator on TuM. It is possible to evaluate
the error of the variational approximation [55]:










Proof. If we subtract the orthogonal projection (3.62) from (3.61) we get
d
dt
(u−Ψ) = −i(H(u−Ψ)− P⊥(u)Hu), (3.65)







‖u−Ψ‖2 = Re〈u−Ψ| d
dt
(u−Ψ)〉 (3.66)
= Re〈u−Ψ| − P⊥(u)H〉 ≤ ‖u−Ψ‖ ‖iP⊥(u)Hu‖.
If we divide by ‖u−Ψ‖ and we note that




we get the assumption (3.64).
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From the latter it is possible to choose a stopping criterion for Lanczos iteration [38].
For a given t we can find m such that
t[Tm]m+1,m‖e−itTm‖m,1 ≤ ε. (3.71)
One of the well known drawbacks of the Lanczos method arises due to the fact we are
usually restricted to finite precision machines. It can be numerically proven that while
in exact calculations the vectors vm form an orthonormal set in finite precision the fact
that the orthogonality is checked only to a certain accuracy on the nearest neighborhood
vectors is weak; in fact orthogonality is lost for large m. This phenomenon does not
occur in the Arnoldi algorithm as each vj is made orthogonal to all the previous vectors
of the basis set via the inner Gram–Schmidt procedure. A possible correction for the loss
of orthogonality has been proposed in [8], consistsing of a partial re–orthogonalization
of the basis set. In our numerical tests however we did not iterate the Lanczos algorithm
long enough to suffer from this effect.
The Lanczos method is very powerful for short time simulations, because with few
iterations m it is possible to have remarkably good approximations, but for longer times
larger Krylov subspaces would be needed to stay close to the real solution. On the other
hand if we do not consider enough terms in the Lanczos algorithm for longer times,
(3.54) is no longer a reliable approximation.
In our experiments the best way to implement a Krylov expansion was to evaluate
at each step
̺n+1 = e
−iLdt̺n ≈ ‖̺n‖V nme−iT
n
mte1. (3.72)
In this way with less than 10 Lanczos iterations per step it was possible to have a fast
and accurate benchmark. The obvious drawback is that no information passes from
step n to step n+ 1. However in our numerical tests the use of a longer timestep that
would allow a common Krylov subset Km(L, ̺) for more than one step ̺n was not
preferrable as it required more iterations of the algorithm. Because of the fact that
the equation (3.71) involves the evaluation of the exponential of a tridiagonal matrix,
when m becomes large this operation may become a serious bottleneck for the whole
38
simulation.
3.2.6 The Zero–Track–Elimination method
Recently a new method for the simulation of large spin system has been presented, [44].
This technique is based on the idea of pruning out the elements of ̺(t) which do not
belong to K(L, ̺0), exploiting the fact that most of the time the initial density matrix
̺0 is a sparse vector.
In order to reduce the steps needed to evolve the full system, we monitor the
elements of ̺(t) that stay below a chosen threshold ξ during this first evolution steps
and introduce structural zeros based on these observations. The evolution is then
performed in this reduced state space (̺Z , LZ). The idea is extremely appealing, as
once the propagator for Lz is evaluated all the subsequent steps have the cost of a
reduced matrix–vector multiplicaton, and it is possible to use standard techniques for
the propagator for the reduced system.
The initial time length is set as the inverse of largest the Larmor frequency. The
Larmor frequency is a given quantity for each element that depends on the physical
property of the nucleus and is the frequency of resonance for a non–interacting spin:
ωj0 = −γjB, where −γj is the gyromagnetic ration of the nucleus and B the applied
magnetic field.








where ω0j is the Larmor frequency of the j-th spin. A theorem given in [44] assures that
it is possible to prune out from the evolution those states that remain exactly 0 during
the firsts time steps. It is possible to prove that for a state |l〉 there holds
if 〈l|e−iLt|̺0〉 = 0, t ∈ [0, tin] ⇒ 〈l|e−iLt|̺0〉 = 0, t ∈ [0,∞). (3.74)














〈l|Lk|̺0〉t ∈ [0, tin], (3.75)
the last is true for any t ∈ [0, tin] only if 〈l|Lk|̺0〉 = 0 for all the k, but this means that
〈l|e−iLt|̺0〉 = 0 for t ∈ [0,∞).
However from a practical point of view few states 〈l| obey (3.74), a much higher
number of states will stay close to 0 during the first j time steps, where j = tin/dt. So
the states 〈l| that are pruned out are those for which
〈l|e−iLt|̺0〉 < ǫ, t ∈ [0, tin] (3.76)
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It is claimed [44] that the error of such an approximation is similar to what would
be obtained by not considering in the Krylov expansion the contributions coming from
high values of n in Ln̺0.
The main problem of this approach is the choice of tin, i.e. the duration of the
initial propagation. In fact if we look at a full diagonalization of L we see that
̺(t) = Xe−iDtX−1̺0, (3.77)
so each element of ̺(t) can be written as a sum of oscillators vibrating at the different













From (3.78) it is clear that to ensure that we are not pruning out the low frequencies
modes we would need at least tin ∝ 1/minj{|λj |}, and this could be different from
the lowest Larmor frequency minj{|ωj0|} as the latter is a quantity related to the non–
interacting spins. It is possible to have an estimate of the lowest eigenvalue of L using
a technique like the one we used for the Chebyshev expansion (3.2.4), but this is not
enough to ensure the validity of (3.76).
In fact, within this framework we may restate (3.76) in a simpler form for a one
dimension function and show that:
Theorem 3.2.5. Given a function f(t) =
∑n
j=1 e
−λjtµj s.t. |f(t)| < ǫ for t ∈
[0, 2π/minj{λj}], this is not sufficient to ensure that |f(t)| < ǫ for t ∈ [0,∞).
Proof. To prove (3.2.5) we may check that if the λj are not well separated then it is
possible to have a combination of similar frequencies that build up on a total frequency
that is the lowest common multiplier of the initial frequencies. In the general form if







and βj , α > 0 rationals such that α =
∑
j βj . ∃δj sufficient small such that we have
|̺k(t)| < ǫ, t ∈ [0, tin], but at the periodic maximum t > tin such that |f(t)| = α +
∑
j βj ≫ ǫ.
Having stated 3.2.5 it is straightforward to write down a specific counter–example
for the Zero Track Elimination. In Fig.3.1 we plot the absolute value of the function





If we look at the tin evaluated looking at the lowest isolated frequency we have that
tin ≃ 1. Within this time, we have that max |f(t)| ≃ 2×10−5 but clearly the maximum
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Figure 3.1: t against |f(t)| plot, the asterisk is the value at time tin.
amplitude of this periodic function will be 2.
In order to ensure the validity of (3.76) even with tin that depends on σ(L) rather
than the Larmor frequencies, we need to check the separation of the eigenvalues, and
obviously an analysis of that kind would be as expensive as a whole simulation.
In practice, it might be argued that we are unlikely to have a dynamics like (3.79),
but especially in systems of many spins, a wide variety of behaviors are certainly possible
in the general situation.
Focusing on NMR simulations however the reason why ZTE performs well [44] lies
on the fact that the numerical comparison with other methods is not performed on ̺(t)
but on the observables. In particular for experimental reasons the only quantity that
can be compared with experiments is the FID
f(t) = Trace {̺(t)Ip} . (3.81)
where Ip is the shift up operator: Ip = Ix+iIy. The Fourier transform of f(t) gives then
the spectrum of the sample, where each resonance frequency is revealed by a peak. Due
to relaxation effects in the experiments the shape of the resonance peaks is not a delta
function, as it would come out from (3.78), but it is smoother. As stated in Chapter 2,
to recover this smoothness also for the simulated data it is common practice to evaluate
the Fourier transform not of (3.81) but of an exponentially decaying function f̃(t)
f̃(t) = e−ξtf(t), (3.82)
where the parameter ξ comes from other fitted data [53]. The main effect of (3.82)
is exactly to smooth out all the long time frequency modes that will differentiate ̺(t)
from ̺Z(t).
41
Even for the NMR case there are however some drawbacks:
• for this method there is no available convergence theory;
• the performance depends strongly from the initial condition ̺0, and on H. As
expected, in our tests the size of the reduced system could change by a factor 2
depending on the number of interacting spins. The reason for this effect comes
from the fact that the less sparse is L the more non–zero states will appear within
the first steps and this will make a less effective reduction Lz.
• Another reason of the strong dependence of ZTE with respect to the initial con-
ditions comes from (3.73); depending on the Larmor frequencies, and on the
timestep size the number of evolution steps at the beginning may become large,
and being this the most expensive part of the simulation the influence of it on
the total computation costs can become important.
3.3 Time Dependent Case
As seen in Chapter 1 the general form of the solution for the propagator when H is
time dependent is through the Magnus expansion










where Ωn is a suitable approximation of Ω(t). The approximations come by the trunca-
tion of the series in(3.83) and by the numerical approximation of the integrals involved
in Ωk. For instance with a midpoint rule we get













with Hj = H(tn + cj∆t), and c1,2 are the nodes of the quadrature, c1,2 = 1/2 ±
√
3/6.
The main issue on the development of numerical methods involving higher order
terms of the Magnus expansion is the evaluation of the commutators of the Hamiltonian.
However some commutator free Magnus expansions have been developed [12], these
methods are based on finding combinations of integrals of H with which to approximate
Ωn. For nuclear spin simulations most of the time it is enough to stop at the first term of
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the Magnus expansion, [92], and to approximate the integral of Ω1(t) with a mid–point
rule
Ωm1 = e










Um, Um = e
−iH(tm)∆t, N∆t = t, (3.88)
The solution for the Liouville-von Neumann equation is then
̺(tn+1) = e
−iLndt̺(tn), (3.89)
where Ln = L(dt(n+
1
2) is evaluated at the mid–point of each time step.
For (3.89) we have to evaluate a different matrix exponential each step; for the
single step all the methods we have analyzed in the time independent case still apply.
Both the Lanczos method and the Chebyshev expansion have been applied succesfully
to the time dependent case. In the next chapter we analyze the numerical results of
these methods in a both time dependent and time independent environment.
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Chapter 4
New Methods and Numerical
Results
44
4.1 Direct Computation of expectations via Chebyshev
polynomials
The common point of all the methods presented in the previous section is that they all
involve the propagation of the matrix ̺, and for this reason they suffer from requiring
that matrix operations (or matrix-vector operations) be performed at each step of
calculation of
̺(t) = e−iLt̺0. (4.1)
It is important to remark again that no matter how large the density matrix is, exper-
imentally it is not possible to measure directly the density matrix, what is possible to
measure in experiments are the expectation values of the observables.
Let us recall that for an operator Q̂ we have that the expectation value is
〈Q̂(t)〉 = Tr{̺(t)Q̂}. (4.2)
As is clear from (4.2) while ̺ ∈ C2N for a N dimension system, 〈Q̂〉 ∈ R. We remark
that (4.2) is an exact formula that does not involve any approximation on the system.
The information we get from (4.1) is exactly the same that we get from (4.2). The
starting point of the method we developed is to exploit this “natural reduction” from
C
2N to R, trying to solve directly (4.2) instead than (4.1). The method we have devel-
oped relies on a particular application of the Chebyshev expansion technique presented
in the previous chapter, that allows a “almost” direct solution of (4.2). For this reason
the method is called Direct Expectations via Chebyshev expansion (DEC).
The first step of DEC is to perform the usual Chebyshev expansion of ̺(t) (3.39),
to get




















By exploiting the linearity of the trace operation we switch the (finite) sum and the











This is the key equation of the DEC method. It is possible to store an array of scalar
values T̃k = Tr{(Tk̺0)Q̂}. All the time dependent terms are just scalar values that
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If more than one observable is required it is still possible to use DEC. The only
difference with the single expectation case is that we need to store different sets of T̃ jk ,
one for each operator Q̂j.
4.1.1 Stopping Criterion
The main remaining issue now is the choice of a stopping criterion for the series ex-
pansion. The number of terms for the polynomial expansion in (3.39) depends on a
prescribed tolerance ε, and on the time tD.
Clearly for DEC the most computational expensive routine is the evaluation of the
array T̃k. The size of it depends on nmax and each Tk evaluation costs O(n
2) as we
need to evaluate a matrix vector multiplication.
For the stopping criterion we could have used the estimate (3.45) combined with
the Clenshaw algorithm (3.48), but (3.45) gives an upper estimate for nmax, this is the
price to pay to have a stable algorithm for the evaluation of ck.
In our numerical tests however the forward formula for the Bessel functions (3.42)
proved to be stable up to an error threshold of ε ≃ 10−7; for this reason, to avoid the
computation of even few extra terms, we chose to check directly the convergence of the
series below the given threshold. If an higher accuracy is needed, then to avoid the
well known instabilities of the iterative formula for the Bessel functions, it is better to
apply the Clenshaw algorithm.
This way of directly checking the convergence has been applied already in the lit-
erature [93, 84], and the following has been suggested as a stopping criterion
nmax s.t. ‖cnmax(tD)‖ < ε. (4.7)
Due to the zeros of the Bessel function J , at fixed time tD, (4.7) may hold for some n,
even though the expansion has not yet reached the convergence regime; it may happen
that for n1 > n we have that cn1(tD) > cn(tD). To avoid this effect it is enough to
use as a stopping criterion a combination of two Bessel functions; the cost of such a
stopping criterion is that at most we need to perform an extra iteration step (3.40). In
our numerical tests we have used the following
nmax s.t.
√
‖cnmax−1(tD)‖2 + ‖cnmax(tD)2‖ < ε. (4.8)
We remark also that all the ck are scalar so the cost of either (4.8), (4.7) is negligible.
The total time τ plays a role here, since the larger τ the more terms (Tk, ck) will
be needed to get |ck| below the threshold ε.
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4.1.2 Computation of the Expansion
In order to optimise the number of terms we evaluate, but without having to check at
each step whether we have already evaluated enough terms Tk, we propose to evaluate
first 〈Q̂(t)〉, at the final time τ , and to store the Nmax values of T̃k. We may prove that:
Theorem 4.1.1. Given a Chebyshev expansion for an exponential e−iLt̺0, if (4.8)
holds for a given time τ and small enough ε, then (4.8) holds for any time t ≤ τ .
Proof. From equation (3.40) it is clear that ck depends on the Bessel functions. If we
look at the asymptotic behaviour of the Bessel function of fist kind, for any k ∈ N , we








, lim t→ 0, (4.9)
where Γ(t) is the Euler–Γ and for n ∈ Z we have that Γ(n) = (n− 1)!. Equation (4.9)
shows that for any k 6= 0, in a neighbourhood of t = 0, Jk(t) is increasing monotonically
with respect to t. This behaviour is maintained for the whole interval [0, j′k] where j
′
k
is the first zero of the derivative of Jk. It is possible to show (see [2], Eq.9.5.2), that
k ≤ j′k; consequently we may say that if (4.8) holds for a given nmax at τ and τ ≤ nmax,
then we are in the monotonically increasing region for Jnmax and Jnmax+1. In this case,
equation (4.8) holds also for any t ≤ τ .
By applying Theorem 4.1.1 we are sure that we have stored enough T̃k for the whole
simulation, but that at the same time we are not evaluating any extra unnecessary
iteration of the Chebyshev formula.
4.1.3 Numerical Results
As in many other physical systems, nuclear spin dynamics provides a perfect setting
to test DEC, because the final outcome of the simulations is an observable, the free
induction decay (FID) signal, and this result is the sole important quantity, as it is the
only data available from experiments.
As Hamiltonian we assumed a sum of isotropic chemical shift and the isotropic term











JjlIj · Il. (4.10)
For the initial density matrix we set ̺0 = −Iy, that is the result of the application of
a so called x-pulse to a sample already under the effect of a strong constant magnetic
field along the z direction [53]. This is the usual initial condition when the acquisition
of the signal starts.
An illustration of the structure of the Liouvillian matrix is presented in Fig.4.1.
The sparsity depends on the number of interactions among the spins. In most cases
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Figure 4.1: Left: Sparse structure of the Liouvillian (n = 1024, nz = 6112) for a system
of 5 spins. Right: Structure of the Liouvillian (n = 16384, nz = 180096) for a system
of 7 spins. Both the systems are in a weak coupling condition, each spin interacts with
approximately half the other spins.
the J–coupling interaction matrix J is relatively sparse. In our numerical test a strong
coupling system, where J is dense and each spin interacts with every other spins, was
simulated.
Due to the fact that our implementation involves only matrix–vector multiplication,
techniques developed both for structured and unstructured sparse matrices may be
exploited.
For comparison of computational costs we tested this method with an increasing
number of spin particles using different methods to evaluate the exponential, as pre-
sented in the previous chapter.
In particular, to examine the error, we compared DEC with the expm function of
MATLAB, that uses a scaling and squaring algorithm with Pade’ approximation. In
this way we evaluate once for all U = e−iL∆t where ∆t is the stepsize of the simulation,
and then at each timestep we propagate ̺
̺n+1 = U̺n. (4.11)
It is well known that in terms of computational costs this simplistic approach performs
poorly, as this method do not exploit the matrix sparsity and in general is of order
∼ O(N3), so we compared DEC also with a Krylov expansion via Lanczos [78], the
Chebyshev expansion, and ZTE [44].
For the Lanczos method we have used the function expv of the package EXPOKIT
[78] written in MATLAB. This package is widely used within the numerical linear alge-
bra community [63]. All the numerical tests have been performed on a Dell PowerEdge
1950 wiht 4GB RAM and a DualCore Intel processors running in 32bit mode. The
language used is MATLAB.
The error-to-cost (measured in CPU time) diagrams are shown in Figure 4.2 for all
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Figure 4.2: Logarithmic comparison of computational costs for Chebyshev (CHEB),
Lanczos (expv), Zero Track Pruning (ZTE) and Direct Expectations via Chebyshev
(DEC), with ∆t = 0.1 N = 1000.
Figure 4.3: Logarithmic comparison of computational costs for Lanczos and DEC when
simulating for the same number of total steps N but with different stepzise ∆t. N =
1000 in both the cases.
the methods described.
It is clear that DEC is almost an order of magnitude more efficient than the alter-
natives. To avoid instabilities coming from the evaluation of the Bessel functions in
these numerical tests we set the tolerance to be ε = 10−7.
DEC performs at its best for short time simulations (i.e. when total time τ is small),
so that we do not need to evaluate a large number of Tk, and when at the same time the
use of small time step ∆t is required, as the cost for any step after the first is negligible.
For instance, while for all the other methods the cost of a 1000 step simulation with
∆t = 0.1, is at most half the cost of a simulation of 1000 steps with ∆t = 0.01, for
DEC there is a gain of almost an order of magnitude, see Fig.4.3.
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Matrix size expm expv Chebyshev ZTE Reduced1 DEC
16 0.08 0.99 0.54 1.06 8 0.39
64 0.1 1.41 0.68 1.79 30 0.60
256 0.17 1.88 0.95 2.26 112 0.76
1024 1.5 7.87 2.40 5.80 420 1.14
4096 40.84 29.78 9.60 24.51 1584 1.93
16384 165.06 102.92 112.85 6006 16.11
65536 677.22 129.93
262144 542.98
Table 4.1: Comparison of computational costs, CPU time in seconds, for ∆t = 0.1,
N = 1000.
4.1.4 Extension of DEC
It is interesting to explore possible extensions of DEC, in this section we focus on
two main directions. The natural question is whether it is possible to apply DEC
directly to the Schrödinger wave function. The extension to the Schrödinger case is
straigthforward as a wave function Ψ may always be written as a “pure state” in a
density matrix, in that case the density matrix is diagonal. In the Schrödinger wave
function the observables are still evaluated as
〈Q̂〉 = 〈Ψ|Q̂|Ψ〉, (4.12)
and for Ψ =
∑N
k=1 ckψk defined in a finite dimension Hilbert space we have that (4.12)
becomes











where Q is the matrix representation of Q̂ with entries Qij = 〈ψi|Q̂|ψj〉. The time
dependent values 〈Q̂(t)〉 can be evaluated via the propagation of the cj(t).
The other main extension would be the application of DEC in the case of a time
dependent Hamiltonian. The main issue is that as we have seen in Chapter 3 for a time
dependent Hamiltonian it is not possible to write an explicit solution for the propagator,
and more over it does not exist a Chebyshev expansion for a time dependent matrix
function. Consequently if H = H(t) we may apply DEC only on the trivial case where
H = H(t) = f(t)H0 where f(t) is a scalar. In this case for the propagator we have






and by setting τ ′ =
∫ t
t0




f(t′)dt′, where tj = j∆t of the evolution of a time independent Hamiltonian
H0. To properly apply DEC we need just to reorder in increasing order the τ
′
j and get
the largest for the evaluation of all the needed coefficients T̃k.
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4.2 Time Dependent Case
It is important to remark that while DEC is a general tool for the evaluation of expec-
tations, in NMR simulation the time dependency of the Hamiltonian is rather peculiar.
Due to the fact that it is possible to express H as a sum of spherical tensors, the time







where ωr is the rotation frequency and Fm are fixed matrices that depend on the spin–
spin interactions. Our aim in this section, is to develop a splitting method that takes
into account this particular time dependency.
4.2.1 Spherical Tensors Splitting
As a straightforward attempt it is possible to write down a splitting method [83, 98,







with LFm = Fm ⊗ Id − Id ⊗ Fm. We may also apply twice a Trotter–Strang type of
method to get a second order splitting
e−iL(tk)∆t ≃ e−iLF−2ω2(tk)∆t/2 . . . e−iLF1ω1(tk)∆t/2e−iLF2ω2(tk)∆te−iLF1ω1(tk)∆t/2 . . .(4 17)
× e−iLF−2ω−2(tk)∆t/2.
The main idea is now to develop a method that solves e−iLFjωj(t) as a function of
e−iLFj to be evaluated once for all for the whole simulation. An option is to perform a
complete diagonalization of each LFm = XmDmX
T






In this way after having evaluated the five matrix pairs Xj,Dj , we may get any value
̺k as a short sequence of matrix–vector multiplications. For the numerical tests we










k · Îj , (4.19)
where both ω0(t) and Jkj(t) now are time dependent. If we compare the computational
costs of this splitting method with a Lanczos method we see that for small matrices
the splitting approach is very convenient, but on the other hand when the matrix size
increases the cost of the diagonalization becomes extremely relevant, and the splitting
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Matrix size
Figure 4.4: Logarithmic comparison of computational costs with ∆t = 0.01 N = 1000,
Lanczos10 and split 2nd 10 are the results with N = 10000.
method becomes more expensive, see Fig. 4.2.1.
For the same reason it is not possible to use higher order splitting techniques [12], as
such techniques involve many matrix multiplications, making it less competitive than
Krylov–Lanczos from a computational point of view.
If we look at a single step, the cost of Lanczos is ∼ m×N2 where N is the size of ̺
and m is the number of iterations, as for each of these iteration we need to perform a
matrix vector multiplication, in our numerical tests m ≤ 10. For the splitting method,
on the other hand, we have that each diagonalization is of order O(N3), while each
subsequent step costs ∼ 5×N2 for the first order and consequently the cost of a single
step for the splitting theoretically would be roughly half the cost of a Krylov one. By
exploiting this fact it could be possible to have that for very long simulations eventually
the computational cost of Krylov overcomes the one for the splittings. In Fig. 4.2.1 we
show that for longer simulations the gap between the two costs is reducing with the
number of timesteps. However, as we show in the next section, the number of iterations
for Krylov depends strongly from the step size, as we will see in the next section it is
possible to propagate the system with as much as 5–7 iterations for very short time
steps, rendering effectively inconvenient the choice of the splitting method in this last
case.
In figure Fig.4.5 we show the expected behavior of the numerical errors for the first
and the second (symmetric) splitting methods.
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Figure 4.5: Logarithmic comparison of the numerical error, for a system with 4 spins,
Ttot = 100, ∆t = 0.02, 0.01, 0.005.
4.2.2 Diagonal Splittings
The splitting among the spherical tensors is the only “time independent” splitting but
it is not the only option. It is important to remark that in many NMR systems the
major interactions and consequently the largest elements in the Hamiltonian matrix
come from the external magnetic field. It is not unreasonable to assume an order of
magnitude between the ωj0 and the Jkj in (4.19), see e.g. Chap. 7 of [53]. If we call
LD and LN respectively the diagonal and the off–diagonal matrices built from L:
L(t) = LD(t) + LN(t), ∀t. (4.20)
We may split each each L(t) in a similar way as (4.17) and get :
e−iL(tk)∆t ≃ e−iLD(tk)∆t2 e−iLN(tk)∆te−iLD(tk)∆t2 . (4.21)
Both LD and LN are time dependent, we evaluate directly the exponential of LD at
any time because it is a diagonal matrix.
For LN we may use a Krylov–Lanczos with starting vector e−iLN(tk)∆t/2̺k−1. Due
to the fact that LN is more sparse than L we know that the iterations needed for the
evaluation of (4.21) are less than those needed for the evaluation of complete exponential
e−iL(tk)∆t, resulting in better perfomance.
The natural comparison of such method is the Krylov–Lanczos with different con-
vergence tolerances. As seen in the previous chapter, the number of iterations m are
related with the the chosen tolerance via
t[Tm]m+1,m‖e−itTm‖m,1 ≤ ε. (4.22)
where Tm is the tridiagonal matrix resulting from the m–th Lanczos iteration.
In Tab. 4.2.2 we compare the different methods: the diagonal splitting (DS), and the
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Table 4.2: Relevant data for Diagonal Splitting and Krylov–Lanczos, ∆t = 0.01, N=
1000.
Figure 4.6: Logarithmic comparison of the computational costs , for Krylov–Lanczos
with different tolerances and Diagonal Splitting, ∆t = 0.01, N = 1000.
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Krylov–Lanczos iteration with 3 different tolerances 10−13(L13), 10−7 (L7), 10−4(L4).
For the error evaluation we choose L13 as the benchmark. All of these methods present
the same behavior (in terms of averaged number of iterations and of errors) when the
size of the system increases. In Fig. 4.2.2 we compare the different performances as the
system scales, we see that DS performs up to 30% better than L7, and, as shown in
Tab. 4.2.2, the errors are comparable. The computational costs of DS and L4 are very
similar but as outlined in Tab. 4.2.2 the error of L4 is orders of magnitude larger than
the one of DS.
For large matrices there is not much difference among the methods in terms of the
total time. This is due to the fact that for large matrices the cost for the update of the
time dependent coefficients in the Hamiltonian becomes important, and can take the
higher percentage of the total simulation time. As an example we see that for a 7 spins
system we have a total time of 130 sec for L7, and 115 for DS, but if we compare only
the time spent on the propagation routine we see that it takes 52 sec for L7 and only
31 for DS to evaluate it.
Overall we see that, if we consider only the cost of the propagation, DS provides
a better cost–to–performance behavior than Krylov–Lanczos, roughly 30% better. At
the same time the error for this approximation remains comparable with high tolerance
Krylov–Lanczos methods.
4.3 Discussion
In this chapter we have presented results for both autonomous and non autonomous
Liouville–von Neumann equation. For the autonomous case DEC method has been
discussed. At this point an extension of this method to the time dependent case looks
very difficult mainly to the fact that it has not yet been developed an analog for the
Chebyshev expansion for non autonomous systems. There are however other possible
directions of research:
• It would be interesting to perform some numerical tests using DEC to solve the
Schrödinger equation rather than the Liouville–von Neumann equation.
• As we will show in the next chapter the Chebyshev expansion has been used to
solve for short time length the Liouville–von Neumann equation in the case of
open quantum systems [97, 35]. We could apply DEC in this case and compare
the performances with other exsting methods. The main difference is that the
Liouvillian is not Hermitian, so it is not possible to use a Krylov–Lanczos method
but the more expensive Krylov–Arnoldi algorithm should be applied. Potentially
DEC would perform even better than in the closed dynamics case.
For the time dependent Hamiltonian case the main direction of research would be the
development of better splitting techniques. By exploiting the characteristic of the time
dependency it may be possible to find other ways of splitting the Hamiltonian rather
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than the simple diagonal and non–diagonal. For instance we might apply some splittings
methods that have been developed for classical Hamiltonian like H = H0(t) + ǫH1(t),
with ǫ≪ 1, [47].
We have also checked that, due to the fact that for very short timesteps the con-
vergence of the Lanczos iterations is reached within the first 2− 3 steps in these cases
the best approach in terms of error–to cost is definitely Krylov–Lanczos.
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Chapter 5
Open Questions for Open
Quantum Systems
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In this chapter we present a work in progress that has been carried out in the last
part of my PhD.
5.1 Open Quantum Systems
As we saw in the previous section, spin relaxation plays a fundamental rule in Nuclear
Magnetic Resonance (NMR).
Nuclear spin dynamics has become a hot spot of research also as a single spin
is one of the most plausible candidates to be a qbit, the fundamental brick for the
construction of quantum computers [21, 91]. The main reason of this choice is that it
is possible to build up coherences between states, like spin up and spin down that last
up to seconds, for some particular states with a zero total spin even a length of minutes
have been measured [17]! Another important reason for the choice of a nuclear spin
as qbit is that it is very easy to rotate the spin, i.e. to modify the information, via
selected pulses [90]. One of the main task that needs to be accomplished on the road
to quantum computing is exactly being able to have long time coherences. In a general
quantum system coherences between states are destroyed after a short while because
of the fact that a quantum system is never fully isolated. In a fully isolated (closed)
quantum system once a coherence has been built up it will last, however if the system
is interacting with an external environment then the coherence will be destroyed.
For this extremely important task a great deal of effort has recently been put towards
a better description of open quantum systems, i.e. of quantum systems exchanging
energy with an external environment. So far however there are still few numerical
methods explicitly developed for the simulations of such systems.
In order to describe the dynamics of such a system we need to introduce the concept
of open quantum system. If we look at the propagator for the Schrödinger equation for
the time independent Hamiltonian case, we see that
|Ψ(t)〉 = U(t, t0)|Ψ0〉, U(t, t0) = e−iH(t−t0), (5.1)
is a unitary propagator. The dynamics of this system is conservative, as an example
it is straightforward to see that if the initial |Ψ0〉 is an eigenvector of the Hamiltonian
then the system will remain in that state for the whole duration of the evolution but
for a phase factor
|Ψ(t)〉 = e−iH(t−t0)|Ψ0〉 = e−iλt|Ψ0〉, (5.2)
where λ is the eigenvalue associated with the eigenvector Ψ0. (5.1) holds only for
an isolated system that does not exchange energy with the environment. In most of
physical cases, the size of an “isolated system” would be extremely large, with possibly
tens, or even hundreds of molecules. It is very difficult or even impossible to simulate
such a system without making some approximations. At the same time if we are
interested on relaxation to equilibrium we need to take into account some kind of
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interaction with an external bath at a given temperature.
5.2 Spin Relaxation
In this section we describe from a phenomenological point of view the relaxation process
for a nuclear spin system. After a pulse, or a sequence of pulses, the system is put out
of equilibrium, then via external and internal interactions, relaxation processes take
place and the system recovers the equilibrium state. During this period of time the
FID signal is measured. The main effect of the relaxation is to smooth the peaks in the
FID spectrum, which otherwise would be a set of delta functions. From a numerical
point of view the inclusion of relaxation is not straightforward and the main issues are
related to the description of the environment that is responsible for the relaxation.
The FID is then the expected value of the Ip operator where Ip = Ix + Iy. It
measures the “coherence” between different states
f(t) = Tr{̺(t)Ip}. (5.3)
To make an example, if the system is composed only by one spin, and the Hamiltonian
is H = −ω0/2Iz , the FID is
f(t) = e−iω0t, (5.4)
i.e. an oscillating solution and the spectrum is a delta function peaked at the energy gap
ω0 between the two states. Again this is due to the unitary nature of the propagator.
But this is clearly not the outcome of the experiment, rather than being a unitary
propagation the density matrix will be degraded by relaxation processes to the equilib-
rium density matrix ρeq, and this would gradually destroy the coherence. In fact the
“coherence” between two different quantum states {|i〉, |j〉} is measured by the offdi-
agonal element ̺ij . As we have seen in Chapter 1 the equilibrium density obeys the




An extremely crude approximation, that is mostly used in the NMR simulation
community is to damp the signal f(t) by multiplying it with an exponentially decaying
function so that the (5.4) becomes
f(t) = e−iω0t−γt. (5.6)
Usually γ is evaluated via careful fittings of experimental data of various systems. Even
if the results of this process are then comparable with most of the experiments, this
approximation might be too in some cases crude, for two main reasons:
• it assumes an exponential decay, and this is not always the case, especially if
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relevant quantum effects affect the motion of the particles [15, 40];
• it assumes the exponential coefficient γ to be the same for the all contributions
to the signal, contributions that may be due to very different phenomenona, with
very different relaxation parameters.
5.3 Theory of Open Quantum Systems
The theory of spin relaxation has been studied for more than forty years now [1, 30].
The spin relaxation process may be be viewed as a part of open quantum system theory.
Currently there are two main ways to introduce dissipation–relaxation phenomena into
quantum systems. In this section both of these methods will be presented, underlining
the strengths and the weaknesses of them. For a general literature review on these two
methods see [14, 67].
5.3.1 The Bloch–Redfield Method
The first method had been initially developed in the field of nuclear spin dynamics. We
sketch here the steps for this method:
• The starting point is to couple the quantum system S with a thermal bath B.
• Next we write down the Hamiltonian for the full system H = HS +HB +HI(t),
where HS and HB are the Hamiltonian respectively for the isolated system and
the isolated bath, and HI(t) the term describing the interaction. The dynamics
of the whole system is unitary, we will call S + B universe while S will be the
system and B the bath.
• Finally we may write down an equation of motion for the reduced density matrix
̺S = TrB{̺} where ̺ is the density matrix of the whole (S + B) system. It is
possible to prove that the reduced dynamics is described by a dynamical map
that is dissipative and that will bring the system to its equilibrium.
Clearly depending on the interaction term HI(t) and on the bath characteristics
we may have different solution for ̺S . This approach is usually called the perturbative
treatment, in the sense that some approximations regarding the nature of the interac-
tion Hamiltonian are needed. The interaction Hamiltonian HI acts as a perturbation
to the states of the system that are the eigenvectors of HS. It is also possible, but we
will not go in details here, to develop a similar set of equations assuming a second order
perturbative expansion of the exact solution for ̺S [30, 28].
Following [14], we will focus only on the weak–coupling case where the interaction
HI(t) is much smaller than both HS and HB. The Hilbert space for the universe is a
direct product of system and bath parts
H = HS ⊗HB, (5.7)
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this happens because any state of the universe can be written as a direct product
between a bath and a system state; the density matrix consequently is
̺ij,i′j′ = 〈ψSi |〈ψBj | ˆ̺|ψBj′ 〉|ψSi′ 〉. (5.8)
The reduced density matrix may be evaluated by performing a partial trace of ̺ij,i′j′




̺iji′j = TrB{̺}. (5.9)
If we rewrite the Liouville–von Neumann equation for the universe in the interaction
picture we have that
d ˜̺(t)
dt
= −i[H̃I(t), ˜̺(t)], (5.10)
where f̃ = eiH0tfe−iH0t is the expression for the quantity f in the interaction picture.
We suppress now the ∼ as every expression will be written in this picture. A formal
solution for ̺ gives





if we insert this expression into the (5.10) we get
d̺
dt














We may assume it is always possible to combine HS,HB ,HI such that the first term
TrB[HI(t), ̺(0)] = 0. At this point we make the first approximation, known as the Born
approximation in the literature. We suppose that, because of the weak coupling between
the sytem and the bath, the influence of the system on the bath is small, consequently
the density matrix of the bath ̺B is only negligibly affected by the interaction with the
system and we may approximate the density matrix of the universe as
̺(t) ≃ ̺S(t)⊗ ̺B , (5.14)
it is important to underline that this does not mean that there are not excitations on
the bath caused by the system, but simply that these excitations decay over shorter
times than those involved in the dynamics of the system. With this first approximation










In order to achieve a Markovian limit for the memory kernel we first suppose that the
timescales that matter in the integral are short enough that we may replace ̺S(t
′) with







′), ̺S(t)⊗ ̺B]]dt′, (5.16)
the last is called Redfield equation. (5.16) is not yet a Markovian master equation as it
still contains an explicit dependence on the initial state of the system at time 0. The
last step is the substitution into the integral of t with (t− t′) and the extension of the
upper limit of it to infinity. This is permissible if we assume that the integrand function
decays to zero sufficiently fast for t′ ≫ τB, where τB is the time scale over which the
bath correlation functions decay, and this τB needs to be large than τR that is the time






TrB[HI(t), [HI(t− t′), ̺S(t)⊗ ̺B]]dt′, (5.17)
This whole approximation procedure is called the Born–Markov approximation in the
literature [14].
Let us now focus on the interaction Hamiltonian, we may decompose it into a direct





where Aα is a set of system operators and Bα is a set of environment operators. We
define the bath correlation functions
Cαβ(s) = 〈B†α(t)Bβ(t− s)〉 = TrB{B†α(s)Bβ(0)̺B}, (5.19)
where in the last term we have supposed that ̺B is stationary, i.e. [HB, ̺B ] = 0. We






















From (5.20) it is clear that via different choices of correlation functions for Cαβ we may
completely define the features of the bath (like the temperature, or the spectrum). The
main drawback of this method is that there is plenty of evidence that in some cases
this equation does not satisfy some of the basic requirements of the reduced density
matrix [28].
Any density matrix by definition contains information about the probability of find-
ing the system in a certain configuration. So we need ρ(t) to satisfy some requirements
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throughout the whole evolution, [96]. We need ρ(t) to be:
• Hermitian, so that all the probabilities are real;
• Trace–preserving, because the sum of the probabilities over any complete set must
be one;
• Positive, otherwise some probabilities might be negative.
Because of the perturbative approach some of these requirements might not be
fulfilled. Given the fact that the eigenvalues of ̺S describe the probability to find the





wk > 0, (5.21)
It has been known for many years now that if the initial conditons ̺S(t0) are put close
to the boundary of (5.21) then (5.20) does not preserve the positivity [3, 82]. It has
been claimed that this non conservation is due to the fact of not having taken into
account the memory effects in the early time evolution, at those times < τB the bath
correlation functions are rapidly varying and they cannot be consider time independent,
this affects the dynamics of ̺S that cannot be accurately described by (5.20).
5.3.2 The Lindblad Form
There is another approach, where the model is built up starting by the previous re-
quirements, these may be summed up by asking the propagator for ̺ to be a generator
of a dynamical semigroup.
Starting form the propagator for the universe U(t, 0), we may define a dynamical
map Λ(t) s.t.
̺S(t) = Λ(t)̺S(0) = trB{U(t, 0)[̺S(0)⊗ ̺B]U †(t, 0)}. (5.22)
Λ(t) is a one–parameter family of dynamical maps satisfying the semigroup property
Λ(t1)Λ(t2) = Λ(t1 + t2).
We may look at the most general form for the generators of the map Λ(t) such that
̺S conserves its properties.
The main papers on this area are [54, 32] and we follow [14] for a brief description
of the mathematical basis of the theory.
If the evolution is Markovian, Lindblad, [54] proved that the most general generator
of a dynamical semigroup has the form:
d
dt
















where N is the dimension of the Hilbert space. and the Γn are called the Lindblad
operators and are appropriate linear combinations of a complete set of orthonormal
operators for the system S.
The γn are coefficients related to the orthonormal set Γn and have to be greater than
0; they are set by hand to get some fundamental conditions like the detailed balance
to be fulfilled. Albeit the Lindblad theory provides to be formally correct and avoids
any pitch-fall like the negative probability, suffers from not being able to describe any
features of the bath.
As an example of the form the Γ take we use the Lindblad form to describe the
dissipation for a two state system,i.e. a single spin for which we set H0 = −12ω0Iz, for
simplicity of notation in these two examples we will drop the S from ̺S .
The first example is for a population preserving decay, we take a single Γ =
√
γσp
that is the Pauli matrix σp = σx + iσy, with only a non zero entry at the position







For this system the solution for ̺(t) reads












Another more interesting dissipation phenomena occurs when we consider for the same











Γ1 describes the relaxation from |α〉 to |β〉 with the emission of energy, Γ2 describes
the reverse relaxation from|β〉 to |α〉, and Γ3 describes a pure dephasing process. The






























We have two different relaxation times T1 and T2 for the diagonal and off–diagonal
terms given respectively as
1
T1






(γ1 + γ2), (5.29)
and at the equilibrium we have that for the populations there holds ̺eq11γ1 = ̺
eq
22γ2. In
order to have the detailed balance condition satisfied we need to choose γ1, γ2 such that
γ1
γ2
= e−βω0 . (5.30)
Let us now go back to the Bloch-Redfield equation (5.20), under the new light
of the idea of dynamical semigroup and see what other approximation we need to
perform in order to insure that the dynamics generated in (5.20) is effectively in a
quantum dynamics semigroup. It is possible to reduce the Bloch-Redfield equation to
a Lindblad form but some stronger assumption regarding the bath is required, the so
called rotating wave approximation (RWA), otherwise the γn are not positive.
The first approximation for the RWA is to assume that the spectrum of HS is






where Π(e),Π(e′) are the projector onto the eigenspace with eigenvalues e, e′, and the
sum runs over all the energy eigenvalues of HS with a fixed energy difference ω. Con-
sequently we have that












































where the Cαβ(s) are again the bath correlation functions. The RWA approximation
consist in the elimination of all the term for which ω′ 6= ω from the double sum in
(5.38) . The reason behind this choice is that the relaxation time of the bath τB is
assumed much larger than the timescale of the evolution of the system ∼ |ω′ − ω|−1.
This means that the terms for which ω′ 6= ω will oscillate very rapidly during the time
τB over which ̺B varies. This approximation is called for obvious reasons Rotating









†(ω)−A†α(ω)Aβ(ω)̺S(t)) + h.c., (5.41)
this last equation may be written as a Lindblad form, and it is also possible to prove that
Γα may be split into an imaginary and real part, where the imaginary part contributes
to the Unitary Hamiltonian dynamics and it is called Lamb–shift as it modifies the
energy levels as the Lamb effect in quantum electro dynamics calculations [76].The real
part is positive and plays the role of γα in the Linbdlad equation [14].
For the RWA it is possible to prove that if the bath is at the equilibrium, and the
density matrix ̺B for the bath at the equilibrium obeys the Boltzmann–Gibbs distri-
bution with respect to the Hamiltonian HB, then also the only asymptotic equilibrium





To prove (5.42) we use the Kubo–Martin–Schwinger relation that relates the correlation
function, in fact for Cαβ(t) there holds
Cαβ(t) = 〈B†α(t)Bβ(0)〉 = 〈B†β(0)Bα(t+ iβ)〉, (5.43)
from there we get
Γαβ(−ω) = e−βωΓβα(ω), (5.44)








Ten years ago some studies were carried out aiming to generalize the Lindblad form
in the case of time dependent semigroup generators [89].









j (t)Wj(t) = 1 at any time t guarantees the conservation of
the trace.
The general form may be written as
d
d
̺(t) = L(t)̺(t), (5.48)
L(t) = LH(t) + LD(t), (5.49)






dk,l{[BkM,B†l ] + [Bk,MB
†
l ]}. (5.51)
where we have assumed that each Wm(t) can be expanded in a fixed basis Wm(t) =
∑




ml(t). The main issue within this approach is that
the existence of a generator L(t, t0) for the dynamical map Λ(t, t0) is not always possible
[89].
More recently [96], starting from the point that the Lindblad form describes the
most general generator of a dynamical semigroup only in the time independent case,
proved that it is possible to preserve the positivity also when the λn in (5.23) are not
positive if either they or the operators Ln are are time dependent. The proof is based
on the fact that if L is a generator of a dynamical semi–group, then L needs to be
translational invariant, i.e L(t, t0) = L(t − t0), but this is not the case if L becomes
time dependent.
5.4 Numerical Methods
From a numerical point of view it is convenient to rewrite the differential equation for
the reduced density matrix ̺S as follows:
d̺S(t)
dt
= −i[H, ̺S(t)] +D(̺S(t)) = L(̺S(t)). (5.52)
D is called the dissipator and depends on which approach is chosen, and on the inter-
action Hamiltonian. Both D and L are operators acting on an operator, the density
matrix, for this reason they are sometimes called superoperators in the literature. From
now on we will not consider anymore the density matrix for the bath degrees of freedom
and consequently we drop the sub–notation S on the quantities in (5.52).
As a first example we take a simple but very used model coming from a simplified
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Redfield equation [71, 96]. If HI is chosen to be a single product of a system and a bath




= −i[H, ̺]− {AΛ̺− ̺Λ†A+ Λ̺A+A̺Λ†}, (5.53)





Once the system is written as (5.52) we may see that it is possible to get a solution for
̺(t) via different methods. A direct approach is to solve (5.52) as a matrix exponential
[43],
̺(t) = e−iLt̺, (5.55)
the only difference with a usual Liouville equation is that now L is not Hermitian.
Among the methods that have been suggested for the evaluation of a non–Hermitian
matrix exponential when solving (5.55) there are the Arnoldi method presented in
Chapter 3, and the Chebyshev polynomial expansion [35]. We remark here that extra
care needs to be observed when applying the Chebyshev expansion for (5.55) as the
matrix is not Hermitian, as generally the series diverges for nonreal arguments. However
it has been numerically shown [5] that the series may still converge for small imaginary
part of the eigenvalues of L.
We mention here that it is possible to write a symplectic integrator algorithm for an
analogous classical canonical system, for the general Liouville–von Neumann equation
both for closed and open systems. We may define two coupled canonical variables
Q(t) = ̺(t), (5.56)
P (t) = ˙̺(t),




[P TP +QTWQ], (5.57)
where W = −L2. We may then write down the equations of motion for Q and P and
we get
Ṗ = −WQ(t), (5.58)
Q̇ = P (t), (5.59)
with this last set of equations we may use any symplectic algorithm that has been
developed in the literature for the classical case, see [36, 52] for some examples of these
algorithms. For more details about this method see [33, 9], for a specific applications
to the Redfield equation see [43, 42].
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Another possible approach treats differently the unitary and the dissipative terms.
It is possible to solve via usual methods the unitary term of (5.52), to get a propagator








The first line is immediately solved as in the closed system case: ̺(t) = U(t)̺0U
†(t).
For the second equation everything depends on D, if it comes from a Lindblad form or
from a RWA approximation it is linear with respect to ̺.
In this case it has been suggested in the literature to use a (explicit) midpoint rule
[77], solving directly
̺n+1 = ̺n + δtD(
1
2
(̺n+1 + ̺n)). = G(δt)̺n, (5.62)















The main advantage of such approach is that it in the limit of small approximations it
recovers the unitary nature of the propagator for the isolated system.
When dealing with the Redfield equation, D is time indepent in (5.52) as it is a
Markovian approximation of the memory kernel. Recently a Runge–Kutta(RK) method
has been applied both for a Markovian and for a non–Markovian type of dynamics where








K(t, t′)̺(t, t′)dt′, (5.65)
(5.66)
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where K is the memory kernel. If we apply a generalized RK scheme we get




bjL(tn + cjδt, Pn,j , Zn,j), (5.67)




ajlL(tn + clδt, Pn,l, Zn,l), (5.68)












bkD(t, tl + ckδt)Plk. (5.70)
aij, bj andcj are the RK parameters and depends on the order and the number of stages
of the chosen RK method. The comparison of the numerical results with a four stages
fourth-order RK for a simple system where in good agreement with theoretical data in
both the Markovian and the non-Markovian system [48].
5.5 The Augmented Dynamics Relaxation Approach
In this section we present the new approach we have been developing. Starting from
the point of view that the Lindblad form is not a necessary condition in the case of time
dependent coefficients [89, 96], nothing prevents us to try to develop a method that
preserves the characteristics we need for the density matrix, while retaining greater
flexibility than the Lindblad form would allow. The final aim would then to use this
greater flexibility to the introduce some physical features of the bath.
Recalling the initial problem we may generalise it as follows: we have an initial
equation of motion for ̺
˙̺ = g0(̺), (5.71)
where generally g0(̺) = −i[H0, ̺], H0 and ̺ being the Hamiltonian and the density ma-
trix of the system we want to simulate. We suppose also that we know the equilibrium
value ̺eq we want to reach.
We may formulate this problem by adding a set of external dynamical variables ξ
that depends on ̺. The augmented system then becomes
˙̺ = g(ξ, ̺),
ξ̇ = f(ξ, ̺), (5.72)
where for the external variables y there holds g(ξ = 0) = g0 and f(ξ, ̺) describes the
dynamics of the augmented variables. Let us recall the requirements we want to fulfill
for the dynamics of ̺:
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• there exists only one equilibrium point of the augmented system (̺eq, ξeq) i.e.
g(ξeq, ̺eq) = 0,
f(ξeq, ̺eq) = 0, (5.73)
• the trace of ̺(t) is preserved;
• the positivity of ̺(t) is preserved;
• ̺(t) is Hermitian.
Ideally we would like the the augmented terms into g to “turn off” once the equilibrium
is reached i.e.: limt→∞ g(ξ, ̺) = g0(̺), but it might not be possible to have also this
extra requirement. We have complete freedom for both g, in terms of the dependence
on ξ, and f . The aim of this method is to exploit this freedom and to use it to mimic
for instance, a certain physical effect that we know influence most the relaxation of the
system, or to have the dynamics of the extra variables to mimic some features of the
environment. We may summarize this attempt with a question: if it is possible to build
up a sequence of unitary propagators Un = e
−iH(ξn)∆t such that the final evolution of
̺(t) has a dissipative nature. The main difference of this attempt with either the Bloch–
Redfield theory, or with the Lindblad form is that with this Augmented Dynamics
Relaxation (ADR) the Hamiltonian structure of the dynamics is fully preserved. We
are not adding any extra term like the relaxation core D, wether with a memory kernel
in a Mori–Zwanzig [64, 99] type or equation or with a the Markovian approximation like
in the Bloch–Redfield case or the sum over the trace–class operators in the Lindblad
form. For this reason, the dynamics described by (5.72) is piece–wise unitary and so
the positivity condition, the Hermitian condition and the conservation of the trace for
̺ at anytime are immediately fulfilled. For the same reason also the positivity of ̺ at
anytime is not a problem.
The only remaining issue is the study of the stability points of the augmented
system. Obviously it is extremely difficult to fully analyze that, for this reason as first
step we try to verify the method for a simple system.
5.6 Augmented Dynamics Relaxation on a Toy System
The simplest system that can be studied in this framework is a two–state quantum
system coupled to a bath. For simplicity, we set the unperturbed Hamiltonian of the















for the evolution we have that ̺(t) = U(t)̺0U
†(t) where
U(t) = e−iHt. (5.76)
Looking term–by–term at the equation of motion for the density matrix we have:
˙̺[1,1] = 0, (5.77)
˙̺[1,2] = −2iω̺[1,2], (5.78)
˙̺[2,1] = 2iω̺[2,1], (5.79)
˙̺[2,2] = 0. (5.80)
As expected this set of equations will never reach ̺eq.
Because of the conservation of the trace we have that ̺[2,2] + ̺[1,1] = 1; and since ̺
is Hermitian ̺∗[1,2] = ̺[2,1]. For this reason we may introduce a three–variable system
that fully describes the dynamics of ̺. We define
ρ1 = ̺[1,1], (5.81)
R2 = = Re(̺[1,2]), (5.82)
I2 = = Re(̺[1,2]). (5.83)
In the general case to preserve the Hermitian nature of the Hamiltonian we may set
g(y, ̺) =
[
ω + h1(y, z) +h2(y, z)− ih3(y, z)
h2(y, z) + ih3(y, z) −ω − h1(y, z)
]
, (5.84)
where ξ = (y, z). (5.84) may be written in a compact form as a parametrized Hamilto-
nian with the help of the Pauli matrices
H(y, z) = (ω + h1)σz + h2σx + h3σy. (5.85)
We may write the equation of motions for each degree of freedom
ρ̇1 = −2(h3R2 + h2I2), (5.86)
Ṙ2 = 2(ω0 + h1)I2 + h3(2ρ1 − 1), (5.87)
İ2 = −2(ω0 + h1)R2 + h2(2ρ1 − 1). (5.88)
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where Un(∆t) = e
−iH(ξn)∆t. It is important to remark that the previous system is not
a quantum–classical dynamics because we are not averaging over any system or bath
degrees of freedom, so those particular challenges that could come from a quantum–
classical approach [69, 7, 29] (e.g. infinite temperature behavior, not satisfaction of the
detailed balance condition,...) are avoided from the beginning.
5.6.1 First Attempts
From (5.85) we see that, even for the simple two–states system there is an extreme
freedom in the choice of the hj and on f(ξ), in this section we show the numerical results
of some of these choices. To start this section we present some results we obtained with
a “guessed” augmented dynamics, later we give some mathematical basis on how to
choose it. However we stress that we have not found yet a satisfactory expression for
the augmented dynamics which fulfills all the requirements of the previous section. The
details for this guessed dynamics are
h1 = 0, (5.89)
h2 = y, (5.90)
h3 = z, (5.91)
ẏ = I2 − (ρ1 − µ)2y, (5.92)
ż = (ρ1 − µ)− z. (5.93)
This result is particularly interesting as it shows that it is possible to describe an
overall relaxation process as a sequence of parametrized Hamiltonian evolution steps.
At the same time this result is not satisfactory as the steady states reached by R2 is
wrong.
In order to have a clearer picture of the behavior of the critical points we need to
analyse the Jacobian.









0 −2h3 −2h2 −2R2∂yh3 − 2I2∂yh2 −2R2∂zh3 − 2I2∂zh2
2h3 0 2(ω0 + h1) 2I2∂yh1 + (2ρ1 − 1)∂yh3 2I2∂zh1 + (2ρ1 − 1)∂zh3
2h2 −2(ω0 + h1) 0 −2R2∂yh1 + (2ρ1 − 1)∂yh2 −2R2∂zh1 + (2ρ1 − 1)∂zh2
∂ρ1f ∂R2f ∂I2f ∂yf ∂zf












Figure 5.1: Dissipation on all the ̺ elements, wrong steady states for R2, µ is the
equilibrium value for ρ1.
at the desired equilibrium (ρ1 = µ, R2 = I2 = 0), and making the reasonable assump-









0 0 0 0 0
0 0 2ω ∂yh3µ̃ ∂zh3µ̃
0 −2ω 0 ∂yh2µ̃ ∂zh3µ̃
∂ρ1f ∂R2f ∂I2f ∂yf ∂zf










where µ̃ = 2µ − 1 and all the functions are evaluated at the equilibrium point. From
(5.95) it is clear that the spectrum of this matrix at the equilibrium point will always
contain at least an eigenvalue with 0 real part, so an asymptotic stability is impossible.
This happens because of two reasons:
• at the equilibrium point most of the density matrix terms have to go to 0;
• g(̺, ξ) is linear in ̺ because has to have the form g(̺, ξ) = −iH(ξ)̺+ i̺H(ξ);
• we are assuming hj = 0 at the equilibrium to gain back the unperturbed Hamil-
tonian.
These factors together assure that there will be full rows of zeros in the Jacobian at the
equilibrium. Due to the large number of parameters, and due to the fact that partial
derivatives of unknown functions are involved it is difficult to perform a full analysis of
(5.95), we can however make some general observations, and try to get a satisfactory
solution of (5.95) using some simplifying assumptions.
From (5.95) it is clear that if we want the non–zero eigenvalues to have negative real
part we need to have ∂yf + ∂zg < 0, and this is why in our guessed dynamics we put
an exponential decaying term on both y and z (5.89). On the other end it is possible
to prove that if we assume ∂ρ1g = ∂R2g = ∂y = 0, we get a quartic polynomial for the
eigenvalues
λ4 + λ3(∂zg + ∂yf) + λ
2α+ λβ + γ, (5.96)
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Figure 5.2: Phase Portrait for the parametrized pendulum.
where α and β are combinations of partial derivatives of (5.95).
The main issue with this simplification is that, to get all the roots of (5.96) in the
left hand side plane we should have all positive coefficients, but (∂zg + ∂yf) has to be
negative. Similar simplifications led to the same results.
The current direction of work is on the analysis of the full (5.95) without any
assumptions, looking for equilibrium points which satisfy the requirements of the pre-
vious section. Any attempts of analysis with simplified versions of (5.95) has been so
far unsuccessful.
From a qualitatively point of view, if we look at (5.86) we see that when R2 and I2
reach the equilibrium value, this also sets ρ̇1 to zero. In fact if we build the augmented
dynamics in order to drive R2 and I2 to the equilibrium we then get a steady state
for ρ1, as the derivative goes to zero as R2 and I2 go to zero, but the value of ρ
eq
1 is
not the desired one and depends on the initial condition. A similar behavior may be
described for R2, I2 with respect to the augmented variables, see Fig. 5.1. To explain
better this behavior we take as an example a simple harmonic oscillator, where the
















We may ask whether it is possible to find a function f(t) = ẏ such that given (q0, p0) 6=
(0, 0) the system dissipates energy and relaxes to (0, 0).
In Fig. 5.2 we show the phase portrait of (q, p) for f(t) = −0.1y − p, we pick 0.1 as
a prefactor to have a slow dissipation in that variable. It is clear that the parametrized
frequency introduces a dissipation on the system, and we reach a steady state with
peq = 0, but the steady state qeq 6= 0 and depends on the initial choice of (q0, p0). In
fact we are draining energy from the system and when y reaches 0 then the system
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freezes and remains there, the higher the energy of the initial state (q0, p0) the longer
it takes to dissipate and this explains why we get a dependence on the initial state.
From this simple example we see from Fig. 5.2 that the dynamics of the parametrized
system is extremely different from a dissipating (spiraling toward zero) oscillator.
A possible explanation of this dependence from the initial conditions comes from
a perturbative expansion of the (5.72), in fact we may consider the component of the
Hamiltonian which depends on the augmented variable as a time dependent perturba-
tion ǫV (t) to H0 and write, using the Liouvillian,
˙̺(t) = −i(L0 + ǫLV (t))̺(t). (5.98)
We then expand ̺(t) and the initial value ̺0 about the equilibrium value ̺eq:
̺(t) = ̺eq +∆̺(t), (5.99)
̺0 = ̺eq + δ̺0. (5.100)
(5.101)
With this change of variable we get an equation of motion for ∆̺(t)
∆̺̇(t) = −i(L0 + ǫLV (t))(̺eq +∆̺(t)), (5.102)
at the second order approximation we have
∆̺̇(t) = −i(ǫLV (t)̺eq + L0∆̺(t)), (5.103)
where L0̺eq = 0. This last equation (5.103) is at the basis of the Linear–Response
theory [87]. We may solve it and get an integral expression for ∆̺(t),




in this new form the steady state we want to get is ∆̺(t) = 0, from (5.104) we see
that, in order to get ∆̺(t̃) = 0 for some t̃ the choice of the augmented expression LV (t)
depends on the initial condition δ̺0.
This dependence on the initial conditions gives us a clear indication that the system
is not chaotic enough, in fact for a system to be chaotic we should observe a loss of
dependence from initial conditions.
5.7 Discussion and open questions
As this whole chapter is about a work in progress, we underline here the partial results
we have obtained so far and the open questions which have arisen, we will also provide
some future directions of research.
The new ADR method consists on the introduction of an artificial parameter with
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the aim of driving the augmented system to the desired equilibrium. We showed nu-
merically that it is possible to drive the system to steady states via a time dependent
variation of the Hamiltonian. We are also able to drive two of the three variables to
the expected equilibrium values.
From one hand in this way the issues related to the unphysical behavior of the
Bloch–Redfield method are overcome, and also the requirements are looser than those
for the Lindblad form. If we are interested only on dissipation over particular degrees
of freedom, such as for instance for a population preserving decay then ADR may
be already applied, and we have shown numerically that it is possible to have a non
exponential decay, see Fig.5.1.
At the same time there are still challenges to overcome, mainly:
• it is difficult to control the augmented system, even for a simple system and the
analysis of the Jacobian (5.95) proved to be a difficult challenge;
• at this point we have not been able to determine a strategy to give some directions
for the choice of the augmented dynamics in the general case;
• both numerical tests and a perturbation expansion show that there is a depen-
dence on the initial conditions that needs to be analyzed;
• this great freedom may result in an augmented dynamics substantially distorted
from the original one, modifying important features of the system like creating
artificial steady states that do not exist in the original system.
The two main strands of future researches consist of the analysis of the existing
method, mainly a study of the behavior of the equilibrium points in the parameter
space, and on the exploration of possible extensions of ADR: for the analysis of the
current method it might be necessary to apply bifurcation theory techniques for the
study of the Jacobian (5.94) in the general case, with the aim of getting at least par-
tial information (such as those we had for ∂gz and ∂fy), to guide the guess for the
parameters.
In particular as observed before, we need to develop an augmented dynamics com-
plex enough to observe a chaotic and dissipative behavior on the real system. In fact
if the augmented dynamics is not complex enough, it is not possible to spread the en-
ergy of the system into the augmented degrees of freedom, which have to behave like a
chaotic reservoir.
Because of that it would also be interesting to add an extra artificial particle and to
use it to drive the system to the desired equilibrium, with the extra degrees of freedom
it would be possible to create a sufficiently large chaotic reservoir in which the energy
of the system would be allowed to spread, resulting in a decay on the steady states. At
the same time dealing with a large number of degrees of freedom may result on extra
difficulties for the control of such dynamics, to insure the decay of the system on the
proper steady state.
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Another possibility is to link ADR with the well known spin boson system. It is
possible to prove that the interaction of an infinite harmonic bath on the system is like
the effect of a stochastic term [50, 34]. The Hamiltonian for the spin boson system is
H(t) = −1
2
[∆(t)σx + ǫ(t)σz + ζ(t)σz] (5.105)
where ∆(t) and ǫ(t) are respectively the energy transfer and the biasing energy terms,
while ζ(t) is the stochastic factor coming from the bath.
This equation is similar to the one for the augmented dynamics (5.85), the known
issue of the spin boson approach is that ignoring the effects of the system on the bath
drives the system to an “infinite temperature” equilibrium state, that is to a situation
where the two states are equally populated (ρ1 =
1
2) [85, 30, 50]. It would be interesting
to link the spin boson with our new method, where the parameters are affected by the




In this thesis we have presented several numerical algorithms for the solution of
the Liouville–von Neumann equation. We divide this work into two main frames of
research.
Closed Quantum Systems
In the context of closed quantum systems for nuclear spin dynamics we have studied
both the autonomous and non–autonomous cases.
For the autonomous case we have performed the first analysis of the Zero–Track–
Elimination (ZTE) method, and proved both numerically and analytically the weakness
of such a method. It is not enough to know the behavior of a linear combination of
periodic functions for a short initial time, especially if the initial time is not related
to the lowest single oscillation, to identify all the modes; consequently the pruning
step in ZTE may potentially discard low frequency oscillations. We have proposed two
modifications of the method: we need to relate the initial check time with the smallest
eigenvalue of the Liouvillian and secondly that ZTE may be safely used only in the case
of well separated eigenvalues. We have also proved why despite the previous points, in
the NMR case ZTE works. This is due to the fact that, in NMR, the only quantity
that is used for the comparison between different methods is the signal (Free Induction
Decay, FID). To take into account the relaxation process the FID is damped by an
exponential; this damping term destroys the differences in the low frequency modes
where the error of ZTE with respect to other canonical methods lies.
The main result of this thesis has been the development of a new method for the
direct evaluation of the expectation values in quantum simulations. We exploited the
fact that when comparing quantum simulations with experiments the quantities at
stakes are the expectation values of observables. These objects are always scalar time
dependent functions independent of the size of the systems. We have shown that via a
direct application of the Chebyshev expansion to the equation for the expectations we
get a new method called Direct Expectations via Chebyshev, or DEC, that exploits the
reduction of the key quantities to a scalar function. The most expensive part of DEC
is the the initial iteration procedure for the evaluation of the Chebyshev polynomials.
For this part we developed an algorithm to calculate the exact number of terms in
the expansion which will be needed throughout the whole simulation. This stopping
criterion for the iterations is different from those presented in the literature based on
error estimations. Numerical tests of DEC for nuclear spin dynamics show that DEC is
up to an order of magnitude faster than a traditional Krylov based method, especially
for large systems. When the system requires a short and very precise simulation, i.e.
small total time but many steps, DEC gains even more in term of performances. DEC
is a general method that may be applied to any quantum system described with the
density matrix formalism.
For non–autonomous nuclear spin systems we have explored various splitting meth-
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ods. A first type of method was developed exploiting the particular form of the time
dependency: it is possible to write the Hamiltonian as a sum of time dependent scalar
functions times fixed matrices. This method proved to be fairly accurate but become
very expensive when the system size increases. This behavior comes from the fact that
we need to diagonalize each split term once for all, and to the fact that at each step we
perform a not too small (∼ 10) number of matrix vector multiplications.
We explored also a second method, were we exploited the fact that, due to different
magnitude among the type of interactions, the largest elements of the Hamiltonian lie
on the diagonal. We therefore developed a diagonal splitting method (DS), where the
the Liouvillian was divided between diagonal and non diagonal contributions, and the
exponential of the non–diagonal matrix was evaluated via a Lanczos method. Due to the
fact that this last matrix is sparser than the original Liouvillian it is possible to decrease
the computational costs by 30%, if compared with Krylov–Lanczos techniques. We have
also shown with numerical tests that the errors for this method remains comparable
with Krylov–Lanczos techniques.
A possible future direction for work related to this section would be:
• a time dependent extension of DEC, that is, the exploitation of the Chebyshev
expansion in the case of a time dependent Hamiltonian;
• for the splitting methods we have shown that for NMR simulations they may
be used directly, as the errors are small and they perform better than Krylov–
Lanczos methods when the stepsize is not too small. Nevertheless, a great deal
remains to be explored, especially with the goal to find more clever ways to split
the Hamiltonian rather than the simple diagonal plus non–diagonal component.
Open Quantum Systems
In the last chapter of the thesis we focused on the description of open quantum systems,
particularly on the numerical methods that have been developed in the literature for
the solution of the Liouville–von Neumann equation for the density matrix. At first we
underlined the weaknesses of the two main theoretical approaches: the Lindblad form
and the Bloch–Redfield equation. By exploiting the fact that the Lindblad form is not
a necessary requirement in the case of time dependent coefficients, we developed an
approach based on the addition of time dependent external parameters. The appeal
of this new method is that it bridges between Lindblad and Bloch–Redfield, allowing
more freedom in the choice of the dissipation than Lindblad and at the same time the
unphysical behaviors that might appear with a Bloch–Redfield approach are avoided
from the beginning.
We tested the augmented dynamics relaxation (ADR) method on a simple toy
system, the results showed that it is possible to construct a dissipative system through
a sequence of unitary (conservative) propagation steps. At the same time it is very
difficult to find a proper expression for the augmented dynamics, and all our results
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show a possible dependence on the initial data. This new approach is still a work in
progress and has never been explored in the literature, but the aim to develop new
ways to control the augmented dynamics, which will overcome the present issues.
It would be interesting to explore the possibility of introducing an artificial spin
with a driven dynamics, this extra particle would be interacting with the bath and
the dissipation would be transferred to the system through the interaction with this
artificial particle. with the aim that through the interactions between the proper spins
and the artificial one a dissipative process may arise.
As a final remark we underline a possible link between the two sections; we men-
tion that recently the Chebyshev expansion has been applied for the solution of the
Liouville–von Neumann equation for short simulation of open quantum systems [35].
It proved to be quite efficient and very accurate. Due to the fact that even for open
quantum systems the quantities we are interested are the expectation values, it should
be straightforward to apply DEC in this case, and possible attain better performances





A.1 The Dyson’s operator
The aim of this section is to give a proof for the Dyson formula. In the derivation of




U(t, t0) = −iH(t)U(t, t0), (A.1)
via a formal integration we get




We can solve it by iteration (even if we do not have a general proof that the solution
converges). If we also substitute U(t0, t0) = 1 we get









dt′′H(t′)H(t′′) + . . . , (A.3)























We can change the variables in the second term of the last expression as they are





























dt′′[H(t′)H(t′′)Θ(t′ − t′′) +H(t′′)H(t′)Θ(t′′ − t′).
(A.6)
This last equation has the feature that contains the latest time at the farthest to the














It is possible to repeat the same process to any other higher term of the sequence (A.3)









dt1 . . .
∫ t
t0
dtnT{H(t1) . . . H(tn)}. (A.8)
the last equation may be written as the exponential (1.40) assuming the convergence.
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A.2 The Magnus expansion
Since the first appearing in 1954 [56] lots has been written on the Magnus expansion.
The aim of this section is to state a couple of theorems that have been developed for
the construction of the elements of the expansion and on the convergence of the series
itself. In this section we mainly refer to the recent review on Magnus expansion [11].
Given a linear system of differential equations
ẏ = A(t)y, y(0) = Id, (A.9)
the aim of the Magnus expansion is to find a function Ω(t) such that
y(t) = eΩ(t), (A.10)
there are different ways to approximate Ω(t). We state here the theorem given by
Magnus [56]
Theorem A.2.1. (Magnus) Given A(t) let y(t) satisfy (A.9), then if some unspecified










where Bn are the Bernoulli numbers and ad
n
ΩA is a linear operator defined as
adAB = [A,B], ad
j
AB = [A, ad
j−1
A B]. (A.12)













dt1 + . . . . (A.13)
In Chapter 3 we have already written the first few terms of the Magnus expansion, it



















n = [Ωn−1, A], S
n−1
n = adΩ1(A). (A.15)
For the convergence it is possible to prove that [11]
Theorem A.2.2. Given the system (A.9) in a Hilber space H and let A(t) be bounded
in H. Then the Magnus series given by Ω(t) =∑∞k=1Ωk(t) with Ωk(t) given by (A.14)
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converges in the interval t ∈ [0, τ), with τ obeying
∫ τ
0
‖A(s)‖ds < π. (A.16)





We present here the demonstration of two results we used in Chapter 2, specifically
the fact that the only contribution of an electromagnetic pulse to a spin system comes
from the in phase half contribution, and the secular approximation we used to treat
the Hamiltonian.
B.1 The Pulse
The electromagnetic pulse is given as an oscillating magnetic field along the x direction:
BRF = 2B1ex cos(ωrft). we may rewrite it as a sum of two rotating magnetic fields:
2B1ex cos(ωrft) = B1(ex cos(ωrft)+ey sin(ωrft))+B1(ex cos(ωrft)−ey sin(ωrft)), (B.1)
We apply then this magnetic field as a perturbation to a single spin problem, with
H0 = −γB02 Iz = −
ω0
2 Iz. We write the time dependent perturbation as
V (t) = −γB1
2
(




For the solution of this system we follow [74] specifically Chap. 5. The change of
populations (wα, wβ) between the state |α〉 and |β〉, for this problem may be described
with the Rabi’s formula:
wβ =
γ2B21











Due to the fact that B1 is in the range 1 − 200kHz, so at least three–four orders of
magnitude less than the Larmor frequency ω0 [53], we have that γB1/ω0 ≪ 1. From
(B.3) we see that the largest contribution to the transaction comes from the resonance
condition ωrf ≃ ω0. But if +ωrf indicates the resonant component of B1, then for the
remaining non–resonant part −ωrf we have that if we substitute −ωrf into wβ we obtain
a contribution with small magnitude and fastly oscillating, we may then discard it as
negligible.
B.2 The Secular Approximation
In this part of the appendix we sketch a proof for the secular approximation we have
used to treat the Hamiltonian for the NMR system. We suppose that the Hamiltonian
(H) may be split in two part, one (A) much larger than the other (B). We assume both
A,B to be Hermitian, for this reason we may write down an orthonormal basis set from
the eigenvectors |ψn〉 of A, like the Zeeman basis set. In general when [A,B] 6= 0, a
matrix representation of B in the eigenset |ψn〉 is dense. However if the spectrum of A
presents well separated groups of eigenvalues, then we can approximate B as a block-
diagonal matrix following the pattern of near–degenerate eigenvalues of the spectrum
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of A. We may write the secular approximation of B as








with bmn = 〈ψm|Bψn〉 and the primed sum only includes the near–degenerate states,
i.e. omitting states for which
bmn ≪ |λm − λn| (B.5)
where λm is the eigenvalue associated with |ψn〉.
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