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Abstract: This study presents an empirical investigation of i) testing the Granger Causality
between economic growth and aggregated carbon dioxide (CO2) emission; and economic
growth and disaggregated CO2 emission from burning fossil fuel coal, oil and natural gas
respectively; ii) the potential impact on economic growth if countries substitute CO2
emission from dirty energy, coal, by emission from relatively cleaner energy oil and
natural gas. I undertake panel analysis of 30 countries and separate time series analysis
for China, United States and United Kingdom during 1960-2010 sample years. The causal
relationship between variables has been examined by using a VAR in first differences
framework. The results from panel countries show ‘Feedback’ relationship in all cases
except an ‘Unidirectional’ causality running from economic growth to CO2 emission from
coal. In country level analysis, there is no evidence of causality between economic growth
and aggregated emission, whereas a significant ‘Unidirectional’ causality has been found
running from economic growth to emission from coal in highest emitter China and United
States. This relevant and expected finding imply that higher GDP growth in China and
United States cause higher emission in environment, however, we do not find such
relationship for the case of United Kingdom. Utilizing Wald test with linear restriction I
found that countries will be environmentally benefited, if they substitute emission from
coal by that of oil and natural gas, as if they substitute coal consumption by oil and
natural gas consumption. But how much GDP would have to forgo for substituting coal by
oil and natural gas is a matter of conflict between capitalists and environmentalists and
therefore, deserve further research.
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Chapter 1
Introduction
1.1 BackgroundIn the recent years, concerned with the increasing environmental degradation,researchers and policy makers are specially receiving attention to examine the natureand direction of causality between economic activity (GDP or growth) andenvironmental indicators (emission or pollutants). There is large and growing literaturein testing the energy-GDP causality, but insignificant numbers in testing emission-growth causality. In existing literature, there are three strands of research. The firststrand empirically tested the Environmental Kuznets Curve (EKC) hypothesis(Grossman and Krueger, 1995; Shafik and Bandyopadhyay, 1992; Arrow et el., 1995etc.). In EKC analysis it is mainly presumed that there is unidirectional causalitybetween income and emission implying income causes environmental change and notthe other way around. The second strand examines the emission-growth causality incross-section perspective. And the third strand combines EKC and causality analysis. Inthe study of long time series, the causality can be of three types: unidirectional,feedback (or bidirectional) and no causality. A unidirectional causality running fromGDP to emission is generally interpreted as economic growth may increase CO2emission in environment over time, whereas causation running in opposite directionmay imply higher environmental emission lowers economic growth. The feedbackcausation refers to the mutual interdependence between economic growth andemission. No causal link may indicate that economic growth has no impact on emissionor environmental quality is independent of economic activities. However, it is very
[2]
difficult to make policy decision based on the causality analysis between economicgrowth and aggregated emission data. Since different fossil fuels emit particulate atdifferent levels, a disaggregated emission data might be more reasonable to examine.For example, one mega joule of coal emits 92 gram CO2 whereas oil and natural gasproduce 74 and 56 gram CO2/MJ (Levander, 1990). So, it is needed to explore the longrun causality between single emission type and economic growth to design the policyfor ‘electrification’, ‘oil economy’ or ‘green economy’.
Almost all research in emission-growth nexus studied the total CO2 emission and it’sassociation and causality with economic growth. However, total CO2 emission is thesummation of emission from different sources of energy usage (e.g. coal, oil, natural gasetc.). Unless using disaggregated emission series, it would be difficult to decide thepolicy from causality analysis about the effect of emission from single energy type oneconomic growth. Bruns and Gross (2013) explained the necessity and implication ofthe causality between economic growth and single energy type. It is important to haveperfect understanding of the nature of cauality between economic growth and emissionfrom single energy type to give the policy for carbon-tax or other emission-tax.
Once examined the causality between emission type and growth, it might be interestingto know if there is any possibility to substitute CO2 emission in long run from differentfossil fuel combustion. As natural gas and oil emit less pollutant than coal, will it bemore environmentally healthy if economic system substitute more gas and oil for coal?This is an interesting question to examine. However, the substitution between coal, oiland gas can depend on many other factors such as price, energy content, availability andrespective usability. Therefore, under certain assumption of constant relative price ofenergy and availability; and concerned with the environmentally sustainabledevelopment, one possible way would be looking at the effect of substitution betweenCO2 emission from coal, oil and gas on economic growth. More explicitly, what will bethe long run economic growth if we substitute relatively dirty energy with more cleanenergy. In fact this issue is completely silent in literature, whether the understanding ofsubstitutability between emission types might be important to take policies.
[3]
Hence the empirically testable hypotheses for this study are:
Hypothesis 1: Total emission and emission type do not Granger cause economicgrowth
Hypothesis 2: The substitution between CO2 emissions by energy type (dirty toclean) has significant impact in long run environmentally sustainable economicgrowth.
1.2 Different Extent of Emission: Coal, Oil and GasThe choice of energy source and amount of energy consumption determine the extent ofgreenhouse gas emission in environment. Combustion of all fossil fuels emit some CO2in atmosphere, but different types of fossil fuel have different amount of net CO2 (Table1). Hence, the switch of energy choice from highest emitter to lowest emitter i.e.
decarbonization could be an environmental friendly option. Theoretically,decarbonisation is a good policy but, it is necessary to think critically and realisticallyhow society can adopt this endeavour (Pielke, 2009). It is important to mention herethat, wood, food, fodder etc. also emits CO2 but it has been absorbed by the environmentthrough photosynthesis process. The standard process of greenhouse gas estimationonly includes coal, oil and natural gas (sometimes peat, but it is debateable since peat isa semi-fossil fuel) (IPCC, 2005). Also, collection and calculation of CO2 with muchprecision at national and global level is difficult. There is 6-10% uncertainty in annualCO2 data calculation (Marland and Rotty, 1984).
Table1: CO2 emission from different energy types
Fossil Type Energy type CO2 emission(gram CO2/MJ)Solid Coal 92Liquid Oil 74Gaseous Natural gas 56Source: Levander, 1990
1.3 CO2 Emission: Recent PicturesIncreased emission of CO2 in atmosphere and its impact on global climate change hasbeen made growing concern among policy makers, environmentalist, scientists andinternational parties. In 2010, world CO2 emission has increased by 4.6% or 1.3 GtCO2
[4]
(IEA, 2012); the emission has declined during financial crisis in Western Europe but notin developing countries. Countries of Latin America, Asia and China emit much CO2 (6%-6.5%), whereas industrialized OECD countries emit moderately (3.3%) andimprovement in African countries (-0.1%). The recent IEA statistics reports that CO2emission from fossil fuel combustion differs across region, industrialized OECDcountries rise emission from coal and gas at almost similar rate, whereas, in developingcountries the source of emission growth varies significantly by fuel type: coal(50%), oil(25%) and natural gas (23%). As population rises, higher demand for fossil fuel inmajor developing countries makes the emission rate faster than industrialized OECDcountries. Altogether, China and United States give off 41.5% percent of total worldemission.
The Figure 1 shows that the total global (average of total emission of sample countryover time period) emission from different energy sources has increasing trend during1960-2010. Over the time period, coal was the driver of global emission growth. Therewas noticeable decline in emission from coal and oil in the beginning of 1980s. But itcontinued to grow following the industrial development in OECD and the then higherincome coutries. The emission from all sources has short term decline during thefinancial crisis in 2009, but it followed its previous trend in 2010 and continuing.
Historically, the early industrialized countries have emitted large amount of CO2 inenvironment. Recently, most of these countries (Australia and European countries)havecurbed their emission following the commitment of Kyoto Protocol. Whereas theuprising developing countries from Asia and Latin America are emiiting CO2 withoutbinding the target of Kyoto Protocol. United States, the signatory parties of thisenvironmetnal protocol is not complying with the Kyoto further targets, whereasCanada denounced the treaty. Therefore, United States, Canada and some group ofdeveloping countries is becoming the top emitter in recent time and are predicted tocontinue with high emission growth.
Following Figure 1 and 2 represents the average CO2 emission from coal, oil and naturalgas of sample countries. Figure 2 excludes the country China, United States and UnitedKingdomwhile calculating the world average.
Figure 1: CO2 emission by energy type,
Source: Based on data fromWorld Bank (2014)Figure 2: Carbon Dioxide Emission by energy sourceUSA and UK)
Source: Based on data fromWorld Bank (2014)
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Figure 1 portrays that the world average emission was nearly 0.7 million kt (in 2010)whereas Figure 2 shows it is 0.3 million kt without including China, United States andUnited Kingdom; which is more than two times lower than world average (includingChina, US and UK). Therefore, the main contributor to global emission is China andUnited States. The spur growth of Chinese economy in last three decades hasaccelerated the share of Chinese emission and it has raised the global conern.
1.4 Outline of the thesisAfter describing the introduction and hypothesis, the research proceeds as follows.Chapter 2 describes the theory related to environment and economic growth andempirical evidences of those theories focusing on CO2 emission. Chapter 3 provides thedata and variable details. Chapter 4 lays out the empirical methodology applied in thisstudy. Chapter 5 describes the empirical results for panel countries whereas chapter 6gives the discussion for China, United States and United Kingdom. Chapter 7 presents abrief discussion and implication of the main results. Finally, chapter 8 concludes thefindings and limitation of this research.
[7]
Chapter 2
Theory of Environment and Growth
2.1 Environmental Kuznets Curve (EKC)What is the relationship between environment and economic growth- is beingintensively studied in literature. Many scholars warn that continuous environmentalpollution will put the sustainable economic growth at risk. As Daly (1977) wrote
“Increased extraction of natural resources, accumulation of waste and
concentration of pollutants will therefore overwhelm the carrying
capacity of the biosphere and result in the degradation of environmental
quality and a decline in human welfare, despite rising incomes.”
The well-known paradigm of growth-environment theory is the Environmental KuznetsCurve (EKC), akin to the inverse relation of income and inequality by Kuznets (1955). Itpostulates an inverted U-shaped hypothesis between level of economic activity andenvironmental degradation. In pre-industrial subsistence economy, environment cannaturally adjust the limited quantity of waste. With the initiation of rapidindustrialization, resource extraction and depletion escalate, waste disposal expedite. Inpost-industrial economy, structural transformation from manufacturing sector toservice sector, increased demand and affordability of efficient clean technology result inslowdown of environmental decay. So, environmental degradation increases with therapid industrialization, reaches a turning point with certain income level and startdeclining with the technological development and transition to service economy. Thisrelationship between economic growth and environmental degradation takes a invertedU-shaped curve. Following Figure 3 represents the EKC.
[8]
Figure 3: A representative Environmental Kuznets Curve (EKC)
Source: Panayotou (1993), Working PaperWP238, International Labour Organization (ILO)
The empirical models of economic growth mainly underpin some particular issue.Firstly, does the EKC hypothesis exists in reality? There are a sizeable number ofliteratures on the debate of economic growth – environmental quality issue. Theinherent rationale of EKC hypothesis is intuitively pleading. In pre-development stagepeople are poor enough to pay for environmental regulatory cost and/or unaware aboutbetter environmental quality. In development stage and later, when income exceeds acertain level, people demand environment friendly product, institutions become active,regulations become strict and consequently environmental degradation reduces.However, the straightforward declining EKC relation is very scant in empirical researchbecause there are many important factors which may monotonically increase therelation (Ekins, 1997). In the existence of monotonically increasing relation, a setenvironmental regulation and planned limit on growth rate may be required forattaining sustainable economic growth (Panayotou, 1993, Ch 2).
An early pioneering research by Grossman and Krueger (1995) found no evidence thateconomic growth can cause harm to environmental species. Instead they found growth-environment relation may vary from country to country, GDP can worse theenvironmental conditions in very poor countries and environmental component can getsome positive change if certain income level e.g. $8000 (1985 USD) has been reached.
[9]
Shafik and Bandyopadhyay (1992) hypothesized the same as Grossman and Krueger(1995), the sign of growth-environment relationship may change from positive tonegative, if the country achieves a certain income level by which they can manage tobear the clean technology. A strong opposite findings against EKC proposition is alsopresent in literature. Beckerman (1992), Bhagawati (1993), Panayotou (1993) andothers argued that higher economic growth may trim environmental qualityparticularly in developing countries and thus growth might be a prerequisite for goodenvironmental condition. Before any effective environmental policy, it is required tohave enough understanding of nature and causal relationship between economicgrowth and environmental quality (Coondoo and Dinda, 2002).
2.2 EKC for CO2: Empirical evidenceThe global warning problem makes the scientists, policy makers and environmentalistsextremely concerned with the CO2 emission. On international consensus ‘KyotoProtocol’ industrialized countries agreed to reduce five percent greenhouse gasemission based on 1990 emission; developing countries has not made any commitmentto reduce emission though. From the international policy to empirical research, there islong debate on about the relationship between economic growth and environmentalquality. Since CO2 emission is global phenomenon and its important impact on globalwarming make itself interesting topic to research. However, the well known EKChypothesis i.e. the inverted U shaped curve between economic growth and CO2 emissionin particular results different shapes.
Holtz-Eakin and Selden (1995) have shown the diminishing marginal propensity to emit(MPE) CO2 against increase in GDP per capita. But observing the recent increase in CO2emission they predict emission will continue to grow with higher MPE (1.8 percent perannum) until 2025, because of a higher increase in population and output in developingcountries. There is U-shaped curve between sever air pollutants and growth (Seldenand Song, 1995). Friedl and Getzner (2003) does not find the U-shaped EKC, rather theyfound a cubic (N-shaped) relation between GDP and CO2 in Austria. Shafik andBandyopadhyay (1992) claim that CO2 emission increase with income, but no onesuggests that an inverted U-shaped curve applies for greenhouse gases. Halkos and
[10]
Tsionas (2001) found a monotonic relationship between environmental degradationand income level which eventually rejects the existence of an EKC. For large panelcountries, Galeotti and Lanza (1999) also found declining MPE but forecast that futureaverage world emission will be rising (2.2% between 2000 and 2020).
Neumayer (2002) examines the role of natural factors (difference in climatic condition,fossil fuel, renewable energy, transportation requirements etc.) and found, along withmain variable income, natural factors significantly explain cross country differences inCO2 emission. For example, Russia, with extensive transportation, adequate fossil fuel,low temperature but few renewable resources have higher CO2 emission than Ethiopiawhich has less transportation network, few fossil fuel but rich renewable resource.Moreover, a massive difference in natural factors might imply a substantial difference inpredicted emission for different economies even at the same level of income.
Using a new econometric technique (Pooled Mean Group), Martinez-Zarzoso andBengochea-Morancho (2004) points to the existence of a N-shaped EKC in most of theOECD countries. A quadratic specification results in turning points between $4914 and$18,364 predicts and a cubic specification predicts decline in CO2 emission up to acertain level of income and then it would follow an increase of pollution at higherincome.
Although not unanimous, but the EKC hypothesis is almost confirmed for the otherpollutants, water and land use etc. but the evidence regarding CO2 emission in stillambiguous (Friedl and Getzner, 2003). The empirical proof of U-shaped curve for CO2emission might have less possibility than usual pollutants (SO2, NOx etc.) because of itsnature. The usual pollutants have local environmental effect whereas, CO2 has a globalimpact to increase greenhouse gas. Consequently, a free rider behaviour can push therelation more close at different levels of per capita income (Arrow et al., 1995).
Stern (2004) detailed a nice presentation of EKC development and its backsides. Hehighlighted EKC becomes questionable in the ground of statistical properties of useddata. Most EKC literature lacks in econometric analysis, in particular cointegration(Stern, 2004), heterosecdasticity (Stern et al., 1996), simultaneity (Cole et al., 1997) and
[11]
omitted variable bias (Stern and Common, 2001). Stern (2004) and Stern (1998) strictlycriticized the EKC literature and found that it is not a robust method in statistical andeconometric background. Moreover, even using same pollutant, researchers founddifferent result from different transformation of data (levels, log, first difference etc.)and estimation methods (Ekins, 1997). He suggested examining the relationship byusing more rigorous time series or panel data models and new generationdecomposition analysis.
The theoretical aspects of EKC hypothesis seem easy to interpret under certainassumptions, but persuasive empirical evidence becomes challenging at least for CO2emission and growth. However, at least for the case of CO2, the EKC hypothesis is moredescriptive, so a historical time series analysis is more accountable for environmentalpolicy and external shocks (Stern et al., 1996). Hence for more generalization, a panelapproach seems more promising.
2.3 Energy Transition and Environmental QualityEnergy transition in recent period is one of the factors that cause the downward slopeof the EKC after turning point. Other determinants may include structural change,service economy, technological improvement, energy savings technique etc. Historically,a long energy transition has been occurred in last 200 years (Gales et al., 2007). Theusage of water, wind and draft animal as traditional way has been totally disappeared.The usages of human muscle and firewood as a traditional energy source has declinedsignificantly, it is still used in rural area. Since industrial revolution period,consumption of coal and oil has been radically increased. After oil crisis in 1970s, thechoice of energy consumption has become diverse, for example, Netherlands becomegas-dependent, Sweden goes for nuclear electricity, Italy increased gas consumptionsignificantly, Spain turns back to coal consumption for producing electricity (Gales et al.,2007).
European countries are now turning their energy consumption from coal, oil to naturalgas. The dependency of European countries on gas consumption is noticeable, itaccounts 25% of primary energy demand (Weijermars et al., 2011).
[12]
Oil is the other prime source in global energy system. Szklo and Schaeffe (2006)highlighted the role of alternative energy source, i.e. it is crucial to include oil in theenergy equation which describes the decarbonisation economy. According to them,
“When mingled with oil, these so-called alternative sources gain through
technological learning curves, in parallel to economies of integration, scope and
scale, and do not run up against the technological curbs imposed by the existing
infrastructure in the global energy system. At the same time, the integration of
oil with alternative sources will definitively reduce the market power that light
crude oil producers currently have in the international market, also benefiting
the energy transition.”
China and India, two highly populated countries are now demanding large amount ofenergy both in industrial production and household consumption. According to IEA(2007) forecast, global energy demand will rise by 50% between 2005 and 2030 andmore than 45% increase will come from China and India alone. Pachauri and Jiang(2008) evaluate the pattern of energy transition in households of China and India. Theyfound Chinese urban households (77%) demands mostly liquid fuels and grids forhousehold consumption whereas, 10 % rural Indian households still lacks in access tomodern energy and 65% of urban household demands.
With the impact of urbanization and industrialization effect, a shift from traditional fuelconsumption to modern fossil fuel consumption has become one of the importantfactors explaining economic growth. In developing countries, people mainly usetraditional biomass fuel for household consumption. Of total energy consumption, itaccounts 60-95% in developing country, 25-60% in middle income countries and <5%in high income countries (Byer, 1987; Leach and Gowen, 1987). Leach (1992) foundenergy transition in happening at household level in developing countries and it isstrongly dependent on urbanization, household income and relative prices of modernenergy.
After reviewing th literature of the economic growth – environmental degradation, themajor observations are: i) the EKC hypothesis is more descriptive and the hypothesis
[13]
does not comply for all pollutants, particulary for CO2 emission, ii) The cauality analysisbetween growth-emission has been done mostly in standard time series framework andresults significantly varies from country to country. Therefore, it deserves more robustanalysis using panel framework for generalizing the conclusion of growth-emissioncausality, iii) There is no study (to best of my knowledge) in literature observing thecauality using emission from signle energy types (coal, oil and natural gas). Butimportantly, the understanding of the nature of causality between economic growth andsingle emission series is essential for policy presciption. Furthermore, how thetransition from coal to oil and natural gas can improve the environmental quality is amatter of research. Therefore, the main objective of this study is to examine growth-emission and growth-emission type causality; and show how possible substitutionamong emission series can affect long run economic growth.
[14]
Chapter 3
Data Details
3.1 Data and VariablesIn this research I combine the panel data for group of industrialized and developingcountries for which the time series data for each variable is available. In particular, I usethe series of GDP per capita (in 2005 constant US$), Total CO2 emission ( 2TCO ), CO2emission from coal and solid fuel consumption ( 2cCO ), CO2 emission from oil and liquidfuel consumption ( 2oCO ) and CO2 emission from gasoline fuel consumption ( 2gCO ). Iused the yearly data on these five variables for 33 countries. Data series are taken fromWorld Bank (2014), GDP data for some countries (Switzerland, Poland, New Zealand,and Ireland) are taken from Penn World Table (Hetson et al., 2012). Countries areselected on the basis of data coverage during 1960-2010.
GDP in constant US$ price has been considered as a measure of economic growth for allcountries. The measure of environmental degradation has been captured by accountingthe CO2 emission into atmosphere. CO2 is emitted from biomass burning and fossil fuelcombustion through photosynthesis process. It is one of the principal greenhouse gaseswhich is rising global warming. Since the first industrial revolution, the demand ofcarbon based fuel has increased speedily, the combustion of these fuels left higherconcentration of CO2 in environment. Moreover, CO2 emission from other activities e.g.heat production, international bunker, residential activities etc. emits additional amountwhich also add an extra increase of surface temperature and sea level rising. Theenvironmental effects of CO2 have been examined scientifically in many studies.However, how CO2 emission can affect environmentally sustainable growth is becoming
[15]
a great interest of research. There are many conventional research that shows therelation between environmental degradation using pollutants (CO2 in some cases) andeconomic growth. In this study, I use CO2 emission from burning three main fossil fuelcoal, oil and natural gas to examine the causality between economic growth and CO2andpossible substitution analysis. CO2 emission from burning coal ( 2cCO ), CO2 emissionfrom oil consumption ( 2oCO ) and CO2 emission from gasoline fuel consumption ( 2gCO )has been analyzed to address the hypotheses. The sum of emission from these threesources makes the total CO2 emission ( 2TCO ). Table 2 contains a short description anddata source for studied variables.
Table 2: Variables and data descriptionVariables Short Description Unit SourceGDP Ameasure of economic growth. US$a World Bank (2014)Total CO2emission ( 2TCO ) CO2emissions are those stemmingfrom the fossil fuel combustion andbiomass burning. kt World Bank (2014)
2
cCO CO2emission from coal and othersolid fuel consumption. kt World Bank (2014)
2
oCO CO2emission from liquid oilconsumption. kt World Bank (2014)
2
gCO CO2emission from gasoline fuelconsumption. kt World Bank (2014)aMillion US$ constant in 2005 pricekt refers to kiloton metric, 1 kt = 1000000 kg.
3.2 Representative SampleA list of sample countries has been provided in Table 3. Together, these countriesaccount over 80 percent of total global emission. Figure 1 shows the average worldemission during 1960-2010 for different fossil fuel. The trend of increase is similar tothe picture in IEA (2012) for all countries. It indicates that, the selection of sample is agood representative of total population countries. However, United States and China arethe largest (over 40%) emitter of total CO2 and United States and United Kingdom havecomparatively much higher GDP. So, combining these three countries (China, UnitedStates, and United Kingdom) with other countries in a panel framework produces largeresidual. This makes the result spurious and inconsistent. Hence, I exclude these threecountries from main sample and a separate time series analysis for each country hasbeen presented in chapter 6.
[16]
Table 3: Sample countries
Serial Countries Code Sample Year1. Algeria DZA 1960-20102. Argentina ARG 1960-20103. Australia AUS 1960-20104. Austria AUT 1960-20105. Belgium BEL 1960-20106. Brazil BRA 1960-20107. Canada CAN 1960-20108. Chile CHL 1960-20109. China* CHN 1960-201010. Colombia COL 1960-201011. Egypt EGY 1960-201012. France FRA 1960-201013. Hungry HUN 1960-201014. India IND 1960-201015. Indonesia IDN 1960-201016. Iran IRN 1960-201017. Israel ISR 1960-201018. Italy ITA 1960-201019. Japan JPN 1960-201020. Luxemburg LUX 1960-201021. Mexico MEX 1960-201022. Morocco MAR 1960-201023. Netherlands NLD 1960-201024. Nigeria NGA 1960-201025. Pakistan PAK 1960-201026. Peru PER 1960-201027. Poland POL 1960-201028. Spain ESP 1960-201029. Switzerland CHE 1960-201030. Tunisia TUN 1960-201031. Unites Kingdom* GB 1960-201032. United States* USA 1960-201033. Venezuela VEN 1960-2010*Note: China, United States and United Kingdom have been excluded from panel analysis. A separate timeseries analysis for each country has been provided in Chapter 6.
Figure 4 plots the logarithm of GDP in 2010 against the logarithm of total CO2 emissionin sample countries in 2010. The scatter diagram shows a strong positive relationship.Countries where GDP has increased, a subsequent increase in emission have beenoccurred too. The rate of increase was highest in India and Japan (except excludingcountries). To substantiate this relationship, I conduct VAR Granger causality in thewhole panel set in section 3.
[17]
Figure 4: Relation between GDP and CO2 emission
3.3 Descriptive StatisticsTable 4 contains panel summary statistics of the concerned variables. I took data for 29countries (except excluding countries) over 51 years. The mean values of GDP, 2TCO ,
2
cCO , 2oCO and 2gCO has been presented in the table with standard deviation, minimumand maximum values. Moreover, a detail time series line graph for GDP and total CO2emission has been presentated in appendix Table A1 and A2.
Table 4: Descriptive StatisticsVariable Unit Mean SD Minimum Maximum Countries YearsGDP US$a 386892.45 665976.61 701.31 4751193.94 30 51
2
TCO Kt 189280 243764 1727 2008822 30 51
2
cCO Kt 58035 127318 7.334 1338473 30 51
2
oCO Kt 91975 119687 393 695204 30 51
2
gCO Kt 28851 39751 2.954 294262. 30 51a Million US$ in constant 2005 priceNote: 1 kt (kiloton metric) = 1000000 kilogramSource: World Bank, 2014 and Penn World Table, 2014
Algeria Argentina
Australia
AustriaBelgium
BrazilCanada
ChileColombia
Egypt
France
Hungry
India
IndonesiaIran
Israel
Italy
Japan
Mexico
Morocco
Netherlands
Nigeria
Pakistan
Peru
Poland Spain
SwitzerlandTunisia
Venezuela
10
11
12
13
14
15
Logof
TotalC
arbonD
ioxide
Emissi
on(kt)
24 25 26 27 28 29Log of GDP
[18]
Chapter 4
Empirical Strategy
The main objective of this study is to examine the i) growth-emission and growth-emission type causality and ii) effect of possible substitution among single emissionseries on economic growth. I use a panel data vector autoregressive (VAR) methodologyand Granger causality analysis. This approach includes the traditional VAR methodwhich considers all the variables in as endogenous system, therefore, with panel datamethod it allows for unobserved heterogeneity (Love and Zicchino, 2006). The appliedmethods are described chronologically.
4.1 Panel Unit Root TestThe test begins with unit root test of all variables for T = 51 year and N = 29 countriesfor checking the asymptotic properties of time series. There are a number of proceduresto examine the non-stationarity of panel data. I used the widely used first generationLevin-Lin-Chu (LLC), Im-Pesaran-Shin (IPS); and second generation Fisher type unitroot test based on Augmented Dickey Fuller (ADF – Fisher) and Breitung panel unit roottest. Using all these methods, the series are tested by both individual countries andcombined cross sectional level.
4.1.1 Levin-Lin-Chu (LLC) TestThis is one of popular panel unit root tests, developed by Levin et al. (2002). Thispowerful test hypothesizes that each specific time series has unit root in null against thestationarity in alternative. It also assumes the cross-sectional independence inindividual process. To check the whether the error term is a white noise process or notstationarity, we estimate the following equation.
[19]
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'   '  ¦Where 1,2,3..............,i N and 1,2,3,................,t T We compare the Augmented Dickey Fuller (ADF) critical values to test 0 : 0iLH T   iagainst 1 : 0iLH T   i . Rejection of null hypothesis means that the series is stationary inall countries.
4.1.2 Im-Pesaran- Shin (IPS) TestThe other widely used Im-Pesaran-Shin (IPS) test is also a polled Augmented Dickey-Fuller test suggested by Im et al. (2003). It states that the null hypothesis as 0 : 0iH J  
 i against the alternative hypothesis of 1 0iH J   i . This alternative hypothesis isdifferent from LLC test and allows iJ to vary, some series may have unit root. Itestimates the same equation as described before.
4.1.3 ADF-Fisher Panel Unit Root TestIn contrast to testing the significant result of N independent countries (individual) theFisher (1932) type panel unit root test combine the observed significant p values fromeach cross section countries i to test the unit root in whole panel (Maddala and Wu,1999; Choi, 2001). This test estimate the following equation
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4.1.4 Breitung Unit Root TestIn contrast to LLC and IPs test, Breitung (1999) suggested a different method using bias-adjusted t-statistics. Breitung specifies the test equation as follows.
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 Assuming no nuisance short-term dynamics, ( ) (1 )i L L LI U  We test the null hypothesis 0 : 0H U  against the alternative hypothesis 1 : 0H U 
4.2 Panel Cointegration TestIn most cases, long time series data of GDP (and CO2 emission) are found non stationaryand they can have cointegrating relation. To check whether there is any cointegratingvector, I applied the most popular three panel cointegration tests. First, in PedroniResidual Cointegration Test, it uses four2 panel statistics and three3 group statistics totest 0 :H no cointegration versus 1 :H cointegration given by Pedroni (1999). Second, Iused the Engale and Granger based Kao (1999) residual cointegration test using ADFstatistics. The null and alternative hypotheses are same as Pedroni. Third, the number ofcointegrating vector has been determined by using Johansen (1988) trace statistics4 andmaximum eigenvalue5 statistics.
4.3 Vector Auto Regression in First Difference (VARfd)In this study, I applied vector auto regression in first differenced data (VARfd) andVARfd Granger causality to test hypothesis 1. This technique combines the traditionalVAR approach, which treats all the variables in the system as endogenous, with thepanel-data approach, which allows for unobserved individual heterogeneity (Love and
2 Panel v-Statistics, Panel rho-Statistics, Panel PP-Statistics and Panel ADF-Statistics
3 Group rho-Statistics, Group PP-Statistics and Group ADF-Statistics
4 Trace Statistics: l
1
( ) ln(1 )
n
trace i
i r
r TO O
 
  ¦
5 Maximum Eigenvalue Statistics:  1max ( , 1) ln(1 )rr r TO O    
[21]
Zicchino, 2006). More explicitly, I estimate the following VAR process. Thismethodology has also been used in Growth-Energy causality in Bruns and Gross (2013).
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¦Where, Y denotes economic growth measures by GDP in constant 2005 price (US$), Edenotes emission of CO2 in total ( 2TCO ) and in three types ( 2gCO , 2lCO , 2sCO ). p refers tolag length. The lag length has been determined when it minimizes the AkaikeInformation Criteria (AIC) and/or Bayesian Information Criteria (BIC). Here, ' is thefirst difference operator i.e. 1t t tY Y Y '   and 1t t tE E E '   . Using F-statistics, VARfdallows us to detect the emission-growth causality by testing the null of 12, 0iT  ,
1,........, 1i p  . The counter causality can be tested be 21, 0iT  , 1,........, 1i p  .
4.4 Panel VARfd Granger Causality or Block Exogeneity Wald TestI then estimate the Granger causlity from the specified VAR (section 4.3) to see thedirection of causality between growth-emission and growth-emission type for wholepanel. It is important to raise the issue of cointegration relationship among the variable.Since, I do not fiund any evidence of cointegration relationship (see Table 6) amongvariable; the Vector Error Correction Model (VECM) does not make any sense. Since,short run dynamics are included in VECM specification; the result from VECM could bemore powerful than its counterpart VAR framework. But Giles (2011) explained veryclearly that there are many acceptable arguments for not using a VECM. Grangercausality simply is based on forecasting of two time series. In this case, “CO2 Emission is
said to Granger cause of Growth if Growth can be better predicted using the past values of
both CO2 Emission and Growth than it could be by using the past values of Growth alone”.Then it is possible to test the Granger causality. For more clarification of the equation insection 4.3, the VARfd can be written as following system of equations.
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After estimating this VARfd, a test of null hypothesis 0 1 2: ...... 0pH E E E   againstalternative hypothesis 1 1 2: ...... 0pH E E E  z implies that CO2 Emission does notGranger cause Growth. Similarly, testing null hypothesis 0 1 2: ......... 0pH G G G    against alternative hypothesis 1 1 2: ......... 0pH G G G   z is a test that Growth does notGranger cause CO2 Emission. In both cases, rejection of null hypothesis at certain levelof significance indicates the presence of Granger causality between Growth and CO2Emission. Moreover, there are documented evidences that VAR is more effective overVECM in order to get the causality result (Toda and Phillips, 1994; Dolado andLutkepohl, 1996; Zapata and Rambaldi, 1997 ; Clarke and Mirza, 2006). “We find the
practice of pretesting for cointegration can result in severe overrejections of the noncausal
null, whereas overfitting (VARfd) result in better control of the Type I error probability
with often little loss in power.” (Clarke and Mirza, 2006). Therefore, I use VARfd in orderto get the effective Granger causality result.
4.5 Methods for Possible Substitution AnalysisSince the VARfd Granger causality test result (see Table 9) shows that there isbidirectional causality in both growth-emission and growth-emission types (coal hasunidirectional only). One possible way to see the possible substitution between CO2emission types by finding a counterfactual. More explicitly, the main purpose is topredict a ‘counterfactual’ growth that would have been observed if we use thecharacteristics of other type emission (i.e. gas instead of coal or oil instead of coal) butwith the coefficients for coal.
Basically in VARfd Granger causality test for single emission type and economic growth,I estimate the following equations
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Once we have the estimated coefficients LE for each equation, we can multiply theestimated coefficient with other type of emission. For example, we can get the predicted
LE from , , 2 , ,
1 0
p p
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'  '  ' ¦ ¦ equation. Now, keeping the value ofcoefficient, we will substitute 2cCO by 2oCO , this interaction may predict thecounterfactual growth that would have been observed if we use oil instead of coal. Thena new total of CO2 emission will be calculated based on new interaction. The sameprocedure will be followed for the substitution of emission from coal by emission fromnatural gas i.e. 2cCO by 2gCO . A new total will again be calculated based on newinteraction.
Now, the interest will be to see the difference between the impact of actual CO2emission and impact of counterfactual emission (by oil and gas). Formally, thedifference between the observed growth and the potential growth based on actual andcounterfactual emission series.
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For empirical testing I will use ‘test of equality of means’ for the following hypotheses.
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4.6 Methods for Time Series AnalysisThe smae set of methods has been used for country level analysis of China, United Statesand United Kingdom, but in a ime series framework.
4.6.1 Unit Root TestA time series is said to be stationary if its mean and variance are constant over time andthe value of the covariance between the two time periods depends only on the distanceor gap or lag between the two time periods and not the actual time at which thecovariance is computed (Chu, 2011). A time series is said to be integrated of order zero
[24]
i.e. I(0) if it is stationary at the level form. In the differenced series, the time series is tobe called integrated of order d i.e. I(d) if it has to be differenced d times to make itstationary. For example, the time series is called I(1), if οݕ௧ = ݕ௧ - ݕ௧ିଵ will bestationary. If a time series is I(2), then οݕ௧ = ݕ௧ - 2ݕ௧ିଵ +ݕ௧ିଶ will be stationary. Toexamine the stationarity of the variables for each country, I used standard methods oftesting unit root i.e. Augmented Dickey-Fuller (ADF) and Phillips Perron (PP) test.Among the three equations by Dickey and Fuller (1979, 1981) speficifation, I use the noconstant, no trend specification.
οݕ௧ = ߛݕ௧ିଵ + σ ߚ௜௞௜ୀ଴ οݕ௧ି௜ +ߝ௧
4.6.2 Johansen Cointegration TestFor testing cointegration at country level, I use the test given by Johansen (1988) andJohansen and Juselius (1990) which is a VAR based test. After determining the order ofintegration, two statistics named trace statisticsȋɉtrace) and maximum eigenvalue (ɉmax)are used to determine the number of cointegrating vectors. In trace statistics, thefollowing vector autoregression is estimated.
οݕ௧ = ݎଵοݕ௧ିଵ + ݎଶοݕ௧ିଶ + ………………. + ݎ௣οݕ௧ି௣ାଵ
On the other hand, in maximum eigenvalue, the following vector autoregression isestimated
ݕ௧ = ݎଵοݕ௧ିଵ + ݎଶοݕ௧ିଶ + ………………. + ݎ௣οݕ௧ି௣ାଵ
Where, ݕ௧ is the vector of the variables involved in the model and ݌ is the order ofautoregression. In Johansen’s conintegration test the null hypothesis states there is noco-integrating vector (ݎ = 0) and the alternate hypothesis makes an indication of one ormore co-integrating vectors (ݎ > 1).
4.6.3 VAR, Granger Causality and Possible SubstitutionI used the same methodology VAR in first differences and Granger causality asdescribed in previous section. The same hypothesis and estimation tecniques has beenused for substituion analysis as well.
[25]
The employed methodolgy has several distinctive features over the other researches.Firstly, it employes the panel framework. Secondly, this study takes into account thedisaggregated emission data to show the causality between economic growth and CO2emission. Thirdly, the method of using counterfactual for analyzing possiblesubstitution seems promising and practical. To best of my knowledge, there is no workon this issue in literature.
[26]
Chapter 5
Empirical Results: Panel
This section presents the estimation result for the causality and possible substitutioneffect analysis for 30 panel countries. Firstly, I check the stationarity properties of paneldata series and test for cointegration relation. Secondly, I present the VARfd results andVAR Granger causality. And thirdly, I discuss about the effect of possible substitution ofcoal by natural gas on economic growth.
5.1 Panel Unit Root Test ResultIn order to check the stationarity properties of data series in whole panel framework, Iapplied four different panel unit root testing methods, Levin-Lin-Chu (LLC), Im-Pesaran-Shin (IPS), Fisher type unit root test based on Augmented Dickey Fuller (ADF - Fisher)and Breitung test. These methods test both individual (at least one country) andcommon (all countries) unit root process of each series.Table 5: Unit Root Test ResultVariables Levin-Lin-Chu(LLC) Im-Pesaram-Shin (IPS) ADF – Fisher Breitung Order ofIntegration
Panel a: Levels
LnGDP 17.0281 0.3789 0.4278 4.8074 -
Ln 2
TCO 17.3615 -0.2354 2.4345 4.2263 -
Ln 2
cCO 7.7804 -0.5625 6.4604 1.7109 -
Ln 2
oCO 10.0425 -1.7148 12.9178 3.8887 -
Ln 2
gCO 12.5018 -0.8525 -0.6358 3.0912 -
Panel b: First differences
'LnGDP -17.8925*** -26.8817*** -21.4674*** -9.9605*** I(1)
2
TLnCO' -21.9615*** -30.5498*** -21.0614*** -14.7902*** I(1)
2
cLnCO' -32.3528*** -34.0512*** -34.3963*** -16.3934*** I(1)
2
oLnCO' -23.2478*** -28.4698*** -23.3489*** -15.2191*** I(1)
2
gLnCO' -20.9517*** -25.1314*** -20.2170*** -14.2947*** I(1)Note: Lag lengths are selected by automatic lag section criteria (SIC); (***) significant 1% levelLLC: Null hypothesis: Unit root (common unit root process); IPS: Null hypothesis: Unit root (individualunit root process); ADF-Fisher: Null hypothesis: Unit root (individual unit root process); Breitung: Nullhypothesis: Unit root (common unit root process)
[27]
Table 4 contains the unit root test results. Every variable is tested in both levels andfirst differences. The result shows that, we cannot reject the null hypothesis at level(panel a). It requires the data to be first differenced in order to get stationary series.Results in panel b shows that, all variables become stationary in all methods indifferenced series. Henceforth, all variables are integrated of order one i.e. I(1).
5.2 Panel Cointegration AnalysisSince all variables are found I(I), they are now subject to cointegration test. I appliedthree widely used panel cointegration testing methods: Pedroni Residual CointegrationTest, Kao Residual Cointegration Test and Johansen Fisher Panel Cointegration Test.The cointegration test results are reported in Table 6.
Table 6: Panel Cointegration Test ResultVariables Pedroni ResidualCointegration Test Kao ResidualCointegration Test Johansen Fisher PanelCointegration Test
Whole panel Panel ADF Statistic Augmented Dickey-Fuller Statistic Fisher Stat*from tracetest Fisher Stat*from max-eigentest
LnGDP, Ln 2TCO , Ln
2
oCO and Ln 2cCO , Ln
2
gCO
19,23(0.28) 2.720384(0.15) 9.20( 0.52) 6.34( 0.82)
* Probabilities are computed using asymptotic Chi-square distribution.
p-values in parentheses.
In the table the result from Pedroni residual ADF statistics, ADF statistic from Kao testand both Fisher trace and mamimum eigen value statistic cannot reject the nullhypothesis of no cointegration at preferred significance level. Hence, it implies thatthere is no evidence of cointegration in GDP and emission in whole panel. Therefore, itindicates to apply VAR model instead of VECM in next step to investigate the Grangercausality.
5.3 Growth-Emission and Growth-Emission Type CausalityThe result of VAR in first differences (since all variables are I(1) from panel unit roottest result) are reported in Table 7 and 8. Table 7 presents the VARfd result betweeneconomic growth and total CO2 emission. Again, I estimate (Table 8) the VARfd between
[28]
GDP and disaggregated CO2 emission series ( 2gCO , 2oCO and 2cCO ) in order to getGrowth-Emission type causality. The model has been estimated by using 1 lag, since thelag lebgth criteria suggests that (Appendix Table B1). The VAR is well specified, sincethre is no residual autocorrelation in the model (Appendix Table B2). The graph ofinverse roots of AR characteristic polinomial shows that, all points belong inside theunit circle, that implies, the specified VAR satisfied the stability condition (AppendixFigure B1).
Table 7: VARfd of GDP and Total CO2 EmissionVariable ȟ
t 2ln T tCO'
C 0.025***(19.97) 0.026***(9.97)
ȟ
t-1 0.297***(20.37) 0.147***(4.97)
2ln TCO' t-1 0.030***(2.29) 0.060***(2.27)
R2 0.243 0.024F-statistic 227.77*** 17.82***Akaike AIC -3.54 -2.13Schwarz SC -3.53 -2.12Note: (***) significant 1% level, (**) significant 5% level, (*) significant 10% levelt-Statistics in parenthesisTable 8: Economic growth and single emission type: Result of VAR in first difference
Variable ȟ
t 2ln cCO' 2ln oCO' 2ln gCO'
C 0.025***(19.16) 0.018*(1.68) 0.024***(7.77) 0.069***(6.33)
ȟ
t-1 0.298***(20.76) 0.429***( 3.47) 0.173***(5.01) 0.191( 1.54)
2ln cCO' t-1 -0.001***(-2.34) -0.120***(-4.58) 0.016**( 2.26) 0.020(0.79)
2ln oCO' t-1 0.032***(2.89) -0.244***(-2.59) 0.013( 0.49) 0.376***(4.12)
2ln gCO' t-1 0.005( 1.60) -0.063***(-2.37) 0.019***(2.63) 0.091***( 3.46)
R2 0.246 0.029 0.027 0.024F-statistic 115.81*** 10.81*** 10.19*** 8.96***Akaike AIC -3.54 0.75 -1.80 0.71Schwarz SC -3.52 0.77 -1.78 0.73Note: (***) significant 1% level, (**) significant 5% level, (*) significant 10% levelt-Statistics in parenthesis
[29]
Based on the result of Table 7 and 8, I estimate the VAR Granger causality or blockexogeneity Wald test reported in Table 9. Results show that, it rejects the nullhypothesis at 5% and 1% significance level, that implies there is bidirectional causalitybetween economic growth and total CO2 emission. This result implies mutualdependence between economic growth and CO2 emissions, i.e. economic growth causesemission in environment and reverses as well.
Table 9: VAR Granger CausalityCausality Null Hypothesis ߯ଶ Prob. DecisionGrowth-Emission ȟ 2TCO 
ȟ
 5.268** 0.02 Feedbackȟ

ȟ 2TCO 24.74*** 0.00
Growth-Emission Type
2
cCO' 
ȟ
 0.19 0.65 Unidirectional
ȟ

 2
cCO' 9.65*** 0.00
2
oCO' 
ȟ
 8.57*** 0.00 Feedback
ȟ

 2
oCO' 27.38*** 0.00
2
gCO' 
ȟ
 3.06* 0.08 Feedback
ȟ

 2
gCO' 3.93** 0.04
ǤȟǤNote: (***) significant 1% level, (**) significant 5% level, (*) significant 10% level
The result of causality between economic growth and single emission type emission hasdifferent result for different emission series of coal, oil and natural gas. There isunidirectional causality running from economic growth to CO2 emission from coalcombustion, it implies that higher GDP growth may increase the emission from coal inlong run. This result may be more relevant for developing and emerging countries withhigher economic growth, India, for example. Because of availability and relatively lowerprice, demand and consumption of coal in India is higher. Although the technologicalchange is happening, there is significant number of manufacturing technology indeveloping and emerging countries which are mostly fueled by coal and high carbonenergy. This picture may be different in developed countries for example, Switzerland.
[30]
The causality for other two single oil and natural gas series with economic growthshows statistically significant bidirectional or feedback relationship.
5.4 Possible Substitution AnalysisTable 10 contains the result from possible substitution analysis, if countries substitutecoal by oil and coal by natural gas. The variable 2 ,ln T coal oilCO' is the new total emissionwhen countries are presumed to substitute 2cCO by 2oCO as if countries substitute coalconsumption by oil consumption. And 2 ,ln T coal gasCO' is the new total emission whencountries are presumed to substitute 2cCO by 2gCO as if they replace coal by natural gas.The estimated coefficient by using panel least squares in differenced data shows theimpact of CO2 emission on economic growth. All coefficients imply that there is positiverelationship between economic growth and CO2 emission. The results can beinterpreted as slope/elasticity (since the variables are in first differences). The slope ofthe positive relationship between economic growth and emission becomes lower whencountries substitute the emission from coal to oil and natural gas.
Table 10:Effect of CO2 emission on economic growth: panel least square estimatesObserved Counterfactual (oil) Counterfactual (gas)Variable ȟ
t ȟ
t ȟ
t
2ln TCO' 0.319***(13.64)
2 ,ln T coal oilCO' 0.030***(5.11)
2 ,ln T coal gasCO' 0.049***(8.81)R2 0.13 0.26 0.22Log Likelihood 1594.255 1519.586 1544.457Durbin Watson Stat 1.94 2.01 1.99Note: (***) Significant at 1%, (**), Significant at 5% and (*), Significant at 10%
t-Statistics in Parenthesis
[31]
Table 11: Wald Test Counterfactual (oil) Counterfactual (gas)Null Hypothesis
l l[ ] [ ] 0Observed PotentialD E Y E Y   
t-statistic: 11.256*** t-statistic: 8.868***F-statistic: 126.781*** F-statistic: 78.643***
2F : 126.781*** 2F : 78.643***Null Hypothesis Summary
Normalized Restriction ( 0) 
Value Std. Error Value Std. Error0.325 0.028 0.258 0.029Note: (***) Significant at 1%, (**), Significant at 5% and (*), Significant at 10%Restrictions are linear in coefficients
Table 11 represents the result from Wald test to test the hypothesis of impact ofsubstitution between emission series on economic growth. In null hypothesis, I presumethat the effect is equal both in observed and potential (counterfactual) emission.However, in both cases, substitution by oil and natural gas, we reject the nullhypothesis. All test statistic are significant at 1% level. That implies that the substitutionbetween emission series has statistically different impact on economic growth than thatof observed emission without any substitution.
However, to make any comment on whether the difference between observed effect andpotential effect, l l[ ] [ ]Observed PotentialD E Y E Y  , is greater than zero or less than zero, isbeyond the scope of this research. Environmental economists and technologicaloptimists emphasize the realization of substitution for sustainable development. But onthe issue of cutting production at socially and environmentally desired level, theremight be many conflicts among capitalists and environmentalists. Henceforth, it isdifficult to say whether 0D  or 0D ! .
[32]
Chapter 6
Empirical Results: China, United States and United Kingdom
6.1 China, USA and UK: Time Series AnalysisIn this section I present a separate time series analysis for China, United States andUnited Kingdom for examining my two hypotheses. The main reason for excluding thesethree countries was about methodological issue. The emission series of China andUnited States is significantly larger than any other sample countries. Moreover, the GDPof United Kingdom, United States and China is also higher other sample countries.Therefore, inclusion of these countries in whole panel set generates higher variation indata and excessively larger residual. Therefore, I exclude those countries for aconsistent estimate.
Besides methodological issues, the amount of CO2 emission in these countries hassignificant impact on global environment. In particular, China and United States emitover 40 percent of total greenhouse gas in the atmosphere. China is often called as an‘economic miracle’ has achieved this growth rate with a higher environmental cost leftin global atmosphere. China’s total CO2 emission has increased from 0.78 million kt in1960 to 8.29 million kt in 2010. The amount of emission in China has become almostdoubled from 2002 to 2008, within a very short period of time. According to IEA (2013),China has continuously been the largest national source of CO2 emission since 2006. Therapid growth of manufacturing sector has largely contributed to mount the emissionover the years. The main drivers of this intense emission are household consumption,capital investment and growth in export trade. An estimate by Yunfeng and Laike(2010) find that 10-26% of China’s CO2 emission comes from manufacturing process ofcarbon embodied export goods. This production related emission is expected toincrease by three-fold by the year 2030 (Guan et al., 2008). Besides, the coal-dependentfuel consumption has been increased by 9% per annum during 2000-2009, that drovethe Chinese economic growth very quickly (NBS, 2010).
Figure 5: CO
Figure 5 plots the yearly CO21960 to 2010. Both US and China has a sharp acceleration rate in emission growth. Sincethe beginning of 1980s the emission from China has been increased followed by a verystrong increase in 2000s. In the year 2006, China overtook USemitter, and continues to with a very high speed. On the other hand, US emission hasbeen increasing at a diminishing rate, although the amount of emission in almost 4times higher than the averageUnited Kingdom is less than 1 million kt during the sample period, but this trend is stillhigher than the average of other sample countries.
In 2009, the year of financial crisis, the US and UK emissismall amount, because of the slowdown of economic activities, but it has followed itsprevious trend in 2010 and continues to grow upward. China was not responsive tofinancial crisis in CO2 emission; instead it has the rising tr
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6.2 Unit Root Test Result: Time SeriesTable 12 presents the Augmented Dickey Fuller (ADF) and Phillips Perron (PP) unit roottest for all series of CO2 emission and GDP for three countries separately.Table 12: Unit root test result of China, United States and United KingdomVariables ADF PP Order ofIntegration
China
Levels LnGDP 7.3559 7.3517 -
Ln 2
TCO 3.1121 2.7060 -
Ln 2
cCO 2.7591 2.2891 -
Ln 2
oCO 2.3014 3.6083 -
Ln 2
gCO 2.5714 3.4672 -
First
Differences
'LnGDP -3.4044*** -3.5580*** I(1)
2
TLnCO' -4.2500*** -4.2500*** I(1)
2
cLnCO' -4.5305*** -4.5305*** I(1)
2
oLnCO' -2.1736** -2.6355** I(1)
2
gLnCO' -3.7788*** -3.9541*** I(1)
United
States
Levels LnGDP 10.4814 10.4814 -
Ln 2
TCO 2.8913 2.2199 -
Ln 2
cCO 2.8525 2.8436 -
Ln 2
oCO 0.8046 1.1308 -
Ln 2
gCO 2.3645 1.5596 -
First
Differences
'LnGDP -2.3289** -1.9747** I(1)
2
TLnCO' -4.0856*** -4.0155*** I(1)
2
cLnCO' -5.9319*** -6.1374*** I(1)
2
oLnCO' -3.5174*** -3.5480*** I(1)
2
gLnCO' -4.6301*** -4.8351*** I(1)
United
Kingdom
Levels LnGDP 4.3272 6.8000 -
Ln 2
TCO -0.7387 -0.9395 -
Ln 2
cCO -1.2059 -1.4312 -
Ln 2
oCO 0.5981 0.5275 -
Ln 2
gCO -0.2289 1.3194 -
First
Differences
'LnGDP -2.8829*** -2.6976*** I(1)
2
TLnCO' -7.6330*** -7.6920*** I(1)
2
cLnCO' -8.0541*** -8.000*** I(1)
2
oLnCO' -6.2557*** -6.2557*** I(1)
2
gLnCO' -1.9976** -3.0802*** I(1)ADF: Null Hypothesis: Unit root; PP: Null Hypothesis: Unit rootTest critical values (no constant, no trend): -2.6120 (1%), -1.9475 (5%), -1.6265 (10%)
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The results suggest that, we cannot reject the null hypothesis of unit root at levels. Ithen test them in first differenced data and all series become stationary at 5% and 10%significance level, resulting all variables as I(1).
6.3 Johansen Cointegration TestThe results from both trace statistics and maximum eigenvalue of Johansencointegration test shows that, we cannot reject the null hypothesis of no cointegrationagainst at most 1 cointegrating vector at 5% significance level in any countries. Thedetailed result has been reported in appendix Table C1. Therefore, I proceed in the theVARfd and Granger causality test in next step.
6.4 Growth-Emission: VARfd ResultsTable 13 contains the result of VAR in first differences between GDP and total emission( 2T tCO ). I use 1 lag for both GDP-emission and GDP-emission type VAR advised byAkaike Information Criterion (AIC), Schwarz Information Criterion (SIC) and Hannan-Quinn (HQ) test. A detail result of lag selection criteria had been provided in appendixTable C2. A VAR of GDP and single emission type ( 2cCO , 2oCO 2gCO ) has also beenpresented for each country in appendix Table C3, C4 and C5. Both VARfd is stable andno residual serial correlation has been found. The inverse roots of AR characteristics
polynomial graph (appendix Figure C1 and C2) shows that all the lag points are placedinside of the unit circle, that indicates it satisfied the VAR stability condition. Moreover,we cannot reject the null hypothesis of no serial residual correlation at lag order of LMtest. Therefore, the specified VARfd has no residual autocorreltion problem (appendixTable C6).
[36]
Table 13: VARfd of GDP and Total CO2 Emission by countriesChina United States United KingdomVariable ȟ
t 2ln T tCO' ȟ
t 2ln T tCO' ȟ
t 2ln T tCO'
C 0.059***(6.17) 0.037***(2.47) 0.025***(4.07) 0.009(0.99) 0.013***(2.58) -0.013*(-1.58)
ȟ
t-1 0.345***(2.58) -0.053(-0.25) 0.113(0.51) -0.033(-0.10) 0.421***(2.55) 0.344*(1.31)
2ln TCO' t-1 -0.017(-0.16) 0.477***(2.99) 0.189(1.24) 0.403**(1.84) -0.097(-0.88) -0.260*(-1.58)
R2 0.24 0.29 0.13 0.14 0.13 0.05F-statistic 7.54** 9.79*** 3.65* 4.02** 3.45* 1.28Akaike AIC -3.32 -2.42 -4.91 -4.19 -4.87 -3.94Schwarz SC -3.20 -2.31 -4.79 -4.07 -4.75 -3.83Note: (***) significant 1% level, (**) significant 5% level, (*) significant 10% levelt-Statistics in parenthesis
6.5 Granger Causality ResultsBased on these two stable VAR results, the growth-emission and growth-emission typeVAR Granger causality has been provided in Table 14. The country-wise result is quitedifferent from the panel VAR Granger causality result. We did not find any significantcausality between growth (ȟ
) and total emission (ȟ 2TCO ) in any country.Interestingly, we have the evidence of causality between growth and disaggregatedemission data. For example, in China, causality runs from growth to emission from coalconsumption but not the other way around. This result implies that, higher growth ofeconomic activities through manufacturing expansion, household energy consumptionetc. can cause significant emission from coal. We found bidirectional causality betweeneconomic growth (ȟ
) and emission from gas combustion ( 2gCO' ) but no causalitybetween growth and emission from oil combustion ( 2oCO' ).
[37]
Table 14: Granger Causality result of China, Untied States and United KingdomCausality Null Hypothesis ߯ଶ Prob Decision
China
Growth-Emission ȟ 2TCO 
ȟ
 0.027 0.86 No causalityȟ

ȟ 2TCO 0.065 0.79
Growth-EmissionType
2
cCO' 
ȟ
 1.007 0.26 Unidirectional
ȟ

 2
cCO' 9.023*** 0.00
2
oCO' 
ȟ
 0.756 0.39 No causality
ȟ

 2
oCO' 0.221 0.64
2
gCO' 
ȟ
 5.109*** 0.02 Feedback
ȟ

 2
gCO' 11.167*** 0.00
United
States
Growth-Emission ȟ 2TCO 
ȟ
 1.539 0.22 No causality
ȟ

ȟ 2
TCO 0.011 0.91
Growth-EmissionType
2
cCO' 
ȟ
 1.178 0.28 Unidirectional
ȟ

 2
cCO' 3.44* 0.06
2
oCO' 
ȟ
 6.562** 0.01 Unidirectional
ȟ

 2
oCO' 0.865 0.36
2
gCO' 
ȟ
 0.299 0.58 No causality
ȟ

 2
gCO' 0.157 0.69
United
Kingdom
Growth-Emission ȟ 2TCO 
ȟ
 0.790 0.37 No causalityȟ

ȟ 2TCO 1.725 0.19
Growth-EmissionType
2
cCO' 
ȟ
 0.80 0.37 No causality
ȟ

 2
cCO' 0.02 0.86
2
oCO' 
ȟ
 0.125 0.72 No causality
ȟ

 2
oCO' 1.608 0.21
2
gCO' 
ȟ
 0.192 0.66 No causality
ȟ

 2
gCO' 0.456 0.50Note: (***) Significant at 1%, (**), Significant at 5% and (*), Significant at 10%
[38]
In the case of United States, we find unidirectional causality running from growth toemission from coal. It eventually explains the higher GDP growth can Granger causehigher emission from coal. However, we do not find any causal direction either ingrowth-emission or growth-emission type in United Kingdom.
6.6 Possible Substitution in Three CountriesThe possible substitution of CO2 emission from coal by emission from cleaner energy oiland natural gas has the lower slope than the observed relationship. For each countriesthe effect is in same direction but different in rate of change (Table 15). However thestatistically significance of this substitution varies among the countries. In table 16, theresult from Wald test shows that we cannot reject the null hypothesis
l l[ ] [ ] 0Observed PotentialD E Y E Y   for the case of United Kingdom. On the other hand, theresult for China and United States implies that the substitution between emission serieshas different impact on economic growth than that of observed emission without anysubstitution.Table 15: Effect of CO2 emission on economic growthObserved Counterfactual (oil) Counterfactual(gas)
China
Variable ȟ
t ȟ
t ȟ
t
2ln TCO' 0.787***(9.29)
2 ,ln T coal oilCO' 0.240***(4.71)
2 ,ln T coal gasCO' 0.190***(4.72)
United States
Variable ȟ
t ȟ
t ȟ
t
2ln TCO' 0.834***(7.24)
2 ,ln T coal oilCO' 0.205***(5.22)
2 ,ln T coal gasCO' 0.333***(5.21)
United
kingdom
Variable ȟ
t ȟ
t ȟ
t
2ln TCO' 0.268**(1.97)
2 ,ln T coal oilCO' 0.045***(3.58)
2 ,ln T coal gasCO' 0.046***(3.58)Note: (***) Significant at 1%, (**), Significant at 5% and (*), Significant at 10%
t-Statistics in Parenthesis
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Table 16: Wald test for China, United States and United Kingdom
Counterfactual ( oil) Counterfactual (gas)
China
Null Hypothesis
l l[ ] [ ] 0Observed PotentialD E Y E Y   
t-statistic: 4.792*** t-statistic: 4.785***F-statistic: 22.971*** F-statistic: 22.899***
2F : 22.971*** 2F : 22.899***Null Hypothesis Summary
Normalized Restriction ( 0) 
Value Std. Error Value Std. Error0.638 0.133 0.638 0.133
United
States
Null Hypothesis
l l[ ] [ ] 0Observed PotentialD E Y E Y   
t-statistic: 4.252*** t-statistic: 3.794***F-statistic: 18.080*** F-statistic: 14.400***
2F : 18.080*** 2F : 14.400***Null Hypothesis Summary
Normalized Restriction ( 0) 
Value Std. Error Value Std. Error1.732 0.407 1.666 0.439
United
Kingdom
Null Hypothesis
l l[ ] [ ] 0Observed PotentialD E Y E Y   
t-statistic: 0.977 t-statistic: 0.960F-statistic: 0.955 F-statistic: 0.922
2F : 0.955 2F : 0.922Null Hypothesis Summary
Normalized Restriction ( 0) 
Value Std. Error Value Std. Error0.129 0.132 0.127 0.132Note: (***) Significant at 1%, (**), Significant at 5% and (*), Significant at 10%
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Chapter 7
Discussion and Implication
Nowadays carbon emission and its long run environmental impact is a global issue ofimmense importance. The significant amount of emission basically comes from theburning of fossil fuel, in particular coal, oil and natural gas. Emission from newrenewable energy sources, for example, ethanol, biofuel etc. has naturally been balancedwhen the trees (input of biofuel, ethanol etc.) grew up. Although there is considerableawareness of using renewable energy and raising the ‘decarbonization’ policy; but inreality, no region is implementing this in their energy supply system. A quick shift fromtraditional fossil fuel to renewable seems difficult for economies. The relative price,technological utility, availability and energy content of fossil fuel keeps the world toconsume fossil at the highest share of world total energy consumption. This energyconsumption has a positive impact on CO2 emission in atmosphere (Arouri et al., 2012).An acceleration of CO2 emission at global scale has been driven by reversal of decliningtrend of energy intensity (energy/GDP) and carbon intensity of energy (CO2emission/energy consumption), combining with rapid population growth and increasein per capita GDP (Raupach et al., 2007).
The energy combustion is increasing because of industrial process and higher growth ofeconomic activities. So, what could happen if the emission from dirty energy would bereplaced by the emission from cleaner energy? As if, we can assume the dirty energycoal will be replaced by oil and natural gas in the long run. How this possiblesubstitution can have impact on economic growth? To answer all this questions, I, first,estimate growth-emission and growth-emission type causality and second, test theeffect of substation on economic growth.
[41]
In panel countries, result shows that the causality is bidirectional in most cases.Therefore, the economic growth in countries can cause higher emission at global scale.Since, emission is not bound to national territories. For instance, the higher growth ofIndian economy can emit higher CO2 and eventually it may hamper the environmentalquality of neighboring countries and the global environment as well. On the other hand,the emission can cause economic growth through its externalities on residential orhealth sector. The result from substitution analysis is quite relevant and expected. In aword, the result shows that, if countries substitute emission from coal by emission fromoil and natural gas, the degree of the positive relationship between economic growthand emission has become weak.
In country level of China, United States and United Kingdom the implication of the resultvaries from country to country. No causality between economic growth and totalemission and significant unidirectional causality from growth to emission from coalagain statistically support that higher economic growth in China and United Statescause the higher emission in environment. To support this findings, a number of studieshave shown that the growth rate of global CO2 emission in increasing rapidly indeveloping parts of the world, specially the emission in strong in China (Zhao et al.,2012 and Guan et al., 2008). The structure of Chinese energy demand and fuel mixmight be responsible for the rapid growth of coal consumption. According to theprojection by IEA (2007), given the Chinese GDP growth rate 5.6 percent in 2002, thetotal energy consumption would be expected to increase by 3.1 percent by 2030. Thecoal consumption is expected to grow by 4.7 percent per annum between 2005 and2015. Whereas the gas consumption will increase less than 4 percent, final oil demandwill increase by 3.9 percent (IEA, 2007). Most of the increase in coal demand mainlycomes from Chinese uprising manufacturing firms, export sectors and coal-fired plantfor electricity production. Therefore, the causality result supports the trends of highercoal consumption over other energy sources.
United States, the second leader of CO2 emission, has the similar result and implicationas China. The direction of causality runs from economic growth to emission from coal inUnited States as well. A projection by US Energy Information Administration, EIA(2014) says that the coal consumption will increase at 5 percent in recent years as the
[42]
electricity demand is continuously growing. In the case of United Kingdom, however, Idid not find any evidence of causal relationship.
In regards to the possible substitution, the degree of positive relationship betweeneconomic growth and emission is expected to decrease in China and United States, ifthey substitute emission from coal by emission from oil and natural gas. As priorassumption, if countries substitute dirty energy consumption by clean energy, they willbe environmentally benefitted. However, how GDP growth will react to this substitutionis a matter of another intensive research. Moreover, as slope decreases aftersubstitution, we could say that, the emission from clean energy can contribute morethan that of dirty energy to make the Environmental Kuznets Curve downward.
[43]
Chapter 8
Conclusion and Final Remarks
8.1 ConclusionRelationship between economic growth and environmental quality specifically CO2emission has mainly been examined by Environmental Kuznets Curve (EKC) hypothesisin literature. There are some research addressing the Granger causality between CO2emission and economic growth in single countries (time series) perspective. Using bothpanel and time series (3 countries) framework, the main objective of this study is to i)examine the growth-emission and growth-emission type causality and ii) investigate ifsubstitution of emission from dirty energy by emission from clean energy has anysignificant impact on economic growth.
In this research, I estimate the Granger causality between economic growth andaggregated and disaggregated CO2 emission series. In particular, along with growth-(total) CO2 emission causality, this research examines the growth-emission type (CO2from coal, oil, natural gas) causality. Using the panel framework is one of the advantagesof this research to draw generalized conclusion about economic growth andenvironmental degradation, since emission or pollutant is not fixed in nationalterritories. Moreover, I estimate the relationship for China, United States and UnitedKingdom separately in a time series framework. Besides, the contribution of analyzingin panel framework, I have shown the possible substitution of CO2 emission from dirtyenergy source, coal, by CO2 emission from relatively cleaner energy source, oil andnatural gas. Answering the question of how this possible substitution can influenceeconomic growth is another important contribution of this research.The analysis begins with the panel unit root tests of variables by using widely usedmethod of checking stationarity. I found all the variables are non-stationary at their
[44]
levels and become stationary after taking the first differences. That is all the variablesare integrated of order 1, i.e. I(1). I used the overfitting of VAR, i.e. using VAR in firstdifferences to estimate the panel Granger causality. The empirical result obtained frompanel VAR in first differences indicates that there is feedback relationship betweeneconomic growth and total CO2 emission ( 2TGDP CO' l ' ). In disaggregated emissiondata, the causality analysis shows Feedback relationship in all types ( 2oGDP CO' l ' ,
2
gGDP CO' l ' ) except emission from coal. The result strongly supports the
unidirectional causality running from economic growth to emission from coal (
2
cGDP CO' o ' ). In next step, the panel least square estimates suggest that, the slope ofthe positive relationship between economic growth and CO2 emission becomes lower,when countries substitute emission from coal by emission from oil and natural gas. Thisresult has been statistically verified by using the Wald test using the linear restriction
l l[ ] [ ] 0Observed PotentialD E Y E Y   .
In the country level time series analysis of China, United States and United Kingdom, Ifollowed the same procedure and address the main questions of two hypotheses. Thestandard unit root tests shows all variables are I(1) in each country. I do not find anycausality between economic growth and (total) CO2 emission in any of these threecountries. However, the result shows there is statistically significant causality runningfrom economic growth to emission from coal ( 2cGDP CO' o ' ) in China and UnitedStates. As the world’s largest CO2 emitter and having the highest national GDP, thisdirection of causality is more relevant and expected. In regards to the substitutionanalysis, the result indicates that, the degree of positive relationship between economicgrowth and emission is expected to decrease in China and United States, if theysubstitute emission from coal by emission from oil and natural gas. In United Kingdom,however, I do not find any such causality or statistically significant possible substitutioneffect on economic growth.
Finally, this research contributes to draw conclusion about causality between economicgrowth and CO2 emission for a set of large panel countries. And the substitution of CO2
[45]
emission from coal by emission from oil and natural gas might have a significant impacton environmentally sustainable growth.
8.2 LimitationAlthough I followed the standard methodology for panel data and time series analysis,there are some obvious limitation of this research. I used sufficiently large sampleperiods (51 years) for this analysis, but due to data unavailability on CO2 emission fromnatural gas, I cannot include some representative sample countries. For example, Russiais one of countries among highest ten CO2 emitter, but due to missing observationbefore 1990, I exclude this potential sample. Regarding methodological issues, I excludeChina, United States and United Kingdom from the panel dataset because of excessivelyhigher residual. This may affect the generalization of the result from panel framework,since at least two of the excluding countries are the first and second highest emitter ofCO2 in the world.
Another important limitation goes to the concern of omitted variable bias. Since GDPgrowth depends on many other factors such as labor, capital, foreign investment etc.;and CO2 emission depends on energy consumption, growth of manufacturing sector,urbanization and residential energy demand etc., therefore, an analysis based on onlyGDP and CO2 emission might suffer from potential omitted variable bias. A relevantissue is the role of CO2 embodiment in international trade between China and UnitedStates. The international trade between the world top two largest emitters hasincreased global emissions by an estimated 720 million metric tons (Shui and Harriss,2006). Therefore, not including the US-China trade in time series case is anotherpotential limitation.
Although I estimate my results in differenced series, there may be heterogeneity in dataat least in panel set. More explicitly, some countries are mostly coal dependent, whereasthey have very insignificant amount of gas consumption. Therefore, the emission seriesamong the countries might have some heterogeneity, which may affect thegeneralization of the result.
[46]
The substitution among CO2 emission from different energy sources has beenconducted, assuming the counterfactual, i.e. if the countries would have substitute thecoal consumption by either oil or natural gas consumption. However, this substitutioncan be dependent on availability, relative price and energy content of other substitutes.Some countries are rich in coal reserve and price is relatively cheaper there. Hence,coupling with higher price of natural gas, possible substitution seems less efficient forcoal-rich countries. Moreover, the substitution seems impractical unless thetechnologies are made up-to-date to use only oil and natural gas as fuel.
[47]
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Appendix AFigure A1: GDP during 1960-2010: by country
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Figure A2: Log of Total CO2 Emission During 1960-2010Algeria Argentina Australia Austria
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Appendix B: Panel CountriesTable B1: Lag length selection criteria tablea) Growth – Emission
Lag LogL LR FPE AIC SC HQ0 3623.730 NA 8.96e-06 -5.947012 -5.938630 -5.9438571 3696.349 144.8791 8.01e-06 -6.059686 -6.034538* -6.070220*2 3704.979 17.18915 7.94e-06 -6.067289 -6.025376 -6.0515123 3709.085 8.165828 7.94e-06 -6.067464 -6.008786 -6.0453764 3719.737 21.14669 7.86e-06 -6.078386 -6.002944 -6.0499895 3732.212 24.72379 7.75e-06 -6.092302 -6.000094 -6.0575936 3741.676 18.72524 7.68e-06 -6.101273 -5.992300 -6.0602547 3753.883 24.11385 7.58e-06 -6.114750 -5.989012 -6.0674208 3763.743 19.44537* 7.50e-06* -6.124373* -5.981870 -6.050733b) Growth – Emission Type
Lag LogL LR FPE AIC SC HQ0 2515.437 NA 1.90e-07 -4.123870 -4.107105 -4.1175601 2640.963 250.0214 1.59e-07 -4.353716* -4.219890* -4.272163*2 2657.536 32.90034 1.59e-07 -4.334656 -4.153770 -4.2478603 2675.050 34.65481 1.58e-07 -4.327143 -4.089197 -4.2251054 2689.501 28.49945 1.59e-07 -4.324600 -4.019594 -4.1973195 2704.969 30.40191 1.59e-07 -4.313726 -3.951659 -4.1712026 2728.590 46.27193 1.57e-07 -4.316239 -3.897112 -4.1584747 2748.500 38.87204 1.56e-07 -4.322660 -3.836473 -4.1396518 2777.304 56.04779* 1.53e-07* -4.343685 -3.790437 -4.135434* indicates lag order selected by the criterionLR: sequential modified LR test statistic (each test at 5% level)FPE: Final prediction errorAIC: Akaike information criterionSC: Schwarz information criterionHQ: Hannan-Quinn information criterion
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Figure B1: VAR stability graphGrowth-Emission Growth-Emission Type
Table B2: VAR specification: Serial Autocorrelation TestGrowth – Emission Growth – Emission TypeVAR Residual Serial Correlation LM TestsNull Hypothesis: no serial correlation at lagorder hDate: 05/26/14 Time: 15:07Sample: 1960 2010Included observations: 1421Lags LM-Stat Prob1 17.73487 0.10202 16.22393 0.12003 10.25839 0.01554 12.88583 0.01185 10.26901 0.03616 14.00670 0.00737 25.20820 0.00008 29.68636 0.00009 9.925315 0.041710 9.807234 0.043811 3.900218 0.419712 1.528833 0.8215Probs from chi-square with 4 df.
VAR Residual Serial Correlation LM TestsNull Hypothesis: no serial correlation at lagorder hDate: 05/26/14 Time: 15:08Sample: 1960 2010Included observations: 1392Lags LM-Stat Prob1 21.40558 0.16002 14.72203 0.30403 27.45908 0.03674 20.84528 0.18455 33.01046 0.00746 34.25904 0.00507 42.70782 0.00038 37.61315 0.00179 28.69604 0.026110 42.05290 0.000411 16.73146 0.403212 20.25950 0.2088Probs from chi-square with 16 df.
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Appendix C: Time seriesTable C1: Johansen cointegration test, maximum eigenvalue and trace statistics
Null
Hypothesis
Alternative
Hypothesis
Unrestricted Co-integration Rank
TestChina ȋɉtrace) 5% criticalvaluer = 0 r = 1 46.74254 47.85613
ζͳ r = 2 28.72016 29.79707
ζʹ r = 3 9.037565 15.49471
ζ͵ r = 4 2.686934 3.841466NullHypothesis AlternativeHypothesis Maximum Eigenvalue(ɉmax) 5% criticalvaluer = 0 r = 1 21.02239 27.58434
ζͳ r = 2 19.68259 21.13162
ζʹ r = 3 6.350631 14.26460
ζ͵ r = 4 2.686934 3.841466UnitedStates NullHypothesis AlternativeHypothesis ȋɉtrace) 5% criticalvalue39.21407 47.85613
ζͳ r = 2 26.65214 29.79707
ζʹ r = 3 10.12039 15.49471
ζ͵ r = 4 2.362145 3.841466NullHypothesis AlternativeHypothesis Maximum Eigenvalue(ɉmax) 5% criticalvaluer = 0 r = 1 26.78012 27.58434
ζͳ r = 2 17.45012 21.13162
ζʹ r = 3 7.63542 14.26460
ζ͵ r = 4 2.00247 3.841466UnitedKingdom NullHypothesis AlternativeHypothesis ȋɉtrace) 5% criticalvaluer = 0 r = 1 43.12580** 47.85613
ζͳ r = 2 21.45208 29.79707
ζʹ r = 3 11.48521 15.49471
ζ͵ r = 4 2.25741 3.841466NullHypothesis AlternativeHypothesis Maximum Eigenvalue(ɉmax) 5% criticalvaluer = 0 r = 1 21.15784 27.58434
ζͳ r = 2 13.28179 21.13162
ζʹ r = 3 9.382636 14.26460
ζ͵ r = 4 2.70291 3.841466
[62]
Table C2: VAR Lag Order Selection Criteriaa) ChinaLag LogL LR FPE AIC SC HQ0 143.1914 NA 7.40e-06 -6.138757 -6.059251 -6.1089741 153.3943 19.07497 5.65e-06 -6.408448 -6.169930* -6.369098*2 159.7170 11.27087* 5.11e-06* -6.509434* -6.111903 -6.3105173 162.2494 4.294157 5.47e-06 -6.445628 -5.889085 -6.2371434 163.0486 1.285610 6.32e-06 -6.306461 -5.590905 -6.038409b) United Stated
Lag LogL LR FPE AIC SC HQ0 228.7804 NA* 1.79e-07 -9.860016 -9.630510 -9.7400231 233.1662 8.199626 1.76e-07* -9.876792* -9.788274* -9.837442*2 234.5515 2.469371 1.98e-07 -9.763107 -9.365577 -9.6141903 237.2801 4.626754 2.09e-07 -9.707829 -9.151286 -9.4993454 242.3924 8.224105 2.01e-07 -9.756189 -9.040634 -9.488138c) United Kingdom
Lag LogL LR FPE AIC SC HQ0 210.2093 NA* 4.01e-07 -9.052580 -8.833074 -8.9827971 214.7313 8.454174 3.93e-07* -9.075276* -8.976758* -9.025926*2 217.6881 5.270673 4.11e-07 -9.029916 -8.632385 -8.8809993 219.5169 3.101076 4.53e-07 -8.935518 -8.378975 -8.7270334 221.0073 2.397579 5.08e-07 -8.826404 -8.110849 -8.558353* indicates lag order selected by the criterionLR: sequential modified LR test statistic (each test at 5% level)FPE: Final prediction errorAIC: Akaike information criterionSC: Schwarz information criterionHQ: Hannan-Quinn information criterion
[63]
Figure C1: VAR stability graphChina United States United Kingdom
Figure C2: VAR stability graph, single emission seriesChina United States United Kingdom
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Table C3: VARfd Result by country: China
ln tGDP' 2ln g tCO' 2ln otCO' 2ln ctCO'
1ln tGDP' 0.263068 -0.140641 -0.188470 -0.085588(0.13118) (0.25523) (0.21702) (0.23389)[ 2.00538] [-0.55103] [-0.86847] [-0.36593]
2 1ln g tCO ' -0.118551 0.155280 -0.165443 -0.080850(0.05730) (0.11148) (0.09479) (0.10216)[-2.06913] [ 1.39293] [-1.74545] [-0.79144]
2 1ln otCO ' 0.007818 0.532725 0.700057 -0.025064(0.09469) (0.18423) (0.15664) (0.16882)[ 0.08256] [ 2.89166] [ 4.46914] [-0.14846]
2 1ln ctCO ' -0.004981 0.523693 0.059424 0.498030(0.00108) (0.20250) (0.17218) (0.18557)[ 2.47866] [ 2.58608] [ 0.34512] [ 2.68376]C 0.072620 0.020181 0.052474 0.045040(0.01168) (0.02273) (0.01933) (0.02083)[ 6.21523] [ 0.88771] [ 2.71473] [ 2.16198]R-squared 0.326685 0.565460 0.383764 0.279725Adj. R-squared 0.265475 0.525957 0.327742 0.214245Sum sq. Resids 0.081898 0.310031 0.224137 0.260352S.E. equation 0.043143 0.083941 0.071372 0.076923F-statistic 5.337087 14.31415 6.850292 4.271944Log likelihood 87.12748 54.51313 62.46125 58.79179Akaike AIC -3.352142 -2.020944 -2.345357 -2.195583Schwarz SC -3.159099 -1.827901 -2.152314 -2.002540Mean dependent 0.084650 0.086648 0.080333 0.049823S.D. dependent 0.050339 0.121918 0.087049 0.086778Standard errors in ( ) & t-statistics in [ ]
[65]
Table C4: VARfd Result by country: United States
ln tGDP' 2ln g tCO' 2ln otCO' 2ln ctCO'
1ln tGDP' 0.153521 0.701358 0.051772 0.612015(0.23127) (0.46018) (0.42008) (0.43214)[ 0.66383] [ 1.52409] [ 0.12324] [ 1.41623]
2 1ln g tCO ' -0.066379 0.296734 0.121399 -0.138925(0.07158) (0.14243) (0.13002) (0.13376)[-0.92732] [ 2.08331] [ 0.93370] [-1.03864]
2 1ln otCO ' 0.218377 0.090814 0.578002 0.055919(0.08909) (0.17728) (0.16183) (0.16648)[ 2.45114] [ 0.51227] [ 3.57172] [ 0.33590]
2 1ln ctCO ' -0.118424 -0.590598 -0.271748 -0.212666(0.00860) (0.21610) (0.19726) (0.20293)[-2.39809] [-2.73301] [-1.37758] [-1.04797]C 0.026177 -0.004335 0.004881 0.000982(0.00643) (0.01280) (0.01168) (0.01202)[ 4.07007] [-0.33876] [ 0.41780] [ 0.08171]R-squared 0.238868 0.250046 0.368978 0.092412Adj. R-squared 0.169675 0.181869 0.311613 0.009904Sum sq. resids 0.016495 0.065311 0.054423 0.057595S.E. equation 0.019362 0.038527 0.035169 0.036180F-statistic 3.452167 3.667570 6.432044 1.120040Log likelihood 126.3866 92.67221 97.14033 95.75239Akaike AIC -4.954555 -3.578457 -3.760830 -3.704179Schwarz SC -4.761512 -3.385415 -3.567787 -3.511136Mean dependent 0.031821 0.014384 0.010349 0.016007S.D. dependent 0.021248 0.042595 0.042389 0.036360Standard errors in ( ) & t-statistics in [ ]
[66]
Table C5: VARfd Result by country: United Kingdom
ln tGDP' 2ln g tCO' 2ln otCO' 2ln ctCO'
1ln tGDP' 0.383235 0.086261 0.439563 -0.165785(0.16178) (1.64676) (0.49348) (0.67098)[ 2.36881] [ 0.05238] [ 0.89073] [-0.24708]
2 1ln g tCO ' 0.006298 0.474452 0.097764 -0.039041(0.01297) (0.13205) (0.03957) (0.05380)[ 0.48549] [ 3.59299] [ 2.47059] [-0.72562]
2 1ln otCO ' -0.017251 0.912712 -0.031568 0.245155(0.05878) (0.59831) (0.17930) (0.24378)[-0.29348] [ 1.52547] [-0.17606] [ 1.00562]
2 1ln ctCO ' -0.031508 0.129197 0.102914 -0.186807(0.01193) (0.42681) (0.12790) (0.17391)[-1.89211] [ 0.30270] [ 0.80463] [-1.07419]C 0.012943 0.073339 -0.016928 -0.024217(0.00573) (0.05830) (0.01747) (0.02375)[ 2.25984] [ 1.25801] [-0.96895] [-1.01951]R-squared 0.135715 0.372204 0.188258 0.095867Adj. R-squared 0.057144 0.315132 0.114463 0.013673Sum sq. resids 0.019320 2.001662 0.179753 0.332308S.E. equation 0.020954 0.213289 0.063916 0.086905F-statistic 1.727289 6.521619 2.551097 1.166346Log likelihood 122.5142 8.819146 67.86785 52.81306Akaike AIC -4.796496 -0.155884 -2.566035 -1.951553Schwarz SC -4.603453 0.037159 -2.372992 -1.758511Mean dependent 0.024102 0.146203 0.004780 -0.027065S.D. dependent 0.021580 0.257730 0.067922 0.087505Standard errors in ( ) & t-statistics in [ ]
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Table C6VAR Specification: Serial Autocorrelation TestChina United States United KingdomVAR Residual Serial Correlation LMTestsNull Hypothesis: no serialcorrelation at lag order hSample: 1960 2010Included observations: 49Lags LM-Stat Prob1 12.07635 0.10812 11.86634 0.12053 19.21977 0.25744 18.44809 0.29835 5.940947 0.98876 9.079265 0.91017 7.533020 0.96168 18.62144 0.28889 11.42215 0.782710 10.87818 0.816911 8.361092 0.937412 9.195752 0.9051Probs from chi-square with 4 df.
VAR Residual Serial Correlation LMTestsNull Hypothesis: no serialcorrelation at lag order hSample: 1960 2010Included observations: 49Lags LM-Stat Prob1 3.147712 0.53342 2.760153 0.59873 2.102696 0.71694 10.29768 0.03575 0.485215 0.97496 0.295285 0.99017 1.039677 0.90378 4.543453 0.33749 9.423731 0.051310 4.825063 0.305711 3.748206 0.441212 3.951407 0.4126Probs from chi-square with 4 df.
VAR Residual Serial Correlation LMTestsNull Hypothesis: no serialcorrelation at lag order hSample: 1960 2010Included observations: 49Lags LM-Stat Prob1 6.196071 0.18502 5.723316 0.22083 4.074496 0.39604 1.720220 0.78705 5.190166 0.26836 5.700777 0.22267 4.796255 0.30888 2.071275 0.72279 0.395883 0.982810 5.159083 0.271411 9.727152 0.045312 2.987473 0.5599Probs from chi-square with 4 df.
