



     データ構造の色彩表示
LANDSAT画像データの解析
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      （スナッブ2，3）
第2主成分 第2主成分





  あてはめ            第1主成分κ一m伽S法による初期分類
















































                      r（3，1）            ！（κ1θ）＝Σπ脇（κ1θ。）













              jV     r（3．3）      2（θ）＝Σ1o9Σ疵1剛’1／2ゐ尾｛（κrμ）T一㌃1（κrμル五〇〕｝
              ｛二1   尾＝1
を構成する．これをμ，”でそれぞれ偏微分して0とおくことにより，各コンポーネント分布
の位置ベクトルと尺度行列の推定値は，次式で与えられる：
         ＿        1      M一（34）      μ＝   ＿       ΣPプ（G島1κ，）〃（∫実、レ£o〕）x、，
            Σ』Pプ（G一κ。）〃（∫実ル£O〕）1－1
           －  1 M一（35）   γ1＝脈尾君pプ（Gllル）・（∫麦〃。〕）（κrβ1）（山一β1）T
ここで，
（3，6）         す麦F（κr¢角）τ町1（xrみ），
（・．・）     戸ヅ（G局1。、）一元凧一1／2辿婁”〕），
                        ！（ル1θ）
                     1M一（3・8）       元1一梢pプ（舳1），





































        ly（亡）（θ（亡））一〆■’）（θ（f一’〕）1＜ε ・・ llθ（亡）一θ（f－1）ll＜δ．
ここで2ω（・）は第左ステップで推定された対数尤度の値，θ（f）は第。ステップで推定された
パラメータである．εとδは十分に小さい正数である（1005～10－7程度）．
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図3．データ空間での分布の位置関係．
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表1．モデル推定に関する諸数値．




































シーン 正規混合モデル c混合モデル 形状パラメータ 主成分累積寄与率私 私 ” （Pc1，Pc2）
A O．536 O．536． 58．44 O．975
三浦半島 B 0．269 0．237 4．50
C 0．196 0，227 ∞ （0，914，0，061）
A O．136 O．137 6．79 O．961
横浜市 B O．823 O．639 3．50
C O．041 O．224 ∞ （O．876，O．085）
千葉市 A 0．179 0．179 28．28 0．957
s B 0．596 O，474 3．60





   合モデル．













図6．横浜市のトレーニングデータの3次   図7．千葉市～習志野市のトレーニング















   浜市正規混合モデル，（d）横浜市τ混合モデル，（e）千葉市～習志野市正規混合モデル，
   （f）千葉市～習志野市彦混合モデル．
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        C1assi丘。ation of Remote1y Sensed Images via Finite
                   Mixture Distribution Mode1s
                      Nagatomo Nakamura
（Department of Statistical Science，The Graduate University for Advanced Studies）
Sadanori Konishi and Noboru Ohsumi
（The Institute of Statistica1Mathematics and
The Graduate University for Advanced Studies）
    We discusshowto c1assifytheLANDSATimagedataviainitemixturemode1s．The
LANDSAT instrument measures the intensity of1ight inmu1tispectra1bandsreHected from
the surface of the earth．Ana1yzing the LANDSAT data yie1ds a p1enty of geographica1
know1edge，such as distribution of p1ants，activity of p1ants，environmenta1po11ution，crop
prospects and investigation of natura1resources．
    We examine the c1assiication procedure based on a mu1tivariate玄mixture mode1，
which is shown to be of much practica1use in comparison with a norma1mixture mode1in
the ana1ysis of the LANDSAT image data，Mixture mode1s are app1ied to the scores
obtained from the“feature space”by the princip1e component ana1ysis．This enables us t0
dispense with a precise segmentation of the objects to grasp the feature of the entire image
data．EM a1gorithm with re－weighting method is proposed as an estimation methodo1ogy
for mu1tivariate左mixture mode1．We a1so deve1op a coloringprocedure whichvisua1izes
the characteristics of the obtained c1assiication．Examp1es show how these estimating
and co1oring procedures work for actua1data sets．
Key words：Finite mixture distribution，mu1tivariateまdistribution，EM a1gorithm，remote sens－
ing，LANDSAT image data，HSI color space．
