In [2] the authors introduced the notion of finite embeddability for sets (and for ultrafilters): a set A is finitely embeddable in B if every finite subset of A can be translated into B. In this paper we study the generalizations of this notion that are obtained by substituting the translations with other families F of functions. This generalizations are called F-finite embeddabilities. We prove that, under some general hypothesis on F, the F-finite embeddability is a pre-order with nice combinatorial properties. We also study the generalization of this notion to ultrafilters by mean of standard and nonstandard techniques, and we apply our construction to prove some results in combinatorial number theory.
Introduction
In [5] the authors introduced the notion of finite embeddability between sets of natural numbers (which had already been implicitly used in [16] ): Definition 1.1. Given A, B ⊆ P(N) we say that A is finitely embeddable in B (notation: A ≤ f e B) if for every finite F ⊆ A there is a natural number n such that n + F = {n + a | a ∈ F } ⊆ B.
This notion and its generalization to ultrafilters have been studied in [2] , [13] . In this present paper we study the following generalization of ≤ f e : Definition 1.2. Let F ⊆ N N be a set of functions. Given A, B ⊆ P(N) we say that A is F -finitely embeddable in B (notation: A ≤ F B) if for every finite F ⊆ A there is f ∈ F such that f (F ) = {f (a) | a ∈ F } ⊆ B.
It is immediate to see that, if T is the family of translations, namely the family T = {t n ∈ N N | t n (m) = m + n ∀m ∈ N}, then ≤ T =≤ f e . The F -finite embeddability can be generalized to ultrafilters as follows: Definition 1.3. Let F ⊆ N N be a set of functions. Given U, V ∈ βN we say that U is F -finitely embeddable in V (notation: U ≤ F V) if for every set B ∈ V there is a set A ∈ U such that A ≤ F B.
In Sections 3 and 4 we study the basic properties of the F -finite embeddability between sets and ultrafilters. In Section 5 we use nonstandard methods to give equivalent characterizations to ≤ F , which are then used in Section 6 to prove some results relating maximal elements in (P(N), ≤ F ) to the maximal elements in (βN, ≤ F ). In Section 7 we show some applications of the results we proved in the previous sections. We refer to [9] for all the notions about combinatorics and ultrafilters that we will use, to [3] , §4.4 for the foundational aspects of nonstandard analysis and to [4] for all the nonstandard notions and definitions. We also refer the interested reader to [10] , where some of the nonstandard techniques that we will use are presented in more detail in Chapter 2, and a different presentation of some aspects of the F -finite embeddabilities is given in Chapter 4. Additional informations about the F -finite embeddability will appear in the planned future joint work with Mauro Di Nasso [7] .
Notations
We use the following notations and definitions:
• P(N) = {A ⊆ N};
• F , F 1 , F 2 , ...., F k always denote subsets of N N = {f : N → N};
• T = {t n ∈ N N | n ∈ N and t n (m) = m + n ∀m ∈ N};
• H = {h n ∈ N N | n ∈ N and h n (m) = m · n ∀m ∈ N};
• A = {f a,b ∈ N N | a, b ∈ N and f a,b (n) = an + m ∀n ∈ N};
• we say that a pair (A, ≤) is a pre-order if ≤ is a reflexive and transitive binary relation on A;
• we say that a pre-order (A, ≤) is upward directed if for every a, b ∈ A there exists c ∈ A such that a ≤ c, b ≤ c;
• we say that a pair (A, ≤) is an order if (A, ≤) is a pre-order and ≤ is antisymmetrical;
• we identify every natural number n with the corresponding principal ultrafilter U n = {A ⊆ N | n ∈ A};
• if f : N n → N m then we denote by f : β(N n ) → β(N m ) the unique continuous extension of f to β(N n ).
Finite Mappability of Subsets of N
We start our study of the structure (P(N), ≤ F ) by summarizing some basic observations in the following proposition: Proposition 3.1. Let A, A 1 , A 2 , B, B 1 , B 2 ∈ P(N). Then:
Proof. The only proof which is not completely trivial is that of (2). To prove (2), let us suppose that A ≤ F1∪F2 B. For every natural number n let A n be the set
There are two possibilities (which can be simultaneously true):
1. for arbitrarily large natural numbers n there is a function f n ∈ F 1 such that f n (A n ) ⊆ B;
2. for arbitrarily large natural numbers n there is a function f n ∈ F 2 such that f n (A n ) ⊆ B;
In the first case it is immediate to prove that A ≤ F1 B; in the second case it is immediate to prove that A ≤ F2 B.
We know (see [2] , [13] ) that (P(N), ≤ T ) is a preorder, namely ≤ T is reflexive and transitive. This will not be the case for a general family F of functions; in fact, we have the following: 2. reflexive if and only if for every finite F there is a function f in F such that f (F ) ⊆ F .
Proof.
(1) Let ≤ F be transitive. Let F be a finite subset of N and let f, g be functions in
As F is finite, this happens if and only if there is a function h in F such that
Conversely, let A, B, C be subsets of N such that A ≤ F B and B ≤ F C. Let F be a finite subset of A and let f, g ∈ F be such that 
Since we are interested to study (P(N), ≤ F ) when ≤ F is a pre-order, we introduce the following definition:
From now on we assume that, except when it is explicitly stated otherwise, all the families of functions that we consider are well-structured. In this case, we will denote by ≡ F the induced equivalence relation, by [A] F the equivalence class of a set A ⊆ N and we will still denote by ≤ F the partial order induced on the equivalence classes. It is easy to see that [N] F is the greatest element in (P(N)/≡ F , ≤ F ). The question is: which sets are F -equivalent to N? Definition 3.6. S F is the set of the maximal elements in (P(N), ≤ F ), namely
Proposition 3.7. Let A ⊆ N. The following conditions are equivalent:
2. for every natural number n there is a function f n in F such that f n (m) ∈ A for every m ≤ n.
Proof. We just observe that A ≡ F N if and only if N ≤ F A if and only if, for every natural number n, there is f n ∈ F such that f n ([0, n]) ⊆ A.
Let us give some examples: by Proposition 3.7 it is immediate to prove that:
where we recall that a set A is called "multiplicatively thick" if for every natural number n there exists a ∈ A such that a, 2a, ..., na ∈ A. Similar characterizations can be given for different families of functions. We will study S F in more detail in Section 6.
Finite Mappability of Ultrafilters on N
We now study (βN, ≤ F ). The first easy observation is the following:
So, except when we will explicitly state otherwise, from now on we assume (βN, ≤ F ) to be a pre-order. The first basic properties that we show are generalizations of Proposition 3.1:
Proposition 4.1. If U, V are ultrafilters on N then:
Proof. All the proofs follow easily by the definitions. The only nontrivial proof is that of (2): let us suppose that U ≤ F1∪F2 V. There are only two possibilities:
2. There is a set B in V such that, for every set A in U, A is not F 1 -finitely mappable in B.
In the first case U ≤ F1 V; in the second case
We know (see [10] , [13] ) that (N, ≤) is the initial segment of (βN, ≤ T ). This property does not hold for all the families F : e.g., let
where, for every n ∈ N, c n is the constant function with value n. F is wellstructured and, for every U ∈ βN and for every n ∈ N, we have that U ≤ F U n , where U n is the principal ultrafilter generated by n. In the general case the following properties hold: Lemma 4.2. Let n, m ∈ N. The following two conditions are equivalent:
Lemma 4.3. The following two conditions are equivalent:
1. Every principal ultrafilter U is F -finitely embeddable in every nonprincipal ultrafilter V;
2. For every natural number n, for every infinite subset
The previous Lemmas follow easily by the definitions. As a consequence we obtain the following:
is the inital segment of (βN, ≤ F ) if and only if F satisfies the following two conditions:
1. every function f ∈ F is strictly increasing; 2. for every n < m ∈ N there exists f ∈ F such that f (n) = m.
By Proposition 4.4 it follows immediatly that N is the inital segment of (βN, ≤ T ) and of (βN, ≤ A ), while it is not the initial segment of (βN, ≤ H ). The main result in [13] was that in the ordered set (βN/≡ T , ≤ T ) there is a greatest element, and that the family of maximal ultrafilters (namely the family of ultrafilters U such that [U] T is the greatest element in (βN/≡ T , ≤ T )) is K(βN, ⊕). We want to study if a similar result holds for a general F . The chains with respect to ≤ F will be called ≤ F -chains and their upper bounds (when they exist) will be called ≤ F -upper bounds. We claim that every ≤ F -chain has an ≤ F -upper bound; to prove this claim we need to recall the following two results (see, e.g., [13] ): Lemma 4.5. If I is a totally ordered set then there is an ultrafilter V on I such that, for every element i ∈ I, the set
is included in V. Proposition 4.6. Let I be a totally ordered set and let V be given as in Lemma 4.5. Then for every A ∈ V, i ∈ I there exists j ∈ A such that i ≤ j.
Finally we recall that, given an ordered set I, an ultrafilter V on I and a family U i of ultrafilters on N, the V-limit of the family U i | i ∈ I (denoted by V − lim i∈I U i ) is the ultrafilter such that, for every A ⊆ N,
We can now prove the following:
Proof. If I has a greatest element i, then the ultrafilter U i is the ≤ F -upper bound of the ≤ F -chain. Otherwise, let us suppose that I has not a greatest element. Let V be an ultrafilter on I with the property expressed in Lemma 4.5. Let us consider the ultrafilter
We claim that U is the ≤ F -upper bound of the given ≤ F -chain. Let B ∈ U and i ∈ I. Since B ∈ U, we have that
Since B ∈ U j , and U i ≤ F U j , there is a set A ∈ U i such that A ≤ F B; this proves that U i ≤ F U for every index i ∈ I, so U is an ≤ F -upper bound for the chain.
Following the approach of [13] , to prove that there is a greatest element in (βN/≡ F , ≤ F ) we should now prove that ≤ F is upward directed 1 . The fact is that, in the general context, nothing ensures that ≤ F is upward directed; most importantly, the problem to determine if ≤ F is upward directed is quite complicated, and it will be adressed in [7] . Nevertheless, for many particular choices of F it can be proved directly that ≤ F is upward directed. In [2] this was done for F = T ; in a similar it can be done for F = H; other cases can be deduced by the following: Proposition 4.8. Let F 1 , F 2 be sets of functions, and let us assume that
Proof. We know by Proposition 4.1 that if U ≤ F1 V then U ≤ F2 V for every U, V ∈ βN. Now let U, V ∈ βN and let W ∈ βN be such that U ≤ F1 W and V ≤ F1 W. Then U ≤ F2 W and V ≤ F2 W, so ≤ F2 is upward directed as well.
E.g., ≤ A is upward directed, since T ⊆ A and ≤ T is upward directed. When F is upward directed we will denote by M F the set 1 Let us observe that the converse holds as well: if there is a greatest element in (βN/≡ F , ≤ F ) then ≤ F is trivially upward directed.
Many properties of M F will be studied in the next sections; here we just prove this easy result:
Proof. For every ultrafilters U, V in βN, if U ≤ F1 V then U ≤ F2 V, so we have the thesis.
To resume: whenever ≤ F is upward directed we know that there is a greatest element in (βN/≡ F , ≤ F ). To study this greatest element in more detail we need the nonstandard characterization of ≤ F , which will be given in the next section. In particular we will be able to give a nonstandard characterization of the cones:
We want to prove a topological property of the cones before going into the nonstandard approach. In the next proposition we do not assume F to be well-founded or ≤ F to be upward directed: Proof. Let V ∈ C F (U). Let A ∈ V. By definition of closure in the Stone topology, there exists W ∈ C F (U) with A ∈ W. Since U ≤ F W, there exists B ∈ U such that B ≤ F A. Since this holds for every A ∈ V, we obtain that U ≤ F V, so V ∈ C F (U). This shows that C F (U) is closed.
Nonstandard characterizations
In this section we assume that the reader knows the basics of nonstandard analysis.
The hyperextension * *

N
Following an approach similar to the one used in [6] , [10] , [11] , [12] we work in hyperextensions of the natural number where the star map can be iterated (which existence has been proved, e.g., in [1] ). This can be done by considering a set X ⊃ N and a star map * : V(X) → V(X) with the transfer property, where V(X) is the superstructure on X. For our purposes it will be enough to consider * * N:
In particular, * N is a nonstandard extension of N and * * N is a nonstandard extension of * N and of N. Mostly, we will use these nonstandard extensions to identify ultrafilters to nonstandard points via the following association 2 :
Moreover, we will use the equivalence relation α ∼ u β ⇔ U α = U β . A particularity of these iterated nonstandard extensions is that they allow to characterize many operations on ultrafilters in terms of their generators. E.g., in [10] it is proved that
This nonstandard characterization of ultrafilters and operations has been used in [6] , [10] , [11] and [12] to study some problems in combinatorial number theory. In the next section we will show how it can be used to characterize the cones C F (U).
Nonstandard Characterization of C F (U)
In this section we do not make any assumption on F , so we do not assume F to be well-structured or ≤ F to be upward directed. In [2] it is proved the following nonstandard characterization of ≤ T : A similar characterization holds for ≤ F :
Proposition 5.2. Let A, B be subsets of N. The following two conditions are equivalent:
2. there is a function ϕ in * F such that ϕ(A) ⊆ * B.
(1) ⇒ (2) For every finite subset F of A, let us consider the set
The family {S F } F ∈P f in (A) has the finite intersection property (where P f in (A) = {F ∈ P(A) | F is finite}), so
let ϕ be a function in this intersection. By construction and transfer, ϕ has the following two properties:
2. ϕ( * F ) ⊆ * B for every finite subset F of A.
As * F = F for every finite subset of N, by condition (2) it follows that ϕ(A) ⊆ * B.
We suppose that A is not F -finitely mappable in B so there exists a finite subset F of A such that, for every function g ∈ F , g(F ) is not included in B. By transfer it follows that, for every function ψ ∈ * F , ψ( * F ) is not included in * B, and this is absurd because
Let us observe that Proposition 5.1 is a consequence of Proposition 5.2, since * T = {t α :
so t α (A) = α + A for every A ⊆ N. For our purposes it is important to consider the hyperextensions * ϕ of internal functions ϕ; in particular, we will use the following property:
Proof. Let A ⊆ N. Since α ∼ u β, we have that:
α ∈ * {n ∈ N | ϕ(n) ∈ * A} if and only if β ∈ * {n ∈ N | ϕ(n) ∈ * A}.
Moreover, let us observe that
Equivalently, Proposition 5.3 can be restated by saying that for every internal function ϕ and for every hypernatural numbers α, β we have the following:
Now, given any internal function ϕ, let ϕ : βN → βN denote the function such that
for every ultrafilter in βN. This is the extension to internal functions of the association f ∈ N N → f ∈ (βN) βN . In fact we have the following:
Proposition 5.4. If ϕ = * g for some standard function g then ϕ = g.
Proof.
We know that g(U α ) = U * g(α) for every α ∈ * N (see, e.g., [10] , Chapter 2). The function ϕ satisfies the following property:
so, by transfer, we have that
Corollary 5.5. Let A, B ⊆ N. The following two conditions are equivalent:
2. there is a function ϕ ∈ * F such that, for every ultrafilter U in βN with A ∈ U, for every α ∈ * N with U = U α , we have B ∈ U ( * ϕ)(α) . 
Proof. By Proposition 5.2 we know that
and this proves the thesis.
The previous nonstandard characterization can be applied to characterize the cones. We will need the following Lemma: Lemma 5.6. Let U ∈ βN, let α ∈ * N be a generator of U and let B ∈ P(N). The following two conditions are equivalent:
2. there is a function ϕ in * F such that B ∈ U ( * ϕ)(α) .
(1) ⇒ (2): This is a consequence of Corollary 5.5.
(2) ⇒ (1): Let ϕ be a function in * F such that ( * ϕ)(α) ∈ * * B. By transfer it follows that
As α ∈ {µ ∈ * N | ( * ϕ)(µ) ∈ * * B} we obtain that A = {n ∈ N | ϕ(n) ∈ * B} ∈ U. In particular, ϕ(A) ⊆ * B, so by Proposition 5.2 we obtain that A ≤ F B.
Let us note that, as a consequence of Proposition 5.3, the above property does not depend on the choice of α in G U . We can now characterize the cones C F (U):
Proof. Let V ∈ C F (U); by definition, for every set B in V there is a set A in U such that A ≤ F B. As α ∈ * N is a generator of U, by Lemma 5.6 we deduce that there is a function ϕ in
Conversely, let V ∈ {U ( * ϕ)(α) | ϕ ∈ * F }. Then for every set B in V there is a function ϕ in * F such that B ∈ U ( * ϕ)(α) ; by Lemma 5.6 it follows that there is a set A in U such that A ≤ F B. So U ≤ F V and hence
Having proved both inclusions we have the thesis.
To give an example of application of Theorem 5.7, let us prove that C H (U) = {U ⊙ V | V ∈ βN} for every U ∈ βN. By definition,
If h η ∈ * H, by transfer * h η : * * N → * * N is the function such that, for every α ∈ * * N,
So for every function h η ∈ * H, for every α ∈ * N we have
so by Theorem 5.7 we have that, if U = U α , then
As we recalled in Section 5.1, U * µ·α = U α ⊙ U β , so
Generating functions
In this section we do not assume F to be well-structured and we want to prove that, for some choices of F , the cones C F (U) have simple algebraical characterizations:
Definition 5.8. Let G be a function in Fun(N × N k , N) and let S be a subset of N k . The set of functions generated by (G, S) is the set (a 1 , ..., a k ) ))}.
G is called the generating function of F (G, S), and S is called the set of parameters of F (G, S).
In the following table we list some sets of functions F that are generated by appropriate pairs (G, S):
Sets of Functions
Generating Functions, Sets of Parameters
Proof. By Theorem 5.7 we know that
.., a k ∈ S and, for every natural number n, f a1,...,a k (n) = G (n, (a 1 , ..., a k ) 
We observe that, for every ultrafilter V in β(N k ), we have
The thesis follows by this claim:
In fact, let us suppose that the claim has been proved. Then
and, since C F (U) = {U ( * ϕ)(α) | ϕ ∈ * F }, the thesis follows. To prove the claim, let A be a subset of N. Then:
so the claim is proved.
Let us give an example: let F be the following family of functions:
The generating function of F is G(n, m) = n · m, and its set of parameters is P = {p ∈ N | p is prime}. So C F (U) = {U ⊙ V | V ∈ Θ P } = {U ⊙ V | V ∈ βN and P ∈ V}.
Relations between maximal sets and maximal ultrafilters
We want to study a few relations between the maximal ultrafilters and the maximal sets. We recall some notations: we denote by M F the set of maximal ultrafilters in (βN, ≤ F ), namely
and we denote by S F the set of F -maximal subsets of N, namely
We also recall that a family S of subsets of N is called "partition regular" if for every finite partition N = A 1 ∪ ... ∪ A n there exists an index i ≤ n such that A i ∈ S; S is called "strongly partition regular" if for every set A ∈, for every finite partition A = A 1 ∪ ... ∪ A n there is an index i ≤ n such that A i ∈ S. These notions can be equivalenty formulated as follows (see, e.g., [10] , Chapter 1):
1. S is partition regular if and only if there exists U ∈ βN such that U ⊆ S; 2. S is strongly partition regular if and only if S is an union of ultrafilters, i.e. if for every A ∈ S there exists U ∈ βN such that A ∈ U and U ⊆ S.
We do not suppose ≤ F to be a priori upward directed. We want to show that this property can be derived by properties of the family S F . The first result that we prove is the following: Proposition 6.2. If S F is weakly partition regular then M F = ∅, and
In particular ≤ F is upward directed.
Proof. Since S F is weakly partition regular there exists U ⊆ S F . It is easy to show that U ∈ M F , so M F = ∅ and ≤ F is upward directed. Moreover, let V ∈ M F : since U ≤ F V, for every set B ∈ V there exists A ∈ U such that A ≤ F B; U ⊆ S F , so A ∈ S F , therefore B ∈ S F for every B ∈ V, which means that V ⊆ S F .
A corollary of Proposition 6.2 is the following:
Proof. If S F is strongly partition regular then S F = {U ∈ βN | U ⊆ S F }, and the thesis follows by applying Proposition 6.2.
Conversely, knowing that ≤ F is upward directed gives informations about S F and M F :
Proof. Let A be a set in S F , and let us suppose by contradiction that for every maximal ultrafilter U the set A is not in U, i.e. that the complement A c is in U. Let U be a maximal ultrafilter, and let α ∈ * N be a generator of U. In particular, α ∈ * (A c ). 
As α ∈ * A c , this entails that ( * ϕ)(α) ∈ * * A, so A ∈ U ( * ϕ)(α) . Then, by Theorem 5.7, U α ≤ F U ( * ϕ)(α) and, since U α is maximal, this entails that U ( * ϕ)(α) is maximal. This is absurd, since A ∈ U ( * ϕ)(α) .
By combining the results proved in this section we obtain the following Theorem: Let us show an example of application of Theorem 6.5: let us consider F = A. By Van der Waerden's Theorem (see [14] ) we know that S A = {A ⊆ N | A contains arbitrarily long arithmetic progressions} is weakly partition regular. We also know that ≤ A is upward filtered, so we automatically deduce a new proof of the following (known) strong version of Van der Waerden's Theorem: Theorem 6.6. S A is strongly partition regular, i.e. if a set A ⊆ N contains arbitrarily long arithmetic progressions and A = A 1 ∪ ...A n is a finite partition of A then there exists an index i ≤ n such that A i contains arbitrarily long arithmetic progressions.
Applications
In this section we show a few applications of the results that have been proved in the previous sections. We will use the following: Definition 7.1. We say that a family S of subsets of N is ≤ F -upward closed if for every A ∈ S, B ∈ P(N), if A ≤ F B then B ∈ S. Proposition 7.2. Let S be an ≤ F -upward closed family of subsets of N. Then:
2. if ≤ F is upward directed and S is weakly partition regular then U ⊆ S for every U ∈ M F .
The proof follows easily by the definitions. Proposition 7.2 has a few interesting combinatorial consequences. E.g., it allows to reprove immediatly a result proved in [13] , namely that, if U ∈ M T , then:
• each set A in U has positive Banach density;
• each set A in U contains arbitrarily long arithmetic progressions;
• each set A in U is piecewise syndetic.
It can be used to prove many other combinatorial properties: e.g., let P (x 1 , ..., x n ) be an homogeneous polynomial, and let us suppose that S = {A ⊆ N | ∃a 1 , ..., a n ∈ A such that P (a 1 , ..., a n ) = 0} is weakly partition regular (in this case we will shortly say that P (x 1 , ..., x n ) is partition regular). Since S is ≤ H -upward closed we obtain that, if U ∈ K(βN, ⊙), then
• each set A in U contains a solution of the equation P (x 1 , ..., x n ) = 0.
Since this is true for every partition regular polynomial P (x 1 , ..., x n ), we obtain that
• for every partition regular polynomial P (x 1 , ..., x n ), for every ultrafilter U ∈ K(βN, ⊙), for every A ∈ U there exists a 1 , ..., a n ∈ A such that P (a 1 , ..., a n ) = 0.
We now show a few properties of (βN, ≤ A ). We already observed that A is well-structured, upward directed, that S A = {A ⊆ N | A contains arbitrarily long arithmetic progressions} and that M A = {U ∈ βN | ∀A ∈ UA contains arbitrarily long arithmetic progressions}.
