ABSTRACT Intelligent transportation systems (ITSs), which can fulfill people's increasing requirements on mobility, have arisen as a popular research area. In order to implement the ITSs, a large amount of data needs to be executed within requested time. Due to the remote locations, cloud centers are no longer sufficient in data off-loading. A heterogeneous vehicular network, which consists of three kinds of computation resources, i.e., a cloud center, an edge node, and multiple vehicles, is, therefore, constructed to solve the aforementioned issues. First, considering the heterogeneity of each computation resource, the delay bound can be derived based on the martingale theory. Especially, data off-loading to the cloud center or to the edge node is assisted by road side units (RSUs). The communication link from the source node to the cloud center or to the edge node is modeled as a two-hop one. By utilizing the min-plus algebra, the two-hop link can be abstracted and analyzed in an equivalent single system further. Then, given a requested delay time, the maximum off-loading capacity of each resource can be obtained from the derived delay bound. When the tasks are smaller than the network available off-loading capacity, an optimal task allocation problem can, therefore, be constructed to minimize the overall delay violation probability. The numerical results are presented to show the performance of the proposed task allocation scheme in the heterogeneous vehicular networks. In addition, it can be verified that the proposed optimal task allocation scheme performs better than the benchmarks in the literature.
I. INTRODUCTION
Nowadays, vehicles are more than a kind of transportation which provides individual safe and reliable services. People's increasing needs for mobility have put forward high requirements, such as autonomous driving, high transportation efficiency, and safe road condition, on the integral transportation networks. Intelligent transportation systems (ITSs) that can provide adaptive and cooperative technologies
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to realize the aforementioned requirements have attracted widespread attentions from both academia and industry [1] .
In order to implement the ITSs, it is critical to process various types and a massive amount of data within a requested delay time. Traditional massive data processing is largely dependent on cloud centers which can provide a powerful computation capability [2] . However, due to remote locations, the cloud centers need to consume a lot of communication resources and thus produce un-endurable latency for the time-critical applications. Thus, sending all the data to the remote cloud centers is no longer an efficient way in realizing the ITSs. Edge computing is therefore proposed in solving the aforementioned issues. Edge nodes, such as road side units (RSUs) or small-cell base stations (SBSs), are incorporated into the ITSs to extend the functionality of the cloud centers to the network edge [3] - [5] . In this way, tasks can be processed at the network edge which can reduce the processing delay, and also save the network communication resources.
Most existing works, which study data offloading in the ITSs, consider vehicles as a source of computations. However, on the one hand, driven by the connection requirements among vehicles, the vehicular manufacturing industry begins to deploy intelligent computation and communication modules into their vehicles. On the other hand, the standardization bodies have issued a 75 MHz frequency band for the dedicated short-range communication (DSRC) between the connected vehicles [6] , [7] , and also released IEEE 802.11p to facilitate communications between the connected vehicles [8] , [9] . Moreover, the concept of vehicle-to-everything (V2X) communications is proposed as enabling technologies to realize vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I), and vehicle-to-cloud (V2C) connections [10] , [11] . Base on all these witnesses from industry, standardization bodies and academia, it is promising that the computation tasks can be alternatively executed inside the connected vehicles. Taking vehicles as computation resources, i.e., vehicular fog nodes [12] , can reduce the cost in realizing the ITSs, and improve the computational efficiency.
Therefore, in a heterogeneous vehicular network, we have cloud centers, edge nodes, and vehicular fog nodes, which have different computation and communication characteristics. In [13] , the authors give a comprehensive survey on the medium access control and the network layers in the heterogeneous vehicular networks. In [14] , the authors investigate the data dissemination problem in the heterogeneous vehicular networks. A software-defined network based dissemination architecture is proposed to minimize both the dissemination and the network access cost. In [15] , the authors study the energy-aware dynamic resource allocation problem by considering partial computation offloading, social content caching, and radio resource scheduling in an unmanned aerial vehicle (UAV)-assisted scenario. An optimal dynamic power allocation of the vehicle with a fixed UAV trajectory is obtained. In [16] , by using the TV white bands, the authors investigate a dual-side optimization problem to minimize the costs of the vehicular terminals (VTs) and the mobile edge computing servers at the same time. The offloading decision and local CPU frequency are jointly optimized at the VT side, while the radio resource allocation and server provisioning are jointly optimized at the server side. Although there are some reported studies on the heterogeneous vehicular networks or resource allocation in the vehicular computation offloading, investigation of computation offloading considering the delay requirement in the heterogeneous vehicular networks are still in its infancy. In our previous work [18] , we formulate the heterogeneous vehicular networks as multidimensional multiple knapsacks, each of which has distinct communication and computation characteristics. A modified branch-and-bound algorithm is proposed to maximize the total profits of computation offloading.
In addition to maximize the computation offloading profits, how to properly utilize the distinct computation resources to satisfy the delay requirement in a data offloading scenario is crucial for the heterogeneous vehicular networks, especially for implementing the ITSs. As one of the important metrics in the ITSs scenario, communication delay has been exhaustively studied in [19] - [21] . In [19] , the authors study two computation task scheduling schemes, under two different relationships between communication delay and processing time. In an autonomous vehicle platoon scenario, the authors investigate the uncertain dynamics and communication delay [20] . By jointly considering transmission delay and power reduction, the authors develop an optimal access mode selection and resource allocation scheme in ad-hoc heterogeneous vehicular networks [21] .
Besides the communication delay, queuing delay is also a non-negligible issue in the ITSs. Different from the communication delay, the queuing delay exhibits a stochastic characteristic. The effective bandwidth/capacity theory is known as a tractable way in analyzing the stochastic queuing delay [22] - [27] . Nevertheless, the effective bandwidth/capacity theory is challenged for its looseness in the delay bound estimation for a bursty, especially non-Poisson arrival process [28] . Martingale theory which fits any arrival and service processes is a valuable alternative in estimating the delay bound [29] . Especially, it can generate a very tight delay bound in a bursty traffic scenario. In multimedia heterogeneous high-speed train networks where the link from train to track-side-access point is highly dynamic and bursty, the authors develop a scheduling strategy based on the endto-end martingale-theory-derived delay bound [31] . In their next work, the authors investigate the delay bounds in a bursty multi-hop vehicular network [32] . Besides analyzing the network delay performance, the martingale-theory-derived delay bound can be utilized as constraints or an objective function. The authors propose to optimize the network energy efficiency problem which is constrained by a certain martingale-theory-derived delay bound in a machine type communication network [33] . In our previous work [34] , we develop an optimal task allocation scheme in a homogeneous network to minimize the network delay bound.
Different from the existing works [31] - [34] , in this paper, we are inspired to research on the optimal task allocation problem in the heterogeneous vehicular networks, by fully considering the heterogeneity of the communication and computation resources. In specific, there are three kinds of computation resources, i.e., cloud centers, edge nodes, and vehicular fog nodes. The first two resources can be reached with the aid of RSUs. One vehicle, i.e., the computation source node, generates multiple computation tasks which are usually bursty, and cannot be finished within the requested time by itself. Thus it needs to offload tasks to other network computation resources. We aim to solve the task allocation problem with the purpose to minimize the overall delay violation probability. This study in the heterogeneous vehicular networks can shed a light on the integral delay effects of queuing, communication, and computation. The optimal task allocation scheme can enhance the offloading efficiency in the ITSs further. The main contributions of this paper are summarized as follows, 1) A heterogeneous vehicular network is constructed, where there are three kinds of computation resources, i.e., cloud centers, edge nodes, and vehicular fog nodes. The cloud centers and the edge nodes can be reached with the aid of RSUs.
2) The bursty generated data can be modeled as a Markov-modulated on off (MMOO) process, while data offloading to a vehicular fog node is modeled as an independent and identically distributed (i.i.d.) process. Data offloading to the cloud center or to the edge node is modeled as a two-hop link. By using the minplus algebra, the two-hop link can be abstracted as an equivalent single system. 3) By jointly considering the computation capacity, communication rate, and the propagation delay, the delay bound of each computation resource can be derived based on the martingale theory. Given the requested delay time, the maximum offloading capacity of each computation resource can be therefore determined. 4) If the generated computation tasks are smaller than the overall network offloading capacity, an optimal task allocation problem is constructed in order to minimize the overall delay violation probability. 5) Simulation results are provided to demonstrate the computation performance of the heterogeneous vehicular networks. Also, it can be verified that the optimal task allocation result has a better delay performance compared to the benchmarks.
The rest of this paper is organized as follows. The heterogeneous computation offloading model is presented in Section II. The martingale-theory-based delay bound is analyzed in Section III. Optimal task allocation in the heterogeneous networks is investigated in Section IV. Numerical results are presented in Section V, and finally conclusions are drawn in Section VI.
II. SYSTEM MODEL
In this paper, we consider a heterogeneous vehicular network. An example model is illustrated in Fig. 1 . There are one vehicular source node, and one cloud center, and one edge node, i.e., an SBS, and N vehicular fog nodes. The RSUs are deployed along the roadside to assist data offloading to the cloud center or to the edge node. The RSUs are not considered as a kind of computation resource in this model. The source node generates some computation tasks which cannot be executed within a requested delay time. Therefore, the source node needs to offload its tasks to other computation resources in the concerned networks. In this section, the bursty source data generation model is first presented in Section II-A. Then, the heterogeneous offloading service models are discussed in Section II-B, and finally the min-plus algebra is introduced to facilitate the analysis in a two-hop link in Section II-C.
A. DATA GENERATION MODEL
Utilizing the Monte Carlo Markov Chain (MCMC) method [35] , the generated data amount a(k) of a vehicular source node can be modeled as a MMOO process with two states {0, 1}. The transition matrix of the Markov chain is
where p α represents the transition probability from state 0 to state 1, while p β represents the transition probability from 1 to 0. The steady state distribution of a(k) is shown as follows,
On state 0, there is no data generated, i.e., a(k) = 0, while on 1, a(k) = R, and R > 0. The cumulative generation data over time [m, n] is represented as
where A(m, n) can be regarded as a bivariate data arrival process. If m = 0, we use A(0, n) A(n) for brevity.
B. HETEROGENEOUS OFFLOADING SERVICE OPTIONS
When the source node cannot finish the computation tasks within a requested delay time T , it needs to offload the tasks to other computation nodes. In the concerned networks, computation tasks can be offloaded to a nearby vehicular fog, or to an edge node, or to a cloud center.
1) OFFLOADING TO A VEHICULAR FOG
When data are offloaded to a nearby vehicular fog, i.e., to a group of vehicular nodes, in order to guarantee a constant receiving power P r i at a vehicular fog node V i 's side, a truncated channel inversion policy is employed by the source node [33] , [36] . Assuming the variable transmission power is P t (γ i ), the receiving power P r i can be determined by
where γ i denotes the channel gain from the source node to the vehicular node V i , and γ 0 is the cutoff fade depth. d i is the distance between the source node and the vehicular node V i , and l is the pathloss exponent. In a Rayleigh fading environment, assuming the channel gain γ i follows the exponential distribution with parameter 1, the outage probability is calculated as
Therefore, the transmission probability is
The source node provides a constant transmission rate C i to the vehicular node V i , i.e.,
The offloading service process over time [m, n] to the vehicular node V i is defined as
where s i (k) is the data offloading rate at time k, that is,
Observing (9), we find that the offloading data s i (1), s i (2), ... at time k = 1, 2, . . . to the vehicular node V i can be regarded as i.i.d. variables with a nonnegative distribution, that is,
The corresponding departure process D i (n) is therefore defined as
In order to make the problem non-trivial, we assume that
The expectation of s i (k) is larger than the expectation of a(k), but it is smaller than the peak rate of a(k).
In this vehicular fog offloading scenario, there is a successful data offloading probability, and thus the generated data may experience a queuing delay before it is successfully offloaded to the vehicular node.
2) OFFLOADING TO AN EDGE NODE OR A CLOUD CENTER
With the aid of the RSUs, data offloaded to an edge node or to a cloud center will experience a two-hop communication link as shown in Fig. 1 . The two-hop link has one more hop compared to the offloading to the vehicular fog. We use
representing the arrival, departure and service processes, and index j = 1 or 2 represents the first and the second hop, respectively. Also, we use a superscript o to indicate either the edge node or the cloud center when we do not need to differentiate them. Otherwise, we use superscripts e or c to represent the edge node or the cloud center, respectively.
Their common first step is to offload data to a RSU. The data offloading model in the first step is the same as the one to a vehicular fog node. The departure process D o 1 (n) in the first step can be written as
where A o 1 (m) and S o 1 (m, n) are defined in (3) and (8), respectively. Similar to the vehicular fog scenario, due to wireless communication links, the offloaded data will experience a queuing delay before it is successfully offloaded to a RSU.
At the second step, the arrival data amount a o 2 (n) at time n on the RSU side is exactly the departure data amount at time n on the source node side. Thus, we have
The RSU, which can be regarded as a relay, needs to transmit data to the edge node/cloud center in the second step. The corresponding departure process
We assume that the edge node/cloud center is connected to a RSU with a wireline which can provides a constant transmission rate s o at any time. In order to make the second step non-trivial, we assume that
(16) means that the transmission rate s o on the wireline is larger than the expectation of a o 2 (n), but it is smaller than the peak rate of a o 2 (n). Since the source node employs a truncated channel inversion policy, therefore the departure data amount on the source node side at time n which is defined in (9) is equal to the arrival data amount a o 2 (n) on the RSU side at time n, which can be written as
where C o is a constant arrival rate at the RSU side. Assuming that the source node employs a uniform channel threshold γ 0 in offloading data, and thus the successful transmission probability P suc in all three scenarios is the same as shown in (6) .
The arrival data at each time on the RSU side also can be regarded as i.i.d. variables. In the second step, the offloading data may experience a queuing delay from the RSU to an edge node/cloud center. Overall, data offloading from the source node to a vehicular fog will experience a queuing delay. While offloading to an edge node or to a cloud center, which can be modeled as a two-hop offloading, data will experience two queuing delays. However, it is non-trivial to perform delay analysis in such a two-hop system. Thus, in what follows, we will introduce the min-plus algebra to facilitate the delay analysis in a two-hop system.
C. MIN-PLUS ALGEBRA
In this subsection, we consider a two-hop scenario with two successive service processes. For brevity, we use a min-plus convolution to represent the relationship between the arrival and service processes as follows
Using the min-plus convolution notation and substituting (13) and (14) into (15), we have
As we have mentioned before, we will use superscripts e and c to represent the edge node and the cloud center, respectively. By introducing two notations S e net and S c net in the min-plus convolution form, i.e., (21) we can abstract the two-hop system into an equivalent single system. In this way, it is uniform for us to analyze the delay performance in data offloading from the source node to a vehicular node, or to an edge node, or to a cloud center.
III. DELAY ANALYSIS FOR DATA OFFLOADING IN THE HETEROGENEOUS VEHICULAR NETWORKS A. PROPERTIES OF ARRIVAL AND SERVICE PROCESSES
In this paper, the generated data A(n) inside the source node is considered as the arrival process. As we have presented in Section II-A, the steady state distribution of a(k) is a 0 , a 1 , and on state 1, a(n) = R. At the same time, the departure process from the source node is also considered as the arrival process A o 2 (n) for the edge node or for the cloud center. As we have shown in Section II-B, the steady state distribution of the arrival data a o 2 (n) in this scenario is v 0 , v 1 , and on state 1,
The offloading data S(n) from the source node to the vehicular nodes is considered as the service process. The corresponding data offloading rate s i (k) is shown in (9) . The successful offloading probability is P suc defined in (6), which is determined by considering the cutoff channel fade depth.
Note that only one task source node is assumed in this paper. When there are multiple source nodes, the medium access control (MAC) protocol should be considered, and the successful offloading probability will be altered according to the specific MAC protocol. Moreover, the scheduling policy inside a computation resource node is also an important factor that will affect the service process. Overall, in a wireless network, the property of the service process can be influenced by many factors.
Remark 1: Service process is jointly affected by many factors, such as the capacity of the wireless links, the MAC scheme, and the scheduling policy, etc.
B. PRELIMINARY OF THE MARTINGALE THEORY
The departure process D(n) and arrival process A(n) is coupled by the service process S(n). The relationship between the arrival process and the service process is shown in Fig. 2 . We use W (n) to represent the delay process, which denotes the time a unit data may wait in the system before its departure on time n. W (n), the horizontal distance between the curves A(n) and D(n) as shown in Fig. 2 , is defined as follows,
Furthermore, we have
and
Substituting (11) into (24), we have
Therefore, in the case that the distributions of A(n) and S(n) are known, the complementary cumulative distribution function (CCDF) of the delay process can be obtained. Before we set out to analyze the delay performance, we first construct two martingales [29] , i.e., data arrival martingales,
where if for every θ > 0, there is a K a and a function h a : rng(a(n)) → R + , the process M A (n) is a supermartingale. rng(·) is a range operator. And service martingale,
where if for every θ > 0, there is a K s and a function h s : rng(a(n)) → R + , the process M S (n) is a supermartingale. In this way, the arrival and service processes are characterized by the supermartingales with parameters h a (a (n)), K a , h s (s (n)), and K s , respectively. Next we present an auxiliary definition which is critical in the following discussion.
Definition 1 (Threshold [29] ): We define the threshold H as
H is the smallest value of h a (a (n)) h s (s (n)) when the arrival rate is larger than the service rate.
In the following, we will conduct delay analysis for data offloading from the source node to a vehicular fog node in Section III-C, and to an edge node in Section III-D, and to a cloud center in Section III-E, respectively. First in first out (FIFO) scheduling policy is employed in this paper.
C. DELAY ANALYSIS FOR VEHICULAR FOG
Benefiting from the close distance, transmission delay and propagation delay are ignored in this scenario. However, due to the limited local battery capacity and the computation capability, computation delay is a bottleneck in this scenario. Assuming a vehicular node has a limited computation capability of f i , when the offloaded data size X i and the computation density L of the tasks are known, the computation delay T comp i is thereby determined by
Although, vehicles are fast moving, and the available vehicular nodes are always varying. A group of vehicles can form a relatively stable neighborhood in a short period of time which is sufficient for exchanging information, such as the computation capability f i . Moreover, a lot of communication techniques can be utilized to implement the fast information exchanging among vehicles, such as long term evolution device to device [13] and dedicated short-range communications [30] . These techniques can provide a very high transmission rate between two vehicles. In a vehicular fog scenario, the offloaded data should be finished within a requested time T which includes the queuing delay and the computation delay. Otherwise, the task will be discarded. The computation delay is determined by (29) , while the queuing delay exhibits a stochastic characteristic. Similar to [29] , based on the martingale theory which provides a very tight delay bound, the delay violation probability in this offloading scenario is shown in Theorem 1.
Theorem 1: The delay-bound violation probability for each vehicular fog node is calculated as
where
Proof: Please refer to Appendix A for detail.
D. DELAY ANALYSIS FOR EDGE NODE
The computation capacity f e of an edge node is much larger than the one of a vehicular fog node. Given the computation size X e and the computation density L, the computation delay T comp e inside an edge node can be calculated as
Data are transmitted from the RSU to the edge node through a wireline at the second hop, thus the transmission delay needs to be considered. The transmission rate s e over the wireline is assumed to be a constant, and the transmission delay can be calculated as
Even though the edge nodes are usually located at the network edge, they have relatively longer distances compared with the vehicular nodes. Therefore, besides the computation delay and the communication delay, the propagation delay VOLUME 7, 2019 from the RSU to the edge node cannot be ignored. The distance is determined when the edge node is deployed. Hence, we assume the propagation delay T prop e from the RSU to the edge node is a constant.
The two-hop system can be abstracted as an equivalent single system, and therefore the two queuing delays which are not deterministic in the two-hop system can be analyzed in the equivalent system. Assuming the edge node needs to finish the computation within time T , and thus the delay violation probability in the equivalent system is shown in Theorem 2. Similar to [32] , we have Theorem 2: The delay-bound violation probability for edge node is calculated as
where (36) and
(37)
Proof: Please refer to Appendix B.
E. DELAY ANALYSIS FOR CLOUD CENTER
When data are offloaded to a cloud center, it also needs to finish the task within time T . Different from the previous two offloading scenarios, the cloud center is equipped with infinite computation capacity. Therefore, we do not consider the computation delay in this scenario. Due to a large distance from the RSU, the propagation delay in this scenario cannot be ignored. We denote the propagation delay T prop c as a constant, and we have
Besides the constant propagation delay, in order to prevent the source node from transmitting infinite computation tasks to the cloud center, we need to consider the transmission delay in this scenario. The transmission delay T comm c is determined by
where X c is the data amount offloaded to the cloud center, and s c is the transmission rate. It can be seen in (39) that the transmission delay is proportional to the data size X c . By considering the transmission delay, it is impossible for a source node to offload infinite data to the cloud center. Thus, data offloaded to the cloud center will experience two queuing delays, a transmission delay, and a propagation delay. Among which, the propagation delay and the transmission delay can be precisely determined, while two queuing delays which exhibit stochastic characteristics can be analyzed in the equivalent system. Similar to [32] , resorting to the martingale theory, the delay violation probability is determined by Theorem 3.
Theorem 3: The delay-bound violation probability for cloud center is calculated as
where (41) and
Proof: The proof of Theorem 3 follows the same steps in Theorem 2. For brevity, we omit the proof here.
The above delay analyses are based on the case with one source node. When there are multiple source nodes, more than one task flow exist inside each computation node. Scheduling policies, such as FIFO, statical priority, or earliest deadline first (EDF), will be used to determine the service order. A related work which focuses on the scheduling strategy is conducted in [31] , where two traffic flows, i.e., voice data and multimedia data, exist inside a relaying node. The authors provide the delay bound for FIFO and EDF scheduling policy, respectively. Note that each task source node performs the optimal task allocation independently. When the delay bound for each computation node is obtained, the optimal task offloading problem for one source node can be constructed. Changing one source node to multiple source nodes will not affect each source node's problem formulation and the following discussions.
IV. TASK ALLOCATION IN THE HETEROGENEOUS NETWORKS
We assume that the total size of the computation task is X , which is too large to be executed within time T by the source node itself. The computation task should be divided into small tasks and offloaded to other nodes to be executed concurrently. It is essential to determine how to divide the computation tasks.
Considering the offloading destinations, there are three different kinds of queue in this system. Specifically, the first kind of queue will be allocated to the vehicular nodes, and the second kind of queue will be allocated to the edge node, and the third kind of queue will be allocated to the cloud center. Assuming there are N vehicular nodes, one edge node and one cloud center, thus total N + 2 queues exist in this system. With the purpose of minimizing the overall delay violation probability, the task allocation problem can be formulated as 
s.t., (a)
.., N represents the optimal solution. Constraints (b)-(d) indicate that given the required delay time T , each node has a capacity limitation. Therefore, before we set out to solve this optimization problem, we first need to determine whether the computation tasks X can be accommodated in the available computation resources, i.e.,
If the computation task X > X max , it cannot be executed inside the available computation resources within time T . The task should be discarded directly. If X ≤ X max , we can solve the optimization problem in (43) further. This is a convex problem which can be easily solved by the interior point method. We will provide the numerical results in the next section. Task offloading concerned in this paper is critical in realizing the vehicular computation offloading. At the same time, other kinds of resource allocations, such as power allocation or bandwidth allocation, are also important in the context of the vehicular networks.
V. NUMERICAL RESULTS
In this section, numerical results are provided to show the performance of the computation task allocation in the heterogeneous vehicular networks. The FIFO scheduling policy is employed in the network. Table 1 presents the simulation settings. In what follows, when the simulation parameter is changed, the corresponding setting will be specified then.
A. COMPARISONS BETWEEN MARTINGALE-THEORY-DERIVED DELAY BOUND VERSUS SIMULATION RESULTS
In this subsection, we conduct a simplified numerical simulation to show the tightness of the martingale-theory-derived delay bound. The simulation results are obtained by running 1000 realizations. Fig. 3 depicts the theory delay bound in red line as well as the simulation results in the box plot. As delay time grows, the delay violation probability drops. It can be seen from Fig. 3 that the martingale-theory-derived delay bound is very tight to the simulation results. Thus, the theory bound can be utilized to conduct the accurate delay performance analysis in the ITSs.
B. DELAY VIOLATION PROBABILITY OF EACH COMPUTATION RESOURCE
In Fig. 4 , we vary the size of the computation task from 100 mega bit (Mb) to 800 Mb to see the delay violation VOLUME 7, 2019 FIGURE 4. Performances of the nodes' delay violation probability, when the computation size increases from 100 Mb to 800 Mb.
probability of each computation node. As the size of the computation tasks increases, the delay violation probability increases. This is due to the fact that as the computation size increases, the computation node will consume more time in computing. Given the same deadline T , there will be less time remaining for queuing, leading to an increased violation probability.
Referring to the simulation setting, it can be seen that the 6 vehicular fog nodes are equipped with the same computation processor, but they have different locations which are [4, 6, 8, 10, 12, 14] m away from the source node, respectively. Therefore, as shown in Fig. 4 , these 6 vehicular nodes have different delay violation probabilities in computing the same size of tasks. The vehicular node with the smallest distance, i.e., 4m away from the source node, has the lowest delay violation probability among the 6 vehicular fog nodes. It can be inferred that, in a vehicular fog, the vehicular nodes with smaller distances will be given priority in data offloading.
Observing the delay violation curves of the edge node and the cloud center, It can be seen that they have better performance compared to the vehicular fog nodes. As we have discussed in Section III-D, data offloading to the edge node experience two queuing delays, a propagation delay, a transmission delay, and a computation delay, but overall it has the lowest delay violation probability among all the computation resources as shown in Fig. 4 . While the cloud center which has an infinite computation capability, due to the larger propagation delay, and the non-negligible transmission delay, cloud center has a relatively larger delay violation probability compared to the edge node. The above witnesses are based on the parameter setting.
C. TASK ALLOCATION PERFORMANCE
In this subsection, we follow the same simulation setup in Section V-B. Fig. 5 plots the optimal task allocation when the total computation task varies from 100 Mb to 800 Mb. We denote the 6 vehicular fog nodes with V 1 , V 2 , . . . , V 6 , FIGURE 5. The optimal task allocations, when the total computation tasks varies from 100 Mb to 800 Mb.
FIGURE 6.
The overall delay violation probability, when the total computation tasks varies from 100 Mb to 800 Mb.
among which V 1 is the closest one to the source node, while V 6 is the farthest one to the source node. EN is short for the edge node, and CC is short for the cloud center.
It can be seen from Fig. 5 that the computation task is first allocated to the edge node, and then to the cloud center. As the size of computation task increases, the edge node and the cloud center cannot accommodate the computation task, and then the vehicular fog nodes from V 1 to V 6 will be allocated sequentially. The offloading order is consistent with the order shown in Fig. 4 where the edge node has the best delay performance, followed by the cloud center and then the vehicular fog nodes from V 1 to V 6 .
In Fig. 6 , we compare the delay violation performance between the optimal task allocation scheme and the average task allocation scheme. The average task allocation scheme equally divides the computation task, and then distributes the sub-task to each computation node. It can be seen in Fig. 6 that the overall delay violation probabilities in both schemes increase as the size of computation task increases. This phenomenon is consistent with our intuition that given the same computation capacity, more computation tasks will cause a large delay, and induce a high delay FIGURE 7. Given the overall computation task is 150 Mb, the comparisons of tasks allocated to the cloud center and to the edge node, when the computation density increases from L = 1 to L = 3. violation probability. Also, Fig. 6 shows that the optimal allocation scheme can achieve a better delay violation performance compared to the average one. This is because the optimal task allocation scheme is derived by minimizing the overall delay violation probability, while the average one does not.
D. THE IMPACT OF COMPUTATION DENSITY ON TASK ALLOCATION
In this section, we investigate the impact of the computation density L on the optimal task allocation results. We have assumed that the cloud center has an infinite computation capability and a limited transmission rate. Assuming that there are multiple tasks with the same size, it can be inferred that the task with a large computation density is prone to be allocated to the cloud center.
As shown in Fig. 7 , given the same size of computation tasks, i.e., 150 Mb, as the computation density L grows from L = 1 to L = 3, more tasks will be offloaded to the cloud center. At the same time, the edge node has a closer location compared to the cloud center, it is allocated with less tasks as L increases. The results are consistent with the aforementioned inference. The fact behind the phenomenon is that given the same task size, the task with a high computation density will require large computation resources. Since the cloud center has abundant computation resources, and thus the tasks with a higher computation density will be more likely to be allocated to the cloud center.
VI. CONCLUSIONS
In this paper, we investigate the task allocation problem in a heterogenous network which includes multiple computation resources, such as vehicular fog nodes, edge node and cloud center. In order to finish the computation task within requested delay time, delay violation probability of each resource is derived based on martingale theory. Especially, data offloading to the edge node or to the cloud center is aided by a RSU with two hops, and it can be abstracted and analyzed in an equivalent single system. Then, in order to minimize the overall delay violation probability, task allocation problem is constructed based on the derived martingale delay bound. Before solving the constructed problem, the available computation resource capacity is determined at first. Then, the optimal task allocation problem is solved when the available computation resource can accommodate the computation tasks. Otherwise, this computation task should be discarded directly. At last, simulation results are provided to demonstrate the effectiveness of the proposed task allocation scheme.
APPENDIX A: PROOF OF THEOREM 1
Rewriting (25), we have
Next, we construct a new process as
It is easy to verify that M i D (n) is a supermartingale. The stopping time T i S is defined as
It is possible that T i S is unbounded, and thus we define
Applying the optional stopping theorem, we get
where 1 x is the indicator function. If the event x is true,
. Substituting (46) and (48) into (49), we have
Thus, the delay-violation probability for a vehicular node is
where H i is given by Definition 1. In order to guarantee the relationship shown in (12), θ * i should satisfy the following VOLUME 7, 2019 in-equation. 
where j is the column number. Let sp(Tr θ a ) be the spectral radius, and h : rng(.) → R + be the corresponding righteigenvector. Thus, we have
respectively. Since s(n) is an i.i.d. variable, we have h s i (s(n)) = 1, ∀i. Finally, the delay-bound violation probability in the vehicular fog scenario can be written as
(56)
APPENDIX B: PROOF OF THEOREM 2
When τ 1 + τ 2 = n, by substituting (20) into (57), we have
We construct a supermartingale as 
Followed by the similar steps in Appendix A, we get the delay-violation probability for an edge node as 
