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Simulation of ﬂow and transport through rough walled rock fractures is investigated using the lattice
Boltzmann method (LBM) and random walk (RW), respectively. The numerical implementation is
developed and validated on general purpose graphic processing units (GPGPUs). Both the LBM and RW
method are well suited to parallel implementation on GPGPUs because they require only next-neighbour
communication and thus can reduce expenses. The LBM model is an order of magnitude faster on
GPGPUs than published results for LBM simulations run on modern CPUs. The ﬂuid model is veriﬁed for
parallel plate ﬂow, backward facing step and single fracture ﬂow; and the RWmodel is veriﬁed for point-
source diffusion, Taylor-Aris dispersion and breakthrough behaviour in a single fracture. Both algorithms
place limitations on the discrete displacement of ﬂuid or particle transport per time step to minimise the
numerical error that must be considered during implementation.
 2014 Institute of Rock and Soil Mechanics, Chinese Academy of Sciences. Production and hosting by
Elsevier B.V. All rights reserved.1. Introduction
As computer modelling has evolved, so too have two diametri-
cally opposed requirements of those models in modelling.
Certainly, it is desirable to improve a model’s computational speed
and, yet, it is also desirable to improve the model’s accuracy and
capability, and attributes that usually require an increase in
computational time. Improvements can take the form of enhanced
or additional physics or an increase in model resolution to improve
accuracy. Often it is a combination of both factors, for example, a
new physics model may require higher resolution, or ﬁner meshes
to simulate new phenomena. Therefore, one must balance model
accuracy and computational time.
To address these computational limitations over the past few
decades, more computational power was used, often simply taking
advantage of new processor technology. However, single pro-
cessors, or CPUs, are reaching a performance limit due to
manufacturing constraints. Therefore, to continue improving per-
formance, the CPU industry has moved toward using multiple CPUs
in parallel. The challenge with this approach then becomes the
implementation of conventional numerical algorithms and
methods on parallel architectures, including clusters of CPUs and
graphics processing units (GPUs). GPUs have evolved over timeriggs).
ock and Soil Mechanics, Chi-
ics, Chinese Academy of Sci-
hts reserved.with more complex computing capabilities, similar to a conven-
tional CPU, and are referred to as general purpose GPUs (GPGPUs).
The lattice Boltzmannmethod (LBM) is increasingly used for the
simulation of ﬂuid ﬂows in complex geometries (Stockman et al.,
1998; Eker and Akin, 2006; Yan and Koplik, 2008; Dou et al.,
2013). However, its engineering applications have been limited by
the required computing power. The local nature of LBM, where only
next-neighbour node communication is required, is suitable for
parallelization. Previous work has shown that an increase of an
order of magnitude in performance can be expected when imple-
menting LBM on a GPGPU (Bailey et al., 2009; Tölke, 2010). How-
ever, such work did not show the applicability and validation for
ﬂows in rock fractures that are of interest to hydrogeology.
Other computational ﬂuid dynamic (CFD) methods begin with
the continuum NaviereStokes equations governing the macro-
scopic movement of ﬂuids, and then discretize these equations
with a suitable numerical method (Eker and Akin, 2006). In the
LBM model, the microscopic interaction of particles on a grid and
the averaging of those interactions emerge into the macroscopic
continuum of a ﬂuid. These interactions include two main steps:
streaming and collision. The streaming step is a translation of
particles from one node on the grid to the next. The collision step
conserves momentum by redirecting particles that ‘collide’ or
occupy the same node.
This study demonstrates a veriﬁed GPGPU code for simulating
two-dimensional (2D) laminar ﬂow through rock fractures using a
D2Q9 LBM.
Effective understanding of solute transport in fractures is
underpinned by the need for accuracy in the simulation of ﬂuid
ﬂow. To account for the effects of tortuosity (Tsang, 1984) and
Reynolds number above unity, a CFD approach is used. A CFD
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model domain which are used to move particles through the pro-
cess of advection. A diffusive process is also included using a
randomwalk (RW) algorithmwhich is shown to accurately capture
the complex geometries associated with single fractures.
In this study, high performance GPGPU numerical methods are
developed, validated and shown to be capable of modelling ﬂow
and transport in synthetic and real fractures. It is increasingly
important for projects of all scales to conduct modelling studies
which may require meshes with millions of nodes or large para-
metric searching, for example, variations in Reynolds number,
boundary conditions and fracture geometries. The large meshes, or
grids, become computationally and ﬁnancially expensive on con-
ventional CPUs or clusters. However, a single GPGPU can bridge the
gap to high performance computing if the required algorithms are
well implemented on the GPGPU with sufﬁcient performance
advantages.2. Model implementation
2.1. Lattice Boltzmann method (LBM)
The LBMs have been used in a variety of engineering applica-
tions, including the ﬁeld of porous and fracturedmedia ﬂow (Sukop
et al., 2013). Additional development of LBM theory can be found in
the literature (Succi, 2001; Sukop and Thorne, 2006; Latt, 2007). For
the purpose of modelling ﬂow in fractures, a 2D LBM code was
developed using nine velocity directions ei, also known as D2Q9.
The LBM can be summarised in the following form:
fiðxþ eiDt; t þ DtÞ  fiðx; tÞ ¼ 
1
s
h
fi

x; t

 f eqi

x; t
i
(1)
where the left hand side of the equation represents the streaming
step and the right hand side represents the collision step, and s is
the relaxation parameter that governs the rate at which the ﬂuid
tends towards equilibrium. For the LBM model presented, s takes
the following form:
s ¼ 3yL þ 1=2 (2)
where yL is the numerical viscosity deﬁned by the discretization of
the system into lattice units.
The model runs on a GPGPU using CUDA, a proprietary pro-
gramming model developed by NVIDIA. One of the drawbacks of
GPGPU implementations is the discrepancy between 32-bit and 64-
bit ﬂoating point precision as current hardwares have limited
support for 64-bit, or double precision calculations. Typical GPGPU
implementations offer double precision performance that is
approximately one third or one quarter that of single precision
performance, depending on the model and manufacturer. Without
double precision calculations, the numerical error, or the code
complexity required to compensate for error, increases.
Another type of numerical error in CFD models, conventionally
referred to as numerical dissipation, describes the artiﬁcial dissi-
pation of momentum in ﬂuid. Since the LBM is essentially a ﬁnite
difference approximation to the Boltzmann equation, it is subjected
to the same numerical truncations as other ﬁnite difference
methods. The numerical error can cause dissipation of the advec-
tion term which by deﬁnition should be free of dissipation (Zhu
et al., 2006).
To minimise the potential for numerical instabilities in the LBM
and maintain the second order accuracy of the LBM, the model pa-
rameters are deﬁned using themethod presented by Latt and Krause
(2008) as part of the OpenLB User Guide. The process involvesselecting physical units then converting to lattice units to ﬁnally
obtain the relaxation parameter s. The relaxation parameter plays an
important role in the collision term of the LBM. It controls the ten-
dency of the system to move towards local equilibrium. In the liter-
ature, the relaxation parameter has been found to cause numerical
instabilities when it approaches 0.5 (s must be greater than 0.5 for
physical viscosities). Stable values of s close to unity are preferred for
numerical accuracy of the LBM and can be found using the method
outlined below (Sukop and Thorne, 2006; Sukop et al., 2013).
In this study, water is the physical ﬂuid being simulated with a
kinematic viscosity, y, in a fracture of aperture, 2a, and with phys-
ical velocity, u. This leads to an expression for the Reynolds
number:
Re ¼ 2au
y
(3)
The dimensionless expression for Reynolds number is then used
to convert from the physical units of the system to lattice units. The
fracture width is discretized into lattice nodes of length dx with
discrete time dt . In order to minimise the slightly compressible
nature of the LBM and maintain the second order accuracy, the
following constraints are used respectively when determining
system discretization:
dt <
dxﬃﬃﬃ
3
p (4)
dtwd
2
x (5)
Practically, to ensure stability and numerical accuracy, these
constraints are addressed by limiting the numerical velocity to a
maximum of 0.1 lattice units per time step, which minimises the
partial compressibility of the LBM (Sukop and Thorne, 2006). The
lattice viscosity (yL) is calculated based on the discretization of the
system and the dimensionless Reynolds number. Finally, the
relaxation parameter is calculated according to Eq. (2) and is kept as
close to unity as possible by adjusting the mesh size and maximum
lattice velocity.
2.2. Boundary conditions
One of the distinct advantages of the LBM comes from its
discrete nature. It is efﬁcient for modelling complex geometries
(Chen et al., 1994; Eker and Akin, 2006; Lammers et al., 2006;
Brewster, 2007) that arise in the analysis of rock fractures. Within
the modelling domain, each node may represent a rock mass or
ﬂuid node. At the solid boundaries, a no-slip condition is used to
create a zero velocity boundary along the surface. A different set of
collision equations are used at the solid boundary and are referred
to as mid-plane bounce-back boundary conditions (Succi, 2001).
The name arises from the applied boundary rules where particles
entering a boundary at time t are sent back out with equal velocity
magnitude and opposite direction at time t þ Dt. This effectively
puts the boundary at a distance midway between a ﬂuid and solid
node.
Constant ﬂux, pressure and gravity-driven boundary conditions
can be used to drive the ﬂuid through the fracture. Solid and no-slip
boundaries are used along the fracture surfaces while periodic
boundary conditions are used at entry and exit of the fracturewhere
ﬂuid and solutes leaving the fracture are re-injectedwith equivalent
velocity and direction. Periodic boundary conditions simulate an
inﬁnite domain with periodically repeated geometry. A periodic, or
wrapped boundary, in combination with applied gravity boundary
conditions, removes entry or exit effects which would otherwise
arise under conventional constant ﬂux boundaries.
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complexity and entry effects as mentioned above. The force of
gravity is converted to a velocity and added to the velocity
component parallel to the primary fracture axis. Gravity-driven
conditions are implemented according to the method described
by Sukop and Thorne (2006). Gravity-driven ﬂow acts on each cell
of the LBM independently, therefore it is unnecessary to use con-
ventional pressure or velocity boundary conditions as this would
only add an artiﬁcial constraint into the system, possibly creating
entry or exit effects. The acceleration due to gravity is converted to
a velocity term from the following relationship:
F ¼ ma ¼ mdu
dt
(6)
where F is the external force added into the LBM calculations in the
form of a local velocity. The mass (m) is proportional to the density
(r) and the relaxation parameter (s) can be substituted for time
arriving at:
Du ¼ sF
r
(7)
where Du represents a discrete velocity increment that is added to
the velocity component parallel to the fracture plane used to
calculate the equilibrium distribution function.2.3. Solute transport
Solute transport is simulated by modelling the discrete move-
ment of particles through the fracture. Advective processes are
known from the LBM simulation and the local velocity information
is used to displace particles over each time step. Diffusion follows a
RW process to model discrete particle movement. The RW group of
methods has been developed and used extensively for the purpose
of solute transport in porous and fractured media (Ahlstrom et al.,
1977; Tompson and Gelhar, 1990; Wels et al., 1997; James and
Chrysikopoulos, 1999; Delay et al., 2005; Nowamooz et al., 2013).
For the purposes of studying solute transport and the effects of
roughness in a single fracture, particles are assumed to be neutrally
buoyant and exhibit no decay or matrix diffusion. Particleeparticle
interactions are not modelled, nor do particles affect the ﬂow so-
lution. The only forces acting on the particles are due to advection
and diffusion. Thus, transport is described by the following Fokkere
Planck equation (James and Chrysikopoulos, 2011):
Dxi ¼ uiDt þ Zð0; 1Þi
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2DmDt
p
(8)
where Dm is the molecular diffusion coefﬁcient, ui is the local ve-
locity at the location x of the particle at time t, Z(0, 1) is a normally
distributed random number for each dimension i with mean zero
and a standard deviation of unity. For a more detailed development
of the FokkerePlanck approach to RW, the reader is referred to
Delay et al. (2005).
Numerical error is minimised by ensuring a particle moves a
maximum of one half Dx per time step (Maier et al., 2000). The left
hand side of Eq. (9) represents the maximum advection, due to
umax, and the maximum likely diffusion distance during any given
time step:
umaxDt þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
6DmDt
p
 Dx
2
(9)
With a sufﬁcient number of particles, a RW method can accu-
rately model the process of Brownian motion used to model
diffusion. In general, more than 100,000 particles are required tosufﬁciently model diffusion using RW (Hassan and Mohamed,
2003). Such a large number of particles, running over many itera-
tions, requires a high quality pseudo random number generator
(PRNG). It is important that the period of the PRNG, among other
statistical properties, is of sufﬁcient capability to ensure that the
random numbers generated do not affect the model results. While
robust PRNGs have been available for some time (Matsumoto and
Nishimura, 1998), parallel implementations are an area of
ongoing research. Only recently have developments by Saito and
Matsumoto (2013) signiﬁcantly improved the quality of random
number generation on GPGPU hardware.
The particles are injected at the inlet to the fracture as an
instantaneous injection. Given the synthetic fracture is only
100 mm long and the length constraint obtained from Eq. (9), the
particles must wrap around the system until the minimum length
is reached to ensure that dispersion is allowed to fully develop.
The resident times, t, for all particles are tracked and plotted as a
histogram representing concentration against time. To generalise
the presented data, resident times are non-dimensionalized using
the relative fracture properties and are expressed by the pore
volume (PV):
PV ¼ Qt
2aL
(10)
where Q is the ﬂow rate in 2D ﬂow through the fracture calculated
from the LBM velocity data, and L is the total length of the fracture
in which the particle travels.2.4. Fracture proﬁles
Flow through a single rock fracture is modelled for two cases
and a third fracture set is used to explore solute transport. The ﬁrst
consists of a one-sided fracture aperture collected by Boutt et al.
(2006) and the second consists of a 2D slice through a dolomite
fracture generated in the laboratory (Mondal and Sleep, 2012).
Finally, synthetic fractures are generated and used for solute
transport.
The dolomite fracture was created from a block approximately
350 mm long, 250 mm wide and 70 mm thick. The rock sample
contained stylolites, which are the planes of weakness, parallel to
the length of the block. A fracture was introduced in the rock block
using themethod described in Reitsma and Kueper (1994) resulting
in ﬁnal dimensions of 280 mm  210 mm  70 mm. A three-
dimensional (3D) stereo-topometric measurement system, the
advanced topometric sensor (ATOS) II manufactured by GOMmbH,
was used to determine the surface proﬁle of the fracture walls and
its aperture distribution. For more details on the preparation of the
sample and the ATOS II system, see Mondal and Sleep (2012) and
Tatone and Grasselli (2009), respectively. A 16 mm 2D slice through
the 3D surface created by the ATOS II was used in the LBM. Using a
2D approximation of the fracture to represent the 3D surface saves
signiﬁcant computational resources. However, a 2D system cannot
capture or quantify the effects of contact points in a fracture and the
impact of reducing effective apertures and increasing tortuosity
(Zimmerman and Bodvarsson, 1996). Tortuosity in fractures refers
to the circuitous path that a ﬂuid particle will travel due to the small
and large scale roughness of a rock fracture. The 2D modelling is
able to capture the effects of 2D tortuosity and can be an effective
means of providing insight into the hydraulic behaviour of rough
fractures.
For the purpose of transport in fractures, synthetic fractures are
used. Synthetic fracture generation creates systems with controlled
surface properties. To capture the variation of the crucial roughness
of a fracture, a series of similar fractures with increasing roughness
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package SynFrac developed by Ogilvie et al. (2006) who expanded
based on earlier work (Brown et al., 1995; Glover et al., 1998a, b) to
capture the complex nature of natural fractures with synthetic ap-
proximations. Glover and Hayashi (1997) demonstrated that
modelling a synthetic fracture at the centimetre scale applied
directly to ﬁeld ﬂowmeasurements at the 100m scale. An important
consideration when generating synthetic fractures is capturing the
fracture properties at all wavelengths. The top and bottom of a single
fracturewill have correlated geometry and surface properties at long
wavelengths but are mostly independent at short wavelengths. The
threshold separating long and short wavelength is called the
‘mismatch length’. SynFrac has multiple methods for determining
the mismatch length. In this study, the SynFrac implementation of
the Brown et al. (1995) mismatch length was set to 15 mm.
Using SynFrac for 2D fracture generation, two studies were
conducted. First, a series of fractures were generated with increasing
roughness by increasing the value of the fractal dimension input
parameter. Second, to analyse random variations that may occur in
the fracture surfaces generated by SynFrac, multiple fractures with
identical characteristic parameters were created by varying the
seeds of the Park and Miller pseudo-random number generator
(SRNG) in SynFrac. A 100 mm 2D proﬁle is manually extracted from
the data and selected such that it has no contact point. Since each 3D
fracture generated with SynFrac is adjusted so that the relative
separation of the top and bottom surfaces creates a single contact
point, an equivalent adjustment was needed in 2D for consistency
between fracture studies. Therefore, the mean aperture of each
fracture was kept constant for each study by manually adjusting the
proﬁle separation. Other SynFrac settings are kept constant
including the resolution (1024  1024), standard deviation (1 mm)
and anisotropy factor (1.0). The fracture length of 100 mm and a
1024 element resolution is expanded to a 2048 element resolution
using interpolation, resulting in a 48.8 mm element size.
Fractures were generated by specifying a fractal dimension for
the 3D surface in SynFrac ranging from 2.00 to 2.35. It is recognisedFig. 1. Fracture proﬁles with varying roughness through dolomite fracture generated using
fracture has a mean aperture of 1.7 mm, only the fractal dimension (FD) variable is change
1.7 mm aperture. Fracture proﬁle (j) represents a 16 mm long strip from a dolomite fractuthat using a fractal dimension for deﬁning roughness is incomplete
as fractal dimensions are not unique to an object; two similar but
unique objects may have the same fractal dimension. It has also
been shown that the direction of ﬂow in a fracture yields varying
results (Boutt et al., 2006) whereas the fractal dimension of a sur-
face is independent of the direction of measure. These fractures
with varying roughness were used and compared with an equiva-
lent parallel plate system and a real dolomite fracture (Fig. 1).
Ogilvie et al. (2006), developers of SynFrac, used complementary
software, ParaFrac, to analyse real rock fractures and found that
sandstone and granodiorite samples had fractal dimensions
approaching 2.35.3. Validation
3.1. Flow between parallel plates
The cubic law conventionally used to describe ﬂow through rock
fractures assumes the fractures can be modelled as parallel plates
and is used for comparison with the LBM. A plate separation, 2a, is
deﬁned by cubic law calculations for ﬂow and conventionally a
fracture aperture is approximated using the arithmetic mean of the
aperture. The ﬂow through parallel plates as described by the cubic
law is
Q ¼ g
12y
ð2aÞ3W Dh
L
(11)
whereW is the width of the fracture and in all simulations is taken
as unity for the 2D models, L is the length of the fracture, and Dh
represents the change in head over the length of the fracture. In the
case of gravity-driven ﬂow where gravity acts along the length of
the fracture, Dh ¼ L, and Eq. (11) becomes
Q ¼ g
12y
ð2aÞ3W (12)a synthetic fracture generator called SynFrac. Total fracture length is 100 mm and each
d in SynFrac. Fracture proﬁle (a) represents a parallel plate system with an equivalent
re with mean aperture 0.1 mm.
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calculated by the LBM model.
LBM model results of ﬂow between parallel plates using
incompressible ﬂuids have been comparedwith available analytical
solutions. For laminar ﬂow conditions, the HagenePoiseuille
equation can be used to describe the horizontal velocity through a
cross-section:
uðxÞ ¼ G
2ry

a2  x2

(13)
where x is the distance from the centreline and G is the driving
force. This analytical solution yields a parabolic velocity proﬁle. For
the case of gravity-driven ﬂow, G¼ rg, which deﬁnes a local pres-
sure gradient throughout the system. Themaximumvelocity occurs
at the centreline where x ¼ 0 and the average velocity is 2/3 of the
maximum velocity. Substituting for these changes gives:
g ¼ 3yuavg
a2
(14)
where uavg is the average velocity.
Using the dimensionless Reynolds expression, physical param-
eters can be converted to equivalent lattice parameters. Lattice
spacing is determined by the geometry and discretization of the
physical system. Lattice velocity is limited to a maximum 0.1 lattice
unit per time step which arises from the approximations used in
the LBM (Sukop and Thorne, 2006). Viscosity is determined by
constraining the relaxation parameter to unity (s ¼ 1) to ensure
numerical stability.
The force of gravity in Eq. (14) can be altered and is used to drive
ﬂow in the model. For the case of parallel plates, when the nu-
merical model reaches steady state, it compares well to the
analytical solution as shown in Fig. 2. Fig. 2 shows horizontal ve-
locity proﬁles versus the ratio of velocity (u) to the maximum ve-
locity (Umax) at all nodes across the model domain. The parallel
plate boundaries are conﬁgured for a 256-node spacing. The only
locations where the Poiseuille proﬁle andmodel proﬁle differ are at
the two closest nodes to the boundary and this can be attributed to
the implementation of the bounce-back rules and is typical of the
LBM approach (Sukop and Thorne, 2006).3.2. Backward facing step
Modelling parallel plates is a crucial step in the validation of an
algorithm as it allows for comparison with analytical solutions for
the same problem. However, fracture geometries introduceFig. 2. Horizontal velocity proﬁles comparing the analytical results of a Poiseuille
proﬁle and the model result.complex geometries with changing apertures, including constric-
tions and openings. To simulate the effects of an abrupt aperture
opening, a simple backward facing step is modelled and compared
with experimental results.
The geometry used to simulate a backward facing step consists
of parallel plates with an upstream step that is half the plate sep-
aration and a length at least 20 times the height to minimise the
interference from outﬂow boundary conditions. Flow is gravity-
driven and the boundary conditions are periodic. For the up-
stream of the step, the ﬂow ﬁeld is given sufﬁcient distance to
develop a parabolic velocity proﬁle and similarly, for downstream
of the step, the ﬂow becomes parabolic. Finally, the ﬂow is gradu-
ally ramped back to the step height for the periodic boundary. All
other boundaries use standard bounce-back rules.
The geometry backward facing step is well studied but
conventionally at higher Reynolds number than that necessary for
the study of ﬂow in fractures. Results presented by Armaly et al.
(1983) for Re  200 are used with Re ¼ 100 being the lowest of
the available data. The relationship of the dimensionless Reynolds
number (Re ¼ 2au/y) deﬁnes the ﬂow and the upstream height or
step height is used.
Generally, ﬂow over a backward facing step at Re 200 consists
of three segments: ﬂow separation directly after the step consisting
of an area of recirculation, followed by a bulk ﬂow reattachment
point, and ﬁnally development of a parabolic velocity proﬁle
downstream of the step. The reattachment point refers to the end of
the recirculation zone. Fig. 3 illustrates three cases, Re ¼ 100,
Re ¼ 150 and Re ¼ 200 where ﬂow is from left to right and relative
colouration from blue to red represents slow to fast ﬂuid velocities.
Reynolds number is varied by adjusting lattice parameters, specif-
ically the force of gravity for the system. Using graphical means of
measurement, the reattachment points of the model results are in
good agreement with those reported by Armaly et al. (1983) of 3, 4
and 5 times the step height for the Reynolds number of 100, 150
and 200, respectively. In each case the velocity proﬁle becomes
parabolic again far downstream.3.3. Flow in a single fracture
It is not trivial to validate ﬂow in real or synthetic fractures
because it would require comparison against other CFD imple-
mentations. Many CFD codes are not freely available or those
codes that are free, or open source, thus require their own
implementation, compilation and validation. Alternatively, one
can compare the model results with those from the literature,
including experimental results. Once such comparison arises
from a method developed by Zimmerman et al. (1991) and
Renshaw (1995), which uses a statistical measure of fracture
roughness.
A measure of fracture roughness can be described in statistical
terms by differentiating between hydraulic and mechanical aper-
tures. Conventionally, they are considered equivalent when used in
the cubic law. However, as discussed by Renshaw (1995), if a frac-
ture aperture is described by a lognormal distribution with mean B
and variance s2B, then the respective calculations for hydraulic and
mechanical apertures vary. The expression related to these two
quantities is written as follows:
dh
dm
¼ exp
 
s
2
B
2
!
(15)
where dh is the hydraulic aperture deﬁned as the geometric mean
and dm is the mechanical aperture deﬁned as the arithmetic mean.
Zimmerman et al. (1991) and Renshaw (1995) deﬁned a roughness
Fig. 3. Flow, from left to right, over a backward facing step (leftmost edge). Shown as red vertical lines, the reattachment lengths are approximately 3, 4, 5 times of step heights for
Re ¼ 100, 150 and 200, respectively. The step height is half the downstream width. Velocity is plotted with red representing the fastest velocities and blue the slowest. The velocity
proﬁle is parabolic immediately upstream and far downstream of the step while the zones outside of this region are omitted for clarity.
Fig. 4. The ratio of hydraulic aperture to mechanical aperture is plotted against sta-
tistical roughness of the fracture as described by Renshaw (1995). The model ﬁts well
with theoretical data. The model predictions are plotted from a single fracture by
increasing the mechanical aperture dm.
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standard deviation s2B of the fracture data:
dm
sB
¼
exp
 
s2B2
!

exp

s2B

exp

s2B
 1	
1=2 (16)
Since both equations (Eqs. (15) and (16)) depend only on the
variance of the lognormal aperture distribution, they can be com-
bined and are shown in Fig. 4. The ratio of hydraulic aperture to
mechanical aperture tends towards unity as either the fracture
aperture increases or the standard deviation decreases as the walls
become smoother. Experimental data by Zimmerman and Main
(2003), not shown on the graph, ﬁt well with the theoretical data.
Other numerical work by Patir and Cheng (1979) and Brown (1987)
also compared similarly with the theoretical data. The model pre-
dictions plotted in Fig. 4 were calculated using ﬂow results from a
single fracture while increasing the mechanical aperture (dm) and
shows that, as the separation between the rock fracture walls in-
creases, the lognormal variance also changes.
Comparison to cubic law ﬂow rates is another form of validation,
speciﬁcally when compared to results in the literature. Flow
through a single rock fracture is modelled for two cases to
demonstrate the utility of the LBM. The ﬁrst is a one-sided fracture
aperture collected by Boutt et al. (2006) and the second consists of a
2D slice through a fracture generated in the laboratory.
For the ﬁrst fracture data set, the cubic law deviates 8.4% from
the ﬂows rates determined by the LBM model at Re ¼ 6. Flow
rates are chosen based on the discretization of the fracture and
the need to maintain a relaxation parameter close to unity. The
fracture has an equivalent aperture of 359 mmwhich is translated
into a fracture velocity of 1.67  102 m/s for an equivalent
parallel plate system. The same 8.4% deviation from the cubic law
is found at Reynolds number of 0.06, 0.6, 6 and 60. These results
are in line with observations reported by other researchers such
as Brush and Thomson (2003) who found the cubic law to be
within 10% of their Stokes Law simulations for Reynolds number
less than unity.
The second data set analysed in our study has an equivalent
aperture of 100 mm and at Re ¼ 6, the velocity through an equiva-
lent parallel plate system is 5.97  102 m/s. In this case the de-
viation from the cubic law at Re ¼ 6 is 50% and the same
approximate deviation holds for Re from 0.06 through 6. Again,
variations in literature can be found. For example, Brown (1987)
who used the Reynolds equation to describe ﬂow between
slightly rough non-planar surfaces, found the cubic law to hold
within a factor of 2, while Tsang (1984) showed an order of
magnitude variation from the cubic law if tortuosity was ignored.The two fracture data sets show different deviations from the
cubic law that could be due to their different physical attributes.
The ﬁrst data set consists of the bottom proﬁle of a fracture and the
top proﬁle is a smooth plate. This geometry would more closely
approximate that of parallel plates then the second data set, where
both sides are represented by a fracture proﬁle. The equivalent
aperture is also much larger in the ﬁrst data set, 359 mm versus
100 mm in the second data set, potentially affecting hydraulic
properties and deviations from the cubic law.
The two data sets highlight the difﬁculty in using the cubic law
for fracture ﬂow. That is, ﬂow in fractures cannot always be simu-
lated by the cubic law. The simulations show the advantages of
using the LBM model which can be discretized to account for
roughness intrinsically. The main advantage of LBM models
compared to other approaches is that they can be used to resolve
small scale effects such as an abrupt change in aperture where
there is a signiﬁcant change in velocity streamlines and potential
secondary ﬂows. Fig. 5 shows the ﬂow streamlines calculated at
two different locations along the same fracture at three different
Reynolds numbers. The ﬁrst location on the left is an area of a large
change in aperture while the second location is of a small depres-
sion in the fracture. Even at low Reynolds number, Re ¼ 0.6, the
ﬂow has zones of recirculation, creating areas of the ﬂuid that do
not actively contribute to bulk ﬂow. As the Reynolds number is
increased (6 then 60), the recirculation zones become larger and
appear in more places.
These results demonstrate how the roughness of a fracture can
affect ﬂuid ﬂow within a fracture even at low Reynolds numbers
and provide some hints to explain the discrepancy between ﬂow
rates expected from the cubic law and results from the LBM. Fig. 6
compares the results from ﬂow in the ﬁrst data set compared to
ﬂow between parallel plates with an equivalent mechanical
Fig. 5. The streamlines are plotted as the Reynolds number increases from 0.6 to 60. Secondary ﬂows develop in the form of eddies and grow to ﬁll a larger cross-section of the
aperture. Each node represents approximately 2 mm.
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the base of themodel with a no-slip smooth top boundary, constant
gradient outlet and parabolic inlet boundaries. The right hand side
of Fig. 6 models ﬂow through parallel plates spaced at an equivalent
aperture calculated using the arithmetic mean. It can be seen that
the actual rock fracture compresses the velocity proﬁle much more
than that of the equivalent fracture. It is the peaks of the rock
fracture that signiﬁcantly change the velocity distribution, leading
to an apparently smaller equivalent aperture. The ﬂow distribution
is clearly different from that predicted by simple parallel plates, and
although it cannot be seen in Fig. 6, there are areas of recirculation
downstream of each fracture constriction (see Fig. 5). Since this is a
complex phenomenon, it would be difﬁcult to create a single var-
iable that could be adjusted for such effects. Rather, it is importantFig. 6. Left hand side: Flow through a fracture. Right hand side: Flow through parallel plate
velocity is plotted with yellow representing the fastest velocities and dark blue the slowesthat a given system be simulated with a model such as the pre-
sented LBM model.3.4. Solute transport
For a point-source in 2D space, the analytical solution for
diffusion as developed by Crank (1975) in the form shown by Sukop
and Thorne (2006) is
C ¼ Co þ Mo4pDmte
r2
4Dm t (17)
where C is the concentration, Co is the initial concentration, Dm is
the molecular diffusion coefﬁcient, Mo is the initial mass, t is thes with the mechanical aperture equivalent to the fracture aperture on the left. Relative
t.
Fig. 8. Effective dispersion for the values: uavg ¼ 0:0038 lu=ts and
Dm ¼ 0:0013 ðluÞ2=ts after Sukop and Thorne (2006). The input values are given in
terms of lattice unit (lu) and time step (ts), typical for LBM applications.
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Fig. 7 shows the results from the RW algorithm at three different
time increments and the corresponding analytical solutions from
Eq. (17). The ﬁt between the RW and the analytical solution is
excellent with some variation from the analytical solution due to
the random nature of the RW method.
Taylor-Aris dispersion between parallel plates is deﬁned as fol-
lows (Stockman, 1997):
Deff ¼ Dm þ
ð2aÞ2u2avg
210Dm
(18)
where Deff is the effective dispersion coefﬁcient. The above equa-
tion holds for a range of Peclet numbers (Pe) of
ﬃﬃﬃﬃﬃﬃﬃﬃ
210
p
 Pe L
.
a (19)
where the Peclet number is deﬁned as
Pe ¼ 2auavg
Dm
(20)
Fig. 8 indicates a good ﬁt between the discrete RW and the
analytical dispersion equation for parallel plate applications. Values
chosen are similar to those found in Sukop and Thorne (2006) as an
additional measure of comparison and validation.
Finally, the model for solute transport is validated by measuring
resident time in a single fracture to capture the breakthrough curve
(BC). BC data from the model results are compared with the
analytical solution for a parallel plate system with an equivalent
mechanical (arithmetic mean) aperture using Eq. (21) and labelled
as the analytical solution in Fig. 8. The analytical solution for the
concentration of a solute subjected to uniform ﬂow u at a location x
at time t for a one-dimensional (1D) instantaneous injection is
(Hunt, 1978):
Cðx; tÞ ¼ M
2spDeff t
exp
"
 ðx utÞ
2
4Deff t
#
(21)
where M is the initial concentration of particles in the system, s is
the porosity and taken at unity. Fig. 9 shows the BCs for Dm ¼ 7
1010 m2=s at Re ¼ 1 for the synthetic fractures generated in Syn-
Frac with fractal dimensions from 2.00 to 2.35. Also plotted is aFig. 7. Point source diffusion in 2D and the relative concentrations at a given radius
from the source. Analytical results for time step ts ¼ 1000, 2000 and 10,000 are shown
respectively.parallel plate system with the same mechanical aperture of the
rougher fractures modelled using the same LBM and RW method
(labelled as a slit). From Fig. 9, the modelled slit results are very
close to the expected analytical solutions, while non-Fickian
behaviour was apparent if the inequality of Eq. (19) was not
maintained as expected (Cardenas et al., 2009; Qian et al., 2011).
Results from fractures of varying roughness show some deviation
from the analytical solution due to the inherent geometry of the
system that is captured by the discrete approach of the LBM and
RW method.
3.5. Transport sensitivity analysis
The susceptibility of the transport code to numerical error is
estimated by Eq. (14). The constraint deﬁnes the maximum diffu-
sion and advection distance that a particle may move during a
single time step. To maintain the inequality, the discrete time step
can be reduced while the discretization of space is ﬁxed for a given
model. For a given Reynolds number, the maximum time step will
change. The example of Re ¼ 50 is shown in Fig. 10. A total of four
models are run, two above and two below the empirical limit
expressed by Eq. (19).Fig. 9. Breakthrough curves for Dm ¼ 7 1010 m2=s at Re ¼ 1 for synthetic fractures
generated from a 2D slice of a 3D surface with fractal dimensions from 2.00 to 2.35.
The ‘Slit’ represents a parallel plate system modelled in the same way; ﬁnally the
analytical solution is shown for comparison.
Fig. 10. Data shown are for Re ¼ 50 for synthetic fractures generated from a 2D slice of a 3D surface with fractal dimensions (FD) from 2.00 to 2.35. Cases 1 and 2 do not meet the
constraint for minimising numerical error while Cases 3 and 4 do satisfy the constraint.
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sents the smallest time discretization, absolute values range over
two orders of magnitude.
The sensitivity analysis illustrated in Fig. 10 shows that con-
siderations of the minimum time step must be taken into account
to reduce numerical error that is most prevalent in Case 1. Cases 3
and 4 begin to reach convergence and for the purpose of accuracy
balanced with computation limits the system discretization of
Case 3 would be sufﬁcient for most engineering applications. In
terms of particle count, 215 particles are sufﬁcient for most models
(Fig. 11). While more particles allow a better averaging of the RW
method, the resident times converge to a solution for particle
counts around 215.
4. Model performance
Performance of the presented LBM on the GPU is approximately
an order of magnitude faster than a comparable LBM model run on
a CPU, which is consistent with the ﬁndings of Tölke (2010). Typi-
cally, performance in LBM codes is measured in million lattice
updates per second (MLUPS). Single CPU codes typically perform
around 6.2 MLUPS (Bailey et al., 2009) andmore recently 88MLUPS(Habich et al., 2013). The GPU model in this study, the NVIDIA
GeForce GTX Titan, achieves over 1000 MLUPS for a grid size of
2048 by 128 nodes using double precision calculations. The com-
parison should be taken as a rough estimate as this is not intended
to compare directly between models which would require the
equivalence of grid size, LBM implementation, optimisations and
other factors affecting the performance of computer code.
5. Conclusions
The LBM model is well suited for simulating laminar ﬂuids
through single rock fractures where complex ﬂow patterns are
produced by the irregular bulk rock surfaces. Even under laminar
ﬂow conditions, tortuous ﬂow paths and surface roughness result
in unique ﬂow conditions that the LBM model can effectively cap-
ture. The LBM model presented in this study agrees with results of
modelling of ﬂow in rock fractures (Tsang, 1984; Brown, 1987) and
is also consistent with the statistical roughness model described by
Zimmerman et al. (1991) and Renshaw (1995).
The RW model is a simple implementation of advection and
diffusion, however, it is able to successfully capture particle trans-
port in systems with varying geometry. The RW model coupled
Fig. 11. For a set of bin size when calculating the histogram, a larger number of particles give a more accurate description of the dispersion of particles through the fracture without
changing the overall behaviour. Data shown are for Re ¼ 50 for synthetic fractures generated from a 2D slice of a 3D surface with fractal dimensions (FD) from 2.00 to 2.35.
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transport between parallel plates and single fracture geometries
with varying synthetic properties, for example using fractal di-
mensions to distinguish varying surface roughnesses.
Both the LBM and the RW are well suited to implementation on
the parallel computing architecture of GPGPU hardware, as the
local nature of their respective algorithms reduces communication
overhead between processing nodes. Additionally, with the devel-
opment of new parallel PRNG, RW can be effectively implemented
on GPGPU hardware with, statistically, high quality random
numbers. The LBM model developed allows for the effective
simulation of fracture ﬂow and is capable of simulating 2D systems
at the micron scale over a 100 mm global domain and can be used
to simulate systems an order of magnitude faster than some CPU-
based codes, allowing for signiﬁcantly faster analysis of single
fracture ﬂow and transport. However, both LBM and RW are sus-
ceptible to numerical error unless proper constraints are
maintained.Conﬂict of interest
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