aterials design is increasingly focusing on a multiscale approach. This in part reflects a step-jump in the ability of scientists and engineers to tailor a material's structure across multiple lengthscales, for example by self-assembly, digital printing or additive manufacture. Such advances heavily rely on their ability to obtain structural and functional information for materials across multiple scales and dimensions, and on understanding their correlations. In this context, our ability to examine materials has expanded greatly over the years, both in terms of the spatial and temporal resolution available, as well as the range of characterization modes that can be used to visualize local features of a sample with sufficient contrast. Complementary characterization methods can now map the local chemistry, crystallography or molecular structure, as well as the local functional and mechanical performance across many length scales (Fig. 1) .
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This Perspective first discusses the current status and potential of correlative characterization as a means of establishing rich multidimensional datasets, and then considers the important role it will play in the fast-make, fast-test data-centric discovery and manufacture of new materials going forwards.
Correlative characterization
Here we use the term correlative characterization to describe the collection of multiple datasets that are spatially registered to form multi-layered (multidimensional) data. This includes the use of multiple techniques to obtain complementary insights for a region of interest, often referred to as correlative microscopy in the life sciences 1 , as well as the correlation of features and properties across multiple length scales, or over time.
Correlative multiscale imaging. All materials have specific structural scales and features that determine their performance, from the cracks, crystalline grains, grain boundaries, dislocations, precipitates, unit cell and atomic defects in an alloy 2 , to the complex nano-and microscale structuring in metamaterials 3 . The sequential use of optical and electron microscopies for multiscale 2D imaging is well established, and equally there are now many methods capable of providing 3D information, either non-destructively or destructively (Fig. 1 ). The data collected at different scales and by different instruments are usually combined in an uncorrelated manner either qualitatively or statistically to provide a fuller description of materials microstructure than can be captured by a single technique. However, correlating information across multiple scales may often provide more in-depth understanding of materials behaviour, for example in shedding light on the mechanisms of crack deflection and shielding in bones 4 . Correlative imaging can also be employed to effectively establish the wider context of the high-resolution information extracted from a material. For example, the use of large-volume, low-resolution scanning by X-ray computed tomography (CT) to locate areas that are truly representative or, conversely, very rare, within the sample for subsequent examination at higher magnification by electron microscopy or other techniques 5 . Nondestructive experimental steering can also help to plan destructive high-resolution serial sectioning sequences in the knowledge that the feature of interest is present within the sample and that the sectioning workflow is sufficient to fully reveal it 6 . Traditional approaches for sample preparation, while producing excellent quality samples, offer limited control over the location sampled. Site-specific sample preparation techniques are thus key to traversing the modalities and scales represented in Fig. 1 and need to be integrated into the design of any correlative characterization workflow. In particular, site-specific focused ion beam (FIB) machining has made it possible to excise regions tens of micrometres in size for subsequent higher resolution electron or X-ray imaging 7 . Laser 8 and plasma FIB 9,10 milling offer significant increases in milling rates and thus accessible depths and volumes of interest that can be interrogated.
When planning a multiscale study there are many acquisition strategies/trajectories that could be chosen. Here we discuss two complementary philosophies illustrated in Fig. 2 that we have termed: the Google Maps approach (Fig. 2a) and the targeted trajectory or Ogilby approach (Fig. 2b) . In practice, these represent two extremes within a continuum of strategies.
The Google Maps approach. Here the aim is to collect information at the chosen (or each) scale for the whole volume. Google Maps represents a 2D analogue of this method with data collected at 21 different length scales each having approximately four times Completing the picture through correlative characterization T. L. Burnett and P. J. Withers * Natural and manufactured materials rely on complex hierarchical microstructures to deliver a suite of interesting properties. To predict and tailor their performance requires a joined-up knowledge of their multiphase microstructure, interfaces, chemistry and crystallography from the nanoscale to the macroscale. This Perspective reflects on how recent developments in correlative characterization can bring together multiple image modalities and maps of the local chemistry, structure and functionality to form rich multimodal and multiscale correlated datasets. The automated collection and digitization of multidimensional data is an essential part of the picture for developing multiscale modelling and 'big data'-driven machine learning approaches. These are needed to both improve our understanding of existing materials and exploit high-throughput combinatorial synthesis, processing and testing methods to develop materials with bespoke properties.
the area of the last (from 1 pixel = 157 km to 1 pixel = 15 cm). The Google Maps approach is powerful, but makes significant logistical demands on the acquisition process. In fact, collecting all information across the entire volume/area is extremely data intensive (5 × 10 17 pixels (or 1 × 10 12 tiles) to represent the USA), although this also leads to the advantage of having a full record available To bridge these scales, site-specific sample preparation methods must be integrated within the characterization workflows. The right-hand limit of each box indicates the highest resolution/slice thickness, and the left-hand limit the maximum sample size. The arrows indicate that different instruments are required to cover the complete range of scales. CT, computed tomography; TEM, transmission electron microscopy; SEM, scanning electron microscopy; EDX, energy dispersive X-ray spectroscopy; XPS, X-ray photoelectron spectroscopy; SIMS, secondary ion mass spectroscopy; STEM, scanning transmission electron microscopy; FIB, focused ion beam; OCT, optical coherence tomography. An asterisk denotes techniques limited by penetration of light; a dagger denotes techniques applicable to soft materials only.
for subsequent reanalysis that can be down-sampled as needed. This means that, just like in a conventional map (such as that in Fig. 2c ) travellers have all the information required to travel on journeys that are not envisaged by the map-maker, in this big dataset users are able to find all the information to explore the correlations and answer questions unforeseen at the data-collection stage. Connectomics, which maps all the connections within the nervous system, provides a good example of the Google Maps approach where very large stacks of super-high-resolution 2D images are collected to map a large 3D volume of the brain 11, 12 . In most materialsrelated experiments, however, collecting all the data (possibly over multiple modes or time steps) may be unpractical. In such circumstances only sub-regions may be sampled, and physically based or learning-based models may be needed to 'fill in the gaps' .
Overall the advantages of this approach include: all information is saved for subsequent analysis (structured big data) creating a virtual archived record of the entire specimen (intrinsically multiscale), if the exact feature/networks or relationships to be explored are not explicitly known at the outset they can be explored and re-explored later. The disadvantages include: time-consuming acquisition, post processing and analysis; data handling problems often mean that only subsets are analysed in detail; multifaceted data collection options are limited due to acquisition time; and the large volume of data produced that cannot be easily stored or analysed.
Targeted trajectory approach. Targeted trajectory approaches ( Fig. 2b ) are analogous to 2D Ogilby roadmaps (Fig. 2d) where one, or a few, acquisition paths are mapped out using a guided correlative approach. Such an approach might start with coarse-scale nondestructive imaging to provide an overview of the specimen before selecting a region of interest to be observed at the next (higher resolution) scale. Traversing the scales in this manner allows a continuous appraisal of the results and a renewed opportunity to determine the best features to be examined (following one or bifurcated pathways) and the most appropriate characterization approach, or combination of approaches, for the next step in the analysis. Experimental steering could be driven manually, or by using an experimental design tool, to suggest follow-up experiments to efficiently refine models or illuminate materials discovery 13 .
Overall the advantages of this approach include: the acquisition requirements are significantly below those associated with the Google Maps approach, making it a relatively fast and efficient acquisition and analysis approach; and multiple techniques (layers) can be applied and correlated for a region of interest chosen at an appropriate scale, as the size of the data volumes at each scale can be tailored; and sub-volumes for further analysis can be chosen at a feasible volumetric scale with the context provided by other techniques. Context through scales is maintained and there is limited damage to the sample. The disadvantages include: the criteria for deciding at each scale a suitable region of interest requires significant thought during the acquisition process; excising sub-regions may result in lost material peripheral to the extraction; the acquired data may be insufficient for big data approaches; and the ability to revisit and re-analyse data collected this way is limited, as data is typically collected with a particular question in mind.
Correlative multifaceted characterization. Multifaceted characterization refers to the application of multiple techniques or modes to acquire complementary facets of information on the same region of interest. Commonly referred to as correlative microscopy, it is gaining significant traction in the life sciences 1 . For instance, correlative light and electron microscopy (CLEM) exploits fluorescent labels and markers to distinguish the presence of particular molecules and proteins and their roles by light microscopy, and combines this information with electron microscopy to provide the ultrastructural context 14, 15 . A good example in materials science is the complementary use of transmission electron microscopy (TEM) and atom probe microscopy on a volume of a ferritic steel, to overlay the carbon segregation recorded by the atom probe with the grains and the grain boundaries determined by nanobeam diffraction in the TEM 16 . Besides crystallographic and chemical information, local mechanical and functional properties can also be mapped and correlated to local structure, as illustrated in Fig. 1 . We refer interested readers to another review 17 describing the specific capabilities of the related characterization techniques.
Registration and co-visualization are relatively simple when multiple facets are captured using a single instrument. In this respect there is a trend towards developing instruments capable of acquiring co-registered, complementary datasets (such as dual beam FIB-SEM combined with electron backscattered diffraction (EBSD) and energy dispersive X-ray spectroscopy (EDX), positron-emission tomography combined with magnetic resonance imaging 18 , or diffraction contrast combined with attenuation contrast X-ray CT 19 ). It should be noted, however, that even within a single instrument, acquisition artefacts relating to the different characterization techniques can make precise registry troublesome. For instance, differences in resolution, voxellation, sample drift, contrast generation, scanning artefacts and depth of penetration can make a region of interest appear quite differently when imaged using different modalities 20 .
Correlating over time. Significant qualitative or quantitative insights can be gained by correlating characteristics over time. Nondestructive imaging methods allow the monitoring of changes in three dimensions over time using temporal imaging (often termed 4D imaging or time-lapse imaging). Optical methods can provide detailed 3D image sequences in cases where the optical penetration is sufficient 21 . Time-lapse X-ray CT is finding increasing application, for example, to study fatigue of structural materials, ductile fracture, corrosion or battery performance [22] [23] [24] . Recent advances in digital image and volume correlation (DIC and DVC respectively) offer the possibility to follow, map and quantify even slight changes in the sample [25] [26] [27] . There are considerable benefits associated with time-lapse imaging of a single sample over the analysis of multiple samples each recorded at different stages during the process. Temporal datasets acquired from different samples at different times require statistical methods to quantify the evolution of key features (such as the nucleation and growth of defects). For particularly rare or unpredictable events this significantly increases the volumes that must be analysed, compared to tracking the evolution of specific features in one sample over time. Examples include understanding sites of recrystallization nucleation and fatigue failure stemming from critical defects.
Failure analyses have traditionally relied on post-mortem analysis of failed samples or components to locate critical defects. Timelapse imaging enables one to trace backwards in time to study how and where the critical defect nucleated 23 . Furthermore, one can look beyond the critical defect to study the behaviour of the 'survivor' defects that did not lead to the final failure, providing statistical information about the defect population and insight into the factors that control damage and failure. This understanding is critical to extending component lifetimes, and in safe-life assessments 28, 29 by considering the evolution of defects introduced by manufacturing 30 or generated in-service 31 .
Complex correlative workflows. In practice, much can be gained by combining temporal, multimodal and multiscale imaging into more complex workflows. An example is shown in Fig. 3 , reporting a study aiming at better understanding the corrosion of an oil pipeline steel under saline conditions. In this case the corrosion proceeds just below the surface and cannot be followed by surface inspection. Here mesoscale CT (Fig. 3a) reveals the nucleation and growth curve of each corrosion pit over time (Fig. 3b) enabling a statistical analysis of the whole population. In this way certain pits can be selected for detailed investigation on the basis of their growth history (for instance, pits that grow the fastest, or stopped growing, or formed late but grew rapidly) to provide insights into microstructure-growth rate correlations. High-resolution CT (Fig. 3c) revealed a competition between pitting and intergranular corrosion (IGC). Their relative growth rates are important because hemispherical pits are less critical compared to the sharp IGC features 32 . A region of the crack front of a particularly virulent pit was located sub-surface by CT and excised by FIB for more detailed analysis (Fig. 3d) . Here transmission Kikuchi diffraction (TKD) (Fig. 3e) revealed that the most aggressive cracks tended to lie predominantly on high-angle grain boundaries, but cracks were also identified along coincident site lattice (CSL) boundaries and slip bands. This could be correlated to the presence of significant chromium segregation ahead of the crack along the high-angle grain boundaries observed by STEM-EDX imaging (Fig. 3f) . In this example, by correlating over time, length scale and modality, the most active sites could be located and related to their local crystallography and chemistry 33 .
Future directions for correlative characterization
Correlative methods are finding increasing application, but they are challenging to undertake and it is difficult to merge and co-visualize the datasets. Significant advances are anticipated that will lower the barriers to implementation and increase the power of the method.
Registering multiple datasets to a sample reference frame. A key aspect in correlative characterization workflows is the need to spatially co-register the data, whether they are collected on different instruments, or collected on a single instrument at various times. Registration is needed both at a coarse scale to locate a region of interest as it moves from one instrument to another, and at a fine scale to precisely overlay multiple datasets for visualization of specific features. The latter case may require non-linear corrections of the coordinate systems to correct acquisition errors and distortions, while the material itself may also deform. Indeed, co-registration of multiple methods may highlight acquisition errors: for example, comparing CT images of a sample collected before destructive 3D FIB-SEM imaging may reveal artefacts arising from the serial sectioning procedure.
Locating a sub-surface region of interest observed by one technique, for excision and subsequent examination by another, presents a specific challenge. At the present time this is typically achieved through a skilled and laborious process, by manually matching coarse sample features across the instruments, aided in some cases by fiducial markers or sample holders 15 . Instrument vendors are working towards developing global positioning methods such that the sample can be routinely manipulated and data can be recorded in the sample reference frame across multiple instruments. This is similar to the way that images recorded on mobile phones can be automatically logged according to their location by their GPS coordinates without user intervention.
Precise image registration among datasets requires more accurate methods, with algorithms beginning to emerge 34, 35 for post hoc registration. Advances elsewhere in simultaneous localization and mapping (SLAM) 36 led by the computer vision and robotics communities, as well as 'reverse image search' features currently being developed by the major search engine companies, may also help to automate this process.
Handling big and multidimensional datasets. Data analysis and data transfer still present significant challenges for the processing, reconstruction, quantification and modelling of correlated multidimensional datasets. The addition of volumetric spectral [37] [38] [39] and diffraction data [40] [41] [42] along with the collection of high-speed time-lapse data can lead to many terabytes of data per day 43 , or even in minutes 44 . In many cases these very large datasets have to be reduced in size in some way to make analysis feasible, for example by identifying regions of interest or specific spectral ranges.
Currently few packages are able to store, manipulate and visualize large multifaceted, multiscale datasets. DREAM 3D software 45 uses a series of generic data containers from 'elements' through 'features' to 'ensemble features' representing three different length scales. Each voxel in a dataset can have multiple attributes, which include multiple facets of input data as well as outputs from analysis and modelling carried out on the data 46, 47 , assuming a perfect voxelto-voxel correlation of the input data. This generalized approach makes the data structure sufficiently flexible to keep multifaceted, multiscale data organized. This can facilitate complex visualization and manipulation with a data structure designed to manage the exchange of data between these different inputs. Nevertheless, there are still many issues before wide-scale application can be realized-for example, advanced data processing routines are required for specific data types (such as those needed to interpret spectral chemical signatures from EDX and X-ray photoelectron spectroscopy), before they can be exploited for effective visualization and understanding.
Multiscale performance mapping.
There is much to be gained by developing techniques to map performance (for instance, mechanical or electrical) across multiple length scales alongside the many different chemical, crystallographic and morphological facets already discussed. At the fundamental level it helps us to understand and model how microstructural features at the various scales determine material properties, and at a larger scale it opens the way for combinatorial (fast-make) materials synthesis and processing by providing small and economic high-throughput test pieces.
Techniques such as macroscale indentation, nanoindentation and atomic force microscopy (AFM) have long been used to map mechanical properties 48 . The latest micromachining techniques (Fig. 1) are extending mechanical tests to finer length scales 49 . Indeed, micropillar compression and microcantilevers have been used to extract properties from few-or single-grain samples 50 but are still relatively niche based on the difficulty of execution and analysis. Other examples where local performance could be mapped include electrical and thermal conductivities, permeabilities, catalytic activity and electrochemical activity 51 . Small-scale testing methods are often difficult to undertake and can be prone to sample preparation artefacts. Further work is required to better understand and alleviate the sample preparation issues. In addition, models are needed to link our mechanistic understanding of the performance at the different scales to the design data needed for full-scale engineering components. 
rich microstructural datasets
The accelerated design and optimization through computational science requires the correlation of multiscale models with a multidimensional description of the materials system to complete the picture.
Multiscale modeling. Multiscale modelling has been given fresh impetus by integrated computational materials engineering (ICME), which aims to computationally steer manufacturing processes to engineer the materials performance 52 . In effect it moves us towards a multiscale digital twin of the component being manufactured. Knowledge of processing-structure-performance relations relevant to each structural scale can be used to design microstructures that are optimized at the critical scales.
Just as many characterization methods must be combined to build up a multiscale picture of a material or system (represented by the blue 'Physical system' strand in Fig. 4) , it is important to effectively couple models together across the length (represented by the green 'Digital twin' strand in Fig. 4 ) and time scales. Taken together, these two strands connect the physical system to its digital (virtual) counterpart. While the characterization tools do not match one-toone with the models, correlative characterization frameworks can support model development, for example by validating the models, establishing the coupling between models or bridging gaps where physics-based models have yet to be established. Indeed, a better alignment of multiscale modelling approaches with the microstructural parameters that characterization tools can quantify would help create the most effective digital twins. Furthermore, given the experimental overhead associated with the development of systematic datasets along the lines of Google Maps big data approaches, targeted trajectory workflows could be designed with the specific intention of providing cost-and data-efficient information to specifically train machine learning algorithms or create coupling between scales in a hierarchy of models.
Besides guiding manufacturing, the digital twin can also capture the evolution of a component or engineering system in service, which can be used to predict when the part should be inspected and ultimately withdrawn from service in a safe and cost-effective manner. To date, full life-cycle digital twining has been focused principally at the engineering system scale (for instance, the whole aircraft) 53 rather than the materials system scale (such as aeroengine turbine blades). Microstructural characterization methods (blue strand) and microstructurally cognisant models (green strand) describe the inherent characteristics of the physical material (shown at different length scales in the images on the left column) and its digital twin (right column), as a function of manufacturing or service conditions. As illustrated here for a radiation tolerant fusion reactor system and its digital twin, there is no one-to-one correspondence between the parameters measured and the models operating across the strands. FE, finite element. Adapted from ref. 72 , IOP (component); ref. 73 , Elsevier (cracks); ref. 74 , Elsevier (grains); ref. 75 , Elsevier (dislocations); ref. 76 , Elsevier (atoms); ref. 77 , Elsevier (continuum); ref. 78 , Elsevier (grain-scale FE); ref. 79 , Elsevier (crystal plasticity); ref.
80
, Springer Nature Ltd (dislocation dynamics); and ref. 81 , IOP (molecular dynamics).
Materials and microstructural informatics. Materials informatics has emerged in the past ten years triggered in part by ICME approaches and the materials genome initiative (MGI) for accelerating materials discovery [54] [55] [56] . To promote computational materials design there are three main requirements 54, 57, 58 : effective computational tools 59 -whether they be science-based (the so-called third paradigm of science) or machine learning-based (fourth paradigm)-to identify promising formulations and processing conditions; high-throughput make, test and characterization tools; databases and materials informatics tools including a widely accepted taxonomy for describing materials microstructure.
To date much of the emphasis has been on identifying promising new materials by using physics-based models to predict their crystal structures and basic properties (such as elastic tensors, piezoelectric response, ferromagnetism, phase diagrams and so on) with learning-based methods to converge on the most promising candidates. This is often referred to as combinatorial synthesis, which can be very efficient for the cases where materials characterization occurs in line with performance testing 60, 61 . An element of its success lies in the fact that the above properties can be predicted to a large extent on the basis of the structural unit cell.
For most practical materials systems, however, microstructural features (the interfaces, defects, multiple phases and their arrangements) across a range of scales combine to determine their overall 'engineering/macroscale' behaviour. This demands rich multidimensional characterization data, as well as the tools to correlate them with the associated processing and property data. The hierarchical microstructure always results from the whole non-equilibrium thermomechanical processing history, and this significantly extends the complexity for which the predictive design of microstructures for achieving certain performance must be implemented. At the same time it also greatly expands the optimization space for manufacturing process. In this regard, 'fast-make' approaches for synthesizing large arrays of multiple compounds and alloys covering a large thermomechanical processing space have been proposed 62 . Given the importance of microstructure in determining properties, in order to take advantage of computational science and machine learning approaches, we need to find ways to digitize collected microstructural information within high-throughput, fastmake and characterization frameworks with this specific purpose in mind. Despite the remarkable improvements in our ability to record materials microstructures since the concept of 'microscopic metallurgy' was proposed 150 years ago 63 , there is still no agreed way of quantifying or classifying the materials microstructures recorded beyond a few key parameters (such as grain size, precipitate sizes or texture). More advanced microstructure 'fingerprinting' routines need to be developed to extract and effectively quantify the representative features (principal components) that characterize the 3D microstructural volumes 64 , whether it be through formal taxonomies 65 or feature recognition 66 approaches. Ideally a digital 'fingerprint' would also be sufficient to regenerate the main characteristics (essential essence) of the microstructure on demand, thereby reducing the need to store the many terabytes of data that represent the exact structure observed. This is a kind of 'digital microstructural twin' .
Recently termed microstructure informatics 67, 68 , the process of collecting, organizing and sharing of microstructural data is critical to the materials invention and improvement cycle represented in Fig. 5 . If it cannot be concisely digitized, it cannot be correlated to the process and property data used within this cycle.
The current focus of computational science and machine learning-driven innovation is very much based on learning from data generated in the laboratory. As manufacturing moves towards increasing automation and the use of in-line sensors (as part of industry 4.0), much more information about the materials processing history contained within each manufactured component will become available. Going forwards, the application of automated characterization approaches could allow correlations between the actual manufacturing parameters and the associated microstructural variation. Potentially this will enable the current lab-based learning cycle (green circle in Fig. 5 ) to be augmented by in-production experience to refine manufacturing process-microstructure relationships (blue circle in Fig. 5 ).
For high-reliability, high-value systems, more and more realtime information is also being collected regarding the through-life service conditions and the structural health of the material. In the future this information will be exploited to continuously improve our definition of the full life-cycle digital twin and the microstructural models that underpin it. For example, aeroengine manufacturers already record full engine flight histories coupled to global environmental data, likewise the performance and health of cells in electric vehicle batteries. This provides an opportunity to correlate in-service conditions with microstructural degradation to improve our understanding and modelling of microstructure-performance relationships (blue circle in Fig. 5 ). This will lead to bespoke maintenance and inspection intervals, as well as provide insights into the mechanisms that govern component life.
Outlook
The number of techniques that can be used to shed a light on the structure and functionality of materials has increased sharply, enabling us to capture rich datasets. Automated spatial registration across instruments and site-specific targeted characterization, with multidimensional analysis software, will expand our ability to acquire and exploit multiscale, multifaceted and 4D data.
In cases where microstructure can be largely neglected, highthroughput combinatorial materials synthesis methods, alongside in-line performance testing, have radically increased the rate of This cycle is being increasingly driven by an ICME approach linking high-throughput experimental capture of process-microstructure-performance data (green circle) to computational materials science models (red circle). Going forwards, the advent of through-manufacturing and through-life monitoring will make it possible to add microstructure and performance information coming directly from inproduction and potentially in-service data (blue circle). materials innovation. To extend this approach to cases where microstructure, and hence processing history, is critical, we need to bring together advances in computer science, informatics, manufacturing, materials science and materials characterization. This requires new ways to define and carry out efficient characterization workflows and to reduce the complex multidimensional microstructural data down to meaningful descriptors (representative digital fingerprints) that can be stored, accessed and analysed.
High-throughput laboratory make-and-test capabilities, along with developments in the digitalization of manufacturing processes and the collection of detailed in-service operational data, will provide significant amounts of new evidence about the relationships between manufacturing and performance. Correlative characterization frameworks are needed to complete the picture, improving our definition of process-microstructure-performance models through which we can optimize the manufacturing of existing materials systems and design more reliable and sustainable materials systems for the future.
