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Abstract
The resolution of remote sensing images increases every day, raising the
level of detail and the heterogeneity of the scenes. Most of the existing geo-
graphic information systems classification tools have used the same methods
for years. With these new high resolution images basic classification methods
do not provide satisfactory results.
In this study we developed a region-based classification method, consist-
ing in two steps: a segmentation and a classification. The segmentation uses
a Markov model to divide the image into several homogenous regions. Then
follows the region-based classification performed either with the Mahalanobis
distance or by the support vector machine classifier. This method was val-
idated and a comparison between pixel-based and region-based classification
was performed.
We demonstrated that this method provides better results comparing to
the existing remote sensing classification tools, even if some work should be
done to prove its robustness. We also proved that the prior segmentation
significantly improves the results of classification, both from the quantitative
and qualitative points of view.
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Chapter 1
Introduction
1.1 Background
The resolution of images provided by the satellites increases every day. Some
years ago, these images had a resolution of dozens of metres. The measured
luminance of one pixel was representing the mean of luminance of several
ground objects. Now the new satellites reach sixty centimetres of resolution,
increasing the level of detail by a factor ten. With such images we can
consider that each pixel is part of a single object. Thus, the heterogeneity of
images has dramatically grown.
Satellite images are mainly used in geographic information systems (GIS).
Their classification is very useful for cartography. With low resolution satel-
lite images, the intensity of the pixels is enough to individually classify each
of them. On the contrary, high resolution image classification is more dif-
ficult. The increasing complexity of the scenes raises the level of details.
For example a tree in a field or the shadows of the objects are visible, and
the contextual information of the pixels becomes essential for a good clas-
sification. The existing GIS classification softwares generally use the same
methods for low and high resolution images. If satisfactory results can be
obtained with low resolution shots, the effectiveness of these softwares for
high resolution images is questionable. To ensure a good accuracy, manual
classification is sometimes preferred to automatic methods.
The improvements of satellite imaging then require new classification
methods. Some classifiers were recently developed for biomedical imagery
or industry, but are still uncommon in remote sensing. Moreover in biomed-
ical imagery a pre-processing step, the segmentation, is often added. Its aim
is to divide the image into homogenous regions in order to extract contextual
features. All these new methods are not fully exploited in remote sensing.
1
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1.2 Objective
The objective of this project is to provide an effective classification tool
for the Geographical Information System Laboratory (LaSIG) of the Swiss
Federal Institute of Technology (EPFL). We then developed a method com-
bining several algorithms to perform this task, including two different steps:
segmentation and classification. In the first step, the aim is to divide the
image into homogenous regions. No labels are attributed, this is only a pre-
processing. In the second step, features such as intensity, texture or shape are
extracted from these regions in order to perform a region-based classification.
At the end of this step a label is attributed to each region, corresponding to
the final classification.
In this study we will present the creation of this method. We will evalu-
ate the need of the segmentation step before the classification. We will test
several classifiers and discuss the best settings to ensure an effective clas-
sification. Finally the results will be compared with the existing methods
provided by the current softwares.
1.3 Structure
In order to better explain the structure of this work, let us first present the
diagram of the proposed method, denoted by classification process, Table 1.1.
Classification process
1 Segmentation step
2 Classification step
Table 1.1: Classification process diagram
This work is presented as follows. Chapter 2 presents some of the main
algorithms used in the segmentation step. Then it describes the model that
we used for our experiments. The algorithms for the classification step are
discussed in chapter 3. It also presents some methods such as feature ex-
traction and feature selection. In chapter 4 the testing images are shown
and the methods used to validate our results are presented. The results of
segmentation and classification steps are reported and validated in chapter 5
and 6 respectively, while chapter 7 evaluates the global classification process
results. Chapter 8 presents and explains the created classification toolbox.
Finally the conclusion takes place in chapter 9.
Chapter 2
Segmentation step
The segmentation is a process which extracts the outline of the ground ob-
jects by defining homogenous regions. Most of the methods only use the
intensity of each pixel to define the regions, but produce very noisy segmenta-
tions, particularly with the high resolution satellite images. Some algorithms
now include contextual information in the process to reduce the heterogen-
eity of the segmentations. In some of them textural information extracted
from the image is also used.
The segmentation step is generally made up of three parts, Table 2.1. We
first have the pre-processing, in which we select the features to use and even-
tually modify or re-scale the data. The second part is the initialization of the
segmentation algorithm, if needed. Finally the third part is the segmentation
itself.
The aim of this chapter is to answer the following question: which method
and which features provide the best segmentation? The first section will
present the pre-processing techniques. The second one will deal with the
segmentation algorithms. As the initialization depends on the segmentation
method, it is discussed inside this second section. Finally the last section
will provide a summary of the settings to select to ensure an effective seg-
mentation.
Classification process
1 Segmentation step
1.1 pre-processing
1.2 initialization
1.3 segmentation
2 Classification step
Table 2.1: Segmentation step diagram
3
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2.1 Pre-processing
The pre-processing is very important for the following steps. The effective-
ness of the segmentation depends on this stage. Moreover, if it is not properly
performed, the segmentation may fail. This pre-processing is made up of two
parts: feature selection and re-scaling methods. Each part will be discussed
in this section.
2.1.1 Feature selection
State-of-the-art
Image intensity is the most used feature in the segmentation methods. Satel-
lite images are usually multi-spectral, which means that the image is made
up of several bands. For example a Quickbird image consists of four bands:
blue, green, red and near infrared, Fig. 2.1. The intensity of each band can
be extracted, we can then use four intensity features.
Some ground objects are better defined with their texture than with their
intensity. For example, with an intensity-based segmentation a forest will be
divided into several homogenous parts, which is not the case of a texture-
based segmentation.
Although the texture is not directly available, it can be extracted from
image intensity. Some of the methods we can use are explained in [1]. Let
us summarize the main characteristics of each method:
Gray level co-occurrence matrix This method was first introduced
by [2]. A matrix is defined by the distance d, the direction α, and the
neighbourhood size Ng. The elements of this matrix, p(i, j), represent the
relative frequency by which two pixels with grey levels i and j, that are at
a distance d in the direction α, are in the neighbourhood of size Ng of the
pixel. Usually four different directions and a single distance are defined, so
that each image has four matrices. Many features can then be extracted from
these matrices, like contrast, uniformity, variance, inertia, etc.
Energy filters This method consists in applying filters to the original
image, and then using the produced maps to compute the energy of the
image.
Gabor filters A Gabor filter is characterized by its radial frequency,
standard deviation and orientation. The resulting filtered image has vari-
ations within a limited range of frequencies and orientations. By using sev-
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(a) (b)
(c) (d)
Figure 2.1: Quickbird sample, blue (a), green (b), red (c) and near infrared
(d) bands
CHAPTER 2. SEGMENTATION STEP 6
Figure 2.2: Border effect with textural features
eral filters it is possible to extract periodical structures in the image, which
represent textures.
Wavelet decomposition The wavelet transform is a method to de-
compose the original image into a series of averaged images, called trends,
and high frequencies images, called fluctuations, at different scales. The
fluctuations are then used to extract some textural features like mean and
variance [1, 3, 4].
In addition to these four methods, simple texture features can also be
extracted from the neighbourhood of each pixel, like variance, contrast, etc
[5].
Discussion
Although texture features provide important information in addition to in-
tensity features, it is proven that their use do not necessarily improve the
results of segmentation [1]. The example of Fig. 2.2 can demonstrate this
affirmation.
We see with this example that adding a texture map to the intensity
information provide bad segmentation because of the borders. Whatever
method used for the texture extraction, the frontier between the two fields
of Fig. 2.2 will be detected, because the intensity difference between them
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is interpreted as a texture. By using the texture map in addition to the
intensity, the pixels that are near the border are considered as a third region.
The importance of this effect depends on the neighbourhood size used to
extract the texture.
In [1] a quantitative comparison is made between textural and multi-
spectral classification. The results show that without taking into account the
border effect (inside the regions), the accuracy can be increased by around 20
percents with the addition of textural information. However, by considering
the whole image the accuracy is decreased by 15 percents.
Moreover the aim of the segmentation is to divide the image into homo-
genous regions, which is in contradiction with the use of textural features.
In view of these observations we think that textural information should not
be included in the segmentation step. We will see in chapter 3 that this
information is far more useful for the classification process.
2.1.2 Re-scaling methods
Depending on the type of the remote sensing images, the data can be quan-
tified on eight, twelve or more bits. It is not rare to observe some extreme
values in the distribution of intensity in a band of the image, obtaining sparse
histograms such as Fig. 2.3. This is mainly due to the fact that sensors are
calibrated to capture images of the whole Earth (showing dark and bright
areas).
These extreme data can cause divide by zero errors in some segmenta-
tion algorithms, resulting in a segmentation failure. Different data re-scaling
methods allow to avoid this problem. Some of them will be presented in
what follows.
State-of-the-art
Dispersion intervals A new range is determined, so that most of the
values (for example 98 percents) are contained within this range. The data
whose value is lower or higher than the limits of the range are fixed to the
lower, respectively the upper limit of the range. This operation is performed
for each band.
Clustering The main aim of this method is to raise the histogram
frequencies, especially for multi-spectral data. We first define some equally
spaced clusters in the feature space. Then the nearest cluster is assigned to
each data sample. After that, the new centres of the clusters are computed
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Figure 2.3: Example of pixel intensity distribution
using the assigned values while the empty clusters are deleted. This is a sort
of intelligent quantization.
Principal component analysis This method is a way to reduce the
number of bands used for computation. This algorithm can concentrate
almost all the information of several channels in only one or two bands [6].
The advantage of this method is to reduce computing time. Due to the
strong correlation between the bands in remote sensing imaging, the two
first components of the principal component analysis generally contain more
than 95 percents of the information.
Logarithm The idea of this method is to take the logarithm of the
intensity values in order to bring back the extreme values near to the centre
of the distribution.
Discussion
The first method is the most used in statistical analysis. However, another
problem occurs in our application: all the extreme values are fixed to the
same upper limit. This creates a peak in the histogram, which can lead
to the crash of some segmentation algorithms. The second method does
not solve our problem, because the extreme values are still present. The
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principal component analysis is very effective and reduces computing time,
but the results are sometimes not as good as with the original data. The
last method is also very effective and is the most suited approach in our
case, although the logarithmic function slightly modifies the distribution of
intensity. We then recommend to apply the logarithm method for all the
bands whose distribution shows that there are extreme values.
2.2 Segmentation algorithms
This section will first discuss some of the most used segmentation algorithms.
Then the algorithm used in our experiments will be presented.
2.2.1 State-of-the-art
Methods
Please note that some of the algorithms presented here can not be applied
to multi-spectral data, in this case a single band must be selected for the
segmentation.
Split and merge The principle of the split and merge algorithm is
very simple. In the first step, called split, the original image is divided into
four equal parts. For each iteration, each part is divided into four parts only
if the initial part is not homogenous (depending on a confidence interval).
The first step ends when all the parts are considered as homogenous. In the
second step, called merge, two connected parts are merged if they have the
same intensity level. This second step ends when all the parts with the same
intensity level are not connected.
Watershed The intensity gradient is first computed. The regions start
growing from the local minima of this gradient. This is called the zero level.
Then the neighbouring pixels are merged, increasing the size of regions. If
two different regions are going to merge a ”wall” is constructed, preventing
them to merge. The segmentation consists of the resulting boundaries.
K-means This algorithm starts with some clusters of pixels in the fea-
ture space, each of them defined by its centre. The first step consists in
allocating each pixel to the nearest cluster. In the second step the new
centres are computed with the new clusters. These two steps are repeated
until convergence.
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Finite gaussian mixture model (FGMM) The principle of this
model is to approximate the distribution of the features with a mixture of
probability density functions [7]. For each iteration the probability of the
pixels to belong to each component of the mixture is computed, and the
parameters of the new components are computed according to these probab-
ilities.
Markov models Markov models are very interesting because they in-
clude contextual information. The Markov theory asserts that the total image
information can merely consist in a local neighbourhood for each pixel. These
models are similar to the FGMM, but they include the neighbourhood inform-
ation when computing the probabilities. There are three different structures:
chains, fields and trees. The structure represents the way the data are pro-
cessed. There are three different models: classical, couple and triplet. These
models use respectively one, two and three Markov random fields. Finally
there are three estimation methods: EM, SEM and ICE. Any combination
of these properties can be implemented, we then have 27 possible Markov
models [8, 9, 10].
Discussion
We can not say that one method is better for all the images, because the
results depend on the type, the resolution and even the content of the im-
ages. However we can say that some algorithms are generally better than the
others in remote sensing. A study has been carried out to evaluate different
segmentation softwares [11]. Some of them used clustering (K-means) and
some others region merging (split and merge, watershed) algorithms, and the
best software of this comparison was using watershed.
The region merging methods usually give better results than clustering.
Among these algorithms we can say that watershed is more effective than
split and merge, this last one being penalized because it can only create
polygonal regions. One of the disadvantages of the watershed algorithm is
the scaling parameter. When running this method the user has to choose
the scale of the regions he wants to extract. This means that if the original
image has small and big areas, either the big or the small regions will be
well segmented, resulting either in a loss of information for the small ones or
over-segmentation for the big ones.
In our last project we had compared the FGMM to one of the Markov
models, the gaussian hidden markov random field algorithm (GHMRF) [12].
This study had shown that the GHMRF gives better segmentations, because
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of the use of contextual information. We also had compared with watershed
segmentation, and the GHMRF seems to give better results, since the scale,
which is dependent on a single threshold parameter, strongly affects the
quality of the segmentations.
If the effectiveness of the Markov models was demonstrated, the choice of
the Markov model is less obvious. In [13] different Markov models are presen-
ted, and it is said that whatever model is used, the results of segmentation
are always improved comparing to the FGMM, but that none of these models
is better than the others. In addition to these observations it is important to
keep in mind that the more complex the algorithm, the longer the computing
time.
To conclude this discussion which only applies to satellite images, we can
not say that one of the presented method provides the best segmentation
results. However Markov models are very interesting because they include
contextual information, we therefore strongly advise the use of a Markov
model for remote sensing image segmentation. The algorithm we chose for
our experiments is the GHMRF, which we had already used in [12].
2.2.2 The GHMRF algorithm
The following part is a short introduction to the GHMRF algorithm, please
refer to [7, 14].
Application of the EM algorithm to image segmentation
Let us suppose that we have a density function p(x |Θ) that is governed by
the set of parameters Θ. In our case, we assume the following probabilistic
model:
p(x |Θ) =
M∑
k=1
(αkpk(x |θk)) (2.1)
where the parameters are Θ = (α1, ..., αM ,θ1, ...,θM) such that
∑M
k=1 αk = 1
and each pk is a probability density function characterized by θk. We then
have M component densities weighted by the M coefficients αk.
Let X = {x 1, ...,xN} be a set of data supposedly drawn from this distri-
bution. The log-likelihood of the data is given by
log(L(Θ|X)) = log
N∏
i=1
(p(x i|Θ)) =
N∑
i=1
log
M∑
k=1
(αkpk(x i|θk)). (2.2)
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This likelihood is difficult to optimize because we have to compute the
logarithm of a sum. However, by considering X as incomplete data and
supposing that there is a set of data Y = {yi}Ni=1 whose values indicate
which probability density function pk generated each x i, we can simplify this
equation. Let us then suppose that yi ∈ 1, ...,M for each i, and that yi = k
if the sample i was generated by the distribution k. Knowing the data Y,
the likelihood becomes
log(L(Θ|X,Y)) =
N∑
i=1
log(P (x i|yi)P (yi)) =
N∑
i=1
log(αyipyi(x i|θyi)) (2.3)
which can be optimized given a particular form of the component dens-
ities. The problem is that we do not know the data set Y. However, if we
assume that Y is a random vector we can proceed. Let us first choose an
arbitrary set of parameters Θg = (αg1, ..., α
g
M ,θ
g
1, ...,θ
g
M). Given Θ
g, we can
easily compute pk(x i|θgk) for each i and k. The mixing parameters αk can
be thought of as prior probabilities of each mixture component. By using
Bayes’s rule, we can compute:
p(yi|x i,Θg) =
αgyipyi(x i|θgyi)
p(x i|Θg) =
αgyipyi(x i|θgyi)∑M
k=1 α
g
kpk(x i|θgk)
. (2.4)
Markov random fields
The hidden Markov random fields theory asserts that the total image in-
formation can be reduced to the local neighbourhood information for each
pixel. The local spatial information is then taken into account and is rep-
resented by p(yi|yNi), which is the probability that the pixel i was generated
by the component yi knowing the classification of its neighbourhood yNi [14].
This information is used to replace the weights αk previously defined as prior
probabilities. This function can take several forms, we chose the most used
and the more intuitive one, that is
p(yi|yNi) =
eβVi,yi∑M
k=1 e
βVi,k
. (2.5)
Vi,k represents the number of neighbouring pixels generated from the com-
ponent k. β is a constant which defines the importance of the neighbourhood.
The neighbourhood size is defined by the user.
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Implementation
This algorithm assumes that the data are generated by gaussian distributions,
characterized by their centre µ and covariance Σ.
1. Initialization of parameters Θg, β
2. For each component k of the mixture, compute
•
p(k|x i,θg) = pk(x i|θ
g
k)p(k|kNi)∑M
k=1 pk(x i|θgk)p(k|kNi)
(2.6)
•
µnewk =
∑N
i=1 x ip(k|x i,θg)∑N
i=1 p(k|x i,θg)
(2.7)
•
Σnewk =
∑N
i=1 p(k|x i,θg)(x i − µnewk )(x i − µnewk )T∑N
i=1 p(k|x i,θg)
(2.8)
• Update of Θg with µnewk and Σnewk .
3. Repeat step 2 until convergence of Θg.
2.3 Summary of segmentation step settings
As we said before, a previous study on the segmentation with the GHMRF
algorithm was carried out in [12], in which a discussion on the settings was
provided. In what follows some important remarks about settings will be
summarized.
2.3.1 Pre-processing
Feature selection Most of satellite or aerial images are multi-spectral,
we then have several bands that we can use for the segmentation. Although
the information between the bands are strongly correlated, especially between
blue, green and red, it was shown that the more the bands, the best the
segmentation results.
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Re-scaling methods In order to ensure the effectiveness of the seg-
mentation step we suggest to use the logarithm pre-processing whenever the
distribution of intensity in a band is too sparse. The number of bands could
be decreased by using the principal component analysis, but the results are
sometimes slightly worse than with the original image. If the computing time
is critical or if the number of bands is too high, this is an effective method to
reduce the amount of data. However the principal component analysis was
not used in this study.
2.3.2 Initialization
The initialization is very critical because the GHMRF algorithm is only able
to converge to a local minimum. The quality of the segmentations can then
be strongly affected by a wrong initialization. The most used method is
to give aleatory values to the parameters of the components. However, to
ensure the best segmentation results, the user has to run several times the
algorithm and select the best experiment. We suggest another initialization
method consisting of two steps: first the k-means algorithm to estimate the
parameters of the components. Then, in order to speed up computing time,
we suggest to run the FGMM with equal α weights.
2.3.3 Segmentation algorithm
When using the GHMRF algorithm, several parameters have to be defined.
In what follows we will summarize the settings to use to ensure good seg-
mentation results.
Number of components From all the settings, the number of com-
ponents is by far the most critical one. The optimum depends on the image
itself, and may vary depending on the desired segmentation level. Although
user’s expertise is essential in this choice, two criterions can be helpful: the
bayesian information criterion (BIC) and the normalized entropy criterion
(NEC). Both are computed without considering spatial prior (without neigh-
bourhood), which speeds up the computation.
• The BIC criterion is a measure of the likelihood of the data, computed
by
BICk = −2Lk + vklog(N) (2.9)
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with Lk the logarithm of the likelihood as defined above, and vk =
k(1 + N + N2), N being the size of the data and k the number of
components. The first term of this equation decreases when k increases,
since the global distribution is better approximated by a high number
of gaussian components. The second term depends on the size of the
data and is a complex solution penalization term. This criterion allows
to determine from which k the improvement between k and k+1 is not
significant comparing to the increasing complexity.
• The NEC criterion measures the capacity of the algorithm to provide
well separated components, which is a measure of the noise of the seg-
mentation. The numbers of components which correspond to local
minima of this criterion give the less noisy segmentations. Lets divide
the likelihood into two terms
Lk = Ck + Ek (2.10)
with
Ck =
M∑
k=1
N∑
i=1
p(k|x i,θg)log(αgkpk(x i|θgk)) (2.11)
and
Ek = −
M∑
k=1
N∑
i=1
p(k|x i,θg)log(p(k|x i,θg)). (2.12)
The NEC criterion is then given by
NECk =
Ek
Lk − L1 . (2.13)
This criterion is not defined for a single component mixture.
Neighbourhood Different neighbourhood types were tested: direct
(four nearest neighbours), indirect (8 nearest neighbours) or extended (24
nearest neighbours). The use of distance-dependant weights was also experi-
mented. Apart from the direct neighbourhood which presents some artifacts,
all the neighbourhood types give the same quality of segmentation. By de-
fault we suggest the indirect neighbourhood which is faster to compute than
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the extended one. The choice of the β parameter is very important. This
depends on the type of the image, as well as the scale of the segmentation. A
small value will provide noisy segmentations, while a large one will damage
the geometry of the objects. Usually β is experimentally chosen between 0.5
and 1.5, but user’s expertise is essential.
Stopping criterion The stopping criterion is the maximum relative
error of the centres of the distributions between two iterations. The choice of
this value is not critical, we suggest 0.1 percent to ensure a good precision.
Chapter 3
Classification step
The basic principle of the classification is to assign a label to each instance,
which is for remote sensing images either a pixel or a region. Each label
corresponds to a class having its own properties. The algorithm that assigns
these labels is called classifier. The classifier, which can be supervised or
not, uses extracted features from the data to choose the labels.
In our case, regions are created in the segmentation step. The classifica-
tion step is then made up of three parts, Table 3.1. In the first part, several
features are extracted from the created regions. Then the second part con-
sists in selecting the most appropriate features. Finally, the classification is
performed.
The first section of this chapter will present the extracted features. Dif-
ferent feature selection methods will be discussed in the second section, while
the last one will describe the classifiers used in this study.
Classification process
1 Segmentation step
2 Classification step
2.1 region-based feature extraction
2.2 feature selection
2.3 classification
Table 3.1: Classification step diagram
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3.1 Region-based feature extraction
Each region must be characterized by some values to perform a classification,
that is why we need to extract features from these regions. The following part
will present the features that we extracted. Let r be a region of the segmented
image and Pr = p1,r, ..., pK,r be the set of pixels of size K belonging to the
region r. Ip,b is the intensity of the pixel p in the band b.
Intensity features The intensity is defined as the mean of the intensity
of the pixels belonging to the same region. With multi-spectral data the mean
can be computed on each band. The mean intensity for a region r in the
band b is given by
Imean,r,b =
∑K
i=1 Ipi,r,b
K
. (3.1)
Two features can also be interesting when using multi-spectral data: the
red-infrared and red-green ratios. The first one is useful to detect the wooded
areas, since vegetation has a low intensity in the red band but is very sensitive
in the near infrared band. The second one can be helpful in the recognition
of some farming areas.
The red-infrared ratio is computed with the following equation:
RatioR,PIR,r =
Imean,r,R
Imean,r,PIR
(3.2)
and the red-green ratio is given by
RatioR,G,r =
Imean,r,R
Imean,r,G
. (3.3)
Texture features The four methods extracting textural information
previously described in section 2.1.1 (gray level co-occurrence matrix, energy
filters, Gabor filters, wavelet decomposition) could also be applied to regions.
However, these techniques need a lot of computing time. Another method
is to evaluate some parameters on the regions from the intensity maps. For
example the standard deviation of intensity can easily be computed.
The standard deviation of intensity is given by
Istd,r,b =
√∑K
i=1(Ipi,r,b − Imean,r,b)2
K
. (3.4)
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Shape features The main shape features are the area and the peri-
meter. The compactness, which is the ratio between the area and the peri-
meter, gives an idea of the shape of the regions and can be very useful for
image classification.
Let g be the resolution of the original image. The area of the region r is
computed by
Arear = Kg
2. (3.5)
The perimeter is given by
Perimeterr = g(
K∑
i=1
Npi,r) (3.6)
with Npi,r being the number of sides of pixel i belonging to the frontier of
region r. We can then compute the compactness with the following equation:
Compactnessr =
Perimeterr
4
√
Arear
. (3.7)
Discussion Note that the usefulness of these features is not discussed
at this point, since feature selection is included in the next step.
When using distance computation in the classifiers all the features must
have the same range, otherwise some of them can have more weight than the
others. That is why the classifiers require scaled values to work properly. The
presented features were then scaled in the range [0,1] after their extraction.
3.2 Feature selection
The most critical setting for the classification step is probably the choice
of the input data, and more precisely the choice of the relevant features.
Actually, for each class there are some relevant and some useless features.
If the user chooses to perform the classification step with all the presented
features, the results will probably not be satisfying. The problem is that the
useless features reduce the importance of the relevant ones, resulting in a
ineffective classification.
The feature selection is an essential step to ensure the best results. One
of the possible methods is to let the user choose which features he wants to
use. However, it is very difficult to know which features are relevant or not,
because it is generally not observable.
In the following section we will propose a feature selection method com-
bining two techniques, the cross-validation and the sequential generation.
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3.2.1 Cross-validation
The principle of a v-fold cross-validation is to divide the training set into v
subsets of equal size [15]. Next, each subset is sequentially tested using the v−
1 other subsets to train the classifier. Each training sample is then predicted
once and we can evaluate the accuracy of the classifier by computing the
ratio of correctly classified samples.
Supposing that the created subsets are representative of the whole data
set, we can approximatively predict the total accuracy of the classification.
Moreover, the cross-validation may find the best internal parameters for the
classifiers.
3.2.2 Feature selection by sequential generation
The cross-validation can evaluate any subset of features by giving its accur-
acy. Each existing subset of features could be tested to find the optima. How-
ever computing time is generally too critical to allow this complete search.
In [16] different feature selection methods are presented. Two of these
techniques will be explained in what follows. Note that we suppose that we
can know the score of a subset (with the cross-validation for example).
Sequential Forward Generation The analysis begins with an empty
set of features. Then, among all the existing features, the one which indi-
vidually provides the best score is selected and added to our empty set of
features. Next, we combine our set of features with any unselected feature.
Among all these combinations, the one which provides the best score is added
to our set. The algorithm stops when there is no unselected features left. We
then have the list of the added features, and we know each score. We can
then select the best subset, according to the score or to a prior estimation of
the size of the optimal subset.
Sequential Backward Generation The same method is applied, but
backward. The analysis begins with the full set of features. Next, we try to
remove each feature from the set. The least important feature is removed
from this set. This step is repeated until the set of features is empty. We
then have the historic of the removed features. We can then select the best
subset.
These two methods are complementary, we then suggest to use both,
and to select the subset which provides the best score. This method does
not guarantee that the selected subset of features is the best one, but it is
generally a good compromise between time cost and accuracy.
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3.3 Classifiers
There is a wide range of classifiers. It is beyond the scope of this work to
describe all of them in details. That is why we will first present an overview
of some of the most known classifiers. Next, the advantages or disadvantages
of each classifier will be discussed. Finally the classifiers that we used in our
study will be presented.
3.3.1 State-of-the-art
Note that we make the difference between unsupervised classifiers, which only
need samples to perform automatic classification, and supervised classifiers,
which have to be trained with a set of samples whose labels are known, called
the training set.
Unsupervised classifiers
K-means algorithm This algorithm starts with arbitrary clusters in
the feature space, each of them defined by its centre. The first step consists
in assigning the nearest cluster to each sample. In the second step the centres
are recomputed with the new clusters. These two steps are repeated until
convergence.
Finite gaussian mixture model The model described in the section
2.2.1 can also be applied to the classification step. In this case each compon-
ent of the created mixture corresponds to a label.
Supervised classifiers
Finite gaussian mixture model This is the supervised version of
the FGMM. In the first step, the distribution of the training instances for
each class is approximated with a mixture of gaussian probability density
functions. Then for each testing sample the best distribution in terms of
maximum likelihood is selected and the corresponding label is assigned to
the sample.
Mahalanobis distance For each class the mean and the covariance
matrix are computed according to the training instances. Then for each
testing sample we compute the Mahalanobis distance to each class (for details
please see section 3.3.3). The nearest class is then assigned to each testing
sample.
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K-nearest neighbours For each testing sample we search theK nearest
training instances and the most represented label among these instances is
selected.
Neural network This is a classifier which tries to find non linear sep-
arating surfaces in the feature space. For details please refer to [17].
Support vector machine The basic principle of a support vector ma-
chine in a two-class case is to locate a linear hyperplane that maximizes the
distance from the members of each class to the optimal hyperplane. As it is
sometimes not possible to separate classes with a linear hyperplane without
misclassification, the support vector machine tries to find the optimal non-
linear transformation to apply to the data in order to find a linear separating
plane without misclassification. Finally, each testing instance is transformed
and the class is chosen depending on which side of the hyperplane this in-
stance lies. This can be easily extended to multi-class cases [18, 19].
3.3.2 Discussion
The choice of the classifier is not obvious and strongly depends on the data.
As we will see later, trained or supervised classifiers are generally more per-
formant than unsupervised ones, because of the prior interpretation of the
image by the user. Among the supervised classifiers, a study assessed that the
support vector machine is generally more effective than neural network and
maximum likelihood classifiers [18]. According to this study, support vec-
tor machine is often considered to be the best compromise between results
and complexity. However we have to keep in mind that for neural network
and support vector machine classifiers the choice of the internal paramet-
ers is essential to ensure good results and is sometimes very hard, while the
Mahalanobis distance classifier for example does not need any parameter
adjustment.
One of the main goals of this study is to evaluate the need of a prior seg-
mentation for the classification. We found several remote sensing classifica-
tion softwares, but those which include a prior segmentation are uncommon.
Most of them only perform pixel-based classification.
The library of classifiers used in these softwares is almost always the same:
unsupervised classifiers ( K-means) and supervised classifiers (maximum like-
lihood, K-nearest neighbours, Mahalanobis distance, sometimes neural net-
work). For supervised classification, testing areas are selected by the user,
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or the specifications of the classes are chosen from a library of pre-defined
values.
It is also important to note that some of these softwares allow to do
different levels of classification. For example we can create a classifier with
two levels, the first one separating water and land, and a second step only
for land areas separating urban and forest regions.
3.3.3 Classifiers used in the study
Five different classifiers were assessed in our study. The first one is an
unsupervised FGMM classifier. Its supervised version was also analysed.
Moreover, we tested the Mahalanobis distance, the K-nearest neighbours and
the support vector machine classifiers. In what follows a detailed description
of their implementation will be presented.
Let us first introduce the notation used in the following parts. R de-
notes the number of regions, each region r being characterized by its fea-
ture vector x r. X = {x 1, ...,xR} is the whole data set. The correspond-
ing set of labels is given by L = {l1, ..., lR}. For supervised classifiers we
must provide the set of training samples Xtrain = {x train,1, ...,x train,TR} with
their corresponding labels Ltrain = {ltrain,1, ..., ltrain,TR}, and the set of test-
ing instances Xtest = {x test,1, ...,x test,TE} with their corresponding labels
Ltest = {ltest,1, ..., ltest,TE}.
Unsupervised FGMM
The equations 2.1 to 2.4 defined in the section 2.2.2 can also be applied to
the region data set X. In this case, no Markov random fields are used, and
the previously defined α weights simply represent the prior probabilities of
each class. The FGMM assumes that the data are generated by gaussian
distributions, each of it characterized by its centre µ, its covariance matrix
Σ and its prior probability α. This algorithm is implemented as follows:
1. Initialization of parameters Θg
2. For each component k of the mixture, compute
•
p(k|x r,θg) = pk(x r|θ
g
k)α
g
k∑M
k=1 pk(x r|θgk)αgk
(3.8)
•
αnewk =
∑R
r=1 p(k|x r,θg)
R
(3.9)
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•
µnewk =
∑R
r=1 x rp(k|x r,θg)∑R
r=1 p(k|x r,θg)
(3.10)
•
Σnewk =
∑R
r=1 p(k|x r,θg)(x r − µnewk )(x r − µnewk )T∑R
r=1 p(k|x r,θg)
(3.11)
• Update of Θg with µnewk , Σnewk and αnewk .
3. Repeat step 2 until convergence of Θg.
4. For each sample x r compute the corresponding label lr given by
lr = argmaxk(pk(x r|θk)). (3.12)
For the classification step, the number of components is simply equal
to the number of classes that the user needs to extract from the satellite
image. As for the GHMRF algorithm used for the segmentation step, the
initialization is very critical because the FGMM is only able to converge to a
local minimum. We also suggest to use the k-means algorithm to approximate
the components of the mixture. The stopping criterion is fixed around 0.1
percent.
Supervised finite gaussian mixture model
This model is similar to the unsupervised FGMM. The difference is that this
one is a trained algorithm.
1. For each class c, use the FGMM to extract the mixture of distribu-
tions Mc, characterized by the set of parameters Θc, using the training
samples Xtrain.
2. For each testing sample x test,te compute the corresponding label ltest,te
given by
ltest,te = argmaxc(p(x test,te|Θc)). (3.13)
In a region-based classification the number of training samples is usually
very small, it is then not possible to define several gaussian distributions on a
reduced number of instances. That is why the number of components in our
application can not exceed one. The initialization and the stopping criterion
are the same as for the unsupervised FGMM.
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Mahalanobis distance
This is a minimal distance classifier, which means that it tries to minimize
the distance between each testing sample and the centre of its class, defined
by the training samples. The classes are assumed to follow a gaussian distri-
bution.
1. For each class c, compute the mean µc and the covariance Σc using the
set of training instances Xtrain.
2. For each testing sample x test,te and each class c, compute the Mahalan-
obis distance given by
dx test,te,c = ((x test,te − µc)Σ−1(x test,te − µc)T )1/2. (3.14)
3. For each testing instance x test,te, compute the corresponding label ltest,te
with the following equation:
ltest,te = argminc(dx test,te,c). (3.15)
There are no settings to adjust for this algorithm.
K-nearest neighbours
This algorithm is very simple, and one of its properties is that it does not
make hypothesis on the distribution of the classes. The implementation is
given by
1. For each testing x test,te and each training sample x train,tr, compute the
euclidian distance
dx test,te,x train,tr = ||(x test,te − x train,tr)||. (3.16)
2. For each testing sample x test,te we select the K nearest neighbours
x train,te by searching the minimal distance computed right before. We
then have a subset ofK training samples,Dx test,te , whose labels LD,x test,te
are known .
3. For each test instance the corresponding label is given by the most
represented class in the subset LD,x test,te .
The number of neighbours is the only parameter to adjust. If it is too
small, the number of neighbours is not representative of the real neighbour-
hood of an instance. If this number is too large, especially if it is greater
than the number of training instances for each class, the neighbourhood is
too extended and the results are not significant. The optimum value is then
a compromise between these two aspects.
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Support vector machine
Note that the following part is a very short introduction to SVM, for details
please refer to [20, 19, 18].
Introduction to a linear SVM classifier Let us take a look at a two-
class case. The aim of a support vector machine classifier is to locate a
hyperplane that maximizes the distance from the instances of each class to
this hyperplane.
Supposing that each training sample x train,tr has the corresponding label
ltrain,tr ∈ {−1,+1}. The training data set Xtrain is linearly separable if we
can define a vector w and a scalar b so that the following equations are
satisfied
w · x train,tr + b ≥ +1 ∀ {tr | ltrain,tr = +1} (3.17)
w · x train,tr + b ≤ −1 ∀ {tr | ltrain,tr = −1}. (3.18)
We want to find a hyperplane dividing the data so that all the instances
with the same label are on the same side of this hyperplane. The aim is then
to find w and b so that
ltrain,tr(w · x train,tr + b) > 0 ∀ tr ∈ {1, ..., TR}. (3.19)
If a hyperplane that satisfies 3.19 exists, the two classes are linerarly
separable. In this case, it is possible to scale w and b so that
ltrain,tr(w · x train,tr + b) ≥ 1 ∀ tr ∈ {1, ..., TR}. (3.20)
Such a hyperplane is said to be in its canonical representation. In this
case the distance from the closest instance to the hyperplane is 1/||w ||.
The optimal hyperplane can then be found by minimizing ||w 2|| under
constraint 3.20. This optimization problem is solved by using Lagrange mul-
tipliers, which lead us to a maximization problem, λtr being the non-negative
Lagrange multipliers associated with constraint 3.20:
TR∑
tr=1
λtr − 1
2
TR∑
tr,tr′=1
λtrλtr′ltrain,trltrain,tr′(x train,tr · x train,tr′) (3.21)
under constraints λtr ≥ 0 ∀ tr ∈ {1, ..., TR}.
If λa = {λa1, ..., λaTR} is an optimal solution of the maximization problem
3.21, the optimal separating hyperplane is given by
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wa =
TR∑
tr=1
ltrain,trλ
a
trx train,tr. (3.22)
If the data are not linearly separable, we can introduce a slack variable
ξtr and equation 3.20 can be written as
ltrain,tr(w · x train,tr + b)− 1 + ξtr ≥ 0 ∀ tr ∈ {1, ..., TR}. (3.23)
and the conditions to find the optimal hyperplane are
min
w ,b,ξ1,...,ξTR
(
1
2
||w 2||+ C
TR∑
tr=1
ξtr) (3.24)
ltrain,tr(w · x train,tr + b)− 1 + ξtr ≥ 0 (3.25)
ξtr ≥ 0 tr = 1, ..., TR. (3.26)
We can see that 3.24 is the same equation as in the linearly separable
case but with the addition of a second term, which controls the number of
misclassified points. C is called the penalty value, and defines the trade-off
between the number of misclassifications in the training data and the max-
imization of the margin (the minimal distance between the closest instance
and the hyperplane).
Extension to a non-linear SVM classifier Sometimes it is not possible
to find a linear separating hyperplane. In those cases, the solution is to
map the data into a higher dimensional feature space through a non-linear
transformation function, so that a linear separating plane can be found. Let
Φ(x ) be the result of the transformation function applied to x , equation 3.21
can be written as
TR∑
tr=1
λtr − 1
2
TR∑
tr,tr′=1
λtrλtr′ltrain,trltrain,tr′(Φ(x train,tr) ·Φ(x train,tr′)). (3.27)
In order to simplify computation we introduce the kernel function K such
that
K(x train,tr,x train,tr′) = Φ(x train,tr) ·Φ(x train,tr′). (3.28)
Then, instead of computing Φ(x ) we only compute the kernel function,
and the explicit form of the transformation function is not necessarily known.
There are different kernel functions, the most known have been reported
in Table 3.2.
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Kernel function Definition Parameter
Linear x · x i
Polynomial (x · x i + 1)d d: positive integer
Radial Basis Function exp(− ||x−x i||2
2γ
) γ: user-defined value
Sigmoid tanh(κ(x · x i) + Θ) κ and Θ: user-defined values
Table 3.2: Most known kernel functions
Extension to multi-class classification There exist two main methods
to extend support vector machine to a multi-class classification.
One against the rest classification For a M-class classification, M
binary classifiers are created, each of them being trained to discriminate
one class from the remaining M − 1 classes. During the testing phase, the
instances are classified by computing the margin from the linear separating
hyperplane. The label of each instance is determined by the maximal output
of this margin computation.
Pairwise classification A classifier is created for each pair of classes,
we then have M(M − 1)/2 binary classifiers for a M-class classification. For
each instance the label output of each classifier is stored. Then the corres-
ponding label is selected by finding which one occurs the most.
Settings
Kernel function According to a recent study [19], the most robust and
efficient kernel functions are the radial basis function and the polynomial
with degree 2. We suggest then to use one of these functions, but we can not
exclude some better results with other kernel functions.
Internal parameters Depending on the kernel function several para-
meters have to be chosen. All those parameters strongly vary depending on
the input data, that is why these settings have to be user-defined, and no
generalization can be done about the best values. The empirical approach
seems to be the only method.
Multi-class method According to [19], pairwise seems to give bet-
ter results than one against the rest classification. We then suggest to use
pairwise classification to ensure good classification results.
Chapter 4
Validation Methods
The validation of the segmentation results will be made in two steps. First
a qualitative evaluation will be performed on different type of images to
assess the robustness of the GHMRF algorithm. Then, its effectiveness will
be verified with a quantitative comparison. For the classification step, only
the quantitative evaluation will be performed. In this chapter the validation
methods will be presented.
4.1 Qualitative evaluation images
The first image used to test our algorithms is a sample of high resolution
Quickbird satellite image. The resolution is 2.4 metres and its size is 500x500
pixels. It represents a scene mixing urban and rural areas. We dispose of
four spectral bands: blue, green, red and near infrared. We can see in Fig.
4.1a the green band representation of this image.
The second test image is another sample of Quickbird satellite image with
exactly the same properties except the size, 401x401 pixels. The scene does
only contain rural areas. The green band is represented in Fig. 4.1b.
The next two images are samples of Aster satellite image, with a 15 metres
resolution. Their size is 501x501 pixels, and the spectral bands are: green,
red, infrared. The two images represent scenes mixing urban and rural areas
as well as water. We can see the green band of each image in Fig. 4.2.
In order to complete this collection the last two images are aerial images.
The first one has a resolution of 50 centimetres and has three spectral bands:
green, red and near infrared, while the second one has a resolution of 30
centimetres and has red, blue and green spectral bands, Fig. 4.3. Their size
is 501x501 pixels.
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Figure 4.1: Quickbird 1 (a) and Quickbird 2 (b) images, green band
Figure 4.2: Aster 1 (a) and Aster 2 (b) images, green band
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Figure 4.3: Aerial 1 (a) and Aerial 2 (b) images, green band
4.2 Quantitative evaluation tools
The quantitative validation is very important. Since test images are too
heterogenous to allow visual validation, we have to define some statistical
tools to evaluate our results. However, a ground truth representation of the
image is necessary to compute statistical scores. The creation of a ground
truth image is a heavy task, especially for images in which urban areas are
present. That is why we chose the Quickbird 2 image as the validation
image. The manual classification of this image was reported in Fig. 4.4. The
following classes are reprsented: wooded area, farming type 1, farming type
2, open land, scarce vegetation area, urban area.
As a segmentation only consists in defining homogenous regions it is not
possible to compare it directly with the manual classification. Each region
was then manually classified, thus creating an ideally classified image, which
could then be compared with the ground truth image. Note that the quant-
itative evaluation do not show the accuracy of the results since the ideal
classifier does not exist, but it shows the error provided by the segmentation
and that will not be corrected with the classification step. In other words,
it shows the accuracy of the segmentation to keep the frontiers between the
ground objects.
For the classification step the results can be compared to the ground truth
image without any additional processing.
Before describing the tools used for the quantitative validation let us
first introduce some notations inspired from [21]. Let n be the total num-
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Figure 4.4: Quickbird 2 manual classification
ber of pixels, and nij be the number of pixels classified into class i in the
experimental classification and into class j in the real classification. Let
ni+ =
∑
j nij be the number of samples classified into category i in the ex-
periment, and n+j =
∑
i nij be the number of samples classified into class j
in the reference data.
Overall accuracy This is the most used statistic for the validation.
The overall accuracy is the percentage of misclassified pixels in the image. It
is given by
po =
∑
i nii
n
. (4.1)
Kappa index This measure is very similar to the overall accuracy, but
it introduces a chance agreement. A zero value would indicate that the
classification agrees with the reference as bad as an aleatory classification.
The Kappa index is computed by
K =
n
∑
i nii −
∑
i ni+n+i
n2 −∑i ni+n+i . (4.2)
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Producer’s accuracy It is computed for each class. Producer’s accur-
acy indicates the ratio of pixels of a class from the reference data that are
well classified in the experimental classification. This is given by
producer′s accuracyj =
njj
n+j
. (4.3)
User’s accuracy Unlike producer’s accuracy, it indicates the ratio of
pixels of a class from the experiment data that are well classified. This can
be computed by
user′s accuracyi =
nii
ni+
. (4.4)
Dice Similarity index It is a measure of agreement between the re-
gions of each class. Let n{Rk} be the number of pixels belonging to class
k in the reference data, n{Ck} the number of pixels belonging to the same
class k in the experimental classification. We can also define n{Rk ∩Ck} the
number of pixels which belong to the intersection of Rk and Ck. The dice
similarity index is then given by
Sk = 2
n{Rk ∩ Ck}
n{Rk}+ n{Ck} . (4.5)
Chapter 5
Segmentation step assessment
All the results of segmentation presented in this chapter were performed
with the GHMRF algorithm. The settings were those suggested in section
2.3. The β parameter was fixed to 1.0. The number of components was
chosen experimentally by visual assessment. The BIC and NEC criterions
were computed for each image in order to test their effectiveness.
In order to evaluate the results of our segmentation method, both qual-
itative and quantitative validations will be used. In the first part we will
visually analyse our results on different type of images, in order to test the
robustness. Then a quantitative validation will be performed to test the ef-
fectiveness of the suggested method. Next, a comparison with the existing
softwares will take place. Finally a discussion on the segmentation step will
be made in the last section.
5.1 Qualitative assessment
The first part will present the tests on the BIC and NEC criterions. Then,
for each type of image, the best results will be reported and discussed.
BIC and NEC criterions
For the six images presented above we reported in Table 5.1 the number
of components selected, for both low-scale and high-scale segmentations, in
comparison with the local minima (only for 2 < k < 14) of the NEC criterion.
We can see that most of the time the NEC criterion confirms the choices
made by visual expertise. The visual interpretation of the user is essential
because the less noisy results are not necessarily those which best keep the
geometry of the image. However, this criterion seems to be an appropriate
tool to help the expert in his choice of settings.
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Image Low-scale High-scale NEC minima
Quickbird 1 - 8 3,5,8,13
Quickbird 2 - 10,11 4,6,10,12
Aster 1 3 10 3,5,8,11
Aster 2 5 11 5,8,10
Aerial 1 4 - 3,8,10,12
Aerial 2 5 - 3,5,9,11,13
Table 5.1: Number of components selected vs. NEC criterion
Figure 5.1: Quickbird 1 (k=8) and Quickbird 2 (k=10) segmentations
Quickbird images
We can see that the quality of the two segmentations of Fig. 5.1 is good.
The large homogenous regions are well defined, while keeping the geometry
in urban areas. These segmentations may seem slightly noisy, but this could
be solved with the classification step or by a post-processing. Note that at
this step of the classification process it is not necessary to obtain a perfect
thematic partition of the territory. This will be achieved with the classifica-
tion step. Remind that if an homogenous region is divided into two separated
segments, this could be corrected with the classification step. On the con-
trary, two different regions grouped in the same segment will not be corrected.
That is why it is sometimes better to do an over-segmentation to be sure not
to loose regions.
In order to better evaluate the conservation of the geometry, Fig. 5.2
represents the false colours Quickbird 1 original image with the superposition
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Figure 5.2: Segmentation superposed to Quickbird 1 original image
of the regions defined with the automatic segmentation. We can then confirm
the ability of the model to separate simultaneously large and small areas.
Aster images
Due to the resolution of these images, two different segmentation scales can
be used: the low-scale, able to separate global structures as water, urban,
and farming areas, and the high-scale, which is more detailed and separates
smaller objects.
The quality of the segmentations of Fig. 5.3 and 5.4 seems to be similar
to the quality of the Quickbird ones, although it is difficult to compare them
because of the different resolutions. The geometry is well kept, and there is
very few noise. We can see that the lake is divided into two regions depending
on its deepness, which could cause some problems for the classification step.
It is important to note that original images have a strong vertical noise.
For the low-scale segmentations (k < 8) this artifact is suppressed by the
GHMRF algorithm, but this is not the case when using a high number of
components.
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Figure 5.3: Aster 1 low-scale (k=3) and high-scale (k=10) segmentations
Figure 5.4: Aster 2 low-scale (k=5) and high scale (k=11) segmentations
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Figure 5.5: Aerial 1 (k=4) and Aerial 2 (k=5) low-scale segmentations
Aerial images
The segmentation of aerial images is more complex, due to the bad quality of
these shots and the scale of the objects. For these images we do not suggest
to use high-scale segmentation because of the increasing noise.
We can see on Fig. 5.5 (left) that some structures are well extracted from
the original image, such as houses, trees, roads or water. The second image
is harder to segment, due to the very high resolution (30 centimetres). The
shadows of the objects can not be detected and treated as they should be.
The heterogeneity of aerial images is too high because of the high resol-
ution. Moreover the information is poor since the bands are strongly cor-
related. The poor quality of the results does not show a weakness of the
GHMRF algorithm, but rather the poor quality of aerial images.
5.2 Quantitative assessment
For this quantitative validation we computed the statistical scores of the
Quickbird 2 segmented images, for each number of components between 2 ≤
k ≤ 13. The overall accuracy and dice similarity index are shown in Fig. 5.6
and Table 5.2. The other statistics, the producer’s and user’s accuracies, as
well as the kappa index, are reported in Appendix A.
We can see that the more the number of components, the better the
accuracy, which is not surprising. Visually we had chosen k = 10, 11 as the
best segmentations, and we can see that their accuracy is very good. this can
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Figure 5.6: Segmentation: overall accuracy
also be shown by comparing the manual classification of this segmentation
with the real classification map, Fig. 5.7.
We can see on Fig. 5.7 that some urban areas do not appear in our
classification. These errors are confirmed in Table 5.2, showing the dice
similarity index for each class.
Except for the low values of k that would visually be suppressed, we can
see that farming, poor vegetation and open land areas have a very good dice
similarity index. Urban and wooded regions are less accurate, and we can
see that satisfying results are only obtained with high values of k (k > 10).
This is probably due to the high heterogeneity of these regions. In order to
ensure good results we then suggest to use a number of components higher or
equal than 10. However it is important to keep in mind that if the accuracy
is better with high values of k, the geometry is worse than with low values,
resulting in a worse classification. This point will be discussed later in this
project.
By representing the distribution of segmentation labels for each class, we
can see that shape or textural features will be necessary to ensure a good
classification since the intensity does not seem to be sufficient, Fig. 5.8.
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Figure 5.7: Manual classification of k=10 result and ground-truth map
dice similarity index [%]
k wooded farm. 1 farm. 2 op. land poor veg. urban
2 28.13 28.68 70.73 81.27 4.61 4.99
3 24.28 75.60 82.26 93.27 65.42 21.36
4 50.93 85.90 89.47 92.54 70.37 34.67
5 65.19 86.19 92.80 93.43 78.55 48.00
6 70.67 95.48 92.56 94.09 86.38 45.95
7 78.05 95.10 95.42 94.43 87.60 45.97
8 83.02 96.96 95.74 94.93 90.07 45.29
9 81.71 95.34 96.14 94.85 89.02 44.05
10 86.09 96.23 95.97 95.85 90.31 57.55
11 83.66 97.01 96.21 96.29 91.52 67.96
12 83.80 96.92 96.85 96.89 92.03 70.44
13 88.16 96.80 96.14 96.34 94.40 75.41
Table 5.2: Segmentation: dice similarity index
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Figure 5.8: Distribution of segmentation labels (k=10)
5.3 Comparison with the existing softwares
In order to better analyse these results, we segmented the Quickbird 2 image
with E-cognition, the reference software for remote sensing image classifica-
tion, which supposedly uses a watershed approach for the segmentation. This
image was manually classified and the same quantitative validation tools were
applied. The results are shown in Table 5.3.
E-cognition segmentation
overall accuracy [%] 92.62
dice similarity index [%] 78.37 94.05 94.18 95.71 91.72 67.52
Table 5.3: Segmentation: E-cognition results
These results are as good as our k = 10, 11 segmentations, we can then
say that both segmentations are effective. The segmentation provided by
E-cognition shows less noise, but the single aggregation level parameter that
can be tuned with this software raises a scaling problem: it is not possible
to segment simultaneously small and big regions. This is not the case of the
GHMRF algorithm, which means that the segmentation step that we suggest
provides a higher potential for the classification step, which could probably
CHAPTER 5. SEGMENTATION STEP ASSESSMENT 42
Figure 5.9: GHMRF k = 10 (left) and E-cognition (right) segmentations
be more powerful. This observation is confirmed by the comparison of the
two segmentations superposed to the original image, Fig. 5.9.
5.4 Discussion
The results presented above allow us to do some conclusions on the segment-
ation step.
The GHMRF algorithm used for the segmentations seems to be an effect-
ive method. The qualitative evaluation shows that the results of segment-
ation are good and provide very few noise. The Markov random field is a
good way to reduce the heterogeneity of these results. Moreover the basic
principles of this method allow to segment simultaneously small and large
areas, thus improving the conservation of the geometry. The quantitative
evaluation proves that the error caused by the segmentation is very small,
which confirms the visual observations.
Although quantitative evaluations were not performed on other type of
images, we can suppose with the help of the visual observations that this
method also works for Aster shots, and probably for other types too. However
the effectiveness of the segmentation algorithms depends on the quality and
the quantity of information of the image. That is why we were not able to
find satisfactory results with aerial images.
The comparison of our segmentation results with an E-cognition segment-
ation demonstrated that the accuracy of both methods is quite equivalent.
However, when performing a segmentation with E-cognition, the user must
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select the size of the segments. This method then provides segments with
equal size, which is not representative of the reality. We think that the
GHMRF algorithm is a better approach for satellite image segmentation.
A parameter is essential to ensure good segmentation results: the number
of components. From a qualitative point of view, user’s expertise is necessary
to ensure satisfactory results. We presented the NEC criterion, whose local
minima correspond to the less noisy segmentations. This is a very useful help
for the user, but can not replace it, since noise is not the only discriminating
factor. Each image has its own optimal value, so the only way to find the best
setting is the visual analysis. From a quantitative point of view, we showed
that the more the number of components, the less the error. However, we
must keep in mind that the more the number of components, the more the
segments, which can lead to an over-segmentation. In other terms, the real
regions of the image will be divided into several smaller parts, decreasing
the information contained in the features extracted from these parts, and
reducing the performance of the classification. It is then very important
to find a compromise between geometry and accuracy to ensure the best
classification results.
Finally, note that the GHMRF algorithm would not provide satisfactory
results if the pre-processing and the initialization were not properly per-
formed. The two prior steps presented for the segmentation are as important
as the segmentation itself. By using the suggested method for pre-processing
and initialization, the probability of finding good segmentation results is
high.
Chapter 6
Classification step assessment
In this chapter we used the same image for all the experiments (Quickbird 2).
We selected the prior segmentation with 11 components, which was presented
above as the best compromise between geometry and accuracy. The feature
extraction was performed, the extracted features are reported in Table 6.1. In
order to simplify reading in the following tables, the features will be denoted
by their number, so please refer to this table to know which features are used.
For the following experiments eight training sets of varying size were
manually selected, Table 6.2. The map size is the percentage of the whole
image included in the training set. The columns Wo., Fa.1, Fa.2, Op., Sc., Ur.
are the number of regions in the training set of class ”Wooded”, ”Farming 1
and 2”, ”Open land”, ”Scarce vegetation” and ”Urban”.
The image was always classified into six classes, in order to compare the
results with the manually classified reference. The settings used were those
suggested in section 3.3, except for the following ones:
Supervised FGMM We only used one component to characterize the
reference distributions since the algorithm becomes unstable with a higher
value. In this configuration, no initialization and stopping criterions are
needed.
K-nearest neighbours The number of neighbours was experimentally
set to 5, because of the poor number of training regions available for each
class.
Support Vector Machine We chose the radial basis function as the
kernel function. The internal parameters γ and C were chosen by a grid-
search evaluation in the range C = [2−20, 28], γ = [2−10, 215] for each experi-
ment.
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Number Feature
1 Blue mean
2 Green mean
3 Red mean
4 Near infrared mean
5 Blue standard deviation
6 Green standard deviation
7 Red standard deviation
8 Near infrared standard deviation
9 Ratio red/infrared
10 Ratio red/green
11 Area
12 Perimeter
13 Compactness
Table 6.1: Features extracted from the segmentation
N Nb regions Wo. Fa.1 Fa.2 Op. Sc. Ur. Map size [%]
1 49 10 6 7 7 9 7 31.6
2 62 22 11 8 10 6 5 47.2
3 51 16 9 8 8 4 6 33.7
4 42 13 5 6 8 5 5 25.7
5 62 22 11 8 10 6 5 44.3
6 62 22 11 8 10 6 5 22.2
7 60 10 10 10 10 10 10 27.5
8 96 34 16 14 13 9 10 50.8
Table 6.2: Properties of training sets
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In the first part we will compare the performance of the different classifiers
that were used. The second part will present cross-validation results, while
the third one will describe and test another method of classification. Finally
a discussion on the classification step will take place.
6.1 Performance of the classifiers
In this first part our aim is to compare the performance of the classifiers. That
is why an exhaustive search was performed to select the best combination
of features for each classifier and for each training set. In order to evaluate
the results, the accuracy of each classifier (which is the percentage of well-
classified testing regions weighted by the area) is reported in Table 6.3 and
Fig. 6.1.
Training set
Classifier 1 2 3 4 5 6 7 8
Unsup. FGMM 77.6
Sup. FGMM 75.1 75.9 74.3 70.1 77.3 76.6 79.1 76.7
Mahalanobis 75.3 77.5 74.6 70.4 79.2 76.3 78.8 77.6
K-NN 54.3 72.0 72.0 65.8 69.9 68.3 69.6 67.6
SVM 78.2 79.5 85.2 79.9 81.8 83.5 83.5 80.8
Table 6.3: Performance of the classifiers: classifier accuracy [%]
We can see that the unsupervised classifier can provide good accuracy.
However, urban areas generally disappear, which is not surprising since this
classifier is not trained. This classifier is also unstable because of the arbitrary
initialization. Therefore, we can conclude that the unsupervised FGMM
classifier is not suitable for our purpose.
Among the supervised classifiers, we can see a slight advantage for the
support vector machine, but all the tested classifiers present a good classifier
accuracy. The K-nearest neighbours classifier seems to be less powerful than
the others, its simplicity probably being a handicap. The Mahalanobis dis-
tance and supervised FGMM classifiers provide very similar results, which is
not surprising because of their quite equivalent basic principles.
The optimal combination of features varies for each training set and each
classifier. However we can find some similarities between the subsets:
• Shape features are generally less useful than the others. If we take
a look at the manually classified image, we can see that forest and
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Figure 6.1: Performance of the classifiers
urban areas excepted, shape features do not seem to be significant. In
other terms the classes have shape characteristics uniformly distributed.
These two classes do not have enough influence to allow the inclusion
of shape features in the classifier.
• The features 4 and 8, which correspond to near infrared mean and
standard deviation, are very common in the subsets. This can be ex-
plained by the great quantity of information included in this band.
If supervised classifiers present almost the same performances, their sta-
bility is very different. In Fig. 6.2 we can see the distribution of the classifier
accuracy for all the combinations of features and for each classifier.
The supervised FGMM is not robust at all, since the algorithm fails for
more than 60 percents of the experiments. If the K-nearest neighbours and
the Mahalanobis distance classifiers are quite equivalent in terms of stability,
the support vector machine seems to be by far the most robust: 18 percents of
the subsets of features provide more than 70 percents of classifier accuracy.
Therefore, we can say that this classifier is the most stable of the tested
supervised classifiers. We then strongly suggest to use it whenever possible,
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Figure 6.2: Distribution of classifier accuracies
despite the fact that the selection of internal parameters is very critical,
requiring user’s expertise.
6.2 Cross-validation assessment
The aim of this part is to test the effectiveness of the feature selection method
presented in section 3.2, that is cross-validation combined with sequential
generation. We used the Mahalanobis distance classifier with the settings
chosen in the section 6.1, so that we could compare the results of cross-
validation classification with the results previously reported in Table 6.3.
For these results we performed sequential forward generation for feature
selection. Both sequential forward and backward generation are generally
performed, and the best score is selected among these two methods. How-
ever, sequential backward generation did not give satisfactory results in our
case. We then decided not to include sequential backward generation in our
method.
When using cross-validation we can choose the number of folds, that is
the number of training subsets that are used. After some tests this value was
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N C-Valid. clas. acc. [%] Max clas. acc. [%]
1 56.4 75.3
2 72.5 77.5
3 52.8 74.6
4 57.1 70.4
5 72.2 79.2
6 68.0 76.3
7 69.7 78.8
8 63.8 77.6
Table 6.4: Cross-validation: classifier accuracy
set to 3, which seems to be the best compromise between computing time
and accuracy.
The cross-validation is based on an arbitrary selection of training subsets,
which means that the results strongly vary. Moreover, the training sets are
generally small, and the created subsets are not representative of the whole
data set. We then applied the following process, which gave us the best
results: the cross-validation is repeated several times. Then for each feature
the frequency of appearance in the subsets is computed. We then consider
the three most frequent features as the best feature selection subset.
For each training set we computed the best subset of features. Then, we
classified the regions by using this subset. The classifier accuracy is reported
in Table 6.4. In order to simplify reading we also reported the maximum
classifier accuracy obtained in the previous section.
Let us first note that as the cross-validation involves an arbitrary selection
of training subsets, the results reported above may slightly vary.
If we compare these results with the maximum classifier accuracy we can
see that the results of cross-validation are between 5 and 22 percents worse.
As we previously said, automatic classification is not the best solution, and
nothing can replace user’s expertise. However, this method can be seen as a
help for starting the evaluation of parameters.
This method was also applied to the K-nearest neighbours and supervised
FGMM classifiers, and the results were nearly the same as for the Mahalan-
obis distance classifier. These results were then not reported in this study.
This cross-validation method was also evaluated for support vector ma-
chine classifier, but this did not give satisfactory results for two main reasons:
• For each subset of features we have to perform a grid-search to obtain
the internal parameters of the classifier. The cross-validation is then
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hundreds of time slower than for Mahalanobis distance. If this analysis
is performed in around 30 seconds for the latter, the time spent for the
former is too long to allow the use of this method.
• Even if we took the time to perform the whole analysis, the internal
parameters chosen by cross-validation could not be used for the whole
set, because they are very sensitive and dependant from the training
set. That means that even after this long analysis the user should
manually select the internal parameters to ensure satisfactory results.
We did then not found an effective method for automatic classification
with the support vector machine classifier. However, as we said above, around
20 percents of the combinations of features give a classifier accuracy better
than 70 percents with the support vector machine. It is then faster and
probably more accurate to arbitrary select a combination of features and to
manually optimize the internal parameters.
6.3 Multi-level classification
When we look at the manually classified image, it seems obvious that the
classes do not have the same spectral and geometrical characteristics. For
example, we can say that the compactness is relevant for urban areas, since
these regions are very elongated. On the contrary, farming areas do not
present singularities in shape features. We can then say that each class has
its own set of relevant features.
The principle of the multi-level method is to divide the classification into
several levels. Each level discriminates one class c from the remaining ones,
and excludes the regions belonging to this class for the next level. Then the
same method is applied to the remaining regions, until all the classes are
determined. For each level, only the relevant features are used, so that each
class is constructed with its best features.
By its definition the support vector machine is the most appropriate for
one against the rest classification. We evaluated the potential of this method
for the training set 2, Table 6.5.
We can see that shape features are essentially used for urban areas, as
expected. The individual scores are very good, and by combining these clas-
sification levels in the order ”Urban, Farming 1, Scarce vegetation, Wooded,
Open land, Farming 2”, we obtained a global classifier accuracy of 84.6 per-
cents. The improvement comparing to the classical support vector machine
classifier (79.5 percents) is not really significant. Moreover this method re-
quires more time and there is a lot of parameters to estimate. Therefore, we
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Class Classifier acc. [%] Features
Wooded 95.9 1,3,5,6,8
Farm.1 97.3 1,3,4
Farm.2 89.2 3,4,9,11
Open l. 94.9 1,2,5,8
Scarce v. 97.5 3,4,8,9,11
Urban 99.2 3,7,11,12,13
Table 6.5: Multi-level classification: classifier accuracy
do not suggest to use the multi-level classification for this image. However,
this method can be useful in other cases, this possibility should then be let
for the experimented users.
6.4 Discussion
According to the results presented above, we can conclude that the Mahalan-
obis distance and support vector machine classifiers are the two best tested
classifiers. The support vector machine usually gives better performance,
but the tuning of the internal settings is not easy, since no methods can es-
timate them. This classifier should then be let to experimented users. The
Mahalanobis distance classifier is very simple to use, so we strongly suggest
to begin image classification with this one. Both classifiers seem to be very
robust to the training sets. Unfortunately we could not test these classific-
ation methods with other images, so it is difficult to extend our conclusions
to other kind of images.
The feature selection is by far the most important part of the classific-
ation step to ensure a good accuracy. We presented a method combining
sequential generation with cross-validation to perform this task. From these
experiments we can conclude that this method does not work for the support
vector machine because of the internal parameters. For the other classifiers,
the results strongly vary depending on the training sets. Therefore, we can
not say that this method is reliable. User’s expertise is still essential, even if
this feature selection method can be a good help for less experimented users.
The multi-level classification method may improve the results. However,
this method requires the tuning of a lot of parameters. As it would be too
long to perform an entire feature selection for each class, we only advise this
method for experimented users, who well know the spectral and geometrical
characteristics of the classes they want to extract.
Chapter 7
Classification process
In this chapter we will evaluate the effectiveness of the whole classification
process presented above. We will first combine the results of both segmenta-
tion and classification steps to get the overall accuracy of our process. Next,
we will compare these results with pixel-based classification, and we will
evaluate the robustness of our method. Finally, a discussion about these
experiments will be made.
7.1 Classification process assessment
7.1.1 Quantitative evaluation
We selected the best two tested classifiers, that is Mahalanobis distance and
support vector machine. We then computed for each training set (with the
best subset of features previously determined) the overall accuracy of the
classification process. The results are reported in Table 7.1.
Globally we can see that these results are good for the two classifiers.
The support vector machine provides better results, but as we previously
said, the optimization of its internal parameters can discourage some users.
We can also note that even if the overall accuracy is sensitive to the training
set, the method is robust to the variation of the training sets, for all that
Training set
Classifier 1 2 3 4 5 6 7 8
Mahalanobis 79.4 84.3 80.2 74.3 85.7 79.3 81.7 85.3
SVM 81.5 86.2 86.3 81.5 86.6 83.3 83.5 80.8
Table 7.1: Classification process: overall accuracy [%]
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Dice similarity index [%], training set 2, Mahal. classifier
wooded farm. 1 farm. 2 op. land scarce veg. urban
68.1 85.6 86.9 92.1 70.2 53.6
Table 7.2: Classification process: dice similarity index
they are chosen by a confirmed user.
The dice similarity index demonstrates that wooded and urban areas
are less accurate than the others classes. We can see it on the following
example, showing the dice similarity index for the training set 2 with the
Mahalanobis distance classifier, Table 7.2. However, this is not surprising
since this weakness was demonstrated in the segmentation step. We can then
affirm that this problem comes from the segmentation, and that the classifier
is effective for all the classes. Scarce vegetation areas are slightly less accurate
than the others one, but the reason is probably the poor representation of
this class in the test image.
7.1.2 Qualitative evaluation
In order to better evaluate the obtained results, Fig. 7.1 and 7.2 present re-
spectively the Mahalanobis distance (overall accuracy: 84.3 percents) and the
support vector machine (overall accuracy: 86.2 percents) classified images,
with the training set 2, compared to the reference.
Figure 7.1: Mahalanobis distance classified image (left) and reference (right)
We can say that these classifications are good, since very few regions are
lost comparing to the reference. The three main error factors are:
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Figure 7.2: SVM classified image (left) and reference (right)
• The error of the segmentation, that means the regions that were not
correctly extracted in the first step. This mainly affects urban areas.
• The noise: after the segmentation step, the image presents many small
segments that do not correspond to real objects. The cause is a too
important heterogeneity inside the regions. The classifier is not able
to aggregate this noise to the real regions they belong to, because the
spectral and geometrical characteristics are very different.
• The shadows: when performing automatic classification, taking into
account the shadows of the objects is very difficult. Our process does
not include algorithms that allow the treatment of these shadows. The
real frontiers of the objects are then not necessarily exact.
The first error factor could be corrected by a better segmentation, but
other artifacts would probably appear. The second one could be suppressed
by a post-processing after the classification process. The third factor can
hardly be corrected since this is a general problem of remote sensing images.
7.1.3 Comparison with E-cognition
As seen before, E-cognition is the reference software for satellite image clas-
sification. We then classified the same image with this software in order to
compare both methods, Fig. 7.3. We can see that this image is more noisy,
which explains its overall accuracy of 66.8 percents.
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Figure 7.3: E-cognition classification
By extracting the prior segmentation of this software and using it with
our classifier, we were able to obtain results of more than 75 percents of
overall accuracy. Therefore, this software provides lower results for two main
reasons:
• The method used by this software provides a single threshold parameter
to tune the homogeneity of the segmentation. This threshold parameter
acts both on the spectral and on the spatial dimension of the grown
regions. Therefore all the segments will have a similar size, which does
not reflect the territory reality, showing both small and large objects.
• No feature selection method is provided in E-cognition but the user
selection. Therefore, a common use is to integrate all the features in
the classification step. As mentioned above, this may interfere with an
optimal classification, due to the weights of non-informative features.
7.2 Pixel vs. region-based classification
One of the most important point of our study was to evaluate the need of a
prior segmentation. This part will try to answer to this question. The aim is
twofold: to compare pixel-based classification versus region-based classifica-
tion, and to compare the use of the different features.
We selected the Mahalanobis distance classifier, which is the best com-
promise between performance and computing time, to perform this compar-
ison. For region-based classification we used the training set 2 previously
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Overall accuracy [%]
Features Pixel-based Region-based
Intensity 72.5 80.0
Int.+Tex. 77.9 84.2
Int.+Shape - 82.5
Int.+Tex.+Shape - 84.3
Table 7.3: Pixel-based vs. region-based classification
described. We also needed a training set for pixel-based data. To ensure the
best conditions, all the pixels belonging to the training set were considered
as training pixels. The computation of the texture in the pixel-based classi-
fication was performed by computing the standard deviation of the intensity
for each band in a 3 by 3 neighbourhood.
The results of this comparison are reported in Table 7.3. From these
experiments we can make several remarks. The prior segmentation can im-
prove the results of around 8 percents. Moreover there is less noise in the
region-based classification, since we perform Markov random fields to cre-
ate homogenous areas. Finally, training is easier when using region-based
classification, since it is more practical for the user to select regions than to
manually draw areas to train the classifier. We can then say that the prior
segmentation is essential and necessary for a good classification.
Texture features By comparing the results with and without texture
features, we can see that these features can improve the results of more
than 4 percents, in both pixels and regions cases. However, textures features
present a strong border effect in the pixel-based classification. Despite the
improvement of the accuracy we do not suggest to use texture features in
pixel-based classification. On the contrary, the use of texture features is
strongly advised for region-based classification.
Shape features We can see that shape features improve the results
of around 2 percents compared with an intensity-based classification. The
difference between intensity-texture and intensity-texture-shape classification
is not significant. For this classifier, these features do not seem to be useful,
but it is difficult to generalize this conclusion to other cases. We then suggest
to extract shape features, even if the results are not improved in some cases,
since the feature selection method previously described can help selecting the
most relevant features.
CHAPTER 7. CLASSIFICATION PROCESS 57
7.3 Influence of the prior segmentation
One of the most important settings for satellite image classification is the
choice of the prior segmentation itself, since all the features are computed
from the regions created by the segmentation.
From a theoretical point of view, we know that a too small number of
components k when segmenting limits the maximum accuracy, since the geo-
metry is not well respected. On the other hand, if k is too high, the real
regions are over-segmented, which means that the features of the created
areas are less significant, resulting in a harder task for the classifier. We then
have to find the best compromise between segmentation and classification.
In this part, our aim is to determine which segmentation gives the best
classification results. For this evaluation, we performed the same classifica-
tion (with Mahalanobis distance) with different prior segmentations, that
means different number of components. Of course, the training regions
slightly vary between a segmentation to another, but we always tried to
select nearly the same regions, so that the results of Fig. 7.4 could give us
an idea of the effectiveness of the classification process.
Figure 7.4: Influence of the prior segmentation
With k = 2, 3 it was not possible to perform a classification since these
segmentations did not allow to select relevant training regions. We can see
that from k = 4 to k = 10 the accuracy is increasing, principally because
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of the improvement of the segmentations. From k = 9 to k = 11, the
classification results are very good. From k = 12 we see that there is a slight
decrease. This is not surprising, because these segmentations are visually
very noisy. This confirms the fact that a too large number of components
is not advised for classification, since the regions extracted from the over-
segmented image are not significant.
We can not say that there is only one optimum value, since the overall ac-
curacy depends on the training regions, we can then not affirm that k = 10
is the best segmentation for the following steps of the whole classification
process. However, we can say that between k = 9 and k = 11 the classific-
ation will be very effective, which corresponds to the choice we made in the
segmentation step. The results also prove the robustness of the classification
step, since the choice of the prior segmentation is not critical. Finally we
can say that the maximum accuracy of the segmentation is not very import-
ant. When the user has to select a segmentation, the first criterion must be
the noise. This can be analysed visually and with the normalized entropy
criterion.
7.4 Discussion
The results presented above show that the classification process is very effect-
ive. The results partially depend on the prior segmentation, a good choice of
the number of components for the segmentation step is then essential. The
segmentations that we visually selected as the best ones provide the best
results in the classification process. We can then affirm that the choice of
the prior segmentation is important, but not critical.
There are three types of errors in the resulting classification maps: the
shadows, the prior segmentation errors and the noise in the homogenous
parts. The first category of errors can hardly be corrected, since this is a
problem that comes from the original image. The noise in the homogenous
parts is due to an over-segmentation of some areas. This noise could be
partially suppressed by a post-processing, but we also could decrease it with a
better segmentation. Finally, prior segmentation errors can not be corrected
in the classification step. We can then see that most of the inaccuracy comes
from the segmentation step. However, this is not a weakness of the GHMRF
algorithm, since this kind of errors appears in most of the segmentation
methods.
If we compare our results with E-cognition classifications, we can see
that our method is significantly more effective. The two main reasons are:
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the advantages of the GHMRF model for the segmentation and the feature
selection method which is not clearly explained in this software.
By comparing pixel-based with region-based classification, it seems obvi-
ous that the segmentation step added in our process increases the accuracy
of our classification results. We can then affirm that the prior segmentation
is very important for the classification of remote sensing images. Moreover
the noise is strongly reduced with the Markov random fields.
Chapter 8
Conclusion
The aim of this project was to provide some classification tools for remote
sensing images, and we can affirm that this aim was successfully achieved.
For the segmentation step we demonstrated the effectiveness of the GHMRF
algorithm, both from the qualitative and quantitative points of view. For
the classification step, we proved the good performances of two classifiers,
the support vector machine and the Mahalanobis distance. But beyond the
simple considerations on the effectiveness of these algorithms, we presented
a global process for remote sensing image classification.
The results show that this process seems to be very effective, exceeding the
limits of the existing remote sensing classification softwares. However, due
to the fact that ground-truth images are difficult to obtain, the robustness
of this process was not fully demonstrated. Some further work should then
be done in this direction.
Some improvements could also be added to this method. A post-processing
could be inserted to suppress the noise in the homogenous regions. The seg-
mentation step could also be improved in order to increase the potential of
the classification step. However, due to the limits imposed by remote sens-
ing acquisition systems, we do not think that exceptional progress could be
provided to this classification process.
Bussigny, December 23, 2004.
X. Gigandet
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Appendix A
Segmentation step evaluation:
additional results
A.1 Kappa index
k overall accuracy [%] kappa index [%]
2 64.36 48.17
3 79.83 71.98
4 84.44 79.02
5 87.88 83.69
6 90.23 86.98
7 92.11 89.47
8 93.28 91.02
9 92.89 90.53
10 93.90 91.87
11 94.36 92.37
12 94.72 92.98
13 95.00 93.36
Table A.1: Segmentation: overall accuracy and kappa index
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A.2 Producer’s accuracy
Producer’s accuracy [%]
k wooded farm. 1 farm. 2 op. land scarce veg. urban
2 17.48 17.50 89.29 97.53 2.36 2.60
3 14.21 68.78 96.12 95.36 59.81 12.15
4 48.79 85.16 91.47 96.22 65.20 23.16
5 60.45 86.12 95.05 95.45 76.50 34.27
6 79.38 97.07 92.09 95.43 78.88 35.12
7 72.94 94.49 94.43 96.66 94.05 34.63
8 81.57 96.14 95.66 96.76 92.74 33.10
9 83.32 92.77 95.48 96.13 95.78 30.11
10 85.75 95.11 94.85 97.41 94.92 46.59
11 80.13 96.08 95.67 96.34 96.01 71.69
12 79.96 95.93 96.67 96.83 93.66 82.81
13 86.86 96.69 95.24 96.95 94.39 83.77
Table A.2: Segmentation: producer’s accuracy
A.3 User’s accuracy
User’s accuracy [%]
k wooded farm. 1 farm. 2 op. land scarce veg. urban
2 71.99 79.30 58.56 69.64 93.01 62.91
3 83.22 83.90 71.89 91.26 72.18 88.09
4 53.27 86.65 87.55 89.13 76.43 68.94
5 70.73 86.26 90.64 91.48 80.70 80.10
6 63.68 93.94 93.03 92.78 95.46 66.44
7 83.93 95.70 96.42 92.29 81.97 68.34
8 84.51 97.80 95.81 93.17 87.54 71.70
9 80.16 98.04 96.79 93.59 83.16 82.02
10 86.43 97.38 97.12 94.33 86.12 75.24
11 87.53 97.95 96.75 96.24 87.43 64.58
12 88.02 97.93 97.03 96.95 90.45 61.28
13 89.48 96.90 97.06 95.73 94.40 68.56
Table A.3: Segmentation: user’s accuracy
Appendix B
Matlab Toolbox
The experiments were performed with the Matlab software. Several functions
were created, which are briefly described in Table B.1.
S2 pca.m Performs the principal component analysis
S3 seg kmeans.m K-means initialization for the segmentation
S3 seg ghmrf.m Runs the GHMRF segmentation algorithm
S3 seg criterions.m Computes the BIC and NEC criterions
S3 seg rsp.m Removes the single pixels from the segmentation
S4 fex feat extract.m Extracts the features from the regions
S6 class fgmm.m Runs the FGMM classifier
S6 class knn.m Runs the K-nearest neighbours classifier
S6 class mahal.m Runs the Mahalanobis distance classifier
S6 class svm.m Runs the SVM classifier
S6 class crossvalid.m Performs the cross-validation
S6 class featsel up.m Performs the sequential forward generation
Table B.1: Matlab functions
These functions are available on the additional CD-ROM Satellite Image
Segmentation and Classification: Matlab toolbox and user interface.
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Appendix C
User interface
A basic interface, based on the toolbox described in Appendix B, was created
in order to simplify the task of the user. The main advantages are:
• Automatic data formatting: The user only needs to select the TIFF
files and the data are ready to use.
• Easy tuning of the parameters for both segmentation and classification
steps.
• Creation of the training set by user selection on the map of the seg-
ments.
This interface is available on the additional CD-ROM Satellite Image
Segmentation and Classification: Matlab toolbox and user interface.
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