The theories of country growth models are supported by the high scale variation observed in these countries' growth rates. This is the reason behind those typical questions, like "Why did some East Asian countries grow so much?", amongst others. Therefore, a lot of recent research has been focused in trying to explain why some countries are richer than others, using, for example, the human capital-augmented Solow Swan model of dispersion in income levels. The article by Mankiw, Romer and Weil [1992] contains a thorough empirical analysis of this type of Solow model augmented with human capital, based on version Penn World Table ( 
Introduction
Several recent research on economic growth has been fuelled by newly-available datasets and the need to link the predictions in theoretical models to the simulations computed from real data analysis. This is precisely the issue demanded in Klenow et al. [1997] where they said they "would like to see more tests of endogenous growth theories" but for that to take place, new data should be required.
The article written by Mankiw, Romer and Weil [1992] (ab hinc: MRW) is an extensive analysis of the model they call 'The Solow Model Augmented With Human Capital'. The article insists in the ability of the Solow model to analyse both differences in levels of GDP and of growth. Augmenting the original Solow model with the additional input to production "Human Capital", the theory is even more consistent with the empirical evidence. This model bases its "human capital" approach on Jones [2002] which diverges from MRW and this is explained in detail later on. In fact, several authors use the rate of condition convergence estimated from cross-country regressions to serve as evidence for or against the Cass-Koopmans model and also extended versions with human capital.
In this paper I reproduce the MRW article. In the article, Mankiw, Romer and Weil have used data from the Real National Accounts, constructed by Summers and Heston [1988] to make the tables.
They use n for the average rate of growth of the working-age (15-64) population, s is the average share of real investment in real GDP and Y/L is real GDP in 1985 divided by the working-age population of that year. The analysis of Mankiw, Romer and Weil contains 75 intermediate countries (all countries for which data are available, subtracting the oil-countries, countries with extremely little primary data and very small countries. The OECD data set consists of 22 countries (with a population greater than one million. Mankiw, Romer and Weil use a time span of 25 years .
The data used in this paper for the purpose of regressions and tables is an updated version of the Summers and Heston [1991] data set, together with the World Bank's Global Development Network Growth Database [2000] . For the educational attainment variable we use Barro and Lee [2000] . I use ŷ for GDP per worker, relative to the US, s K for the average investment share of GDP (1980 GDP ( -1997 , n for the average population growth rate (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) and u for the average education attainment in years (1995) . The intermediate dataset contains 64 countries. This is less than the 75 that MRW had, because some data for the variable u is missing. In the past two decades, the OECD has been enlarged considerably, mainly to include former communist countries. For comparability, I have confined myself to the same 22 member countries as in MRW. In fact, in the OECD data set I use has 21 countries, because Germany is not considered due to re-unification and the structural break occurred in 1990. The data we use have a time span of 38 years .
However, most importantly I will introduce Human Capital (H = e ψu L) as discussed in Jones [2002] chapter 3, namely as the time that individuals spend accumulating learning skills (u). This is contrasting to the method employed by MRW where the accumulation of Human Capital (H) reassembles that of physical capital (K), namely by foregoing consumption.
In this paper I will first explain the differences between the dataset we used and the dataset MRW used. Then we will run all the level regressions that MRW did, analyse our outcomes and compare these to their outcomes. The logical sequence of the regressions is as follows: in Section A I will deal with level regressions concerning both the basic and augmented Solow Models with unrestricted and
Page 3 restricted applications; in Section B convergence analysis will be performed to unconditional and conditional basic and augmented models. The restricted regressions are run for two reasons: 1) to allow testing the restriction at hand (although this could also be done without fitting a restricted model, using a properly modified t test along the lines of Wooldridge [2002] Section 4.4; 2) in order to get unique estimates for the parameters of interest (e.g. regression A1i) can not be solved uniquely for an "implied α.
The approach concerning each of the estimations is fivefold. Starting off with the underlying theoretical equation we put it into an econometric representation and then run the regression with the Eviews software. On the basis of the estimation output we analyse our results and finally compare them with the results in MRW.
Additionally I will reproduce Figure 3 .1 from Jones [2002] -The "fit" of the Neoclassical Growth Model -which will be compared with the figures given in Jones [2002] . Differences will be found and explained. Proceeding analogously for all convergence regressions I will, in the end, give an overall conclusion about the comparisons made and findings acquired in this paper. The formulas that were used for running the regressions and calculating the implied α, λ, and ψ and their standard errors will be included in the appendix. The estimation outputs as reported by Eviews are also in the appendix as well as an explanation of the reproduction of figure 3.1 of Jones [2002] . 
Y is defined to be output, K for Capital, L Labour, A the level of Technology, s the savings rate on capital and α is the share of income devoted to capital. Consequently this equation states, that the level of output per worker along the balanced growth path depends on the mentioned variables.
Taking natural logarithms we arrive at the following:
This can be brought into the econometric representation: Secondly, in both models the signs of β 1 and β 2 are contrary and highly significant for the intermediate countries, while this (again) is not the case for the OECD countries. So therefore we are forced to check on whether the opposing signs are leading to an offsetting effect on β 1 and β 2 meaning that β 1 + β 2 = 0.
Consequently I inflict a restriction on this assumption leading to the restricted model.
Restricted
As mentioned above, the restriction imposed on equation A1i is the following:
This restriction leads us to equation A1ii: Again it can be seen, that the R² is still very high for the intermediate countries in both models while they are very low in the OECD countries. Interestingly it has to be stated, that in the restricted model the R² of MRW has increased 6 fold while in our model it has halved. The implied α's of the intermediate countries in both models are around 0.6 which strongly contradicts to the assumption of α being equal to 1 / 3 . It, on the other hand, fits very well for the OECD countries. Due to the immense divergence from the believed 1 / 3 the model can not be regarded as sufficient despite the high dependence on s and n revealing a high R².
The share of capital seems too high to be appropriately fitted within the regression.
A very important point to mention is the fact that Jones` model has a p -value of 0.02.
Accordingly, the restricted model is not valid for Jones` analysis. Searching for the reason it is quite probable, that the difference in the definition of n within the two models (working age population in MRW and total population in Jones) is responsible for this extreme gap in outcomes. To find a model explaining the variance in the model better I include the assumption of increasing human capital additionally to usual capital.
The Augmented Solow Model

Unrestricted
The underlying equation used to make the estimation of the augmented Solow model is the following: With some algebra (see appendix A) we get to equation A2i: MRW state in their article that human capital is an omitted variable in the basic Solow model, which led to too high coefficients on savings. The same positive bias can also be observed in our estimation. In Table I the coefficients are considerably higher than in the augmented model of Table III .
Restricted
The restriction imposed on equation 6 is the following: 
Convergence Regressions
Unconditional Convergence
The underlying equation used to make the equation for the convergence estimation is the following: Looking at the results of our estimation, we can conclude that there is no evidence for worldwide unconditional convergence. For the intermediate sample, the coefficient β 1 is insignificant and the adj. R 2 is very low. The starting point, GDP per worker in 1960, does not explain the worldwide differences in growth. For the OECD sample, there is evidence for unconditional convergence. The β 1 coefficient is strongly significant and the adj. R 2 is very high. This phenomenon can also be seen in Sala-I-Martin [1996] . Therefore one can conclude that there is only evidence for unconditional convergence in groups of similar countries or regions, with a similar steady state but not for convergence in the whole world.
The predicted speed of converges, the implied λ, for the OECD group is about 2%, this implies a halfway time of about 35 years. One can ignore the intermediate sample in this case, because one already has concluded that there was no evidence for convergences in this sample.
If I compare the results with the results of the MRW model, the most important difference is the adj. R 2 for OECD countries. In my estimation, the adj. R 2 is 0.28 higher than in the MRW model. This difference could be caused by the fact that the depending variable is different. Due to differences between countries in unemployment, retirements etc. the working-age population can differ significantly from the worker population. This therefore will influence the results of the estimation.
Conditional Convergence in the basic Solow model
Unrestricted
The underlying equation used to make the estimation for conditional convergence in the original Solow model is the following: Compared with the MRW model, the only real difference is the adj. R 2 for the OECD sample. In our model, the adj. R 2 is more than 0.2 higher, this means that the model explains over 20% more in the differences between growth in the OECD countries. As in the case of unconditional convergence, this can be caused by the difference in the dependent variable.
Restricted
The restriction imposed on equation B2i is the following: Because this was one of the four necessary characteristics of the model, the conclusion is that the Solow model fails in explaining the differences in growth between countries.
Conditional Convergence in the augmented model
Unrestricted
The underlying equation used to make the estimation for the convergence in the augmented Solow model is the following: The signs for this estimation coefficients are the ones we expected. Convergence should indeed depend positively on savings and education and negatively from y(0) and population growth. However, for the intermediate set β 4 is not significant and for the OECD set only β 3 is significant. Remarkably, for the latter set I get an extraordinary high adjusted R², which suggests that the overall explanatory power of the Jones
Model is better than that of MRW. The implied ψ estimated by the regression differs in the OECD case substantially from the 0.10 suggested by Jones. However, to reject the 0.10 null-hypothesis we should have run a significance test for ψ = 0.10. Interestingly, the standard errors of the implied λ reported by MRW are both to high, as compared to those estimated by us using the formula mentioned in the appendix.
Restricted
The restriction imposed on equation B3i is the following: Moreover, the Jones model also fails to produce a reasonable value for the implied α.
It is worth pointing out some problems related with these estimates of conditional convergence rates, as mentioned in Klenow et al. [1997] . First, regressions usually include control variables that are related to steady-state income and to transition dynamics. This makes it difficult to say whether the order if magnitude of the coefficient on initial income picks up all the transitory dynamics in the model.
Secondly, these models don't point to observable control variables that can fully capture differences in steady-states. In more recent empirical analysis, some other authors use country fixed effects in panel regressions in order to control for differences in steady-states and in fact they get higher convergence speed rates. 
A2ii (level, augmented, restricted)
Regression equation 
B1 (unconditional convergence)
B2i (conditional convergence, basic Solow)
Regression equation We used the following correlation matrices to calculate the standard errors of the implied α, λ, and ψ: In the graph I used the y/yus as the vertical axis, and yrel97 as the horizontal axis.
To compare it better with figure 3.1 in Jones, I added a 45° line. 
