Integer-valued autoregressive process with flexible marginal and
  innovation distributions by Guerrero, Matheus B. et al.
INTEGER-VALUED AUTOREGRESSIVE PROCESS WITH FLEXIBLE
MARGINAL AND INNOVATION DISTRIBUTIONS
Matheus B. Guerrero
King Abdullah University of Science and Technology, Thuwal, Saudi Arabia
Universidade Federal de Minas Gerais, Belo Horizonte, Brazil
matheus.bartologuerrero@kaust.edu.sa
Wagner Barreto-Souza
King Abdullah University of Science and Technology, Thuwal, Saudi Arabia
Universidade Federal de Minas Gerais, Belo Horizonte, Brazil
Hernando Ombao
King Abdullah University of Science and Technology, Thuwal, Saudi Arabia
2020-04-21
ABSTRACT
INteger Auto-Regressive (INAR) processes are usually defined by specifying the innovations and
the operator, which often leads to difficulties in deriving marginal properties of the process. In
many practical situations, a major modeling limitation is that it is difficult to justify the choice
of the operator. To overcome these drawbacks, we propose a new flexible approach to build an
INAR model: we pre-specify the marginal and innovation distributions. Hence, the operator is a
consequence of specifying the desired marginal and innovation distributions. Our new INAR model
has both marginal and innovations geometric distributed, being a direct alternative to the classical
Poisson INAR model. Our proposed process has interesting stochastic properties such as an MA(∞)
representation, time-reversibility, and closed-forms for the transition probabilities h-steps ahead,
allowing for coherent forecasting. We analyze time-series counts of skin lesions using our proposed
approach, comparing it with existing INAR and INGARCH models. Our model gives more adherence
to the data and better forecasting performance.
Keywords Count time series · Geometric process · Operator · Prediction · Time-reversibility
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1 Introduction
Count time series data arise naturally in many areas such as queuing systems, finance, insurance theory, medicine,
epidemiology, among others. Thus, it is not surprising that there is a wide interest in models for count time series that
can flexibly capture the features of the data.
A usual way to deal with time series data is the AutoRegressive Moving Average (ARMA) models [10]. However,
these real-valued models are not ideal for analyzing integer-valued time series data because of the nature of the data. The
pioneering INteger-valued AutoRegressive (INAR) process [32, 34, 3] based on the binomial thinning operator [41] and
in assuming Poisson innovations is an alternative for the usual ARMA process. Generally speaking, a thinning-based
operator INAR process [39] {Xt}t∈N has the following stochastic structure:
Xt = α ◦Xt−1 + t, t ∈ N,
where “◦” is the thinning operator, introduced in [41], replacing the usual multiplication; and {t}t∈N is a sequence
of independent and identically distributed (iid) integer-valued random variables called innovations. [3] gave an
interpretation for the above INAR process in a population context, with Xt denoting the count for the total population
(of some region) at time t, α ◦Xt−1 being the survivors from time t− 1 and t expressing the immigration.
Estimation of the parameters and forecasting for the Poisson first-order INAR (denoted by PINAR(1)) process
(given by the above stochastic representation with Poisson innovations) were addressed in [16], [17] and [18]. High-order
INAR processes were proposed in [4] and [13].
Assuming the innovations to be Poisson distributed in a thinning-based operator INAR process implies that
the marginals are also Poisson distributed. A limitation of this model is the fact that Poisson distribution can not
accommodate underdispersion or overdispersion. This is a serious limitation because the model can produce results that
are misleading. Alternatives to the PINAR(1) process have been proposed in the literature to overcome these situations.
Some alternatives were introduced in [33] and [1] with the processes having negative binomial and geometric marginals,
respectively. A general class of mixed Poisson INAR(1) processes including the negative binomial and Poisson
inverse-Gaussian models was recently introduced in [7]. Another important INAR process, called new geometric INAR
(NGINAR) process, was proposed [36]. This model is based on the negative binomial operator [2] and the marginals
are geometric distributed.
In some cases, there is inflation or deflation of zeros that can not be captured for example by the Poisson INAR
process. In fact, the skin lesions dataset that is being analyzed contains many zeros. To work around such a limitation of
the Poisson INAR process, [24] and [6] proposed zero-inflated/deflated INAR models. INAR processes for dealing with
negative integer-valued time series are due to [19], [43] and [8]. Another extension allowing for random correlation
parameter was introduced in [47], [48], [20], [43] and [46]. Bayesian inference for INAR models is discussed in [31]
and [9], with special attention for prediction. More recently, [38] proposed a max-INAR model to deal with time series
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with sudden large counts, often caused by an extreme event, followed by monotone decreasing recovery phase. There is
an extensive literature about INAR processes in the book [45] for a comprehensive treatment of this topic.
A common feature of the INAR processes discussed above is that they are defined by fixing some operator
(usually the classical binomial thinning) and also by specifying (a) the marginal or (b) the innovation distribution.
Approach (b) is the one commonly done in practice (few exceptions may be found in [45], page 24). With this approach,
the limitation is that the marginal quantities cannot be obtained in simple form and that deriving a closed form for the
transition probability is extremely difficult. Moreover, it is hard to justify the choice for the operator to be used.
The goal of this paper is to develop a novel statistical model that overcomes the limitations of the current models.
More specifically, we propose a major refinement of INAR processes by specifying the marginal and innovation
distributions rather than to fix some operator. With our new proposed approach, the operator to be considered as a
consequence of having pre-specified the distribution of the marginals and innovations. For example, by specifying the
marginals and innovations to be Poisson distributed we obtain the appropriate thinning operator that gave rise to desired
marginal and innovations distributions. In particular, the advantages of our proposed approach are: (i) It provides an
easy mechanism for simulating a stationary Markov chain without the need of numerical approximations. (ii) Different
operators rather than the classical thinning have different interpretations. If the operator admits values greater than 1,
the operations in this case may be seen as a reproduction mechanism. (iii) It allows the user to specify the marginal
distribution of a process which is important for incorporating a physical justification in the model (see [27]).
For this, we define an INAR process with both marginals and innovations geometric distributed. A remarkable
property of our geometric process is that it is time-reversible like the Poisson INAR and Gaussian AR(1) processes. We
are unaware of other time-reversible INAR processes. Thus, one additional advantage of our proposed process process
is that we derive closed-forms for the transition probabilities h-steps ahead, allowing for coherent forecasting without
the need for numerical approximations.
We also compare our model to some of its natural competitors, such as the New Geometric INAR(1) model [36]
and the Integer-valued Generalized autoregressive conditional heteroscedastic (INGARCH) [22, 14, 15, 49, 40]. Among
the INAR competitors, we draw attention to the fact that the model in [36] has geometric marginals, and it is defined
through a negative binomial thinning operator. Yet, the resulting innovation no longer has a geometric distribution. On
the INGARCH and INAR comparison, as discussed in [45], there are pros and cons of each methodology. Beyond the
INAR and INGARCH approaches, [11] and [28] proposed an alternative way of modeling count-time series by a linear
combination of stationary renewal processes.
This paper is organized as follows. In Section 2, a new perspective on INAR processes is presented. We construct
a new INAR process with both marginals and innovations geometric distributed. In Section 3 we derive main statistical
properties. We develop estimators for our proposed geometric model and establish their asymptotic behavior in Section
4. Furthermore, Monte Carlo simulations are provided to evaluate the finite-sample performance of the estimators and
prediction. To study bovine skin lesions count data, which is a potential public health hazard, we use the proposed
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model. We report these interesting findings in Section 5. The Appendix A contains the proofs of the main propositions
of the paper. All other proofs omitted in the text are given in the Supplementary Material (Appendix B).
2 New INAR processes
An INteger-valued AutoRegressive (INAR) process {Xt}t∈N can be defined by the following stochastic equation:
Xt = θ ? Xt−1 + εt, t ∈ N, (1)
where {Xt}t∈N is usually assumed to be stationary with marginal discrete distribution, ? is a operator given by
θ ? Xt−1 ≡
∑Xt−1
i=1 Gi, with {Gi}i∈N being a sequence of iid non-negative integer-valued random variables with
common distribution G depending on the parameter vector θ and {εt}t∈N is a sequence of iid integer-valued random
variables called innovations, which are independent of the sequence {Gi}i∈N. Furthermore, Xt−h is independent of εt,
∀h ≥ 1.
Remark 1. At each time t, a new thinning operation is performed independently of the past. Thus, the correct would be
indexing the operator in time as θt. However, we avoid to do it to simplify the notation [45].
Under the stochastic structure in Eq. (1), for a chosen thinning operator, one of the two approaches may be
adopted: (i) select the marginal distribution and derive the distribution of the innovation; or (ii) choose the innovation
distribution, then derive the distribution of the marginal. In the first approach (less common in the literature), despite
given flexibility to a practitioner to choose the marginal distribution, in general, it is complicated to show that the
process is well defined. While in the second approach, the practitioner cannot select a suitable distribution to the
marginal, which often implies difficulties in obtaining the properties of the process. In fact, most of the time, the
marginal distribution cannot be obtained explicitly [6]. Since the literature extensively considers these two approaches,
[45] discusses all the technical nuances in choosing each one. A common drawback of both methods is that the operator
must be chosen beforehand. Hence, in this paper, our main idea is to fix the marginal and innovation distributions, which
provides flexibility to the practitioner and enables more control over the behavior of the count phenomena. As noted
above, the operator is merely a tool for achieving the desired (user-specified) marginal and innovation distributions.
Let ΨY (s) = E(sY ) be the probability generating function (pgf) of a discrete random variable Y for s belonging
some interval containing the value 1. By assuming {Xt}t∈N be a stationary process, from Eq. (1) we obtain that
ΨX(s) = ΨX (ΨG(s)) Ψε(s), (2)
where Xt
d
= X , εt
d
= ε and Gi
d
= G. Additionally, if we assume ΨX(s) is invertible, we have from Eq. (2) that
ΨG(s) = Ψ
−1
X
(
ΨX(s)
Ψε(s)
)
. (3)
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Therefore, once the distributions of Xt and εt are specified, Eq. (3) represents a mechanism to obtain the
distribution of G through its pgf, as long as ΨG(s) is a pgf from a proper discrete distribution. In what follows we
discuss the Poisson case which is well-known in the literature [32, 3] and a new geometric case [36].
Example 2.1. Let Xt ∼ Poisson(µ), for t ∈ N. Thus it is most natural to assume the innovations, εt, to be also Poisson
distributed; εt ∼ Poisson((1− α)µ), for 0 < α < 1.
We shall derive the necessary operator that gives the desired distributions.
We have, for s > 0, that ΨX(s) = e−µ(1−s) and Ψε(s) = e−(1−α)µ(1−s). Besides, Ψ−1X (s) = 1 +
1
µ
log s. From
Eq. (2), we obtain that
ΨG(s) = 1− α+ αs, s > 0,
which is the pgf of a Bernoulli distribution with success parameter α ∈ (0, 1). With these conditions and under Eq. (1),
the resulting operator is the well-known binomial thinning.
Example 2.2. Assume that Xt ∼ Geo(µ), µ > 0. More specifically,
P (Xt = x) =
µx
(1 + µ)x+1
, x = 0, 1, 2, . . . .
Hence,
E(Xt) = µ and V ar(Xt) := σ2 = µ(1 + µ).
Also, assume the same distribution for the innovations, but with different mean; εt ∼ Geo((1− α)µ), for t ∈ N
and 0 < α < 1.
Denote µε ≡ E(εt) = (1− α)µ.
Which should be the operator that ensures the pre-specified distributions for the marginal and innovations?
For |s| < 1 + µ
µ
, we have that
ΨX(s) =
1
1 + µ(1− s) ⇒ Ψ
−1
X (s) = 1−
1
µ
(
1− s
s
)
. (4)
Analogously,
Ψε(s) =
1
1 + µε(1− s) , |s| <
1 + µε
µε
. (5)
By substituting Eq. (4) and Eq. (5) in Eq. (3) we have
ΨG(s) =
1 +
(
1− α
(1− α)µ
)
(1− α)µ(1− s)
1 + (1− α)µ(1− s) , |s| <
1 + µε
µε
. (6)
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Therefore, Eq. (6) shows that ΨG(s) is a pgf of a Zero-Modified Geometric (ZMG) distribution with parameters
pi = 1− α
(1− α)µ = 1−
α
µε
and µε = (1− α)µ,
both depending on the parameter vector θ = (µ, α).
We denote G ∼ ZMG(pi, µε) and its probability mass function (pmf) is given by
P (G = k) =

pi + (1− pi)
(
1
1 + µε
)
, for k = 0,
(1− pi) µ
k
ε
(1 + µε)k+1
, for k = 1, 2, . . . .
The mean and variance of G are, respectively,
E(G) = µε(1− pi) = α
and
V ar(G) = µε(1− pi) [1 + µε(1 + pi)] = (1 + 2µ)(1− α)α.
Note that for pi ∈ (−1/µε, 0) and pi ∈ (0, 1), we have a zero-deflated model and a zero-inflated model with
respect to the geometric distribution, respectively. The ZMG distribution has the geometric distribution as a special case
by taking pi = 0.
We call the induced operator as Zero-Modified Negative Binomial (ZMNB) operator, denoted along the paper by
?, where a justification for this name comes from the conditional distribution given in the Proposition 2.5.
We are now able to define an INAR process with both marginals and innovations geometric distributed as follows.
Definition 2.3. (Geo-INAR(1) process) We say that a sequence {Xt}t∈N is a first-order geometric INAR process if
satisfies the stochastic equations given in Eq. (1) with ? being the Zero-Modified Negative Binomial operator given in
the Example 2.2.
Remark 2. Our proposed geometric INAR(1) model will be denoted by Geo-INAR(1) process along this paper in
order to be distinguished from the New geometric INAR(1) (NGINAR) process by [36]. Also, note that our process is
Markovian by definition.
In Figure 1, we present simulated trajectories of our Geo-INAR(1) process when µ = 1, 5 and α = 0, 1, 0.5, 0.7.
Note that µ represents the mean of the count process, while α is related to the autocorrelation, as will be demonstrated
in Proposition 3.3.
[Figure 1 about here.]
To obtain some properties and quantities for the Geo-INAR process, we need some properties related to the ?
operator. In the following propositions, we state some important properties of this operator. For instance, the moments
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derived in Proposition 2.4 are required in many of the proofs in the text. The proofs for Proposition 2.5 and Proposition
3.3 can be found in the Appendix A. All the other proofs omitted in the text are given in the Supplementary Material
(Appendix B).
Proposition 2.4. Let {Gi}∞i=1 iid= G ∼ ZMG(pi, µε). Let X and Y be non-negative integer-valued random variables
not necessarily independent of each other, but independent of the sequence {Gi}∞i=1. We have that
i. E(θ ? X) = E(G)E(X);
ii. E((θ ? X)2) = V ar(G)E(X) + E2(G)E(X2);
iii. E ((θ ? X)Y ) = E(G)E(XY );
iv. V ar(θ ? X) = V ar(G)E(X) + E2(G)V ar(X);
v. Cov(θ ? X,X) = E(G)V ar(X).
Proposition 2.5. For µ > 0 and 0 < α < µ/(1 + µ), the conditional distribution of θ ? X|X = x is a Zero-modified
negative binomial distribution with parameters pi, µε and x ≥ 1, and with pmf given by
P (θ ? X = k|X = x) =

pix? , k = 0,
k∑
i=1
Axi (pi?)B
k
i (p), k ≥ 1,
where
Axi (pi?) :=
(
x+ i− 1
i
)
pix? (1− pi?)i and Bki (p) :=
(
k − 1
i− 1
)
pk−i(1− p)i.
Also,
pi? = pi + (1− pi) 1
1 + µε
= 1− α
1 + µε
and p =
µε − α
1 + µε − α.
Furthermore,
E(θ ? X = k|X = x) = xE(G) and V ar(θ ? X = k|X = x) = xV ar(G).
We denote θ ? X|X = x ∼ ZMNB(pi, µε, x).
Note that the ZMNB distribution has the negative binomial distribution as a special case when pi = 0.
Remark 3. By convention, if X = 0, then θ ? X = 0, implying that
P (θ ? X = k|X = 0) =
 1, k = 0,0, k ≥ 1.
Thus, the conditional pmf in Proposition 2.5 is well defined for all values of X .
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Remark 4. [26] also obtain an expression for the pmf of a ZMNB distribution; however, it is computationally intractable.
The expression we get is much simpler and easier to implement computationally.
For our Geo-INAR(1) process, we can obtain the marginal distribution of θ ? X . Since Ψθ?X(s) = ΨX (ΨG(s))
and by using Eq. (4) and Eq. (6), we obtain that
Ψθ?X(s) =
1 + (1− α)µ(1− s)
1 + µ(1− s) .
That is, θ ? X ∼ ZMG(1− α, µ).
In particular, we get E(θ ? Xl) = µ− µε and V ar(θ ? Xl) = σ2 − σ2ε .
Another interesting feature of our process is that the ZMG distribution is closed by associating operations.
Consider successive operations of the ? operator with the random variable X ∼ Geo(µ), µ > 0, such as
θh ? θh−1 ? · · · ? θ1 ? X.
The objective is to determine the distribution of this random variable. In this context, we allowed the counting
series related to the operation “θi?” varies with the index i, i.e, ∀i = 1, 2, . . . h,
θi ? X =
X∑
j=1
Gi,j , where Gi,j
iid∼ ZMG(pii, µεi), ∀i, j.
The case where all the h random variables Gi are iid ZMG distributed with parameters pi = 1 − α/µε and
µε = (1− α)µ, is written as
θ(h) ? X = θ ? θ ? . . . ? θ︸ ︷︷ ︸
h times
?X.
Note that, in this case, all operators ? have the same counting series G, where G ∼ ZMG(pi, µε). Therefore, due to the
Lemma B.2 given in the Supplementary Material (Appendix B), we have that
θ(h) ? X =
X∑
j=1
G
(h)
j , where G
(h)
j ∼ ZMG
(
1− α
h
(1− αh)µ,
(
1− αh)µ) ,∀j.
We summarize these properties in the following proposition.
Proposition 2.6. Let X ∼ Geo(µ), µ > 0. For θi = (µ, αi), 0 < αi < 1 let
Gi ∼ ZMG(pii, µεi), pii = 1− αi/µεi and µεi = (1− αi)µ, ∀i = 1, 2, . . . h.
Then,
θh ? θh−1 ? · · · ? θ1 ? X ∼ ZMG
(
1−
h∏
i=1
αi, µ
)
.
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The case where all the h random variables Gi have the same parameters pi = 1 − α/µε and µε = (1 − α)µ
leads to
θ(h) ? X ∼ ZMG (1− αh, µ) .
The properties presented in this section play an essential role in the next sections, where we obtain an MA
representation for our process, its conditional moments, as well as the transition probabilities h-steps ahead, an
important mechanism for coherent forecasting.
3 Stochastic properties of the Geo-INAR(1) process
We here present some stochastic properties and also some important quantities like joint probability function and condi-
tional moments for our proposed geometric INAR(1) process. We begin by presenting some stochastic representations.
Proposition 3.1. Let {Xt}t∈N be a Geo-INAR(1) process. Then, we have that
Xt+h
d
= θ(h) ? Xt + ε
(h)
t ,
where ε(h)t ≡
h−1∑
j=0
θ(j) ? εt+h−j , for t, h ≥ 1.
Proof. By applying Proposition 2.6, we obtain that θ(h) ? Xt ∼ ZMG(1− αh, µ) and ε(h)t ∼ Geo((1− αh)µ). Now,
the desired result follows by using Lemma B.2 from the Supplementary Material (Appendix B).
Proposition 3.2. A Geo-INAR(1) process {Xt}t∈N can be expressed as a kind of moving average process of infinity
order (MA(∞)) as follows:
Xt
d
=
∞∑
j=0
θ(j) ? εt−j .
Proof. By using Proposition 3.1, we can write
Xt
d
= θ(h+1) ? Xt−h−1 +
h∑
j=0
θ(j) ? εt−j , t ≥ 1,∀h ≥ 1.
We have that θ(h+1) ? Xt−h−1 ∼ ZMG(1− αh+1, µ), with expected value given by E
(
θ(h+1) ? Xt−h−1
)
= µαh+1.
Then, ∀ξ > 0 and as h→∞,
Pr
(∣∣∣θ(h+1) ? Xt−h−1 − 0∣∣∣ > ξ) = Pr(θ(h+1) ? Xt−h−1 > ξ)
Markov≤ E
(
θ(h+1) ? Xt−h−1
)
ξ
=
µαh+1
ξ
→ 0.
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Therefore, θ(h+1) ? Xt−h−1
p−→ 0 as h→∞. On the other hand,
ε
(h+1)
t =
h∑
j=0
θ(j) ? εt−j
d−→
∞∑
j=0
θ(j) ? εt−j
d
= Xt, as h→∞.
To see this, note that ε(h+1)t ∼ Geo
(
(1− αh+1)µ). Thus, for all y ∈ N,
Pr
(
ε
(h+1)
t ≤ y
)
= 1−
(
(1− αh+1)µ
1 + (1− αh+1)µ
)y+1
⇒
lim
h→∞
Pr
(
ε
(h+1)
t ≤ y
)
= 1−
(
µ
1 + µ
)y+1
= P (Xt ≤ y).
With the above results, we derive the desired MA(∞) representation of the Geo-INAR(1) process.
Remark 5. Proposition 3.2 guarantees that the proposed Geo-INAR(1) process can be represented as a kind of MA(∞)
process like the Gaussian AR(1) and PINAR(1) processes.
In the following proposition, we present the transition probabilities 1-step ahead, pij ≡ P (Xt = j|Xt−1 = i),
i, j ∈ N, and also expressions for the conditional mean and variance, besides the autocorrelation function of the
Geo-INAR(1) model.
Proposition 3.3. Let {Xt}t∈N be a Geo-INAR(1) process. Then, for µ > 0 and α ∈ (0, µ/(1 + µ)):
i. ∀j ∈ N,
pij =

pε(j), i = 0
pε(j)
[
pii? +
j∑
m=1
m∑
l=1
(
1 +
1
µε
)m
Ail(pi?)B
m
l (p)
]
, i ≥ 1.
Here, pε(·) is the pmf of the innovations with
pi? = 1− α
1 + µε
and p =
µε − α
1 + µε − α.
Ail(pi?) and B
m
l (p) are defined in Proposition 2.5.
ii. E(Xt+1|Xt) = αXt + (1− α)µ.
iii. V ar(Xt+1|Xt) = [(1 + 2µ)(1− α)α]Xt + σ2ε .
iv. The autocorrelation function is ρh ≡ corr(Xt+h, Xt) = αh, for h ∈ N.
It is possible to generalize this results. For the conditional mean and conditional variance, we use induction
methods to obtain the recurrence relations:
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E(Xt+h|Xt) = E(G)E(Xt+(h−1)|Xt) + µε,
V ar(Xt+h|Xt) = V ar(G)E(Xt+(h−1)|Xt) + E2(G)V ar(Xt+(h−1)|Xt) + σ2ε
Then, solving the difference equations we can generalize the h-steps ahead conditional moments as follow:
E(Xt+h|Xt) = αhXt + 1− α
h
1− α µε,
V ar(Xt+h|Xt) = (1 + 2µ)
[
αh+1(1− αh−1) + α2h−1(1− α)]Xt+
(1 + 2µ)
[
αh+1
1− αh−1
1− α + α
1− α2h−2
1− α2
]
µε +
[
α2h−2 +
1− α2h−2
1− α2
]
σ2ε .
Note that in the expressions above, when h→∞, we have that
E(Xt+h|Xt) → 0Xt + 1
1− αµε = µ = E(Xt),
V ar(Xt+h|Xt) → (1 + 2µ)0Xt + (1 + 2µ) α
1− α2µε +
1
1− α2σ
2
ε
=
1
1− α2 (1− α)(1 + α)µ(1 + µ) = µ(1 + µ) = V ar(Xt)
which are, as expected, the unconditional mean and unconditional variance, respectively.
The transition probabilities h-steps ahead are essential to obtain coherent forecast. In the context of integer-valued
time series, if we use the conditional mean to obtain predictions, the predicted values may not belong to the parametric
space. In this sense, these predictions are not coherent. To get predicted values h-steps ahead, we need to consider the
conditional pmf h-steps ahead P (Xt+h = j|Xt = i), j = 0, 1, 2, . . ., for a fixed i, and then use its mode or median
as point forecast. However, most of the time it is hard to obtain closed forms of this pmf, as stated by [45]. For our
Geo-INAR(1) process we have the closed forms given by Proposition 3.4, a generalization of Proposition 3.3 - item (i).
Proposition 3.4. The transition probabilities of the Geo-INAR(1) process h-steps ahead, ∀j ∈ N, are:
p
(h)
ij =

pε(h)(j), i = 0
pε(h)(j)
[(
pi
(h)
?
)i
+
j∑
m=1
m∑
l=1
(
1 +
1
µ
(h)
ε
)m
Ail
(
pi
(h)
?
)
Bml
(
p(h)
)]
, i ≥ 1,
where pε(h)(·) is the pmf of the random variable ε(h) defined in Theorem 3.1. Ail(·) and Bml (·) are defined in Proposition
3.3. Also,
pi
(h)
? = 1− α
h
1 + µ
(h)
ε
, p(h) =
µ
(h)
ε − αh
1 + µ
(h)
ε − αh
, and µ(h)ε = (1− αh)µ.
Proof. Based on the fact that
(Xt, Xt−h)
d
=
(
θ(h) ? Xt−h +
h−1∑
k=0
θ(k) ? εt−j , Xt−h
)
.
The result follows by using the same steps of the case where h = 1. It is exactly the same calculations but with αh
replacing α.
11
A PREPRINT - 2020-04-21
Proposition 3.5. The conditional pgf of the Geo-INAR(1) process is
E
(
sXt+h
∣∣Xt) =ΨX(s)[ΨX (1 + [(1− αh−1)µ− αh] (1− s)
1 + (1− αh−1)µ(1− s)
)]−1
×
(
1 +
[
(1− αh−1)µ− αh] (1− s)
1 + (1− αh−1)µ(1− s)
)Xt
.
We now are going to discuss about the joint distribution of (Xt, Xt−1). For a discrete bivariate random vector
(Z1, Z2), its probability generating function is given by
ΨZ1,Z2(s1, s2) = E
(
sZ11 s
Z2
2
)
,
s1 and s2 belonging to some interval containing the value 1. The joint pgf of (Xt, Xt−1) can be expressed by
ΨXt,Xt−1(s1, s2) = Ψε(s1)ΨX (s2ΨG(s1)) .
After some algebra, we obtain
ΨXt,Xt−1(s1, s2) =
Ψε(s1)
1 + µ(1− s2ΨG(s1))
=
1
1 + µ [(1− s1) + (1− s2) + (µε − α)(1− s1)(1− s2)] , (7)
which is a pgf of a bivariate geometric distribution with parameters c1 = c2 = µ and γ2 = µ1+µα as given by [23]. We
denote (Xt, Xt−1) ∼ BGD(c1, c2, γ2).
With the above result, we get an important stochastic property of our geometric INAR(1) process as follows.
Proposition 3.6. The Geo-INAR(1) process is time-reversible.
Proof. The time-reversibility of the Geo-INAR(1) process follows from the symmetry in s1 and s2 of the joint pgf in
Eq. (7).
Remark 6. By the time-reversibility of the Geo-INAR(1) process, the future and the past can be “swapped”, that is, from
an inferential point of view, one can analyze data from past to future or from future to past to obtain the same results.
The time-reversibility property improves the estimation procedures, as can be seen in [5]. It is worth mentioning that this
property is extremely rare on INAR processes. To the best of our knowledge, only the existing Poisson INAR(1) process
is time-reversible among the INAR ones. We call attention that in the Poisson case, both marginals and innovations
are in the same family of distributions (Poisson) as in our geometric model. We conjecture that time-reversibility is
an innate feature of INAR(1) processes constructed under our new proposed perspective. We hope to investigate this
conjecture in future research.
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4 Estimation and Monte Carlo simulation
In this section, we provide three methods for estimating the parameters of our proposed Geo-INAR(1) process. Let
θ = (µ, α)T be the parameter vector and assume that {Xt = xt}nt=1 is a realization of the Geo-INAR(1) process,
where n stands for the sample size. Also, we present Monte Carlo simulation studies to compare the performance of the
proposed estimation methods.
4.1 Conditional Least Squares estimators
We begin by discussing estimation by Conditional Least Squares (CLS) method, which consists in minimizing the
function
Qn(θ) =
n∑
t=2
(Xt − E(Xt|Xt−1))2 =
n∑
t=2
(Xt − αXt−1 − (1− α)µ)2,
with respect to µ and α.
By solving the system of equations ∂Qn(θ)/∂θ = 0, we obtain the following estimators
α̂cls =
n∑
t=2
XtXt−1 − 1
n− 1
n∑
t=2
Xt
n∑
t=2
Xt−1
n∑
t=2
X2t−1 −
1
n− 1
(
n∑
t=2
Xt−1
)2 , and
µ̂cls =
n∑
t=2
Xt − α̂cls
n∑
t=2
Xt−1
(n− 1)(1− α̂cls) .
Proposition 4.1 exhibits the asymptotic distribution of the CLS estimators. Let θ̂cls = (µ̂cls, α̂cls)> be the CLS
estimators of the Geo-INAR(1) process. Then, θ̂cls is strongly consistent for θ and its asymptotic distribution is given
by
√
n
 µ̂cls − µ
α̂cls − α
 d−→ N

 0
0
 ,

µ(1 + µ)(1 + α)
1− α (1 + 2µ)α
(1 + 2µ)α
(1 + µ+ 2µ)σ2G + σ
2
ε
µ(1 + µ)

 ,
where σ2G = V ar(G) = (1 + 2µ)(1− α)α.
4.2 Yule-Walker estimators
Yule-Walker (YW) estimators, which are based on the method of moments, are obtained by solving the Yule-Walker
equations, which estimate the parameters through the sample autocorrelation and moments. We obtain an analytic
expression for α̂yw as function of the first-autocorrelation, thus, since α = corr(Xt, Xt−1) and by using the fact
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µ = E(X), we obtain
α̂yw =
n∑
t=2
(Xt − X¯)(Xt−1 − X¯)
n∑
t=1
(Xt − X¯)2
, and
µ̂yw = X¯ =
1
n
n∑
t=1
Xt.
Under our Geo-INAR(1) process, the Yule-Walker and CLS estimators are asymptotically equivalent. Since in our
Geo-INAR(1) process the Yule-Walker and CLS estimators are exactly the same form of the Poisson INAR(1) process
considering the alternative parameterization proposed by [25], we can use directly Theorem 3 from [18] to ensure this
result.
4.3 Maximum likelihood estimators
The Maximum Likelihood (ML) estimators are obtained by maximizing the log-likelihood function. We have that the
likelihood function can be written as
L(θ) = P (X1 = x1, . . . , Xn = xn) = P (X1 = x1)
n∏
t=2
P (Xt = xt|Xt−1 = xt−1),
due to the Markovian property of our process. Hence, the log-likelihood function `(θ) = logL(θ) is given by
`(θ) = x1 logµ− (1− x1) log(1 + µ) +
n∑
t=2
log pxt−1xt ,
where pxt−1xt is the transition probabilities provided in Proposition 3.3.
Then, to obtain the maximum likelihood estimators we need to solve the non-linear system of equations
∂`(θ)/∂θ = 0 through numerical methods implemented in many statistical software.
4.4 Monte Carlo simulation
In this section, we present a Monte Carlo simulation study to compare the three estimation methods proposed in the
previous subsections for the Geo-INAR process by setting some values of µ and α and some sample sizes. We compute
the root of the mean square error (RMSE) of the estimates given by
RMSE(θ) =
√√√√ 1
n
n∑
t=1
(θˆt − θ0)2,
where θ0 is the true value of the parameter under study and θ̂ is its estimate by a selected estimation method. Note that
RMSE is an absolute measure and since we have several scenarios and we wish to make comparisons among them, it is
needed to transform the RMSE into a relative measure. For this, we will consider the relative RMSE.
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We set up four scenarios to the simulation. In the scenarios (a) to (d), we fixed the value of the mean parameter as
µ = 5 and the autocorrelation parameter as α = 0.1, 0.3, 0.5, 0.7. For each scenario we simulated different sample
sizes (n = 100, 300, 500, 700, 1000) of the Geo-INAR(1) process, thereafter we applied the estimation methods to
compare their results. This process was replicated 5000 times, following the calculation of sample mean of the estimates
and the relative RMSE.
The results of the simulation study regarding configurations (a)-(d) are presented in Table 1. First, we observe
consistency of all estimators. On one hand, we can notice that the three estimation methods behave equivalently for µ,
the estimates obtained by each method are very close to each other. On the other hand, for α, we notice that there is,
virtually, no difference between the CLS and YW estimates since they are asymptotically equivalent. While the ML
estimates are better than both CLS and YW in all scenarios. Further, for large values of α, we note a better performance
of the ML estimator over the CLS and YW estimators. In each scenario, the percentage mean improvement of the ML
method in terms of relative RMSE for α, in relation to the second best estimation method, is: (a) 2.1%, (b) 16.5%, (c)
26.8%, and (d) 34.9%.
[Table 1 about here.]
Figures 2 displays the boxplots of the estimates to the 5,000 Monte Carlo replicates, for each sample size and for
each estimation method, for the parameters µ and α. The horizontal dashed black line represents the true value of the
parameters. As expected, we observe that as the sample size increases, the variance decreases and the estimates become
more concentrated around the true value of the parameter. Also, that high α values impair the estimation of the µ
parameter. As α increases, the variance of the µ estimates becomes greater. The first-panel line of Figure 2 corroborates
what we state about ML method producing better results for α estimation. Note that ML estimates are closer to the true
value of the parameter and as the sample size increases its variance decreases and became lower than the variance of
CLS and YW estimates.
[Figure 2 about here.]
5 Skin lesions data application
In this section, we address the problem of analyzing the bovine skin lesions count time series dataset. The data, first
presented in [24], consists of animal health laboratory submissions; provided by the Ministry of Agriculture and Forestry
from New Zealand. The dataset has monthly submissions to animal health laboratories, from January 2003 to December
2009; a total of n = 84 observations from a region in New Zealand. The submissions are categorized in various ways:
animal type, diseases, health symptoms, etc. Here, we analyze a monthly series giving the total number of bovine cases
with skin lesions.
This study is significant because of potential impact on public health and food supply. The cumulative number
of skin lesion has been used as a measure of individual aggressiveness [42] and also as an indicator of the animals
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well-being in beef cattle facilities [35]. These factors impact animal behavior, which in turn affects the quality of the
meat produced. Hence, to keep the number of lesions under control, being able to forecast an increase in the counts
accurately, is fundamental in the management of livestock.
To analyze this data, we shall use our proposed Geo-INAR(1) model. In addition, a comparison to the processes
NGINAR(1), PINAR(1), and Poisson INARCH(1) is performed. PINAR(1) and NGINAR(1) processes are natural
competitors of Geo-INAR(1) process. PINAR(1) process has marginals and innovations in the same Poisson family
of distributions. Despite the parsimony of this model be an advantage, it is inadequate to deal with overdispersion.
NGINAR(1) process has geometric marginals and a mixture of geometric distributions for the innovations, allowing
to deal with the overdispersion problem. Poisson INARCH(1) belongs to the class of INGARCH models with an
ARMA-like autocorrelation structure that can handle overdispersion.
Remark 7. For the Poisson INARCH(1) process, the marginal distribution, conditionally on the past, is Poisson;
Xt|Xt−1, Xt−2, . . . ∼ Poisson(β + αXt−1), where α ∈ (0, 1) is the autocorrelation and the intercept β > 0 is related
to the marginal mean of the process in the following way: E(Xt) = µ = (1− α)β, ∀t ∈ N.
Figure 3 shows the time series data, sample ACF and PACF. From these plots, we see that the autoregressive
model of order 1 may be suitable for modeling the monthly count of skin lesions since there is a clear cut-off after lag 1
in the PACF. Moreover, the behavior of the series indicates that it may be mean stationary.
[Figure 3 about here.]
The sample mean, variance and autocorrelation of the data are 1.4286, 3.3563 and 0.2347, respectively. The
sample variance is about 2.5 times the sample mean, what suggests overdispersion and thus the Poison distribution
is not adequate and so the PINAR(1) process would be a poor choice to model the data. In order to properly check
this affirmation, we perform an overdispersion test proposed by [37], where the test statistic is based on the empirical
index of dispersion Iˆd := S2/X¯ , where X¯ and S2 are the sample mean and variance, respectively. The null hypothesis
H0: X1, . . . , Xn stem from an equidispersed PINAR(1) process against the alternative H1: X1, . . . , Xn stem from an
overdispersed INAR(1) process [as in the case of the Geo-INAR(1) process]. For the skin lesions data, we have that
Iˆd = 2.3494. The associated p-value is
pvalue = 1− Φ
√n
2
1− α2
1 + α2
· (Iˆd − 1)
 = 1.11× 10−16,
where Φ(·) denotes the distribution function of the standard normal distribution and if a hypothetical value for the
dependence parameter α is not available, [37] recommends to use a plug-in approach, i.e., to replace α by ρˆ1 = 0.2347.
So, this value of the p-value, using any usual significance level (for instance 5%), leads to the rejection of the null
hypothesis in favor of the alternative hypothesis that states that an overdispersed INAR(1) process is more adequate for
modeling this dataset.
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We fit to the data the Geo-INAR(1), NGINAR(1), PINAR(1) and Poisson INARCH(1) models. Despite the
PINAR(1) model be rejected by the previous hypothesis test, we fit it for comparison purposes. Table 2 lists the
estimates of the parameters based on the ML estimation. Besides, we provide in this table the associated standard
errors and confidence intervals of the parameters with significance level at 5%. The parameter µ gives the average
number of bovines with skin lesions, monthly. All models present similar values. For the Geo-INAR(1) model, we have
µˆ = 1.4239. The autocorrelation parameter, α indicates how strong is the dependence between the counts in one month
to the next one. The Geo-INAR(1) and Poisson INARCH(1) models show a weak autocorrelation between observations,
αˆ = 0.31 and 0.34, respectively; while the NGINAR(1) and PINAR(1) models present even a weaker dependence,
around 0.17.
[Table 2 about here.]
To perform a more accurate comparison between the models, Table 3 presents empirical and estimated quantities -
plugged-in the ML estimates. Since the Geo-INAR(1) and NGINAR(1) models have geometric marginals, quantities
based only on the first moments are insufficient to make a good comparison. Thus, we use mixed moments up to order
4 of an INAR(1) process given by [37]. Empirically, the mixed moments up to order 4 are defined through the following
notation
µ(s1, . . . , sr−1) := E(Xt ·Xt+s1 · · ·Xt+sr−1), 0 ≤ s1 ≤ . . . ≤ sr−1 and r ∈ N.
So the case r = 1 corresponds to the marginal mean µX = E(Xt). In the case of a stationary INAR(1) process [37]
prove that the first and second higher-order moments are given by
µ(k) = σ2Xα
k + µ2X , and
µ(k, l) = (µ¯X,3 − σ2X)αl+k + (1 + µX)σ2Xαl + µXσ2X(αl−k + αk) + µ3X ,
respectively, for any 0 ≤ k ≤ l, where µ¯X,r := E[(X − µX)r] denotes the central moments of X , and the innovations
εt have existing moments µε,r := E(εrt ), for r ≤ 4.
[Table 3 about here.]
In Table 3 consider the following quantities: mean, variance, skewness, kurtosis, index of dispersion (ratio of the
variance to the mean), probability of zero, first higher-order moment with lag 1, first higher-order moment with lag 2,
and second high-order moment with lag 1, denoted by κ1, κ2, skew., kurt., Id, p0, µ(1), µ(2), and µ(1, 1), respectively.
Note that the Geo-INAR(1) model estimates quantities closer to the empirical ones, specially in terms of high-order
moments, quantities related to the correlation structure of the process. Therefore, our process not only has better
adherence to the sample distribution but also has a superior performance in capturing the correlation structure in the
data. As expected, the PINAR(1) model presents poor results, reinforcing its inadequacy to modeling this dataset.
As regards Poisson INARCH(1) model, it is cumbersome to obtain the high-order moments and, to the best of our
knowledge, have not been provided in previous papers.
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The PIT histogram is a graphical representation of the probability integral transform [12]. Besides being a tool
for evaluating the goodness-of-fit of a model, the PIT histogram is also used to check the predictive performance since
it considers not only conditional moments but the complete conditional distribution. If the fitted model is adequate,
the PIT histogram mimics the shape of a uniform histogram. U-shaped and inverse-U shaped histograms indicate
underdispersion and overdispersion, respectively, from the uniform distribution. Figure 4 presents the PIT histogram
for all four models and corroborate the fact that the PINAR(1) and the Poisson INARCH(1) cannot handle with the
overdispersion presented in the data. Another way to compare models is by calculating the Akaike Information Criterion
(AIC); the smaller the AIC of a model, the better the model is. Table 2 shows that the Geo-INAR(1) model presents
smaller values of the AIC.
[Figure 4 about here.]
So far, we may conclude that the Geo-INAR(1) and NGINAR(1) models are more appropriate choices for
modeling the dataset. However, the Geo-INAR(1) presents smaller AIC and has more adherence to the empirical data
than the NGINAR(1). So, we now proceed to discuss the goodness-of-fit of the Geo-INAR(1) model based on the
residuals Rt := Xt − Eˆ(Xt|Xt−1) and on the jumps Jt := Xt −Xt−1, for t = 2, . . . , n. Note that E(Jt) = 0 and
V ar(Jt) = 2µ(1 + µ)(1− α). In Figure 5, we present plots of the sample autocorrelation function of the residuals and
the jumps against time (Shewhart control chart) with ±3σJ limits chosen as the benchmark chart as proposed in [44],
where σJ =
√
V ar(Jt) = 2.1766. These plots indicate that the residuals R2, . . . , Rn are not correlated, hence our
model seems to have captured well the dependence of the time series and that there is not a particular point causing
a huge impact in the model. From the Shewhart control chart around 97% of the points are within the control limits.
Additionally, we perform the Ljung-Box test to ensure the independence of the residuals [10]. The associated p-value,
for lag 1, is 0.2017, thus we accept the null hypothesis that the residuals are independently distributed, using any usual
significance level. The same is valid for higher-order lags, as shown in the third panel of Figure 5.
[Figure 5 about here.]
Also, we calculate the standardized Pearson residuals,
rt := Rt/
√
V̂ ar(Xt|Xt−1), for t = 2, . . . , n,
to check if the Geo-INAR(1) model has well captured the overdispersion. According to [21], a sample variance of
the residuals greater than 1 indicates overdispersion with respect to the model that is being fitted. Since the empirical
variance of the residuals is 0.9606, there is evidence that our Geo-INAR(1) process captured well the overdispersion of
the data. On the other hand, the NGINAR(1) process has an empirical variance of the residuals equals to 0.9143, a
worse performance than our model.
To verify the prediction performance of each model, we separated the dataset into a training dataset (n′ = 76
observations) and a test dataset (m = 8 observations). In the training dataset, we computed the ML estimators using
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each of the four processes while the test dataset, was used to calculate the 1-step ahead conditional median as our point
forecast. To compare the results we use the predicted mean absolute deviation (PMAD) and the percentage of true
prediction (PTP) given, respectively, by
PMAD =
1
m
n′+m−1∑
t=n′
|Xt+1 − Xˆt+1|, and
PTP =
1
m
n′+m−1∑
t=n′
1{Xt+1=Xˆt+1} × 100%,
where Xˆt+1 is the predicted value and 1{·} is the indicator function [30, 29]. Table 2 shows the comparison metrics;
the Geo-INAR(1) process is the best forecaster.
After all, the Geo-INAR(1) model not only has better adherence to the sample distribution of the counts of skin
lesion but also has higher forecast performance. The model is an optimal choice to track livestock behavior, helping to
keep the number of lesions within an acceptable level, maximizing the quality of the meat produced.
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A Proofs of propositions
Note: Main proofs of the paper.
Proposition 2.5. For µ > 0 and 0 < α < µ/(1 + µ), the conditional distribution of θ ? X|X = x is a Zero-modified
negative binomial distribution with parameters pi, µε and x ≥ 1, and with pmf given by
P (θ ? X = k|X = x) =

pix? , k = 0,
k∑
i=1
Axi (pi?)B
k
i (p), k ≥ 1,
where
Axi (pi?) :=
(
x+ i− 1
i
)
pix? (1− pi?)i and Bki (p) :=
(
k − 1
i− 1
)
pk−i(1− p)i.
Also,
pi? = pi + (1− pi) 1
1 + µε
= 1− α
1 + µε
and p =
µε − α
1 + µε − α.
Furthermore,
E(θ ? X = k|X = x) = xE(G) and V ar(θ ? X = k|X = x) = xV ar(G).
We denote θ ? X|X = x ∼ ZMNB(pi, µε, x).
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Proof. Note that
P (θ ? X = k|X = x) = P
(
X∑
i=1
Gi = k
∣∣∣∣X = x
)
= P
(
x∑
i=1
Gi = k
)
= P (Sx = k) .
We want to find the pmf of Sx =
x∑
i=1
Gi, the sum of x iid ZMG random variables. One way to do this is to
compute the pgf of Sx.
ΨSx(s) = E(s
Sx) = E
(
s
∑x
i=1Gi
)
= E
(
x∏
i=1
sGi
)
(since {Gi} is iid ∀i)
=
x∏
i=1
E(sG) = (ΨG(s))
x =
(
1 + piµε(1− s)
1 + µε(1− s)
)x
. (8)
Now, rearranging ΨSx(s) given by Eq. (8) in a convenient way and following the steps used by Kolev et al.
(2000) in their Proposition 4.1, with the right reparameterization, we have that
ΨSx(s) =
(
1 + piµε(1− s)
1 + µε(1− s)
)x
=
(
1 + piµε
1 + µε
)x(
1− (1− pi)µε
(1 + µε)(1 + piµε)
s
1− s piµε1+piµε
)−x
.
Then, we use the fact that (1− z)−x =
∞∑
i=0
(
i+ x− 1
i
)
zi, for |z| < 1 and x ≥ 1. Here, we have that
z =
(1− pi)µε
(1 + µε)(1 + piµε)
s
1− s piµε1+piµε
,
which imposes a constraint to the α parameter in terms of µ: α <
µ
1 + µ
.
Note that the NGINAR(1) process has the same constraint.
Hence, we get that
ΨSx(s) =
(
1 + piµε
1 + µε
)x ∞∑
i=0
(
i+ x− 1
i
)(
(1− pi)µε
(1 + µε)(1 + piµε)
s
1− s piµε1+piµε
)i
=
(
1 + piµε
1 + µε
)x
+
(
1 + piµε
1 + µε
)x
×
∞∑
i=1
si
(
i+ x− 1
i
)(
(1− pi)µε
1 + µε
1
1 + piµε
)i(
1− s piµε
1 + piµε
)−i
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=
(
1 + piµε
1 + µε
)x
+
(
1 + piµε
1 + µε
)x
×
∞∑
i=1
si
(
i+ x− 1
i
)(
(1− pi)µε
1 + µε
1
1 + piµε
)i ∞∑
j=0
(
j + i− 1
j
)(
s
piµε
1 + piµε
)j
=
(
1 + piµε
1 + µε
)x
+
(
1 + piµε
1 + µε
)x
×
∞∑
i=1
∞∑
j=0
si+j
(
i+ x− 1
i
)(
j + i− 1
j
)(
(1− pi)µε
1 + µε
1
1 + piµε
)i(
piµε
1 + piµε
)j
(I)
=
(
1 + piµε
1 + µε
)x
+
(
1 + piµε
1 + µε
)x
×
∞∑
i=1
∞∑
j=0
si+j
(
i+ x− 1
i
)(
j + i− 1
i− 1
)(
(1− pi)µε
1 + µε
1
1 + piµε
)i(
piµε
1 + piµε
)j
(II)
=
(
1 + piµε
1 + µε
)x
+
(
1 + piµε
1 + µε
)x
×
∞∑
k=1
sk
k∑
i=1
(
i+ x− 1
i
)(
k − 1
i− 1
)(
(1− pi)µε
1 + µε
1
1 + piµε
)i(
piµε
1 + piµε
)k−i
=
(
1 + piµε
1 + µε
)x
+
(
1 + piµε
1 + µε
)x
×
∞∑
k=1
sk
k∑
i=1
(
k − 1
i− 1
)(
i+ x− 1
i
)(
(1− pi)µε
1 + µε
)i(
1
1 + piµε
)i(
piµε
1 + piµε
)k−i
= pix? + pi
x
?
∞∑
k=1
sk
k∑
i=1
(
i+ x− 1
i
)
(1− pi?)i
(
k − 1
i− 1
)
pk−i(1− p)i
= pix? +
∞∑
k=1
skP (Sx = k),
where for k = 1, 2, . . .,
P (Sx = k) =
k∑
i=1
(
x+ i− 1
i
)
pix? (1− pi?)i
(
k − 1
i− 1
)
pk−i(1− p)i.
As we can see, the expression here obtained to the pmf of the ZMNB distribution is simpler than that one obtained
by Kolev et al. (2000).
Notes:
(I) In this step we use the fact that
(
i+ j − 1
j
)
=
(
j + i− 1
i− 1
)
.
(II) Use the following result:
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Lemma A.1.
∞∑
i=1
∞∑
j=0
si+jaibj =
∞∑
k=1
skck, where ck =
k∑
l=1
albk−l.
To obtain the mean and the variance of Sx, note that
E(Sx) = xµε(1− pi) = xE(G)
and
V ar(Sx) = xµε(1− pi) [1 + µε(1 + pi)] = xV ar(G).
Proposition 3.3. Let {Xt}t∈N be a Geo-INAR(1) process. Then, for µ > 0 and α ∈ (0, µ/(1 + µ)):
i. ∀j ∈ N,
pij =

pε(j), i = 0
pε(j)
[
pii? +
j∑
m=1
m∑
l=1
(
1 +
1
µε
)m
Ail(pi?)B
m
l (p)
]
, i ≥ 1.
Here, pε(·) is the pmf of the innovations with
pi? = 1− α
1 + µε
and p =
µε − α
1 + µε − α.
Ail(pi?) and B
m
l (p) are defined in Proposition 2.5.
ii. E(Xt+1|Xt) = αXt + (1− α)µ.
iii. V ar(Xt+1|Xt) = [(1 + 2µ)(1− α)α]Xt + σ2ε .
iv. The autocorrelation function is ρh ≡ corr(Xt+h, Xt) = αh, for h ∈ N.
Proof. i. From state 0 to state j the proof is straightforward.
From state i ≥ 1 to state j, it follows that
pij = P (Xt = j|Xt−1 = i) = P (Xt = j,Xt−1 = i)
P (Xt−1 = i)
=
P (θ ? Xt−1 + εt = j,Xt−1 = i)
P (Xt−1 = i)
=
P (εt = j − θ ? Xt−1, Xt−1 = i)
P (Xt−1 = i)
=
P (εt = j −
∑Xt−1
k=1 Gk, Xt−1 = i)
P (Xt−1 = i)
=
P (εt = j −
∑i
k=1Gk, Xt−1 = i)
P (Xt−1 = i)
=
P (εt = j −
∑i
k=1Gk)P (Xt−1 = i)
Pr(Xt−1 = i)
= P
(
εt = j −
i∑
k=1
Gk
)
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=
j∑
m=0
P
(
εt = j −
i∑
k=1
Gk,
i∑
k=1
Gk = m
)
=
j∑
m=0
P
(
εt = j −m,
i∑
k=1
Gk = m
)
=
j∑
m=0
P (εt = j −m)P
(
i∑
k=1
Gk = m
)
=
j∑
m=0
µj−mε
(1 + µε)(j−m)+1
P
(
i∑
k=1
Gk = m
)
= P (εt = j)
j∑
m=0
(
1 + µε
µε
)m
P (Si = m) , Si ∼ ZMNB(pi, µε, i), i ≥ 1
= pε(j)
[
P (Si = 0) +
j∑
m=1
(
1 +
1
µε
)m
P (Si = m)
]
= pε(j)
[
pii? +
j∑
m=1
m∑
l=1
(
1 +
1
µε
)m
Ail(pi?)B
m
l (p)
]
, where
Ail(pi?) :=
(
i+ l − 1
l
)
pii?(1− pi?)l and Bml (p) :=
(
m− 1
l − 1
)
pm−l(1− p)l.
ii. E(Xt+1|Xt) = E(θ ? Xt + εt+1|Xt)
= E(θ ? Xt|Xt) + E(εt+1|Xt)
= E(G)Xt + E(ε)
= αXt + (1− α)µ.
iii. V ar(Xt+1|Xt) = E
(
X2t+1|Xt
)− E2 (Xt+1|Xt)
= E
(
(θ ? Xt + εt+1)
2|Xt
)− (E(G)Xt + E(εt+1))2︸ ︷︷ ︸
ζ
= E
(
(θ ? Xt)
2|Xt
)
+ E (2(θ ? Xt)ε|Xt) + E(ε2)− ζ
= XtE(G
2) + (X2 −X)E2(G) + 2XtE(G)E(ε) + V ar(ε) + E2(ε)− ζ
= XtV ar(G) + (E(G)Xt + E(ε))
2︸ ︷︷ ︸
ζ
+V ar(ε)− ζ
= V ar(G)Xt + V ar(ε)
= [(1 + 2µ)(1− α)α]Xt + σ2ε .
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iv. It follows from routine calculations from INAR processes.
B Supplementary Material
Note: Remaining proofs of the paper.
Proposition 2.4. Let {Gi}∞i=1 iid= G ∼ ZMG(pi, µε). Let X and Y be non-negative integer-valued random variables
not necessarily independent of each other, but independent of the sequence {Gi}∞i=1. We have that
i. E(θ ? X) = E(G)E(X);
ii. E((θ ? X)2) = V ar(G)E(X) + E2(G)E(X2);
iii. E ((θ ? X)Y ) = E(G)E(XY );
iv. V ar(θ ? X) = V ar(G)E(X) + E2(G)V ar(X);
v. Cov(θ ? X,X) = E(G)V ar(X).
Proof. In what follows, we use the definition of the ? operator and basics results of conditional expectation.
i. E(θ ? X) = E [E (θ ? X|X)] = E
[
E
(
X∑
i=1
Gi
∣∣∣∣X
)]
= E
[
X∑
i=1
E(Gi|X)
]
(since Gi ⊥ X,∀i = 1, 2, . . .)
= E
(
X∑
i=1
E(Gi)
)
(the sequence {Gi}∞i=1 is iid)
= E
(
X∑
i=1
E(G)
)
= E (XE(G))
= E(G)E(X).
ii. Here some additional algebraic manipulations are required. We have that
E((θ ? X)2) = E
[
E
(
(θ ? X)
2 |X
)]
= E
E
( X∑
i=1
Gi
) X∑
j=1
Gj
∣∣∣∣X

= E
E

 X∑
i=1
G2i +
X∑
i=1
X∑
j=1
i 6=j
GiGj
∣∣∣∣X


= E
[
E
(
X∑
i=1
G2i
∣∣∣∣X
)]
+ E
E
 X∑
i=1
X∑
j=1
i6=j
GiGj
∣∣∣∣X


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= E
[
X∑
i=1
E
(
G2i |X
)]
+ E
 X∑
i=1
X∑
j=1
i 6=j
E (GiGj |X)

= E
[
X∑
i=1
E
(
G2i
)]
+ E
 X∑
i=1
X∑
j=1
i 6=j
E (GiGj)

= E
[
X∑
i=1
E
(
G2
)]
+ E
 X∑
i=1
X∑
j=1
i 6=j
E2(G)

= E
[
XE(G2)
]
+ E
[
(X2 −X)E2(G)]
= E(X)E(G2) + (E(X2)− E(X))E2(G)
= (E(G2)− E2(G))E(X) + E2(G)E(X2)
= V ar(G)E(X) + E2(G)E(X2).
iii. E ((θ ? X)Y ) = E
[
E
((
X∑
i=1
Gi
)
Y
∣∣∣∣X,Y
)]
= E
[
Y
X∑
i=1
E(Gi|X,Y )
]
= E
[
Y
X∑
i=1
E(Gi)
]
= E
[
Y
X∑
i=1
E(G)
]
= E [XY E(G)]
= E(G)E(XY ).
iv. Immediate. It follows from the application of (i) and (ii) in the Köening formula.
v. Immediate. It follows directly by using (i) and (iii).
Lemma B.1. Let Gi ∼ ZMG(pii, µεi), i = 1, 2, . . . , h, h ≥ 1, with pii = 1 − αi/µεi and µεi = (1 − αi)µ. Here,
µ > 0 and 0 < αi < 1, ∀i. Then,
ΨGh
(
ΨGh−1 (. . .ΨG2 (ΨG1(s)))
)
=
1 +
[
1−
∏h
i=1 αi
(1−∏hi=1 αi)µ
](
1−∏hi=1 αi)µ (1− s)
1 +
(
1−∏hi=1 αi)µ (1− s) , (9)
which is a pgf of a random variable with distribution
ZMG
1− ∏hi=1 αi(
1−∏hi=1 α1)µ,
(
1−
h∏
i=1
α1
)
µ
 .
The case where all the h random variable Gi’s have the same parameters pi = 1 − α/µε and µε = (1 − α)µ
leads to a pgf of a random variable with distribution ZMG
(
1− αh
(1−αh)µ ,
(
1− αh)µ).
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Proof. We use mathematical induction:
• Base case: h = 2.
Note that
ΨG1(s) =
1 + (1− α1/µε1)µε1(1− s)
1 + µε1(1− s)
⇒ 1−ΨG1(s) =
α1(1− s)
1 + µε1(1− s)
.
Replacing this result into ΨG2 (ΨG1(s)) we have that
ΨG2 (ΨG1(s)) =
1 + (1− α2/µε2)µε2 (1−ΨG1(s))
1 + µε2 (1−ΨG1(s))
=
1 + [(1− α2/µε2)µε2]
[
α1(1−s)
1+µε1(1−s)
]
1+(1−α1α2)µ(1−s)
1+µε1(1−s)
=
1 + µε1(1− s) + [µε2 − α2]α1(1− s)
1 + (1− α1α2)µ(1− s)
=
1 +
[
1− α1α2(1−α1α2)µ
]
(1− α1α2)µ(1− s)
1 + (1− α1α2)µ(1− s) ,
which is a pgf of a random variable with distribution
ZMG
(
1− α1α2
(1− α1α2)µ, (1− α1α2)µ
)
.
• Step case: h ∈ N.
Suppose the result holds for h− 1 ∈ N, h > 2, and evaluate the expression for h ∈ N.
By the induction hypothesis we have that
ΨGh−1 (. . .ΨG2 (ΨG1(s))) =
1 +
[
1−
∏h−1
i=1 αi
(1−∏h−1i=1 αi)µ
](
1−∏h−1i=1 αi)µ (1− s)
1 +
(
1−∏h−1i=1 αi)µ (1− s) .
Hence,
1−ΨGh−1 (. . .ΨG2 (ΨG1(s))) =
∏h−1
i=1 αi (1− s)
1 +
(
1−∏h−1i=1 αi)µ (1− s) .
Replace this result into ΨGh
(
ΨGh−1 (. . .ΨG2 (ΨG1(s)))
)
to conclude the proof:
ΨGh
(
ΨGh−1 (. . .ΨG2 (ΨG1(s)))
)
=
1 + (1− αh/µεh)µεh
(
1−ΨGh−1 (. . .ΨG2 (ΨG1(s)))
)
1 + µεh
(
1−ΨGh−1 (. . .ΨG2 (ΨG1(s)))
)
=
1 + (1− αh/µεh)µεh
( ∏h−1
i=1 αi(1−s)
1+(1−∏h−1i=1 αi)µ(1−s)
)
1 + µεh
( ∏h−1
i=1 αi(1−s)
1+(1−∏h−1i=1 αi)µ(1−s)
)
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=
1 + (1− αh/µεh)µεh
( ∏h−1
i=1 αi(1−s)
1+(1−∏h−1i=1 αi)µ(1−s)
)
[
1 +
(
1−∏hi=1 αi)µ(1− s)] / [1 + (1−∏h−1i=1 αi)µ (1− s)]
=
1 +
(
1−∏h−1i=1 αi)µ(1− s) + [1− αh(1−αh)µ] (1− αh)µ∏h−1i=1 αi (1− s)
1 +
(
1−∏hi=1 αi)µ (1− s)
=
1 +
[
1−
∏h
i=1 αi
(1−∏hi=1 αi)µ
](
1−∏hi=1 αi)µ (1− s)
1 +
(
1−∏hi=1 αi)µ (1− s) .
Lemma B.2. Let Z1 ∼ ZMG
(
1− αh, µ) and Z2 ∼ Geo ((1− αh)µ), with µ > 0, α ∈ (0, 1), and h ≥ 1. Also, let
Z1 ⊥ Z2. Then,
Z1 + Z2
d
= Z ∼ Geo(µ).
Proof.
ΨZ1+Z2(s) = ΨZ1(s)ΨZ2(s)
=
1 + (1− αh)µ(1− s)
1 + µ(1− s) ·
1
1 + (1− αh)µ(1− s)
=
1
1 + µ(1− s)
= ΨZ(s).
Proposition 2.6. Let X ∼ Geo(µ), µ > 0. For θi = (µ, αi), 0 < αi < 1 let
Gi ∼ ZMG(pii, µεi), pii = 1− αi/µεi and µεi = (1− αi)µ, ∀i = 1, 2, . . . h.
Then,
θh ? θh−1 ? · · · ? θ1 ? X ∼ ZMG
(
1−
h∏
i=1
αi, µ
)
.
The case where all the h random variables Gi have the same parameters pi = 1 − α/µε and µε = (1 − α)µ
leads to
θ(h) ? X ∼ ZMG (1− αh, µ) .
Proof. We have that
Ψθh?θh−1?···?θ1?X(s) = ΨX
(
ΨGh
(
ΨGh−1 (. . .ΨG2 (ΨG1(s)))
))
30
A PREPRINT - 2020-04-21
=
1
1 + µ
[
1−ΨGh
(
ΨGh−1 (. . .ΨG2 (ΨG1(s)))
)] .
Replace the above result in Equation (9) to obtain
Ψθh?θh−1?···?θ1?X(s) =
1 +
(
1−∏ki=1 αi)µ(1− s)
1 + µ(1− s) .
Proposition 3.5. The conditional pgf of the Geo-INAR(1) process is
E
(
sXt+h
∣∣Xt) =ΨX(s)[ΨX (1 + [(1− αh−1)µ− αh] (1− s)
1 + (1− αh−1)µ(1− s)
)]−1
×
(
1 +
[
(1− αh−1)µ− αh] (1− s)
1 + (1− αh−1)µ(1− s)
)Xt
.
Proof. The proof follow the same procedures used in [36].
At first, by the definition of the ? operator we obtain that
E
(
sXt+h
∣∣Xt) = E (sθ?Xt+(h−1)+εt+h∣∣Xt)
= E
[
E
(
sθ?Xt+(h−1) |Xt+(h−1)
) ∣∣∣∣Xt]E (sεt+h ∣∣Xt)
= E
[
E
(
s
∑Xt+(k−1)
i=1 Gi |Xt+(h−1)
) ∣∣∣∣Xt]Ψε(s)
= E
Xt+(h−1)∏
i=1
E
(
sGi
∣∣Xt+(h−1))∣∣Xt
Ψε(s)
= E
Xt+(h−1)∏
i=1
E
(
sG
)∣∣Xt
Ψε(s)
= E
[
(ΨG(s))
Xt+(h−1)
∣∣Xt]Ψε(s).
Then, after repeating h times, we reach to
E
(
sXt+h
∣∣Xt) = h−1∏
i=0
Ψε
(
Ψ
(i)
G (s)
)
·
(
Ψ
(h)
G (s)
)Xt
,
where Ψ(h)G (s) = ΨG
(
Ψ
(h−1)
G (s)
)
and Ψ(0)G (s) = s. Applying Eq. (2), we obtain that
E
(
sXt+h
∣∣Xt) = ΨX(s) [ΨX (Ψ(h)G (s))]−1 (Ψ(h)G (s))Xt . (10)
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By induction, we can prove that Ψ(h)G (s) =
1 +
[
(1− αh−1)µ− αh] (1− s)
1 + (1− αh−1)µ(1− s) and substituting this in Eq. (10),
we finally achieve the conditional pgf as
E
(
sXt+h
∣∣Xt) =ΨX(s)[ΨX (1 + [(1− αh−1)µ− αh] (1− s)
1 + (1− αh−1)µ(1− s)
)]−1
×
(
1 +
[
(1− αh−1)µ− αh] (1− s)
1 + (1− αh−1)µ(1− s)
)Xt
.
Let θ̂cls = (µ̂cls, α̂cls)> be the CLS estimators of the Geo-INAR(1) process. Then, θ̂cls is strongly consistent for
θ and its asymptotic distribution is given by
√
n
 µ̂cls − µ
α̂cls − α
 d−→ N

 0
0
 ,

µ(1 + µ)(1 + α)
1− α (1 + 2µ)α
(1 + 2µ)α
(1 + µ+ 2µ)σ2G + σ
2
ε
µ(1 + µ)

 ,
where σ2G = V ar(G) = (1 + 2µ)(1− α)α.
Proof. To prove this proposition it is enough to show that all conditions given in Theorems 3.1 and 3.2 from Tjøstheim
(1986) are satisfied.
To begin note that E
(|Xt|2) < ∞ and that E(Xt|Xt−1) = αXt−1 + (1 − α)µ, as a function of µ and α, is
almost surely three times continuously differentiable in an open set Θ containing θ0 = (µ0, α0), the true value of the
unknown parameter θ.
Condition 1:
(I1): E
{∣∣∣∣∂E(Xt|Xt−1)∂θi (θ0)
∣∣∣∣2
}
<∞, and
(II1): E
{∣∣∣∣∂2E(Xt|Xt−1)∂θi∂θj (θ0)
∣∣∣∣2
}
<∞
for i, j = 1, 2.
Indeed. Note that in (I1) we have
E
{∣∣∣∣∂E(Xt|Xt−1)∂µ (θ0)
∣∣∣∣2
}
= E
{
|1− α0|2
}
= (1− α0)2 <∞ and
E
{∣∣∣∣∂E(Xt|Xt−1)∂α (θ0)
∣∣∣∣2
}
= E
{
|Xt−1 − µ0|2
}
= V ar(Xt−1) <∞.
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While from (II1) follows
E
{∣∣∣∣∂2E(Xt|Xt−1)∂µ2 (θ0)
∣∣∣∣2
}
= E
{
|0|2
}
= 0 <∞,
E
{∣∣∣∣∂2E(Xt|Xt−1)∂µ∂α (θ0)
∣∣∣∣2
}
= E
{
|−1|2
}
= 1 <∞,
E
{∣∣∣∣∂2E(Xt|Xt−1)∂α2 (θ0)
∣∣∣∣2
}
= E
{
|0|2
}
= 0 <∞ and
E
{∣∣∣∣∂2E(Xt|Xt−1)∂α∂µ (θ0)
∣∣∣∣2
}
= E
{
|−1|2
}
= 1 <∞.
Condition 2: The vectors ∂E(Xt|Xt−1)(θ0)/∂θi, i = 1, 2, are linearly independent in the sense that if a1 and a2 are
arbitrary real numbers such that
E

∣∣∣∣∣
2∑
i=1
ai
∂E(Xt|Xt−1)
∂θi
(θ0)
∣∣∣∣∣
2
 = 0,
then a1 = a2 = 0.
Note that
E
{∣∣∣∣a1 ∂E(Xt|Xt−1)∂µ (θ0) + a2 ∂E(Xt|Xt−1)∂α (θ0)
∣∣∣∣2
}
= 0⇒
E
{
|a1 (1− α0) + a2 (Xt−1 − µ0)|2
}
= 0⇒
a21 (1− α0)2︸ ︷︷ ︸
>0
+ a22V ar (Xt−1)︸ ︷︷ ︸
>0
= 0⇒
a21 (1− α0)2︸ ︷︷ ︸
>0
= 0 and a22 V ar (Xt−1)︸ ︷︷ ︸
>0
= 0⇒
a21 = 0 and a
2
2 = 0.
Then a1 = a2 = 0.
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Condition 3: For θ ∈ Θ, there exists functions Gijkt−1(X1, . . . , Xt−1) and Hijkt (X1, . . . , Xt) such that
(I3) : T
ijk
t−1(θ) =
∣∣∣∣∂E(Xt|Xt−1)∂θi (θ)∂
2E(Xt|Xt−1)
∂θj∂θk
(θ)
∣∣∣∣ ≤ Gijkt−1,
E
(
Gijkt−1
)
<∞
(II3) : D
ijk
t (θ) =
∣∣∣∣{Xt − E(Xt|Xt−1)(θ)} ∂3E(Xt|Xt−1)∂θi∂θj∂θk (θ)
∣∣∣∣ ≤ Hijkt ,
E
(
Gijkt
)
<∞
for i, j, k = 1, 2.
In (I3) realize that T 111t−1(θ) = T
122
t−1(θ) = T
211
t−1(θ) = T
222
t−1(θ) = 0 and that
T 112t−1(θ) = T
121
t−1(θ) = |α− 1| < 1
T 212t−1(θ) = T
221
t−1(θ) = |Xt−1 − µ|.
If we choose Gijkt−1 = (Xt−1 − µ)2 + 1, ∀i, j, k = 1, 2 we guarantee that T ijkt−1(θ) ≤ Gijkt−1; besides E
(
Gijkt−1
)
=
V ar(Xt−1) + 1 <∞.
Concerning to (II3),
∂3E(Xt|Xt−1)
∂θi∂θj∂θk
(θ) = 0, ∀i, j, k = 1, 2.
So take Hijkt = 0, ∀i, j, k = 1, 2 to satisfy the condition.
These three conditions ensure that θˆCLS is a strongly consistent estimator to θ.
Theorem 3.2 in Tjøstheim (1986) refers to the asymptotic distribution of θˆcls and states that
√
n
(
θˆCLS − θ
)
d−→ N (0,Σ) ,
wherein Σ = U−1RU−1.
The elements involved in Σ calculation are:
• U :
U = E
{
∂E(Xt|Xt−1)T
∂θ
(θ) · ∂E(Xt|Xt−1)
∂θ
(θ)
}
= E

 1− α
Xt−1 − µ
( 1− α Xt−1 − µ )

=
 (1− α)2 0
0 µ(1 + µ)

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• ft|t−1(θ):
ft|t−1(θ) = E
{
(Xt − E(Xt|Xt−1)) (Xt − E(Xt|Xt−1))T |Xt−1
}
= E
{
(Xt − E(Xt|Xt−1))2 |Xt−1
}
= V ar(Xt|Xt−1)
= α(1− α)(1 + 2µ)Xt−1 + σ2ε
• R:
R = E
{
∂E(Xt|Xt−1)T
∂θ
(θ)ft|t−1(θ)
∂E(Xt|Xt−1)
∂θ
(θ)
}
= E
{
ft|t−1(θ)
∂E(Xt|Xt−1)T
∂θ
(θ)
∂E(Xt|Xt−1)
∂θ
(θ)
}
= E
ft|t−1(θ)
 (1− α)2 (Xt−1 − µ)(1− α)
(Xt−1 − µ)(1− α) (Xt−1 − µ)2

r11:
r11 = E
{
ft|t−1(θ)(1− α)2
}
= E
{[
α(1− α)(1 + 2µ)Xt−1 + σ2ε
]
(1− α)2}
= (1− α)2 [α(1− α)(1 + 2µ)]E (Xt−1) + (1− α)2σ2ε
= (1− α)3αµ+ 2(1− α)3αµ2 + (1− α)3µ [1 + (1− α)µ]
= (1− α)3µ [α(1 + µ) + (1 + µ)]
= µ(1 + µ)(1 + α)(1− α)3
r12=r21:
r12 = E
{
ft|t−1(θ)(Xt−1 − µ)(1− α)
}
= E
{[
α(1− α)(1 + 2µ)Xt−1 + σ2ε
]
(Xt−1 − µ)(1− α)
}
= α(1− α)2(1 + 2µ)E {Xt−1(Xt−1 − µ)}+ σ2ε(1− α)E {(Xt−1 − µ)}
= α(1− α)2(1 + 2µ)
[
E
(
X2t−1
)− E (Xt−1)2]
= µ(1 + µ)(1 + 2µ)(1− α)2α
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r22:
r22 = E
{
ft|t−1(θ)(Xt−1 − µ)2
}
= E
{[
α(1− α)(1 + 2µ)Xt−1 + σ2ε
]
(Xt−1 − µ)2
}
= α(1− α)(1 + 2µ)E {Xt−1(Xt−1 − µ)2}+ σ2εE {(Xt−1 − µ)2}
= α(1− α)(1 + 2µ) [E (X3t−1)− 2µE (X2t−1)+ µE (Xt−1)]+ σ2εV ar(Xt−1)
= α(1− α)(1 + 2µ) [µ+ 4µ2 + 3µ3]+ (1− α)µ2(1 + µ) [1 + (1− α)µ]
= α(1− α)(1 + 2µ)µ(1 + µ)(1 + µ+ 2µ) + (1− α)µ2(1 + µ) [1 + (1− α)µ]
• Σ:
Σ = U−1RU−1
=

r11
(1− α)4
r12
µ(1 + µ)(1− α)2
r21
µ(1 + µ)(1− α)2
r22
µ2(1 + µ)2

=

µ(1 + µ)(1 + α)
1− α (1 + 2µ)α
(1 + 2µ)α
(1 + µ+ 2µ)σ2G + σ
2
ε
µ(1 + µ)

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Table 1: Numerical results of the scenarios (a), (b), (c) and (d). The relative RMSE is displayed in parentheses.
n µˆcls αˆcls µˆyw αˆyw µˆml αˆml
a) True values: µ = 5 and α = 0.1
100 5.0433 (0.1242) 0.1236 (0.8727) 5.0426 (0.1232) 0.1224 (0.8618) 5.0427 (0.1231) 0.1325 (0.9058)
300 5.0077 (0.0711) 0.1024 (0.5809) 5.0081 (0.0711) 0.1020 (0.5789) 5.0082 (0.0712) 0.1049 (0.5620)
500 5.0013 (0.0536) 0.0988 (0.4791) 5.0012 (0.0536) 0.0986 (0.4783) 5.0012 (0.0536) 0.1002 (0.4603)
700 5.0043 (0.0465) 0.0987 (0.4168) 5.0041 (0.0464) 0.0985 (0.4163) 5.0041 (0.0464) 0.0998 (0.3989)
1000 4.9949 (0.0380) 0.0979 (0.3659) 4.9948 (0.0380) 0.0978 (0.3656) 4.9948 (0.0380) 0.0984 (0.3484)
b) True values: µ = 5 and α = 0.3
100 5.0010 (0.1481) 0.2704 (0.4002) 5.0008 (0.1463) 0.2674 (0.3994) 5.0022 (0.1463) 0.2894 (0.3546)
300 5.0041 (0.0860) 0.2883 (0.2504) 5.0043 (0.0858) 0.2874 (0.2503) 5.0044 (0.0858) 0.2956 (0.2080)
500 4.9989 (0.0670) 0.2937 (0.1922) 4.9990 (0.0669) 0.2932 (0.1923) 4.9989 (0.0668) 0.2980 (0.1581)
700 4.9952 (0.0567) 0.2958 (0.1637) 4.9950 (0.0566) 0.2953 (0.1635) 4.9950 (0.0566) 0.2982 (0.1352)
1000 4.9961 (0.0474) 0.2972 (0.1357) 4.9960 (0.0474) 0.2969 (0.1356) 4.9960 (0.0474) 0.2992 (0.1094)
c) True values: µ = 5 and α = 0.5
100 5.0050 (0.1937) 0.4534 (0.2538) 5.0029 (0.1914) 0.4487 (0.2560) 5.0015 (0.1904) 0.4863 (0.1938)
300 5.0005 (0.1102) 0.4839 (0.1494) 5.0000 (0.1098) 0.4821 (0.1501) 5.0002 (0.1097) 0.4951 (0.1098)
500 5.0082 (0.0848) 0.4902 (0.1153) 5.0080 (0.0846) 0.4892 (0.1156) 5.0079 (0.0845) 0.4978 (0.0840)
700 5.0059 (0.0734) 0.4927 (0.0980) 5.0060 (0.0733) 0.4920 (0.0982) 5.0062 (0.0732) 0.4979 (0.0706)
1000 5.0017 (0.0601) 0.4945 (0.0829) 5.0018 (0.0601) 0.4940 (0.0829) 5.0020 (0.0601) 0.4987 (0.0589)
d) True values: µ = 5 and α = 0.7
100 5.0223 (0.2625) 0.6401 (0.1721) 5.0149 (0.2565) 0.6330 (0.1773) 5.0129 (0.2544) 0.6847 (0.1126)
300 5.0007 (0.1517) 0.6801 (0.0946) 5.0008 (0.1506) 0.6776 (0.0958) 5.0004 (0.1502) 0.6954 (0.0617)
500 4.9826 (0.1162) 0.6848 (0.0739) 4.9821 (0.1158) 0.6834 (0.0745) 4.9810 (0.1155) 0.6958 (0.0477)
700 4.9935 (0.0979) 0.6892 (0.0619) 4.9924 (0.0976) 0.6882 (0.0623) 4.9916 (0.0974) 0.6973 (0.0403)
1000 5.0022 (0.0828) 0.6934 (0.0512) 5.0020 (0.0827) 0.6926 (0.0513) 5.0018 (0.0826) 0.6992 (0.0335)
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Table 2: Estimates of the parameters and its associated standard errors, 95% confidence intervals, AIC, and PMDA and
PTP values for 1-step ahead forecast for the monthly count of skin lesions time series data.
Model Parameter Estimate Stand. Error CI AIC PMAD PTP
Geo-INAR µ 1.4239 0.2784 (0.8782, 1.9696) 266.10 1.000 25.0%
α 0.3137 0.1178 (0.0828, 0.5446)
NGINAR µ 1.4149 0.2423 (0.9400, 1.8898) 269.10 1.125 12.5%
α 0.1717 0.1105 (0.0000, 0.3882)
PINAR µ 1.4264 0.1548 (1.1230, 1.7298) 298.20 0.875 25.0%
α 0.1736 0.0682 (0.0399, 0.3073)
INARCH µ 1.4213 0.1963 (1.0366, 1.8060) 299.80 1.250 12.5%
α 0.3391 0.0885 (0.1656, 0.5125)
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Table 3: Comparison among the models based on empirical and estimated quantities for the monthly count of skin
lesions time series data.
Quantity Empirical Geo-INAR NGINAR PINAR
κ1 1.4286 1.4239 1.4149 1.4264
κ2 3.3563 3.4514 3.4168 1.4264
skew. 1.8378 2.0712 2.0719 0.8373
kurt. 6.8999 6.2897 6.2927 0.7011
Id 2.3494 2.4239 2.4149 1.0000
p0 0.4048 0.4126 0.4141 0.2402
µ(1) 2.8434 3.1102 2.5886 2.2822
µ(2) 2.7683 2.3671 2.1027 2.0776
µ(1, 1) 12.1205 12.9346 10.1989 5.8908
µ(1, 2) 6.9756 7.0969 4.7849 3.7129
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Figure 1: Simulated trajectories of the Geo-INAR(1) process for µ = 1, 5 and α = 0.1, 0.5, 0.7. Sample size is equal to
100.
40
A PREPRINT - 2020-04-21
Figure 2: Boxplots of the estimates of the parameters µ and α based on the CLS, YW and ML estimation methods.
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Figure 3: Plots of time series, ACF and PACF for the skin lesions dataset.
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Figure 4: PIT histograms for the monthly count of skin lesions time series for different models.
43
A PREPRINT - 2020-04-21
Figure 5: Plots of the sample ACF of the residuals, jumps against time, and Ljung-Box p-values for the skin lesions
dataset.
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