Abstract. Let Γ be a finitely generated discrete group satisfying the rapid decay condition. We give a new proof of the higher Atiyah-Patodi-Singer theorem on a Galois Γ-coverings, thus providing an explicit formula for the higher index associated to a group cocycle c ∈ Z k (Γ; C) which is of polynomial growth with respect to a word-metric. Our new proof employs relative K-theory and relative cyclic cohomology in an essential way.
Introduction
Among the many results in index theory that have followed the original work of Atiyah and Singer, few have been as inspiring and central in the whole field as the higher index theorem on Galois Γ-coverings of Connes and Moscovici [7] . The theorem itself can be seen as a far reaching geralization of the family index theorem of Atiyah and Singer, in the sense that it can be reduced to it when Γ = Z k . This fundamental observation, due to Lustzig [21] , and the heat-kernel proof of the family index theorem, due to Bismut [2] , are at the basis of a different proof of the Connes-Moscovici index theorem, which was given by Lott in [18] . This new proof employs the superconnection formalism, suitably extended to the noncommutative framework, in an essential way. The work of Bismut and Lott opened the way to versions of these theorems on manifolds with boundary, in the spirit of the seminal work of Atiyah, Patodi and Singer [1] . Contributions were given by Bismut-Cheeger [3] [4] and Melrose-Piazza [23] [24] for families and by Leichtnam and Piazza [12] , based on a conjecture of Lott [19] , for Galois coverings. Geometric applications of these index theorems were given in [13] , [11] , [14] , [26] , [27] .
In this article we give a new proof of the higher Atiyah-Patodi-Singer index theorem on Galois Γ-coverings. This new proof is based in a crucial way on the excision isomorphism in K-theory and on the pairing between relative K-theory and relative cyclic cohomology; the b-calculus of Melrose and his b-trace formula also play an important role. The ideas we employ have been already exploited successfully in [25] , where a GodbillonVey index theorem on foliated bundles with boundary was established. For more on the use of the pairing between relative K-theory and relative cyclic cohomology see also [15, 16] . Our task here is to transfer and adapt the ideas used in [25] to to the context of Galois Γ-coverings, with Γ a finitely generated discrete group satisfying the (PC) and (RD) conditions (Polynomial Cohomology and Rapid Decay). Our main result provides a formula of Atiyah-Patodi-Singer type for the higher index Ind (c,Γ) (D) associated to c ∈ Z k (Γ; C); here D is the Mishchenko-Fomenko operator associated to a Γ-equivariant Dirac-type operator D on the total space of a Γ-covering with boundary. We assume, as usual, that the associated Dirac operator on the boundary, D ∂ , is L 2 -invertible. The higher index Ind (c,Γ) (D) is obtained by pairing the index class Ind(D) with a suitably defined cyclic cocycle τ c associated to c (we shall of course be more precise later, we only want to give the main ideas here); one of the main steps in our proof is the production of a relative index class Ind(D, D ∂ ) and of a relative cyclic cocycle (τ ; one crucial technical problem we have to face is the extendability property for the relative cocycle (τ r c , σ c ). It should be noticed that compared to the original result in [12] our theorem has the advantage of providing the boundary correction term, i.e. the higher eta invariant η (c,Γ) (D ∂ ), in a more explicit form; indeed, our higher eta invariant comes already paired, whereas in [12] the higher eta invariant is the result of a pairing between a rather abstract object, the higher eta invariant of Lott,
and a cyclic cocyle t c associated to c. In fact, an application of our index formula is a precise expression for the number η Lott (D ∂ ), t c appearing in [12] . The paper is organized as follows. We start in Section 2 with a few geometric preliminaries, including a brief discussion on relative and absolute cyclic (co)homology. We then move on in Section 3 and define the index class Ind(D), see Subsection 3.1; we express this index class in terms of the Wassermann projector in Subsection 3.2; in Subsection 3.3 we define the relative index class Ind(D, D ∂ ) and prove that corresponds to Ind(D) via excision. In Section 4 we define the higher indeces and we compare them with the ones defined by Leichtnam and Piazza in [12] , proving that they are in fact equal. In Section 5 we show how to define a relative cyclic cocycle starting from a c ∈ Z k (Γ; C). In the following section, Section 6, we prove that under the two assumptions (PC) and (RD), as in Connes-Moscovici [7] , our relative cocycles are continuous on the relevant algebra. Finally in Section 7 we state and prove our main result, Theorem 7.4 Acknowledgements. Part of this work was done while A.G. and H.M. were visiting the Department of Mathematics of Università di Roma "La Sapienza". Financial support for these visits was provided by the Japan Society for the Promotion of Science (JSPS) and by Istituto Nazionale di Alta Matematica "Francesco Severi". Further work was performed during visits of A.G. and P.P. to Université Paris 7, in theÉquipe Algèbres d'opérateurs; these two authors wish to extend their thanks to theÉquipe Algèbres d'opérateurs for the warm hospitality; financial support for these visits was provided by Fondation Sciences mathématiques de Paris (A.G.) and by the Ministero Università Ricerca Scientifica (PRIN Spazi di moduli e teoria di Lie) (P.P). A. G. was partially supported by NSF grant DMS-0900968.
Preliminaries

2.1.
Manifolds with boundary and cylindrical ends. Let (M 0 , g 0 ) be a compact even dimensional riemannian manifold with boundary; the metric is assumed to be of product type in a collar neighborhood U ∼ = [0, 2] × ∂M 0 of the boundary. We consider the associated manifold with cylindrical ends M := M 0 ∪ ∂M0 ((−∞, 0] × ∂M 0 ), endowed with the extended metric g. The coordinate along the cylinder will be denoted by t. We will also consider the compactified version of (M, g), obtained by setting log x = t. This is a b-riemannian manifold with product structure near the boundary; we shall freely pass from the b-picture to the cylindrical-end picture, without employing two different notations. (Our arguments will actually apply to the more general case of exact b-metrics, or, equivalently, manifolds with asymptotic cylindrical ends; we shall not insist on this point.)
Let M 0 be a Galois Γ-covering of M 0 ; we letg 0 be the lifted metric. We also consider ∂ M 0 , the boundary of M 0 . We consider M := M 0 ∪ ∂ M0 (−∞, 0] × ∂ M 0 , endowed with the extended metricg and the obviously extended Γ action along the cylindrical end. Notice that we obtain in this way a Γ-covering of manifolds with cylindrical ends
With a small abuse we introduce the notation:
(The abuse of notation is in writing cyl(∂ M ) for R × ∂ M 0 whereas we should really write cyl(∂ M 0 ).) We assume the existence of a bundle of Clifford modules E, endowed with a hermitian metric h for which the Clifford action is unitary and a Clifford connection. We assume product structures near the boundary thrughout.
Dirac operators.
Associated to the above structures there is a generalized Dirac operator D on M 0 with product structure near the boundary. We denote by D ∂ the operator induced on the boundary. We employ the same symbol for the associated b-Dirac operator on M . We denote by D and D ∂ the Γ-equivariant b-Dirac operators on M and ∂ M . We also have D cyl on R × ∂M 0 ≡ cyl(∂M ) and D cyl on R × ∂ M 0 ≡ cyl(∂ M ). Next we consider Λ := C * r Γ, the reduced group C * -algebra and B ∞ ⊂ Λ the Connes-Moscovici algebra (we recall its definition in Section 6); we denote by D Λ and D ∞ the Dirac operators obtained by twisting D by the Mishchenko bundle V :=M × Γ Λ and the B ∞ -Mishchenko bundle V ∞ :=M × Γ B ∞ . Unless confusion should arise we denote the latter simply by D. We refer for example to [10, Section 1] for more details on these geometric preliminaries on Dirac operators. We shall make the following fundamental assumption Assumption 2.4. There exists a δ > 0 such that
As explained in [12] and in [13, Appendix] (in turn based on [20] ), this assumption implies that D ∂ is invertible in the B ∞ -Mishchenko-Fomenko calculus. It should be noticed that because of the self-adjointness of D ∂ , assumption (2.5) implies the L 2 -invertibility of D cyl and this implies in turn the invertibility of D cyl in the B ∞ -Mishchenko-Fomenko b-calculus with bounds.
Cyclic homology.
In this paper we use the periodic version of cyclic homology and cohomology. In this section we briefly recall definitions and notations we use. The general references for this material are [17, 9, 15, 16] .
Let A be a complex unital algebra. Set
Since the algebras we consider will be Fréchet algebras, the tensor product is understood to be completed so that C k (A) is a Fréchet space. The space of normalized periodic cyclic chains of degree l ∈ Z is defined by If A is not necessarily unital denote by A + its unitalisation and set CC l (A) = CC l (A + )/CC l (C). For a unital A this complex is quasiisomorphic to the one previously described.
If I : A → G is a homomorphism of algebras, one can consider the relative cyclic complex CC • (A, G) which is the shifted cone of the morphism of cyclic complexes induced by I, see [15] . Explicitly,
with the differential given by
In a dual manner we also consider the cyclic cohomology associated to A. For a unital A and k ≥ 0 C k (A) denotes the space of continuous k + 1 linear forms φ on A with the property that φ(a 0 , . . . ,
and the differential is given by the (transposed of ) b + B. for k ≥ 0. There is a natural pairing ·, · between CC l (A) and CC l (A) which induces a pairing (2.6)
The pairing between CC • (A, G) and CC
it induces a pairing (2.8)
Recall that for an algebra A we have a Chern character in cyclic homology ch: K 0 (A) → HC 0 (A). It is defined by the following formula. Let P, Q ∈ M n (A + ) be two idempotents in n × n matrices of the algebra A + , representing a class
We will use the notation Ch (P − Q) for the cyclic cycle defined above and ch ([P ] − [Q]) for its class in cyclic homology HC 0 (A). Assume now that A is a Fréchet algebra and p t , t ∈ [0, 1] is a smooth path of idempotents in
Here the components of the chain Tch = ∞ n=0 Tch 2n+1 are given by
whereṗ t = dpt dt . If A and G are Fréchet algebras and I : A → G is a continuous homomorphism, then an element in the relative group K 0 (A, G) = K 0 (A + , G + ) can be represented by a triple (e 1 , e 0 , p t ) with e 0 and e 1 projections in M n×n (A + ), and p t a smooth family of projections in M n×n (G + ), t ∈ [0, 1], satisfying I(e i ) = p i for i = 0, 1. There is Chern character ch :
We will also use pairings between K-theory and cyclic cohomology given by (2.10) [ There is a natural pairing between H • (A) and H
• λ (A) given by
2.5. Group cohomology. Let Γ be a discrete group. The homogeneous complex C
• hom (Γ, C) computing the cohomology of Γ can be described as follows:
The differential is given by
This complex is isomorphic to the nonhomogeneous complex
with the differential
The isomorphism of complexes is given by I :
In this paper we will be working with the complex
denotes the subspace of group cocycles. We note several immediate properties of the cochains in C
• (Γ, C):
3. Index classes
The index class Ind ∞ (D).
Let ǫ > 0 be strictly smaller than δ, the width of the spectral gap for the boundary operator appearing in 2.4. We introduce
, the sum of the smoothing operators in the b-calculus with ǫ-bounds and the residual operators in the b-calculus with ǫ-bounds.
We know that A is an algebra and that J is an ideal in A (see the fundamental reference [22] and, for this particular result, [23, Theorem 4] ).
•
, the R + -invariant smoothing operators in the b-calculus with ǫ-bounds on the compactified positive normal bundle to the boundary. Here we have abused notation and used E to denote the extension to the normal bundle of the restriction of E to the boundary.
We know, see [22] , that there is a short exact sequence of algebras
with I denoting the map equal to the indicial operator on Ψ −∞,ǫ b (M, E) and equal to zero on Ψ −∞,ǫ (M, E).
We then consider (we write MF for Mishchenko-Fomenko):
• the algebra 
One can prove, see [12] and [13, Appendix] , that D + is invertible modulo elements in J; if Q is a parametrix with remainders S ± then we can consider the Connes-Skandalis projector (3.1)
We obtain in this way an index class 
with the trivializing open cover extended to M in the obvious way. Then θ(A) := U AU * defines an algebra homomorphism between the algebra A, i.e. Ψ
, and the algebra A defined by
and obtained by considering the relevant MF-calculi with values in the trivial bundle B ∞ ⊗ C k . We obtain also
and we know that there is a short exact sequence of algebras
We can similarly define a homomorphism θ cyl : G → G and a simple argument with coverings shows that there exists a commutative diagram
be the homomorphism defined by θ; as explained in [7] this homomorphism is well-defined, independent of the choices we have made in its definition.
Definition 3.1. Inspired directly by [7] we define
where we recall that
with ι equal to the composition of inclusions
The Wassermann projector.
There are descriptions of the class CS ∞ (D) ∈ K 0 (J), and thus of the index class Ind(D) ∞ ∈ K 0 (J ), that are particularly useful in computations. First, for orientation, consider a closed compact manifold N and a Galois Γ-covering
and get
. At the basis of (3.8), (3.9) and (3.10) there are, quite simply, two specific choices of parametrices:
. The first choice of parametrix produces, through the Connes-Skandalis definition (3.1), the graph projection e D whereas the choice of Q W produces the idempotent
which is easily connected to W D through a family of idempotents. See [7] , before Lemma (2.5). Because of the well-known properties of the heat kernel we actually have that [
Consider the isometric embedding
Let us now pass to a b-manifold M and to an operator D satisfying the invertibility assumption on the boundary. First of all, recall how the (true) parametrix of D + is constructed. We shall be somewhat brief on this point since this procedure is explained in detail in many places; in particular we shall not be particularly precise about the gradings and the identifications on the boundary. One begins by finding a symbolic parametrix Q σ to D + , with remainders R ± . Next, by fixing a cut-off function on the collar neighborhood of the boundary, equal to 1 on the boundary, we define a section s : G → A to the indicial homomorphism I :
. Then, with this definition, one can check, using the b-calculus, that D + Q = I = QD + up to residual operators. Now, going back to the classes CS(D) and CS ∞ (D) it is clear that we can define the Connes-Skandalis projection using the (true) parametrix obtained through the above procedure but starting with the symbolic parametrices Q e and Q W appearing in (3.11) . This produces two different parametrices Q 
. One can check, using the MF-b-calculus with bounds, that the Wassermann projector belong to J; crucial, here, is the information that D ∂ is invertible in the B ∞ -MF-calculus. (The graph projector, on the other hand, belongs to Ψ
. Notice, finally, that from the invertibility of D ∂ follows the invertibility of the boundary operator of D ⊗ (this is a simple consequence of U * U = Id); proceeding as in (3.13) we obtain
. For the definition of relative K-groups we refer, for example, to [5] , [8] , [15] . Recall that a relative K 0 -element for A π − → B with unital algebras A, B is represented by a triple (P, Q, p t ) with P and Q idempotents in M n×n (A) and p t ∈ M n×n (B) a path of idempotents connecting π(P ) to π(Q). The excision isomorphism
is given by α ex ([(P, Q)]) = [(P, Q, c)] with c denoting the constant path (this is not necessarily the 0-path, given that we are taking J + ). In this paper we are interested in the relative groups K 0 (A, G) and 
for the short exact sequence 0 → J → A I − → G → 0. We shall briefly write [W D , e 1 , W (tD cyl ) ] for the class (3.17).
Proof. This follows from the invertibility assumption and well-known properties of the heat kernel.
The homomorphisms θ and θ cyl define through (3.6) a homomorphism
which is well defined, independent of choices; we set (3.20) Ind
Notice that, as in (3.15),
is the excision isomorphism for the short exact sequence 0 → J → A
Proof. We can concentrate on (3.23), that we rewrite as
. Indeed, if we can give an argument justifying this equality, then we can also prove that
on the left we have β ex (Ind ∞ (D)) whereas on the right we have
In order to show the equality [25] . Since the details are elementary but somewhat lengthy we omit them.
Cyclic cocycles and higher indeces
Given a group cohomology class ξ of H k (Γ; C), we choose a representative cocycle c in C k (Γ; C). Thus, see Lemma (2.13) and the discussion preceding it, c is normalized, namely: c(g 1 , g 2 , . . . , g k ) = 0 if any g i = 1 or g 1 g 2 · · · g k = 1. Consider the algebra J with r = 1; an element S ∈ J is, in particular, a continuos section of the bundle
r Γ) and the fact that C * r Γ is contained in ℓ 2 (Γ), we can see that S is a function on Γ with values in
We shall have to be precise about the continuity properties of this function, but for the time being we work on the dense subalgebra J f of J given by the elements of compact support in Γ; put it differently we work with the algebraic tensor product
Before passing to the next definition, recall that elements in Ψ −∞,ǫ (M, E) are trace class on L 2 . Hence it makes sense to give the following Definition 4.1. For S i ∈ J f we set
We know, see [6] , that τ c defines a cyclic cocycle for J f . Proof. This will be proved later, see Proposition 6.3 and its proof.
Recall the pairing between K-groups and cyclic cohomology groups and more particularly between the K 0 -group and the cyclic cohomology group of even degree. See the definition in (2.10). We can now state the following:
The main goal of this paper is to prove a Atiyah-Patodi-Singer formula for Ind (c,Γ) (D).
To this end we recall one of the main steps in the proof of the higher index theorem of Connes-Moscovici. Let N be a closed compact manifold and N 
). For τ c extendable and of degree k, k = 2p, we have:
where
and u > 0. The following Proposition is crucial and employs Getzler-rescaling in an essential way.
Recall the data needed in order to construct the map (3.4):
• A good open cover U = {U 1 , . . . , U r }.
• Continuous sections s i : U i → N of the projection N → N .
• A partition of unity χ i , supp χ i ⊂ U i , √ χ i smooth.
Given a Γ-cocycle c of degree k we can use this data in order to construct a closed differential form ω c as follows. For every i, j let g ij ∈ Γ be the unique element such that g ij s j (x) = s i (x) for every x ∈ U i ∩ U j . Then set
The form ω c defined by the above equation is closed and [ω c ] = ν * [c] where ν : N → BΓ is the classifying map. Here we use the isomorphism H
• (BΓ, C) ≃ H • (Γ, C). We can give another description of the form ω c as in [18] . The sections s i induce diffeomorphisms s i :
Then the function h has the property that
This form is Γ-equivariant and moreover ω c = π * (ω c ).
Proposition 4.5. As u ↓ 0 we have
with AS equal to the Atiyah-Singer integrand.
We recall some of the steps in Connes-Moscovici's proof this theorem, referring the reader to [7] [18] for details. Consider the cochainτ c on the smoothing operators Ψ −∞ (N ) given bỹ
For k > 0τ c is extended to the unitalization of Ψ −∞ (N ) byτ c (A 0 , A 1 , . . . , A k ) = 0 if one of A i = 1. To prove the proposition one first establishes equality
where D is the Dirac operator on N . (Notice that an inspection of the arguments in [7] shows that the trace identity is not used in this proof; this will be important when we shall want to extend this result to b-manifolds.)
In the next step one uses Getzler's calculus to show that
In fact, Connes and Moscovici obtain a local result, computing the limit of the corresponding trace density. Later in the paper we shall deal with the case of manifolds with cylindrical ends.
We end this Section by discussing the compatibility of our definition with the one appearing in the work of the third author and Leichtnam. For the latter we consider the Mishchenko-Fomenko index class Ind MF,∞ (D) ∈ K * (B ∞ ). Recall that this is obtained through a B ∞ -MF decomposition theorem; thus there exist finitely generated projective 
We can consider the Karoubi-Chern character of this class, with values in the noncommutative de Rham homology of B ∞ :
Fix c ∈ Z 2p (Γ; C), a normalized group cocycle with associated reduced cyclic cocycle t c ∈ C 2p λ (CΓ) ⊂ CC 2p (CΓ). Assume now that Γ satisfies the (RD) condition and that c is of polynomial growth; then t c extends from CΓ to B ∞ and since H • (B ∞ ) can be paired with (reduced) cyclic cohomology, see Subsection 2.4, we obtain a number Ch K (Ind MF,∞ (D)), t c K .
Proposition 4.7. Under the above assumptions on Γ and c, and with the notation introduced so far, the following equality holds:
Proof. Let Π + be the orthogonal projection onto L ∞ and let Π − be the projection onto N ∞ along D(L ⊥ ∞ ). It is proved in [12, Theorem 12.7 ] that these elements are residual. Thus 
Recall the isometric embedding U , see (3.4) , that we rewrite in the b-context as H
; this identifies L ∞ and N ∞ with two finitely generated projective 
where e 1 = 0 0 0 Id and where we recall that given an idempotent p in J one defines
and similarly for an idempotent p in M r×r (J ). What appears above, in (4.9), is the left hand side of (4.8); unwinding this expression one can show easily that the number we get is precisely equal to Ch(L 
We first work on the dense subalgebra A f of A given by the elements of compact support in Γ, i.e.
Recall the definition of a double complex (C * (A), B + b) for an arbitrary algebra A over C; as already explained, the cochain complex (CC 
Then bτ r c = I * σ c . We call σ c the eta cocycle associated to c.
Proof. We observe first of all that
We also observe that
and that (g 1 , g 2 , . . . , g k ) Adding up and using the fact that c is a cocycle we see that
Thus, using the b-trace identity of Melrose we find:
We end the proof by computing bτ r c (1, A 1 , . . . , A k+1 ). We have:
where we have used Lemma 2.13, part (3) in the penultimate step. The Lemma is proved. Proof. This is an immediate consequence of the definitions and of the previous Lemma, given that I * is injective.
Summarizing, we have proved the following: (τ
We restate all this in the following important 
It is not difficult to prove that CΓ ⊂ B ∞ and that B ∞ is dense in C * r Γ. We endow B ∞ with the topology defined by the restriction of the C * r Γ-norm and the sequence of seminorms (6.1)
where on the right hand side we have the operator norm in B(ℓ 2 (Γ)). B ∞ is a Fréchet (locally m-convex) algebra and it is closed under holomorphic functional calculus in C * r Γ. For the continuity properties of the relative cocycle (τ r c , σ c ) and of the cocycle τ c we shall not work directly with the seminorms defining B ∞ but will employ instead a norm ν k (·) on C * r Γ which, as proved in [7, Lemma (6.4) (i)], is continuous on B ∞ . Let us recall the definition: if a ∈ C * r Γ and k ∈ N we define
Recall also that a finitely generated discrete group Γ satisfies the rapid decay condition (RD) if there exists k ∈ N and C > 0 such that a
It is a non-trivial result that Gromov hyperbolic groups satisfy the (RD) condition; moreover, for each ξ ∈ H • (Γ; C) there exists a polynomially bounded cocycle c ∈ Z
The main goal of this section is to establish the following proposition: Proposition 6.3. If Γ is a finitely generated discrete group satisfying the rapid decay condition (RD) and c ∈ Z k (Γ; C) has polynomial growth with respect to a word metric | · | then Before stating it, we introduce some notation. Let φ ∈ C ∞ (M ) be a function equal to t on the cylindrical end (−∞, 0] × ∂M 0 ⊂ M . Let V be a vector field equal to ∂/∂t on the cylindrical end. In particular V(φ) = 1 on the cylindrical end.
Consequently, the b-Trace of P is the difference of the traces of two trace-class operators naturally associated to P . On the basis of this Proposition and of the next Lemma (in particular its proof), we give the following
with the last two norms denoting the L 2 -operator norm.
, j ∈ {0, 1, . . . , k}, then there exists C > 0 such that
Proof. Using formula (6.8) we see that
We now introduce norms on
with P (g) ∈ A and where the sum is finite. We set
Lemma 6.13. Let k ∈ N. If P ∈ A then |||P||| k < ∞. Consequently, A is contained is the closure of A f with respect to the norm ||| · ||| k .
We now recall the following fundamental result, due to Connes-Moscovici and Jolissant.
Lemma 6.14. Let Γ be a discrete finitely generated group satisfying the rapid decay condition (RD). Let c ∈ Z k (Γ; C) be polynomially bounded. Let f j ∈ CΓ, j ∈ {0, 1, . . . , k}. Then there exists m ∈ N and C > 0 such that
Granted Lemma 6.13 we can now conclude the proof of (6.4). Indeed, let P 0 , . . . , P k be elements in A f and consider f j ∈ CΓ defined by f j (g) := |||P j (g)|||; then
where we have used Lemma 6.10 in the second inequality and Lemma 6.14 in the third inequality. This shows that there exists m ∈ N such that τ r c extends continuously to the closure of A f with respect to the ||| · ||| m -norm. By Lemma 6.13 we conclude that τ r c extends continuously to A, which is the content of (6.4). A similar, easier, argument proves (6.6), the extension of τ c from J f to J for groups satisfying (RD) and group cocycles that are polynomially bounded. Indeed, recall that elements in the residual calculus are trace class; moreover the following Lemma holds:
Notice that this implies that
Consequently J is contained in the closure of J f with respect to the norms defined by the left hand side of (6.17) and (6.18) . Adapting (in an easier situation) the arguments given above for (6.4) we conclude that (6.6) holds.
End of the proof of Proposition 6.3. We need to establish Lemma 6.13, Lemma 6.16 as well as (6.5). We shall first establish results for an element S in G (where we recall that G is the space of R + -invariant operators in the b-calculus with ǫ-bounds in the compactified positive normal bundle to the boundary) and then, in the Mishchenko-Fomenko context, for an element S in G. By making the substitution t = log x, we will be equivalently looking at translation invariant operators on the infinite cylinder; the estimates appearing in the definition of calculus with bounds translate then into weighted exponential bounds, i.e. with respect to e |t|ǫ , at t = ±∞. More generally, we can consider any smooth closed compact manifold N , not necessarily a boundary, and the infinite cylinder N × R; all the arguments that will be given below apply to this general setting. An operator S in G can then be seen as a Schwartz kernel K S (x, y, t) on N × N × R, acting as a convolution operator in the t-variable. In order to simplify the notation we shall often write K, and not K S , for the Schwartz kernel of S. We denote by K(λ) := F t→λ (K) the Fourier transform, in t, of the kernel K; this is a smooth family of smoothing kernels on N × N which is rapidly decreasing, with all its derivatives, in λ as λ → ±∞. We make a small abuse of notation and keep the same symbol for the smoothing kernel K S (λ) and the smoothing operator it defines on N .
We begin by establishing a number of elementary results about S, K S and K S (λ). First notice that K S : R → B(H), with H = L 2 (N ); the family K S acts in a natural way on L 2 (R, H) (by multiplication in the R variable and by its natural action on H) and as such has a norm K S B(L 2 (R,H)) . Since Fourier transform interchanges convolution and multiplication we clearly have
On the other hand we observe that
Indeed, using K instead of K S , we have for any f ∈ L 2 (R, H):
Putting (6.19) and (6.20) together and using a well known inequality we obtain
with · HS denoting the Hilbert-Schmidt norm. Now, let H any Hilbert space, for example the Hilbert space of Hilbert-Schmidt operators on L 2 (N ). For any smooth (non-vanishing) rapidly decreasing function κ : R → H we have,
In particular, we can apply this to
Hilbert space of Hilbert-Schmidt operators on L 2 (N ), obtaining the existence of C > 0
Thus, there exists C > 0 such that
Notice that the right hand side is nothing but
Using elementary properties of the Fourier transform we conclude that the following Lemma holds true:
Lemma 6.24. For a translation invariant smoothing operator on R × N with weighted exponential bounds at infinity we have
for some universal constant C.
We can now end the proof of Lemma 6.13. Our goal is to show that if P ∈ A then g∈Γ |||P(g)|||(1 + |g|) 2k is finite. Here ||| ||| is the norm introduced in Definition 6.1. With respect to the notation introduced in that definition we observe that:
We also remark that
On the basis of (6.26) (6.27) we conclude that it suffices to show that (6.28) < ∞ and (6.29) R ∈ J ⇒ g∈Γ R(g) 1 (1 + |g|) 2k < ∞ the latter being in fact the content of Lemma 6.16. We now prove (6.25) . To this end we fix a cut-off function near the boundary, equal to 1 on the boundary and equal to 0 outside a collar neighborhood of the boundary. Using this cut-off function we can define a section s : G → A to the indicial homomorphism I : A → G. If P ∈ A then we know that we can write P = P 0 + P 1 with P 0 = s(I(P)) and P 1 ∈ J . Put it differently, we write P in terms of its Taylor series at the front face. We then have
We consider the two distinct series g∈Γ I(P)(g) (1 + |g|) 2k and
and we show that they are both convergent; this will suffice. Using Lemma 6.24 the term on the left can be bounded by g∈Γ N ×N ×Rt
with N = ∂M 0 . Now, by assumption, I(P) is a translation invariant smoothing operator in the B ∞ -MishchenkoFomenko calculus with ǫ-bounds, thus, in particular
is convergent and uniformly bounded in N ×N ×R. We can integrate this series with respect to the finite measure dy dy ′ exp(− ǫ 2 |t|)dt and obtain a finite number; since we can interchange the summation and the integration we conclude that g∈Γ N ×N ×Rt
and this implies that (6.30) g∈Γ I(P)(g) (1 + |g|) 2k < ∞ as required. Next we tackle the sum g∈Γ P 1 (g) (1 + |g|) 2k or, more generally, the sum g∈Γ R(g) (1 + |g|) 2k for any element R in J . This is very similar to the closed case analyzed in [7] , given that the elements R(g) are residual. Indeed, if R is residual, R ∈ J := Ψ −∞,ǫ (M ), then, in particular, R is a Hilbert-Schmidt operator, in fact, even trace class. This means that
Let now e(ǫ) ∈ C ∞ (M ) be a non vanishing function equal to 1 on M 0 and equal to exp(ǫ|t|) along the cylindrical
is convergent and uniformly bounded in M × M . We can integrate this series with respect to the finite measure (e(ǫ) ⊠ e(ǫ)) −1 dvol M×M ; interchanging summation and integration we conclude that
which is what we wanted to show. Summarizing, we have established (6.25). Regarding (6.29): we know that if R is residual then R is trace class. We want to estimate R 1 . Write
is a non vanishing function equal to 1 on M 0 and equal to exp((ǫ/2)|t|) along the cylindrical end (−∞, 1] × ∂M 0 ). Then (1 + ∆) −ℓ ρ is trace class and we have
The term ρ −1 (1+∆) ℓ R can be treated exactly as above, given that (1+∆) ℓ R is still residual and the term ρ can be absorbed easily in the estimates. Proceeding as above, using the hypothesis that R ∈ Ψ −∞,ǫ (M, B ∞ ), we conclude that (6.29) holds true.
We are left with the task of proving (6.5), i.e. that σ c extends continuously from G f to G. Recall the definition of σ c on G f . If B j ∈ G f and B j (λ) = g∈Γ B j (λ)(g)g, j = 0, . . . k + 1, then
.
We obtain corresponding elements f ℓ (λ) ∈ CΓ, ℓ ∈ {0, 1, . . . , k + 1}. Well-known estimates for the trace-class norm, together with Lemma 6.14, give the existence of m ∈ N such that g0···g k+1
Easy arguments show that in order to complete the proof of (6.5) it suffices to show the following:
, is finite and bounded by 1/(1 + λ 2 ).
Recall that if S ∈ G then we have proved the following estimate (see (6.22 ) through (6.25)):
where, as before, we make a small abuse of notation and keep the same symbol for the smoothing kernel K S (λ) and the smoothing operator it defines on N. A similar argument shows that, more generally, In particular, taking ℓ = 0 and ℓ = 1 and adding we obtain the estimate (6.33) Let now S ∈ G, S = S(g)g, and let f (λ) be the function on Γ defined by f (λ)(g) := S(λ)(g) . Since S is a translation-invariant B ∞ -smoothing operator with ǫ-bounds we do know that for any m ∈ N g∈Γ |K S(g) (y, y ′ , t)| 2 exp(ǫ|t|)(1 + |g|) 2m + |∂ t K S(g) (y, y ′ , t)| 2 exp(ǫ|t|)(1 + |g|) 2m is convergent and uniformly bounded on N × N × R. Proceeding precisely as in the steps leading to the proof of (6.30) and using (6.34) we conclude that the following fundamental estimate holds true: Indeed, it suffices to observe as before that if S ∈ G then for k > dim N S(λ) 1 ≤ (1 + ∆ N )
and the term on the right hand side can be analyzed as before. The proof of the claim, and thus of Proposition 6.3 is now complete.
The higher Atiyah-Patodi-Singer index formula
We are now ready to state and prove the main result of this paper. Let c ∈ Z k (Γ; C), k = 2p, be a normalized group cocycle. We assume that Γ satisfies the (RD)-condition and that c has polynomial growth. We know that under these assumptions the cyclic cocycle τ c extends from J f to J and our goal is to give a formula for the higher APS index Ind If N is any closed compact manifold, not necessarily a boundary, and Γ → N → N is a Galois Γ-covering, then it should be possible to prove, using Getzler rescaling, that the limit Theorem 7.4. Let Γ be a finitely generated discrete group satisfying the (RD) condition and let c ∈ Z k (Γ; C), k = 2p, be a normalized group cocycle of polynomial growth. Let Γ → M 0 → M 0 be a Galois Γ-covering of a compact even dimensional manifold with boundary M 0 , endowed with a riemannian metric g 0 and a bundle of unitary Clifford modules E 0 with Clifford connection ∇ 0 . We assume that all these structures are of product-type near the boundary. Let Γ → M → M be the associated Galois covering with cylindrical ends and let g, E and ∇ be the extended structures. Let D and D be the associated Dirac operators and let D be the operator D twisted by the B ∞ -Mishchenko bundle. Let us make the assumption that D ∂ is L 2 -invertible. Then there is a well defined higher index Ind (c,Γ) (D) and the following higher Atiyah-Patodi-Singer formula holds: the higher eta invariant of Lott [19] . By using the identity Ind (c,Γ) (D) = Ch(Ind MF,∞ (D)), t c K and by comparing the two APS index formulae, we obtain, as a corollary, the following interesting equality:
