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0 CV
























































*L decreases	monotonically	in	 * .2	The	confidence	interval	in	the	example	is	0.21	

























































































































































































































































































































                                                   
4	z	=	
000,101
  ,	where	μ	is	the	population	value,  is	the	effect	size	estimate, 000,101 	the	standard	
error	of  .	
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1.000	 0.985	 0.952	 0.566	 0.249	 0.053	







1.000	 1.000	 1.000	 0.998	 0.999	 0.999	







1.000	 1.000	 1.000	 1.000	 1.000	 1.000	
Trim‐and‐fill	 1.000	 1.000	 1.000	 1.000	 1.000	 1.000	
p‐uniform	(estimator	p)	







1.000	 1.000	 1.000	 1.000	 1.000	 1.000	
Trim‐and‐fill	 1.000	 1.000	 1.000	 1.000	 1.000	 1.000	











	 	 	 pp	




p‐uniform	(est.	p)	 0.902	 0.519	 0.340	 0.090	 0.063	 0.051	
TES	 0.555	 0.570	 0.644	 0.565	 0.239	 0.022	
0.16	
(40)	
p‐uniform	(est.	p)	 0.748	 0.620	 0.520	 0.184	 0.092	 0.050	
TES	 0.338	 0.245	 0.185	 0.065	 0.029	 0.006	
0.33	
(16)	
p‐uniform	(est.	p)	 0.365	 0.342	 0.319	 0.182	 0.100	 0.043	
TES	 0.074	 0.068	 0.061	 0.023	 0.005	 0.002	
	
0.5	(10)	
p‐uniform	(est.	p)	 0.033	 0.032	 0.031	 0.024	 0.019	 0.012	































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































	 p‐uniform	 p‐curve	 FE	MA	 RE	MA	
Effect	size	estimate	 ‐0.179	 ‐0.172	 0.571	 0.571	



















































































































































































































p‐curve	 .393	 .530	 .703	 .856	 1.094	
p‐uniform	(IH)	 .383	 .535	 .724	 .874	 1.110	
p‐uniform	(“1‐p”)	 .387	 .522	 .679	 .776	 .903	
FE	MA	 .553	 .616	 .738	 .875	 1.104	
































































































































































































































































































                                                   
16	Functions	for	applying	p‐uniform	can	be	loaded	in	R	by	means	of	running	the	following	code:	
devtools::install_github("RobbievanAert/puniform");	library(puniform)	












































































































































































in 	 t‐value	 p‐value		
1	 Ackerman	et	al.	(2010),	Exp.	1	 26	 28	 2.016	 0.0489	
2	 Ackerman	et	al.	(2010),	Exp.	2	 21	 22	 1.867	 0.0690	
3	 Chandler	et	al.	(2012),	Exp.	2	 30	 30	 2.554	 0.0133	
4	 Chandler	et	al.	(2012),	Exp.	1	 50	 50	 2.113	 0.0372	
5	 Chandler	et	al.	(2012),	Exp.	3	 50	 50	 2.390	 0.0188	
6	 Hafner	(2013),	Exp.	1	 30	 30	 2.042	 0.0457	
7	 Jostmann	et	al.	(2009),	Exp.	1	 20	 20	 2.245	 0.0307	
8	 Jostmann	et	al.	(2009),	Exp.	2	 22	 28	 2.081	 0.0428	
9	 Jostmann	et	al.	(2009),	Exp.	3	 25	 24	 2.191	 0.0335	
10	 Jostmann	et	al.	(2009),	Exp.	4	 20	 20	 2.294	 0.0274	
11	 Kaspar	&	Krull	(2013)	 45	 45	 3.049	 0.0030	
12	 Kouchaki	et	al.	(2014),	Exp.	1a	 15	 15	 2.020	 0.0531	
13	 Kouchaki	et	al.	(2014),	Exp.	1c	 27	 27	 2.184	 0.0335	
14	 Kouchaki	et	al.	(2014),	Exp.	2	 26	 25	 2.307	 0.0254	
15	 Kouchaki	et	al.	(2014),	Exp.	3	 35	 36	 2.308	 0.0240	
16	 Kaspar	(2013),	Exp.	1	 20	 20	 3.268	 0.0023	
17	 Kaspar	(2013),	Exp.	2	 25.5	 25.5	 2.306	 0.0254	
18	 Kaspar	(2013),	Exp.	3	 31	 31	 2.278	 0.0263	
19	 Kaspar	(2013),	Exp.	4	 48.5	 48.5	 2.053	 0.0429	
20	 Kaspar	(2013),	Exp.	5	 30	 30	 2.452	 0.0172	
21	 Kouchaki	et	al.	(2014),	Exp.	4	 31	 31	 2.139	 0.0365	
22	 Maglio	and	Trope	(2012),	Exp.	2	 18	 18	 2.284	 0.0287	
23	 Zhang	and	Li	(2012),	Exp.	1	 35	 35	 2.382	 0.0200	
24	 Zhang	and	Li	(2012),	Exp.	2	 39	 39	 1.994	 0.0498	



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































	 	 Rank‐cor.	 	 	 	 p‐uniform	 	
	 	 Not	
sig.	






























	 	 	 	 	 	 	 	 	 	
































	 	 	 	 	 	 	 	 	 	
	 	 TES	 	 	 	 TES	 	
	 	 Not	
sig.	




























































































	 B	(SE)	 t‐value	(p‐value)	 95%	CI		
Intercept	 ‐0.144	(0.012)	 ‐11.697	(<.001)	 ‐0.168;‐0.12	
Discipline	 0.006	(0.009)	 0.637	(.262)	 ‐0.012;0.023	
I2‐statistic	 ‐0.001	(0.0003)	 ‐4.601	(<.001)	 ‐0.002;‐0.001	
Standard	error	 1.185	(0.046)	 25.514	(<.001)	 1.094;1.277	
Prop.	sig.	effect	sizes	 0.489	(0.014)	 34.269	(<.001)	 0.461;0.517	
Number	of		effect	









































	 B	(SE)	 t‐value	(p‐value)	 95%	CI		
Intercept	 0.77	(0.689)	 1.118	(0.264)	 ‐0.584;2.124	
Discipline	 0.001	(0.497)	 0.001	(0.999)	 ‐0.975;0.976	
I2‐statistic	 0.013	(0.014)	 0.939	(0.174)	 ‐0.014;0.039	
Standard	error	 3.767	(2.587)	 1.456	(0.146)	 ‐1.316;8.851	
Prop.	sig.	effect	sizes	 ‐1.287	(0.797)	 ‐1.615	(0.107)	 ‐2.853;0.279	
Number	of		effect	






















	 B	(SE)	 t‐value	(p‐value)	 95%	CI		
Intercept	 ‐0.017	(0.033)	 ‐0.517	(.605)	 ‐0.083;0.048	
Discipline	 ‐0.04	(0.024)	 ‐1.651	(.951)	 ‐0.087;0.008	
I2‐statistic	 ‐0.004	(0.001)	 ‐5.338	(<.001)	 ‐0.005;‐0.002	
Standard	error	 0.172	(0.126)	 1.371	(.086)	 ‐0.074;0.419	
Prop.	sig.	effect	sizes	 0.182	(0.039)	 4.713	(<.001)	 0.106;0.258	
Number	of		effect	










































































































































































































































































































































	 iiiy   	 	
where	 	is	the	average	true	effect	size,	 i 	is	a	random	effect	that	denotes	the	
difference	between	 	and	the	ith	primary	study’s	true	effect	size,	and	 i 	is	the	ith	
primary	study’s	sampling	error.	In	the	random‐effects	model,	it	is	commonly	assumed	
that	 ),0(~ 2 Ni 	where	
2 	reflects	the	between‐study	variance	in	true	effects,	and	
),0(~ 2ii N  	where	
2
i 	is	the	sampling	variance	of	the	ith	primary	study.	The	 i 	and	































where	 ),( iiyf  	denotes	the	(unweighted)	density	distribution	as	in	the	fixed‐effect	
or	random‐effects	model.	If	 1),( iiyw  	for	all	 iy ,	the	weighted	density	is	the	same	as	
the	density	of	the	effect	size	model	(Hedges	&	Vevea,	2005)	and	estimates	of	the	
selection	model	approach	coincide	with	those	of	the	fixed‐effect	or	random‐effects	
































If	 	and	  	are	zero,	there	is	no	publication	bias	and	 1w 	and	 2w 	both	equal	1.	The	
selection	model	approach	by	Iyengar	and	Greenhouse	(1988a)	is	a	two‐parameter	
model	(i.e.,	parameters	are	 	and	either	 	or	 	depending	on	which	selection	model	
is	selected)	whereas	the	selection	model	approach	proposed	in	the	rejoinder	(Iyengar	













1ja 	denote	the	left	and	 ja 	the	right	endpoint	of	an	interval	of	p‐values	
where	j	refers	to	the	jth	interval	and	 00 a 		and	 1Ja 	with	J	reflecting	the	total	
number	of	intervals.	The	weight	function	(Hedges,	1992;	Hedges	&	Vevea,	2005)	can	
then	be	written	as	









1w 	and	 2w )	are	estimated.	The	weight	corresponding	to	
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	 iii baz   / 	 	
where	 a 	and	b 	are	two	parameters	that	are	estimated	and	 i 	is	a	normally	
distributed	random	variable.	Parameters	 a 	and	b 	determine	the	probability	of	
publication	of	an	effects	size	with	 a 	determining	the	minimal	probability	of	a	study	
being	published	and	b 	the	change	in	 a 	if	 i 	increases	or	decreases.	The	weights	of	
each	primary	study’s	effect	size	are	then	determined	based	on	the	correlation	
between	
iz 	and	 iy 	where	a	non‐zero	correlation	indicates	that	publication	bias	
occurred.	The	effect	size	model	of	this	method	is	the	random‐effects	model	or	mixed‐


































































                                                   
14	In	the	paper,	based	on	this	chapter	we	will	also	include	the	results	of	method	of	moments	estimators.	





















































































































iq 	is	easy	to	understand,	and	(ii)	it	has	the	nice	property	that	 ̂ 	is	equal,	
larger,	smaller	than	zero	if	the	average	of	the	statistically	significant	p‐values	is	equal	











































































































2 *),(  .	 (3)	
The	profile	(log‐)likelihood	functions	of	Equation	(3)	can	be	iteratively	optimized	until	
̂ 	and	 2̂ 	do	not	change	anymore	in	consecutive	steps.	Confidence	intervals	for	 	
and	 2 	are	obtained	by		inverting	the	likelihood‐ratio	test	statistic,	and	the	likelihood‐




















































































confidence	intervals	for	 	and	 .	The	median	of	the	estimates	for	 	and	 	are	not	
reported,	because	these	results	were	highly	comparable	to	the	average	of	the	


























effect	size	(condition	 5.0 	and	 346.0 ).	The	first	four	columns	of	Table	5.1	
present	the	results	for	estimating	 	and	computing	its	confidence	interval.		Although	
bias	of	p‐uniform*	and	Hedges1992	was	small	(at	most	0.062),	both	methods	
overestimated	 	if	 0 	and	underestimated	 	if	 5.0 .	Estimates	of	p‐uniform*	
and	Hedges1992	were	highly	similar,	but	estimates	of	p‐uniform	were	closest	to	the	
true	effect	size	if	 0 	whereas	Hedges1992	was	slightly	less	biased	if	 5.0 	in	
combination	with	 346.0 .		









probabilities	of	p‐uniform*	were	acceptable	(.94‐.96)	if	 0 ,	but	too	low	if	 346.0 	
(around	.818).	Similarly,	coverage	probabilities	of	Hedges1992	were	acceptable	for	
5.0 ,	close	to	acceptable	for	 0 	(.971)	if	 0 ,	but	too	low	if	 346.0 	(.84	and	
.81).			
		 Estimating	 	and	its	confidence	interval	An	estimate	of	 	could	always	be	
computed	for	p‐uniform*	whereas	estimation	with	Hedges1992	did	not	converge	in	at	





yielded	accurate	estimates	for	 0 ,	but	 	was	severely	underestimated	for	
346.0 .	This	underestimation	was	not	surprising	since	estimating	the	between‐
study	variance	in	true	effect	sizes	based	on	only	two	primary	studies	is	very	



































































































































































































































































































































































































































































































































































































































































































		 The	following	variables	were	varied	in	the	Monte‐Carlo	simulations:	 ,	 ,	k,	


































































non‐convergence	was	most	severe	for	the	condition	 0 ,	 0 ,	k=10,	and	 1pub 	
(12.6%).	Hedges1992	failed	to	converge	in	at	most	15.8%	of	the	replications	for	the	
condition 0 ,	 0 ,	k=10,	and	 0pub .	Both	methods’	non‐convergence	rate	was	
close	to	zero	if	both	statistically	significant	and	nonsignificant	primary	studies’	effect	
sizes	were	included	in	a	meta‐analysis.		
		 Figures	5.1	and	5.2	show	the	average	of	the	estimates	of	 	when	 	(columns	







overestimation	decreased	in	 	and	increased	in	 	and	 pub .	Hedges1992	and	p‐
uniform*	were	less	biased	than	the	random‐effects	model	if	 0pub 	with	no	(i.e.,
0pub )	or	negligible	bias	(i.e., 5.0pub ).	For	 9.0pub ,	Hedges1992	provided	
accurate	average	estimates	(maximum	bias	0.056).	For	 9.0pub ,	p‐uniform*	also	
provided	accurate	average	estimates	for	 0 	and	 2.0 ,	but	slightly	









strongly	overestimated	estimates	of	 	if	 0 	(bias	at	most	0.301),	whereas	p‐
uniform*	showed	slight	underestimation	(maximum	bias	‐0.110).	Because	these	
biases	for	 1pub 	also	hold	for	k=120,	revealing	systematic	bias,	these	results	suggest	






		 RMSE	for	estimating	 	Figure	5.3	and	4	show	the	RMSE	for	estimating	 	
for	k=10	and	60.	The	RMSE	for	the	random‐effects	model	followed	the	patterns	
observed	for	its	bias;	RMSE	increased	in	publication	bias	and	 ,	and	decreased	in	 .	
For	 0pub 	or	 5.0pub ,	the	random‐effects	model	had	a	lower	RMSE	than	the	two	






0pub 	and	 5.0pub 	except	for	 0 	where	p‐uniform*	had	a	higher	RMSE.	For	











































































































































































confidence	interval	(condition	 0 ,	 346.0 ,	k=10, 1pub ),	and	29.3%	for	





to	0.95	for	 5.0pub 	and	 0 ,	and	decreased	as	a	function	of pub 	and	 .	However,	
the	undercoverage	of	p‐uniform*	was	less	severe	than	for	the	random‐effects	model.	
Coverage	probabilities	of	Hedges1992	were	close	to	0.95	in	the	absence	of	publication	






















estimating	 	(see	Figure	5.1).	Statistical	power	of	p‐uniform*	decreased	as	 pub 	was	
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bias	(at	most	0.867	for	 1pub ,	 0 ,	 346.0 ).	Statistical	power	of	Hedges1992	
was	also	generally	larger	than	of	p‐uniform*	and	increased	as	a	function	of	 pub .	
If	k	was	increased,	the	Type	I	error	rate	of	p‐uniform*	became	closer	to	the			















(in	condition	 0 ,	 0 ,	k=10,	 0pub ).	Figures	5.5	and	5.6	show	the	average	
estimates	of	 	for	k=10	and	60,	respectively.	For	k=10	and	 0pub ,	the	random‐
effects	model	overestimated	 	if	 0 	(maximum	bias	0.052)	and	underestimated	it	




iy 	and	difficulties	for	estimating	 .	If	 0 ,	there	was	a	small	positive	bias	in	p‐
uniform*	(maximum	bias	0.067)	and	Hedges1992	(maximum	bias	0.05)	for	all	levels	
of	 pub ,	and	this	bias	was	the	largest	for	 1pub 	in	combination	with	 5.0 	(bias	=	
0.067	for	p‐uniform*	and	0.05	for	Hedges1992).	P‐uniform*	and	Hedges1992	










































































































































































































































































































































































































































































































































































	 	 	 	 	 	 	




























severe	(0.072)	for	 1pub 	in	combination	with	 0 	and	 0 .	Coverage	
probabilities	of	p‐uniform*	were	close	to	0.95	if	 0pub 	and	 346.0 ,	but	generally	




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































	 	 	 	 	






































































































































































































































































































































































































































































































































































































































	 )(xG .	 (5)	









































L̂ 	=	‐1.109	to	 H̂ 	=	0.428.		 	
		 	



































































                                                   
23	In	case	of	a	two‐tailed	hypothesis	test,	the	alpha	level	has	to	be	divided	by	2	because	it	is	assumed	that	all	
observed	effect	sizes	are	statistically	significant	in	the	same	direction.	













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































	 Overall	 JEP:	LMC	 JPSP	 PSCI:	cog.	 PSCI:	soc.	
























































FE	 70.1%	 90%	 44.4%	 92.3%	 56.2%	
Replication	 34.3%	 50%	 11.1%	 46.2%	 31.2%	
Hybrid	 28.4%	 45%	 11.1%	 30.8%	 25%	
Hybrid0	 28.4%	 45%	 11.1%	 30.8%	 25%	


















	 FE	 Hybrid	 Hybrid0	 HybridR	
Replication	 1	 0.519	 0.519	 0.603	
FE	 	 1	 1	 1	
Hybrid	 	 	 1	 1	
Hybrid0	 	 	 	 1	





























































































































































































































































	 ρ	 NO=31	 NO=55	 NO=96	
FE	
0	 0.015	(0.034)	 0.02	(0.033)	 0.026	(0.032)	
0.1	 0.112	(0.034)	 0.115	(0.033)	 0.116	(0.032)	
0.3	 0.306	(0.031)	 0.305	(0.031)	 0.302	(0.03)	
0.5	 0.501	(0.026)	 0.5	(0.026)	 0.5	(0.025)	
Replication	
0	 0	(0.036)	 0	(0.036)	 0	(0.036)	
0.1	 0.1	(0.035)	 0.1	(0.035)	 0.1	(0.035)	
0.3	 0.3	(0.032)	 0.3	(0.032)	 0.3	(0.032)	
0.5	 0.5	(0.027)	 0.5	(0.027)	 0.5	(0.027)	
Hybrid	
0	 ‐0.001	(0.047)	 ‐0.001	(0.046)	 ‐0.001	(0.045)	
0.1	 0.099	(0.047)	 0.099	(0.045)	 0.099	(0.044)	
0.3	 0.299	(0.042)	 0.299	(0.04)	 0.299	(0.036)	
0.5	 0.499	(0.033)	 0.499	(0.031)	 0.499	(0.028)	
Hybrid0	
0	 0.019	(0.027)	 0.018	(0.026)	 0.018	(0.025)	
0.1	 0.099	(0.046)	 0.099	(0.044)	 0.099	(0.043)	
0.3	 0.299	(0.042)	 0.299	(0.04)	 0.299	(0.036)	
0.5	 0.499	(0.033)	 0.499	(0.031)	 0.499	(0.028)	
HybridR	
0	 0.013	(0.039)	 0.013	(0.039)	 0.012	(0.038)	
0.1	 0.112	(0.038)	 0.112	(0.038)	 0.111	(0.036)	
0.3	 0.309	(0.035)	 0.306	(0.034)	 0.303	(0.033)	
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































normal	distribution	with	variance	 )3(1 N 	with	N	being	the	total	sample	size	(Fisher,	
1921).	The	Fisher‐transformed	correlations	(θ)	are	

























































o̂ )	and	replication	( r̂ )	for	each	hypothesized	effect	size	(θ)	is	obtained	by	
multiplying	the	densities	of	the	observed	effect	sizes:	


















































































































Snapshot	hybrid	 .287	 .703	 .010	 0	
Snapshot	naïve	 .063	 .866	 .071	 0	
p0	=	2	 Snapshot	hybrid	 .446	 .546	 .008	 0	
p0	=	6	 Snapshot	hybrid	 .707	 .289	 .004	 0	








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































	 	 0	 0.1	 0.3	 0.5	
Snapshot	
Hybrid	
EE‐RP	 0.084	 0.137	 0.34	 0.44	
RPP	 0.293	 0.234	 0.217	 0.256	
Snapshot	Naïve	
EE‐RP	 0.03	 0.165	 0.361	 0.444	



































	 	 0	 0‐0.1	 0.1	 0.1‐0.3	 0.3	 0.3‐0.5	 0.5	
Snapshot	
Hybrid	
EE‐RP	 0	 0.125	 0.062	 0.062	 0.312	 0	 0.438	
RPP	 0.134	 0.284	 0.045	 0.119	 0.06	 0.164	 0.194	
Snapshot	
Naïve	
EE‐RP	 0	 0.062	 0.125	 0	 0.375	 0	 0.438	














	 	 ρS	 	
	 	 0	 0.1	 0.3	 0.5	 Inconcl.	
Snapshot	
Hybrid	
EE‐RP	 0	 0.062	 0.312	 0.438	 0.188	
RPP	 0.134	 0.030	 0.045	 0.164	 0.627	
Snapshot	
Naïve	
EE‐RP	 0	 0.125	 0.375	 0.438	 0.062	
RPP	 0.015	 0.119	 0.104	 0.239	 0.522	
	
















	 	 ρS	 	
	 	 0	 0.1	 0.3	 0.5	 Inconcl.	
Snapshot	
Hybrid	
Social	 0.235	 0.059	 0	 0.118	 0.588	
Cognitive	 0.030	 0	 0.091	 0.212	 0.667	
Snapshot	
Naïve	
Social	 0.029	 0.176	 0.059	 0.118	 0.618	
















































































































































































































































































































































between	the	 th	study’s	true	effect	size	and	 ,	and	 	is	the	 th	study’s	sampling	error.	
It	is	commonly	assumed	that	 	where	 	is	the	between‐study	variance	




















































































,	so	that	 	is	obtained	by	matching	 	to	its	expected	value.	Hence,	 	is	
the	solution	to	














































































































scheme	that	takes	us	from	 	to	 .		 	






Estimate	 Bangert‐Drowns	et	al.	(2004)	 Sterne	et	al.	(2001)	 Ho	and	Lee	(2012)	
DL	 0.0455	 0.2239	 0.0076	
DL2	 0.0652	 0.1587	 0.0078	
DL3	 0.0684	 0.1841	 0.0079	
DL4	 0.0688	 0.1736	 0.0079	
DL5	 0.0689	 0.1778	 	
DL6	 0.0689	 0.1761	 	
DL7	 	 0.1768	 	
DL8	 	 0.1765	 	
DL9	 	 0.1766	 	
DL10	 	 0.1766	 	




























































meta‐analysis	with	four	effect	sizes	 ,	 ,	 ,	and	 ,	
with	corresponding	 	and	 .	The	DL	estimate	is	

















































































where	 	is	a	column	vector	containing	the	 ,	 	is	the	 	design	matrix	(sometimes	







































(12)	becomes	 / / ,	where	this	final	equality	
is	because	 ,	where	 	and	 	are	square	matrices	of	the	same	size,	and	
because	 / / .	We	can	then	further	simplify	this	expression	by	taking	
/ / .	This	identity	is	because	 / /
/ / ,	where	 	and	 / /
.	This	final	equality	follows	from	the	observation	that	the	hat	matrix	corresponding	
to	a	design	matrix	 	is	given	by	 ,	where	 .	
For	an	identifiable	regression	 	is	a	 	identity	matrix,	which	results	in	
the	well	known	result	that	the	trace	of	the	hat	matrix	is	 .	Then	we	simply	observe	
































































































































































































































































































































iiiY   ,	 	






and	then	assumed	to	be	known.	Hence,	we	will	write	 2ˆ i 	to	refer	to	the	estimated	
sampling	variances.	Each	
i 	consists	of	an	average	true	effect	( )	and	the	random	
effect	 ),0(~ 2Nui 	that	denotes	the	difference	between	 i 	and	 (Raudenbush,	
2009).	Hence,	the	random‐effects	model	can	be	written	as	
	
iii uY   ,	 	
where	it	is	assumed	that	the	





























































with	 ̂ 	given	by	Equation	2	with	 )ˆ/(1 22 iiw   .	This	generalized	version	of	the	Q‐
statistic	also	follows	a	 2 	distribution	with	k	–	1	degrees	of	freedom	(Viechtbauer,	





percentiles	of	a	 2 	distribution	with	k	–	1	degrees	of	freedom,	the	95%	CI	( 22 ˆ;ˆ UBLB  )	is	
equal	to	the	two	values	for	 2 	where	




  kUBkLB QQ  .	 	
The	method	is	called	Q‐profile	because	different	values	for	 2 	are	entered	in	
Equation	3	(i.e.,	profiling)	until	the	generalized	Q‐statistic	equals	the	critical	values	of	
the	 2 	distribution.	If	 2 975.0;1























weights	are	no	longer	 2ˆ/1 iiw  ,	but	could	be	any	set	of	positive	constants	denoted	by	
ia .	The	exact	distribution	of	the	Q‐statistic	( aQ )	was	derived	by	Biggerstaff	and	
Jackson	(2008,	p.	6095)	and	Jackson	(2013,	p.	222).	The	distribution	of	
aQ 	is	the	






















CI	( 22 ˆ;ˆ UBLB  )	can	then	be	obtained	again	by	test	inversion	(Casella	&	Berger,	2002),	
that	is,	given	the	observed	value	
aq 	of	 aQ ,	we	find	those	two	values	of	
2 	for	which	










If	 2ˆ/1 iia  ,	the	results	of	the	methods	by	Biggerstaff	and	Jackson	(2008)	and	Jackson	
(2013)	are	equivalent.	Other	suggestions	for	
ia 	are	an	unweighted	analysis	with	 ia 	
equal	to	a	constant,	 )ˆˆ/(1 22 i  ,	and	
5.022 )ˆˆ/(1 i  (Jackson,	2013;	Jackson	et	al.,	
2014).	Note	that,	even	when	all	model	assumptions	are	fulfilled,	the	CIs	are	no	longer	































































































































The	Yi	and	 2ˆ i 	values	were	used	as	input	for	the	Q‐profile	and	GENQ	method.	Two	






























We	only	present	the	results	for	 0 ,	k	=	(5,	10,	40,	160),	and	 )5.0,1.0(Ci ,	
because	these	conditions	are	illustrative	for	the	performance	of	the	methods.	Results	
were	hardly	affected	by	the	selected	values	of	 ,	whereas	results	for	 3.0Ci 	were	
in	between	the	two	other	conditions	of	 C
i .	Results	of	all	other	conditions	are	

















































condition	(i.e.,	k	=	20	and	 4.0 ),	the	average	width	of	the	CI	for	 5.0Ci 	of	the	Q‐
profile	method	was	larger	than	of	the	GENQ	methods.	However,	the	difference	
between	the	method	with	the	smallest	and	largest	average	width	of	a	CI	was	at	most	





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































are	used.	Differences	between	 2̂ 	and	 2T 	are	especially	prevalent	if	one	of	the	cells	in	
the	observed	frequency	table	is	equal	to	0.		
		 	 	




),;(),;( CCCEEE nxBnxB   	with	B	denoting	the	probability	mass	function	of	the	binomial	
distribution,	and	log	odds	ratios	(Y)	if	the	sample	size	in	the	experimental	and	control	group	
equals	30.	Cell	frequencies	are	denoted	by	 Ex ,	 EE xn  ,	 Cx ,	and	 CC xn  .	
Ex 	 EE xn  	 Cx 	 CC xn  	 ),;(),;( CCCEEE nxBnxB   	 Y	
0	 30	 0	 30	 ),30;0(),30;0( CE BB   	 0	
1	 29	 0	 30	 ),30;0(),30;1( CE BB   	 1.132	
2	 28	 0	 30	 ),30;0(),30;2( CE BB   	 1.677	
3	 27	 0	 30	 ),30;0(),30;3( CE BB   	 2.049	
4	 26	 0	 30	 ),30;0(),30;4( CE BB   	 2.338	
⁞	 ⁞	 ⁞	 ⁞	 ⁞	 ⁞	
0	 30	 1	 29	 ),30;1(),30;0( CE BB   	 ‐1.132	
⁞	 ⁞	 ⁞	 ⁞	 ⁞	 ⁞	





































2̂ .	If	 5.0Ci 	
(second	row	of	panels	in	Figure	9.2),	no	severe	undercoverage	was	observed	for	the	
three	methods	when	using	 2̂ 	or	 2T 	since	all	coverage	probabilities	were	larger	than	
0.9.	Simulation	study	1	showed	that	coverage	probabilities	most	notably	diverged	
from	the	nominal	coverage	rate	when	k=160	and	 1.0Ci .	This	is	also	apparent	here;	




































































































































































































































































































































































































probability	was	close	to	the	nominal	coverage	rate	(left	panel;	k=5,	 5.0Ci ,	 0 ),	
when	coverage	was	too	large	(middle	panel;	k=5,	 1.0Ci ,	 0 ),	and	when	coverage	







coverage;	k=5,	 5.0Ci ,	 0 ),	the	mean	of	the	generalized	Q‐statistics	was	indeed	
close	to	the	mean	(4)	of	the	 2 	distribution	(3.86	for	 2̂ ,	3.96	for	 2T ).	However,	the	








C h a p t e r 	 9 |	271	
	
 
(k=5,	 1.0Ci ,	 0 )	are	presented	in	the	middle	panel	of	Figure	9.3.	The	pdf	of	the	
generalized	Q‐statistic	based	on	 2T 	was	closer	to	the	
2 	distribution	than	based	on	







was	not	sufficiently	large	to	accurately	approximate	the	 2 	distribution	with	 2̂ 	




























the	left	of	the	 2 	distribution,	the	lower	and	upper	bounds	of	the	CI	around	 	have	to	
be	obtained	by	decreasing	 2 	in	Equation	3	till	the	2.5th	and	97.5th	percentiles	of	this	
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































328	|	D a n k w o o r d 	
	
 
leven	en	vind	het	fijn	dat	jij	mijn	oudere	(maar	kleinere)	zus	bent.	Niek,	ik	vind	het	erg	
gezellig	dat	wij	nu	samen	met	Chris	en	Paul	een	kantoor	delen.	Ik	kan	je	humor	erg	
waarderen	en	ook	je	enthousiasme	om	deel	te	nemen	aan	hardloopwedstrijden	(ook	
al	realiseer	jij	je	soms	dat	het	na	het	maken	van	een	trainingsschema	toch	wat	krap	
wordt).	
		 Ook	wil	ik	graag	Kees,	Betsie,	Karlijn	en	Pepijn	bedanken	voor	de	gastvrijheid	
voor	al	meer	dan	10	jaar.	Ik	waardeer	het	erg	als	we	langskomen	en	bordspellen	
spelen	ook	al	is	er	soms	wat	kritiek	op	mijn	speelwijze	;‐).	
		 Aan	mijn	moeder	heb	ik	wellicht	het	meeste	te	danken	en	dan	niet	alleen	de	
afgelopen	vier	jaar	en	vijf	maanden,	maar	de	afgelopen	28	jaar.	Mamma,	ik	vind	het	
erg	knap	dat	je	mij	en	ook	Cindy	voor	het	grootste	gedeelte	alleen	hebt	opgevoed	en	
ons	vooral	hebt	gestimuleerd	om	de	dingen	te	doen	die	we	leuk	vonden.	Ik	denk	dat	
we	allebei	uiteindelijk	goed	terecht	gekomen	zijn!	Pappa,	Marleen,	Ramon	en	Shanti,	
het	is	goed	dat	we	weer	wat	frequenter	contact	hebben.	
		 Tenslotte	wil	ik	de	belangrijkste	persoon	in	mijn	leven	bedanken.	Lieve	Karin,	
niet	alleen	de	afgelopen	4	jaar	en	5	maanden	heb	jij	me	ontzettend	veel	geluk	
gebracht,	maar	ook	geholpen	om	te	relativeren	over	hoe	(on)belangrijk	werk	wel	niet	
is.	Ik	denk	dat	we	alle	problemen	kunnen	overwinnen,	omdat	we	een	erg	goed	team	
zijn	samen.	Ook	al	lijkt	het	soms	dat	we	het	over	de	meeste	dingen	oneens	zijn,	in	
werkelijkheid	denk	ik	dat	we	het	toch	over	meer	zaken	eens	dan	oneens	zijn.	Ik	hoop	
dat	we	nog	velen	jaren	samen	gelukkig	en	gezond	door	kunnen	brengen.	
	
