Abstract. In this paper, we investigate the constrained minimization problem e(a) := inf
where the energy functional
with m ∈ R, a > 0, is defined on a Sobolev space H. We show that there exists a threshold a * > 0 so that e(a) is achieved if 0 < a < a * , and has no minimizers if a ≥ a * . We also investigate the asymptotic behavior of nonnegative minimizers of e(a) as a → a * .
Introduction
In this paper, we investigate a minimization problem in connection with the pseudo-relativistic Hartree equation
where µ ∈ R, and the operator √ −∆ + m 2 is defined on H A consideration of problem (1.2) in physics can be interpreted as a system of N spinless, identical bosons with two-body interactions governed by the Coulomb potential. These bosons are also subject to a time-independent external potential V (x), see [6] for more details. In the particular case V (x) = −m, problem (1.2) was studied in [5] as an effective dynamical description for an N-body quantum system of relativistic bosons with twobody interaction given by Newtonian gravity, it leads to a Chandrasekhar type theory of boson stars. For solitary waves of problem (1.2) with V (x) = −m, a ground state is a minimizer of the energy functional for some µ ∈ R. Equation (1.4) appears in the study of models of stellar collapse, such as neutron stars. The typical neutron kinetic energy is high, so it must be treated relativistically, see [13] , [15] and [16] for further discussion. It was found in [7, 16] a symmetric decreasing ground state of E(u) subject to 0 < N < N * for some N * > 0; whereas no ground states exist whenever N ≥ N * .
Similar phenomenon also appears in quantum Bose gases. Recently, the mass concentration for Bose-Einstein condensates with attractive interaction was considered in [10] in R 2 . It proved in [10] that there exists a critical value a * > 0 such that the Gross-Pitaevskii energy functional
with a "confining trap" V and under the mass constraint R 2 u 2 dx = 1, has at least one minimizer if 0 < a < a * , and has no minimizer if a ≥ a * . The limit behavior of the minimizer u a k as a k → a * is also investigated. Similar problems were considered in [4] for the fractional Laplacian (−∆) s and in [9] for Choquard equation.
In this paper, we consider the minimization problem e(a) := inf {u∈H, u 2 2 =1}
E a (u), (1.5) where the energy functional
with m ∈ R, a > 0, is defined on the space
Stimulated by previous works, we will show that there exists a threshold a * > 0 such that the minimization problem e(a) has a ground state if 0 < a < a * and has no ground state if a ≥ a * . Furthermore, we will study the collapse concentration of ground state u a as a → a * , which may help to understand better the structure formation of bosonic matter.
We assume in this paper that the function V : R 3 → R is locally bounded and satisfies
The threshold a * is related to L 2 (R 3 ) norm · 2 of a positive ground state Q of the following problem
Precisely, a * := Q 2 2 . It is known from [8, 16] that, up to translations, problem (1.8) admits a positive ground state Q, which can be taken to be radially symmetric about the origin. Moreover, every ground state Q of (1.8) satisfies Q ∈ H s (R 3 ) for all s ≥ as |x| → ∞.
In describing the formation of nonnegative minimizers of e(a) as a → a * , the uniqueness of the ground state Q of (1.8) has vital function. However, such a problem is still open for (1.8) , this causes difficulty to manage the problem. We observe in Lemma 4.3 in section 4 that every ground state of (1.8) has the least L 2 (R 3 ) norm among all nontrivial solutions of (1.8). Fortunately, this is sufficient to serve our purpose.
On the other hand, by the Gagliardo-Nirenberg inequality
q − 2, and the Hardy-LittlehoodSoblev inequality, we have
. The optimal constant in inequality (1.11) was determined in [8] . Taking into account as [20] the Weinstein functional 12) we know from Lemma 5 in [18] that 13) and then, the best constant C gn in (1.11) is equal to 2 Q 2 2 . Our first result is as follows.
, there exists at least one nonnegative minimizer u a for e(a);
(ii) if a ≥ a * , there is no minimizer for e(a).
If u a is a minimizer of e(a), it is natural to think that |u a | is also a minimizer of e(a). But this is not obvious since we are dealing with nonlocal operators. We will show in section 4 that E a (u) ≥ E a (|u|) for u ∈ H. So the minimizer u a does not change the sign, and satisfies the following equation
where µ a is the Lagrange multiplier. Next, we investigate the asymptotic behavior of the nonnegative minimizer u a of e(a) as a → a * . To localize concentration points of u a as a → a * , the graph of the external potential V plays an important role. We assume that V has isolated minima and behaves like a power of the distance from these points. Precisely, we suppose that there exist n ≥ 1 distinct points x i ∈ R 3 such that
(1.16)
Our second result is as follows. (ii) m = 0 and either 0 < p < 5 2 or 0 < n i=1 p i < 5, then for any sequence {a k } with a k → a * as k → ∞, there exists a subsequence of {a k }, still denoted by {a k }, an x 0 ∈ Z, and a ground state Q of (1.8) such that Finally, we remark that although it is of interest to consider the same problem for the general operator (−∆ + m 2 ) s in mathematics, we focus on the case s = 1 2 for the sake of physical reasons, and our argument can be carried out for the general case.
After this paper was submitted, we learned that a similar minimization problem of (1.5) was considered in [11] and [19] . In [11] , a problem with nonlocal nonlinear terms was studied while in [19] , it was considered a case without trapping potential V . This paper is organized as follows. In section 2, we show the existence and nonexistence of minimizers of e(a) and prove Theorem 1.1; in section 3, we first estimate the energy of minimizers, then using the blow-up method to establish (1.18). Hence, Theorem 1.2 follows.
In the sequel, we use · p to denote L p (R 3 ) norm.
Existence and nonexistence of minimizers
In this section, we will study the existence and nonexistence of minimizers for the minimization problem e(a). To this end, we need to establish a compact Sobolev type embedding, which will be shown by the GaliardoNirenberg inequality.
Proof. Let {u n } be a bounded sequence in H. We may assume that
as n → ∞ for 2 ≤ q < 3. For R > 0, we deduce
Let n → ∞, and then let R → ∞,
Next, we show that the L p convergence implies the convergence of the nonlocal term.
Proof. Since {u n } is bounded in L q (R 3 ) for 2 ≤ q < 3, by the HardyLittlewood-Sobolev inequality and the Hölder inequality, we have
The assertion follows by letting n → ∞ in (2.1).
Proof of Theorem 1.1 We first show (i) of Theorem 1.1. It is well known that
In particular, if u ∈ H with u 2 2 = 1, we infer from the GagliardoNirenberg inequality (1.11) that
that is, E a (u) is bounded from below if 0 ≤ a ≤ a * . Now, let {u n } ∈ H be a minimizing sequence of e(a), i.e., u n 2 2 = 1, and lim n→∞ E a (u n ) = e(a).
If 0 ≤ a < a * , we see from (2.3) that {u n } is uniformly bounded in H. By Lemma 2.1, we may assume that
for 2 ≤ q < 3. Hence,
and then
On the other hand, by Lemma A.4 in [7] , the functional (
As a result, u is a minimizer of e(a), and Lemma 4.2 implies that |u| is also a minimizer of e(a).
Next, we prove (ii) of Theorem 1.1. To this purpose, we will construct a function
where δ > 0. For R > 1, and x 0 ∈ R 3 , set
It yields
The decay law of Q given in (1.9) implies that for R large enough,
Therefore,
as R → ∞. Now, we treat translations and scaling of integrals involving the nonlocal operator √ −∆ + m 2 . We will show that
We deal with the translation first. By the definition of the pseudodifferential operators √ −∆ + m 2 , we have
Next, for the scaling, by the Plancherel theorem, we deduce
Equations (2.10) and (2.11) implies (2.9). By Lemma 3 in [16] or Lemma 4.1 in Appendix, there holds
Equations (2.9) and (2.12) yield that
In the following, we estimate terms A, B and E. We commence with the term A. By the Newton theorem, see Theorem 9.7 of [14] ,
since Q is a solution of problem (1.8), we find that
Hence, we estimate by (1.9) that
To estimate B, we recall an estimate for commutators. Denote ϕ R := ϕ(R −1 x). It is known from [2, 3] , see also Remark 4 in [18] , that there holds 
By (1.9) and (2.15),
The Hölder inequality and (2.18) give that
Finally, it follows from the Hardy-Littlewood-Sobolev inequality that
.
As a result,
Now, we turn to consider the nonlocal term,
We can write
By (1.9) and the Newton theorem,
The Hardy inequality yields
Similarly, we have
In conclusion,
we obtain from (2.19) and (2.20) that
On the other hand, the dominated convergence theorem implies
Now, we consider separately the cases a > a * = Q 2 2 and a = a * . If a > a * , by (2.21) and (2.22),
It implies in this case that e(a) has no minimizers.
If a = a * , we know from (2.21) and (2.22 ) that
By (2.3), e(a * ) ≥ 0, and then e(a * ) = 0. We now show that there are no minimizers of e(a) if a = a * . Suppose, by contradiction, that u is a minimizer of e(a * ), so is |u| by Lemma 4.2. From (2.3) we obtain
which implies
Taking into account the relation in (1.13), we know that |u| is also a minimizer of the Weinstein functional I(u) defined in (1.12). After a suitable rescaling |u(x)| → a|u(bx)| for some a > 0 and b > 0, |au(bx)| is a nonnegative solution of (1.8). By Lemma 2.2 in [8] , we obtain
which is a contradiction to (2.23). The assertion follows.
Asymptotic behavior of minimizers
In this section, we study asymptotic behavior of minimizers u a as a → a * . We will see that the H 1 2 (R N ) norm of u a tends to infinity if a → a * . Then, using the blow-up argument, we find the correct shape of the limit function. Hence, there exists a bounded sequence {u
We note from (2.3) that e(a) is decreasing in a ∈ [0, a * ) and satisfies 0 ≤ e(a) ≤ e(0). The boundedness of e(a) for a ∈ [0, a * ] and (2.3) yield
which implies that {u a k } is bounded in H. So we may assume u a k ⇀ u in H, and by Lemma 2.1,
as k → ∞ for 2 ≤ q < 3. Hence, Lemma 2.2 yields
Choosing a = a k in (2.21) and x 0 being a zero point of V (x), and letting k → ∞ then R → ∞ in (2.21) and (2.22), we deduce that lim sup
Thus, lim k→∞ e(a k ) = 0. Consequently,
Therefore, u is the minimizer of e(a * ), a contradiction to (ii) of Theorem 1.1.
In order to prove Theorem 1.2, we commence with the following lemmas.
Lemma 3.2. Suppose that V satisfies (1.15). In the case either (i) m = 0 and 0 < p < 1; or (ii) m = 0 and 0 < p < 
Proof. Since e(a) is decreasing and bounded for a ∈ [0, a * ], it suffices to prove the result for a close to a * . By (2.3), for any γ > 0 and u ∈ H with u 2 2 = 1, there holds
For ε > 0, by the Young inequality, we have
A special case of the Gagliardo-Nirenberg inequality (1.10)
yields that
Now, choose l ∈ (0, 1) so that the n balls
are mutually disjoint. Denote
Choosing γ > 0 such that γ < min{l n ,
While if x ∈ {x ∈ R 3 ||x − x i | p i ≤ l}, the fact
Thus, for γ > 0 small enough, we get (3.3). On the other hand, if
Hence,
It follows from (3.2) and (3.4) that
Choosing ε > 0 such that
, we see that the inequality
is valid. Now we turn to establish the upper bound for e(a). The cases m = 0 and m = 0 are discussed separately. For the case m = 0, we distinguish two cases: (i) n i=1 p i < 5, and (ii) 0 < p < 5 2 . In the case (i)
with τ > 0 and x j ∈ Z. In the same way as the proof of (2.13), we derive that
as τ → ∞, where C > 0 is a constant depending on Q 2
. A direct computation yields that
For τ > 1, by (1.9) and the Young inequality,
Since n i=1 p i < 5, the function on the right hand side of (3.7) belongs to L 1 (R N ). So by the Lebesgue dominated convergence theorem, (1.16) and (1.17), we derive
The Pohozaev identity, see Lemma 5 in [18] ,
allows us to deduce from (3.5)-(3.8) and m = 0 that
Choosing τ = µ(a * − a) 
Next, we consider the case (ii) 0 < p < 5 2 . Let U R be defined in (2.5) with x 0 ∈ Z. For δ > 0 small enough, we have
and
Similarly, by the Lebesgue dominated convergence theorem, (1.16) and (1.17), there holds
as R → ∞. It follows from (2.19), (3.11) and the Pohozaev identity (3.9) that
In the same way, we obtain the upper bound (3.10). For m = 0 and 0 < p < 1, a similar process for the case m = 0 can be used to derive the upper bound (3.10). The proof is complete. Now, we estimate the nonlocal term. Lemma 3.3. Under the same conditions of Lemma 3.2, there exists K > 0, independent of a, such that
which together with (3.1) implies
To get the lower bound, set θ > 0 such that
we obtain for a ∈ [0, θ 1+θ a * ) that
and (3.1) yield
The assertion follows.
Let u a be a non-negative minimizer of (1.6) and λ a = (a * − a)
. We now use the blow-up argument to analyze the collapse concentration of the minimizer u a as a → a * . By (2.3),
Then, Lemma 3.2 gives
with w i a 2 = u a 2 = 1. It is readily to see that 14) and
For γ > 0,
which implies that
If λ a > 0 small, as in the proof of (3.3), we have
where {x ∈ R 3 : |x − x i | ≤ Cγ 1 p λ a } are mutually disjoint. Therefore,
for a close to a * . By (3.14),
as k → ∞ for 2 ≤ q < 3. Replacing w i a in (3.16) by w i a k
, and letting k → ∞, then γ → ∞, we obtain
Then, there exists j such that w j 0 ≥ 0 and w j 0 ≡ 0. We claim that
as k → ∞. This is the case if we may show w j 0 2 2 = 1. So it suffices to prove the following result.
Lemma 3.4. There exist β > 0 and y 0 ∈ R 3 , and a radially decreasing and positive ground state Q of (1.8) such that
and then w
as k → ∞.
Proof. We know that the minimizer u a satisfies
where µ a is the Lagrange multiplier. Hence, we have
By Lemmas 3.2 and 3.3, λ a µ a is negative and bounded for a close to a * . So we may assume that there exist β > 0 and a sequence {a k } such that
In the same way, we have
Hence, the function w j a satisfies
For ϕ ∈ C c (R 3 ), we first estimate
We write
The weak convergence w
as k → ∞. On the other hand,
By the Hölder inequality and the Plancherel theorem, we infer that
as k → ∞. As a result of (3.17)-(3.19), we have
Next, by (3.15) and the Hölder inequality, we estimate
which tends to zero as k → ∞.
Finally, the Hardy-Littlewood-Soblev inequality allows us to show
and then it tends to zero as k → ∞ since w
with R > 0. Arguing as (3.21), we find
it goes to zero as k → ∞. By the Newton theorem, we obtain
By the Fubini theorem,
We deduce from (3.22)-(3.24) that lim sup
Letting R → ∞, we obtain
as k → ∞. It follows from (3.21) and (3.25) that
. [8] , there exists a radial decreasing and positive ground state Q of (1.8) and y 0 ∈ R 3 such that w = Q(x − y 0 ). Thus, we conclude 
, and
. The proof of Theorem 1.2 will be completed once we determine x j , y 0 and β 2 . To this purpose, we will show that
Indeed, by (3.14) and the Gagliardo-Nirenberg inequality,
as k → ∞ for 2 ≤ q < 3. It follows from Lemma 3.4 that
(3.27)
By the Fatou lemma, we have lim inf
where κ is defined in (1.17). We write
and we claim that 1 a * β 2p
The equality in (3.29) holds if and only if y 0 = 0. Indeed, since Q is a radially symmetric and decreasing and
which is a contradiction to (3.10). The proof of Theorem 2 is complete.
Appendix
In the appendix, we present some facts used in the sequel. For the completeness, we include proofs of these results. First, we have the following operator inequality. Proof. For ϕ ∈ C ∞ c (R 3 ), by the Plancherel theorem, we have
Next fact enable us to show the positivity of minimizers of problem e(a). Although there is no uniqueness results for solutions of (1.8), we show that every ground state has the same L 2 norm. Lemma 4.3. If u is a nontrivial solution of (1.8), then u 2 ≥ Q 2 . In particular, every ground state v of (1.8) satisfies v 2 = Q 2 . If u is a nontrivial solution of (1.8) with u 2 = Q 2 , then u is a ground state of (1.8).
Proof. By Lemma 5 in [18] This means that u is a ground state.
