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We investigate the dispersion relations for light coupled to one-dimensional ensembles of atoms
with different level schemes. The unifying feature of all the considered setups is that the forward
and backward propagating quantum fields are coupled by the applied classical drives such that the
group velocity can vanish in an effect known as “stationary light”. We derive the dispersion relations
for all the considered schemes, highlighting the important differences between them. Furthermore,
we show that additional control of stationary light can be obtained by treating atoms as discrete
scatterers and placing them at well defined positions. For the latter purpose, a multi-mode transfer
matrix theory for light is developed.
I. INTRODUCTION
A major quest within modern quantum optics is to
obtain full control over light at the single photon level.
Light is, however, highly elusive since it travels at great
speed making it essential to couple light to matter to
control it. A particularly promising system in that re-
spect is an ensemble of atoms with the three-level Λ-type
configuration sketched in Fig. 1(b). By applying a co-
propagating classical electric field on one of the transi-
tions, the group velocity of a quantized field resonant
with the other transition can be greatly reduced com-
pared to free-space through the process of electromag-
netically induced transparency (EIT) [1, 2]. By further
reducing the group velocity, EIT even permits the storage
of light as long lived excitations of the atoms [3, 4].
EIT by itself is a linear optical effect. However, since
EIT enables one to propagate electric fields near atomic
resonance with low absorption, variations of EIT also
constitute a popular choice for creating non-linear op-
tical interactions at low photon numbers [5–8]. In these
setups, the relevant figure of merit is the interaction time
of the photons, which is proportional to the inverse of
the group velocity. For EIT, decreasing the group veloc-
ity of the polaritons (coupled light-matter excitations)
simultaneously makes them increasingly atomic and less
photonic in character [9] thus also decreasing the opti-
cal non-linearity. These two effects cancel each other,
which results in no enhancement of the effective non-
linear interaction strength. In this context, proposals
for “stationary light” have emerged as a way of creat-
ing polaritons with very small (or even vanishing) group
velocities within the atomic medium, while retaining a
non-zero photonic component [10, 11]. Building upon
the enhanced non-linear interactions, it is in principle
possible to observe the rich physics of non-linear optics
at the level of a few photons [12, 13].
To use stationary light for enhancement of the non-
linear interaction strength, it is essential to first under-
stand the linear properties, which is the focus of this
article. We will consider the dispersion relation for three
different stationary light schemes (see Fig. 1). The dis-
persion relation gives the frequency (two-photon detun-
ing) δ in terms of the Bloch vector q. From the disper-
sion relation, the group velocity vg =
∂δ
∂q can be readily
obtained, and by the discussion above, it can therefore
provide an intuition about how strong the non-linear in-
teraction strength is expected to be. For the analysis, we
will use two different theoretical models. The first is the
continuum model, in which the atomic operators are de-
fined for any real position coordinate z between 0 and L
(the total length of the ensemble). The second is the dis-
crete model, where each atom is a linear point scatterer.
The latter model is motivated by a growing interest in
considering systems, where the number of atoms is rela-
tively small, while the coupling strength and control over
placement of the individual atoms are greatly improved.
Examples are tapered optical fibers [14–16] and photonic
crystal waveguides [17, 18]. In the discrete model, we
find that placing the atoms in a particular way provides
an additional handle for controlling the dispersion rela-
tion [19, 20].
The dispersion relations for the continuum model have
already been derived elsewhere [21–23]. However, as we
will show below, the results of the discrete model can
be understood better, if they are set in context by red-
eriving the results of the continuum model in a different
way compared to the previous publications. Additionally,
even when restricted to the continuum model, treating
every stationary light scheme in the same framework al-
lows for a much easier comparison of the schemes and
also for tracking the various (physically motivated) ap-
proximations that are employed in the derivations. By
doing numerical calculations with the discrete model af-
terwards, we can test the validity of some of these approx-
imations. We will show that for some of the stationary
light schemes, the dispersion relations derived analyti-
cally using the continuum model, can also be obtained
numerically as limiting cases of the discrete model with
randomly placed atoms.
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FIG. 1. (Color online) Level diagrams of the three schemes that we consider. The blue circles on state |a〉 indicate that the
atoms are assumed to be initialized in this state. The arrows with small wiggly lines originating on the excited states |b±〉
and |b〉 indicate spontaneous emission with a decay rate Γ′. The arrows between different states indicate either quantum fields
(wiggly lines), or classical drives (double straight lines). The small horizontal arrows on each of these coupling arrows indicate
the propagation direction. All the transitions are assumed to couple equally to both the right-moving and left-moving fields,
but the arrows pointing only in a single direction on the classical drives for dual-V and dual-color schemes instead indicate
that the externally applied drives propagate in the shown direction. The excited level |b〉 for the dual-color scheme is shifted
vertically in order to be able to clearly show all the different detunings.
II. OVERVIEW
We will consider one-dimensional ensembles of atoms
with three different level and coupling schemes where sta-
tionary light can be observed (see Fig. 1). We will fo-
cus on the case of cold atoms, although for completeness
we will also briefly discuss hot Λ-type atoms, which was
the scheme used for the first prediction and observation
of stationary light [10, 11]. Common to all stationary
light schemes is the presence of two counter-propagating
classical drives which couple the right-moving and left-
moving modes of the quantum field through four-wave
mixing [21]. One way to explain the origin of the four-
wave mixing is that an incident photon of the quantum
field will be temporarily mapped to the meta-stable state
|c〉 by the classical drive propagating in the same di-
rection. The other classical drive can then retrieve this
temporary excitation into a photon of the quantum field
propagating in the opposite direction. In this picture,
stationary light can be viewed as simultaneous EIT stor-
age and retrieval in both the forward and backward di-
rections [24].
For the Λ-type scheme (Fig. 1(b)), a different intu-
itive explanation of stationary light can be given in terms
of Bragg scattering. In this scheme, the two counter-
propagating classical drives produce a standing wave,
which modulates the refractive index of the ensemble
such that it behaves as a Bragg grating. Hence, the
coupling of the right-moving and left-moving modes of
the quantum field happens due to the reflection of one
into the other by the Bragg grating. The dynamics of
the cold Λ-type scheme is, however, more complicated,
which can be illustrated in terms of the allowed processes.
Since both counter-propagating drives are applied on the
same transition |b〉 ↔ |c〉, it is possible for the atom to
be excited by one of the classical drives and de-excited
by the other. This leads to the build up of higher or-
der Fourier components of the atomic coherence resulting
in a rich and complicated physics of stationary light for
cold Λ-type atoms [25–30]. We will show that depending
on the precise details of the system and the approxima-
tions used, it is possible to get dispersion relations with
three different scalings close to the two-photon resonance
(δ = 0): δ ∝ q2 (quadratic dispersion relation of station-
ary light), δ ∝ ±q (EIT-like linear dispersion relation),
and δ ∝ ±|q|4/3 [23]. In the derivations below, the first
two cases will arise in the continuum model due to dif-
ferent truncations of the set of higher order modes of
the atomic coherence. Afterwards, in the discrete model,
we will show that these truncations can actually be real-
ized physically by positioning the atoms in certain ways.
The dispersion relation δ ∝ |q|4/3 is obtained in the con-
tinuum model, when all the higher order Fourier com-
ponents of the atomic coherence are summed to infinite
order [23]. In the discrete model, such a scaling can be
reproduced in the limit of an infinite number of randomly
placed atoms.
A common trait of the two other schemes for station-
ary light, dual-V [22] and dual-color [21] (Figs. 1(a) and
1(c) respectively) is the separation of the right-moving
and left-moving fields (both classical and quantum) into
different modes, either with different polarizations for
dual-V or with different frequencies for dual-color. The
main purpose of this separation is to suppress the higher
order Fourier components of the atomic coherence since
excitation and de-excitation with two different classical
fields are no longer allowed. The end result of this, is that
both the dual-V and dual-color schemes have quadratic
dispersion relations δ ∝ q2, just like stationary light in
hot Λ-type atoms, where the higher order Fourier com-
3ponents of the atomic coherence are washed away by the
thermal motion of the atoms [10, 11].
Before going into the detailed derivations, we will first
outline how the different scalings of the dispersion rela-
tions can arise in the continuum model for the Λ-type
scheme. In the derivations below, the equations for the
atoms are solved first and then substituted into the equa-
tions for the electric field. The result has the form(
1
c
∂
∂t
± ∂
∂z
)
E± = −in0α1(δ)E± − in0α2(δ)E∓, (1)
where E± are slowly varying (both in time and space)
electric fields moving either to the right (+) or the
left (−), and α1 and α2 describe the (frequency depen-
dent) atomic polarizability. In the equation above, we
have separated out the density n0 and a factor of −i for
consistency with the notation below. Due to the steep
dispersion of the light field, i.e., since the speed of light
c is large, we will omit the time derivative of the field. If
we look for solutions of the form E±(z) = E±(0)eiqz , we
arrive at the coupled equations(
α1(δ) +
q
n0
α2(δ)
α2(δ) α1(δ)− qn0
)(E+
E−
)
=
(
0
0
)
. (2)
To have non-trivial solutions, the determinant of the ma-
trix in this equation must vanish, which results in the
equation
α21(δ)− α22(δ)−
q2
n20
= 0, (3)
which relates q and δ, and thereby gives the dispersion
relation.
All the situations that we consider are chosen such
that they have a solution at q = 0 and δ = 0 (a dark
state [9]). To fulfill Eq. (3) with q = 0 and δ = 0, we
must have α21(0) = α
2
2(0), and in the detailed derivation
below, we will choose phases of the classical drives such
that α1(0) = −α2(0). We will then encounter three cases
that give different scalings of the dispersion relation.
If the coefficients α1(0) and α2(0) are non-zero, Eq. (2)
with q = 0 will only have a single solution (E+ = E− for
α1(0) = −α2(0)). In this case we can expand α1(δ) and
α2(δ) to first order in the detuning to obtain
2α1(0)(α
′
1 + α
′
2)δ =
q2
n20
, (4)
where we have chosen α2(0) = −α1(0) and α′k denote
the derivatives of αk (k = 1, 2) at δ = 0. Assuming
α′1 +α
′
2 6= 0 we obtain a single solution with a quadratic
dispersion relation
δ ∝ q2. (5)
This is the original stationary light dispersion rela-
tion [10, 11] and is the typical situation encountered near
an extremum of a single dispersion band. This is also the
situation we will encounter for the dual-V and dual-color
schemes.
If α1(0) = α2(0) = 0 and q = 0, the matrix in Eq. (2)
has all elements equal to zero. Hence, any vector is an
eigenvector of this matrix, and we can pick two orthog-
onal ones, which can be interpreted as two degenerate
solutions. After expanding α1 and α2 in δ, the lowest
order contributions to α21(δ) − α22(δ) in Eq. (3) is then
quadratic resulting in
(
α′1
2 − α′22
)
δ2 =
q2
n20
. (6)
Assuming
(
α′1
2 − α′22
)
6= 0 we then obtain two solutions
with a linear dispersion relation
δ ∝ ±q. (7)
This result reflects the fact that if two dispersion bands
cross, they tend to be linear around the crossing.
The Λ-type scheme also provides an example of a dif-
ferent scaling of two crossing dispersion bands. It is
obtained when α1(0) = α2(0) = 0, but the functions
α1(δ) and α2(δ) can not be expanded at δ = 0 (not an-
alytic). This will be the case for the solution for the
Λ-type scheme, when all the higher order Fourier com-
ponents of the atomic coherence are accounted for. We
obtain the scalings α1, α2 ∝
√
δ, but according to Eq. (3)
the dispersion relation is determined by the difference of
the squares, which has the scaling α21(δ) − α22(δ) ∝ δ3/2
such that we obtain
δ ∝ ±|q|4/3. (8)
The structure of the article is as follows. In the con-
tinuum model, the dispersion relations for the three sta-
tionary light schemes are derived in Sec. III A (dual-V),
Sec. III B (Λ-type), and Sec. III C (dual-color). For com-
pleteness, in Sec. III D we include a brief discussion of
how the results for the dual-color scheme can provide
another confirmation that the dispersion relation for hot
(i.e. moving) Λ-type atoms is quadratic [30]. In Sec. IV,
the discrete model is discussed (Sec. IVB for dual-V and
Sec. IVC for Λ-type). In Sec. V, we look at the con-
nection between the dispersion relations and scattering
properties of the atomic ensembles under the conditions
of stationary light.
III. CONTINUUM MODEL
A. Dispersion relations for cold Dual-V atoms
The dual-V scheme as shown in Fig. 1(a) has al-
ready been studied in Ref. [22] and was shown to have
a quadratic dispersion relation. Here we do a different
derivation of this result to serve as the context for the
discussion of the other stationary light schemes. We
4take the dual-V scheme as the starting point, because
the derivation of the dispersion relation is more straight-
forward, even if the additional atomic energy level and
two different polarizations of the electric fields make the
setup of the problem more complicated. In the course of
the derivation we will introduce most of the definitions
that we will also use for the other schemes (Λ-type and
dual-color).
The atomic ensemble is assumed to be a one-
dimensional medium of length L consisting of N atoms.
In the continuum model, the atomic density n0 = N/L
is assumed to be constant throughout the length of the
ensemble. The atoms are described by the collective op-
erators
σˆαβ(z) =
1
n0
∑
j
δ(z − zj)σˆαβ,j (9)
where σˆαβ,j = |αj〉〈βj | is the atomic coherence (α 6= β) or
population (α = β) of atom j. These collective operators
have the equal time commutation relations
[σˆαβ(z), σˆα′β′(z
′)] =
1
n0
δ(z − z′)(δβ,α′ σˆαβ′ − δβ′,ασˆα′β).
(10)
Throughout this paper, all operators are defined to be
slowly-varying in time, since we work in the interaction
picture relative to the carrier frequencies of the fields.
The dual-V scheme has two excited states, |b+〉 and
|b−〉, which both couple to the ground state |a〉 but with
the different polarization modes, σ+ and σ−, of the quan-
tum field. The σ+ mode only couples the |a〉 ↔ |b+〉
transition, and the σ− mode only couples the |a〉 ↔ |b−〉
transition. The operator for the total quantum field Eˆσ±
for the different polarizations can be decomposed as
Eˆσ±(z) = Eˆσ±,+(z)eik0z + Eˆσ±,−(z)e−ik0z , (11)
where k0 is the wave vector corresponding to the car-
rier frequency of the quantum fields ω0, i.e. k0 = ω0/c.
For the σ+ fields, Eˆσ+,+(z) is the spatially slowly-varying
annihilation operator at position z for the field moving
to the right (positive direction), and Eˆσ+,−(z) is the op-
erator for the field moving to the left (negative direc-
tion). Analogous definitions hold for the σ− fields. We
will be concerned with the dynamics within a frequency
interval around atomic resonances that is much smaller
than the carrier frequencies of the fields. Therefore, the
right-moving and left-moving quantum fields (for each
polarization mode) can be regarded as being completely
separate [31] with the equal time commutation relations
[Eˆα(z), Eˆ†β(z′)] = δαβδ(z − z′), (12)
where α and β each denote one of the four possible
combinations of polarization (σ±) and propagation di-
rection (±).
The transition frequencies between the atomic energy
levels |α〉 and |β〉 will be denoted by ωαβ. The quantum
fields are detuned from the atomic transition frequencies
by ∆
(±)
0 = ω0 − ωab± . The excited states |b+〉 and |b−〉
are assumed to have the same incoherent decay rate Γ′
to modes other than the forward and backward propa-
gating ones. We account for Γ′ by making the detunings
complex: ∆˜
(±)
0 = ∆
(±)
0 +iΓ
′/2. In the calculations below,
we will employ Fourier transformation, where the Fourier
frequencies ω will be defined relative to the carrier fre-
quency ω0. For ease of notation we therefore define the
detunings ∆(±) = ∆
(±)
0 + ω. As opposed to the detun-
ings of the carrier frequency ∆
(±)
0 , the detunings ∆
(±)
additionally include the shift due to the finite bandwidth
of the quantum field.
The two counter-propagating classical drives are in the
two different polarization modes. Here, the polarization
and the propagation direction are chosen such that Ω+
is the Rabi frequency of the σ+ classical drive propa-
gating in the positive direction that couples the transi-
tion |b+〉 ↔ |c〉, and Ω− is the Rabi frequency of the σ−
classical drive propagating in the negative direction that
couples the transition |b−〉 ↔ |c〉. The classical drives
have frequency ωc and are detuned from the respective
transitions by ∆
(±)
c = ωc − ωb±c. Furthermore, we de-
fine the two-photon detuning δ0 = ω0 − ωc − ωac, which
has a unique definition, since the quantum fields have the
same carrier frequency (ω0) for both polarizations, and
the classical drives have the same frequency (ωc) for both
polarizations. In terms of ∆
(±)
0 and ∆
(±)
c above, we also
have δ0 = ∆
(+)
0 −∆(+)c = ∆(−)0 −∆(−)c . Similar to ∆(±)
above, there is a complementary definition of the two-
photon detning δ = δ0 + ω that takes into account the
finite bandwidth of the quantum field. The wave vector
of the classical drive is kc = ωc/c, but throughout our
calculations we are going to assume kc ≈ k0.
The Hamiltonian for the dual-V scheme can be de-
composed as HˆV = HˆV,a + HˆV,i + HˆV,p, where HˆV,a de-
scribes the atoms, HˆV,p describes the photons, and HˆV,i
describes the light-matter interactions. In the interaction
picture and the rotating wave approximation, the parts
are
HˆV,a = −~n0
∫  ∑
α∈{+,−}
∆˜
(α)
0 σˆbαbα(z) + δ0σˆcc(z)

dz,
(13a)
HˆV,i = −~n0
∫ ∑
α∈{+,−}
{[
σˆbαc(z)Ωαe
αikcz +H.c.
]
+ g
√
2π
[
σˆbαa(z)Eˆσα(z) + H.c.
]}
dz,
(13b)
5HˆV,p = −i~c
∫ ∑
α∈{+,−}
[
Eˆ†σα,+(z)
∂ Eˆσα,+(z)
∂z
− Eˆ†σα,−(z)
∂ Eˆσα,−(z)
∂z
]
dz,
(13c)
where g = µ
√
ωab±/(4π~ǫ0A) (in this constant, we as-
sume that ωab+ ≈ ωab−), µ is the matrix element of the
atomic dipole, and A is the effective area of the electric
field mode.
The Heisenberg equations of motion for the electric
field operators are given by(
∂
∂t
± c ∂
∂z
)
Eσ+,± = ig
√
2πn0σab+e
∓ik0z . (14a)(
∂
∂t
± c ∂
∂z
)
Eσ−,± = ig
√
2πn0σab−e
∓ik0z. (14b)
Here and in the following we will omit the hats above
the operators as soon as the Heisenberg equations of mo-
tion are found, since we will be considering linear effects
for which the operator character does not play any role.
The noise operators, normally included in the Heisen-
berg equations of motion whenever incoherent losses are
present (Γ′ > 0), are also omitted, since they can be
shown to not have any effect [22, 24, 32]. The equations
of motion for the atoms are found under the assump-
tion that the probe field is weak and that the ensemble
is initially prepared in the ground state. Hence, we set
σˆaa ≈ 1, σˆb±b± ≈ σˆb±b∓ ≈ σˆcc ≈ σˆb±c ≈ 0, and get the
equations
∂σab±
∂t
= i∆˜
(±)
0 σab± + iΩ±σace
±ikcz + ig
√
2πEσ± ,
(15a)
∂σac
∂t
= iδ0σac + iΩ
∗
+σab+e
−ikcz + iΩ∗−σab−e
ikcz . (15b)
We note that it is in Eqs. (15) that the continuum approx-
imation is first applied, since both the Hamiltonian (13)
and Eqs. (14) in principle retain the discrete nature of
the atoms due to the definition (9). Eqs. (15) are de-
rived under the approximation σaa ≈ 1, which can be
viewed as two separate approximations. The first is that
σaa,j ≈ 1 for all the individual atoms j. Together with
the definition (9), we see that σaa ≈ 1 also means approx-
imating
∑
j δ(z − zj) ≈ n0, and this is what we mean by
the continuum approximation. In the analysis done in
Ref. [33] it was shown in a perturbative calculation that
this is a good approximation for randomly placed atoms.
Using the discrete model in Sec. IV below, we will verify
it explicitly without any perturbative assumptions.
We make two assumptions for simplicity and to be able
to relate this derivation to the secular approximation for
Λ-type atoms, which we discuss below. First, we assume
equal atomic transition frequencies, ωb+c = ωb−c, so that
∆
(+)
0 = ∆
(−)
0 = ∆0, and ∆
(+)
c = ∆
(−)
c = ∆c. Second, we
assume equal classical drive strengths, Ω+ = Ω− = Ω0/2.
With the above assumptions and defining the slowly-
varying versions of σab± by
σ±ab = σab±e
∓ik0z , (16)
the equations of motion become
∂σ±ab
∂t
= i∆˜0σ
±
ab + i
Ω0
2
σac + ig
√
2πEσ±e∓ik0z , (17a)
∂σac
∂t
= iδ0σac + i
Ω∗0
2
(σ+ab + σ
−
ab), (17b)
and after the Fourier transform in time,
0 = i∆˜σ±ab + i
Ω0
2
σac + ig
√
2πEσ±e∓ik0z, (18a)
0 = iδσac + i
Ω∗0
2
(σ+ab + σ
−
ab). (18b)
Here, we have absorbed the Fourier frequency variable ω
into the detunings by defining ∆˜ = ∆˜0+ω and δ = δ0+ω.
Isolating σac from Eq. (18b) and inserting into Eqs. (18a)
gives two coupled equations
0 =
(
1− δS
2δ
)
σ±ab −
δS
2δ
σ∓ab +
g
√
2π
∆˜
Eσ±e∓ik0z . (19)
Here, we have introduced
δS =
|Ω0|2
2∆˜
. (20)
For δ,Γ′ ≪ ∆c, δS ≈ |Ω0|2/(2∆c) is the total AC Stark
shift induced by the classical drives on the state |c〉. We
will focus on the case when |δ| ≪ |δS|. For |δ| >∼ |δS|,
the frequency is outside the scale of the strongest effect
induced by the classical drives. Therefore, the dispersion
relations for the different schemes all cross over to the
dispersion relation corresponding to a two-level atom, as
can be seen in Fig. 2.
Solving Eqs. (19), we find
σ±ab = −
g
√
2π
∆˜
[
δ − δS/2
δ − δS Eσ±e
∓ik0z
+
δS/2
δ − δS Eσ∓e
±ik0z
]
.
(21)
We insert Eqs. (21) into the Fourier transformed versions
of Eqs. (14) and remove terms with rapid spatial varia-
tion, i.e. terms containing factors eink0z with the integer
n fulfilling |n| > 0. As a consequence, Eσ+,+ and Eσ−,−
form a closed set of equations, separate from Eσ+,− and
Eσ−,+. We therefore find(
−i ω
cn0
± 1
n0
∂
∂z
)
Eσ±,±
= −iΓ1D
2∆˜
[
δ − δS/2
δ − δS Eσ±,± +
δS/2
δ − δS Eσ∓,∓
]
,
(22a)
(
−i ω
cn0
∓ 1
n0
∂
∂z
)
Eσ±,∓ = −i
Γ1D
2∆˜
δ − δS/2
δ − δS Eσ±,∓,
(22b)
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FIG. 2. (Color online) Log-log plot of the dispersion rela-
tions for the different setups. The upper solid black curve
is for EIT (see Eq. (37)). The lower solid red curve is the
quadratic dispersion relation for the dual-V setup (or the sec-
ular approximation for the Λ-type scheme) given by Eq. (31).
The dashed green curves are the dispersion relations for the
truncations of Eqs. (41) with increasing number of the Fourier
components of σab and σac. The dispersion relations for small
Re[q]/n0 alternate between linear and quadratic depending on
the truncation. The solid blue curve is the analytical limit of
these dispersion relations given by Eq. (56). The lower dashed
cyan curve is for the dual-color scheme with ∆d/Γ = 1. It
overlaps the quadratic dual-V curve, so that the difference is
not visible. The common parameters for all the curves are
Γ1D/Γ = 0.1, ∆c/Γ = −90, and Ω0/Γ = 1. The curves are
obtained by using a real δ, calculating complex q and then
plotting δ/Γ as a function of Re[q]/n0. The alternative ap-
proach: using real q, calculating complex δ and then plot-
ting Re[δ]/Γ as a function of q/n0 will produce results that
are indistinguishable for this parameter regime (big ∆c/Γ and
∆d/|δS|). For all the dispersion relations we pick the branches
such that Re[q]/n0 > 0.
where we have introduced the decay rate Γ1D = 4πg
2/c
which describes the photon emission rate into the one-
dimensional modes (the sum of right-moving and left-
moving) from the atoms. The total decay rate of an
excited atom is then Γ = Γ′ + Γ1D. In the absence of in-
homogeneous broadening, the decay rate Γ1D is related to
the resonant optical depth dopt through dopt = 2NΓ1D/Γ.
Since the Hamiltonian (13) is periodic in space with
period 2π/k0 we can invoke Bloch’s theorem and look
for solutions to Eqs. (22) of the form
Eσ±(z, ω) =
(
Eσ±,+(0, ω)eik0z + Eσ±,−(0, ω)e−ik0z
)
eiqz .
(23)
In general by Bloch’s theorem, Eq. (23) should have been
a product of a periodic function and the factor eiqz , where
q is the Bloch vector. In Eq. (23) we have effectively
written the periodic function as a Fourier series and kept
only the ±1 terms, which were then identified with the
components Eσ±,+ and Eσ±,− at z = 0. Removing higher
order modes is justified, since we are interested in the
dynamics, for which |k0| = |ω0/c| ≫ |q|. Effectively, af-
ter applying the derivative ∂/∂z in Eqs. (22), the higher
order modes will have an energy difference that is multi-
ple of ck0, which corresponds to a multiple of the optical
frequency of the atomic transition.
On the other hand, the frequency ω in Eqs. (22) is rel-
ative to the carrier frequency ω0 and is assumed to fulfill
|ω/c| ≪ |q|, i.e. within the narrow frequency range of
interest the stationary light dispersion is the dominant
contribution to the dispersion relation and the vacuum
dispersion relation can be neglected. Therefore, we re-
move the terms ω/(cn0) in the following.
The form of Eq. (23) implies that we should insert
Eσ±,±(z, ω) = Eσ±,±(0, ω)eiqz, (24)
into Eqs. (22a) and
Eσ±,∓(z, ω) = Eσ±,∓(0, ω)eiqz, (25)
into Eqs. (22b). After removing terms with rapid spatial
variation, this gives
± q
n0
Eσ±,± = −
Γ1D
2∆˜
[
δ − δS/2
δ − δS Eσ±,± +
δS/2
δ − δS Eσ∓,∓
]
,
(26a)
∓ q
n0
Eσ±,∓ = −
Γ1D
2∆˜
δ − δS/2
δ − δS Eσ±,∓. (26b)
The equations above describe coupling between the dif-
ferent electric field modes. We first solve for the field
modes moving in the opposite direction compared to the
classical fields of the same polarization (Eσ±,∓). Due
to momentum conservation (or equivalently the lack of
mode matching), these do not couple to any other field
modes. As a consequence, we essentially have two sepa-
rate Λ-systems. One of them involves the states |a〉, |b+〉,
and |c〉, which are coupled by the fields Eσ+,− and Ω+.
The other one involves the states |a〉, |b−〉, and |c〉, which
are coupled by the fields Eσ−,+ and Ω−. From Eqs. (26b)
we immediately find the dispersion relations
q
n0
= ±Γ1D
2∆˜
δ − δS/2
δ − δS . (27)
Solving these equations for δ and expanding for small
q/n0 gives
δ ≈ δS
2
∓ |Ω0|
2
2Γ1D
q
n0
. (28)
This is the regular EIT dispersion relation (c.f. Eqs. (37)
and (38) below) only shifted by the AC Stark shift of the
classical drive not participating in the EIT (since it is
only shifted by one of the fields, the shift is δS/2).
The quadratic dispersion relation is obtained from
Eqs. (26a). Here, the forward and backward propaga-
tion are coupled and can be written in matrix form as(
α1 +
q
n0
α2
α2 α1 − qn0
)(Eσ+,+
Eσ−,−
)
=
(
0
0
)
(29)
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α1 =
(
Γ1D
2∆˜
)
δ − δS/2
δ − δS , α2 =
(
Γ1D
2∆˜
)
δS/2
δ − δS . (30)
In order for Eq. (29) to have non-trivial solutions, the
determinant of the matrix on the left hand side has to be
zero. This produces the equation
(
q
n0
)2
=
(
Γ1D
2∆˜
)2
δ
δ − δS , (31)
which determines the dispersion relation. Solving
Eq. (31) for δ, and expanding the solution for small q/n0,
we get the quadratic dispersion relation
δ ≈ 1
2m
(
q
n0
)2
(32)
with the effective mass
m = − Γ
2
1D
4(∆c + iΓ′/2)|Ω0|2 . (33)
The quadratic dispersion relation (32) is the same as for
the original stationary light in hot Λ-type atoms [10, 11]
(see below for a discussion of the connection between
cold dual-V and hot Λ-type schemes). We plot the full
dispersion relation given by Eq. (31) in Fig. 2 as the solid
red curve.
Having gone through the derivation, we now return
to highlight some important parts, which will be of rel-
evance later. We note that when solving the atomic
equations (Eqs. (17)), the full spatial dependence of the
field was included, i.e. no attempt was made to remove
fast-varying terms at this level. Such a procedure was
only made after substituting the atomic solutions into
the Fourier transforms of the field equations (14). We
will show below, that for the cold Λ-type atoms, it is
very important, at which point and how the removal of
the fast-varying terms is performed.
B. Dispersion relations for cold Λ-type atoms
We now turn to the Λ-type scheme shown in Fig. 1(b).
The atoms have fewer energy levels than in the dual-V
scheme, but the dynamics in the case of cold atoms is
complicated by presence of higher order Fourier compo-
nents of the atomic coherence [25–30]. The dispersion
relation for the cold Λ-type scheme, that effectively sums
all the Fourier components to the infinite order, has been
found in Ref. [23]. However, the result in Ref. [23] does
not provide much intuition about the underlying physics.
Here, we will do a different derivation that explicitly
tracks the different Fourier components of the atomic
coherence. This will illustrate the differences from the
dual-V scheme and lead to the discussion of the “secular
approximation” for the Λ-type scheme, which makes the
two schemes equivalent. This derivation will also serve as
a connection between the continuum and discrete models
of the Λ-type scheme. In short, the different truncations
of the infinite set of Fourier components that we will
discuss in the continuum model can physically be imple-
mented by positioning the atoms in the discrete model
the certain way (see Sec. IVC). For completeness, we
will also do a second derivation of the dispersion relation
for the Λ-type scheme that is more similar to Ref. [23],
but with more focus on the off-resonant regime (∆c 6= 0,
δ 6= 0).
Compared to the dual-V scheme, the Λ-type atoms
have only one excited state |b〉, and there is only one
polarization mode for both the quantum and the clas-
sical fields. The quantum field has detuning ∆0 from
the |a〉 ↔ |b〉 transition, and the classical drive has de-
tuning ∆c from the |b〉 ↔ |c〉 transition. The opera-
tor for the total quantum field Eˆ can be decomposed as
Eˆ(z) = Eˆ+(z)eik0z + Eˆ−(z)e−ik0z , where Eˆ± are the spa-
tially slowly-varying components. The classical drive is
given by the sum of the two parts moving in both direc-
tions, Ω(z) = Ω0 cos(k0z) (assuming kc ≈ k0). Similar
to the dual-V scheme and using the definitions above,
the Hamiltonian is Hˆ3 = Hˆ3,a + Hˆ3,i + Hˆ3,p (sum of the
atomic, interaction, and photonic parts), where
Hˆ3,a = −~n0
∫ [
∆˜0σˆbb(z) + δ0σˆcc(z)
]
dz (34a)
Hˆ3,i = −~n0
∫ {[
σˆbc(z)Ω(z) + H.c.
]
+ g
√
2π
[
σˆba(z)Eˆ(z) + H.c.
]}
dz
(34b)
Hˆ3,p = −i~c
∫ [
Eˆ†+(z)
∂ Eˆ+(z)
∂z
− Eˆ†−(z)
∂ Eˆ−(z)
∂z
]
dz.
(34c)
With this Hamiltonian, the Heisenberg equations of mo-
tion for the electric field operators and the atomic oper-
ators are given by(
∂
∂t
± c ∂
∂z
)
E± = ig
√
2πn0σabe
∓ik0z, (35)
and
∂σab
∂t
= i∆˜0σab + iΩσac + ig
√
2πE , (36a)
∂σac
∂t
= iδ0σac + iΩ
∗σab. (36b)
If Ω were independent of position (Ω(z) = Ω0),
Eqs. (36) would describe the usual EIT system, which
can be shown to have the dispersion relation
q
n0
= ±Γ1D
2∆˜
δ
δ − 2δS , (37)
8or for small q/n0,
δ ≈ ±2|Ω0|
2
Γ1D
q
n0
. (38)
We note that for the Λ-type scheme, δS has a different
meaning. For EIT with Ω(z) = Ω0, it is a half of the AC
Stark shift induced by the field. For Ω(z) = Ω0 cos(k0z)
below, it is the average of the AC Stark shift. Also note
that the group velocity (factor in front of q) in Eq. (38)
differs by a factor of 4 from the group velocity in Eq. (28).
This difference arises from the fact that the strength of
the field participating in the EIT in that case is given by
Ω± = Ω0/2.
We now calculate the dispersion relation for the case
when Ω is a standing wave (Ω(z) = Ω0 cos(k0z)). The
Fourier transform in time of Eqs. (36) gives
0 = i∆˜σab + iΩσac + ig
√
2πE , (39a)
0 = iδσac + iΩ
∗σab, (39b)
where, as before, we have absorbed the Fourier frequency
variable ω into the detunings by defining ∆˜ = ∆˜0+ω and
δ = δ0 + ω.
By Bloch’s theorem, σab, σac and E need to be periodic
functions in space multiplied by the factor eiqz , with q
being the Bloch vector. The periodic parts have the same
periodicity as Ω(z), and we write each one of them as a
Fourier series
σab(z, ω) =
∞∑
n=−∞
σ
(n)
ab (ω)e
ink0zeiqz , (40a)
σac(z, ω) =
∞∑
n=−∞
σ(n)ac (ω)e
ink0zeiqz , (40b)
E(z, ω) =
(
E+(0, ω)eik0z + E−(0, ω)e−ik0z
)
eiqz , (40c)
where we have kept only the lowest order terms in the
Fourier series for the field, similar to Eq. (23).
After inserting Eqs. (40a) and (40b) into Eqs. (39)
and collecting the terms with equal exponents of ink0z,
we obtain an infinite set of coupled equations
0 = i∆˜σ
(n)
ab + i
Ω0
2
(
σ(n+1)ac + σ
(n−1)
ac
)
+ ig
√
2π
(E+δn,1 + E−δn,−1) , (41a)
0 = iδσ(n)ac + i
Ω∗0
2
(
σ
(n+1)
ab + σ
(n−1)
ab
)
, (41b)
where δj,j′ is the Kronecker delta.
From the above equations, we see the crucial difference
between the dual-V scheme and the cold Λ-type scheme.
In the dual-V scheme, described in Eqs. (18), there are
only two components of the atomic coherence for the ex-
cited states (σab±). For the cold Λ-type atoms, by writing
σab as a Fourier series, we have obtained an infinite set of
coupled components. This can be explained by the fact
that a dual-V atom in state |c〉 can transition to state
|b+〉 (i.e. be excited) by absorbing a photon of the clas-
sical drive propagating in the positive direction, and can
only transition back to state |c〉 (i.e. be de-excited) by
emitting a photon in the same direction. On the other
hand, a cold Λ-type atom in state |c〉 can transition to
state |b〉 by a photon of the clasical drive coming from
one direction and transition back to state |c〉 by emit-
ting a photon in the opposite direction. This couples a
Fourier component σ
(n)
ab with a certain wave number n to
components differing by two wave numbers, i.e. σ
(n±2)
ab
(through σ
(n±1)
ac ), and leads to an infinite set of coupled
equations.
To obtain any results from Eqs. (41), truncation of
the Fourier components of σab and σac is needed. The
smallest non-trivial truncated set of equations involves
σ
(±1)
ab and σ
(0)
ac and can be written
0 = i∆˜σ
(±1)
ab + i
Ω0
2
σ(0)ac + ig
√
2πE±, (42a)
0 = iδσ(0)ac + i
Ω∗0
2
(
σ
(+1)
ab + σ
(−1)
ab
)
. (42b)
This particular truncation is also known as the “secular
approximation” in the literature [22, 26]. If we had ap-
proximated Eσ±e∓ik0z ≈ Eσ±,± in Eqs. (18) (which would
not have changed the quadratic dispersion relation for the
dual-V scheme), then Eqs. (42) would have had exactly
the same form as Eqs. (18).
The equations for the electric field (35), in principle,
contain all the Fourier components σ
(n)
ab , but, as for the
dual-V scheme, we will make the approximation, where
we remove terms with rapid spatial variation. This effec-
tively means that we approximate σabe
∓ik0z ≈ σ(±1)ab eiqz
in Eqs. (35). Fourier transforming these equations, we
end up with(
−iω ± c ∂
∂z
)
E± = ig
√
2πn0σ
(±1)
ab e
iqz . (43)
Proceeding as for the dual-V case, Eqs. (42) and Eqs. (43)
together with the sought form of the Bloch solutions
E±(z, ω) = E±(0, ω)eiqz, (44)
which is similar to Eqs. (24) and (25) for the dual-V
scheme, result in the coupled equations for the fields(
α1 +
q
n0
α2
α2 α1 − qn0
)(E+
E−
)
=
(
0
0
)
. (45)
This is the same as Eq. (29) with the same α1 and α2 (but
with different definitions of the electric fields). Hence,
exactly the same quadratic dispersion relation (32) is ob-
tained.
A completely different dispersion relation can be found
by considering the next smallest truncated set of equa-
tions. That set additionally involves σ
(±2)
ac , so that the
9system of equations is
0 = i∆˜σ
(±1)
ab + i
Ω0
2
(
σ(0)ac + σ
(±2)
ac
)
+ ig
√
2πE±, (46a)
0 = iδσ(0)ac + i
Ω∗0
2
(
σ
(+1)
ab + σ
(−1)
ab
)
, (46b)
0 = iδσ(±2)ac + i
Ω∗0
2
σ
(±1)
ab . (46c)
Following the same procedure as above, we get the dis-
persion relation(
q
n0
)2
=
(
Γ1D
2∆˜
)2
δ2
(δ − δS/2)(δ − 3δS/2) , (47)
which for small q/n0 can be approximated by
δ ≈ ±
√
3|Ω0|2
2Γ1D
q
n0
. (48)
This dispersion relation is linear instead of quadratic.
Comparing it with the dispersion relation for EIT (38),
we observe that Eq. (48) only differs by a constant factor.
One could continue calculating dispersion relations for
even higher order truncations. As the analytical calcula-
tions quickly become complicated, we only do it numer-
ically, as described in App. A. The resulting dispersion
relations are shown in Fig. 2. We find that truncations
which contain Fourier components up to and including
σ
(±n)
ab with odd n, result in a quadratic dispersion rela-
tion for small q/n0. On the other hand, truncations that
contain Fourier components up to and including σ
(±n)
ac
with even n, result in a linear dispersion relation for
small q/n0.
It is possible to find the limiting dispersion relation
(n → ∞) analytically [23]. To derive it, we will not use
the Fourier series representation in Eqs. (40a) and (40b),
but instead solve Eqs. (39) directly. Isolating σac from
Eq. (39b) and inserting in Eq. (39a) gives
σab(z, ω) = −g
√
2π
∆˜
γ(z)E(z, ω), (49)
where we have defined the dimensionless position depen-
dent coupling parameter
γ(z) =
1
1− (2δS/δ) cos2(k0z) . (50)
We then introduce the Fourier series of γ, i.e.
γ(z) =
∞∑
ℓ=−∞
γ(ℓ)e2iℓk0z , (51)
with
γ(ℓ) =
1
π
∫ pi
2
−pi
2
γ(z)e−2iℓk0z d(k0z)
= 3F˜2
[{
1
2
, 1, 1
}
, {1− ℓ, 1 + ℓ}, (2δS/δ)
]
,
(52)
where pF˜ q is the regularized generalized hypergeometric
function. The terms with ℓ = 0 and ℓ = ±1 are
γ(0) =
1√
1− (2δS/δ)
, (53a)
γ(±1) = −2
√
1− (2δS/δ) + (2δS/δ)− 2
(2δS/δ)
√
1− (2δS/δ)
. (53b)
Inserting Eq. (51) into Eq. (49) we can write
σab = −g
√
2π
∆˜
∞∑
ℓ=−∞
[γ(ℓ)E+ + γ(ℓ+1)E−]ei(2ℓ+1)k0z. (54)
In Eqs. (43), we only need the terms from Eq. (54) that
have the factors e±ik0z, i.e. the terms corresponding to
ℓ = 0 and ℓ = −1. Inserting those terms into Eqs. (43)
and proceeding as for the previous calculations we get
two coupled equations for the fields as in Eqs. (45), but
with the different α1 and α2:
α1 =
Γ1D
2∆˜
γ(0), α2 =
Γ1D
2∆˜
γ(±1). (55)
Finally, we get the dispersion relation
(
q
n0
)2
=
(
Γ1D
2∆˜
)24
(
−1 +
√
1− (2δS/δ)
)2
√
1− (2δS/δ)(2δS/δ)2

 (56)
which for small real q/n0 can be approximated by
δ ≈ (−∆c − iΓ
′/2)1/3|Ω0|2
Γ
4/3
1D
∣∣∣∣ qn0
∣∣∣∣
4/3
, (57)
where we have restricted the solution to the branch with
Re[δ] having the same sign as −∆c (∆c 6= 0), and
(−∆c − iΓ′/2)1/3 means third root of −∆c − iΓ′/2 such
that Re[(−∆c − iΓ′/2)1/3] has the same sign as −∆c.
We see that for small q/n0, the dispersion relation is
neither quadratic, nor linear, but goes as δ ∝ |q|4/3. The
dispersion relation (56) is shown by the solid blue curve
in Fig. 2. It is seen to lie in between the curves for the
EIT and dual-V results and is the limiting case as we
increase the number of Fourier components for the atomic
coherence.
C. Dispersion relations for cold dual-color atoms
We now consider the dual-color scheme shown in
Fig. 1(c). The dispersion for this scheme has been orig-
inally derived in Ref. [21] under the secular approxima-
tion. Using the secular approximation for this scheme
makes the dual-color scheme equivalent to the dual-V
scheme. However, in the analysis below, we want to illus-
trate the fact that the dynamics of the dual-color scheme
can potentially be much more complex compared to the
dual-V and Λ-type schemes.
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The atomic level structure of the dual-color scheme is
the same as for the Λ-type scheme, but the two counter-
propagating classical drives are at two different frequen-
cies instead of only one. The detuning ∆c now has a
different meaning—it is relative to the mean of the two
frequencies. Hence, if ωc± are the frequencies of the two
classical drives, then ∆c = (ωc+ + ωc−)/2 − ωbc. We
also define the detuning ∆d = |ωc+−ωc−|/2, which mea-
sures how far the two frequencies are separated from each
other. With the modified definition of ∆c, the Hamilto-
nian is the same as for the Λ-type atom, i.e. it is given
by Eq. (34), but with Ω(z, t) = Ω0 cos(∆dt + kcz). The
Heisenberg equations of motion are also the same as for
the Λ-type scheme (Eqs. (35) and Eqs. (36)), just with
the different definition of Ω(z, t).
Compared to the Λ-type scheme, the dual-color scheme
has a time-dependent Hamiltonian, but since it is peri-
odic in time, it allows us to use Floquet’s theorem in
addition to Bloch’s theorem [34, 35]. According to the
two theorems, σab, σac and E need to be periodic func-
tions in space and time multiplied by the factor eiqz−iωqt,
with q being the Bloch vector, and ωq being the Floquet
quasi-energy divided by ~. The periodic parts have the
same periodicity as Ω(z, t), and we write each one of them
as a Fourier series
σab(z, t) =
∞∑
n1=−∞
∞∑
n2=−∞
σ
(n1,n2)
ab e
in1k0zein2∆dteiqz−iωqt,
(58a)
σac(z, t) =
∞∑
n1=−∞
∞∑
n2=−∞
σ(n1,n2)ac e
in1k0zein2∆dteiqz−iωqt,
(58b)
E(z, t) =
(
E+(0, 0)eik0z+i∆dt
+ E−(0, 0)e−ik0z−i∆dt
)
eiqz−iωqt,
(58c)
where we have kept only two terms in the Fourier series
for the electric field and removed all other terms. The
justification for removing the terms with e∓ik0z±i∆dt is
that we expect them to only add separate linear disper-
sion bands, similar to the linear bands for Eσ±,∓ for the
dual-V scheme. Also, we have not included other n∆d
terms except the ones for n = ±1, since the other terms
will not contribute to the dynamics for ∆d ≫ |δS|.
Inserting Eqs. (58) into Eqs. (36), and collecting terms
of equal exponents gives
0 = i(∆˜− n∆d)σ(n)ab + i
Ω0
2
(
σ(n+1)ac + σ
(n−1)
ac
)
+ ig
√
2π
(E+δn,1 + E−δn,−1) , (59a)
0 = i(δ − n∆d)σ(n)ac + i
Ω∗0
2
(
σ
(n+1)
ab + σ
(n−1)
ab
)
, (59b)
where by σ
(n)
ab and σ
(n)
ac we mean σ
(n,n)
ab and σ
(n,n)
ac respec-
tively. The absence of σ
(n1,n2)
ab and σ
(n1,n2)
ac for n1 6= n2
in this system of equations is a consequence of the clas-
sical drive only coupling the Fourier terms to the ones
with both an increased (decreased) wave vector and in-
creased (decreased) detuning, combined with only con-
sidering the lowest order quantum field components in
Eq. (58c). We have absorbed ωq into the detunings by
defining ∆˜ = ∆˜0 + ωq and δ = δ0 + ωq. The only but
important difference from Eqs. (41) is that the frequen-
cies of the different Fourier components are shifted by
n∆d in Eqs. (59). The result of this difference is that
the higher order Fourier components of the atomic co-
herence contribute little for ∆d ≫ |δS| and therefore can
be neglected, thus giving the same effect as in the secular
approximation. Hence, the dispersion relation will be the
same as the quadratic dispersion relation of the dual-V
scheme. We verify numerically (see Fig. 2 and App. A)
that this is the case for ∆d/Γ = 1 and |δS|/Γ ≈ 10−2.
The summary of the discussion in Sec. III B is that
the reason for the difference in the dispersion relation be-
tween dual-V and the cold Λ-type schemes is that the cold
Λ-type scheme allows excitations and de-excitations by
the classical fields from different directions, whereas the
dual-V does not due to separation of the different direc-
tions into different polarization modes. For the dual-color
scheme, such mismatched excitations and de-excitations
are suppressed by the frequency difference between the
right-moving and left-moving fields.
D. Dispersion relations for hot Λ-type atoms
Stationary light was first considered for hot Λ-type
atoms, where a quadratic dispersion relation was pre-
dicted [10, 11]. For completeness, we will briefly dis-
cuss how this result arises from the results of the dual-
color scheme [30]. The main difference between the cold
atoms and the hot atoms is that the latter ones move
and hence have an associated Doppler shift in the tran-
sition frequency. In the one-dimensional approximation
this amounts to having the right propagating fields be-
ing shifted by ωD, and the left propagating fields being
shifted by −ωD, where ωD is the Doppler shift that is
determined by the velocity of the atoms. For each in-
dividual velocity class with the same ωD, the dynam-
ics will be completely equivalent to the dual-color setup,
where instead of ∆d we now have ωD. That is, the
system is described by Eqs. (35) and Eqs. (36) with
Ω(z, t) = Ω0 cos(ωDt + kcz). Hence, for ωD ≫ |δS|, the
quadratic dispersion relation is valid. If the width of
the distribution of ωD is much bigger than |δS|, then the
contribution of the velocity classes, where ωD ≫ |δS| is
not fulfilled, is small, and the quadratic dispersion rela-
tion (32) should be true for the ensemble as a whole.
In the original derivations of stationary light [10, 11]
the dispersion relation was obtained by arguing that the
thermal motion of the atoms washes out any spatial co-
herences with Fourier components |n| ≥ 2. This argu-
ment is essentially equivalent to the Doppler shift argu-
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ment above, except that it is formulated in time rather
than frequency. As originally noted in Ref. [22] the
level structure of the dual-V scheme does not allow these
higher order Fourier components. Hence, the dispersion
relation (32) originally derived for hot Λ-type atoms also
applies for the dual-V system regardless of the tempera-
ture.
IV. DISCRETE MODEL
A. Transfer matrix formalism
To support some of the conclusions reached above and
to provide additional possibilities for how the dispersion
relation can be controlled, we will now consider a model
where we account for the individual atoms instead of us-
ing the continuum model. To do this we will use the
transfer matrix formalism (see App. B for details) to de-
scribe stationary light. In the transfer matrix formalism,
the electric field at the position z is represented by the
vector
E(z) =
(
E+(z)
E−(z)
)
. (60)
The two parts E±(z) (right-moving and left-moving
fields) are, in general, vectors with nm elements—one
for each of nm different modes of the electric field. For
the Λ-type scheme (see Fig. 1(b)), only a single polar-
ization mode of the field is necessary, so that we have
nm = 1, and E±(z) are scalars (omitting the bold script).
In terms of the definitions of the fields for the continuum
model we have
E±(z) = E±(z)e±ik0z, (61)
i.e. contrary to E±, these fields are not slowly-varying in
space. For the dual-V scheme (see Fig. 1(a)), we have
nm = 2 (for the σ+ and σ− polarization modes), and
the vectors are similarly related to the continuum model
definitions by
E±(z) =
(Eσ+,±(z)
Eσ−,±(z)
)
e±ik0z. (62)
The atoms are assumed to be linear scatterers, hence
both the atoms and the space between atoms are repre-
sented by matrices that relate the vector of electric fields
at one position to the vector at another position. The
transfer matrix Ta,j of atom j at position zj is such that it
fulfills the relation E(z+j ) = Ta,jE(z
−
j ), where z
+
j = zj+ǫ
and z−j = zj − ǫ in the limit ǫ→ 0. This limit expresses
the fact that the atoms are assumed to be point scatter-
ers with no spatial extent. The transfer matrix Tf,j of the
free propagation between the atoms j and j + 1 at the
positions zj and zj+1 respectively is such that it fulfills
the relation E(z−j+1) = Tf,jE(z
+
j ). For the last transfer
matrix Tf,N , we define E(z
−
N+1) = E(L), where N is the
total number of atoms, and L is the total length of the
ensemble. The transfer matrix of the whole ensemble is
the product of the transfer matrices of each atom in the
ensemble and the free propagation between them.
We will consider two types of placement of the atoms:
periodic with respect to the classical drives and com-
pletely random. The former will allow us to tailor the
properties of the stationary light, and the latter is used
to reproduce the results of the continuum model investi-
gated above. If the arrangement of the atoms is periodic,
then studying the repeated unit cell is sufficient to obtain
full information about the system. If the arrangement of
the atoms is random, then we need to do statistical aver-
aging over placement of the atoms inside a single period
of the classical drives.
For the random placement of the atoms, the starting
point is the observation (shown in App. D and App. E)
that the scattering matrix for both the Λ-type and dual-V
atoms with applied counter-propagating classical drives
is invariant under shift of the atomic position by π/k0
(assuming kc ≈ k0) and not 2π/k0, which is the periodic-
ity of each of the classical drives. For the Λ-type atoms,
this is due to the fact that the two classical drives form a
standing wave, which has half the period of the individ-
ual running waves. For the dual-V atoms, it is also true,
even though there is no obvious standing wave pattern
due to the two classical drives.
Having identified π/k0 as the period of the effective
potential due to the two classical drives, we can now ex-
plain the statistical averaging procedure. The basic idea
is to take an integer number of periods as the length Lu
of the unit cell and randomly place Nu atoms within this
unit cell with a uniform distribution. Then this unit cell
is used to find the dispersion relation in the same way
as the unit cells for the periodic placement of the atoms
(with one technical difference as discussed below). To ob-
tain a better statistical averaging, we increase the num-
ber of periods in Lu, while simultaneously increasing the
number of atoms Nu, such that the density n0 = Nu/Lu
is held fixed.
In the transfer matrix theory, Bloch’s theorem is a
statement about the eigenvalues and eigenvectors of the
transfer matrix for the unit cell Tcell. If Eλ is an eigenvec-
tor of Tcell with the eigenvalue λ, then Eλ is the periodic
part of the Bloch wave (that spatially varies in discrete
steps by successively applying transfer matrices whose
product is equal to Tcell), and the eigenvalue λ is related
to the Bloch vector. One natural relation is
λ = exp(iq˜Lu) , (63)
where we denote the Bloch vector with q˜ to make it dis-
tinct from the Bloch vector q that we used in the contin-
uum model. The difference is entirely due to defining the
electric fields either slowly varying in space (continuum
model) or not (discrete model).
For consistency with the continuum model, we will also
use a slightly modified relation. Since the elements of
the electric field vectors (Eqs. (61) and (62)) are defined
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not to be slowly varying in space, the length of the unit
cell Lu = nuπ/k0 with integer nu results in free prop-
agation factors e±ik0Lu = (−1)nu being multiplied onto
the vectors. Therefore, we take the relation between the
eigenvalue and the Bloch vector to be
λ = (−1)nu exp(iqLu) . (64)
which is equivalent to a constant shift of q compared to
q˜.
For the Λ-type atoms and dual-V atoms with Ω+ = Ω−
and ωb+c = ωb−c, the four blocks of the scattering ma-
trix that represent reflection and transmission are either
scalars or symmetric matrices (see App. D and App. E).
Using this property, one can show that the transfer ma-
trix Tcell is symplectic, which implies that its eigenvalues
come in reciprocal pairs (see App. B), i.e. if λ is an
eigenvalue, then 1/λ is also an eigenvalue. Hence, if q
is a Bloch vector, then −q is also a Bloch vector. In-
verting Eq. (64), we can find the Bloch vector from the
eigenvalue through
q
n0
= − i
Nu
Log
(
(−1)nuλ) , (65)
where Log is the complex logarithm.
When using Eq. (65) to determine the Bloch vector,
care is required in selecting the right branch of the com-
plex logarithm, when q is calculated as a function of δ.
If the principal branch of the complex logarithm is al-
ways used, then Im[Log(λ)] is constrained to the interval
(−π, π], so that Eq. (65) will result in Re[q]/n0 being
constrained to the interval (−π/Nu, π/Nu]. As we let
Nu go to infinity to obtain good statistical averaging,
this interval becomes arbitrarily small. In practice, this
means that as δ is increased, and if Re[q]/n0 increases
and reaches π/Nu, all the subsequent values of Re[q]/n0
will be shifted by −2π/Nu. In the numerical evaluation
of the dispersion relations with statistical averaging we
thus need to undo these shifts, which is equivalent to
selecting different branches of the complex logarithm.
B. Dispersion relations for cold dual-V atoms
We first use the transfer matrix formalism to find the
dispersion relations for ensembles of randomly and reg-
ularly placed dual-V atoms. In Fig. 3 we plot the dis-
persion relations for the randomly placed atoms. The
dashed yellow curve is the linear dispersion relation and
the dashed green curve is the quadratic dispersion rela-
tion. They have an excellent agreement with the an-
alytical solutions given by Eqs. (27) and (31), which
are shown by the solid cyan and red curves respectively.
The curves showing the linear dispersion relation for the
dual-V scheme have a non-zero Re[q] for δ = 0 (see
Eq. (27)), and hence look vertical for small δ/Γ on the
log-log plot.
If the dual-V atoms are placed regularly, the only no-
ticeable difference we have found between the continuum
10−6 10−5 10−4 10−3
Re[q]/n0
10−6
10−5
10−4
10−3
10−2
10−1
100
δ/
Γ
FIG. 3. (Color online) Log-log plot of the dispersion relations
calculated analytically with the continuum model and numer-
ically with the discrete model for randomly placed atoms. The
solid black (upper), red (lower) and blue (in between) curves
are as in Fig. 2 and are shown for reference. The middle
dashed magenta curve is for Λ-type scheme computed nu-
merically with the discrete model. It overlaps with the solid
blue curve (the same dispersion relation computed analyti-
cally), so that the difference is not visible. The lower dashed
green curve is the quadratic dispersion relation for the dual-V
scheme found numerically with the discrete model. The solid
cyan and dashed yellow curves that are almost vertical for
small δ/Γ show the linear dispersion relation for the dual-V
scheme. The solid cyan curve is the analytical result given by
Eq. (27), while the dashed yellow curve is computed numeri-
cally with the discrete model. Both the numerical curves for
the two dispersion relations for the dual-V scheme (linear and
quadratic) overlap with the respective analytical solutions, so
that the difference in not visible. The common parameters
are: Γ1D/Γ = 0.1, ∆c/Γ = −90, Ω0/Γ = 1, k0/n0 = pi/2 and
Nu = 10
4 (i.e. Lu = (10
4/2)pi/k0).
and discrete theory is when the atoms in the discrete
model are spaced with either d = π/k0 or d = π/(2k0).
The former is equivalent to the atomic mirror [36], and
since we neglect the vacuum dispersion relation, for d =
π/k0 we find the constant Bloch vector q independent of
δ. The latter, d = π/(2k0), changes the linear dispersion
relation (27). The reason for this is that in the derivation
of Eq. (27), we have neglected the terms with e±2ik0z
and e±4ik0z . For discrete positions z = jd = jπ/(2k0)
(j is an integer), these factors are e±2ik0z = e±iπj and
e±4ik0z = 1. We see that for discrete atoms with spacing
d = π/(2k0), the factors e
±4ik0z = 1 should not be ne-
glected, since they are constant and not rapidly varying.
With this correction, Eqs. (26b) become
∓ q
n0
Eσ±,∓ = −
Γ1D
2∆˜
[
δ − δS/2
δ − δS Eσ±,∓ +
δS/2
δ − δS Eσ∓,±
]
,
(66)
which makes them of exactly the same coupled form as
Eqs. (26a) and therefore results in the same quadratic
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FIG. 4. (Color online) Placement of atoms for periodic en-
sembles. At the top, the standing wave of the classical drive
is plotted. In the table below, the crosses indicate the posi-
tions of the atoms in the standing wave of the classical drive
for different values of the number of atoms per unit cell Nu.
The thick crosses are the atoms in the chosen unit cell, and
the thin crosses are the other atoms in the ensemble. The
particular choice of the unit cell (gray) is such that the atoms
with the non-zero classical drive are taken first (when propa-
gating from the left), and the last atom is placed on the node
of the classical drive (at k0z = pi/2) which effectively makes
it a two-level atom.
dispersion relation (31) instead of a linear one. This be-
havior is reproduced by the numerical calculations with
the discrete model.
C. Dispersion relations for cold Λ-type atoms
As for the dual-V atoms above, we can calculate the
dispersion relation of an ensemble with randomly placed
Λ-type atoms. As shown in Fig. 3, the dispersion rela-
tion obtained in this way (dashed magenta) matches the
one that was found analytically for the continuum model
(solid blue).
For the regularly placed Λ-type atoms, we can also ob-
tain dispersion relations, which are different from the pre-
dictions of the continuum model. To this end we consider
the ensembles shown in Fig. 4. The atoms are spaced
with a distance d = π/(Nuk0), where we only take even
Nu for simplicity. (As explained above, adding integer
multiples of π/k0 to d does not change the results.) A
unit cell consists of Nu − 1 atoms, which experience a
non-zero classical drive, and one atom, which is placed
such that the classical drive is zero, i.e. on the node
of the standing wave of the classical drive. For such a
setup, we show in App. F that the dispersion relation for
two-photon detunings fulfilling
δ ≪ 2|δS| cos2
(
π
2
− π
Nu
)
≈ 2|δS|
(
π
Nu
)2
(67)
(i.e. if frequency is within the smallest EIT window of
10−6 10−5 10−4 10−3
Re[q]/n0
10−6
10−5
10−4
10−3
10−2
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δ/
Γ
Nu = 2
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Nu = 16
Nu = 32
Nu = 2
Nu = 4
Nu = 8
Nu = 16
Nu = 32
FIG. 5. (Color online) Log-log plot of the dispersion rela-
tions for Λ-type atoms with different placement of the atoms
within the unit cell. The solid black (upper), red (lower) and
blue (in between) curves are as in Fig. 2 and are shown for
reference. The dashed green curves are for ensembles with
regularly placed atoms (see Fig. 4) for the period lengths
Nu = 2, 4, 8, 16, 32. The dash-dotted magenta curves are for
the same setups, but with a shifted standing wave of the
classical drive: Ω(z) = Ω0 cos(k0z + ϕ) with ϕ = pi/(2Nu).
The common parameters are: Γ1D/Γ = 0.1, ∆c/Γ = −90,
Ω0/Γ = 1. The density of the atoms n0 is related to the spac-
ing between the atoms d by n0 = 1/d. The distance d depends
on the desired period length and is given by d = pi/(Nuk0)
(plus any integer multiple of pi/k0).
the atoms that are not placed on the node) is given by
δ ≈ 1
2m
(
q
n0
)2
, (68)
where n0 = 1/d, and
m = − (Nu − 1)Γ
2
1D
2N2u(∆c + iΓ
′/2)|Ω0|2 (69)
is the effective mass. Note that the quadratic dispersion
relation in Eq. (68) is of the same form as Eq. (32), but
with the effective mass in Eq. (69) differing by a factor
2(Nu − 1)/N2u from the one in Eq. (33).
The above quadratic dispersion relation is obtained by
placing the atoms such that one of them coincides ex-
actly with the node of the standing wave of the clas-
sical drive. The dispersion relation can be completely
changed, however, by shifting the position of the atoms
relative to the drive. This can be achieved if the classi-
cal drive is given by Ω(z) = Ω0 cos(k0z + ϕ) (with the
situation above corresponding to ϕ = 0). By choosing
ϕ = k0d/2 = π/(2Nu), the node of the standing wave is
placed exactly in the middle of the free-space separation
between two atoms.
We show the numerically calculated dispersion relation
for ϕ = 0 and ϕ = k0d/2 in Fig. 5. For ϕ = 0 (dashed
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green curves), the dispersion relation becomes quadratic
for small Re[q]/n0 as given by Eq. (68). The range of va-
lidity of the quadratic approximation becomes smaller for
increasing Nu, as predicted by the condition in Eq. (67).
For ϕ = k0d/2 (dash-dotted magenta curves), the dis-
persion relation becomes linear (parallel to the EIT dis-
persion relation) instead of quadratic for small Re[q]/n0.
As Nu increases, both for ϕ = 0 and ϕ = k0d/2, the
dispersion relation approaches the one for an ensemble
of cold randomly placed Λ-type atoms (solid blue). The
two choices of the phase, ϕ = 0 and ϕ = k0d/2, are thus
similar to respectively the odd and even n truncations in
Fig. 2. In essence, having a finite number of atoms per
unit cell gives a truncation because a finite number of
atoms can only support a finite number of Fourier com-
ponents of σab and σac.
The two situations, ϕ = 0 and ϕ = k0d/2, consid-
ered in Fig. 5, represent the two extreme cases with the
node of the classical drive either coinciding with an atom
or being placed as far away from the atoms as possible.
In between these extremes there is a whole continuum
of possibilities. In general, if no atoms are placed at
the nodes, all atoms will have a finite EIT window and
hence the dispersion relation will be linear for sufficiently
small δ. This also implies that with a finite number of
randomly placed stationary Λ-type atoms, it is impossi-
ble to realize a δ ∝ |q|4/3 dispersion in the limit δ → 0, as
there is formally zero probability for the point-like atoms
to sit exactly at the nodes, and hence the dispersion re-
lation will eventually cross over to the linear one.
V. SCATTERING PROPERTIES
A different way to compare the ensembles with reg-
ularly and randomly placed Λ-type atoms is to look at
the scattering properties (transmission and reflection co-
efficients) of the whole ensemble. Contrary to the dis-
persion relation, which, in principle, is only valid for an
infinite ensemble, the total number of atoms does mat-
ter for the scattering properties. If the number of the
atoms is sufficiently large, the dispersion relation is still
reflected in the behavior of the transmission and reflec-
tion coefficients. Hence, the scattering properties can
also be used to characterize the dispersion relation. Be-
low, the transmission coefficients t and reflection coeffi-
cients r will be obtained numerically by multiplying the
transfer matrices for the atoms and free propagation to
obtain the transfer matrix for the whole ensemble and af-
terwards extracting the scattering coefficients from this
transfer matrix, as described in App. B. For regularly
placed discrete atoms and the continuum model, one can
derive closed-form expressions for the transfer matrix for
the whole ensemble (see App. C).
In Figs. 6 and 7(a), we plot transmittance |t|2 and
reflectance |r|2 for ensembles with regular (Nu = 2) and
random (average of 100 ensemble realizations) placement
of Λ-type atoms. The latter case can also be calculated
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FIG. 6. (Color online) Plot of transmittance |t|2 and re-
flectance |r|2 of ensembles with N = 4 · 104 atoms. The
dotted magenta and solid blue curves are respectively the
transmittance and reflectance of an ensemble with regularly
placed Λ-type atoms and Nu = 2 (with the placement shown
in Fig. 4). The dash-dotted cyan and dashed green curves
are respectively the transmittance and reflectance of an en-
semble with randomly placed Λ-type atoms and is averaged
over 100 ensemble realizations. The other parameters are:
Γ1D/Γ = 0.1, ∆c/Γ = −90, Ω0/Γ = 1, k0/n0 = pi/2. The
interval around δ = 0 is shown in more detail in Fig. 7(a).
using the continuum model together with App. C. The
main visible difference between the discrete model with
random placement and the continuum model is that the
former has noise in the region −0.01 <∼ δ/Γ ≤ 0 due
to finite number of ensemble realizations. In Fig. 7(a)
we additionally show the reflection coefficient for ran-
domly placed dual-V atoms (single ensemble realization)
with σ+ input incident from the left and finding the left-
moving σ− field to the left of the ensemble (such that the
quadratic dispersion relation is valid). The reflection co-
efficient of the dual-V scheme overlaps completely with
the reflection coefficient of the regularly placed Λ-type
scheme, because we have increased the classical drive
strength Ω0 of the dual-V scheme by a factor of
√
2 to
make the masses in Eq. (33) and Eq. (69) equal.
The plots and the chosen parameters are similar to the
ones in Ref. [13]. As opposed to Ref. [13], however, we
do not make the secular approximation for the Λ-type
scheme, and this leads to very different results, which
depend on how the atoms are placed (and whether we
use the dual-V scheme instead). For the regularly placed
Λ-type atoms, we see a clear signature of a photonic band
gap in the region −0.01 <∼ δ/Γ ≤ 0, where there is a
near unit reflectance and negligible transmittance. For
the randomly placed Λ-type atoms, the situation is more
complex with a similar negligible transmittance but a
rather limited reflectance. For δ > 0, the position of
the resonances with low reflection and high transmission
corresponds to the condition sin
(
Re[q]L
)
= 0, i.e. there is
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FIG. 7. (Color online) (a) Same as Fig. 6, but zoomed in
around δ = 0. Additionally, the reflectance for an ensem-
ble with randomly placed dual-V atoms is plotted (dashed
red), and it completely overlaps the reflectance for the regu-
larly placed Λ-type scheme. The dual-V scheme has the same
parameters except that Ω0 is multiplied by
√
2 to make the
dispersion relation equal to the one of the regularly placed
Λ-type scheme. (b) Dispersion relations for Λ-type scheme:
regularly placed (solid blue) and randomly placed (dashed
green). The dispersion relation was calculated numerically
with the transfer matrix formalism for the regularly placed
ensemble, and using Eq. (56) for the randomly placed ensem-
ble. The two horizontal dotted lines at Re[q]/n0 = pi/N and
Re[q]/n0 = 2pi/N , give the condition for the first and the sec-
ond high transmission resonance. At each intersection (for
δ > 0) of these horizontal lines with the dispersion relation
curves, vertical dotted lines are drawn, which can be seen to
coincide with the high transmission resonances in (a).
a standing wave of the Bloch vectors inside the ensemble.
Specifically, the high transmission resonance occurs each
time Re[q]/n0 crosses a multiple of π/N , as can be seen
in Fig. 7(b). This behavior can also be seen from the
analytical results derived in App. C. Due to non-zero
incoherent decay rate Γ′, the sum |t|2 + |r|2 is in general
not equal to unity.
As we have shown above, the regularly and randomly
placed Λ-type atoms have very different dispersion rela-
tions, and this translates into very different positions of
the high transmission resonances in Figs. 6 and 7(a).
For the randomly placed Λ-type scheme, there addition-
ally occurs a high transmission resonance at δ = 0, since
no atoms are placed exactly at the node of the standing
wave of the classical drive, and hence all the atoms are
transmissive due to EIT. For the regularly placed setup
with Nu = 2, half of the atoms are placed on the nodes
and therefore behave as effective two-level atoms. For
δ = 0, the other half of the atoms becomes transpar-
ent, and the whole ensemble is exactly equivalent to the
atomic mirror [36]. For the dual-V atoms, as shown in
App. E the reflection coefficients of a single atom do not
become zero for δ = 0, regardless of how the individual
atoms are placed.
VI. CONCLUSION
We have analyzed a number of different setups for sta-
tionary light. These setups lead have different behaviors
and dispersion relations depending on the exact details.
For small Bloch vectors q, the dispersion relations are ei-
ther linear, quadratic, or in between with δ ∝ |q|4/3. For
higher values of q, the dispersion relations either continue
to have the same behavior, or the linear and quadratic
dispersion relations may cross over into the δ ∝ |q|4/3
results.
Overall, these results demonstrate the rich physics of
stationary light. This opens the possibility of tailoring
the light propagation to meet specific desired functional-
ities. In addition to the strong interest in understanding
and controlling the propagation of light, another inter-
esting possibility of stationary light is to use for non-
linear optics. The ability to achieve a vanishing group
velocity, and the corresponding increase in interaction
time between photons in an optical pulse, may in prin-
ciple lead to strong optical non-linearities down to the
single photon level [10, 12, 13]. In order to fully assess
such possibilities, it is essential to first have a thorough
understanding of the linear properties of the system as
determined in this work.
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Appendix A: Numerical methods for the continuum
model
The truncations of both Eqs. (41) for the Λ-type
scheme and Eqs. (59) for the dual-color scheme can be
written
0 =Mσ + g
√
2πV E, (A1)
where
σ =


...
σ
(+2)
ac
σ
(+1)
ab
σ
(0)
ac
σ
(−1)
ab
σ
(−2)
ac
...


, V =


...
...
0 0
1 0
0 0
0 1
0 0
...
...


, E =
(E+
E−
)
, (A2)
and the definition of the matrix M depends on whether
we consider Eqs. (41) or Eqs. (59). For Eqs. (41), we
have
M =


. . .
...
...
...
...
...
...
· · · δ Ω∗0/2 0 0 0 · · ·
· · · Ω0/2 ∆˜ Ω0/2 0 0 · · ·
· · · 0 Ω∗0/2 δ Ω∗0/2 0 · · ·
· · · 0 0 Ω0/2 ∆˜ Ω0/2 · · ·
· · · 0 0 0 Ω∗0/2 δ · · ·
...
...
...
...
...
...
. . .


.
(A3)
For Eqs. (59), we subtract n∆d (n is the number of the
row such that the middle one has n = 0) from the diag-
onal elements of the above matrix.
We can write the equations for the electric field as(
q
n0
0
0 − qn0
)
E =
g
√
2π
c
V Tσ, (A4)
where V T is the transpose of the matrix V . Us-
ing Eq. (A1) and defining ME = (Γ1D/2)V
TM−1V ,
Eqs. (A4) become(
ME,11 +
q
n0
ME,12
ME,21 ME,22 − qn0
)
E =
(
0
0
)
, (A5)
where ME,kl are the elements of ME . This equation is
the equivalent of Eq. (45), but more general, since it is
possible that ME,11 6= ME,22 (for the dual-color scheme).
For Eq. (A5) to have non-trivial solutions, the determi-
nant of the matrix on the left hand side should be equal
to zero. Hence, we get the equation(
q
n0
)2
+
q
n0
(ME,11 −ME,22)− det(ME) = 0, (A6)
where det(ME) is the determinant ofME . The dispersion
relation is found by solving Eq. (A6).
Appendix B: Multi-mode transfer matrices
In this appendix, we show how to transform between
scattering matrices and transfer matrices for the multi-
mode electric fields. The approach is very similar to the
transfer matrix theory used in elastostatics [37]. This is
a more general version of the single-mode transfer ma-
trix formalism [38] that is commonly used for calculating
electric fields in one-dimensional systems.
When one solves the scattering problem for an atom j
with position zj , the result is the scattering matrix. In
terms of the right-moving and left-moving parts of the
electric field vector defined by Eq. (60) the relation is of
the form(
E+(z
+
j )
E−(z
−
j )
)
=
(
Sj,11 Sj,12
Sj,21 Sj,22
)(
E+(z
−
j )
E−(z
+
j )
)
, (B1)
where the blocks Sj,kl are in general nm by nm matrices
describing the mixing of the nm possible modes propa-
gating in each direction. The scattering matrix relates
output fields on both sides of the scatterer to the in-
puts. We find the scattering matrices for the Λ-type and
dual-V atoms in App. D and App. E respectively. In this
appendix we only consider the general properties.
A transfer matrix for the atom
Ta,j =
(
Ta,j,11 Ta,j,12
Ta,j,21 Ta,j,22
)
(B2)
is a relation of the form(
E+(z
+
j )
E−(z
+
j )
)
= Ta,j
(
E+(z
−
j )
E−(z
−
j )
)
, (B3)
i.e. it relates the fields on one side of the atom to the
fields on the other side. By rearranging Eq. (B1) into the
form of Eq. (B3) one can show that
Ta,j,11 = Sj,11 − Sj,12S−1j,22Sj,21, (B4a)
Ta,j,12 = Sj,12S
−1
j,22, (B4b)
Ta,j,21 = −S−1j,22Sj,21, (B4c)
Ta,j,22 = S
−1
j,22. (B4d)
In App. D and App. E we show that the blocks of the
scattering matrix for the Λ-type and dual-V atoms fulfill
Sj,11 = Sj,22 = Sj,t, (B5a)
Sj,12 = Sj,21 = Sj,r, (B5b)
where the matrices Sj,r and Sj,t are related by
Sj,t = I + Sj,r, (B6)
with I being the nm by nm identity matrix. From
Eq. (B6) we see that the matrices Sj,r and Sj,t commute.
By writing
Sj,rSj,t = Sj,tSj,r (B7)
17
and multiplying both sides by S−1j,t from right and left,
we get
S−1j,t Sj,r = Sj,rS
−1
j,t , (B8)
which implies that Sj,r and S
−1
j,t commute. This allows
us to write Eqs. (B4) in terms of a single matrix
βj = −S−1j,t Sj,r. (B9)
We obtain
Ta,j,11 = Sj,t − S−1j,t S2j,r = I − βj , (B10a)
Ta,j,12 = S
−1
j,t Sj,r = −βj, (B10b)
Ta,j,21 = −S−1j,t Sj,r = βj, (B10c)
Ta,j,22 = S
−1
j,t = I + βj . (B10d)
For the Λ-type atoms and dual-V atoms with Ω+ = Ω−
and ωb+c = ωb−c, βj is symmetric, i.e. βj = β
T
j , where
βTj is the transpose of βj (see App. D and App. E). Us-
ing this fact we also see that the transfer matrix Ta,j is
symplectic. This means that if we define a matrix
J =
(
0 I
−I 0
)
, (B11)
where zeros mean nm by nm matrices with all elements
equal to zero, then it holds that
TTa,jJTa,j = J. (B12)
This can be seen from the fact that if βj is symmetric,
then so is I±βj , and Eq. (B12) can be shown by writing
out the left hand side using Eqs. (B10).
Free propagation of the electric field with the wave
vector k0 for a distance d has the transfer matrix
Tf =
(
eik0dI 0
0 e−ik0dI
)
. (B13)
The free propagation matrix Tf,j between atoms j and
j+1 at positions zj and zj+1 fulfills E(z
−
j+1) = Tf,jE(z
+
j )
and is given by Eq. (B13) with d = zj+1 − zj .
The free propagation transfer matrices Tf,j are always
symplectic. Therefore, the transfer matrix of a unit cell
(or the whole ensemble), which is a product of the ma-
trices Ta,j and Tf,j, is symplectic if Ta,j is symplectic for
all j. This can be seen by considering a product of two
symplectic transfer matrices, T1 and T2. It holds that
(T1T2)
TJ(T1T2) = T
T
2 T
T
1 JT1T2 = T
T
2 JT2 = J, (B14)
hence the matrix T1T2 is symplectic.
For the purposes of finding the dispersion relation, we
need to diagonalize the transfer matrix for the unit cell
Tcell. Assuming that the unit cell has length Lu and
starts at z = 0, we have the relation(
E+(L
+
u )
E−(L
+
u )
)
= Tcell
(
E+(0
−)
E−(0
−)
)
. (B15)
We note that if Tcell is symplectic, then it has the prop-
erty that its eigenvalues occur in reciprocal pairs. To
see this, assume that Eλ is an eigenvector of Tcell with
eigenvalue λ, i.e.
TcellEλ = λEλ. (B16)
Then using the property TTcellJTcell = J we have
TTcell(JEλ) = T
T
cellJTcell(1/λ)Eλ = (1/λ)(JEλ). (B17)
Therefore, JEλ is an eigenvector of T
T
cell with the eigen-
value 1/λ. Since Tcell and T
T
cell have the same set of
eigenvalues, 1/λ is also an eigenvalue of Tcell.
The transmission and reflection coefficients for the
whole ensemble can be obtained from its transfer ma-
trix Te. Assuming that the ensemble has length L and
starts at z = 0, we have the relation(
E+(L
+)
E−(L
+)
)
=
(
Te,11 Te,12
Te,21 Te,22
)(
E+(0
−)
E−(0
−)
)
. (B18)
For concreteness, we assume a two-mode transfer matrix
as is relevant for the dual-V scheme. Hence, the vectors
E± have two elements. We adopt the convention that the
first element is a σ+ component, and the second element
is the σ− component of the field (the same definition as in
Eq. (62)). As an example, consider a scattering problem
with the incoming fields
E+(0
−) =
(
1
0
)
, E−(L
+) =
(
0
0
)
, (B19)
i.e. there is only a σ+ input field from the left. We
want to find the outgoing fields: E+(L
+) (the transmit-
ted field) and E−(0
−) (the reflected field).
After insertion of Eqs. (B19) into Eq. (B18) we find
E−(0
−) = −T−1e,22Te,12E+(0−), (B20a)
E+(L
+) = (Te,11 − Te,12T−1e,22Te,21)E+(0−). (B20b)
For the single-mode transfer matrices, Te,kl are scalars.
Furthermore, from Eqs. (B10) and (B13) we see that
the transfer matrices for atoms and free propagation
have determinants equal to unity. Using the fact that
det(T1T2) = det(T1) det(T2) for any two square matrices
T1 and T2, we have Te,11Te,22 − Te,12Te,21 = det(Te) = 1.
This leads to a simplification of Eqs. (B20), so that they
become
E−(0
−) = −(Te,12/Te,22)E+(0−), (B21a)
E+(L
+) = (1/Te,22)E+(0
−). (B21b)
Appendix C: Transfer matrix for a uniform ensemble
In this appendix, we will find closed-form expressions
for the transfer matrix for the whole ensemble that either
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consists of ne copies of the same unit cell with the transfer
matrix
Tcell =
(
T11 T12
T21 T22
)
(C1)
in the discrete case, or is governed by the equations of
the form
∂
∂z
(E+
E−
)
= in0
(−α1 −α2
α2 α1
)(E+
E−
)
(C2)
in the continuum case. For the continuum case, we note
that Eqs. (22a) for the dual-V scheme and the equiva-
lent equations for the Λ-type scheme can be written in
the form above (neglecting the vacuum dispersion rela-
tion) with α1 and α2 being given by either Eqs. (30) or
Eqs. (55), depending on the scheme.
The starting point of the derivation is diagonalizing
either the transfer matrix in Eq. (C1) or the matrix in
Eq. (C2). This gives(
T11 T12
T21 T22
)
= VcellDcellV
−1
cell , (C3)(−α1 −α2
α2 α1
)
= VαDαV
−1
α , (C4)
where the diagonal matrix Dcell has elements (eigenval-
ues) exp(±iq˜Lu), and the diagonal matrix Dα has ele-
ments ±q/n0. Here we use the relation (63) between the
Bloch vector and the elements of Dcell for brevity. The
eigenvector matrices are
Vcell =
(
1 1
(eiq˜Lu − T11)/T12 (e−iq˜Lu − T11)/T12
)
, (C5)
Vα =
(
1 1
−(q/n0 + α1)/α2 −(−q/n0 + α1)/α2
)
. (C6)
In the discrete case, the transfer matrix for the whole
ensemble is Te = T
ne
cell, where ne = L/Lu is an integer.
This expression can be written as
Te = VcellD
ne
cellV
−1
cell
= Vcell
(
cos(q˜L)I + i sin(q˜L)σz
)
V −1cell
= cos(q˜L)I + i sin(q˜L)VcellσzV
−1
cell ,
(C7)
where I is the identity matrix and
σz =
(
1 0
0 −1
)
. (C8)
By doing the matrix multiplications and using
2 cos(q˜Lu) = tr(Tcell) = T11 + T12 and det(Tcell) = 1,
we find
VcellσzV
−1
cell =
1
sin(q˜Lu)
(
i
2 (T22 − T11) −iT12
−iT21 − i2 (T22 − T11)
)
.
(C9)
In the continuum case, the transfer matrix for the
whole ensemble is
Te = exp
(
in0
(−α1 −α2
α2 α1
)
L
)
= cos(qL)I + i sin(qL)VασzV
−1
α ,
(C10)
where (using α21 − (q/n0)2 − α22 = 0)
VασzV
−1
α =
1
q/n0
(−α1 −α2
α2 α1
)
. (C11)
Appendix D: Scattering matrix for Λ-type atoms
In this appendix, we find the scattering matrix (i.e.
the reflection and transmission coefficients) for a Λ-type
atom (see Fig. 1(b)). The derivation is based on Ref. [20].
The electric field is given by the operator
Eˆ(z) = Eˆ+(z)eik0(z−zj) + Eˆ−(z)e−ik0(z−zj). (D1)
Compared to the continuum model, we have shifted the
spatial phases such that they vanish at the position of
the atom zj (j is the index of the atom). The effects of
the propagation phases will be accounted for separately
by the transfer matrices of free propagation.
The Hamiltonian (34), which we have used for the
continuum model, can also be used to describe a single
Λ-type atom, since the discrete nature of the atoms is
still present due to the definition of the atomic operators
given by Eq. (9). Because of considering only a single
atom, Eq. (9) becomes σˆαβ(z) =
1
n0
δ(z − zj)σˆαβ,j , and
inserting this into Eqs. (34) results in
Hˆ3,a = −~
[
∆˜0σˆbb,j + δ0σˆcc,j
]
, (D2a)
Hˆ3,i =− ~
[
σˆbc,jΩ(zj) + H.c.
]
− ~g
√
2π
[
σˆba,j Eˆ(zj) + H.c.
]
,
(D2b)
Hˆ3,p = −i~c
∫ [
Eˆ†+(z)
∂ Eˆ+(z)
∂z
− Eˆ†−(z)
∂ Eˆ−(z)
∂z
]
dz.
(D2c)
From the Hamiltonian, we get the Heisenberg equations
for the atom
∂σab,j
∂t
= i∆˜0σab,j + iΩ(zj)σac,j + ig
√
2πE(zj , t),
(D3a)
∂σac,j
∂t
= iδ0σac,j + iΩ
∗(zj)σab,j . (D3b)
These equations are similar to Eqs. (36), except that here
we do not make the continuum approximation.
For the electric field we have the equations(
∂
∂t
± c ∂
∂z
)
E±(z, t) = ig
√
2πδ(z − zj)σab,j , (D4)
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which are exactly the same as Eqs. (35) due the defini-
tion (9). In this form, however, we can formally solve
them [36], so that we obtain
E±(z, t) = E±,in(z ∓ ct)
+
ig
√
2π
c
θ
(±(z − zj))σab,j
(
t∓ z − zj
c
)
,
(D5)
where E±,in(z±ct) are the input fields, and θ is the Heav-
iside theta function.
Since the scattering problem is symmetric, and since
the equations are linear, we can gain full information
about the scattering by setting E+,in(z − ct) = 1 and
E−,in(z + ct) = 0 in Eqs. (D5). Then we find the total
electric field (D1) to be
E(zj , t) = 1 + ig
√
2π
c
σab,j (t) (D6)
Upon inserting this expression into (D3a), we obtain
∂σab,j
∂t
= i
(
∆˜0 + i
Γ1D
2
)
σab,j + iΩ(zj)σac,j + ig
√
2π.
(D7)
After Fourier transforming Eqs. (D5) we get the reflection
and transmission coefficients
rj = E−(z−j , ω) =
ig
√
2π
c
σab,j(ω), (D8a)
tj = E+(z+j , ω) = 1 + rj . (D8b)
We also Fourier transform Eq. (D3b) and Eq. (D7) and
get
0 = i
(
∆˜ + i
Γ1D
2
)
σab,j + iΩ(zj)σac,j + ig
√
2π, (D9a)
0 = iδσac,j + iΩ
∗(zj)σab,j , (D9b)
where, as before, we have absorbed the Fourier frequency
variable ω into the detunings by defining ∆˜ = ∆˜0+ω and
δ = δ0 + ω.
Now we solve Eqs. (D8) and (D9) and find
rj = − i(Γ1D/2)δ
(∆˜ + iΓ1D/2)δ − |Ω(zj)|2
, (D10a)
tj =
∆˜δ − |Ω(zj)|2
(∆˜ + iΓ1D/2)δ − |Ω(zj)|2
. (D10b)
The parameter (B9), in terms of which the blocks of the
transfer matrix (B10) are written, is a scalar in the single-
mode case and is given by
βj = −rj
tj
=
i(Γ1D/2)δ
∆˜δ − |Ω(zj)|2
. (D11)
Appendix E: Scattering matrix for the dual-V
atoms.
The derivation of the scattering matrix for the dual-V
atoms proceeds in a similar manner as the derivation for
the Λ-type atoms in App. D. Similar to Eq. (D1) we
define the electric field operators
Eˆσ±(z) = Eˆσ±,+(z)eik0(z−zj) + Eˆσ±,−(z)e−ik0(z−zj).
(E1)
The Hamiltonian for a single dual-V atom interacting
with light is given by Eqs. (13) with the atomic opera-
tors σˆαβ(z) =
1
n0
δ(z − zj)σˆαβ,j (special case of the defi-
nition (9)). Therefore, Eqs. (13) can be written
HˆV,a = −~

 ∑
α∈{+,−}
∆˜
(α)
0 σˆbαbα,j + δ0σˆcc,j

 , (E2a)
HˆV,i =− ~
∑
α∈{+,−}
{[
σˆbαc,jΩαe
αikczj +H.c.
]
+ g
√
2π
[
σˆbαa,j Eˆσα(zj) + H.c.
]}
,
(E2b)
HˆV,p = −i~c
∫ ∑
α∈{+,−}
[
Eˆ†σα,+(z)
∂ Eˆσα,+(z)
∂z
− Eˆ†σα,−(z)
∂ Eˆσα,−(z)
∂z
]
dz.
(E2c)
From the Hamiltonian, the equations for the atom are
∂σab±,j
∂t
= i∆˜
(±)
0 σab±,j + iΩ±σac,je
±ikczj
+ ig
√
2πEσ±(zj , t),
(E3a)
∂σac,j
∂t
= iδ0σac,j + iΩ
∗
+σab+,je
−ikczj + iΩ∗−σab−,je
ikczj .
(E3b)
The formal solutions to the equations for the field are
Eσ+,±(z, t) = Eσ+,±,in(z ∓ ct)
+
ig
√
2π
c
θ
(±(z − zj))σab+,j
(
t∓ z − zj
c
)
,
(E4a)
Eσ−,±(z, t) = Eσ−,±,in(z ∓ ct)
+
ig
√
2π
c
θ
(±(z − zj))σab−,j
(
t∓ z − zj
c
)
.
(E4b)
Because of the symmetry of the system, we only need
to consider two cases: Eσ+,+,in(zj − ct) = 1 with the rest
of the input fields being zero, and Eσ−,+,in(zj − ct) = 1
with the rest of the input fields being zero.
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Starting with the first case (Eσ+,+,in(zj − ct) = 1) and
Fourier transforming, Eqs. (E3) become
0 = i∆˜
(+)
tot σab+,j + iΩ+σac,je
ikczj + ig
√
2π, (E5a)
0 = i∆˜
(−)
tot σab−,j + iΩ−σac,je
−ikczj , (E5b)
0 = iδσac,j + iΩ
∗
+σab+,je
−ikczj + iΩ∗−σab−,je
ikczj ,
(E5c)
with ∆˜
(±)
tot = ∆˜
(±)
0 + i(Γ1D/2) + ω defined for notational
convenience, such that we have now absorbed the total
decay rate Γ = Γ′+Γ1D into ∆˜
(±)
tot ; and δ = δ0+ω. From
Eqs. (E4) we have the relations
rj,++ = Eσ+,−(z−j , ω) =
ig
√
2π
c
σab+,j(ω), (E6a)
tj,++ = Eσ+,+(z+j , ω) = 1 + rj,++, (E6b)
rj,+− = Eσ−,−(z−j , ω) =
ig
√
2π
c
σab−,j(ω), (E6c)
tj,+− = Eσ−,+(z+j , ω) = rj,+−. (E6d)
After solving Eqs. (E5) and (E6) (with kc ≈ k0) we get
rj,++ = −
i(Γ1D/2)
(
∆˜
(−)
tot δ − |Ω−|2
)
∆˜
(+)
tot ∆˜
(−)
tot δ − ∆˜(+)tot |Ω−|2 − ∆˜(−)tot |Ω+|2
,
(E7a)
tj,++ = 1 + rj,++, (E7b)
rj,+− = tj,+− =
Ω−Ω
∗
+e
−2ik0zj
∆˜
(−)
tot δ − |Ω−|2
rj,++. (E7c)
For the second case (Eσ−,+,in(zj − ct) = 1), instead of
Eqs. (E5) we have
0 = i∆˜
(+)
tot σab+,j + iΩ+σac,je
ikczj , (E8a)
0 = i∆˜
(−)
tot σab−,j + iΩ−σac,je
−ikczj + ig
√
2π, (E8b)
0 = iδσac,j + iΩ
∗
+σab+,je
−ikczj + iΩ∗−σab−,je
ikczj .
(E8c)
Instead of Eqs. (E7) we have
rj,−− = Eσ−,−(z−j , ω) =
ig
√
2π
c
σab−,j(ω), (E9a)
tj,−− = Eσ−,+(z+j , ω) = 1 + rj,−−, (E9b)
rj,−+ = Eσ+,−(z−j , ω) =
ig
√
2π
c
σab+,j(ω), (E9c)
tj,−+ = Eσ+,+(z+j , ω) = rj,−+. (E9d)
After solving Eqs. (E8) and (E9) we get
rj,−− = −
i(Γ1D/2)
(
∆˜
(+)
tot δ − |Ω+|2
)
∆˜
(+)
tot ∆˜
(−)
tot δ − ∆˜(+)tot |Ω−|2 − ∆˜(−)tot |Ω+|2
,
(E10a)
tj,−− = 1+ rj,−−, (E10b)
rj,−+ = tj,−+ =
Ω+Ω
∗
−e
2ik0zj
∆˜
(+)
tot δ − |Ω+|2
rj,−−. (E10c)
In terms of Eqs. (E7) and (E10), the blocks of the
scattering matrix in Eq. (B1) with the definition of the
fields in Eq. (62) are
Sj,11 = Sj,22 =
(
tj,++ tj,−+
tj,+− tj,−−
)
, (E11a)
Sj,12 = Sj,21 =
(
rj,++ rj,−+
rj,+− rj,−−
)
. (E11b)
If we use the definitions of Eq. (B5), we further see that
Eq. (B6) holds.
As for the calculations using the continuum model
in Sec. III A, we will also use ωb+c = ωb−c and
Ω+ = Ω− = Ω0/2 in the discrete model. This implies
that rj,+− = rj,−+, and hence that the matrices Sj,kl are
symmetric. Since the product of commuting symmetric
matrices is symmetric, it also follows that βj given by
Eq. (B9) is symmetric.
Appendix F: Effective mass for the regularly placed
Λ-type scheme
In this appendix, we derive the expression for the ef-
fective mass (69). For the single-mode case, we have that
tr(Tcell) = λ+ 1/λ, (F1)
where tr(Tcell) is the trace of Tcell, and λ is one of the
eigenvalues of Tcell. Since the length of the unit cell is
Lu = π/k0, Eq. (F1) together with Eq. (64) implies that
cos(qLu) = −1
2
tr(Tcell), (F2)
The right hand side of this equation is a function of δ.
We will solve it perturbatively to find δ as a function of
q. Then the mass is found as the coefficient of the second
order term in q in the series expansion.
For small δ and Ω0 6= 0, the scattering coefficient βj
(given by Eq. (D11) with Ω(zj) = Ω0 cos(k0zj)) can be
approximated by
βj ≈ −i Γ1D
2|Ω0|2 cos2(k0zj)δ. (F3)
The precise condition for this approximation to be valid
is that
δ ≪ |Ω0|
2
|∆˜| cos
2(k0zj) (F4)
has to be fulfilled for all the atoms in the unit cell which
experience non-vanishing classical drive, i.e. the fre-
quency has to be within their EIT windows. The right
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hand side of Eq. (F4) is smallest for the atoms placed at
k0zj = ±(π/2 − π/Nu) (see Fig. 4). This leads to the
condition given by Eq. (67) of the main text.
For the chosen unit cells in Fig. 4 and numbering the
atoms from the left (such that the leftmost atom in the
unit cell has index j = 1), we have within the approxi-
mation above that βj for 1 ≤ j ≤ Nu − 1 is inversely pro-
portional to the classical field strength. We define
βc = −i Γ1D
2|Ω0|2 δ, (F5)
so that for the chosen unit cells we have
βj ≈ βc
cos2((j −Nu/2)k0d) (F6)
with d = π/(Nuk0).
On the other hand, the last atom in the unit cell, which
is positioned at the node of the standing wave of the
classical drive, will instead be described by Eq. (D11)
with Ω(zj) = 0, i.e.
βNu ≈
Γ1D
Γ′ − 2i∆c , (F7)
where we have approximated ∆ ≈ ∆c, since we assume
δ ≪ ∆c. This last atom effectively behaves as a two-level
atom.
The claim now is that in this approximation and for
even Nu, we have to first order in βc that
1
2
tr(Tcell) ≈ −1− 2(Nu − 1)βNuβc. (F8)
We will prove this claim below, but first we show how it
leads to the desired expression for the effective mass (69).
If we expand the left hand side of Eq. (F2) around qd = 0,
we find
cos(qLu) = cos(Nuqd) ≈ 1 + 1
2
N2u (qd)
2
. (F9)
Then, using Eqs. (F8) and (F9) for respectively the right
hand side and the left hand side of Eq. (F2) together with
Eqs. (F7) and (F5), we get
1
2
(qd)
2 ≈ − (Nu − 1)Γ
2
1D
2N2u(∆c + iΓ
′/2)|Ω0|2 δ. (F10)
Comparing this expression with Eq. (68), we find the
mass given by Eq. (69).
Now we prove the claim (F8). The transfer matrices
for the atoms have elements given by Eqs. (B10) with the
scalar βj given by either Eq. (F3) or Eq. (F7). We first
find the product of the transfer matrices for the atoms
with 1 ≤ j ≤ Nu−1 and free propagation between them.
If Ta,j is the transfer matrix for the atom with βj , and Tf
is the free propagation matrix given by Eq. (B13) with
d = π/(Nuk0), then we can recursively define the partial
product by T (j) = TfTa,jT
(j−1) for 2 ≤ j ≤ Nu − 1, and
T (1) = TfTa,1. In terms of the elements of the matrix
T (j) we have to first order in βj that
T
(j)
11 ≈

1− j∑
j′=1
βj′

 eijk0d (F11a)
T
(j)
22 ≈

1 + j∑
j′=1
βj′

 e−ijk0d (F11b)
T
(j)
21 ≈
j∑
j′=1
βj′e
i(2j′−j−2)k0d (F11c)
T
(j)
12 ≈ −
j∑
j′=1
βj′e
−i(2j′−j−2)k0d (F11d)
We can now find
tr(Tcell) = tr
(
TfTa,NuT
(Nu−1)
)
. (F12)
After writing the matrix product out, taking the trace
and using exp(iNuk0d) = −1 we get
tr(Tcell) ≈ −2− 4βNu
Nu−1∑
j=1
βj cos
2((j −Nu/2)k0d)
(F13)
Using Eq. (F6), the above simplifies to
tr(Tcell) ≈ −2− 4βNu
Nu−1∑
j=1
βc, (F14)
which is the same as Eq. (F8).
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