Feature relevance estimation is one of the most successful techniques used for improving the retrieval results of a content-based image retrieval (CBIR) system based on users' feedbacks. In this class of approaches, the weights of the feature elements (FEs) are adjusted based on the relevance feedbacks (RFs) given by the users to reduce the socalled semantic gap in the underlying CBIR system. An analytical approach is proposed in this paper to convert the users' feedbacks to the appropriate FE weights by solving a constrained optimization problem. Experiments on a set of 11,000 images from the Corel database show that the proposed approach outperforms other existing short-term RF approaches reported in the literature. The proposed approach is also incorporated in two long-term RF methods and enhanced their performance.
Introduction
Increasing use of image capturing devices in most fields of today's life has motivated the need for the systems that can automatically retrieve, access, organize, transmit, and deliver images content. This may include remote sensing, fashion, crime prevention, publishing, medicine, architecture, etc. However, to implement such systems, advanced algorithms and tools for analysis, processing, and managing the visual data are required.
Content-based image retrieval (CBIR) systems have emerged to address these requirements.
1-3 However, humans perceive and characterize content using highlevel concepts, such as the amount of action, romance, comedy, or emotional factors, which are not related in a straightforward way to visual attributes of pixels that compose images and cannot be easily modeled in a mathematical form. 4 Therefore, the CBIR systems return some irrelevant images in response to the queries which reduce their usefulness. Therefore, some kind of interactive learning should be incorporated to reduce this kind of semantic gap. 1 A survey on a large collection of data mining and knowledge discovery literature is provided by Ref. 5 as a comprehensive picture of current data mining and knowledge discovery research in which the authors classified these research activities into high-level categories using grounded theory approach. They also evaluated the longitudinal changes of data mining and knowledge discovery research activities during the last decade. One of the interactive learning techniques is relevance feedback (RF), which adapts the response of a system according to the relevant information fed back to it so that the adjusted response is a better approximation to the user's information needs. 2 In each iteration of the RF method, the system returns some images as the result for a query image and then the user evaluates the results according to his/her demands and preferences, and tells the system which images are relevant and which are irrelevant. RF confronts the subjectivity of humans in perceiving visual content and also eliminates the gap between high-level semantics and low-level features, which are often used for content description and modeling.
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The feature relevance estimation (FRE) approach assumes, for a given query, that some specific features may be more important than others when computing the similarities between images and the query. The most natural way of estimating the individual feature relevance is to verify the retrieval ability using each feature alone. [6] [7] [8] [9] The process is as follows: at first, all features have equal weights, and the set of top N most similar images can be found by using Euclidean distance. The user is then required to identify the relevant and irrelevant images from the N returned images. To examine the retrieval ability of each feature, all the database images are projected onto the corresponding feature axis, and the new N closest images to the query are computed. Then, the relevance of the feature is evaluated by counting how many of the newly N returned images are identified as relevant. The larger the number, the better the retrieval ability of the tested feature and, thus, the feature is more relevant to the query. Finally, the feature relevance is used as a weight incorporated into the dissimilarity metric to express the degree of emphasis on the corresponding feature. Query vector movement (QVM) 10 and Bayesian inference (BI) 11 are two other approaches proposed to improve the results of the CBIR systems based on users' feedbacks. Combining these methods is also considered in some recently published methods such as the works of Yin et al. [12] [13] [14] [15] [16] [17] However, to incorporate the long-term knowledge gathered in the life cycle of the system from users' feedbacks, in Ref. 13 the feedbacks are converted into a feature vector called virtual feature (VF) which then used for measuring the similarity between the images. In Ref. 12, the feedback history of the query images are stored to be used in the next query sessions of the same query image. A similar approach is proposed by Ref. 18 . Association rule mining is also used in Ref. 15 to enable the retrieval system to incorporate previously labeled images into the current feedback process. An adaptive RF model selection framework is proposed in Refs. 16 and 17 that automatically chooses the best RF model with proper parameter values for the given query. The method combines the visual space and model space approaches in order to simultaneously perform two learning tasks, namely, the query optimization and model optimization.
Image retrieval can be considered as a classification problem where the system tries to classify the database images into two classes of relevant and irrelevant images. Support vector machine (SVM) is used to address this problem. 19 However, the small number of positive feedbacks in the feedback process causes some problems in the proper operation of the SVM which is solved by using the asymmetric bagging and random subspace (ABRS) method in Ref. 20 . Regularization theory, kernelbased machines, and Fisher information measure are used by Ref. 21 to provide a new RF paradigm. The system consists of an adaptation process which drives the retrieval error to zero in order to exactly meet either an existing multiclass classification model or the user high-level concepts using reference-model or RF learning, respectively. RF is also applied to region-based image retrieval systems.
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However, to overcome the ambiguity in comparison of the regions of two images, the authors compute the weighted sum of one-by-one region pairs from two images. This however, adds an extra computation burden to the system and also it is not straightforward to compute the weights. In Ref. 23 the authors have used the generalized weighted Euclidian distance measure and computed the optimal query point and weight matrix by solving a constrained optimization problem. They have shown that the method of Refs. 6, 7 and 24 is a special case of their method and hence is less precise. However, in Ref. 23 the irrelevant images are ignored when computing the optimal query point and weights. Since, in a typical image database, more than 95% of image pairs are irrelevant, this means a major part of feedbacks are ignored and hence, the precision of the retrieval system degrades. This paper is focused on addressing this disadvantage by solving the proper optimization problem which does not ignore any user's feedback. Moreover, the inequality constrained on the weights which are ignored in previous methods reported in the literature is taken into account. More precisely, the weights are forced to be positive, since the negative values for the weights are meaningless and lead to improper computation of distance measure and to a decrease in precision of the retrieval system. The remainder of this paper is organized as follows. Section 2 describes the theories of the proposed image retrieval system. Section 3 gives the experimental results and provides comparative performances. Limitations and the future work are given in Sec. 4. Finally, Sec. 5 concludes the paper.
Notations. The notations of the variables used in the paper are presented in Table 1 .
The Proposed RF Method
In Ref. where r n denotes the relevance of the nth target image determined by the user, N is the total number of target images for which the user returned feedback and D qt n represents the generalized Euclidian distance between the query image with feature vector of q and the nth target image with feature vector of t n is defined as
and W is a M × M matrix of weights w ij where M represents the feature space dimensionality. Using the Lagrange multiplier method, the authors solved this minimization problem for W and q and found the following values for them
in which T denotes the M × N matrix constituted by putting all N feature vectors alongside, r is the corresponding relevance vector and C represents the covariance matrix of target images vectors of c ij elements defined by
Putting the r n values as the coefficients of D qt n in the minimization problem of Eq. (1), simplifies the problem and leads to solving a linear set of equations, however, it eliminates the irrelevant images which have relevance values of zero (or near zero). Indeed, these incorporate a significant portion of the feedbacks which are ignored in the computations.
In addition, the weights w ij are not restricted to have positive values. Therefore, they may become negative which contradicts with the definition of Euclidian distance measure and results in confusion of the system in determining relevant and irrelevant images.
The following minimization problem is first introduced
with respect to W subject to:
and
in which W represents an M ×1 vector of weights w i and D qt n denotes the Euclidian distance defined by
where Sq(.) computes the squared values of the elements of its operand vector. In Eq. (5), the difference between the low-level distances computed by the CBIR system and the distances measured from the relevance values given by the users is minimized and r n is restricted to be 0 r n 1 (1 is the best match). The function g(.) is a mapping from the relevance values to the distances and could be any function with the following restrictions
It is supposed that the feature elements (FEs) are normalized such that
This normalization leads to the following result
In the experiments, the following empirical function for g is used
In the minimization problem of Eq. (5), the relevance data with feedbacks near one and zero are treated equally. More precisely, approached the CBIR system is to the user's mind by minimizing the error between the distances computed by the system and the dissimilarity values measured from the user's feedbacks.
If the inequality constrained of the minimization problem is ignored, by incorporating the equality constrained in the optimization procedure, using the Lagrange multiplier method, the following is obtained:
in which i M is an M × 1 vector of elements 1 and X denotes an M × 1 vector defined by
where r is an N × 1 vector of relevances assigned to the returned images by the user, and Z denotes an N × M matrix defined by
In Eq. (11), Y denotes an M × M matrix defined by
The proof of Eq. (11) is given in Appendix A.
To deal with the inequality constrained of Eq. (5) some lemmas are introduced as follows.
Lemma 2.1. The intersection of any quadratic n-dimensional function by a hyperplane remains quadratic.
The proof of Lemma 2.1 is given in Appendix B.
Lemma 2.2. If the extremum point of an n-dimensional hyper-parabola lies outside a given connected region, the hyper-parabola function would be monotonic (ascending or descending) in that region.
The proof of Lemma 2.2 is given in Appendix C. Equation (6) represents an M dimensional hyper-parabola which has a single minimum point. Obviously, hyperparabola is a special case of a quadratic function which inherits its properties. If the minimum point of the error E lies on W min from which some elements w i,min for i ∈ L become negative (L is a set of dimensions for which w i,min < 0), from Lemma 2.2 it is concluded that the minimum of hyper-parabola E should be on the boundaries of the region R (R : w i ≥ 0), since the global minimum lies outside this region.
Lemma 2.3.
For each x, y ∈ ∆ wi , which x, y > w i,min and x < y, then
Where ∆ wi denotes the domain of w i . The proof of Lemma 2.3 is given in Appendix D.
From this lemma, it is concluded that if for i ∈ L, w i,min < 0, the minimum of the hyper-parabola E can be computed for w i = 0, since, any other w i > 0 leads to a greater value for E, based on Lemma 2.3. From these statements, the following corollary is concluded.
Corollary 2.1. If the global minimum of the hyper-parabola E in Eq. (6) lies in the region w i ≥ 0, it is the solution of the problem (5), otherwise, the minimum of the problem can be computed by setting all w i (i ∈ L) to zero and computing the global minimum of the resulting hyper-parabola from the intersection of the main hyper-parabola E by the hyperplanes w
From this corollary, the following algorithm is proposed for computing the minimum of E:
(1) Compute W using Eq. (11). (2) Set all w i to zero for all i for which w i < 0. (3) Remove all of these w i from W and go to step 1 until no negative w i remains.
Two questions remain unanswered here. First, is it possible to compute the optimal query point q from Eq. (5)? Solving this problem for q leads to a set of quadratic equations, and should be dealt with the numerical methods, which is computationally complex and time-consuming when M and N are large. Based on the experiments, computing the optimal q has no significant effect on the precision of the system when there exists a huge number of images in the database.
Second, what happens when Eq. (5) is solved for the generalized Euclidian distance? In this case, solving the problem for W or q results again in a set of quadratic equations which should be solved using numerical methods.
Experimental Results and Comparative Performance Evaluation
In this section, the experimental results are provided. About 11,000 images containing 110 folders of images from the Corel database are selected and classified them into 26 classes. It is assumed that each image corresponds to exactly one class and all images in a class are relevant. To compare the proposed method with other approaches, two scenarios are provided: short-term and long-term. In the short-term scenario, only the feedbacks of one round of iterations for a specific query are used and they are thrown away for other queries. On the other hand, in the long-term scenario, the feedbacks are used to train a retrieval system and hence, in response to a query, the previous feedbacks are also included in the retrieval process.
Low-level features
Two features were extracted from the images discussed in the following subsections.
Texture
The pattern orientation histogram (POH) method is used as the texture features which is based on the pattern orientations in spatial domain. 25 POH represents distribution of five types of patterns from each image and produces 80 bins
histogram. Increasing the size of image blocks in the POH method results in an increase of the precision of the image retrieval system up to an optimal value from which the precision deteriorates by increasing the size. This optimal value depends on the database images. A moderate value which is near to the optimal value computed for the database is used. However, this is not the concern of this paper, since it is not focused on the low-level features, but the main concern is to enhance the performance of the CBIR systems with any low-level feature used.
Color
A good color space is one in which the perceived color differences should correspond to their Euclidean distances in this chosen color space. The hue, saturation and value (HSV) color model is known to satisfy this property. The HSV color space is Quantized into 162-bin color is quantized histogram. These values are achieved by a uniform quantization, which include 18 levels in H, three levels in S, and three levels in V color space.
Short-term scenario
The proposed constrained optimization image retrieval (COIR) approach is compared with a simple Euclidian distance CBIR system, the ABRS-SVM system, 20 the MindReader system, 23 and the FRE method. 7 In the following subsections, the results of image retrieval performed by these approaches are discussed. In all of them, the same low-level features discussed in Sec. 3.1 are used. Figure 1 shows the plots of precision-recall (PR) values averaged over 1100 randomly selected query images for different methods after 1, 3, 5, 7, 9, 11, 13, 15, and 20 feedback iterations. The precision and recall parameters are defined as Precision = Number of relevant images retrieved Total number of images retrieved Recall = Number of relevant images retrieved Total number of relevant images .
In Fig. 1 , the red solid line denotes the simple Euclidian distance CBIR (written as CBIR in the plots) which do not evolve by the feedbacks. It is used as a lower bound for comparing the methods. The magenta solid line denotes the average PR values of an ideal system. Note that since the PR values are averaged over 1100 images, it does not resemble a rectangle. However, for a single query it is seen as a rectangle. This ideal case is shown as an upper bound on PR values. As it is evident from these plots, by gathering the feedbacks in the iterations, the RF systems evolve and try to reach the ideal system. The ABRS-SVM method has the worst performance along these methods and it cannot use the feedbacks like other RF methods for its evolution. This shows that the SVM-based methods suffer from the problem of small volume of training. This method reaches to its final state after the first steps of the feedback iterations, and giving more feedbacks to the system, has no significant effect on its performance.
The PR performance of the proposed method outperforms that of the FRE method and is slightly better than the MindReader. The negative weight values generated by these methods and discarding the negative feedbacks from the weight computations was the major source of this enhancement, which is the basic concentration of this paper. Figure 2 shows the same average PR values versus the number of feedback iterations computed after retrieval of 60 images by the systems. This figure can better show the evolution of the RF systems and also the superiority of the proposed approach. One important fact can be concluded from Fig. 2 : the MindReader approach is more precise than the FRE approach. This means that utilizing the query point movement approach along with the FRE approach can slightly improve the result. The underlying low-level features also have an important role: using more sophisticated features separating the relevant and irrelevant images, can enhance the performance of the systems. However, this is outside the scope of this paper. When trying to implement these methods, one can extract other low-level features, and implement the RF method to enhance its performance by gathering the users' feedbacks.
Another important phenomenon can be concluded from these figures: all approaches reach to an upper threshold of PR values. This occurs due to the memoryless nature of these approaches, i.e. after a round of feedbacks for a specific query, the gathered feedbacks are thrown away and are not used in the next queries. However, turning these approaches to a long-term paradigm in which the users' knowledge is stored in an appropriate manner and is used in the retrieval process can enhance the performance. This scenario is dealt in Sec. 3.3.
In Table 2 , the average PR values are presented for different numbers of returned images (10, 20, . . . , 60 images in each column) and different feedback iterations (1, 3, . . . , 20 iterations in each row) for the considered methods. These also support the claim on effectiveness of the COIR system compared to other existing approaches. The average PR values of the simple CBIR and Ideal systems are also written in the top row of the table for the comparison. To analyze the performance of the methods under consideration in a single query, the PR plots for some selected query images are shown in Fig. 3 . These values are computed after the 7th feedback iteration. Taking negative values by the weight matrix for queries (b) and (d) leads the MindReader and FRE methods to return a bunch of irrelevant images and make PR values below the PR of a simple CBIR.
In Figs. 3(a) , 3(c), 3(e), 3(f), 3(i), 3(k), and 3(l) the MindReader methods are more successful than the proposed method. This is due to the use of the generalized Euclidian distance measure. This shows that solving the optimization problem of Eq. (5) using the generalized Euclidian distance for D qt n can enhance the performance of the proposed system. However, as stated before, this leads to solving a set of nonlinear equations which should be solved using the numerical methods and is computationally complicated and time-consuming. In Figs. 3(a) , 3(c), 3(e), and 3(l), the FRE outperforms the proposed method. The difference between the initial Table 2 . Average precisions and recalls for the short-term methods computed at different numbers of returned images for different feedback iterations. In Fig. 3(g) , all methods are malfunctioning. In such cases, the major reason is the weakness of the underlying low-level features. To pass these types of errors, one should design and use more sophisticated features which can better describe the semantics of the images. However, in other images, the RF approaches obtain better results with respect to the CBIR system, which reflects that using RF can improve the performance of the image retrieval systems. This converts the RF methods into a powerful tool that can help in reducing the semantic gap of existing CBIR systems.
The first 48 images returned by the short-term methods are shown in Fig. 4 . As it can be seen, the proposed method returns more relevant images with respect to other approaches in this example, which reflects the claim in preventing the weight vector from being negative and to include negative feedbacks in the computation of the weights. 
Long-term scenario
To assess the effectiveness of the proposed method in long-term paradigm, two recently published long-term RF methods, i.e. VF 13 and image relevance reinforcement learning (IRRL) 12 are implemented. Both methods implemented the FRE as one of the short-term methods of RF along with a different long-term RF technique. The FRE method is replaced with the proposed method, and CO-VF and CO-IRRL are achieved, respectively, and compared them against the original ones. In this section, the reader is provided with the results. Figure 5 depicts the average PR computed over 1100 randomly selected query images for the VF, IRRL, CO-VF, and CO-IRRL methods, besides the simple CBIR and the ideal systems, as the lower and upper bounds, respectively. The PR values are computed in the 20th feedback iteration after gathering 10%, 20%, . . . , 100% of the feedbacks given by the users. As it is evident from the results of the experiments in this figure, the new approaches, i.e. CO-VF and CO-IRRL are slightly better than their older versions, VF and IRRL methods, respectively. Moreover, the IRRL and CO-IRRL have a significant superiority over their counterparts, VF and CO-VF. This reflects the fact that the idea of VF and the corresponding distance measure suffers from the dissimilarity error problem. In other words, the IRRL has more volume to train the user's knowledge. Comparing this figure with Fig. 1 , the idea of saving the feedbacks and incorporating the older feedbacks into the retrieval process shows its excellence. As it can be seen, the systems in this case can further approach to the ideal system with respect to the memoryless systems assessed in Fig. 1 . Figure 6 shows the average precisions and average recalls versus the percentage of the gathered feedbacks. The evolution of the RF methods with the feedbacks in this figure is visible. As it can be seen, using the proposed method enhances the performance of the long-term methods.
In Table 3 , the average precisions and average recalls computed over the 1100 randomly selected images after gathering 10%, 20%, . . . , 100% of the feedbacks computed for 10, 20, . . . , and 60 returned images from the database, by the mentioned long-term approaches are reported. The enhancement achieved by the proposed approach is also supported by this table. In Fig. 7 , the PR values computed for some single query sessions after gathering 35% of the feedbacks at the 20th feedback iteration are depicted. As it can be seen, in this scenario, none of the approaches malfunction. This reflects the fact that the long-term knowledge prevents the systems from such errors reported in Fig. 3 . Moreover, in all experiments, the proposed methods produce slightly better results with respect to their older counterparts, i.e. VF and IRRL. However, the enhancements are not so considerable, which reflects the fact that the long-term part in this scenario is the dominant part in the computations when the systems gather enough feedbacks. In addition, the IRRL and CO-IRRL are more effective than the VF and CO-VF approaches in all experiments, which means that the IRRL is more trainable than the VF method. In Fig. 8 , for a sample query image, the retrieved images by each long-term RF method are shown, where the long-term part in all methods is in the state that 35% of total possible feedbacks are gathered and the short-term part is at its 20th iteration. The IRRL and CO-IRRL have returned more relevant images with respect to the VF and CO-VF approaches. However, in the first 48 images shown for both the IRRL (Fig. 8(b) ) and CO-IRRL ( Fig. 8(d) ), three images were irrelevant, and both returned the same images. To see their difference, more returned images are needed to be seen. But the VF (Fig. 8(a) ) returned five irrelevant images out of 48 retrieved images, while CO-VF (Fig. 8(c) ) returned four irrelevant images. This enhancement is due to the proposed CO method as the underlying FRE part.
Limitations and Future Work
As it is stated in the previous sections, the proposed method has some limitations and drawbacks which will be addressed in the future works. These limitations are listed below:
(1) The low-level features affect the retrieval performance, even after gathering the user's feedbacks. By designing and extracting features which make separated clusters of relevant and irrelevant images in the feature space, the RF methods can be made more precise. (2) Designing a numerical approach for solving the nonlinear set of equations resulting from the optimization problem of Eq. (5) in which the generalized Euclidian distance is used can lead to a more precise image retrieval system. However, it should be timely efficient to make an applicable system.
Conclusion
In this paper, a FRE method is proposed by solving the proper optimization problem for computing the weight vector. An inequality constrained in the optimization procedure, prevents the weights to become negative. As it is described by the examples, negative values of weights can deteriorate the performance of the image retrieval system. In addition, by choosing the proper equation, both the positive and negative feedbacks are incorporated in the retrieval process. The proposed method is compared with some well-known short-term RF approaches reported in the literature, and concluded by the results that in average, the proposed method is more effective with respect to them. The method is also incorporated in two long-term methods, published recently, by replacing the underlying FRE method in them by the proposed method and their performance is enhanced.
