The cross aggregation method was developed to get approximate values of stationary probabilities of large Markov chains such as ones used for analyses of queueing systems. In the method, a system is decomposed into several subsystems, and using the aggregation technique a family of approximate models are derived by grouping subsystems in various ways. Each model supplies a set of approximate values. For a given system, usually subsystems are defined in a natural way. However, in some cases, we have several alternatives to choose subsystem5. The accuracy of the approximate values depends on the choice. So it is of great interest how we can choose subsystems to get more accurate approximate valnes. In this paper we propose three indices for roughly estimating the order of accuracy of the candidate approximate models, and test them for Kanban systems or tandem queueing systems with minimal blocking.
Introduction
Various approximation methods have been proposed to approximately evaluate performance measures of queueing systems with blocking, since analysis of such a system becomes incredibly difficult as the scale of the system grows large. The cross aggregation method (CRAM) to be discussed here is one of such approximation methods.
The CRAM was first proposed in [5] with an application to tandem queueing systems with communicaton blocking. In the application it decomposes the system into nodes, and provides a nested family of models to get approximate values of the stationary probabilities of the system in several different levels. In Level 1, an approximate model is constructed by looking at one node at a time (Figure la) . Then a set of approximate values of the stationary probabilities is obtained from the model using the aggregation technique. In Level 2 two adjacent nodes are looked at a time (Figure 1 b) all d another set of approximate values is obtained. Similarly, Level-3 approximate model is derived by looking at three succesive nodes at a time ( Figure 1c ). Usually we may expect that the approximate values in higher levels are more accurate. Hence comparing the results of different levels, we can roughly estimate the magni tude of errors contained in approximate values.
Speaking more generally, in the CRAM we decompose a system into several subsystems and introduce a certain number of groups of subsystems so that the groups cover the whole system and are connected with each otht'r like a chain. Usually. it is natural to choose nodes as such subsystems. but is not essential. For systems with communication blocking [.5, 6] , nodes are taken as the subsystems because the structure of the state spaces of the s~'stems is simple. For systems wi th production blocking or minimal blocking (See Section :2). however, the structure of the state space of the system is very complicated. So nodes ma.\· not be the best choice for subsystems. As we have done in [:3], we ma.v take pseudo-nodes instead. Further. even for the same decomposition. there exist several ways of grouping the subsystems. In consequence, we have a lot of approximate models and sets of approxill1<lte values. So we are interested in the relation between the accuracy of the approximate va.lues and the model st'lection. In previous papers on the CRAM [2, .5, 6J, we considered the number of aggregate states (variables) dealt with in the models as the most important factor affecting the accuracy of the approximate values. This is based on the expectation that the structure of the original system will be reflected with more fidelity in that of thE approximate model with larger number of states. Contrary to our expectation, however, for a tandem queueing system with minimal blocking, decomposition into groups of pseudo-no(les provides better approximate values than decomposition into groups of physical nodes though it uses less number of states. This indicates that we must study the accuracy from other point of view.
In this paper, we study accuracy of the approximate models in connection with the dependency of subsystems in the model. For illustration, we introduce a tandem queueing system with minimal blocking in the next section. Then we selPct five approximate models in Section 3 and compare the numerical results by the CRAM for various cases in Section 4. In Section 5, we introduce three indices to estimate the order of arnuacy of the approximate models. The first one is the ratio of the number of free variables u'ied in the model to the number of free variables in the original system. This index is easy to understand but fails to distinguish accuracy between models derived by grouping su bsystems according to physical nodes and psuedo-nodes. The second one is based on tIlt' ratio of the numher of variables used in the aggregation of the model to the number of variables to be estimated. This index reflects well the order of accuracy among models tested. But it is not easy to calc11late the index. The third one is derived in 
Tandem Queueing System with Minimal Blocking
In this section, we introduce a tandem queueing system with minimal blocking as an example of the ones having various approximate models. This is the same system as in [3] .
We consider a K-node tandem queueing system described in Figure 2 . Node k consists of an exponential server and a b1\ffer of size Cl; -1, k = 1,2, ... , K. At each node, customers are served under the FeFS rule. There always exist customers in front of Node 1 waiting for their services. After service completion at Node I';, customers leave the system immediately. But movements after service completion at Node /,; (~ l\-) are a little bit complicated. The following rule is known as "minimal blocking" discipline. • It is impossible that both vacant space in Node k + 1 and Type-B customer in Node k exist simultaneously, so b k x Vk+1 = O.
• VI = 0 because there always exist some customers waiting in front of Node 1.
• b K = 0 because a customer departs from the sytsem as soon as he finishes his service in Node K.
Then the state space of the whole system is given by
(1)
and we can define a Markov chain on 5 whid describes the stochastic behaviour of the system.
3 Approximation Based on the CRAM
Here we consider five approximate models for the tandem queueing system introduced in Section 2, and conduct some numerical tests.
First we decompose the system into physical nodes and constitute a Level-2 model named Model 1. Secondly we decompose the system into pseudo-nodes and constitute a Level-2 approximate model naulf'd Model 2. This model is the same as the one used in [3] . Models 3 through 5 are based on a finer decomposition of the system in which each subsystem is an intersection of a physica.l node and a pseudo-node. Model 3 is a Level-2 approximate model, while Models 4 and 5 are different type models from Level-2 or Level-3 approximate models.
Detailed model descriptions are as follows. 
For each fixed k, applying the aggregation technique to aggregate variables :rk,k+l (Vk' bk, Vk+l, b k + l ), we get simultaneous equations corresponding to (13) and (14) in Appendix. To make the aggregate equations solvahle, we put the following assumption. 
The assumption implies that the stochastic behaviour of a node depends on its neighbouring nodes, but is affected from the other nodes only through a chain of connecting nodes. The assumption (:3) enables us to compute the conditional probabilities corresponding to (16), and hence aggregate transition rates corresponding to (15), from other 
Making an assumption corresponding to (3). we can calculate approximate values for the stationary probabilities of the sytsem.
To introduce a finer decomposition for Models :3 -.5. we take both b k , k = 1,2, ... , J{ -1, and Vk, k = 2.3, ... , J\', as st.ate descriptions of subsyst.ems. Model 4. Arranging the subsystems into groups as shown in Figure 3d , we get Model 4. The aggregate variahles are
Each group consists of three subsystems, but adjacent groups share only one subsystem. Hence Model 4 is neither a Level-2 model nor a Level-3 model. In [2] we discussed an applicability condition for the CRAM on the structure of the state spaces of subsystems. It ensures the assumption like (3) does not lead a positive approximate value to an infeasible state (vl,bl, ... ,bk,Vk+l,bk+l, ... ,vj{,bK)' From the condition, it is easy to check that Level-l approximate models are not applicable for all the three decompositions of the system. The applicability of the CRAM to Model 2 has been shown in [2J, and t.hat t.o the other four models is easily checked. .
In some cases, Models 1 and 2 might be t.oo large to deal wit.h. Models 3, 4 and .5 are devised to introduce smaller models t.han Models 1 or 2.
Numerical Results
For the five approximat.e models introduced in t.he last section, we numerically test more than 500 cases with J( = 6 fixed and C k and Ilk varied. Here we show some results of the test. The approximate values of the throughput ilre underestimating in almost all cases, except in Cases 17, IS, 26 and 27. In these exceptional cases, the service rates become large for servers in the middle of the system. For all cases shown in the ta.bles, relative errors of approximate values of the throughput do not exceed 6%, 4%, 9%, 7% and 7% in Models 1 through .), respectively. This is also true for about 500 cases which did not appear in the tables.
From Tables 1 through 3 , we see in most cases (5) where e(i) symbolically represents the magnit.ude of relative errors in Model i. We cannot judge clear superiority of Model 4 to Model 5 or vice versa. Both models are better than Model 3 and worse than Model 1. In some cases this order is violated. In Case, 18 and 26, Model 2 is worse than Model 1, and in Case 17, Model 3 is the best. among the five approximate models. By comparing results for Cases 15 through 18 and Cases 24 through 27, we see that this happens in the course of changing signs of the errors from minus to plus as the service rates of middle servers become large. Hence, we may consider t.he magnit.ude of errors in these models being basically subject to the order (5).
Indices of Accuracy
In this section, we propose t.hree indices for accuracy of the models which are expected to roughly estimate the order of magnit.udes of errors (,)).
Index a(i): The Number of Variables
The accuray of approximate values are expected to depend largely on the number of variables dealt with in a model. The more number of variables a model uses, the more information about the structure of t.he syst.em is taken in, and the bet.t.er the accuray would be. Based on this expectation, it is conjectured in [2, 5, 6] and in Section 1 that higher level approximations have better accuracy. Table 4 lists n(i), the number of variables med in Model i, for Cases 1 through 12 in Table 1 together with the number of "ariables (states) n(O) of the original system. It is seen from Tables 1 and 4 
that e(1) > e(2) though n(1) > n(2). And in Cases 1 through 9, e(3) > e(4), e(5) though n(3) > n(4), n(5). These conflict with our expectation.
It is easily checked on the aggregate equations (13) and (14) in Appendix that variables in CRAM have to satisfy some marginal comtraints other than the total probability constraint. For example, aggregate variables .tk,k+I(Vk,bk,Vk+l,bk+d of Model 1 in (2) satisfy the relation
bk,vk+l,bk+l ).
Both sides are equal to the marginal probability :rdvk, bd.
Hence the number of variables which can take their values independently to other variables is less than the t.otal number of variables. The number m (i) of such free variables, or the degree of freedom, is given by n(i) minu:, the number of constraints. In order to discuss accuracy of approximations, we might refer to m(i) rather than n(i). Table 5 
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;3 (1) ,rP) ;3(3) ;3(4) ;3(5) (6) This index seems to reflect the order of errors (5) rather well except that it does not indicate any superiority of Model 2 to Model 1.
Index /3(i): Number of Variables in the Weights of Aggregate Equations
To investigate the relation e(2) < e(l), we have to take a closer look at the aggregate equations (13) and (14) 
and the weights in turn can be approximated by products of conditional aggregate variables as
bk+2)··· XJ(IJ(_I(VJ(, bJ(IVJ(_b bJ(-d·
Let mk~k+1 (vk' b k , vk+l, b'k+I) be the number of free variables of the form (7), i.e., the number of variables of the form (7) minus 1 (the total probability constraint), and (1)
is an index of the accuracy of the coefficients of Xk,k+I(Vj;, b'k, Vk+I' b'k+I) in the aggregate equations, and the minimum of them is considered as an index of the accuracy of aggregate variables Xk,k+I(Vk, bk, Vk+l, bk+l) of Group k. Then the average
can serve as an index of accuracy of Model 1, where g (1) is the number of groups 111 Model 1. We define index (3(i) for other models in a similar manner. Table 7 lists the values of (3(i). If a(i) is large, the magnitude of errors e(i) is expected to be small. Table 7 shows that (9)
, and this entirely agrees with the order of magnitudes of errors (5) .
(3(i) seems to be an appropriate index for the accuracy of the approximate models, but unfortunately it is not easy to calculate. In order to get the value of (3(i), we have to write a computer program which counts the number of free variables in (7) and (8). It is not difficult but not an easy task. The situation is almost the same for index a(i). Our purpose of introducing an index is to know rough estimate of the magnitude of errors contained in the approximate models without conclucting a test computation. So the index should be easily calculated. The next one is derived in a heuristic way, but it has the same order as (3{i) in (9) even though its value can be calculated without a computer.
Index i(i): Dependence of Subsystems among Groups
Index (3(i) succeeds in distinguishing Models 1 and 2 by taking the structure of the model into account through conditional probabilities. Here we propose another index which reflects the magnitude of dependence among subsystems in a group.
In order to apply the CRAM. we have to introduce a chain of groups of subsystems according to a certain criterion, and make an assumption on the independence among subsystems in different groups. If the assumption is not far from the dependence among the subsystems, we may expect good approximation. In other words, the accuracy of approximation may be affected largely by how much the structure of the system is reflected in or taken into the approximate model under the assumption of independence.
In the approximate models considered in Section 3, the state space of a group is not a product space of individual state spaces of subsystems in the group. For instance, Among (Cl + 1) x (C 2 + 1) combinations in the product space, only Cl + C 2 + 1 are feasible. Similarly, Table 9 shows the state space of Group 2 of Model 3. In this case, out of (C 2 + 1)2 combinations, (C 2 + 2) X (C 2 + 1)/2 combinations are state descriptions of feasible states of the group.
Let iki) be the ratio of the number of infeasible states in the product space (the number of x's) to the number of elements in the product space (the sum of the numbers of O's and x's) of Group k of Model i. Namely.
( ') number of infeasible states in Group It: No.
, (4) , (5) No.
,(I)
, (2) , (3) , (4) , We may consider that ,l i ) indexes the structural dependence among subsystems in the group. If ,hi) is large, the subsystems in the group are insisted to depend on each other largely. Hence, we might consider that a large portion of the dependence between subsystems is took into the structure of the gronp, and expect that ,ii) roughly estimate the fitness between the indepence assumption and the structure of the system.
Define the average of ,k
where g(i) is the number of groups in IVlodeli. Then ,(i) is an index for evaluating the dependence among suhsystems and hence it could serve as an index for the accuracy of Modeli, too. If ,,(1) is large, we expect the magnitude of errors being small. Table 10 lists the values of ,(i) for the 12 cases in Table 1 . It shows that
,(2) > ,(I) > { ~:::
.
,(i) has the same order as 3(;) in (9) and the reverse order to the magnitude of errors in (5) . In this sense ,(i) can bp a substitute of 8(i) though it is derived in a heuristic manner and difficult to explain explicitly its direct relation to the magnitude of errors. We note that ,(i) is calculated from 1 he number of local states and the calculation is easily achieved with paper and pencil.
Concluding Remarks
In the last section we introduced three indices a(i), {3(i) and ,(i) and showed numerically that {3(i) and ,(i) have reverse order to the magnitude of errors in the approximate models for 12 cases listed in Table 1 . The authors think that ,(i) will also work well in other systems where the state space is not the product space of the local state spaces. However to say this more affirmatively we need much more numerical experience.
If the state space of the system is the product space of the local state spaces as in tandem queueing systems with communication blocking, ,(i) does not work since it is identically equal to O. Even in such a case at;) and {3(i) will give us some information about the order of magnitude of errors. Of course in such a case a(i) and 8(i) are easily calculated.
These indices will provide only relative orders and not provide any quantitative information about the magnitude of errors. But they will help us greatly in the choice of approximate models in pra(,tical analyses of large-scale stochastic systems by the CRAM.
Appendix. The Aggregation Method
Let us consider an ergodic Markov chain X (t) on a state space S = {I, 2, ... , n}.
We denote the transition probabilities by }Jij, i, j = 1,2 
