We present a method to obtain state-and time-dependent importance sampling estimators by repeatedly solving a minimum cross-entropy (MCE) program as the simulation progresses. This MCE-based approach lends a foundation to the natural notion to stop changing the measure when it is no longer needed. We use this method to obtain a state-and time-dependent estimator for the one-tailed probability of a light-tailed i.i.d. sum that is logarithmically efficient in general and strongly efficient when the jumps are Gaussian. We go on to construct an estimator for the two-tailed problem which is shown to be similarly efficient. We consider minor variants of the algorithm obtained via *
Introduction
Let X(n) = (X 1 , X 2 , . . . , X n ) (n ∈ N) be a vector of random variables with joint probability density function f (x), where we allow both continuous and discrete models. Consider an event A(n) in the σ-algebra over the sample space of X(n). We are interested in estimating the probability ℓ(n) = P (X(n) ∈ A(n)), assuming that ℓ(n) → 0 as we let n → ∞. Hence, we say that A(n) is a rare event when the rarity parameter n becomes large. In this paper we study an importance sampling algorithm for estimating the rare-event probability ℓ(n) by simulation with a new (or importance sampling) density g(x). The algorithm is based on minimising the Kullback-Leibler divergence of the original density f (x) from a family of densities g(x), subject to a set of integral constraints. That is, g(x) is given by the solution of the following mathematical program:
g(x) dx = 1,
This is the generic minimum cross-entropy (MCE) program with the KullbackLeibler divergence as objective function, which is
together with known constraint functions c i : R n → R and right-hand sides b i ∈ R. We allow these right-hand sides to depend on the parameter n.
Such programs have been studied and used in a wide variety of research fields such as information theory, natural language processing, utility theory, computer vision, spatial physics, statistical mechanics, statistical data analysis, etc.
Their usage for rare-event simulation is relatively new and has been reported in (Rubinstein 2005; Ridder and Rubinstein 2007; Botev et al. 2007 ).
Suppose that we use a solution g(x) of (1) as the probability density function for generating samples x of the random vector X(n). Then the importance sampling estimator after k samples is
where the X (r) (n) are i.i.d. with probability density function g(x), and unbiasedness is guaranteed by the likelihood ratio L(x) = f (x)/g(x). We denote the r-th term in (2) by Y (r) (n), and an arbitrary term by just Y (n) (which is also the single-sample estimator Y (n) [1] ).
To put these matters into perspective, suppose that the individual members X 1 , X 2 , . . . of X(n) are i.i.d., and that
This is the classical rare-event problem concerning tail probabilities of sums of i.i.d. increments or jumps X j , which has been studied extensively in the simulation literature, see (Bucklew 2004) for an overview. Abusing notation slightly, a generic jump X has probability density function f (x) which is assumed here to be light-tailed. Consider the MCE program (1) with a single equality constraint E g [ n j=1
X j ] = bn in addition to the normalisation condition g(x) dx = 1. Then it is well known (see e.g. Ridder and Rubinstein (2007) ) that the solution g(x) coincides with an exponential change of measure under which all of the jumps remain i.i.d, the probability density function of the individual jumps is given by g(x) = f (x)e λx−ψ(λ) ,
where ψ(θ) = log E f [exp(θX)] is the cumulant generating function of a jump, and the specific tilting parameter λ satisfies ψ ′ (λ) = b. We recognise this as the same exponentially tilted solution as is obtained by the large deviations approach by letting n → ∞ (Bucklew 2004 ).
The importance sampling density for the jumps in this problem given in (3) is fixed throughout the sampling process, irrespective of the state S j = X 1 + · · · + X j after the first j jumps. Such state-independent importance sampling algorithms are known to be inefficient for models with nontrivial rare events (Glassermann and Wang 1997) or for queueing network models with buffer overflow rare events (de Boer 2006) . Efficiency may be defined as follows (Heidelberger 1995; Bucklew 20044; L'Ecuyer et al. 2008 ).
Definition 1. An importance sampling algorithm or its associated importance sampling estimator Y (n) is strongly efficient if it has bounded relative error:
It is logarithmically efficient (or asymptotically optimal) if
Notice that it suffices to define these efficiencies for the single-sample estimator, because the sample average estimator Y (n) [k] has decreasing variance with constant mean, and thus has decreasing second moment as the sample size k increases.
The contribution of our paper has the following aspects.
• We propose a state-and time-dependent importance sampling algorithm to estimate the one-tailed probability
where X 1 , . . . , X n are i.i.d. with light-tailed distribution, and where the
. It is well known that this probability decays exponentially fast to zero as n → ∞. The importance sampling density function of the k + 1-th jump is found via an MCE program. The resulting density is either the original density f , or an exponentially tilted version of it, the choice depending on time k and state S k . We shall prove that the associated estimator is logarithmically efficient in general, and strongly efficient in case of Gaussian jumps. For the latter we relied heavily on the results of Blanchet and Glynn (2006) who constructed a strongly efficient algorithm via another approach, and whose resulting importance sampling densities were almost the same as ours. We assessed our algorithm and several variations thereof by executing extensive simulation experiments with it and its variants, alongside the traditional state-independent exponentially tilting algorithm (Heidelberger 1995; Bucklew 2004 ) and the algorithm recently developed by Blanchet and Glynn (2006) . We found that our estimator outperforms the traditional one, and is slightly better than the Blanchet-Glynn estimator.
• Subsequently, we consider estimating the two-tailed probability
again with i.i.d. jumps, and where a < E[X] < b such that stateindependent importance sampling algorithms without mixing are inefficient (Glassermann and Wang 1997) . We consider the estimator obtained by mixing two of our one-tailed estimators. Under the condition that the mixing probabilities do not decay to zero exponentially fast, we show logarithmic efficiency for our mixed estimator in general. In the case of Gaussian jumps we again obtain strong efficiency. We compare our estimator with the logarithmically efficient estimators of (Dupuis and Wang 2004; Dupuis and Wang 2007) , and we find a large improvement over (Dupuis and Wang 2007) , and a small improvement over (Dupuis and Wang 2004) . For our mixing probabilities, we use those that are determined by an appropriate MCE program.
The paper is organised as follows. Section 2 gives the solution to the MCE program (1), and describes three ways of defining mixed importance sampling estimators, along with conditions for efficiency of these from their component estimators. In Section 3 we present our algorithm for the one-tailed problem (5), we prove logarithmic efficiency in general and strong efficiency in the case of Gaussian jumps, and we show simulation results. In Section 4 we do the same for the two-tailed problem (6), and we conclude with a few final remarks in Section 5.
Preliminaries 2.1 Solving the minimum cross-entropy program
The Kullback-Leibler MCE program (1) 
where the λ i 's solve the dual program
subject to the restriction that λ i ≥ 0 for the inequality constraints i ∈ I.
Efficiency of mixed importance sampling estimators
In this section we analyse the efficiency of a mixed importance sampling estimator in general terms. For that purpose, we suppose that the rare event A(n) is partitioned into m disjoint subsets
such that P (A j (n)) > 0 for all j and n, ensuring that m j=1 P (A j (n)) = P (A(n)). Furthermore we assume that there are unbiased importance sampling estimators of the probabilities P (A j (n)) with associated importance sampling density functions g j (x), likelihood ratios L j (x) = f (x)/g j (x), and corresponding single-sample estimators given by
For our purposes, a mixed importance sampling estimator for P (A(n)) mixes the individual estimators in either random or deterministic proportions. First we consider the random version.
Definition 2. For any n, let ∆(n) be a random variable on {1, 2, . . . , m} with positive probabilities p j (n) > 0, which may depend on n, but such that ∆(n) is independent of the Y j (n)'s. Then the mixed importance sampling estimator is defined by
When we substitute the individual estimators into (7), we get
From this, we see how Y (n) is implemented: realise ∆(n), and depending on its outcome realise X(n) according to density g ∆(n) . Finally, check whether X(n) ∈ A ∆(n) (n) (activating the corresponding indicator). As a consequence of the relations
the mixed estimator is unbiased:
Our goal is to show that under certain conditions the mixed importance sampling estimator Y (n) is strongly or logarithmically efficient when its individual members Y j (n) are similarly efficient. Though this seems natural, it is not trivial. Further, we could not find references, except for special cases of mixing exponentially tilted importance sampling densities, for instance Sadowsky and Bucklew (1990) and Glassermann and Wang (1997) . Therefore we shall give sufficient conditions the mixed estimator to inherit efficiency from its component estimators, and prove the given results. To proceed, we need the second moment and squared first moment of the mixed importance sampling estimator in terms of the corresponding component quantities. For the second moment,
we have that
Since all terms are positive, for the squared first moment we have
Strong efficiency of the mixed estimator is obtained easily when all its individual members are strongly efficient.
Lemma 1. Assume that there are finite constants c j (j = 1, . . . , m) s.t.
Then the mixed estimator is strongly efficient.
Proof. Firstly, apply the findings of the squared first moment, and the second moment to obtain the inequalities
Then it follows that
It is more involved to obtain logarithmic efficiency of the mixed estimator from corresponding logarithmic efficiencies of its individual members.
Assumption 1. For any j:
(a) the sequence of probabilities (P (A j (n))) n satisfy a large deviations limit:
(c) the sequence of mixing probabilities (p j (n)) n may not tend to zero exponentially fast:
Lemma 2. Under the conditions of Assumption 1, the mixed importance sampling estimator Y (n) is logarithmically efficient.
Proof. Firstly, from conditions (a) and (b) of Assumption 1 it follows directly that the first and second moment of the estimators Y j (n) satisfy the following large deviations limits: 
Next, we establish a large deviations limit for E [(Y (n)) 2 ] by considering lower and upper bounds. The lower bound is easily found by applying Jensen's inequality:
For the upper bound we reason as follows:
Finally we obtain logarithmic efficiency by noting that
Remark 1. An alternative approach is to define an importance sampling scheme by mixing deterministic fractions of (independent) estimators as has been pursued in (Glassermann and Wang 1997) . In this method an overall sample size of k samples is split by allocating a fraction p j (n) for estimating each
. Such a mixture scheme might be viewed as the 'deterministic' version of the 'randomised' mixing scheme that we have just considered. Thus, when we let
whereas the corresponding 'randomised' estimator is
Clearly, the expected number of replications of Y j (n) under the 'randomised' scheme equals the same number kp j (n) of replications used in the 'deterministic' scheme. However, it is well known, and can be easily checked, that
For this reason we have implemented the 'deterministic' mixed importance sampling estimator in our later numerical experiments. ♠ When the mixing fractions are constant (independent of n), a proof of logarithmic efficiency based on conditions (a) and (b) is given in (Glassermann and Wang 1997) . They remark that efficiency remains by allocating an asymptotically negligible fraction of samples to events A j (n) that are less likely, i.e., have large deviations rates I j > min t=1,...,m I t . This is in fact our additional condition (c).
Remark 2. A third way of defining a mixed importance sampling estimator would be to perform standard importance sampling using a mixed probability density
for some set of mixing probabilities (p j (n)) j . Thus, the associated (single sample) estimator is given by
An important feature of this approach is that the subsets A j (n) do not have to be disjoint, as long as their union forms the rare event A(n). The estimator is clearly unbiased, and analysing its second moment we see that
where Y (n) is the mixed importance sampling estimator previously given in Definition 2. However, because we took into account the computational time for each estimator, we decided to implement the mixture scheme with the deterministic fractions (which also gives a variance reduction over Y (n)). ♠
Notice that in Lemma 2 we only give sufficient conditions for a mixed estimator to be efficient. Sadowsky and Bucklew (1990) formulated necessary and sufficient conditions for logarithmic efficiency of a mixed estimator of type (8), but these are rather restrictive, and many interesting problems such as the two-tailed problem (6) do not satisfy these sufficient conditions.
Expectations of functionals of Markov chains
Suppose that (S 0 = 0, S 1 , S 2 , . . .) is a Markov chain with jumps X 1 , X 2 , . . .,
Let the jump densities be f k+1 (x k+1 |s k ). Thus the joint density of a sample path of jumps (x 1 , . . . , x n ) is (using the Markov property)
Now let h be a function of sample paths of the form
for some functions h k+1 (·, ·) which just depend on s k and x k+1 , and suppose that we wish to determine E[h(X 1 , . . . , X n )]. The following recursion is seen easily. Define random variables Z 1 , Z 2 , . . . , Z n backwards by Z n = 1 (w.p. 1);
3 A sequential minimum cross-entropy scheme for tail probabilities
In this section we consider the one-tailed rare-event problem (5) for sums of i.i.d. random variables. Define the random walk (S k ) with jumps (X k ) by
The random walk is a time-homogeneous Markov chain with state transitions (the jumps) that have probability density function f (x) independent of the current state. We assume that f (x) has light positive and negative tails, which means that
We construct an importance sampling probability measure under which (S k ) becomes a time-inhomogeneous Markov chain with jumps whose distributions are state-dependent. We denote by g k+1 (x|s) the conditional probability density function of the k + 1-th jump X k+1 given that S k = s. Then the importance sampling density for the jump vector X(n) is clearly the product of these conditional time-and state-dependent densities, namely
where s k = x 1 + · · · + x k . We propose to construct the conditional density g k+1 (x|s) via an MCE program. In fact, we formulate an MCE program for finding a conditional density g k+1→n (x k+1 , . . . , x n |s) of all the 'future' jumps
However, we only sample the k + 1-th jump, giving the marginal
This sequence of MCE programs is formed by repeatedly updating an original program (formulated prior to simulation) with the simulation history up to the current time.
Recalling the estimation target P (S n ≥ bn), a natural constraint for the
If we temporarily drop all subscripts of densities in the associated MCE program, after k steps it becomes
The solution to this program is
where λ 0 , λ 1 solve the corresponding dual program
subject to λ 1 ≥ 0. For working out the solution, we let µ = E f [X] be the mean jump, and ψ(θ) = log E f [exp(θX)] be the cumulant generating function of a single jump (under the original probability density f (x)), to get
where
Notice that in the first case the conditional density of the jump X k+1 is an exponentially tilted version of its original density f (x) such that its mean becomes the average jump size to reach the rare event, and that in the latter case the conditional density is the original density. In other words, tilting is turned off in the importance sampling scheme at any time when, on average, the original process reaches the rare event from the state it is in at that time.
We will write λ 1 = λ 1 (k, s) to explicitly express the dependence of the change of measure on time and state. From (12) we see that
which again reflects 'turning off tilting' when appropriate.
Remark 3. We would get the same solution without the ability to 'turn off tilting', i.e.,
for all times and states, if we had considered the MCE program (10) with the inequality symbol replaced by one for equality. This can be seen easily by following the steps of the construction of the algorithm. ♠
Logarithmic efficiency
The importance sampling estimator associated with the sequential MCE approach is
In Theorem 1 we shall prove that this estimator is logarithmically efficient. For that purpose, we note that, by Cramér's theorem (Dembo and Zeitouni 1998, Section 2.2), the tail probabilities P (A(n)) = P (S n ≥ bn) = P (S n /n ≥ b)
satisfy the large deviations limit
Consider the Markov chain (S k ) n k=0 when its jumps (X k ) have the importance sampling densities g k (x|s). We scale both time and space by n, and get a continuous process {s n (t) : 0 ≤ t ≤ 1} by linear interpolation, i.e., s n (t) = S k /n if t = k/n. When n → ∞ we obtain its (deterministic) fluid limit {y(t) : 0 ≤ t ≤ 1}, i.e., for any ǫ > 0
This limit holds because the jump densities g k (x|s) are Lipschitz continuous in the state s, which follows from (11) and (13), see (Ethier and Kurtz 1986, Section 11 .2). The fluid limit satisfies the ODE
The solution is easily seen to be y(t) = bt. This is remarkable as it is the same fluid limit found when we apply this scaling to the process that is associated with the importance sampling scheme (3) described in the Introduction.
Theorem 1. The importance sampling estimator Y (n) is logarithmically efficient.
Proof. As a consequence of the fluid limit, for any 0 < t < 1 and k = [tn], we have the approximation S k = bk + o P (n) as n → ∞, which means that
, and because this is positive we can obtain an upper bound on the second moment of the estimator Y (n) as follows:
Using Jensen's inequality, we obtain the same lower bound for the liminf. Thus we have established the large deviations limit for the second moment, and as before we get efficiency by noting that
Remark 4. Clearly the same fluid limit applies to the process that we would get by not turning off the tilting, see Remark 3. Thus, the associated estimator in that case is also logarithmically efficient. ♠
Strong efficiency with Gaussian jumps
In this section we assume that the jumps (X k ) are N (0, 1) distributed. We shall show that the importance sampling estimator associated with the sequential MCE algorithm has bounded relative error, provided we give the last jump X n the original density f (x) conditioned that X n ≥ bn − S n−1 , which makes the rare event certain to occur.
In order to show bounded relative error, we rely on the results of Blanchet and Glynn (2006) who developed a state-and time-dependent importance sampling algorithm with bounded relative error for the same tail probability problem. In the next section, we shall give more details of their algorithm.
For now, it suffices to mention that their state process (S k ) becomes a timeinhomogeneous Markov chain with jumps X k+1 = S k+1 − S k , which have a normal distribution with mean (bn−s)/(n−k) and variance (n−k−1)/(n−k),
given current state S k = s. This is the case for the first n − 1 jumps. The last jump X n is realised from the original density f (x) conditioned that X n ≥ bn − S n−1 . If we denote the resulting joint density of the jumps byĝ(x), and the associated likelihood ratio byL(x) = f (x)/ĝ(x), then for any realisation of the jumps,L
where c is some finite constant independent of n (Blanchet and Glynn 2006).
Theorem 2. Assume that the jumps (X k ) are standard Gaussian. Then the importance sampling estimator associated with the sequential MCE scheme modified to have the conditional last jump has bounded relative error.
Proof. Firstly, in addition to the change to the last jump, we consider an adapted MCE importance sampling scheme in which tilting cannot be turned off (see Remark 3). The resulting joint density of the jumps is denoted by g ad (x), and the associated likelihood ratio by
Using the product property (9) of the joint densities g ad (x) andĝ(x) we obtain:
The first factor works out to n−2 k=0
squaring the ratio and taking the expectation w.r.t. the importance sampling density g ad , we get
This is of the form described in Section 2.3. When we work out the recursion given there, we first notice that it is easily verified by calculus that, when X is a N (µ, σ 2 ) random variable,
. When we apply this we get by induction to k, for k = n − 2, n − 3, . . . , 0 (see Section 2.3)
because under the importance sampling density g ad , jump X k+1 given state S k is N (µ k (S k ), 1). Thus, the product (??) becomes
We combine this with the bounding of the ratioL in (14) to obtain
Finally, we see that the adapted importance sampling scheme has bounded relative error by observing that (Blanchet and Glynn 2006) lim sup
Now let us return to our original importance sampling scheme with tilting that can be turned off (but still with the conditional last jump). The corresponding importance sampling density is g(x) and its associated likelihood ratio is
. Clearly it suffices to show that
for some finite constant K, where we take expectations with respect to the original density f (x). These likelihood ratios are
wherein we have substituted the likelihood ratio of the conditional last jump (and used the notationF (x) = P (X > x)). The expectations
are calculated recursively as in Section 2.3:
, k = 0, . . . , n − 2, and h n (s n−1 , x n ) =F (bn − s n−1 )1{s n−1 + x n ≥ nb}.
The recursion gives random variables Z k for the original importance sampling, and Z ad k for the adapted version with forced tilting. The backwards recursion starts with Z n = Z ad n = 1, and Z n−1 = Z ad n−1 with probability 1. Assume Z k ≤ Z ad k with probability 1. Then one can show that
The inequality (i) follows from the following reasoning. Whenever µ k (s) > 0 (where k = 0, . . . , n − 2), the jump densities are the same, so g k+1 (x|s) = g ad k+1 (x|s) in this case. However, when µ k (s) ≤ 0, the k+1-th factor contributes just 1 to the product in L because g k+1 (x|s) = f (x). For the adapted version, the jump has an exponentially tilted density given in (11) with ψ(θ) = 1 2 θ 2 in the standard Gaussian case, giving ψ ′ (θ) = θ. Hence, the contribution to the
Remark 5. In the case of general Gaussian jumps, i.e., those that are N (µ, σ 2 ) distributed, we again obtain bounded relative error of the algorithm. This can be seen by using the distributional relationship N (µ, σ 2 ) d = µ + σN (0, 1) and then following the line of reasoning above. ♠
Simulation experiments
We have experimented with the core MCE algorithm given above, its adaptations, and with efficient algorithms from literature. A brief outline of each is given below.
SEQ-MCE-IN.
Our core algorithm with state-and time-dependent exponential tilting based on the MCE program (10). This algorithm has the property that tilting is turned off when unnecessary, but does not use the conditional last jump. We proved logarithmic efficiency for this algorithm in Section 3.1.
SEQ-MCE-IN-COND.
Similar to the core algorithm, but with the conditional last jump. In the case of Gaussian jumps this algorithm is proven to have bounded relative error (Section 3.2).
SEQ-MCE-EQ. This algorithm again implements the same state-and timedependent exponential tilting, but without the ability to turn it off. It is based on the MCE program (10) STATIC. The classical state-independent algorithm using exponential tilting with the optimal tilting parameter (ψ ′ ) −1 (b). It is well known that this algorithm is logarithmically efficient (Bucklew 2004 ).
BG-EQ-COND.
A state-and time-dependent algorithm for Markov chains given in (Blanchet and Glynn 2006; L'Ecuyer et al. 2008) . We give an outline of the algorithm because we found a slightly different implementation of it. Given current state S j = s, the next jump X j+1 is realised from a distribution of the form
where w j (s) is the normalising constant, and where v j+1 (y) is an approximation of P (S n ≥ nb|S j+1 = y) = P n i=j+2 X i ≥ nb − y . In case the (original) jumps have a N (µ, σ 2 ) distribution, Blanchet and Glynn (2006) suggest using
where I(·) is the Legendre-Fenchel transform of a jump X, i.e., I(x) = sup θ (θx − ψ(θ)). Using this, the right-hand side of (16) works out to be a normal density with mean (bn − s)/(n − j) and variance σ 2 (n − j − 1)/(n − j). (This is where our calculations differ from (Blanchet and Glynn 2006) who found a normal density with mean (bn − s)/(n − j − 1) and variance σ 2 (n−j)/(n−j −1).) This is done for the first n−1 jumps.
The last jump X n is realised from the original density f (x) conditioned that X n ≥ bn − S n−1 . Notice that, unlike the SEQ-MCE algorithms, both the mean and variance are modified under g. As was previously mentioned, this scheme was shown to give bounded relative error for Gaussian jumps (Blanchet and Glynn 2006) .
BG-IN-COND.
The same as the BG-EQ-COND algorithm, but turning off tilting when appropriate.
We have applied these algorithms for i.i.d. jumps with the following distributions.
• Bernoulli (ρ), i.e., P (X = 1) = ρ, P (X = −1) = 1 − ρ.
• Laplace (κ), i.e., f (x) = 1 2 κe −κ|x| x ∈ R.
• Normal (µ, σ 2 ).
The BG-EQ-COND and BG-IN-COND algorithms were implemented for the Normal case only, since it was not clear how to generalise the method to other distributions.
After each simulation experiment we collect three (estimated) performance measures of the importance sampling estimator Y (n)[k] of ℓ(n) based on k samples:
• RHW: the relative half width of the 95% confidence interval for
• RAT: the logarithmic efficiency ratio, cf. (4),
• EFF: the (−logarithm of the) effort which takes into account both the variance of the estimator and the total execution time (in seconds on a PC with a 2.4GHz CPU running under Linux) of the simulation
Better performance is obtained by smaller RHW, higher RAT, and larger EFF.
Observations
We find that the algorithms which can turn off tilting perform better than their counterparts which cannot, that is, SEQ-MCE-IN vs. SEQ-MCE-EQ, and BG-IN-COND vs. BG-EQ-COND (Figure 1 ). This is due to the fact that the likelihood ratio can become disproportionately large when the tilting parameter λ 1 < 0. For instance, in the case of a Laplacian jump X, straightforward calculus shows that the likelihood ratio of X equals To illustrate, we first show results for the Normal case with µ = 0, σ 2 = 1 (standard Normal jumps) and overflow level b = 2/3, sample size k = 10000, and n spanning the range 50 − 1000. The results presented are the averages of 100 repetitions of these simulations. In the following figures we plot the graphs of RHW and RAT only, and do not graph the efficiencies EFF because these were all roughly equal and increase linearly. For instance, for n = 1000 the efficiencies are given in Table 1 . Table 1 . Performance EFF of all estimators for the one-tailed problem with Gaussian jumps at n = 1000.
Our experiments with other light-tailed jump distributions, such as the Laplacian and Bernoulli mentioned above, gave the same indication that the SEQ-MCE-IN algorithms (with or without the last conditional jump) yield bounded relative error. Clearly, in case of the Bernoulli jump it is not always feasible to reach the rare event by conditioning the last jump. As noted above, it was not clear how to implement the BG algorithms for the other jump distributions, and so we cannot comment on the relative performance of the BG and SEQ-MCE-IN algorithms using jump distributions other than Gaussian.
The two-tailed problem
In this section we consider the two-tailed rare-event problem (6), i.e., Condition (c) holds for instance when the mixing probabilities p j are constant (in n). Glassermann and Wang (1997) propose mixing probabilities dependent on the large deviations rate function (being the choice that asymptotically minimises the variance of the 'deterministic' estimator), namely
However, these decay exponentially fast to zero. As a remedy one might introduce a cut-off threshold η and use
in an implementation, for some small 0 < η < 1.
Mixing probabilities using minimum cross-entropy
An alternate way to obtain mixing probabilities is to introduce the mixing random variable (see Section 2.2) by augmenting the original state space with ∆(n) so that it is independent of X(n), and solve an augmented MCE program.
For the two-tailed problem, we define ∆(n) on {0, 1}, associating an outcome of 0 with the event {S n /n ≤ a}, and 1 with the event {S n /n ≥ b}. Writing π(δ) = P (∆(n) = δ), the simultaneous probability density function of the mixing variable and all the jumps is given bỹ
f (x j ), with δ ∈ {0, 1}, and each x j ∈ R as before.
To obtain a change of measure for ∆(n), we apply the machinery of Section 2.1 to solve the MCE program with 'mixture constraint'
Notice that, given ∆(n) = δ, this constraint reduces to a constraint for one of the one-tailed component problems that form the two-tailed problem.
Solving the augmented MCE program proceeds as follows. First we rewrite the constraint function as
The solution to the MCE program is theñ
This is of the form q(δ)g(x 1 , . . . , x n |δ), which tells us that the probability density of the jumps under the importance sampling density depends on the outcome of the Bernoulli ∆(n). After some manipulation, we find that the biased Bernoulli probabilities are given by
where 
The equation Q ′ (λ 1 ) = 0 is equivalent to
Equation (19) must be solved numerically, and the calculated value of λ 1 is to be substituted in the Bernoulli probabilities (18). However, the mixing probabilities (18) can be shown to satisfy
as n → ∞, where I(·) is the large deviations rate function as usual. Note that, asymptotically, the MCE mixing probabilities coincide with those in (17).
Finally, the probabilities given in (18), or their asymptotic equivalents, can subsequently be used in any of the importance sample mixing schemes outlined in Section 2.2.
Importance sampling algorithms
We propose using a mixed importance sampling estimator (7) with mixing probabilities p j (n) given in the previous section in (18). However, given the outcome of the Bernoulli variable ∆(n) we apply the sequential MCE scheme of Section 3 to find the importance sampling densities of the jumps. Note that we only apply the SEQ-MCE-IN-COND algorithm to the two-tailed problem, as the performance of the other MCE-based algorithms was inferior on the one-tailed problems. The full specification of the MCE algorithm is given below.
Algorithm TWO-SEQ-MCE-IN-COND
1. Generate δ ∈ {0, 1} from the density (18).
2. If δ = 0, simulate the random walk (S k ) from S 0 = 0 up to S n−1 where jump X k+1 (k = 0, . . . , n − 2) is generated from the tilted density g k+1 (x) = f (x) exp(θx−ψ(θ)) with tilting parameter θ = (
and jump X n is generated from the conditional distribution P f (X ∈ ·|X ≤ an − S n−1 ).
3. If δ = 1, simulate the random walk (S k ) from S 0 = 0 up to S n−1 where jump X k+1 (k = 0, . . . , n − 2) is generated from the tilted density g k+1 (x) = f (x) exp(θx−ψ(θ)) with tilting parameter θ = (
and jump X n is generated from the conditional distribution P f (X ∈ ·|X ≥ bn − S n−1 ).
At the beginning of this section we remarked that this is a logarithmically efficient importance sampling algorithm, provided that the mixing probabilities do not decay exponentially fast to zero. To ensure this we modify the algorithm slightly by cutting off the mixing probability p 1 (n) at η for an arbitrary 0 < η < 1 as in (17). Moreover, in our implementation, we used the 'deterministic' equivalent of the algorithm, see Remark 1.
The importance sampling algorithm and its variation TWO-SEQ-MCE-EQ are applied to the three models mentioned in Section 3.3: Bernoulli, Laplace, and Normal distributed jumps. We compare our algorithms with other logarithmically efficient algorithms for the two-tailed problem given in (Glassermann and Wang 1997) and in (Dupuis and Wang 2004; Dupuis and Wang 2007) , denoted TWO-STATIC, DW-SOL, and DW-SUBSOL, respectively. We
give a brief summary of each below.
TWO-SEQ-MCE-EQ. Similar to TWO-SEQ-MCE-IN-COND, without the ability to turn the tilting off, and without the conditional last jump.
TWO-STATIC.
Mixed importance sampling estimator with state-independent exponentially tilted jump densities, where the tilting parameters are (ψ ′ ) −1 (a) for the samples allocated to estimate P (S n ≤ an), and (
for the samples allocated to estimate P (S n ≥ bn).
DW-SOL.
This algorithm is based on the solution of an Isaacs equation (Dupuis and Wang 2004) . The importance sampling algorithm is time-and state-dependent, in which jump X j+1 is realised from an exponentially tilted density
where the tilting parameter θ = θ(s, j) depends on time j and state s as follows. Recall that the rare event is given by A(n) = {S n /n ≤ a} ∪ {S n /n ≥ b} with a < µ < b. Define for x ∈ R and t ∈ [0, 1]
Then the tilting parameters are
x=s/n,t=j/n . DW-SUBSOL. We give a short outline of the algorithm based on a subsolution of an Isaacs equation (Dupuis and Wang 2007) . The importance sampling algorithm is time-and state-dependent in which each jump is realised from a mixture of exponentially tilted densities, i.e.,
The tilting parameters θ i are fixed throughout the simulation, and the mixing probabilities p δ i depend on jump time j + 1, state S j = s, and so-called mollification parameter δ. We associate i = 1 with the event {S n /n ≤ a = β 1 } and i = 2 with the event {S n /n ≥ b = β 2 }. Finally, define subsolution/control pairs (W i , θ i ) for i = 1, 2 bȳ
Notice that these tilting parameters are the same as in the STATIC algorithm. Suppose that S j = s, then set x = s/n and t = j/n. The mixing probabilities to determine which tilting will be used for jump
We show the results for Gaussian distributed jumps with mean µ = 3 and variance σ 2 = 1, and overflow levels a = 2.4999, b = 3.5; and for Laplace distributed jumps, with parameter κ = 1, and with overflow levels a = −1.25, b = 1.
We used sample sizes of k = 10000 and let n span the range 50 − 1000. The experiments were performed with the TWO-SEQ-MCE-IN-COND algorithm using the mixing probabilities (18) cut off at η = 0.01, the DW-SOL algorithm, the DW-SUBSOL algorithm using mollification parameter δ = 0.001, and the TWO-SEQ-MCE-EQ and TWO-STATIC algorithms. All experiments have been repeated 100 times from which we show the average performance.
We observe similar behaviour as before, however, notice particularly that the relative error of the TWO-SEQ-MCE-EQ is rather large compared to the others, although it seems to show bounded relative error. Also notice that DW-SOL seems to be strongly efficient whereas Dupuis and Wang (2004) proved only logarithmic properties. Again we see that our MCE algorithm with optional tilting and conditional last jump has the best performance. Table 2 . Performance EFF of all estimators for the two-tailed problems at n = 1000.
Summary & Conclusions
In this paper, we presented a way to obtain state-and time-dependent important sampling schemes by solving a sequence of minimum cross-entropy programs such as (1). When the minimum cross-entropy programs contain inequality constraints, a consequence of our approach is that those aspects of the resulting change of measure are 'turned off' when no longer expected to be required for the remainder of the simulation. This gives some justification to the natural heuristic of 'turning off' the change of measure when it is no longer required. The basic idea of using MCE in this way was motivated by the recent state-dependent algorithms inspired by the large deviations approach ( Our technique, with a natural inequality constraint, was used to obtain a state-and time-dependent importance sampling scheme for estimating onetailed probabilities of i.i.d. sums in which the jumps are light-tailed in Section 3. The solution to the associated MCE program (10) consists of a product of independent exponentially-tilted jumps distributions of the form (11). The state-and time-dependence is through the tilting parameter (13), and is 'turned off' when not required. Given the well-known connection between solutions to MCE programs and exponential tilting, it is no surprise that the algorithms obtained here are much the same as existing large deviations inspired statedependent algorithms. In Section 3.1 we showed that the resulting algorithm is logarithmically efficient in general, and in Section 3.2 it was proven to be strongly efficient when the jumps are Gaussian.
Simulation experiments presented in Sections 3.3 and 3.4 compared our algorithm and variants thereof to the classic optimal state-independent exponential tilting algorithm and a state-and time-dependent algorithm suggested in (Blanchet and Glynn 2006; L'Ecuyer et al. 2008) . Of all the algorithms, SEQ-MCE-IN-COND performed the best in terms of the usual performance measures of relative half-width RHW and the logarithmic efficiency ratio RAT.
The worst performing algorithm, as one might expect, was the classic stateindependent STATIC. In terms of the metric EFF, which incorporates CPU time, all of the algorithms were roughly equal.
After considering the one-tailed problem, we considered the analogous twotailed problem in Section 4. Therein, we proposed a mixed importance sampling estimator for this problem. Using results on mixed estimators presented in the preliminary Section 2.2, we directly obtained logarithmic efficiency for our estimator in general, and strong efficiency when the i.i.d. jumps are Gaussian. For our estimators, we used mixing probabilities found via MCE in Section 4.1.
Our simulation experiments for the two-tailed problem, given in Section 4.2, compared two algorithms based on subsolutions and solutions of an appropriate Isaacs equation (Dupuis and Wang 2004; Dupuis and Wang 2007) , a mixture of the classic state-independent estimator, and a single MCE algorithm TWO-SEQ-MCE-IN-COND. The MCE algorithm was formed using a mixture of two estimators (one for each tail), with each using the best performing estimator of the SEQ-MCE-IN-COND algorithm for the one-tailed problem. In these experiments, the sequential MCE algorithm was once again best performing on the performance measure RHW and RAT.
We have presented a method to obtain state-and time-dependent importance sampling estimators by repeatedly solving an MCE program as the simulation progresses. This MCE-based approach lends a foundation to the natural notion to stop changing the measure when it is no longer needed. We have used this method to obtain a state-and time-dependent estimator for the one-tailed probability of a light-tailed i.i.d. sum that is logarithmically efficient in general and strongly efficient when the jumps are Gaussian. We go on to construct an estimator for the two-tailed problem which is shown to be similarly efficient.
From our simulation experiments, we conclude that slightly modified versions of our algorithms, in which the last jump in the sum has the original distribution conditioned to make the associated event certain, performs marginally better than some other state-and time-dependent estimators in the literature (Dupuis and Wang 2004; Dupuis and Wang 2007; Blanchet and Glynn 2006; L'Ecuyer et al. 2008 ).
