When the errors in an ordinary least squares (OLS) regression model are heteroscedastic, hypothesis tests involving the regression coefficients can have Type I error rates that are far from the nominal significance level. Asymptotically, this problem can be rectified with the use of a heteroscedasticity-consistent covariance matrix (HCCM) estimator. However, many HCCM estimators do not perform well when the sample size is small or when there exist points of high leverage in the design matrix. Prompted by a connection between MacKinnon and White's HC2 HCCM estimator and the heterogeneous-variance two-sample t statistic, the authors provide a new statistic for testing linear hypotheses in an OLS regression model that does not assume homoscedasticity. The authors report simulation results showing that their new test maintains better Type I error rate control than existing methods in both the presence and absence of heteroscedasticity.
variables can produce weights for the weighted least squares estimator (Cook & Weisberg, 1983) . Weighted least squares, which is a special case of the generalized least squares estimator, is optimal if the covariance structure of the errors is known (see, e.g., Mardia, Kent, & Bibby, 1979) . But usually, the error covariance structure is not known in advance. In that case, researchers can use estimated generalized least squares (Maddala, 1971) instead. Heteroscedasticity can also occur when one uses OLS to analyze binary or count data, but we do not consider this type of heteroscedasticity, because there are procedures, such as the generalized linear model (McCullagh & Nelder, 1989) , that are much better suited to discrete outcomes than OLS. Another popular method of heteroscedasticity correction is to use a variance-stabilizing transformation on the dependent and/or independent variables such that homoscedasticity is satisfied for the transformed model (Carroll & Ruppert, 1988) .
The methods of dealing with heteroscedasticity mentioned thus far assume that one can successfully model heteroscedasticity. Although we give all due credit to their usefulness, we sometimes are faced with heteroscedasticity of an unknown form. It takes time and care to build a model that fully explains the heteroscedasticity observed in the data. In practice, a researcher would usually propose several competing models of heteroscedasticity and choose the one that fits the data best, but it is possible that none of them fits well enough, and the researcher is left with no model to work with (see White, 1980 , for a nice discussion of this issue).
However, one cannot simply let heteroscedasticity go uncorrected, even if its form is unknown. One of the most damaging consequences of heteroscedasticity is that the OLS estimator of the parameter covariance matrix (OLSCM), whose diagonal elements are used to estimate the standard errors of the regression coefficients, becomes biased and inconsistent. As a consequence, the t tests for individual coefficients are either too liberal or too conservative, depending on the form of heteroscedasticity. On the other hand, although the OLS estimator of regression coefficients is not optimal under heteroscedasticity, it is still a strongly consistent estimator. Therefore, a natural question to ask is whether we can find an alternative variance estimator that remains consistent under heteroscedasticity. If such a variance estimator is available, asymptotically correct inference can be achieved by retaining the OLS regression coefficients while replacing the OLS standard errors with heteroscedasticity-consistent standard errors. 1 More generally, an estimator of the parameter covariance matrix provides a way of conducting tests of linear hypotheses, of which the individual t test is a special case. If the OLSCM estimator is used in these tests, they suffer from the same problem under heteroscedasticity as do the individual t tests. The problem can be rectified in large samples with the use of a heteroscedasticity-consistent covariance matrix (HCCM) estimator. Although HCCM estimators can ensure asymptotically correct test size, most of them do not perform well in small samples, especially when there exist high-leverage points among the predictors Cai and Hayes (see, e.g., Cribari-Neto, 2004; Wilcox, 2001) . Therefore, developing new and accurate test statistics for finite samples is the main concern of this article.
In the remaining sections, we first establish notation and give a brief review of the HCCM estimators. We follow this with our main result, a new heteroscedasticity-consistent test of linear hypotheses in OLS regression based on MacKinnon and White's (1985) HC2 estimator. Our initial motivation comes from an interesting connection between HC2 and the heterogeneous-variance two-sample t statistic. Our derivations are inspired primarily by Fai and Cornelius's (1996) Satterthwaite approximation and secondarily by Alexander and Govern's (1994) normalized t approximation. The new test reduces to Lipsitz, Ibrahim, and Parzen's (1999) test when applied to single-degree-of-freedom hypotheses. We report a set of simulations showing that our method outperforms existing ones and describe a SAS macro that implements the new method.
Notations
Following convention, we write the OLS linear regression model as
where y is an N × 1 vector of outcome observations, X is an N × p full rank fixed matrix of predictors, b is a p × 1 vector of regression parameters, and e is an N × 1 vector of errors. Here, N is the total number of observations, and p is the number of predictors (including the intercept) in the regression equation. We assume that the errors are normally distributed, and EðeÞ = 0, and var(eÞ
Under the assumption of homoscedasticity, the elements in the error vector have constant variance s 2 , and then F = s 2 I N , where I N is an identity matrix of order N.
The OLS estimator of regression coefficients isb = ðX 0 XÞ −1 X 0 y, so
We denote the ith OLS residual as e i = y i − x ib , where y i is the ith element in the y vector, and x i is the ith row of the X matrix. The OLS residual vector is
, it reduces to S OLS = s 2 ðX 0 XÞ −1 . In practice, s 2 can be estimated using the mean square error (
) of the regression model, which leads to the OLSCM estimator,
whose diagonal elements are the squared standard errors printed in the output of almost all regression software packages.
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A Brief Review of HCCM Estimators
We provide a concise review of HCCM estimators, roughly following their chronological order. On the basis of the work of Eicker (1963 Eicker ( , 1967 and Huber (1967) , White (1980) 
(see Rothenberg, 1988) . HC0 is asymptotically justified, but for small sample sizes, it is usually biased downward, resulting in poor Type I error rate control for hypothesis tests (Bera, Suprayitno, & Premaratne, 2002; Chesher & Jewitt, 1987; Cribari-Neto, Ferrari, & Cordeiro, 2000; Cribari-Neto & Zarkos, 2001; Long & Ervin, 2000) . Numerous researchers have proposed finite sample variants of HC0. They are all intimately related to the jackknife method and have in common the use of leverage-adjusted residuals. For instance, letting e * i = e i = ffiffiffiffiffiffiffiffiffiffiffiffi ffi 1 − h ii p , and constructing a diagonal matrix using e Ã2 i instead of e 2 i , we obtain the HC2 estimator:
HC2 is an unbiased estimator under homoscedasticity (see, e.g., Kauerman & Carroll, 2001 ). The roots of HC2 can be traced back to Horn, Horn, and Duncan's (1975) ''almost unbiased estimator'' of heteroscedastic variances. With a balanced design, the leverage values become constants, and HC2 reduces to Hinkley's (1977) HC1:Ŝ
Although simple, HC1 is almost never recommended or used, because it exhibits much of the same finite sample bias from which HC0 suffers. Discounting OLS residuals further by a factor of (1 − h ii ) instead of ffiffiffiffiffiffiffiffiffiffiffiffi ffi 1 − h ii p leads to a slightly biased but better estimator in terms of Type I error rate control:
This is the HC3 estimator given by Davidson and MacKinnon (1993) as an approximation to the original (jackknife-based) HC3 of MacKinnon and White (1985) . Until recently, HC3 has performed the best in simulations (see, e.g., Long & Ervin, 2000) , but when there are points of high leverage among the X Cai and Hayes variables and the errors have normal or light-tailed distributions, HC3 may also fail (Chesher & Jewitt, 1987; Kauerman & Carroll, 2001; Wilcox, 2001 ). This naturally leads to Cribari-Neto's (2004) HC4 estimator,
where the exponent d i = minf4, Nh ii =pg uses case i's leverage value explicitly to determine the level of discounting. Although t tests using HC4 standard errors seem to perform well, HC4 is far more biased and variable than HC2 and HC3. Instead of adjusting the estimator itself, one may obtain tests having nominal size by approximating the distribution of the test statistic. This is precisely what Kauerman and Carroll (2001) and Lipsitz et al. (1999) suggested. Both proposed degrees-of-freedom corrections for single-degree-of-freedom null hypotheses. In the next section, we consider the general case of multiple-degrees-of-freedom linear hypotheses with a new w 2 approximation.
A New Test of Linear Hypotheses
The subsequent derivations are based on the HC2 estimator. We choose HC2 for two reasons. First, our initial motivation comes from a connection between the HC2 estimator and the standard error in Welch's (1938) heterogeneous-variance two-sample t statistic. Specifically, when the mean difference is represented as one regression coefficient by choosing an appropriately reparametrized design matrix, the HC2 standard error for that coefficient coincides with the Welch heterogeneous variance standard error. A proof is given in Appendix A. It is well known that degrees-of-freedom adjustment is generally required for the Welch t, suggesting that an approximation for test statistics based on HC2 may also be necessary. The second reason we prefer HC2 over other HCCM estimators lies in the fact that it is unbiased under homoscedasticity and in general less biased than other HCCM estimators under heteroscedasticity. The unbiasedness of HC2 is an important property that we make use of when deriving the new test statistic.
The Linear Hypothesis
A rank q linear hypothesis for the OLS regression model is of the form
where L is a (p × q) coefficient matrix of full column rank, and θ 0 is a q × 1 vector of known constants. In general, for large sample testing, the test statistic is of the form
Testing Linear Hypotheses in OLS Regression whereŜ = c varðb) is the estimated variance covariance matrix ofb. Q is asymptotically w 2 distributed with q degrees of freedom. When the OLSCM estimator is used forŜ, an exact result exists, that is,
and F OLS follows an Fðq, N -p) distribution when all the distributional assumptions are satisfied (see, e.g., Searle, 1971) . Through the use of OLSCM estimator, F OLS assumes homoscedasticity. To construct a test that does not require this assumption, we can replace OLSCM with HC2, and use the test statistic
with reference to a w 2 distribution with q degrees of freedom for large sample testing. Unfortunately, this w 2 approximation can be rather poor. To remedy the situation, we propose a method for finding a test statistic that also has an approximate w 2 distribution with q degrees of freedom but behaves much better than Q HC2 in finite samples.
The New Test Statistic
where Γ is an orthogonal matrix containing the eigenvectors of L 0Ŝ HC2 L, and Λ is a diagonal matrix of eigenvalues, that is, Λ = diag[l j ], where l j is the jth eigenvalue. Then Q HC2 may be written as
where g j is the eigenvector corresponding to the jth eigenvalue, and
, so if the true parameter covariance matrix were known, the t j values would be independent Cai and Hayes standard normal variates under the null hypothesis (see Fai & Cornelius, 1996) . Although Fai and Cornelius (1996) developed the idea of using spectral decomposition to write the quadratic form test statistic as the sum of approximately independent variates for mixed-effects models, we believe that we are the first to apply this technique to OLS regression under heteroscedasticity. The parameter covariance matrix typically has to be estimated, so it is desirable to base the spectral decomposition on an approximately unbiased estimator, and HC2 is a natural candidate. In that case, the t j values may be regarded as approximately independent Student's t variates each having f j degrees of freedom, wherein the f j values can be obtained via a Satterthwaite (1946) approximation:
To find the mean and the variance of l j , note that
We now see that each l j is a quadratic form in e, because
where
The derivations above reduce to Lipsitz et al.'s (1999) approximation when q = 1: However, the original derivation in Lipsitz et al. has a flaw (see their Equation 9, p. 499) that leads to an incorrect A j .
Using basic linear model properties and normal theory results on the moments of quadratic forms (Searle, 1971) , we find that Eðl j Þ = trðA j O), and var(l j Þ = 2tr ½ðA j OÞ 2 ], where O = ðI N − HÞFðI N − H) is the covariance matrix of the residual vector e. Because neither the expected value nor the variance is known, estimates have to be used, and we replace O withΩ Horn et al.'s (1975) ''almost unbiased'' covariance matrix estimator.
2 The degrees of freedom of each t j is then estimated aŝ
Once thef values are computed, we observe that because the t j values are approximately independent, a normalizing transformation on each t j will
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produce q approximately independent standard normal deviates. Suppose the transformation is denoted as Tð · ); then we have z j = Tðt j ), for j = 1, . . . , q, where the z j values are standard normal. Squaring and summing the z j values, we now arrive at the main result of this article. Let
then C HC2 is approximately w 2 distributed with q degrees of freedom as long as (a) the Satterthwaite approximation on each t j produces good degree-of-freedom estimates and (b) the normalizing transformation is accurate. The linear hypothesis in Equation 9 will be rejected if C HC2 exceeds some cutoff value from the w 2 distribution with q degrees of freedom. Note that although the use of normalizing transformations in the last step is similar to Alexander and Govern's (1994) normalized t approximation for heteroscedastic analysis-of-variance models, we are able to justify the w 2 distribution of C HC2 on the basis of the approximate independence of the t j values.
Normalizing Transformations
To use the result in Equation 19, normalizing transformation must be chosen. There exist a large number of normalizing transformations for the t distribution (see, e.g., Johnson, Kotz, & Balakrishnan, 1994) . Historically, much of the research in this area focused on producing highly accurate approximations using the standard normal distribution before extensive tables of the t distribution became widely available. We acknowledge that the choice can be somewhat arbitrary, but among the candidates, two transformations stand out as being both accurate and easy to implement.
The first one is attributable to Hill (1970) . This is an approximation based on a generalized Cornish-Fisher expansion. Let a =f j − 0.5, b = 48a 2 , and c = ½a lnð1 + t 2 j =f j Þ 1=2 ; the transformation is
The second one, derived by Wallace (1959) , takes the form of
where s = 0:184ð8f j + 3Þf
Cai and Hayes
Using the two transformations, we propose two versions of the test statistic:
and
If q = 1, our approximation essentially reduces to Lipsitz et al.'s (1999) approximation, because then the transformation simply becomes a way of evaluating the t distribution function.
Simulations
To examine the foregoing development, two sets of simulations were conducted. The first set is essentially a replication of Lipsitz et al.'s (1999) simulation with a fixed design matrix and smaller N. The second set mimics Long and Ervin's (2000) simulation, which aims at reproducing characteristics of regression models in cross-sectional data analysis, with somewhat larger N.
Simulation Design
Consistent with the goal of this article, we focused on hypotheses with more than 1 degree of freedom. Besides having two sets of simulations wherein two different regression models were used, we manipulated sample size and error structure to investigate their effect on Type I error rates of the tests.
The First Model
In the first set of simulations, we used the following model:
so b = ð0, :4, − :25Þ 0 . As in Lipsitz et al. (1999) , we paid special attention to small sample performance by considering sample sizes of 12, 24, and 48, with 12 distinct x 3i values fixed to 1, 1.5, 2, 2.5, 3, 3.5, 4, 5, 6, 7, 8, and 10. For N = 24, we doubled these covariate values, and for N = 48, we quadrupled them. 3 For hypothesis test, we considered Testing Linear Hypotheses in OLS Regression
The Second Model
The regression model in the second set was
so b = ð1, 1, 1, 1, 1Þ 0 . The predictors were generated in the a way similar to Long and Ervin's (2000) method. Specifically, let d 1i ∼ Uð0, 1Þ, d 2i ∼ Nð0, 1Þ, d 3i ∼ w 2 1 , d 4i ∼ Nð0, 1Þ, and d 5i ∼ Uð0, 1Þ, where Uð0, 1Þ stands for the uniform distribution over (0, 1), and w 2 1 means a w 2 distribution with 1 degree of freedom. The predictor values were x 0i = 3d 1i + 0:6d 2i , x 1i = 1 + d 1i , x 2i = 2d 1i + 0:6d 3i , x 3i = 0:1d 1i + 0:9d 3i − 0:8d 4 i + 4d 5i , and
As noted by Long and Ervin (2000) , the predictor correlations are similar to typical cross-sectional data sets, and a mixture of continuous and categorical predictors were included. We considered a 4-degree-of-freedom hypothesis, 
Sample Size and Error Structure
There were three sample-size conditions for each set of simulations: N = 12; 24, and 48 for the first set and N = 50, 100, and 300 for the second set. To create heteroscedastic errors (or lack thereof), the error terms e i in both sets of simulations were generated from one of the five variance functions (denoted as Error Structures 0-4), as documented in Table 1 .
Test Statistics
To test the linear hypotheses, we not only used the new statistics, C H HC2 and C W HC2 , but also considered, as benchmarks, some quasi-F statistics that use both the OLSCM estimator and HCCM estimators. Table 2 summarizes the eight test statistics included in the simulations. We are interested in the Type I error rates of these tests at the nominal a level of .05. Following Lipsitz et al. (1999) , with 1,825 replications in each condition and a normal approximation to the binomial Cai and Hayes probabilities, the observed rejection rates should be in the closed interval [0.04, 0.06] for a test to be deemed valid.
Simulation Results
The results of the simulations are summarized in Tables 3 and 4 Variance Function N = 12 N = 24 N = 48 N = 50 N = 100 N = 300
The e * i values are drawn independently from a standard normal distribution, and checkmarks indicate condition present in the simulations.
TABLE 2 Test Statistics in the Simulation
a. Existing test statistic. b. Newly proposed test statistic. 
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Consistent with previous findings, F HC0 , F HC1 , and F HC2 show unacceptably high Type I error rates, even in the optimal conditions in which heteroscedasticity is not present, though they do seem to approach the nominal test size as N increases. Under the same conditions, the size of F HC3 is appreciably smaller, but it can be liberal with small N. On the other hand, F HC4 does keep Type I error rates under 0.05 for all conditions, but it tends to be conservative when N is small.
When heteroscedasticity is present, F OLS becomes too liberal, and the bias does not decrease with increasing sample size. On the other hand, there is a clear trend in that F HC0 , F HC1 , F HC2 , and F HC3 approach the nominal size as N increases. However, with certain error structures (e.g., Error Structure 3), even F HC3 cannot keep the Type I error rate around the nominal level with N as large as 300. With F HC4 , it is again on the conservative side when N is small.
Software Implementation and an Example
To help researchers adopt the proposed method, we produced a SAS macro implementing both C H HC2 and C W HC2 4 Here, we use it to analyze a real data set (called CONCEPT) from the popular introductory statistics textbook by Moore and McCabe (2003) . The CONCEPT data set contains information from 78 seventh graders in a midwestern school (for details, see Moore & McCabe, 2003, pp. D1-D2) . We make use of the following variables: GPA (grade point average), IQ (score on the IQ test), SEX (female = 0, male = 1), SC-BEH (score on the Behavioral Adjustment subscale from the Self-Concept Scale; Piers, 1984) , and SC-ANX (score on the Freedom From Anxiety subscale from the Self-Concept Scale). We are interested in whether there is a relationship between psychological well-being (as measured by SC-BEH and SC-ANX) and GPA after controlling for IQ and SEX. We consider the following regression model:
and a test of the null hypothesis H 0 : L 0 b = θ 0 at the usual .05 level, where
and θ 0 is a 2 × 1 vector of zeros. It appears from the residual plot that the assumption of homoscedasticity is suspect. Indeed, Glejser's (1969) test rejected the null hypothesis of no heteroscedasticity, w 2 ð4Þ = 10:55, p < :05. We tested the linear hypothesis in Equation 27 using both F OLS and seven other heteroscedasticity-consistent test statistics included in the simulations. All regression packages can produce F OLS , and
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Hayes and Cai (in press) provide SAS and SPSS macros implementing the quasi-F tests on the basis of HC0 to HC4. The new SAS macro we provide here computes both C H HC2 and C W HC2 . The reader is referred to Appendix B for an explanation of the syntax of the macro.
As shown in Table 5 
Discussion
Heteroscedasticity can adversely affect inferences in regression drawn from statistical tests on the basis of the OLSCM estimator. Although inferences based on the HCCM estimators are asymptotically correct under heteroscedasticity, they can behave badly when the sample size is small.
In this article, we proposed a new w 2 test for general linear hypotheses using the HC2 covariance matrix estimator. In our simulations, the new test performed well. More empirical evidence is needed before a definitive conclusion can be reached about the behavior of the new test. However, it should be noted that the present simulation is designed after Wilcox's (2001) suggestion, which aims to expose the weaknesses of methods based on HCCMs. It is therefore refreshing to see that our new method showed correct test size even under those unfavorable conditions.
Our secondary goal was to bring the problem of heteroscedasticity of unknown form to the attention of educational and behavioral researchers testing linear hypotheses in OLS regression models. It should be emphasized, however, that when the error variance structure can be modeled, a modelbased approach such as estimated generalized least squares may lead to a gain of efficiency over the approach based on HCCMs. But when modeling is difficult, methods based on HCCMs are much more sound than not taking any corrective measure at all, and it is also when the HCCMs are potentially most useful. 
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The derivations of the new test are based on the HC2 estimator. It might seem that approximations for HC3 or HC4 could potentially lead to even better results because of the apparent superiority of F HC3 and F HC4 over F HC2 . Unfortunately, this is not true, because our approximation is heavily dependent on the requirement that the spectral decomposition in Equation 13 be based on an approximately unbiased covariance matrix estimator under both homoscedasticity and heteroscedasticity. Table 6 contains the observed average relative bias from the first set of simulations of the unique elements of the parameter covariance matrix for all six covariance matrix estimators. It is clear that HC2 has much smaller bias than the other HCCMs under homoscedasticity, and this property also carries over to heteroscedastic error conditions. Finally, we would like to point out that the approximation we proposed is a fairly general result whose application is not limited to OLS regression models. It can be potentially useful for mixed-effects modeling and generalized estimation equations.
Appendix A
Let y 1 = ½y 11 , y 21 , . . . , y m1 0 and y 2 = ½y 12 , y 22 , . . . , y m2 0 be two samples, such that N = m + n and b = ½b 0 , b 1 0 ; an OLS regression model of the form
yieldsb 1 = y 1 − y 2 , and the standard error ofb 1 obtained from the ordinary least squares estimator of the parameter covariance matrix (OLSCM) estimator is identical to the denominator in Student's t statistic. Note that homoscedasticity is assumed in Equation A1. 
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We now show that if we do not assume homoscedasticity, replacing the OLSCM estimator with the HC2 estimator changes the standard error ofb 1 to the Welch-Satterthwaite standard error. First, the leverage values are h = ½h 11 , h 22 , . . . We now see that this is equal to the squared standard error for the heterogeneous variance t statistic attributable to Satterthwaite (1946) and Welch (1938) . Notes 1. Liang and Zeger (1986) followed the same rationale when deriving their generalized estimating equation approach for generalized linear models.
2. Lipsitz, Ibrahim, and Parzen's (1999) derived an alternative variance estimator f varðe 0 A j eÞ = 2tr½MðM ΥÞ, where stands for the Hadamard product of two matrices. M is equal to (I N − HÞA j ðI N − H), and Υ uses a combination FIGURE B1. SAS macro output for CONCEPT analysis.
of the leverage values, e
