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Distributed multi-agent coordination has drawn increased attention in past decades.
Distributed coordination refers to the behavior that a group of agents reaches a certain
group coordination with local sensor information and limited inter-agent communica-
tions. Depending on the specic task of the distributed multi-agent coordination, a
group of agents may move together in a collective manner, maintain a certain forma-
tion conguration, or reach an agreement on certain quantity of interest. These coor-
dination problems are called ocking, formation control and consensus, respectively.
A majority of existing research on distributed multi-agent coordination mainly con-
siders agents governed by linear dynamics, while few papers address the coordination
with uncertainties. The presence of uncertainties will degenerate the performance, or
even destabilize the whole multi-agent system.
The main contribution of this dissertation is to develop a control framework for
distributed multi-agent coordination with nonlinear uncertainties by integrating co-
operative control and L1 adaptive control laws. The L1 adaptive control law is used
to handle the mismatched dynamics between the real agent's and the ideal agent's
dynamics, which mainly stem from unknown nonlinear uncertainties. The coopera-
tive control law is designed for ideal multi-agent systems without uncertainties, where
ii
information regarding the ideal states, instead of the real states, is exchanged through
a communication network. Additionally, the cooperative control law uses an articial
potential function to capture the coordination of ideal agents, where the minimum
corresponds to the equilibrium state of the desired coordination. Hence, by chang-
ing the potential function design, the cooperative control law can handle dierent
coordination such as ocking, formation control, and consensus.
Some new extensions of the L1 adaptive control for nonlinear Multi-Input Multi-
Output (MIMO) systems and Linear Time-Varying (LTV) systems with disturbances
are rst presented. The eectiveness of using the L1 adaptive control for coordina-
tion of a two-agent system with uncertainties is also discussed and demonstrated.
Then, details of the control framework for multi-agent coordination are introduced,
followed by a study on how to employ the control framework for ocking, consensus,
and formation control. For the ocking case, ocking algorithms under a xed graph
and a time-varying graph are discussed. For the consensus case, both normal con-
sensus and consensus with a virtual leader are analyzed. For the formation control
case, formation achieved with collision avoidance is considered. For these multi-agent
coordination problems, the real multi-agent system stays close to the ideal multi-
agent system which achieves the desired coordination by using the presented control
framework.
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Chapter 1
Introduction and Research
Overview
1.1 Introduction to distributed multi-agent coor-
dination
In past decades, control of multi-agent systems has drawn increased attention, espe-
cially distributed multi-agent coordination which has become an inter-disciplinary re-
search eld. Two approaches are commonly used for controlling multi-agent systems:
a centralized approach and a distributed (decentralized) approach. The centralized
approach uses a powerful central station to control a whole group of agents, while
the distributed approach does not require a central station, but rather uses local in-
formation to design distributed controllers. Compared to the centralized approach,
the distributed approach brings a number of benets, such as increased robustness,
eciency and exibility as well as easy maintenance, to many engineering systems.
1
2In distributed control of multi-agent systems, the main objective is to enable a group
of agents to perform tasks collaboratively through decentralized controllers with local
sensor information and limited inter-agent communications. Due to the cooperation
among agents, control of distributed multi-agent coordination may also be referred
to as cooperative control.
Typical problems of distributed multi-agent coordination include consensus prob-
lems [1, 2, 3], formation control [4, 5, 6], and ocking [7, 8, 9, 10, 11]. In regards to
the consensus problems, a group of agents reaches an agreement on certain quantities
of interest | namely their positions or velocities. The consensus algorithm is fun-
damental to distributed multi-agent coordination, since it is always used as part of
controller design for other coordination problems. Formation control allows a group
of agents to achieve a desired formation conguration, i.e., formation control allows
agents to maintain their desired relative distances or positions. Flocking is a form
of collective behavior in which all agents move together with the same velocity while
avoiding inter-agent collisions. This collective behavior mimics natural phenomenon
such as bird ocking and sh schooling.
The information exchange topology among agents, commonly modeled by a graph,
plays an important role in distributed coordination. Graph theory is widely used for
modeling information exchange topology. Various studies have discussed the eect of
dierent information topologies [1, 2, 10, 7, 12]. In addition to information exchange
topology, the dynamics of individual agents also aects the distributed coordination,
particularly when uncertainties appears. The presence of uncertainties will lead to
the degeneration of performance, or even destabilize the whole multi-agent system.
For control design of a single agent, adaptive control is an eective tool in handling
systems with uncertainties. Among dierent adaptive control approaches, the L1
3adaptive control ensures improved transient and steady state performance with fast
and robust adaptation.
In this dissertation, we will discuss some new extensions made to the L1 adaptive
control for nonlinear Multi-Input Multi-Output (MIMO) systems and Linear Time-
Varying (LTV) systems with uncertainties, and study a control framework, integrating
cooperative control and L1 adaptive control laws, for distributed multi-agent coordi-
nation with uncertainties.
1.2 Overview of Related Work
There is an abundance of existing literature on both adaptive control theory and
distributed multi-agent coordination. In this section, we summarize the related work
on the following topics: adaptive control for uncertain systems, ocking of multi-agent
systems, consensus of multi-agent systems, and multi-agent formation control.
1.2.1 Adaptive Control
In recent decades, adaptive control methodologies have been widely utilized for non-
linear dynamical systems whose behaviors change under dierent operating condi-
tions. The early development of adaptive control theory was inspired by advances in
stability theory and system identication. For example, Model Reference Adaptive
Control (MRAC), one of the important adaptive control schemes, was designed and
analyzed by using the Lyapunov theory for stability analysis [13, 14]. Traditional
adaptive control schemes, which were proven to provide stability and asymptotical
tracking in the absence of disturbances and unmodeled dynamics, can be classied
4as \Lyapunov-based" and \estimation-based" schemes [15]. Adaptive laws in the
\Lyapunov-based" scheme are derived from the Lyapunov stability analysis, while
those in the \estimation-based" scheme are chosen from gradient or least-squares
optimization algorithms. However, Rohrs et al. [16] demonstrated that traditional
adaptive control design lacks robustness in the presence of unmodeled dynamics or
bounded disturbances. In order to improve the robustness, several modications,
such as -modication [17, 18] and e-modication [19], were introduced, and robust
adaptive control was further developed. Meanwhile, the backstepping approach was
integrated with adaptive control in order to address more complex nonlinear sys-
tems with parametric uncertainty [15]. The backstepping approach is a recursive
Lyapunov-based scheme for systems in a strict-feedback form. For systems that can
be transformed into the strict feedback form, this approach guarantees global or re-
gional regulation as well as tracking capabilities. However, this approach fails to
address the handling of non-smooth nonlinearities. Alternatively, Neural Network
(NN) based adaptive control methodology is considered as a promising candidate
for controlling nonlinear unknown systems with guaranteed closed-loop performance
[20, 21] due to its excellent universal function approximation ability. However, it is
still dicult to apply this method to time-varying systems, since the desired weights
of the neural network become time-varying variables in this case.
In general, adaptive control design faces a trade-o between fast adaptation and
robustness where fast adaptation introduces high frequencies to the control signals and
increases the system's sensitivity to time delays, and therefore decreases the system's
robustness. To address this problem, the L1 adaptive control theory is introduced
to achieve fast adaptation without losing robustness [22]. In the L1 adaptive control
architecture, the fast adaptation is decoupled from robustness. The adaptation rate
5is limited by the computational ability of hardware, while robustness is resolved via
a low-pass ltering system.
As shown in Fig. 1.2.1, the L1 adaptive controller consists of three components,
a state/output predictor, an adaptive law with fast adaptation, and a control law
with a low-pass lter. The state/output predictor is a designed dynamic system
that contains a vector of adaptive parameters. The adaptive law is used to up-
date adaptive parameters such that the state/output errors between the predicted
state/output and the real state/output are small enough. The control law is de-
signed to ensure that the predicted output track any given references. Using this
structure, the L1 adaptive controller ensures robust tracking performance with fast
adaptation. Various results and applications on the L1 adaptive control are studied
in [23, 24, 25, 26, 27, 28, 29, 30, 20, 31, 32, 33, 34, 35, 36, 37]. For the state feedback
case, the L1 adaptive controller for systems with unknown constant parameters was
presented in [23], which was further extended to systems with unknown time-varying
parameters and bounded disturbances [24]. The eect of nonzero initialization errors
on a system's performance was analyzed in [25]. For nonlinear systems, the control
design in [26] considered the unmodeled actuator dynamics, while the design in [27]
further considered both unmodeled internal dynamics and actuator dynamics. Non-
linear systems with time-varying and state-dependent unknown and matched non-
linearities are tackled in [28]. The L1 adaptive controller integrated with the neural
network methodology was presented in [20], which used neural-network based approx-
imation for the state-dependent nonlinearities. For the MIMO case, the design in [29]
considered MIMO systems with time-varying parameters, unknown high-frequency
gain, and unmatched time-varying unknown disturbances. On the other hand, the
method in [30] considered MIMO systems with nonlinear unmatched uncertainties
6involving internal unmodeled dynamics. For the output feedback case, the method
in [31] considered Single-Input Single-Output (SISO) systems with time-varying un-
known parameters and an unknown nonlinear function on output, while the design
in [32] presented the output feedback control for non-strictly-positive-real reference
SISO systems with the piecewise-constant adaptive law.
Figure 1.2.1: The L1 adaptive control structure.
1.2.2 Flocking
Flocking phenomenon exists in many natural forms, for instance, in the ocking of
birds, the swarming of insects, and the schooling of sh [38]. In this dissertation,
ocking is dened as a group of agents moving in a collective manner, which is
analogous to swarming and schooling. The classic computer animation of ocking
was presented by Reynolds [39], and it introduced three basic ocking rules [7]: 1)
Cohesion: stay close to nearby ockmates; 2) Separation: avoid collisions with nearby
ockmates; 3) Alignment: match velocities of nearby ockmates. These three rules
have been widely used and considered.
In general, there should be attractive and repulsive mechanisms in the control
input, which correspond to cohesion and separation rules respectively. The attractive
and repulsive mechanisms can be captured by articial potential functions. The de-
7centralized control law for ocking consists of a consensus term and a gradient-based
term on articial potential function [7, 8, 9, 10, 11]. In [10], a dierentiable, nonnega-
tive, and radially unbounded potential function representing the distance between two
agents was considered, and the ocking algorithm embodying three ocking rules was
designed for a connected graph in free-space. Olfati-Saber [7] provided three ocking
algorithms. The rst algorithm considers a control design similar to the algorithm in
[10], but with a dierent smooth potential function. The second algorithm introduces
an additional term based on a virtual leader, -agent, to avoid regular fragmenta-
tion phenomenon. Both the rst and second algorithm concentrate on ocking in
the free-space, while the third algorithm focuses an obstacle avoidance. Su et al. [11]
further extended the second algorithm with the virtual leader in [7] by informing only
a fraction of the agents. Compared with the results in [11], a criterion for choosing
the virtual leader (pseudo-leader) was presented in [40].
1.2.3 Consensus
Consensus is a fundamental problem in the study of distributed multi-agent coor-
dination. It designs decentralized controllers such that a group of agents can reach
an agreement on certain quantities of interest | namely their positions or velocities.
Consensus has also been considered as part of control design in other distributed co-
ordination problems, such as formation control [4, 41, 6] and ocking [7, 10, 11]. For
example, in ocking, all agents move with the same velocity (velocity consensus) in
the steady state. In formation control, all agents maintain their relative positions to
one another (consensus on relative position), thus maintaining the desired formation
conguration.
8The current focus of consensus-related research involves multi-agent systems in
which the agents are governed by single-integrator or double-integrator linear dy-
namics [1, 2, 3]. Of particular interest are the second-order consensus algorithms,
which make all agents move with the same velocity and converge to the same po-
sition. However, in practical multi-agent systems, agents' dynamics have some un-
certainties. Typically, uncertainties from nonlinear dynamics are considered in the
synchronization of complex networks [42, 43]. Moreover, some studies on consensus
for multi-agent systems with uncertainties were reported recently [44, 45, 46, 47]. The
design in [44] considers a second-order consensus for multi-agent systems with uncer-
tainties and directed topologies where uncertainties satisfy a global Lipschitz-type
condition. A nite-time consensus algorithm was presented in [45] for multi-agent
systems with uncertainties under an undirected xed graph and was further extended
to cases involving an undirected switching graph [46]. Both papers [45, 46] con-
sider uncertainties which satisfy a global Lipschitz-type condition, and demonstrate
the robustness of nite-time consensus against uncertainties. Adaptive strategy and
the idea of potential function were introduced to second-order consensus of nonlinear
multi-agent systems with a virtual leader in [47]. The adaptive strategy is used to up-
date the velocity coupling strengths and weights on the velocity navigational feedback
term, while the potential function is used to achieve position consensus. However,
[47] puts a restrictive assumption on the nonlinear dynamics where agents and the
virtual leader have the same intrinsic nonlinear dynamics.
91.2.4 Formation Control
Formation control is an important research topic in the study of distributed coordi-
nation for multi-agent systems. The objective is to design decentralized controllers
to achieve and maintain a certain formation conguration among a group of agents.
The research of formation control has been motivated by various applications such as
surveillance and area coverage in military missions as well as spacecraft interferometry
and small satellite clustering in space missions.
The distance-based and displacement-based information are primarily used for
various formation control approaches. The former contains information regarding
inter-agent distances, while the latter uses information regarding the relative posi-
tion of agents. In addition, the distance-based formation control approach requires
redundant inter-agent distance information in order to form a rigid and unfoldable
formation graph [5]. In contrast, the displacement-based formation control doesn't
require redundant distance information due to the availability of directional informa-
tion for agents.
Consensus-based control strategies have been widely employed to solve forma-
tion control problems [41, 6, 48]. Properly chosen quantities of interest, such as
the relative position on which the agreement is reached, allow consensus algorithms
to solve formation control problems. Due to the nature of consensus algorithms, the
consensus-based formation control strategies use the displacement-based information.
Even though the desired formation can be attained through consensus-based for-
mation control, collision avoidance among agents can not be prevented. In order to
avoid collisions among agents while achieving a desired formation, navigation func-
tions are introduced to the formation control design [49, 50, 51, 52]. The navigation
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function design was originally developed in [53]. It had a global minimum, and was
initially designed for a single robot to reach a desired nal position while avoiding
obstacles. Since then, this navigation function design has been further extended to
multi-agent systems for both collision avoidance among agents and obstacle avoid-
ance [50, 51, 52]. The navigation function design for multi-agent systems contains
two subfunctions | the rst of which is to achieve a desired formation congura-
tion, and the second is to avoid collisions among agents and obstacles. Results in
[50, 52] use absolute position information, while the result in [51] uses displacement-
based information instead. The distance-based information can also be employed in
the navigation functions by changing the function design. All aforementioned papers
with navigation functions only consider the multi-agent system with single-integrator
dynamics. It is also worth noting that the navigation functions are a particular class
of potential functions. The potential functions have been used to solve the ock-
ing problem with collision avoidance [7, 10]. However, one disadvantage of potential
functions is that it may only reach the local minima instead of the global one.
1.3 Contributions of Dissertation
In this dissertation, we focus on the study of the L1 adaptive control for nonlinear
systems and the integration of the L1 adaptive control and cooperative control laws
for multi-agent systems with nonlinear uncertainties. Some materials from this disser-
tation have been published in several conferences [54, 55, 56, 57] and archival journals
[58, 59, 60, 61]. Additionally, new and unpublished results are also discussed.
Adaptive output feedback control is an important and challenging topic. In real
11
applications, not all states are available for feedback. Some states are not available
for direct measurement due to technical or economic reasons. Therefore, we have to
consider the output feedback control for these cases. There are a few studies that dis-
cuss the L1 adaptive output feedback control [31, 32]. These studies [31, 32] consider
SISO systems with time-varying uncertainties and output-dependent nonlinearities,
which are not capable of handling more complicated nonlinear systems. Therefore, we
extend the L1 adaptive output feedback control to general Multi-Input Multi-Output
(MIMO) nonlinear systems having both state-dependent and control input dependent
nonlinearities as well as time-varying uncertainties. These concepts have been further
discussed in Chapter 2.
Distributed multi-agent coordination faces several challenges such as time-delay,
communication/sensor noise, and model uncertainties and disturbances. Among these
challenges, we focus on tackling model uncertainties and disturbances for distributed
multi-agent coordination. Existing studies on distributed multi-agent coordination
mainly focus on multi-agent systems with linear dynamics where agents are governed
by single-integrator or double-integrator dynamics [41, 6, 48, 62, 49, 50, 51, 52]. How-
ever, in many practical multi-agent systems, agents' dynamics have some uncertain-
ties. For example, uncertainties from nonlinear dynamics are commonly considered
in the synchronization of complex networks [42, 43]. Moreover, dierent controllers
are designed for various distributed coordination tasks. However, a systematic way
of designing controllers for dierent distributed coordination problems with nonlin-
ear uncertainties is still lacking. In this dissertation, we present a control framework
for multi-agent systems with nonlinear uncertainties by integrating cooperative con-
trol and L1 adaptive control laws. The L1 adaptive control law is used to handle
the mismatched dynamics between the real agent and the ideal agent, which mainly
12
stem from unknown nonlinear uncertainties. The cooperative control law is designed
for ideal multi-agent systems without uncertainties, where information regarding the
ideal states, instead of the real states, is exchanged through a communication net-
work. Additionally, the cooperative control law uses an articial potential function |
whose minimum corresponds to the equilibrium state of the desired coordination |
to capture the coordination of ideal agents. Hence, by changing the potential func-
tion design, the cooperative control law can handle various coordination problems
such as ocking, formation control, and consensus. Instead of designing ad-hoc con-
trollers, the control framework, integrating cooperative control and adaptive control
laws, can provide a systematic method of solving various coordination problems with
uncertainties | such as ocking, consensus and formation control.
1.4 Thesis Outline
The remainder of the dissertation is organized as follows.
In Chapter 2, we discuss the L1 adaptive output feedback control for non-ane
MIMO nonlinear systems. The L1 adaptive controller includes an output state predic-
tor, a piece-wise constant adaptive law, and a low-pass ltered control law. A stable
closed-loop reference system is constructed rst. Then, the performance bounds be-
tween the closed-loop actual system and the closed-loop reference system are charac-
terized. These bounds can be rendered small by reducing the step size of adaptation
and by increasing the bandwidth of low-pass lters.
In Chapter 3, we investigate an eigenvalue assignment method for LTV systems
with time-varying disturbances. The feedback stabilization of LTV systems with dis-
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turbances is discussed by using the eigenvalue assignment technique. A practical
tracking control for slowly time-varying systems is further discussed. Moreover, an
adaptive estimation method is introduced to address the diculty of practical im-
plementation when measurements of disturbances are not available. This adaptive
estimation method is an extension of the adaptive law design in the L1 adaptive
control.
In Chapter 4, we demonstrate how the L1 adaptive controller can make a two-agent
system with nonlinear uncertainties achieve cooperation. This provides preliminary
analysis and results for using the L1 adaptive control for multi-agent systems with
nonlinear uncertainties. Further discussions are continued in Chapter 5 { 8.
In Chapter 5, we present a control framework for multi-agent systems with nonlin-
ear uncertainties by integrating cooperative control and L1 adaptive control laws. The
cooperative control law is designed for an ideal multi-agent system without uncertain-
ties and uses an articial potential function to capture the coordination among agents.
The L1 adaptive control law is used to handle the mismatched dynamics between the
real agent and the ideal agent. By changing the potential function design, this control
framework can solve dierent coordination problems such as ocking, consensus and
formation control, which are further discussed in Chapter 6 - 8, respectively.
In Chapter 6, we discuss ocking algorithms for multi-agent systems with non-
linear uncertainties by employing the control framework as presented in Chapter 5.
The analysis and results of the ocking algorithm under a xed and undirected graph
are presented rst. Then, the ocking algorithm design is further discussed under a
time-varying graph.
In Chapter 7, we discuss consensus algorithms for nonlinear multi-agent systems
with two dierent cases: 1) normal consensus | where all agents reach an agreement
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on an initially undetermined position and velocity, and 2) consensus with a virtual
leader | where only part of the group of agents (at least one agent) is informed of
the virtual leader and where the state of each agent converges with that of the virtual
leader.
In Chapter 8, we present a formation control algorithm for multi-agent systems
with nonlinear uncertainties under a xed graph. We predene a formation graph
to describe the desired formation conguration and design the potential function for
capturing formation conguration and collision avoidance. By using the presented
formation control algorithm, multi-agent systems with nonlinear uncertainties achieve
the desired formation while avoiding collisions among interconnected agents.
In Chapter 9, we summarize the dissertation and discuss the future research di-
rections.
Appendices include three parts: preliminary of graph theory (see Appendix A),
various denitions, Lemmas and notations (see Appendix B), and various proofs (see
Appendix C). The graph theory is used to dene the information exchange topology
for multi-agent systems. Some denitions, Lemmas, and notations in Appendix B are
useful for understanding and clarifying the proofs. In order to make the main content
concise, selected proofs have been placed in the Appendix C.
Chapter 2
Adaptive Control for MIMO
Nonlinear Systems
2.1 Introduction
This chapter presents a L1 adaptive output feedback control design, which extends
the results of [24, 28] to non-ane Multi-Input Multi-Output (MIMO) nonlinear
systems. This is an important extension to the L1 adaptive control theory, since the
previous L1 adaptive output feedback control results mainly focus on Single-Input
Single-Output (SISO) nonlinear systems. The MIMO nonlinear system discussed
in this chapter is represented in the normal form with the bounded-input-bounded-
output internal dynamics. A L1 adaptive control design with a piece-wise continuous
adaptive law and a stable desired reference system are introduced for this MIMO
nonlinear system. Both transient and steady state performance bounds between the
closed-loop actual system and the reference system are further characterized. These
15
16
performance bounds can be rendered arbitrarily small by reducing the step size of
adaptation and by increasing the bandwidth of low-pass lters. Numerical simulations
on a general non-ane nonlinear system are provided to test and verify the presented
control scheme.
2.2 Problem Statement
Consider the following system dynamics
_y(t) = f(y; z; u; t) ; y(0) = y0 ; (2.2.1)
_z(t) = h(y; z; t) ; (2.2.2)
where y(t) 2 Rm is the output vector (measurable), and z(t) 2 Rn m is the state
vector of the internal dynamics which is unmeasurable, u(t) 2 Rm is the control
vector, and f : Rm  Rn m  Rm  R! Rm and h : Rm  Rn m  R! Rn m are
smooth and unknown nonlinear functions.
Assumption 2.2.1. There exists a nonsingular Hurwitz matrix W 2 IRmm such
that @f(y;z;u;t)
@u
B 1m W is positive denite. Bm 2 Rmm is a designed nonsingluar matrix.
Without loss of generality, we assume there exists a constant wl > 0 such that
wl  min

@f(y; z; u; t)
@u
B 1m W

: (2.2.3)
Assumption 2.2.2. f(y; z; u; t) in (2.2.1) is radially bounded with respect to the
change in u, i.e.
lim
kuk!1
kf(y; z; u; t)k =1 : (2.2.4)
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Assumption 2.2.3. The internal dynamics (2.2.2) is bounded-input-bounded-output
(BIBO) stable.
We dene the following desired reference system
_ydes(t) = Amydes(t) + kgr(t) ; (2.2.5)
where Am 2 Rmm is a Hurwitz matrix, r(t) is the reference with krk1  br ; k _rk1 
dr, and kg 2 Rmm is feed forward gain matrix. A conventional choice for kg is:
kg =  Am to ensure ydes(t) track reference signal r(t) with zero steady state error.
Since Am is Hurwitz, bounded r(t) leads to bounded ydes(t) and we denote the bound
as Br, i.e.
kydes(t)k  Br : (2.2.6)
The control objective is to make y(t) track bounded desire system ydes(t).
If kytkL1  , and following from Assumption 2.2.3, we assume there exists a
nondecreasing function di() such that
kztkL1  di() : (2.2.7)
Since f is a uniformly continuous function, there exists upper-bound df (; di(); u)
such that
kftkL1  df (; di(); u) ; (2.2.8)
if kutkL1 < u and (2.2.7) holds. Similarly, we dene dh(; di()) such that
kh(y; z; t)k  dh(; di()) : (2.2.9)
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Since f and h are smooth, there exist continuous rst and second order derivatives
of f and h. Hence, if
kytkL1 < ; kutkL1 < u; (2.2.10)
there exists
@f(y; z; u; t)
@u
vu
  bu(; u)kvuk ; (2.2.11)@f(y; z; u; t)
@y
vy
  by(; u)kvyk ; (2.2.12)@f(y; z; u; t)
@z
vz
  bz(; u)kvzk ; (2.2.13)@f(y; z; u; t)
@t
vt
  bt(; u)kvtk ; (2.2.14)
where vu, vy, vz, vt are any vectors with the same dimension as u, y, z, t respectively.
We could develop similar upper bounds for the second order derivative. If Eq. (2.2.10)
holds, following from Lemma B.1.10 in Appendix B there exits upper-bound buy(; u)
such that
@fi(y; z; u; t)
@u
jy(t);z(t);u(t)   @fi(y; z; u; t)
@u
jyref (t);z(t);u(t)

 buy(; u)ky   yrefk ;8i = 1; ::m; (2.2.15)
where fi is the ith element of f . Similarly, the upper-bounds buu, byu, byy, bzy, bzu,
btu, bty could be dened for various second order partial derivatives indicated by the
subscripts. Note that the above bounds are all functions of  and u since these
upper-bounds are calculated when (2.2.10) holds.
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Dene
0 = bukB 1m (kW ) 1(I   C(s))kL1bdT + k!lkC(s)kL1bdT
+bukB 1m (kW ) 1(I   C(s))kL1
p
max(A>mAm)0
+k!lkC(s)kL1
p
max(A>mAm)0 + (buy1 + buu2)Du ; (2.2.16)
where bd is the upper bound of _(t), C(s) is a matrix consisting of stable low-pass
lters, I is the identity matrix, T is the step size of adaptation, and Du, 0, 1 and
2 are positive constants. Further dene
 = 0 + max(A
>
mAm)1 + by
p
max(A>mAm)1
+(byy1 + byu2)df (; di(); u) + bty1 + btu2
+(bzy1 + bzu2)dh(; di()) ; (2.2.17)
 =
Z T
0
r
max

(eAm(T ))>eAm(T )

bd ; (2.2.18)
and let
(t) =
Z iT+t
iT
eAm(iT+t )d ; (2.2.19)
&1(T ) = max
t2[0; T ]
jeAmT j ; (2.2.20)
&2(T ) = max
t2[0; T ]
(t) Z T
0
eAm(T )deAmT
 ; (2.2.21)
&3(T ) = max
t2[0; T ]
j(t)j : (2.2.22)
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2.3 Adaptive Controller Design and Analysis
2.3.1 Adaptive Control Law for MIMO Nonlinear Systems
The design of the L1 adaptive controller involves a Linear Time-Invariant (LTI) sys-
tem C(s) in the following form C(s) =  (sI   kW ) 1kW , where W is introduced in
Assumption 2.2.1 and k is a positive constant. SinceW is a Hurwitz matrix, C(s) is a
matrix consisting of stable low-pass lters. The entire L1 adaptive controller consists
of the following elements.
Output Predictor:
_^y(t) = Amy^(t) +Bmu(t) + ^(t); y^(0) = y0 : (2.3.1)
where Am is introduced in (2.2.5), Bm is a designed nonsingular matrix and introduced
in Assumption 2.2.1, and ^(t) 2 Rm is the vector of adaptive parameters, which is
updated by the following adaptive law.
Adaptive Law:
The adaptive law for ^(t) can be given by
^(t) =   1(T )(iT ); t 2 [iT; (i+ 1)T ) ; i = 0; 1; 2;    ; (2.3.2)
where T > 0 is the step size of adaptation, (T ) =
R T
0
eAm(T )d , (iT ) = eAmT ~y(iT ),
and ~y(t) = y^(t)  y(t).
Control Law:
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The control signal is generated through the following system
u(t) = uad(t) +B
 1
m kgr(t) ; (2.3.3)
uad(s) =  B 1m C(s)^(s) : (2.3.4)
We choose W and Am such that (sI W ) 1(sI Am) is proper. One simple example
is to choose W and Am as diagonal matrices.
In the following sections, we will prove the conditions needed for the stability of
the system. We will also show that design parameters k and T can always be chosen
to satisfy the stability conditions. Meanwhile, transient and tracking performance of
the closed-loop systems will also be discussed.
2.3.2 Closed-Loop Reference System
We now consider the following closed-loop reference system
_yref (t) = Amyref (t) +Bmuref (t) + ref (t) ; yref (0) = y0 ; (2.3.5)
ref (t) = f(yref (t); z(t); uref (t); t)  Amyref (t) Bmuref (t) ; (2.3.6)
uref (s) = B
 1
m kgr(s) B 1m C(s)ref (s) ; (2.3.7)
where z(t) is the same signal in (2.2.2). The closed-loop reference system will be used
for performance analysis of the real close-loop system.
Let V0 be the conservative bounds of initial condition, i.e. V0 =  
>
ref (0) ref (0),
where  ref (0) = f(yref (0); z(0); uref (0); 0)  Amyref (0)  kgr(0). Then dene
0(t) = maxf0;
p
V0   bo(r; ur ; 1)=kwlge kwlt=2 + bo(r; ur ; 1)=kwl ; (2.3.8)
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where
bo(r; ur ; 1) =
q
max(k>g kg)dr + by(r; ur)df (r; di(r + 1); ur)
+
p
max(A>mAm) df (r; di(r + 1); ur)
+bz(r; ur)dh(r + 1; di(r + 1)) + bt(r; ur)
+bu(r; ur)
q
max(k>g B >m B 1m kg)dr ; (2.3.9)
and 1 is an arbitrary positive constant. Consider the following LTI system _(t) =
Am(t)+0(t) ; (0) = 0, where k0(t)k  0(t). Since Am is Hurwitz, the LTI system
is BIBO and (t) is bounded. It can be veried that k(t)k1  Bk(r; ur ; 1; k) ;
where
Bk(r; ur ; 1; k) = max
t2[0;1)
Z t
0
eAm(t )0()d
 ; (2.3.10)
with the following property
lim
k!1
Bk(r; ur ; 1; k) = 0 : (2.3.11)
It follows from (2.2.4) that ku1   u2k is bounded if kf(y; z; u1; t)   f(y; z; u2; t)k
is bounded. Hence, there exists a mapping Bdu such that
ku1   u2k1  Bdu() ; (2.3.12)
if kf(y; z; u1; t)   f(y; z; u2; t)k   given kyk  r, kzk  di(r + 1). Note that
f(y; z; 0; t) is bounded. Therefore, there exists a mapping Bu such that
kuk1  Bu() ; (2.3.13)
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if kf(y; z; u; t)k   and given kyk  r, kzk  di(r + 1).
For the proof of stability and uniform performance bounds, we need to choose k
to ensure the existence of constants r and ur such that
Br +Bk(r; ur ; 1; k) < r ; (2.3.14)
Bu(B (r; ur ; 1; k)) < ur ; (2.3.15)
where Br, Bk, Bu are dened in (2.2.6), (2.3.10), and (2.3.13) respectively, and
B (r; ur ; 1; k) =
p
max(A>mAm)r +
q
max(k>g kg)br
+maxfpV0 ; bo(r; ur ; 1)k!l g : (2.3.16)
It follows from (2.3.11) that we could render Bk(r; ur ; 1; k) arbitrarily small by in-
creasing k for nite r, ur , and 1. Hence, (2.3.14) can always be satised by increas-
ing k. Similarly, for any bounded r and 1, we have limk!1Bu(B (r; ur ; 1; k)) =
Bu(
p
max(A>mAm)r +
q
max(k>g kg)br +
p
V0), which is independent of ur . Hence
(2.3.15) can also be satised if we choose k large enough.
The next Lemma establishes the stability of the closed-loop reference system in
(2.3.5)-(2.3.7).
Lemma 2.3.1. For the closed-loop reference system in (2.3.5)-(2.3.7) subject to con-
ditions in (2.3.14)-(2.3.15), if
kztkL1  di(r + 1) ; k(y   yref )tkL1  1 ; (2.3.17)
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where the mapping di is introduced in (2.2.7) for any kyreftkL1  r, then we have
kyreftkL1 < r ; (2.3.18)
kureftkL1 < ur ; (2.3.19)
where r and ur are introduced in (2.3.14) and (2.3.15) respectively.
Proof. We prove (2.3.18) and (2.3.19) by contradiction. Assume that the bounds
in (2.3.18) and (2.3.19) do not hold. Since kyref (0)k1  r, uref (0) = 0, and yref (t),
uref (t) are continuous, there exists  such that
kyref ()k1 = r ; or (2.3.20)
kuref ()k1 = ur ; (2.3.21)
while
kyrefkL1  r; (2.3.22)
kurefkL1  ur : (2.3.23)
Let er = yref (t)  ydes(t), and it follows from (2.2.5) and (2.3.5) that
_er(t) = Amer +  ref (t) ; (2.3.24)
where
 ref (t) = f(yref (t); z(t); uref (t); t)  Amyref (t)  kgr(t): (2.3.25)
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Next step, we prove that k ref (t)k  0(t), over t 2 [0;  ]. Dene
V(t) =  
>
ref (t) ref (t); (2.3.26)
and further obtain
_V(t) = 2 
>
ref (t)
@f(y; z; u; t)
@y
jyref (t)   Am

_yref (t)
+2 >ref (t)
@f(y; z; u; t)
@z
jz(t) _z(t) + 2 >ref (t)
@f(y; z; u; t)
@t
  kg _r(t)

+2 >ref (t)
@f(y; z; u; t)
@u
juref (t) _uref (t): (2.3.27)
Note that _yref (t) = f(yref ; z; uref ; t). It follows from (2.3.17), (2.3.22)-(2.3.23) and
the denitions of df and dh in (2.2.8) and (2.2.9) that
kf(yref ; z; uref ; t)k  df (r; di(r + 1); ur) ; (2.3.28)
kh(y; z; t)k  dh(r + 1; di(r + 1)) : (2.3.29)
Eq. (2.3.7) implies that
_uref (t) = B
 1
m kg _r(t) + B
 1
m _ref (t) ; (2.3.30)
where ref (s) = C(s)ref (s). From (2.3.5)-(2.3.7), we obtain
_yref (t) = Amyref (t) + kgr(t) +  ref (t) ; (2.3.31)
ref (s) =  ref (s) + ref (s) : (2.3.32)
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Multiplying both sides of (2.3.32) by C(s) and following from the denition of ref (s),
it yields
ref (s) = C(s)ref (s) + C(s) ref (s) : (2.3.33)
Incorporating the denition of C(s) into (2.3.33), we obtain (sI   kW ) 1sIref (s) =
 (sI   kW ) 1kW ref (s), which can be simplied as
ref (s) =  (k=s)W ref (s) : (2.3.34)
It follows from (2.3.30) and (2.3.34) that
_uref (t) = B
 1
m kg _r(t) B 1m kW ref (t) : (2.3.35)
Hence, following from (2.3.27) with (2.2.3), (2.3.9), (2.2.11)-(2.2.14), (2.3.22)-
(2.3.23), (2.3.28)-(2.3.29), and (2.3.35), we obtain _V(t)  2bo(r; ur ; 1)k ref (t)k  
2kwlk ref (t)k2, over t 2 [0;  ], where bo is dened in (2.3.9). Eq. (2.3.26) further
implies
_p
V (t)   kwl
q
V(t) + bo(r; ur ; 1) : (2.3.36)
Since V(0) = V0 , integration of (2.3.36) yields
p
V(t)  (
p
V0  
bo(r; ur ; 1)=kwl)e
 kwlt + bo(r; ur ; 1)=kwl, if
p
V0  bo(r; ur ; 1)=kwl, andp
V(t)  bo(r; ur ; 1)=kwl, if
p
V0 < bo(r; ur ; 1)=kwl. Hence, we have
p
V(t) 
0(t) ; where 0 is dened in (2.3.8), and further obtain
k ref (t)k  0(t) : (2.3.37)
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over t 2 [0;  ]. Following from (2.3.24) and (2.3.37), we further arrive at
ker(t)k1  Bk(r; ur ; 1; k) : (2.3.38)
Hence, Eq. (2.2.6), (2.3.14) and (2.3.38) imply that kyref (t)k1  Br +
Bk(r; ur ; 1; k) < r, which contradicts (2.3.20).
From the denition of  (t), (2.3.8) and (2.3.37), we arrive at the following upper
bound
kf(yref ; z; uref ; t)k  k ref (t)k+ kAmyref (t)  kgr(t)k
 B (r; ur ; 1; k) ; (2.3.39)
where B is dened in (2.3.16). The denition of Bu in (2.3.13) implies that
kurefk1  Bu(B (r; ur ; 1; k)) ; (2.3.40)
for any t 2 [0;  ]. Combining (2.3.15) and (2.3.40), we have kuref (t)k < ur ; for any
t 2 [0;  ] which contradicts (2.3.21). Therefore, the bounds in (2.3.18) and (2.3.19)
are proved. 
Since the closed-loop reference system is stable, it follows from (2.3.35) and
(2.3.37) that _uref (t) is bounded, i.e.
k _uref (t)k  Du ; (2.3.41)
where Du =
q
max(kTg B
 T
m B
 1
m kg)dr + kB 1m kWk0(t) :
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2.3.3 Transient and Steady-State Performance
Choose T and k such that there exists positive d e , 0, 1 and 2 to satisfy
&1(T ) + &2(T ) + &3(T )b < 0 (2.3.42)
k(sI   Am) 1kL1d e < 1 ; (2.3.43)
Bdu(d e +
p
max(A>mAm)1 + by1) < 2 ; (2.3.44)
where d e = =(kwl  
p
max(A>mAm)  by), &2(T ) and &3(T ) are dened in (2.2.20),
(2.2.21) and (2.2.22) respectively,  is dened in (2.2.18), and  is dened in (2.2.17).
Note that there always exist 0, 1 and 2 which satises (2.3.42) - (2.3.44) if we
choose T small enough and k large enough.
Theorem 2.3.2. Consider the closed-loop system with L1 adaptive controller in
(2.3.1)-(2.3.3) and the closed-loop reference system in (2.3.5)-(2.3.7). If k in C(s)
and T in (2.3.2) are chosen such that (2.3.14)-(2.3.15) and (2.3.42)-(2.3.44) hold,
we have:
kykL1   ; (2.3.45)
kukL1  u ; (2.3.46)
k~ykL1  0 ; (2.3.47)
kekL1 < 1 ; (2.3.48)
keukL1 < 2 ; (2.3.49)
where e(t) = y(t)   yref (t), eu(t) = u(t)   uref (t), 0, 1 and 2 are introduced in
(2.3.42) - (2.3.44) respectively,  = r + 1, and u = ur + 2.
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Proof. The proof will be done by contradiction. Assume that (2.3.48)-(2.3.49)
are not true. Then, since ky(0)  yref (0)k1 = 0 < 1, ku(0)  uref (0)k = 0 < 2, and
y(t), yref (t), u(t), uref (t) are continuous, there exists   0 such that
ky()  yref ()k1 = 1 ; or (2.3.50)
ku()  uref ()k1 = 2 ; (2.3.51)
while
k(y   yref )kL1  1; k(u  uref )kL1  2 : (2.3.52)
It follows from (2.3.52) that kykL1  kyrefkL1 + 1 ; and hence (2.2.7) implies that
kzkL1  di(kyrefkL1 + 1) : (2.3.53)
Since (2.3.14)-(2.3.15) are satised, it follows from (2.3.53) and Lemma 2.3.1 that
kyrefkL1  r ; kurefkL1  ur : (2.3.54)
Combining (2.3.52) and (2.3.54), we have
kykL1   ; kukL1  u : (2.3.55)
The system in (2.2.1) can be rewritten as
_y(t) = Amy(t) +Bmu(t) + (t) ; y(0) = y0 : (2.3.56)
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where
(t) = f(y; z; u; t)  Amy(t) Bmu(t) : (2.3.57)
It follows from (2.2.8), (2.3.55) and (2.3.57) that there exists b(; u) such that
kkL1  b(; u) : (2.3.58)
Similar to (2.3.35), _u is bounded. Further, it follows from (2.2.11)-(2.2.14) and
(2.3.28) that _(t) is also bounded, i.e. there exists bd(; u) such that
k _kL1  bd(; u) : (2.3.59)
Let ~y(t) = y^(t)  y(t). The error dynamics between (2.3.1) and (2.3.56) are
_~y(t) = Am~x(t) + ^(t)  (t) ; ~y(0) = 0 ; (2.3.60)
and hence ~y(s) = (sI   Am) 1(^(s)  (s)) : In what follows, we prove that
~y(t)  0 ; 8t 2 [0;  ] : (2.3.61)
From Eq. (2.3.60), we obtain that
~y(iT + t) = eAmt~y(iT ) +
Z iT+t
iT
eAm(iT+t )^(iT )d
 
Z iT+t
iT
eAm(iT+t )()d ; (2.3.62)
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for any i = 0; 1; 2; 3; :::, and further obtain
~y((i+ 1)T ) = eAmT ~y(iT ) +
Z (i+1)T
iT
eAm((i+1)T )^(iT )d
 
Z (i+1)T
iT
eAm((i+1)T )()d : (2.3.63)
Substitution of adaptive law in (2.3.2) into (2.3.63) yields
~y((i+ 1)T ) =  
Z (i+1)T
iT
eAm((i+1)T )()d ; (2.3.64)
and hence
k~y(iT )k <  ; i = 0; 1; 2; 3::: (2.3.65)
where  is dened in (2.2.18). For all iT + t  t0, where 0  t  T , using the
expression from (2.3.62) we can write that j~y(iT + t)j  &1(T ) + &2(T ) + &3(T )b ;
Then, it follows from (2.3.42) that
k~y(t)k  0 ;8t 2 [0;  ] : (2.3.66)
Dene (t) and (t) with their Laplace transformation
(s) = C(s)(s); (s) = C(s)(^(s)  (s)); (2.3.67)
and
 (t) = f(y; z; u; t)  Amy(t)  kgr(t): (2.3.68)
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From (2.3.56), (2.3.57), (2.3.67) and (2.3.68), we obtain that
_y(t) = Amy(t) + kgr(t) +  (t) ; (2.3.69)
(s) =  (s) + (s) + (s) : (2.3.70)
Following the same derivation in (2.3.33)-(2.3.34), we have
_(t) =  kW ( (t) + (t)) : (2.3.71)
Dening
e(t) = (t)  ref (t);  e(t) =  (t)   ref (t) ; (2.3.72)
and following from (2.3.31), (2.3.34), (2.3.69) and (2.3.71), we have
_e(t) = Ame(t) +  e(t) ; (2.3.73)
_e(t) =  kW ( e(t) + (t)) : (2.3.74)
Note that u(t)   uref (t) = B 1m ( e(t)   (t)), and dene function Ve(t) =
 >e (t) e(t). Then, we obtain
_Ve(t) = 2 
>
e (t)
_ e(t)
= 2 >e (t)
d(f(y; z; u; t)  f(yref ; z; uref ; t)  Ame)
dt
= 2
X
i=1;5
i: (2.3.75)
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where
1 =  
>
e (t)
@f
@u
jy;z;u _u(t)   >e (t)
@f
@u
jyref ;z;uref _uref (t) ; (2.3.76)
2 =  
>
e (t)Am _e(t) ; (2.3.77)
3 =  
>
e (t)
@f
@y
jy;z;u _y(t)   >e (t)
@f
@y
jyref ;z;uref _yref (t) ; (2.3.78)
4 =  
>
e (t)
@f
@z
jy;z;u _z(t)   >e (t)
@f
@z
jyref ;z;uref _z(t) ; (2.3.79)
5 =  
>
e (t)
@f
@t
jy;z;u   @f
@t
jyref ;z;uref

; (2.3.80)
In what follows, we derive the analytical bounds for i, i = 1; ::; 5 respectively, over
t 2 [0;  ] .
Bounds for 1:Note that
@f
@u
jy;z;u _u(t)  @f
@u
jyref ;z;uref _uref (t)
=
@f
@u
jy;z;u( _u(t)  _uref (t)) + @f
@u
jy;z;u _uref (t)  @f
@u
jyref ;z;uref _uref (t) ;
=
@f
@u
jy;z;uB 1m (kW ( e(t) + (t))  _(t))
+
@f
@u
jy;z;u _uref (t)  @f
@u
jyref ;z;uref _uref (t) : (2.3.81)
and
@f
@u
jy;z;u _uref (t)  @f
@u
jyref ;z;uref _uref (t) =
@f
@u
jy;z;u _uref (t)  @f
@u
jyref ;z;u _uref (t)
+
@f
@u
jyref ;z;u _uref (t) 
@f
@u
jyref ;z;uref _uref (t) : (2.3.82)
It follows from Lemma B.1.10, (2.3.41) and upper bounds of second order partial
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derivatives that
@f
@u
jy;z;u _uref (t)  @f
@u
jyref ;z;uref _uref (t)
  (buy1 + buu2)Du : (2.3.83)
Since s(s) = sC(s)(^(s)   (s)) = (kW ) 1(I   C(s))(^(s)   (s)), we have
k _(t)kL1  k(kW ) 1(I   C(s))kL1k^(t)   (t)kL1 : In what follows, we obtain the
upper-bound of ^(t) (t). It follows from Lemma 2.3.1 that (t) is bounded. Based
on the denition of adaptive law (2.3.2), we have
~y(iT ) =  
Z (i+1)T
iT
eAm((i+1)T )^(iT )d  
Z (i+1)T
iT
eAm((i+1)T )Am~y(iT )d :(2.3.84)
Eq. (2.3.64) and (2.3.84) imply
R iT
(i 1)T e
Am(iT )()d =R (i+1)T
iT
eAm((i+1)T )(^(iT ) + Am~y(iT ))d : and further imply there exists
tp 2 [(i  1)T; iT ] such that
^(iT ) + Am~y(iT ) = (tp) : (2.3.85)
For any t, there exists tp such that jt   tpj  T which satises (2.3.85). Therefore,
we can obtain that k^(t)   (t)k  k^(t)   (tp)k + k(t)   (tp)k  Amk~y(iT )k +R t
tp
k _()kd : It follows from (2.3.59) that _(t) is bounded. Then, we have
k^(t)  (t)k 
p
max(A>mAm)0 + bdT : (2.3.86)
Following from (2.3.76), together with (2.2.3), (2.3.81), (2.3.83), and (2.3.86), we have
1   kwlk e(t)k2 + 0k e(t)k ; (2.3.87)
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where 0 is dened in (2.2.16).
Bounds for 2: It follows from (2.3.52) and (2.3.73) that
k _etkL1 
p
max(A>mAm)1 + k e(t)k : (2.3.88)
Hence, following from (2.3.77) and (2.3.88), we have
2  max(A>mAm)1k e(t)k+
p
max(A>mAm)k e(t)k2 : (2.3.89)
Bounds for 3: Note that
@f
@y
jy;z;u _y(t)  @f
@y
jyref ;z;uref _yref (t) =
@f
@y
jy;z;u _e(t) + @f
@y
jy;z;u _yref (t)
 @f
@y
jyref ;z;uref _yref (t) : (2.3.90)
Similar to the derivation of (2.3.82), it follows from Lemma B.1.10, (2.3.28)
in Appendix B and upper bounds of second order partial derivatives that@f(y;z;u;t)@y jy;z;u _yref (t)   @f(y;z;u;t)@y jyref ;z;uref _yref (t)  (byy1 + byu2)df (; di(); u) :
Combining the bound of k _ek in (2.3.88), it follows from (2.3.78) and (2.3.90) that
3  by(
p
max(A>mAm)1k e(t)k+ k e(t)k2)
+(byy1 + byu2)df (; di(); u))k e(t)k : (2.3.91)
Bounds for 4: It follows from Lemma B.1.10 in Appendix B, and upper bounds of
second order partial derivatives that
@f
@z
jy;z;u _z(t)  @f
@z
jyref ;z;uref _z(t)
  (bzy1 + bzu2)dh(; di()) : (2.3.92)
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Hence,
4  (bzy1 + bzu2)dh(; di())k e(t)k : (2.3.93)
Bounds for 5: It follows from Lemma B.1.10, (2.3.41) and upper bounds of second
order partial derivatives that
@f
@t
jy;z;u   @f
@t
jyref ;z;uref
  bty1 + btu2 : (2.3.94)
From (2.3.94), we have
5  (bty1 + btu2)k e(t)k : (2.3.95)
Combining the analytical bounds for i, i = 1; ::; 5 derived above, it follows from
(2.3.75) that _Ve(t)  2(
p
max(A>mAm) + by   kwl)k e(t)k2 + 2k e(t)k ; where  is
dened in (2.2.17). Following similar derivation as in (2.3.37), we have
k etk  d e ; (2.3.96)
where d e is introduced in (2.3.43). It follows from (2.3.73) and (2.3.96) that
kekL1  k(sI   Am) 1kL1d e : (2.3.97)
Following from (2.3.25), (2.3.68) and (2.3.72), we obtain  e(t) = f(y; z; u; t)  
f(yref ; z; uref ; t)  Ame(t) ; which combining (2.3.96) implies that
kf(y; z; u; t)  f(yref ; z; uref ; t)k  d e +
p
max(A>mAm)kekL1 ; (2.3.98)
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for any t 2 [0;  ]. Then, we obtain
kf(yref ; z; u; t)  f(yref ; z; uref ; t)k  d e +
p
max(A>mAm)kekL1
+by(; u)kekL1 : (2.3.99)
It follows from Assumption 2.2.2, (2.3.13) and (2.3.99), we have
keu(t)k  Bdu(d e +
p
max(A>mAm)1 + by1) ; (2.3.100)
for any t 2 [0;  ]. It follows from (2.3.44), (2.3.97), and (2.3.100) that
ke()k < 1 ; keu()k < 2 : (2.3.101)
Note that the upper bounds in (2.3.101) contradicts the equality in (2.3.50)-(2.3.51),
which proves (2.3.48)-(2.3.49). The upper bound in (2.3.47) follows from (2.3.48)-
(2.3.49) and (2.3.66) directly, while the upper bounds in (2.3.45)-(2.3.46) follow from
(2.3.48)-(2.3.49) and (2.3.54) correspondingly. 
In the following Theorem, we demonstrate that if we further increase k and reduce
the time step T , the closed-loop adaptive system could track the desired system
performance better.
Theorem 2.3.3. For the closed-loop adaptive system, we have
lim
T!0;k!1
ky   ydeskL1 = 0 : (2.3.102)
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Proof. It follows from (2.3.38) and (2.3.11) that
lim
k!1
kyref   ydeskL1 = 0 : (2.3.103)
Furthermore, from (2.3.44) and Theorem 2.3.2, we have
lim
T!0;k!1
ky   yrefkL1 = 0 : (2.3.104)
Combining (2.3.103) and (2.3.104) proves (2.3.102). 
2.4 Numerical Simulations
In this section, we use simulation results to substantiate our meth-
ods. Consider the following non-ane MIMO nonlinear system,8>>>>>>>>>><>>>>>>>>>>:
_x1 =
1 ex1
1+ex1
+ (5 + cos(x1u1))u1 + 0:1
_x2 = 0:3u2 + 0:1e
 3t
_x3 = ( 2 + sin(x1x4))x3 + x1u1
_x4 = 0:5u2   sin(x4)e x23
y = [x1; x2]
T
with the initial condition as
[x1; x2; x3; x4]
T = [0; 0; 0; 0]T . It has to be noted that only the rst two sys-
tem states are measurable. The objective of the controller is to drive the output y(t)
to track typical sinusoidal reference signals with amplitude of 1 and frequency of 1
rad/sec.
In the simulation, the control parameters are chosen as follows: W =264  1 0
0   1
375 ; k = 80, and therefore, C(s) =
264 80s+80 0
0 80
s+80
375 : In addition, parameters
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in the state predictor are set to be Am =
264  100 0
0   100
375, Bm =
264 1 0
0 5
375 ; and the
sampling time T = 10 5. The feed forward gain matrix is taken as kg =  B 1m Am.
The simulation was run for 10 seconds, with the output trajectories demonstrated
in Fig. 2.4.1. One can see that the system output is able to converge to the desired
reference quickly even there exists a large initial tracking error. Additionally, in order
to verify that the internal unmeasurable states of the original system are stable, the
trajectories of x3 and x4 are also present in Fig. 2.4.2. The controller signal u(t)
is depicted by Fig. 2.4.3, which indicates that all control signals of the closed-loop
system are bounded.
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Figure 2.4.1: System output response y1 (left gure, solid line) and y2 (right gure,
solid lines) with L1 controller following reference signals (dashed lines).
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Figure 2.4.2: The trajectories of the original system states x3 (solid line) and x4
(dashed line) with L1 controller.
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Figure 2.4.3: Control inputs - u1 (solid line) and u2 (dashed line).
2.5 Summary
In this chapter, the L1 adaptive control methodology is utilized to control a class of
MIMO non-ane nonlinear systems with unknown dynamics for the tracking purpose.
By introducing the output predictor along with the piece-wise continuous adaptive
law and the low-pass ltered control signals, uniform performance in terms of the
tracking error and bounds of systems' input and output signals are achieved. Fur-
thermore, the performance bounds can be systematically improved by reducing the
time step of adaptation. The stability of the closed-loop system is proven theoreti-
cally. Eectiveness of the developed scheme is evaluated by numerical simulations of
a general non-ane MIMO nonlinear system.
Chapter 3
Eigenvalue Assignment with
Adaptive Estimation for LTV
Systems with Disturbances
3.1 Introduction
This chapter presents a synthesis procedure for eigenvalue assignment for a class of
linear time-varying (LTV) systems in the presence of time-varying disturbances. Most
systems in the real world are represented as time-varying systems. Some parameters
of the system may vary with time due to physics or dynamics of the process, such as
mechanical parameters in high precision manufacturing, and aerodynamic coecients
in unmanned aerial vehicles. In addition, linearizing a nonlinear system around a
given trajectory leads to an LTV system. Moreover, disturbances can aect the
stability and tracking performance of the system, thereby increasing the challenge
for developing a control law to stabilize the system or make the system's output
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track the reference. In this chapter, both time-varying coecients and time-varying
disturbances will be considered.
Eigenvalue assignment plays an important role in control system theory. Research
has been done for many years in the area of LTV systems [63] - [64]. An equivalent
transformation is introduced for LTV system which is `lexicography-xedly control-
lable', and an eigenvalue assignment technique is applied to this transformed system
[65]. In [66], a general LTV system is transformed into Frobenius canonical form with
an ecient pole-placement (eigenvalue assignement) technique that does not require
characteristic polynomial coecients, nor eigenvalues for the original system. In gen-
eral, the methods in [65] - [66] transform the LTV system into a linear system in
canonical form rst, and then choose time-varying state feedback gains to place xed
eigenvalues to the closed-loop system. In [64], desired eigenvalue trajectories have
been created for the closed-loop LTV system instead of xed eigenvalues.
None of the aforementioned references consider the eect of time-varying distur-
bances. We extend the transformation method in [66] and [64] to a class of Multi-Input
Multi-Output (MIMO) LTV systems with time-varying disturbances. Subject to a set
of relatively mild assumptions and to an analogous transformation, the LTV system
with time-varying disturbances can be transformed into an equivalent system whose
eigenvalues can be arbitrarily assigned. We use the eigenvalue assignment technique
to design a time-varying state feedback control law to assign desired eigenvalues to the
transformed system. With this control law design, the closed-loop system becomes
a linear time-invariant (LTI) system with desired eigenvalues, and without distur-
bances. Due to the existence of disturbances, the eigenvalue assignment technique
only ensures the stability of the original time-varying system but it doesn't guaran-
tee the tracking performance [67]. We provide a practical tracking design with an
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input compensator for slowly time-varying systems. Outputs of the slowly MIMO
LTV system can practically track reference signals, but the tracking performance will
deteriorate for fast time-varying system. Moreover, an adaptive estimation method is
introduced to address the diculty of implementing the proposed eigenvalue assign-
ment technique in the situation where measurements of disturbances are not available.
Numerical examples are given to demonstrate the stabilization of LTV systems by
the proposed eigenvalue assignment technique, tracking performance with the input
compensator design, and the implementation of the proposed technique with adaptive
estimation.
3.2 Eigenvalue Assignment Formula for MIMO
LTV Disturbed Systems
In this section, we consider a MIMO LTV disturbed system described by
_x(t) = A(t)x(t) +B(t)u(t) + (t)
y(t) = C(t)x(t) (3.2.1)
where x(t) 2 RN1 is the system state vector, y(t) 2 Rm1 is the system output vector,
u(t) 2 Rm1 is the control vector (m  N), (t) 2 RN1 are bounded time-varying
disturbances and known, A(t) 2 RNN , B(t) 2 RNm and C(t) 2 RmN are known
matrices. Fundamental assumptions imposed on the system are, (a) the system is
uniformly controllable, (b) m columns of the B matrix are linearly independent, (c)
all elements of matrix A(t), B(t) and (t) are bounded and N -times continuously
dierentiable with bounded derivatives for all t on [t0;1).
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A MIMO LTV system with disturbances that is uniformly controllable can be
made equivalent to a time-varying system whose eigenvalues are arbitrarily assignable.
The objective is to design a state feedback control law that transforms the closed-
loop system into a time-invariant system with a set of arbitrarily assigned eigenvalues.
Moreover, with a designed input compensator, outputs of slowly MIMO LTV system
can practically track reference signals.
Consider the controllability matrix C 0(t) 2 RNNm for a MIMO LTV system as
follows
C 0(t) =

1(t) 2(t)    N(t)

= [ 11(t) 21(t)    m1(t)    1N(t) 2N(t)    mN(t) ] (3.2.2)
where
i+1(t) = A(t)i(t)  _i(t) (3.2.3)
with 1(t) = B(t) and ji(t) represents the jth column of i(t). If the system is
controllable, then there exists an invertible matrix
eC(t) =  11(t) 12(t)    11(t)    m1(t) m2(t)    mm(t)  (3.2.4)
where i is the controllability index [68], and
Pm
i=1 i = N . Assume 1  2     
m. If not, we can always reorganize the matrix eC(t) to put ith terms i1; i2;    ; ii
with larger i in the front of matrix, which will not aect the invertibility and gener-
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ality of eC(t). Let D(t) = eC 1, then
D(t)eC(t) =
26666666666666666666666664
D1 1;1(t)
D1 2;1(t)
...
D0;2(t)
...
Dm 1;m(t)
Dm 2;m(t)
...
D0;m(t)
37777777777777777777777775

11(t)    mm(t)

= I (3.2.5)
Dene
si =
iX
k=1
k (3.2.6)
i.e. s1 = 1; s2 = 1 + 2;    ; sm = N . For each i = 1; 2;    ; m, let
zi(t) = D0;i(t)x(t) (3.2.7)
and
Dp;i(t) =
_Dp 1;i(t) + Dp 1;i(t)A(t) (3.2.8)
where p = 1; 2;    ; i, with D0;i(t) = D0;i(t) as the sith row vector of D(t).
Lemma 3.2.1. It follows from (3.2.2)-(3.2.8) that if j = 0; 1;    ; i   2, for each
i = 1; 2;    ; m, Dj;i(t)B(t) is a 1m row vector in which all entries are zero, and
if j = i   1, for each i = 1; 2;    ; m, Dj;i(t)B(t) is a 1  m row vector whose
rst i  1 entries are zero, ith entry is one, and remaining m  i entries are uniquely
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specied by functions of time.
Proof. From (3.2.5), it is obvious that
D0;1(t)eC(t) = [ 0    0 1| {z }
s1
0    0| {z }
N s1
] (3.2.9)
... (3.2.10)
D0;i(t)eC(t) = [ 0    0 1| {z }
si
0    0| {z }
N si
] (3.2.11)
for i = 0; 1;    ;m. The above equations indicate that the sith term is 1, and
the rest of terms are 0 for D0;i(t)eC(t), which yields D0;i(t)B(t) = D0;i(t)1(t) =
D0;i(t)[11(t); 21(t)    m1(t)] = 0. From (3.2.5) we also have
D0;i(t)k(t) = [ 0    0 ]1m ; for k = 1;    ; i 1 (3.2.12)
D0;i(t)k(t) = [ 0    0 1| {z }
i
   | {z }
m i
] ; for k = i (3.2.13)
where  represents the specic function of time. In (3.2.13), D0;i(t)i(t) =
D0;i(t) [ 1i 2i    mi ], and from (3.2.11) we know D0;i(t)ii = 1, for
i = 1;    ;m, therefore the ith term in (3.2.13) is one, terms before the ith term
are zero, and terms after the ith term are not dened in (3.2.5). These terms ,
D0;i(t)[ i+1i i+2i    mi ], are uniquely specied by the function of time. It
follows from (3.2.12) that ( D0;i(t)k(t))
0 = 0, which means
_D0;ik(t) + D0;i _k(t) = 0 ; for k = 1;    ; i 1 (3.2.14)
47
Substituting (3.2.3) into (3.2.14), we obtain
_D0;ik(t) + D0;i
 
A(t)k(t) k+1(t)

= 0 ; for k = 1;    ; i   1 (3.2.15)
and further substituting (3.2.8) into (3.2.15) yields
D1;ik(t) = D0;ik+1(t) ; for k = 1;    ; i   1 (3.2.16)
Similarly, we can derive
Dj;ik(t) = Dj 1;ik+1(t) = D0;ik+j(t)
for k = 1;    ; i   1; k + j = 1;    ; i (3.2.17)
From (3.2.17), we obtain that
Dj;iB(t) = Dj;i1(t) = D0;i1+j(t) ; for j = 0;    ; i   1 (3.2.18)
It follows from (3.2.12), (3.2.13) and (3.2.18) that
Dj;i(t)B(t) = [ 0    0 ]1m ; for j = 0;    ; i   2 (3.2.19)
Dj;i(t)B(t) = [ 0    0 1| {z }
i
   | {z }
m i
] ; for j = i   1 (3.2.20)
for i = 1;    ;m, and the proof is complete.
48
From Eq. (3.2.7) we further look into the derivatives of zi(t):
_zi(t) =
_D0;i(t)x(t) + D0;i(t) _x(t)
= [ _D0;i(t) + D0;i(t)A(t)]x(t) + D0;i(t)B(t)u(t) + D0;i(t)(t)
= D1;i(t)x(t) + D0;i(t)B(t)u(t) + D0;i(t)(t)
From Lemma 3.2.1, we notice that D0;i(t)B(t) = 0. Thus we have the rst derivative
_zi(t) = D1;i(t)x(t) + D0;i(t)(t). The second derivative has a similar format
zi(t) = [
_D1;i(t) + D1;i(t)A(t)]x(t) + D1;i(t)B(t)u(t)
+ D1;i(t)(t) +
_D0;i(t)(t) + D0;i(t) _(t)
= D2;i(t)x(t) + D1;i(t)B(t)u(t) + D1;i(t)(t)
+ _D0;i(t)(t) + D0;i(t) _(t)
Let
q;i(t) = Dq;i(t)(t) (3.2.21)
for each q = 0; 1;    ; i   1, where Dq;i(t) is a 1 N row vector. Dene (p)q;i (t) as
the pth derivative of q;i(t), where p = 0; 1;    ; i   1. Similarly, we obtain that
zi(t) = D0;i(t)x(t)
_zi(t) = D1;i(t)x(t) + 
(0)
0;i (t)
...
z
(i 1)
i (t) =
Di 1;i(t)x(t) +
i 2X
n=0

(i 2 n)
n;i (t) (3.2.22)
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and
z
(i)
i (t) =
Di;i(t)x(t) +
Di 1;i(t)B(t)u(t) +
i 1X
n=0

(i 1 n)
n;i (t) (3.2.23)
Then, we will prove that the sith-row vector Di;i(t) can be represented as a linear
combination of the N rows, D0;1(t);    ; D1 1;1(t);    ; Dm 1;m(t).
Lemma 3.2.2. For each i = 1; 2;    ; m, there exists a set of coecients [1;i(t)
2;i(t)    N;i(t)] such that
Di;i(t) =

1;i(t)    N;i(t)

26666666666666666666666664
D0;1(t)
D1;1(t)
...
D1 1;1(t)
...
D0;m(t)
D1;m(t)
...
Dm 1;m(t)
37777777777777777777777775
(3.2.24)
Proof. Proving this lemma is equivalent to proving [ D>0;1(t)    D>1 1;1(t)
   D>0;m(t)    D>m 1;m(t) ] has full rank.
From (3.2.17), we have
Dj;ilk(t) = Dj 1;ilk+1(t) = D0;ilk+j(t)
for k = 1;    ; i   1; k + j = 1;    ; i;
l = 1;    ;m (3.2.25)
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Since D0;iii = 1, for i = 1; : : : ; m, it follows from (3.2.25) that
Dj;ilk = 1 ; for k + j = l ; i = l (3.2.26)
Dj;ilk = 0 ; for k + j < l (3.2.27)
Dj;ilk =  ; for k + j > l (3.2.28)
where  represents a term that is uniquely specied by a function of time. Then,
we construct a matrix containing all Dj;k terms, for k = 0; 1;    ;m; and j =
0; 1;    ; k   1.
D0(t) =

D1 1;1    D0;1    Dm 1;m    D0;m
>
(3.2.29)
Together with (3.2.26) - (3.2.28), it yields
M(t) = D0(t) eC(t) = 266666666666666664
1    
0 1   
0 0 1  
...
...
...
...
...
0 0 0  1
O12    O1m
021
1    
0 1   
0 0 1  
...
...
...
...
...
0 0 0  1
   O2m
...
...
. . .
...
0m1 0m2   
1    
0 1   
0 0 1  
...
...
...
...
...
0 0 0  1
377777777777777775
(3.2.30)
where terms in O are either 0 or uniquely specied by the function of time, and
the dimension of M(t) is N  N . From the expression of M(t) in (3.2.30), we
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know that rank(M(t)) = N . Since eC(t) in (3.2.4) is invertible, rank( D0(t)) = N
and D1 1;1;    ; D0;1;    ; Dm 1;m;    ; D0;m are linearly independent, which means
[ D>0;1(t)    D>1 1;1(t)    D>0;m(t)    D>m 1;m(t) ] has full rank. This con-
cludes the proof.
3.2.1 Stabilization for MIMO LTV Disturbed Systems
From Eq. (3.2.22), we notice that
2666666666666666664
z1(t)
_z1(t)
...
z
(1 1)
1 (t)
z2(t)
...
z
(m 1)
m (t)
3777777777777777775
=
2666666666666666664
D0;1(t)
D1;1(t)
...
D1 1;1(t)
D0;2(t)
...
Dm 1;m(t)
3777777777777777775
x(t) +
2666666666666666664
0

(0)
0;1(t)
...P1 2
n=0 
(1 2 n)
n;1 (t)
0
...Pm 2
n=0 
(m 2 n)
n;m (t)
3777777777777777775
(3.2.31)
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It follows From Lemma 3.2.2 that

D0;1(t)    D1;1(t) D0;2(t)    Dm 1;m(t)

has full rank, so we further have
x(t) =
2666666666666666664
D0;1(t)
D1;1(t)
...
D1 1;1(t)
D0;2(t)
...
Dm 1;m(t)
3777777777777777775
 1

2666666666666666664
z1(t)
_z1(t)
...
z
(1 1)
1 (t)
z2(t)
...
z
(m 1)
m (t)
3777777777777777775
 
2666666666666666664
0

(0)
0;1(t)
...P1 2
n=0 
(1 2 n)
n;1 (t)
0
...Pm 2
n=0 
(m 2 n)
n;m (t)
3777777777777777775

(3.2.32)
Rewriting (3.2.22) and (3.2.23) in matrix form yields
_Z(t) =
266666664
A11(t)    A1m(t)
A21(t)    A2m(t)
...
. . .
...
Am1(t)    Amm(t)
377777775
2666666666666664
D0;1(t)
...
D1 1;1(t)
D0;2(t)
...
Dm 1;m(t)
3777777777777775
x(t)
+
2666666666666664
0
...
D1 1;1(t)B(t)
0
...
Dm 1;m(t)B(t)
3777777777777775
u(t) +
266666666664

(0)
0;1(t)
...P1 1
n=0 
(1 1 n)
n;1 (t)
...Pm 1
n=0 
(m 1 n)
n;m (t)
377777777775
(3.2.33)
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where Z(t) =

z1(t) _z1(t)    z(1 1)1 (t) z2(t)    zm 1m (t)
>
,
Aii(t) =
266666666664
0 1    0
0 0    0
...
...
. . .
...
0 0    1
 si 1+1;i(t)  si 1+2;i(t)     si;i(t)
377777777775
, and Aij(t) =
266666666664
0 0    0
0 0    0
...
...
. . .
...
0 0    0
 sj 1+1;i(t)  sj 1+2;i(t)     sj ;i(t)
377777777775
with s0 = 0, and it follows
from Lemma 3.2.1 that
2666666666666664
0
...
D1 1;1(t)B(t)
0
...
Dm 1;m(t)B(t)
3777777777777775
=
2666666666666664
0       0
...
...
1     
0       0
...
...
0    0 1
3777777777777775
. Substituting
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(3.2.32) into (3.2.33), we obtain
_Z(t) =
266666664
A11(t)    A1m(t)
A21(t)    A2m(t)
...
. . .
...
Am1(t)    Amm(t)
377777775
Z(t) +
2666666666666664
0
...
D1 1;1(t)B(t)
0
...
Dm 1;m(t)B(t)
3777777777777775
u(t) +
2666666666666664
0
...P1 1
n=0 
(1 1 n)
n;1 (t)  2;1(0)0;1   N;1
P1 2
n=0 
(1 2 n)
n;1 (t)
0
...Pm 1
n=0 
(m 1 n)
n;m   2;m(0)0;m   N;m
Pm 2
n=0 
(m 2 n)
n;m (t)(t)
3777777777777775
(3.2.34)
Dene the m  m matrix B(t) as B(t) =
266664
D1 1;1(t)B(t)
...
Dm 1;m(t)B(t)
377775, where B(t) is an
upper-triangular matrix with all the ones on the diagonal, thus B(t) is invertible such
that
~B(t) = B(t) 1 =
266664
D1 1;1(t)B(t)
...
Dm 1;m(t)B(t)
377775
 1
(3.2.35)
The state feedback control law for stabilizing transformed system (3.2.34) is de-
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signed as follows.
u(t) =  K(t)Z(t) G((t); t) (3.2.36)
where K(t) = ~B(t)
0BBBBBBBBBBBBBB@
266664
1;1(t) 2;1(t)    N;1(t)
...
...
...
...
1;m(t) 2;m(t)    N;m(t)
377775
+
266664
d1;1    d1;1 0   
. . .
0    dsm 1+1;m    dsm;m
377775
1CCCCCCCCCCCCCCA
, G((t); t) =
~B(t)
266664
P1 1
n=0 
(1 1 n)
n;1   2;1(0)0;1        N;1
P1 2
n=0 
(1 2 n)
n;1
...Pm 1
n=0 
(m 1 n)
n;m   2;m(0)0;m        N;m
Pm 2
n=0 
(m 2 n)
n;m
377775, and the coef-
cients dk;i are assigned by desired eigenvalue. Substituting this control law (3.2.36)
into transformed system (3.2.34), the closed-loop transformed system becomes
_Z(t) =
266666664
A1 0    0
0 A2    ...
...
...
. . . 0
0    0 Am
377777775
Z(t) (3.2.37)
where Ai(t) =
266666666664
0 1    0
0 0    0
`
...
...
. . .
...
0 0    1
 dsi 1+1;i  dsi 1+2;i     dsi;i
377777777775
. All eigenvalues of this closed-
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loop system are time-invariant and lie in the left half plane, so the transformed system
(3.2.34) is asymptotically stable with the state feedback control law (3.2.36). Since
disturbances are bounded, it follows from (3.2.32) that the states of original LTV
system (3.2.1) are stable.
Substituting (3.2.31) into (3.2.36), we nally get the state feedback control law
for the original LTV system (3.2.1)
u(t) =  Kx(t)x(t) + G((t); t) (3.2.38)
where Kx(t) = K(t)
266666664
D0;1(t)
...
...
Dm 1;m(t)
377777775
and G((t); t) =
~B(t)
266664
d1;1    d1;1 0   
. . .
0    dsm 1+1;m    dsm;m
377775
26666666666666666666666664
0

(0)
0;1(t)
...P1 2
n=0 
(1 2 n)
n;1 (t)
...
0

(0)
0;m(t)
...Pm 2
n=0 
(m 2 n)
n;m (t)
37777777777777777777777775
  ~B(t)
266664
P1 1
n=0 
(1 1 n)
n;1 (t)
...Pm 1
n=0 
(m 1 n)
n;m (t)
377775
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3.2.2 Tracking for MIMO Slowly LTV Disturbed Systems
This section considers a practical tracking problem for a class of slowly LTV systems.
We design an input compensator together with the state feedback control law (3.2.36)
for slowly time-varying system such that the outputs y(t) = C(t)x(t) practically track
reference signals r(t).
From (3.2.31), we obtain
y(t) = C(t)
2666666666666664
D0;1(t)
...
D1 1;1(t)
D0;2(t)
...
Dm 1;m(t)
3777777777777775
 1

Z(t) 
26666666666666666666666664
0

(0)
0;1(t)
...P1 2
n=0 
(1 2 n)
n;1 (t)
...
0

(0)
0;m(t)
...Pm 2
n=0 
(m 2 n)
n;m (t)
37777777777777777777777775

= C(t)Z(t)  (t) (3.2.39)
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where C(t) = C(t)
2666666666666664
D0;1(t)
...
D1 1;1(t)
D0;2(t)
...
Dm 1;m(t)
3777777777777775
 1
and (t) = C(t)
26666666666666666666666664
0

(0)
0;1(t)
...P1 2
n=0 
(1 2 n)
n;1 (t)
...
0

(0)
0;m(t)
...Pm 2
n=0 
(m 2 n)
n;m (t)
37777777777777777777777775
. It
is equivalent to let C(t)Z(t) track r(t) = r(t)+ (t). For the transformed system, we
design the state feedback control law for the tracking case as a combination of the
input compensator and the control law in (3.2.36) as follows.
u(t) = kg(t)r(t) K(t)Z(t) G((t); t) (3.2.40)
where kg(t) is the input compensator coecient which will be derived later. Substi-
tuting control law (3.2.40) into (3.2.34), we obtain the following system dynamics.
_Z(t) = AcZ(t) + Bc(t)kg(t)r(t)
y(t) = C(t)Z(t)
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where Ac =
266666664
A1(t) 0    0
0 A2(t)    ...
...
...
. . . 0
0    0 Am(t)
377777775
and Bc(t) =
2666666666666664
0       0
...
...
1     
0       0
...
...
0    0 1
3777777777777775
. Let
kg(t) be the best solution for equation
C(t)(  Ac) 1 Bc(t)kg(t) = I (3.2.41)
With kg(t) designed in (3.2.41), and from (3.2.31) and (3.2.40), we obtain the state
feedback control law
u(t) = kg(t)r(t) Kx(t)x(t) + G((t); t) (3.2.42)
to make outputs of the original slowly time-varying system practically track reference
signals. The tracking performance depends on the solution of kg(t) and how fast the
time-varying system parameters change.
Remark 3.2.3. The input compensator design will not aect the stability of the
closed-loop system. The calculation of kg(t) in (3.2.41) for the input compensator is
based on the feed forward design for LTI systems [69]. For LTI systems, this input
compensator design can guarantee asymptotical tracking for a constant reference
signal. For time-varying systems, where variations of time-varying parameters C(t)
and Bc(t) are suciently small during the settling time of the closed-loop system,
this input compensator can make the system outputs track reference signals with
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tolerable tracking errors. The tracking performance deteriorates as the variations in
time-varying parameters increase.
3.2.3 Simulation Results for MIMO LTV Disturbed Systems
Consider a certain MIMO LTV disturbed system modied from [66]
_x(t) =
266664
0 0   sin(t)
0 0 cos(t)
cos(t) sin(t) 0
377775x(t) +
266664
cos(t) 0
sin(t) 0
0 1
377775u(t) + (t) (3.2.43)
where (t) =

0:1sin(t) 0:1cos(t) 0:1sin(2t)
>
represents system disturbances.
The control objective is to nd the feedback control law u(t) such that the given
unstable system is stabilized with assigned eigenvalues, and moreover, to make the
outputs of the slowly LTV system practically track reference signals with the input
compensator design for the slowly time-varying case.
We calculate the nonsingular controllability matrix
C(t) =

1(t) 2(t) 3(t)

(3.2.44)
where 1(t) = B(t) =
266664
cos(t) 0
sin(t) 0
0 1
377775, 2(t) = A(t)1(t)  
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_1(t) =
266664
sin(t)   sin(t)
  cos(t) cos(t)
1 0
377775, and 3(t) = A(t)2(t)   _2(t) =
266664
  cos(t)  sin(t) cos(t)
cos(t)  sin(t) sin(t)
0 0
377775. The controllability indices are 1 = 2 and 2 = 1.
The basis matrix C(t) is
C(t) =

11(t) 21(t) 12(t)

=
266664
cos(t) sin(t) 0
sin(t)   cos(t) 0
0 1 1
377775 (3.2.45)
Its inverse is
D(t) = C(t) 1 =
266664
D1;1(t)
D0;1(t)
D0;2(t)
377775 =
266664
cos(t) sin(t) 0
sin(t)   cos(t) 0
  sin(t) cos(t) 1
377775 (3.2.46)
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Following Eq. (3.2.8), we have
D0;1(t) = D0;1(t) =

sin(t)   cos(t) 0

D1;1(t) =
_D0;1(t) + D0;1(t)A(t) =

cos(t) sin(t)  1

D2;1(t) =
_D1;1(t) + D1;1(t)A(t)
=

  cos(t)  sin(t) cos(t)  sin(t) 0

D0;2(t) = D0;2(t) =

  sin(t) cos(t) 1

D1;2(t) =
_D0;2(t) + D0;2(t)A(t) =

0 0 1

(3.2.47)
From (3.2.35), ~B(t) =
264 D1;1(t)B(t)
D0;2(t)B(t)
375
 1
=
264 1 1
0 1
375. From Eq. (3.2.47),
the linear combination coecients of D2;1(t) and D1;2(t) are
264 D2;1(t)
D1;2(t)
375 =
264  2  1  1
1 0 1
375
266664
D0;1(t)
D1;1(t)
D0;2(t)
377775. Then it follows from Eq. (3.2.21), we have all the
(t) terms,
0;1(t) = D0;1(t)(t) = 0:1 sin
2(t)  0:1 cos2(t)
1;1(t) = D1;1(t)(t) = 0
0;2(t) = D0;2(t)(t) = 0:1 cos(2t) + 0:1 sin(2t) (3.2.48)
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Next, from Eq. (3.2.31), we compute
Z(t) =
266664
sin(t)   cos(t) 0
cos(t) sin(t)  1
  sin(t) cos(t) 1
377775x(t) +
266664
0
0:1 sin2(t)  0:1 cos2(t)
0
377775 (3.2.49)
Assign d1;1 = 1, d2;1 = 2, and d1;2 = 3. Then, the control signal is generated as follows
u(t) =  K(t)x(t) +G((t); t) (3.2.50)
where
K(t) = ~B(t)
0BBBBBBBB@
264 1;1(t) 2;1(t) 3;1(t)
1;2(t) 2;2(t) 3;2(t)
375
+
264 d1;1 d2;1 0
0 0 d1;2
375
1CCCCCCCCA

266664
D0;1(t)
D1;1(t)
D0;2(t)
377775
=
264 cos(t)  3 sin(t) 3 cos(t) + sin(t) 2
 3 sin(t) 3 cos(t) 4
375 (3.2.51)
and
G((t); t) =   ~B(t)
264 d1;1 d2;1 0
0 0 d1;2
375
266664
0

(0)
0;1(t)
0
377775  ~B(t)
264 (1)0;1(t) + (0)1;1(t)

(0)
0;2(t)
375
=
264 0:1 cos(2t)  0:3 sin(2t)
 0:1 cos(2t)  0:1 sin(2t)
375 (3.2.52)
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Figure 3.2.1: Response of open-loop MIMO LTV disturbed system.
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Figure 3.2.2: Response of closed-loop MIMO LTV disturbed system.
The simulation results of the open-loop system and closed-loop system with eigen-
value assignment are shown in Figure 3.2.1 and 3.2.2 respectively with initial con-
ditions x1(0) = 10; x2(0) =  10; x3(0) = 20. Figure 3.2.1 shows that the open-loop
system is unstable. Figure 3.2.2 shows that closed-loop system can be stabilized by
assigning desired eigenvalues.
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Figure 3.2.3: Tracking performance of MIMO slowly LTV disturbed system.
Furthermore, consider a slowly LTV system with disturbances
_x(t) =
266664
0 0   sin(0:01t)
0 0 cos(0:01t)
cos(0:01t) sin(0:01t) 0
377775 x(t)
+
266664
cos(0:01t) 0
sin(0:01t) 0
0 1
377775u(t) +
266664
0:1 sin(0:01t)
0:1 cos(0:01t)
0:1 sin(0:02t)
377775 (3.2.53)
y(t) =
264sin(0:01t) cos(0:01t) 1:5
1 sin(0:01t) 0
375x(t) (3.2.54)
Repeating similar steps from the previous case to obtain the control law from (3.2.42),
together with kg(t) from (3.2.41), the system outputs practically track the reference
signals as shown in Figure 3.2.3.
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3.3 Adaptive Estimation for LTV Systems with
Unknown Disturbances
This section discusses practical implementation of the control law (3.2.38) in Section
3.2. The implementation diculty lies in that the control law (3.2.38) needs informa-
tion of disturbances. However, in practice this information is not available. In order
to realize the control law in the form of (3.2.38) in practice, estimation of unknown
disturbances needs to be used. The adaptive estimation method, which is an exten-
sion of the adaptive law used in [32] to LTV system, will be used to demonstrate the
implementation of the control law (3.2.38) in the situation where the measurement
of disturbances are not available. This adaptive estimation consists of two parts
State Predictor:
_^x(t) = A(t)x^(t) +B(t)u(t) + ^(t) (3.3.1)
which has the same structure as the system in (3.2.1). The only dierence is that the
disturbances (t) will be replaced by its adaptive estimation ^(t) which is governed
by the following adaptive law.
Adaptive Law:
^ =  [
Z (i+1)T
iT
((i+ 1)T; )d ] 1((i+ 1)T; iT )~x(iT ) (3.3.2)
where T is sampling time, i is a positive integer, ~x(iT ) = x^(iT )   x(iT ) which are
estimation errors between state predictor and actual states at time constant iT , and
((i+ 1)T; iT ) is the state transition matrix [68].
In practice the disturbance in the system (3.2.1) are normally unknown, and can be
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estimated by using the adaptive estimation method consisting of (3.3.1) and (3.3.2).
In order to guarantee numerical stability, the estimated disturbances ^(t) should pass
through a high-order low pass lter, and then this low pass ltered estimation will
replace the actual disturbances in the control law where high-order derivatives of
disturbances are used. The control performance of using estimated disturbances in
the control law will be demonstrated by the following example.
Consider the same MIMO LTV system (3.2.43) in Section 3.2. In this case, the
measurements of disturbances are not available for the control law design. It follows
from (3.2.50) and adaptive estimation (3.3.1) and (3.3.2) that the new control law for
stabilization is generated as follows,
u(t) =  K(t)x(t) +G(^lp(t); t) (3.3.3)
where ^lp(t) represents the low pass ltered ^(t). ^(t) is obtained from adaptive
estimation (3.3.1) and (3.3.2).
The performance of the adaptive estimation is shown in Figure 3.3.1. The actual
disturbances (t) consists of 3 channels of disturbances, i.e., 1, 2 and 3. Figure
3.3.1 shows actual disturbances, estimated disturbances, and the low pass ltered
estimation for each channel. The estimated disturbances ^(t) are close to the actual
disturbances with small estimation errors. The low pass ltered ^(t) keeps the original
information of ^(t) with a small phase shift. By using this low pass ltered ^(t), the
system can be stabilized by using control law (3.3.3) as shown in Figure 3.3.2.
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Figure 3.3.1: (t), ^(t), low pass ltered ^(t).
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Figure 3.3.2: Response of closed-loop MIMO LTV disturbed system with estimation of
disturbances.
3.4 Summary
An eigenvalue assignment control architecture is provided for stabilizing a class of
LTV MIMO systems in the presence of time-varying disturbances. The LTV system
is transformed into the canonical form for deriving the feedback gain matrix, while
the state feedback control law places desire eigenvalues to the closed-loop system. For
slowly time-varying systems, outputs of the stabilized system can practically track ref-
erence signals with the input compensator design. Moreover, adaptive estimation has
been introduced to address the diculty of implementing the eigenvalue assignment
control technique in practice where measurements of disturbances are not available.
This adaptive estimation is an extension of adaptive law in the L1 adaptive control.
Simulation results prove the feasibility and eectiveness of the proposed technique.
Chapter 4
Cooperative Adaptive Control of a
Two-Agent System
4.1 Introduction
This chapter introduces a L1 adaptive control law to the cooperative control frame-
work for a two-agent system with nonlinear dynamics and uncertainties. Each agent's
intrinsic nonlinear dynamics satisfy the semiglobal Lipschitz condition. We assume
each agent can obtain the other's state information at any time instant (complete
graph [70]). In practice, this information is collected through sensor and communi-
cation networks and the local agent treats the control input of the other agent as
an uncertainty. For each agent, an extended dynamic system can be formulated by
using local measurements and the available information from the other agent. Based
on this extended system dynamics, the L1 adaptive control law is designed to handle
both matched and unmatched uncertainties, and make each agent fulll its own local
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objective. This chapter provides preliminary results and analysis for integrating L1
adaptive control law with cooperative control framework.
4.2 Problem Formulation
Consider the multi-agent network composed of n agents with the following dynamics
_x(t) = Ax(t) +B1

u1(t) + f1(x; t)

+   + Bn

un(t) + fn(x; t)

;
y(t) = Cx(t); x(0) = x0 ; (4.2.1)
where x 2 Rn is the global state, ui 2 Rm (m < n) is the control input of agent i,
y 2 Rm is the controlled output, A 2 Rnn is the state matrix, Bi 2 Rnm is the
input matrix associated with agent i with rank

B1 B2    Bn

= n, C 2 Rmn is
the output matrix, and fi(x; t) represents matched nonlinear uncertainties for agent
i, which includes both local uncertainties of agent i and uncertainties from inter-
connected agents. Note that for any agent k, k 6= i, fi(x; t) presents an unmatched
uncertainty. We dene the measurements available to agent i as Mi  fx; ug. Each
agent i has a local objective that is determined by the information available to it,
Ji(Mi). There also exists a global objective, J(x; u). In general, the achievement of
each local objective leads to the achievement of the global objective.
To simplify the proof, we consider a scenario of two agents where each agent is
a single-input single-output system with m = 1 and n = 2, both agents have the
same sampling speed, and each local objective is the same as the global objective,
Ji(Mi) = J(x; u); 8i. The global objective is to make y track a given reference signal,
r. The analysis of the two-agent system can be extended to a multi-agent system
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where m > 2, n > m, and Ji(Mi) 6= J(x; u), which is demonstrated by simulation.
Assumption 4.2.1. Each agent can obtain measurements of the global state, and
its own control input, but not the other agent's control input, i.e., for agent i, Mi =
fx; uig.
Assumption 4.2.2. [ Semiglobal Lipschitz condition ] For any  > 0, there exist
Li() > 0 and B > 0 such that jfi(x; t)   fi(x; t)j  Li()kx   xk1, jfi(0; t)j  B,
for all kxk1   and kxk1   uniformly in t. The Li() can be further replaced by
L() = maxfL1();    ; Ln()g.
Assumption 4.2.3. [ Semiglobal uniform boundedness of derivative ] For any  > 0,
there exists dft() > 0 such that for any kxk1  , the derivative of fi(x; t) over t is
piece-wise continuous and bounded, i.e.,
dfi(x;t)dt   dfit ().
4.3 Cooperative Adaptive Controller Design and
Analysis
4.3.1 Cooperative Adaptive Control Law
In this section, we dene a cooperative adaptive control architecture. Each agent i
aects the global objective of the multi-agent network by only using its local control
signal, ui. The control signals of other agents are not available to agent i. The other
agent's uncertainties and control signal are considered as unmatched uncertainties for
agent i. The elements of the controller for agent i are introduced next.
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State Predictor:
_^xi(t) = Ax^i(t) +Biui(t) + ^i(t); x^(0) = x0;
y^i(t) = Cx^i(t) ; (4.3.1)
where x^i(t) is the predicted global state, y^i(t) the predicted output for agent i, and
^i(t) is a vector of adaptive parameters which is updated by the following adaptive
law. Note that the state predictors of separate agents are not equivalent.
Adaptive Law: The adaptive law for ^i(t) can be given by
^i(t) =   1(T )i(jT ); t 2 [jT; (j + 1)T ) ; j = 0; 1; 2;    ; (4.3.2)
where T > 0 is the step size of adaptation, (T ) =
R T
0
eA(T )d , i(jT ) = eAT ~xi(jT ),
and ~xi(t) = x^i(t)  x(t).
Control Law: Construct Bumi such that its columns span the null space of
Bi, i.e. Bumi?Bi, and also Bi = [Bi Bumi ] is full rank. Let
264 ^i1(t)
^i2(t)
375 =
264 Imm 0
0 I(n m)(n m)
375 B 1i ^i(t): The control signals are generated through the fol-
lowing system
ui(t) = uiad1(t) + uiad2(t) + kgir(t); (4.3.3)
uiad1(s) =  Di(s)^i1(s); (4.3.4)
uiad2(s) =   Di(s)H 1i (s)Humi(s)^i2(s); (4.3.5)
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where Hi(s) = C
>(sI  A) 1Bi, Humi(s) = C>(sI  A) 1Bumi , kgi =  (CA 1Bi) 1,
Di(s) and Di(s) are low-pass lters with unity DC gain, and Di(s) ensures that
Di(s)H
 1
i (s)Humi(s) is a proper transfer function.
Remark 4.3.1. The cooperative adaptive controller in (4.3.1), (4.3.2) and (4.3.3) is
designed for a multi-agent system. For a two-agent system, Bum1 = B2, Bum2 = B1,
and therefore Hum1(s) = H2(s) and Hum2(s) = H1(s)
4.3.2 Preliminaries for the Main Result
To prove stability and uniform performance bounds of the closed-loop system, the
choices of Di(s) and Di(s) in control law (4.3.3)-(4.3.5) and time step T in adaptive
law (4.3.2) need to ensure there exists r such that
rkrk1 +B + kr0k1
1 L(r + x) < r ; (4.3.6)
L(r + x) < 1 ; (4.3.7)
where r0 = (sI   A) 1x0, L(r + x) is a Lipschitz constant, x
is an arbitrary positive constant,  =
T1(s) D1(s)H2=1(s)(1 D2(s))1  D1(s) D2(s) L1 +T1(s)(1 D1(s))1  D1(s) D2(s) L1 +
T2(s)(1 D2(s))1  D1(s) D2(s) L1 +
T2(s) D2(s)H1=2(s)(1 D1(s))1  D1(s) D2(s) L1 ; and r =T1(s)(kg1  D1(s)H2=1(s)kg2 )1  D1(s) D2(s) L1 +
T2(s)(kg2  D2(s)H1=2(s)kg1 )1  D1(s) D2(s) L1 ; with T1(s) = (sI  A) 1B1,
T2(s) = (sI   A) 1B2, H1=2(s) = H1(s)=H2(s), and H2=1(s) = H2(s)=H1(s).
Remark 4.3.2. If the bandwidth of low pass ltersD1(s) andD2(s) are large enough,
then (4.3.6) can be simply written as
rkrk1 + kr0k1 < r: (4.3.8)
75
Since the transfer functions introduced in (4.3.6) are proper, the L1-norms of these
transfer functions are bounded and therefore r is bounded. Initial value x0 and
reference signal r(t) are also bounded, so kr0k1 and krk1 are also bounded. Thus,
we can always nd r to satisfy Eq. (4.3.8) with large enough bandwidths of the
low-pass lters.
Similarly, if the bandwidths of low-pass lters D1(s) and D2(s) are large enough,
then the left-hand side of (4.3.7) becomes zero which means (4.3.7) is easy to satisfy
when low pass lters have large bandwidths.
Next, we introduce some denitions for the analysis of the cooperative adaptive
controller. Let
"1 = L(r + x) +B; "2 = "1 + u2 + ur2 ; (4.3.9)
"3 = "1 + u1 + ur1 ; (4.3.10)
where u1 , u2 , ur1 , and ur2 are positive constants. Further let
1(T ) =
Z T
0
keA(T )B1kd; (4.3.11)
2(T ) =
Z T
0
keA(T )B2kd; (4.3.12)
and
&(T ) = 1(T )"1 + 2(T )"2; (4.3.13)
&(T ) = 2(T )"1 + 1(T )"3: (4.3.14)
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Dene
1(T ) = max
t2[0; T ]
keAtk; (4.3.15)
2(T ) = max
t2[0; T ]
Z t
0
keA(t )kdk 1(T )eATk; (4.3.16)
3(T ) = max
t2[0; T ]
Z t
0
keA(t )B1kd; (4.3.17)
4(T ) = max
t2[0; T ]
Z t
0
keA(t )B2kd; (4.3.18)
and
0(T ) = 1(T )&(T ) + 2(T )&(T ) + 3(T )"1 + 4(T )"2; (4.3.19)
0(T ) = 1(T )&(T ) + 2(T )&(T ) + 4(T )"1 + 3(T )"3: (4.3.20)
Remark 4.3.3. In the above denitions, 1(T ), 2(T ), "1, "2, and "3 are bounded,
and limT!0 &(T ) = 0 and limT!0 &(T ) = 0. Therefore, we have limT!0 0(T ) = 0, and
limT!0 0(T ) = 0.
Further dene
e(T ) =
B +d~1d~1 +d~2d~2
1 L(r + x) ; (4.3.21)
where d~1 =
p
max(ATA)k~x1k + dd1T , representing the upper bound of B1 _f1() +
B2( _u2() + _f2()) within a period of time [0; t], d~2 =
p
max(ATA)k~x2k + dd2T ,
representing the upper bound of B2 _f2() + B1( _u1() + _f1()), for  within a period
of time [0; t], d~1 =
T1D11>1 B 111  D1 D2 L1 +
T1 D1H2=1M B 111  D1 D2 L1 +
T2 D2H1=2D11>1 B 111  D1 D2 L1 +T2 D2 D1M B 111  D1 D2 L1 , d~2 =
T2D21>1 B 121  D1 D2 L1+
T2 D2H1=2M B 121  D1 D2 L1+
T1 D1H2=1D21>1 B 121  D1 D2 L1+
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T1 D1 D2M B 121  D1 D2 L1 , 11 is the basis vector with rst element 1 and all other elements
zero, and M =
266664
0 1    0
...
...
. . . 0
0 0    1
377775
(n 1)n
.
4.3.3 Analysis of Cooperative Adaptive Controller
First, a reference system is introduced for the two-agent system to track. The stability
of this reference system is proven. Next, a desired system is introduced, and it is
shown that the reference system can asymptotically track this desired system. Then
the estimation errors between the global state and each agent's predicted state are
shown to be bounded and decreasing with the size of time-step, T . Based on this
analysis, we further provide the main theorem that the errors between the real state
and the reference system state are bounded and these bounds can be decreased by
reducing the size of time-step, T .
Consider the following closed-loop reference system for the two-agent network
_xref (t) = Axref (t) +B1

uref1(t) + f1(xref ; t)

+B2

uref2(t) + f2(xref ; t)

;
yref (t) = Cxref (t); xref (0) = x0; (4.3.22)
uref1(s) = kg1r(s) D1(s)rref1(s)  D1(s)H2=1(s)

uref2(s) + rref2(s)

; (4.3.23)
uref2(s) = kg2r(s) D2(s)rref2(s)  D2(s)H1=2(s)

uref1(s) + rref1(s)

; (4.3.24)
where rref1(s) and rref2(s) are the Laplace transforms of f1(xref ; t) and f2(xref ; t)
respectively.
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From (4.3.23) and (4.3.24), we obtain
uref1(s) =
(kg1   D1(s)H2=1(s)kg2)r(s)
1  D1(s) D2(s)  
D1(s)H2=1(s)(1 D2(s))rref2
1  D1(s) D2(s)
+
( D1(s) D2(s) D1(s))rref1(s)
1  D1(s) D2(s) ; (4.3.25)
uref2(s) =
(kg2   D2(s)H1=2(s)kg1)r(s)
1  D1(s) D2(s)  
D2(s)H1=2(s)(1 D1(s))rref1(s)
1  D1(s) D2(s)
+
( D1(s) D2(s) D2(s))rref2(s)
1  D1(s) D2(s) : (4.3.26)
Lemma 4.3.4. For the closed-loop reference system in (4.3.22) { (4.3.24) subject to
the L1-gain upper bound (4.3.6) { (4.3.7), if kx0k < r, then
kxrefk1 < r; (4.3.27)
kuref1k1 < ur1 ; (4.3.28)
kuref2k1 < ur2 ; (4.3.29)
where r is introduced in (4.3.6), ur1 =
 (kg1  D1(s)H2=1(s)kg2 )1  D1(s) D2(s) L1krk1 + D1(s)H2=1(s)(1 D2(s))1  D1(s) D2(s) L1(L(r)r + B) +
 D1(s) D2(s) D1(s)1  D1(s) D2(s) L1(L(r)r + B), and
ur2 =
 (kg2  D2(s)H1=2(s)kg1 )1  D1(s) D2(s) L1krk1 +
 D2(s)H1=2(s)(1 D1(s))1  D1(s) D2(s) L1(L(r)r + B) + D1(s) D2(s) D2(s)1  D1(s) D2(s) L1(L(r)r +B):
Proof. If (4.3.27) is not true, since kxref (0)k = kx0k1 < r and xref (t) is continuous,
there exists t such that
xref (t) = r ; kxreftk1  r : (4.3.30)
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Substitution of (4.3.25) and (4.3.26) into (4.3.22) yields
xref (s) =
T1(s)(kg1   D1(s)H2=1(s)kg2)r(s)
1  D1(s) D2(s) +
T2(s)(1 D2(s))rref2(s)
1  D1(s) D2(s) + r0
 T1(s)
D1(s)H2=1(s)(1 D2(s))rref2(s)
1  D1(s) D2(s)
+
T1(s)(1 D1(s))rref1(s)
1  D1(s) D2(s) +
T2(s)(kg2   D2(s)H1=2(s)kg1)r(s)
1  D1(s) D2(s)
  T2(s)
D2(s)H1=2(s)(1 D1(s))rref1(s)
1  D1(s) D2(s) : (4.3.31)
Example 5.2 in [71] (pp. 199) implies that
kxreftk1  rkrtk1 + kr0k1 +
T1(s) D1(s)H2=1(s)(1 D2(s))
(1  D1(s) D2(s))

L1
krref2t (s)k1
+
T1(s)(1 D1(s))
1  D1(s) D2(s)

L1
krref1t (s)k1 +
T2(s)(1 D2(s))
1  D1(s) D2(s)

L1
krref2tk1
+
T2(s) D2(s)H1=2(s)(1 D1(s))
(1  D1(s) D2(s))

L1
krref1t (s)k1 : (4.3.32)
Using Assumption 4.2.2 and the upper bound in (4.3.30), we arrive at
krrefitk1  L(r)kxreftk1 +B; i = 1; 2 (4.3.33)
Considering  and r introduced in (4.3.6), and substituting (4.3.33) into (4.3.32),
we obtain
kxreftk1 
rkrtk1 +B + kr0k1
1 L(r) : (4.3.34)
The stability condition in (4.3.6), together with (4.3.34), implies that kxreftk1 < r,
and contradicts (4.3.30). This proves (4.3.27).
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It follows from (4.3.25), (4.3.27), and (4.3.33) that
kuref1tk1 <
(kg1   D1(s)H2=1(s)kg2)
1  D1(s) D2(s)

L1
krtk1
+
 D1(s)H2=1(s)(1 D2(s))
1  D1(s) D2(s)

L1
(L(r)r +B)
+
 D1(s) D2(s) D1(s)
1  D1(s) D2(s)

L1
(L(r)r +B)
< ur1 ;
which proves (4.3.28). Similarly, we have
kuref2tk1 <
(kg2   D2(s)H1=2(s)kg1)
1  D1(s) D2(s)

L1
krtk1
+
 D2(s)H1=2(s)(1 D1(s))
1  D1(s) D2(s)

L1
(L(r)r +B)
+
 D1(s) D2(s) D2(s)
1  D1(s) D2(s)

L1
(L(r)r +B)
< ur2 ;
which proves (4.3.29), and concludes the proof.
Lemma 4.3.5. Consider the reference system in (4.3.22). If the bandwidth of low-
pass lters D1(s) and D2(s) are large enough, then the control law in (4.3.23) and
(4.3.24) can make yref (t) asymptotically track the desired output ydes(t) described by
_xdes(t) = Axdes(t) + kgr(t);
ydes(t) = Cxdes(t); xdes(0) = x0; (4.3.35)
where xdes(t) is the desired state and kg = (C( A) 1) 1.
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Proof. If the bandwidth of low pass lter Di(s) can be chosen large enough, then
(4.3.31) becomes
xref (s) =
T1(kg1   D1(s)H2=1(s)kg2)r(s)
1  D1(s) D2(s) +
T2(s)(kg2   D2(s)H1=2(s)kg1)r(s)
1  D1(s) D2(s) + r0 ;
which further implies that
yref (s) =
H1(s)(kg1   D1(s)H2=1(s)kg2)r(s)
1  D1(s) D2(s) + (4.3.36)
H2(s)(kg2   D2(s)H1=2(s)kg1)r(s)
1  D1(s) D2(s) + Cr0: (4.3.37)
Consider D1(s) and D2(s) as rst-order low pass lters, i.e., D1 =
d1
s+d1
and D2 =
d2
s+d2
.
Substitution of the expressions of D1(s) and D2(s) into (4.3.36) yields
yref (s) =
(s+ d1)H1(s)kg1r(s)
s+ d1 + d2
+
(s+ d2)H2(s)kg2r(s)
s+ d1 + d2
+ Cr0:
Since lims!0H1kg1 = 1 and lims!0H2kg2 = 1, we further obtain that
lim
s!0
yref (s) = lim
s!0
ydes(s) ; (4.3.38)
which concludes the proof.
Theorem 4.3.6. Given the system in (4.2.1), the reference system in (4.3.22) -
(4.3.24), and the L1 adaptive controller dened via (4.3.1)-(4.3.3) subject to stability
conditions (4.3.6) and (4.3.7), if kx0k < r and we choose T in (4.3.2), and low pass
lters D1(s) and D2(s) in (4.3.4) to ensure
0(T ) < ~x1 ; 0(T ) < ~x2 ; e(T ) < x; (4.3.39)
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where ~x1 and ~x2 are arbitrary positive constants, and x is introduced in (4.3.7),
then we have
k~x1k1 < ~x1 ; (4.3.40)
k~x2k1 < ~x2 ; (4.3.41)
kx  xrefk1 < x; (4.3.42)
ky   yrefk1 < kC>kL1x; (4.3.43)
ku1   uref1k1 < u1 ; (4.3.44)
ku2   uref2k1 < u2 ; (4.3.45)
where
u1 =
 D1(s)H2=1(s)(1 D2(s))
1  D1(s) D2(s)

L1
(Lx +B)
+
 D1(s) D2(s) D1(s)
1  D1(s) D2(s)

L1
(Lx +B) + 	1(
p
max(ATA)~x1 + dd1T )
+	2(
p
max(ATA)~x2 + dd2T ); (4.3.46)
and
u2 =
 D2(s)H1=2(s)(1 D1(s))
1  D1(s) D2(s)

L1
(Lx +B)
+
 D1(s) D2(s) D2(s)
1  D1(s) D2(s)

L1
(Lx +B) + 	3(
p
max(ATA)~x2 + dd2T )
+	4(
p
max(ATA)~x1 + dd1T ); (4.3.47)
and 	1 = k D1(s)1
>
1
B 11
1  D1(s) D2(s)kL1 + k
D1(s)H2=1(s)M B
 1
1
1  D1(s) D2(s) kL1, 	2 = k
D1(s)D2(s)H2=1(s)1
>
1
B 12
1  D1(s) D2(s) kL1 +
k D1(s) D2(s)M B 12
1  D1(s) D2(s) kL1, 	3 = k
D2(s)1>1 B
 1
2
1  D1(s) D2(s)kL1 + k
D2(s)H1=2(s)M B
 1
2
1  D1(s) D2(s) kL1, 	4 =
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k D2(s)D1(s)H1=2(s)1>1 B
 1
1
1  D1(s) D2(s) kL1 + k
D2(s) D1(s)M B
 1
1
1  D1(s) D2(s) kL1.
Proof. The proof will be shown via a contradiction argument. Assume that (4.3.40)
{ (4.3.42) are not true. Then, since k~x1(0)k1 = 0 < ~x1 , k~x2(0)k1 = 0 < ~x2 ,
kx(0)  xref (0)k1 = 0 < x, and x(t), xref (t) are continuous, there exists t0  0 such
that
k~x1(t0)k1 = ~x1 ; or (4.3.48)
k~x2(t0)k1 = ~x2 ; or (4.3.49)
kx(t0)  xref (t0)k1 = x; or (4.3.50)
ku1(t0)  uref1(t0)k1 = u1 ; or (4.3.51)
ku2(t0)  uref2(t0)k1 = u2 ; (4.3.52)
while
k~x1
t
0 k1  ~x1 ; (4.3.53)
k~x2
t
0 k1  ~x2 ; (4.3.54)
k(x  xref )t0k1  x ; (4.3.55)
k(u1   uref1)t0k1  u1 ; (4.3.56)
k(u2   uref2)t0k1  u2 : (4.3.57)
Consider the analysis of agent 1 rst. Let ~x1(t) = x^1(t) x(t), then the error dynamics
between (4.2.1) and (4.3.1) are
_~x1(t) = A~x1(t) + ^1(t)  1(t); ~x1(0) = 0 ; (4.3.58)
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where 1(t) = B1f1(t) +B2(u2(t) + f2(t)). It follows from (4.3.58) that
~x1(jT + t) = e
At~x1(jT ) +
Z t
0
eA(t )^1(jT )d
 
Z t
0
eA(t )1(jT + )d ; (4.3.59)
for jT + t  t0, j is a nonnegative integer, which further implies that,
~x1((j + 1)T ) = e
AT ~x1(jT ) +
Z T
0
eA(T )^1(iT )d
 
Z T
0
eA(T )1(jT + )d ; (4.3.60)
for (j + 1)T  t0. Substitution of the adaptive law (4.3.2) into (4.3.60) yields
~x1((j + 1)T ) =  
Z T
0
eA(T )1(jT + )d : (4.3.61)
It follows from Assumption 4.2.2, Eq. (4.3.50), and Lemma 4.3.4 that
kfi(t)k  L(r + x) +B; ; i = 1; 2: (4.3.62)
Moreover, following from (4.3.52) and Lemma 4.3.4, we have
u2  u2 + ur2 : (4.3.63)
The upper bounds in (4.3.62) and (4.3.63) allow for the following upper bound
k~x1((j + 1)T )k  1(T )"1 + 2(T )"2
 &(T );
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for (j+1)T  t0, where "1, "2, 1(T ), 2(T ), and &(T ) are dened in (4.3.9), (4.3.11),
(4.3.12) and (4.3.13) respectively. For all jT + t  t0, where 0  t  T , we arrive at
the following upper bound from (4.3.59)
k~x1((jT + t)k  1(T )&(T ) + 2(T )&(T ) + 3(T )"1 + 4(T )"2
 0(T ):
Then, for all t 2 [0; t0], following from (4.3.39), we have
k~x1(t)k  0(T ) < ~x1 ;
which contradicts the statement in (4.3.48). Therefore, k~x1k1 < ~x1 , which proves
(4.3.40). Similarly, for agent 2, we can obtain
k~x2(t)k  0(T ) < ~x2 :
In what follows, we derive the bounds for ^1(t)   1(t) and ^2(t)   2(t), which
are used to further obtain the bounds of x(t)  xref (t) and y(t)  yref (t).
It follows from (4.3.61) that
~x1(jT ) =  
Z T
0
eA(T )1((j   1)T + )d : (4.3.64)
Following from the denition of the adaptive law, we obtain
~x1(jT ) =  
Z T
0
eA(T )^1(jT )d  
Z T
0
eA(T )A~x1(jT )d: (4.3.65)
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Hence, (4.3.64) and (4.3.65) imply that
Z T
0
eA(T )1((j   1)T + )d =
Z T
0
eA(T )(^1(jT ) + A~x1(jT ))d:
Then, there exists tp 2 [(j   1)T; jT ] such that
^1(jT ) + A~x1(jT ) = 1(tp) ; (4.3.66)
which implies that for any t 2 [jT; (j + 1)T ],
k^1(t)  1(t)k  k^1(jT )  1(tp)k+ k1(t)  1(tp)k

p
max(ATA)k~x1(iT )k+
Z t
tp
k _1()kd: (4.3.67)
where
_1(t) = B1 _f1(t) +B2( _u2(t) + _f2(t)): (4.3.68)
From (4.3.3), we arrive at the upper bound,
k _u2k1  ddu2 ; (4.3.69)
where ddu2 = kkg2skL1krtk1 + ksD2(s)11 B 1kL1k^2tk1 +
ks D2(s)H 12 (s)H1(s)M B 1kL1k^2tk1 ; with k^2k1  k(T )eATkk~x2k according to
(4.3.2). It follows from Assumption 4.2.3, (4.3.68) and (4.3.69) that
k _1k  dd1 ; (4.3.70)
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where
dd1 = B1df1t (x + r) +B2(ddu2 + df2t (x + r)): (4.3.71)
From (4.3.67) and (4.3.70), we obtain
k^1(t)  1(t)k  d~1 ;
where d~1 =
p
max(ATA)k~x1k+ 2dd1T .
Similarly, we can obtain
k^2(t)  2(t)k  d~2 ;
where d~2 =
p
max(ATA)k~x2k+ 2dd2T , dd2 is the upper bound of _2, and 2(t) =
B2f2(t) + B1(u1(t) + f1(t)).
Next, we derive the bounds of x(t)   xref (t) and y(t)   yref (t). It follows from
control law (4.3.3) that
u1(s) = kg1r(s) D1(s)r1(s)  D1(s)
H2(s)
H1(s)
(u2(s) + r1(s)) + 1(s);(4.3.72)
u2(s) = kg2r(s) D2(s)r2(s)  D2(s)
H1(s)
H2(s)
(u1(s) + r2(s)) + 2(s);(4.3.73)
where r1(s) and r2(s) are the Laplace transforms of f1(x; t) and f2(x; t) respectively,
1(s) = D1(s)(r1(s)  ^11(s)) + D1(s)H2=1(s)(u2(s) + r2(s)  ^12(s)); (4.3.74)
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and
2(s) = D2(s)(r2(s)  ^21(s)) + D2(s)H1=2(s)(u1(s) + r1(s)  ^22(s)): (4.3.75)
Eq. (4.3.72) and (4.3.73) can be further rewritten as
u1(s) =
(kg1   D1(s)H2=1(s)kg2)r(s)
1  D1(s) D2(s)  
D1(s)H2=1(s)(1 D2(s))r2(s)
1  D1(s) D2(s)
+
( D1(s) D2(s) D1(s))r1(s)
1  D1(s) D2(s) +
1(s)  D1(s)H2=1(s)2(s)
1  D1(s) D2(s) ;(4.3.76)
u2(s) =
(kg2   D2(s)H1=2(s)kg1)r(s)
1  D1(s) D2(s)  
D2(s)H1=2(s)(1 D1(s))r1(s)
1  D1(s) D2(s)
+
( D1(s) D2(s) D2(s))r2(s)
1  D1(s) D2(s) +
2(s)  D2(s)H1=2(s)1(s)
1  D1(s) D2(s) ;(4.3.77)
It follows from (4.3.23), (4.3.24), (4.3.76) and (4.3.77) that
u1(s)  uref1(s) =  
D1(s)H2=1(s)(1 D2(s))(r2(s)  rref2(s))
1  D1(s) D2(s)
+
( D1(s) D2(s) D1(s))(r1(s)  rref1(s))
1  D1(s) D2(s)
+
1(s)  D1(s)H2=1(s)2(s)
1  D1(s) D2(s) ; (4.3.78)
u2(s)  uref2(s) =  
D2(s)H1=2(s)(1 D1(s))(r1(s)  rref1(s))
1  D1(s) D2(s)
+
( D1(s) D2(s) D2(s))(r2(s)  rref2(s))
1  D1(s) D2(s)
+
2(s)  D2(s)H1=2(s)1(s)
1  D1(s) D2(s) : (4.3.79)
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Let e(t) = x(t)  xref (t). From (4.2.1) and (4.3.22), we obtain that
_e(s) = Ae(s) +B1(u1(s)  uref1(s) + f1(s)  rref1(s))
+B2(u2(s)  uref2(s) + f2(s)  rref2(s)): (4.3.80)
Substitution of (4.3.78) and (4.3.79) into (4.3.80) yields
e(s) =  T1(s)
D1(s)H2=1(s)(1 D2(s))(r2(s)  rref2(s))
1  D1(s) D2(s)
  T2(s)
D2(s)H1=2(s)(1 D1(s))(r1(s)  rref1(s))
1  D1(s) D2(s)
+
T1(s)(1 D1(s))(r1(s)  rref1(s))
1  D1(s) D2(s) +
T1(s)(1(s)  D1(s)H2=1(s)2(s))
1  D1(s) D2(s)
+
T2(s)(1 D2(s))(r2(s)  rref2(s))
1  D1(s) D2(s)
+
T2(s)(2(s)  D2(s)H1=2(s)1(s))
1  D1(s) D2(s) : (4.3.81)
From Assumption 4.2.2, we can arrive at the following upper bounds for r1  rref1
and r2   rref2 :
kri   rrefik1  L(r + x)kek1 +B; i = 1; 2: (4.3.82)
Note that ^1(t)   1(t) = B1(^11(t)   f1(x; t)) + B2^12(t)   B2(u2(t) + f2(x; t)),
^2(t)  2(t) = B2(^21(t)  f2(x; t)) +B1^22(t) B1(u1(t) + f1(x; t)), and let ~1(t) =
^1(t)  1(t), ~2(t) = ^2(t)  2(t). We then obtain
1(s) =  D1(s)1>1 B 11 ~1(s)  D1(s)H2=1(s)M B 11 ~1(s) ; (4.3.83)
2(s) =  D2(s)1>1 B 12 ~2(s)  D2(s)H1=2(s)M B 12 ~2(s) : (4.3.84)
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Following from (4.3.81), (4.3.82), (4.3.83), and (4.3.84), we obtain
ketk1  (Lketk1 +B) + d~1d~1 +d~2d~2 (4.3.85)
where d~1 and d~2 are introduced in (4.3.21). It follows from the stability condition
of (4.3.6) and (4.3.7) and the denition of e(T ) in (4.3.21) and (4.3.85) that
ketk1  e(T ) < x; (4.3.86)
which contradicts (4.3.50) and proves (4.3.42).
Remark 4.3.7. Note that limT!0 d~1 = 0 and limT!0 d~1 = 0. If we choose T = 0,
and bandwidth of low pass ltersD1(s) andD2(s) large enough, then (4.3.86) becomes
ketk1  0. Therefore, there always exists x to satisfy (4.3.86).
From (4.3.86), we further arrive at the upper bound for y   yref ,
ky   yrefk1 < kC>kL1x;
which proves (4.3.43).
It follows from (4.3.78), (4.3.82), (4.3.46) and (4.3.86) that
k(u1   uref1)tk1  	1d~1 +	2d~2 +
 D1H2=1(1 D2)
1  D1 D2

L1
(Lketk1 +B)
+
( D1 D2  D1)
1  D1 D2

L1
(Lketk1 +B)
< u1 ;
which contradicts (4.3.51) and proves (4.3.44).
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Similarly, we obtain
k(u2   uref2)tk1  	3d~2 +	4d~1 +
 D2H1=2(1 D1)
1  D1 D2

L1
(Lketk1 +B)
+
( D1 D2  D2)
1  D1 D2

L1
(Lketk1 +B)
< u2 ;
which contradicts (4.3.52) and proves (4.3.45), and concludes the proof.
4.4 Simulation Results
The rst simulation example presented is for the cooperative control of a two-agent
system. Consider the mass-spring-damper system shown in Fig. 4.4.1, where m1
and m2 are the mass of agents 1 and 2 respectively, k1, k2, and k3 are the stiness
coecients of each spring, and c1, c2, and c3 are the damping coecients of each
damper. Individual controllers for two agents are designed to maintain a certain
distance, r, between these two agents regardless of unknown, time-varying external
inputs. The simulation parameters are m1 = k1 = c1 = 1, m2 = k2 = c2 = 2,
k3 = c3 = 3.
Figure 4.4.1: Mass-spring-damper system.
Let xi be the position of agent i and vi its velocity for i = 1; 2. The global system
92
dynamics are described by
_x(t) = Ax(t) +B1u1(t) +B2u2(t) + (x; t);
y(t) = Cx(t); x(0) = x0 =

0 0 0:5 0

;
where x =

x1 v1 x2 v2
>
, B1 =

0 1 0 0
>
, B2 =

0 0 0 1
>
,
A =
266666664
0 1 0 0
 k1+k2
m1
  c1+c2
m1
k2
m1
c2
m1
0 0 0 1
k3
m2
c3
m2
 k2+k3
m2
  c2+c3
m2
377777775
; (x; t) =
266666664
0:5 + 0:01 sin(0:5t+ 2)
2 + 0:05 sin(x2(t))
1:5 + 0:02 sin(0:75t+ )
 3 + 0:05 sin(0:2t+ 5)
377777775
;
and C =

 1 0 1 0

.
The integration step is set as T = 10 3 seconds, x^(0) = x0 =

0 0 0:5 0
>
,
and the lters of each agent's L1 adaptive controller are chosen as D1(s) = D2(s) =
D1(s) = D2(s) =
10
s+10
.
The simulation results of this scenario are shown in Fig. 4.4.2. Fig. 4.4.2a and
4.4.2b show that the distance between two agents reaches the global objective after
3 seconds. Fig. 4.4.2c and 4.4.2d show control signals u1 and u2 respectively. Fig.
4.4.2 demonstrates the robustness of the presented adaptive cooperative controller for
systems with nonlinear, unknown dynamics.
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Figure 4.4.2: Response of a two-agent system.
Next, we present a more complicated scenario where three agents try to maintain
a formation around a moving object in a plane as shown in Fig. 4.4.3. These three
agents (as represented by circles in Fig. 4.4.3) maintain an equal distance amongst
each other and also maintain a certain distance, dr, to the object (as represented by
the square in 4.4.3). In a real application, this represents a 360 observation of a
certain object by three Unmanned Ground Vehicles (UGVs) with mounted cameras.
Three UGVs try to evenly distribute around the object to provide better observation.
In this scenario, each agent has its own local objectives, i.e., maintain a certain
distance to the object, and maintain a certain distance its neighboring agents. The
global objective will be achieved when local objectives of each agent are achieved. The
object moves horizontally, and each agent is represented by the following dynamics
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with uncertainties.
_ri = vi + fi1(ri; t) ;
_vi = ui + fi2(ri; vi; t) ; (4.4.1)
where ri =

xi yi
>
is the position vector of agent i and vi =

vxi vyi
>
is
the velocity vector of agent i. Initial positions of the three agents are r1(0) =
11:3 11:3
>
, r2(0) =

 5:8 2:3
>
, and r3(0) =

5:2  19:3
>
, the initial ve-
locities of all three agents are zero, and fi1(ri; t) and fi2(ri; vi; t) represent the un-
known, nonlinear dynamics of agent i, which satisfy the Assumptions 4.2.2 and
4.2.3. The nonlinearities considered in the simulation are f11(r1; t) = 0:1
264sin(x1)
sin(y1)
375+
2640:1 sin(10t)
0:1 sin(10t)
375, f12(r1; v1; t) = 0:2
264sin(x1)
sin(y1)
375 + 0:2
264sin(vx1)
sin(vy1)
375 +
2640:1 cos(10t)
0:1 cos(10t)
375 ,
f21(r2; t) =
2640:1e x2
 0:1y2
375+
2640:1 sin(10t)
0:1 sin(10t)
375, f22(r2; v2; t) = 0:2
264sin(x2)
sin(y2)
375+ 0:2
264e vx2
e vy2
375+
2640:1 cos(10t)
0:1 cos(10t)
375, f31(r3; t) =
2640:1e x3
0:1e y3
375+
2640:1 sin(10t)
0:1 sin(10t)
375, f32(r3; v3; t) = 0:2
264sin(x3)
sin(y3)
375+
2640:2 cos(v2x3)
0:2e vy3
375+
2640:1 cos(10t)
0:1 cos(10t)
375.
The cooperative adaptive controllers for this system are designed according to
(4.3.1), (4.3.2), and (4.3.3). The simulation results are shown in Fig. 4.4.4 and Fig.
4.4.5. Fig. 4.4.4 shows that the three agents reach and maintain the desired distance
between each other after around 10 seconds. In Fig. 4.4.4, kri   rjk represents the
distance between agent i and agent j. Fig. 4.4.5 shows that every agent reaches and
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maintains the same distance, dr, to the moving object after around 5 seconds. In
Fig. 4.4.5, robj represents the position vector of the object. kri   robjk represents
the distance between agent i and the object. Fig. 4.4.4 and Fig. 4.4.5 together
demonstrate that the global objective is achieved when local objectives of each agent
are achieved.
−20 −10 0 10 20 30 40 50
−30
−20
−10
0
10
20
30
← A1
← A2
← A3
x axis
y 
ax
is
Formation of Three Agents System
Figure 4.4.3: Formation of three agents.
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4.5 Summary
This chapter discusses the incorporation of L1 adaptive control with a new coopera-
tive control framework in which each agent has its own local, decentralized controller.
Each agent formulates an extended dynamic system by using local information as well
as measurements of other agents. Based on these extended dynamics, the L1 adaptive
control law is used to tackle both local and interconnected uncertainties. First, the
stability condition and tracking performance of a closed-loop reference system for a
two-agent system is presented. Then, estimation errors between internally predicted
states and real states are proved to be arbitrarily small. The main theorem estab-
lishes global stability and the performance bounds between the real system and the
reference system. The performance bounds can be made arbitrarily small by decreas-
ing the integration time step. Simulation results demonstrate the eectiveness of the
presented cooperative control framework.
Chapter 5
Control Framework for Distributed
Multi-Agent Coordination with
Uncertainties
Depending on the specic task of the distributed multi-agent coordination, a group of
agents may move in a collective manner, maintain a certain formation conguration,
or reach an agreement on certain quantity of interest such as position and velocity. In
general, these coordination problems are called ocking, formation control and consen-
sus, respectively. A majority of existing research on these multi-agent coordinations
mainly consider agents governed by linear dynamics [1, 2, 3, 7, 10, 11, 41, 6, 48, 62, 49],
while few papers address distributed multi-agent coordination with uncertainties.
The presence of uncertainties will degenerate the performance, or even destabilize
the whole multi-agent system. Moreover, these dierent distributed coordination
problems such as ocking, formation control and consensus have been addressed by
dierent control designs. However, a systematic way to design the controller for
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dierent distributed coordination problems with nonlinear uncertainties is lacked.
In this chapter, we present a control framework for distributed multi-agent co-
ordination with unknown nonlinear uncertainties by integrating L1 adaptive control
and cooperative control laws. The L1 adaptive control law is used to handle the
mismatched dynamics between the real agent's and the ideal agent's dynamics, which
mainly stem from unknown nonlinear uncertainties. The cooperative control law
is designed for ideal multi-agent systems without uncertainties, where information
regarding the ideal states, instead of the real states, is exchanged through a commu-
nication network. Additionally, the cooperative control law uses an articial potential
function to capture the coordination of ideal agents, where the minimum corresponds
to the equilibrium state of the desired coordination. Hence, by changing the poten-
tial function design, the cooperative control law can handle dierent coordination
problems such as ocking, formation control, and consensus. This control framework
provides a general decentralized coordination method for multi-agent systems with
unknown nonlinear uncertainties.
5.1 Multi-Agent System Dynamics
Before we present the control framework, we introduce the multi-agent system dy-
namics rst.
Consider a group of N agents moving in a m dimensional Euclidean space where
the dynamics of each agent is described by
_ri = vi
_vi = ui + fi(ri; vi; t) ; i = 1; 2;    ; N (5.1.1)
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where ri 2 Rm is the position vector of agent i, vi 2 Rm is the velocity vector of
agent i, ui 2 Rm is the control input, and fi : Rm  Rm  R 7! Rm represents the
unknown, nonlinear, time-varying uncertainties. Notice that each agent may have
dierent uncertainties. Let the states of agent i be denoted i =

r>i v
>
i
>
, the
relative position vector between agents i and j be denoted rij = ri   rj, and the
relative velocity vector be denoted vij = vi   vj.
The information is exchanged among agents through a communication network.
This communication network can be modeled by an undirected graph G = (V ; E),
where V = f1; 2; : : : ; Ng is the agent set and E  f(i; j) : i; j 2 V ; j 6= ig is the edge
set representing communication links. The graph G can be xed or time-varying.
The preliminaries of graph theory are introduced in Appendix A. Unlike information
exchange in [7, 10], real states' information is not exchanged through communication
network. Instead, ideal states' information is exchanged for the sake of stability in
the presence of uncertainties.
Assumption 5.1.1. For any v > 0, there exist 3(v) > 0 and  > 0 such that
kfi(ri; vi; t)k1  3(v)kvik1 + for all kvik1  v.
Remark 5.1.2. Assumption 5.1.1 implies that the nonlinear uncertainties f(ri; vi; t)
is bounded with respect to the position vector ri, which reects some practical con-
ditions. For example, when all agents move together with the same velocity, their
absolute positions keep changing and uncertainties don't become unbounded due to
these changes.
Assumption 5.1.3. The partial derivatives of fi(ri; vi; t) with respect to ri, vi, and
t are bounded, i.e., k@fi(ri;vi;t)
@ri
k  dfir , k@fi(ri;vi;t)@vi k  dfiv , and k
@fi(ri;vi;t)
@t
k  dfit .
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5.2 Control Framework for Distributed Coordina-
tion
In this section, we present a general control framework for distributed multi-agent
coordination with uncertainties. The multi-agent system dynamics are introduced in
Section 5.1. The control input can be expressed as
ui = uic + uia (5.2.1)
where uic is a cooperative control input for an ideal multi-agent system without uncer-
tainties, and uia is a L1 adaptive control input for dealing with unknown, nonlinear,
time-varying uncertainties. The details of both cooperative control and L1 adaptive
control laws are introduced in the following sections.
5.2.1 Cooperative Control Law
The cooperative control law is designed for an ideal multi-agent system without un-
certainties. The ideal agent dynamics can be described by
_rid = vid
_vid = uic ; i = 1; 2;    ; N (5.2.2)
where rid 2 Rm and vid 2 Rm are the position vector and velocity vector of ideal
agent i respectively, rid(0) = ri(0), vid(0) = vi(0), and uic is control input designed
by cooperative control strategy. Ideal agents are in a one-to-one correspondence with
real agents. Let the states of ideal agent i be denoted id =

r>id v
>
id
>
, the relative
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position vector between ideal agents i and j be denoted rijd = rid   rjd , and the
relative velocity vector be denoted vijd = vid   vjd .
The information of ideal agents' states, id , 8i = 1; 2;    ; N , is exchanged
through a communication network. This communication network is modeled by an
undirected graph G as introduced in Section 5.1. Therefore, both the ideal multi-agent
system in (5.2.2) and the real multi-agent system (5.1.1) share the same communica-
tion graph G.
In general, the cooperative control law consists of a gradient-based term of an
articial potential function V () and a velocity consensus term. The minimum of
the potential function V () corresponds to the equilibrium state of the desired co-
ordination. Therefore, the descent gradient term, for example,  rridV (rd), can be
used as part of cooperative control law, uic , where rd represents the stacked position
vector of all ideal agents, and rid represents the ideal agent i's position vector. The
cooperative control law, uic , also contains a velocity consensus term which is usually
dened as  Pj2Ni(vid   vjd), where Ni is the neighbor agent set of ideal agent i.
Since the real multi-agent system share the same communication graph G with the
ideal multi-agent system, Ni also represents the neighbor agent set of real agent i.
In addition to the gradient-based term and the velocity consensus term, sometimes
a navigational feedback term is included in the cooperative control law for following
the virtual leader or desired trajectory. The navigational feedback term is usually
dened as  k1(rid   r)   k2(vid   v) + _v, where r and v represent the position
and velocity of the virtual leader, respectively, and k1 and k2 are designed positive
weights. The details design of the cooperative control law for dierent coordinations
such as ocking, consensus and formation control will be further discussed in Chapter
6 - 8.
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5.2.2 L1 Adaptive Control Law
The L1 adaptive control law is designed for the mismatched dynamics between the
real agent's dynamics (5.1.1) and the ideal agent's dynamics (5.2.2). The mismatched
dynamics can be expressed as
_ri = vi
_vi = uia + fi(ri; vi; t) ; i = 1; 2;    ; N (5.2.3)
where ri = ri   rid , vi = vi   vid , ri(0) = 0, vi(0) = 0, and the derivation of (5.2.3)
uses the fact that ui = uic + uia . Let the states of the mismatched dynamics (5.2.3)
be denoted i =

r>i v
>
i
>
. The control input, uia , is designed by the L1 adaptive
control which consists of a state predictor, an adaptive law and a control law. The
details of each component are introduced next.
State predictor: We can construct the state predictor for agent i's mismatched
dynamics (5.2.3) as follows
264 _^ri
_^vi
375 = Ami
264~ri
~vi
375+
264 vi
0m1
375+Biuia + ^i; (5.2.4)
where r^i 2 Rm and v^i 2 Rm are the estimated position vector and velocity vector of
ri and vi in (5.2.3) respectively, ~ri = r^i   ri, ~vi = v^i   vi, r^i(0) = ri(0) = 0, v^i(0) =
vi(0) = 0, Ami =
2640mm Im
aiIm biIm
375, Bi =
2640mm
Im
375, ai and bi are designed parameters to
make Ami a Hurtwitz matrix which species the desired convergence properties of the
error dynamics between the state predictor in (5.2.4) and the mismatched dynamics
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in (5.2.3), ^i is the parameter vector which are updated by the adaptive law, and ^i
can also be decoupled into
^i =
264^i1
^i2
375 = Bi^i1 +Bi^i2 (5.2.5)
with Bi =
264 Im
0mm
375, ^i1(t) 2 Rm representing the uncertainties in the position chan-
nel, and ^i2(t) 2 Rm representing the uncertainties in the velocity channel. Let
^i =

r^>i v^
>
i
>
. Then, the error dynamics between the mismatched dynamics in
(5.2.3) and the state predictor in (5.2.4) can be written as
_~i = Ami
~i + ^i  Bifi(ri; vi; t) (5.2.6)
where ~i = ^i   i =

~ri ~vi
>
=

(r^i   ri)> (v^i   vi)>
>
, and ~i(0) = 0.
Adaptive law: The adaptive law design for ^i is an extension of the piece-wise
constant adaptive law in [32, 59], which is given by
^i(t) =   1i (T )eAmiT ~i(kT ) ; t 2 [kT; (k + 1)T ) (5.2.7)
where T > 0 is the step size of adaptation and i(T ) =
R T
0
eAmi (T )d .
Control law: The control input, uia , is dened as
uia(t) = airi(t) + bivi(t)  ^lf (t) (5.2.8)
^lf (s) = C(s)^i2(s)
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where ^lf (t) is the inverse Laplace transformation of ^lf (s), ^i2(s) is the Laplace
transformation of ^i2(t) which is introduced in (5.2.5), ai and bi are designed parame-
ters for Hurtwitz matrix Ami , C(s) = KD(s)=(1+KD(s)) is an mm strictly-proper
transfer function matrix with DC gain C(0) = Im, K 2 Rm is a positive-denite gain
matrix, and D(s) is an mm strictly-proper transfer function matrix to make C(s)
strictly proper stable.
For the proofs of stability and performance bounds, the choices of the step size T
in adaptive law (5.2.7) and the gain matrix K in the transfer function matrix C(s)
need to ensure that there exist i for agent i, 8i = 1; 2;    ; N such that the
following condition holds
k(sI   Ami) 1Bi(Im   C(s))kL1(jaij+ jbij)(T )
+ k(sI   Ami) 1Bi(Im   C(s))kL1
p
m(3(vi)vi +)
+ k(sI   Ami) 1 BikL1(T ) + ~i(T ) < i (5.2.9)
where Bi and Bi are introduced in (5.2.5), m is the dimension of the Euclidian
space, vi is a positive constant, (T ) and ~i(T ) are functions of step size T with
limT!0 (T ) = 0 and limT!0 ~i(T ) = 0.
Remark 5.2.1. We can have small i to satisfy (5.2.9) by choosing small time
step T and large min(K). Small temp step T implies small (T ) and ~i(T ), since
limT!0 (T ) = 0 and limT!0 ~i(T ) = 0. min(K) represents the minimal eigenvalue
of matrix K. Large min(K) implies that kIm C(s)kL1 is small [72]. Since C(s) can
be considered as a low-pass lter system, larger min(K) also implies larger bandwidth
of C(s).
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Next, we characterize performance bounds of adaptive law.
Lemma 5.2.2. If vi(t) of real agent i is bounded for t 2 [0;  ] with k(vi)kL1  vi
and unknown nonlinear uncertainties fi(ri; vi; t) satisfy Assumptions 5.1.1 - 5.1.3,
then the state predictor (5.2.4) with adaptive law (5.2.7) provide bounded estimation
errors between estimated states ^i in (5.2.4) and states i in (5.2.3), which are given
by
k(~i)kL1  ~i(T ) (5.2.10)
where ~i = ^i   i, k()kL1 is the truncated L1 norm, vi is a positive constant,
and ~i(T ) is a function of step size T in (5.2.7) which can be rendered arbitrarily
small by reducing step size of adaptation T . Moreover, if ui(t) is also bounded for
t 2 [0;  ] with k(ui)k  uia , estimation errors between estimated uncertainties and
real uncertainties are bounded and characterized by
^i(t) Bifi(ri; vi; t)


L1
 ~i(T ) (5.2.11)
where ~i(T ) is a function of step size T in (5.2.7), which can be rendered arbitrarily
small by reducing step size of adaptation T .
Proof. The proof is given in the Appendix C.1. 
Remark 5.2.3. Notice that Bi =
2640mm
Im
375. Eq. (5.2.11) implies that limT!0 ^i2(t) =
fi(ri; vi; t), where ^i2 is introduced in (5.2.5).
Chapter 6
Flocking for Multi-Agent Systems
with Nonlinear Uncertainties
6.1 Introduction
In the last chapter, we develop a general control framework for distributed multi-
agent coordination with nonlinear uncertainties. In this chapter, we apply this con-
trol framework to design ocking algorithms for multi-agent systems with nonlinear
uncertainties.
The existing research on ocking mainly consider agents governed by second-order
dynamics [7, 8, 9, 10, 11]. However, agents' dynamics may have some uncertainties in
many practical multi-agent systems [45, 44] and complex dynamical networks [42, 43].
Moreover, the presence of uncertainties will lead to the degeneration of performance,
or even destabilize the whole multi-agent system. There are few papers addressing
ocking with uncertainties. In [40], each agent's dynamics contains uncertainties of
106
107
velocity which satisfy a global Lipschitz-like condition. The dynamics considered in
[40] still don't capture the uncertainties involving all states, i.e., both position and
velocity.
We study ocking with nonlinear uncertainties under a xed or a time-varying
undirected graph by employing the control framework in Chapter 5. The ocking
algorithm presented in this chapter integrates a cooperative control law for an ideal
multi-agent system and an L1 adaptive control law for the mismatched dynamics.
The cooperative control law includes a consensus term and a gradient-based term on
an articial potential function. The potential function design captures the attractive
and repulsive mechanisms among agents. For potential function, a number of papers
[10, 40, 73] consider an unbounded one which may generate unbounded forces for
collision avoidance. In contrast, we consider a bounded potential function which is
easier to be implemented in real applications. A ocking algorithm under a xed
graph is presented and discussed rst. Then, a ocking algorithm under a time-
varying graph is discussed with some modications on the potential function and the
adjacency matrix for the time-varying graph G(t). For the connected graph, the real
multi-agent system stays close to the ideal multi-agent system which achieves ocking
asymptotically. Numerical simulation results are also provided to demonstrate the
eectiveness of these ocking algorithms.
6.2 Flocking Algorithm Under a Fixed Graph
This section presents a ocking algorithm under a xed graph for multi-agent systems
with uncertainties in (5.1.1). The ocking algorithm consists of a cooperative control
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law and an L1 adaptive control law. The control input of the ocking algorithm can
be expressed as
ui = uic + uia (6.2.1)
The L1 adaptive control law, uia , is used to handle the mismatched dynamics in
(5.2.3), which is the same as the design in (5.2.8). Therefore, we will focus on the
design of cooperative control law, uic , for the ideal multi-agent system in (5.2.2).
Before discussing the design of cooperative control law, uic , the denition of the
articial potential function is introduced rst.
Denition 6.2.1 (Articial Potential Function). Potential function Vij(r
>
ijd
rijd) is a
dierentiable, nonnegative function of the distance krijdk, such that
1. When krijdk = 0, Vij(r>ijdrijd) is bounded with a relatively large value.
2. Vij has a unique minimum when agents i and j stay at a desired distance dm
with krijdk = dm.
where rijd = rid  rjd represents the relative position vector between ideal agent i and
j, and the ideal agent dynamics are introduced in (5.2.2).
One example of such a potential function is expressed as follows.
Vij(r
>
ijd
rijd) = 1e
 
r>ijdrijd
22 + 2r
>
ijd
rijd
where 1 and 2 are designed parameters to make a unique minimum of Vij achieved
when agent i and j have a desired relative distance, and to make Vij(0) bounded with
a relatively large value, as shown in Fig. 6.2.1.
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Figure 6.2.1: Example of a bounded potential function.
Remark 6.2.2. The main dierence between the potential function being used in
this section and the ones in [8, 40] is whether the potential function is bounded when
the relative distance becomes zero. Due to the unbounded potential function, the
control law used in [8, 40] may generate very large or even unbounded control inputs
for collision avoidance, which may not be applicable for real applications. Use of the
bounded potential function can solve this practical application problem. Yet, it puts
a restriction on the initial positions of agents, which will be further discussed in the
main theorem.
The design in [7] also introduces a bounded and smooth potential function by
using a new norm denition named -norm. In contrast, we use r>ijdrijd for potential
function design to provide a simpler expression and implementation of controller.
Then, the total potential function of agent i can be dened based on ideal system
dynamics (5.2.2) as
Vi(rd) =
NX
j=1
aijVij(r
>
ijd
rijd) =
NX
j=1
aij(1e
 
r>ijdrijd
22 + 2r
>
ijd
rijd) (6.2.2)
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where rd = [r
>
1d
r>2d    r>Nd ]>, rijd = rid   rjd , rid is the position vector of agent i, aij
is the (i; j)th entry of adjacency matrix A, which characterizes the undirected graph
G among ideal agents as represented by (5.2.2). In general, aij = 1, 8j 2 Ni. Ni is
the set of ideal agent i's neighbors. Notice that both the ideal multi-agent system
in (5.2.2) and the real multi-agent system in (5.1.1) share the same communication
graph G as described in Section 5.2.1, which implies that both real agent i and ideal
agent i have the same Ni.
The cooperative control law, uic , for the ideal multi-agent system can be dened
as
uic =  
NX
j=1
aijvijd  rridVi(rd) (6.2.3)
where vijd = vid   vjd , vid is the velocity vector of agent i introduced in (5.2.2), r
represents the gradient of a function, and rridVi(rd) =
PN
j=1 aij

  1
2
e 
r>ijdrijd
22 rijd +
22rijd

.
6.2.1 Analysis of Flocking Algorithm Under a Fixed Graph
This section provides the analysis of the ocking algorithm under a xed graph.
First, we prove that the ideal multi-agent system achieves ocking under a xed
and connected graph by using the cooperative control law, uic in (6.2.3). Then, we
characterize the states' bounds of the mismatched dynamics by using the L1 adaptive
control law, uia in (5.2.8). Finally, we state the relation between the real multi-agent
system and the ideal multi-agent system.
First, we analyze the cooperative control law (6.2.3) for the ideal multi-agent
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system described by (5.2.2). Consider the following positive function for the ideal
multi-agent system
Wd(t) =
1
2
NX
i=1
(Vi(rd) + v
>
id
vid) (6.2.4)
where Vi(rd) is dened in (6.2.2).
Theorem 6.2.3. Consider a group of N ideal agents as represented by (5.2.2), each
steered by cooperative control law (6.2.3). Let the undirected graph G for the commu-
nication network be xed and connected. If Wd(0)  c for some c > 0, and all ideal
agents start in the set 
c = f(rijd ; vid) j Wd  cg, then all ideal agents will stay in
the set 
c, and the following statements hold.
i) All ideal agents asymptotically move with the same velocity.
ii) Each ideal agent reaches a conguration of local minimum of the potential func-
tion Vi in steady state .
iii) Given c < c = 2Vij(2) < 2Vij(0), collisions between interconnected ideal agents
are avoided.
where  is a small positive constant with  < dm and dm is introduced in Denition
6.2.1.
Proof. Since
@Vij(r
>
ijd
rijd )
@rijd
=
@Vij(r
>
ijd
rijd )
@rid
, Vi(rd) =
PN
j=1 aijVij and the graph is undi-
rected, we can obtain d
dt
PN
i=1 Vi = 2
PN
i=1

rridVi(rd)
>
vid . Then, the derivative of
Wd in (6.2.27) becomes
_Wd =
NX
i=1

rridVi
>
vid +
NX
i=1
v>iduic (6.2.5)
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Substitution of control law (6.2.3) into (6.2.5) yields
_Wd =  
NX
i=1
v>id
NX
j=1
aijvijd
=  v>d (L 
 Im)vd  0 (6.2.6)
where vd = [v
>
1d
v>2d    v>Nd ]>, and L is the Laplacian matrix of the graph, which is
positive semidenite for an undirected graph. Eq. (6.2.6) means Wd(t)  Wd(0)  c,
which implies the following upper bounds
Vij  c; i.e. krijdk  V  1ij (c) (6.2.7)
kvidk 
p
c (6.2.8)
for i = 1; 2;    ; N; j 2 Ni. Therefore, 
c is a compact invariant set in the space
of agent velocities and relative distance. By using the LaSalle's theorem [71], system
trajectories will converge to the invariant set S = f(rijd ; vid) j _Wd = 0g as t!1. For
a connected graph, L has a single zero eigenvalue with the associated eigenvector|a
column vector of ones. Therefore, _Wd  0 means that vid  vjd , 8i 6= j, which nishes
the proof of part i).
In the steady state, vid  vjd , 8i 6= j implies that _vid  _vjd , 8i 6= j. Therefore,
_vd 2 span(1N 
 ), where _vd = [ _v>1d ; _v>2d ;    ; _v>Nd ]> and  is some m  1 real vector.
Moreover, the ideal agent i's velocity dynamics become
_vid =  rridVi =  
NX
j=1
aij

  1
2
e 
r>ijdrijd
22 r>ijd + 22r
>
ijd

(6.2.9)
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in the steady state. It follows from (6.2.9) that
(1N 
 ) _vd =
NX
i=1
>[ 
NX
j=1
aij( 1
2
e 
r>ijdrijd
22 r>ijd + 22r
>
ijd
)]
=  >
NX
i=1
NX
j=1
aij( 1
2
e 
r>ijdrijd
22 r>ijd + 22r
>
ijd
)
Since aij = aji and rijd =  rjid ,
PN
i=1
PN
j=1 aij( 12 e 
r>ijdrijd
22 r>ijd + 22r
>
ijd
) = 0, which
implies that (1N 
 ) _vd = 0, i.e., _vd 2 span(1N 
 )?. Therefore, we conclude that
_vd 2 span(1N 
 ) \ span(1N 
 )? = 0 with _vd =  rriVi = 0 in steady state. This
implies that the potential function Vi of agent i is locally minimized in steady state,
and nishes the proof of part ii).
We prove part iii) by contradiction. The rest proof of this part is similar to the
proof of part (iii) of Theorem 1 in [7]. Assume two distinct agents k and l stay very
close to each other at time t1, i.e., krkld(t1)k  . Without loss of generality, assume
the adjacency matrix only has 0 and 1 elements. For all t  0, we have
NX
i=1
Vi(rd(t)) =
NX
i=1
NX
j=1
aijVij(r
>
kld
(t)rkld(t))
= 2aklVkl(r
>
kld
(t)rkld(t)) +
X
i2Vnfk;lg
X
j2Vnfi;k;lg
aijVij(r
>
kld
(t)rkld(t))
 2Vkl(r>kld(t)rkld(t))
where V is the agent set which is dened by graph theory in Appendix A. Thus,
NX
i=1
Vi(rd(t1))  2Vkl(r>kld(t1)rkld(t1))  2Vkl(2) = c (6.2.10)
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Since 
c is an invariant set of Wd, we have
NX
i=1
Vi(rd(t))  Wd(t)  Wd(0)  c < c; 8t  0
which is in contradiction with (6.2.10). Therefore, the distance krkldk > , and
collision between interconnected agents are avoided, which nishes the proof of part
iii) and concludes the proof. 
Remark 6.2.4. Since this section considers a xed graph, the collision avoidance
among all agents can not be guaranteed unless each agent is interconnected to all
neighboring agents all the time.
Remark 6.2.5. We can also explain the eect of uncertainties on cooperative con-
trol performance. With the presence of uncertainties, each agent's dynamics (5.2.2)
become
_rid = vid
_vid = uic + di(t) ; i = 1; 2;    ; N (6.2.11)
Following from the similar derivation (6.2.5) - (6.2.6), we can obtain
_Wd =  v>d (L 
 Im)vd +
NX
i=1
v>iddi(t) (6.2.12)
Since L is positive semi-denite, _Wd  0 is not guaranteed all the time. For some
extreme cases where vid = vjd , 8i 6= j, small perturbation of di along the velocity
direction, for example, di = vid , may cause the velocity to increase and nally drift.
Next, we characterize the states' bounds of mismatch dynamics (5.2.3) by using
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the L1 adaptive control design.
Theorem 6.2.6. Given the system in (5.2.3) with the L1 adaptive controller via
(5.2.4), (5.2.7), and (5.2.8), subject to the stability condition (5.2.9) and Assumptions
5.1.1-5.1.3, if all ideal agents (5.2.2) are steered by cooperative control law (6.2.3)
under the connected graph G and start in the set 
c = f(rijd ; vid) j Wd  cg with
Wd(0)  c < c = 2Vij(2), then
k~ikL1  ~i(T ) (6.2.13)
kikL1 < i (6.2.14)
kuiakL1 < uia (6.2.15)
where  is a small positive constant, i =

r>i v
>
i
>
is the state vector of the mis-
matched dynamics (5.2.3), ~i = ^i   i is the state vector of the error dynamics
(5.2.6), ^i =

r^>i v^
>
i
>
is the state vector of state predictor (5.2.4), i is introduced
in (5.2.9) and
uia = (jaij+ jbij)i + kC(s)kL1(jaij+ jbij)(T )
+kC(s)kL1(3(vi)vi +) (6.2.16)
Proof. The proof will be done by contradiction. Assume that the bounds in (6.2.14)
and (6.2.15) do not hold. Then, since ki(0)k1 = 0 < i , kuia(0)k = 0 < uia , and
i(t) and uia(t) are continuous, there exists a time  such that
ki()k1 = i ; or kuia()k1 = uia (6.2.17)
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while
k(i)kL1  i (6.2.18)
k(uia)kL1  uia (6.2.19)
where k()kL1 is the truncated L1 norm. Since ideal agents start from the set 
c
with Wd(0)  c < c = 2Vij(2), it follows from Theorem 6.2.3 that kvidk 
p
c and
uic is bounded. Since vi = vid + vi and vi is bounded for t 2 [0;  ] from (6.2.18),
vi is bounded for t 2 [0;  ]. Bounded uic from Theorem 6.2.3 and bounded uia in
(6.2.19) mean that ui is also bounded for t 2 [0;  ]. Therefore, Lemma 5.2.2 holds
for t 2 [0;  ]. It follows from (6.2.18), (6.2.19), and Lemma 5.2.2 that
k(~i)kL1  ~i(T ) (6.2.20)
Substitution of control law (5.2.8) into (5.2.4) yields
^i(s) = (sI   Ami) 1Bi(Im   C(s))^i2(s) + (sI   Ami) 1 Bi^i1(s) (6.2.21)
where ^i(s), ^i1(s), and ^i2(s) are the Laplace transformation of ^i(t), ^i1(t), and
^i2(t), respectively, and Bi is introduced in (5.2.5). By using Lemma B.1.7, we obtain
the following upper bound
k(^i)kL1  k(sI   Ami) 1Bi(Im   C(s))kL1k(^i2)kL1
+k(sI   Ami) 1 BikL1k(^i1)kL1 (6.2.22)
By using the bounds of ^i1 in (C.1.12) and ^i2 in (C.1.13) from Appendix C, Eq.
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(6.2.22) becomes
k(^i)kL1  k(sI   Ami) 1Bi(Im   C(s))kL1(jaij+ jbij)(T )
+k(sI   Ami) 1Bi(Im   C(s))kL1
p
m(3(vi)vi +)
+k(sI   Ami) 1 BikL1(T ) (6.2.23)
Since i(t) = ^i(t)  ~i(t), we have
k(i)kL1  k(sI   Ami) 1Bi(Im   C(s))kL1(jaij+ jbij)(T )
+k(sI   Ami) 1Bi(Im   C(s))kL1
p
m(3(vi)vi +)
+k(sI   Ami) 1 BikL1(T ) + ~i(T ) (6.2.24)
Stability condition (5.2.9) further implies that
k(i)kL1 < i (6.2.25)
Similarly, we can obtain the upper bound of uia
k(uia)kL1  (jaij+ jbij)k(i)kL1 + kC(s)kL1k(^i2)kL1
< uia (6.2.26)
where uia is introduced in (6.2.16). The bounds in (6.2.25) and (6.2.26) contradict
(6.2.18) and (6.2.19), respectively, which proves the bounds in (6.2.14) and (6.2.15).
Eq. (6.2.14) and (6.2.15), together with Theorem 6.2.3, imply that vi and ui are
bounded for t  0, and therefore Lemma 5.2.2 holds for all t  0. It follows from
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(6.2.14), (6.2.15) and Lemma 5.2.2 that (6.2.13) is satised, which concludes the
proof. 
Finally, we consider the relation between the real multi-agent system and the
ideal multi-agent system. We construct the following positive function for the real
multi-agent system in (5.1.1)
W (t) =
1
2
NX
i=1
(Vi(r) + v
>
i vi) (6.2.27)
where r = [r>1 r
>
2    r>N ]> and Vi() is introduced in Denition 6.2.1.
Theorem 6.2.7. Consider the multi-agent system with dynamics (5.1.1), satised
Assumptions 5.1.1-5.1.3, and decentralized control law consisting of cooperative con-
trol law (6.2.3) under the connected graph G and the L1 adaptive control law (5.2.4),
(5.2.7), and (5.2.8) subject to the stability condition (5.2.9). If initial positions and ve-
locities of the multi-agent system satisfy W (0)  c < c = 2Vij(42i), then real agents
with uncertainties (5.1.1) will stay close to the ideal agents (5.2.2) which achieve
ocking asymptotically.
Proof. Since initial states of both real agents (5.1.1) and ideal agents (5.2.2) are the
same, W (0)  c < c implies that positive function of ideal agents Wd(0)  c < c
and all ideal agents start in the set 
c = f(rijd ; vid) j Wd  cg. It follows from
Theorem 6.2.3 that ideal agents achieve ocking asymptotically. Moreover, since
c < c = 2Vij(42i), results of part iii) in Theorem 6.2.3 imply that krijdk > 2i for
interconnected agents i and j. Since rij = rij + rijd , we further obtain the following
bounds
krijdkL1 = krij   rijkL1  krijkL1 + krijkL1 (6.2.28)
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It follows from (6.2.28), (6.2.14) of Theorem 6.2.6 and krijdk > 2i that krijkL1 
krijdkL1   2i > 0, which implies that the collisions among interconnected agents
are avoided. It follows from Theorem 6.2.6 and i = i + id that
kikL1  kidkL1 + i (6.2.29)
i can be very small as stated in Remark 5.2.1. Then, Eq. (6.2.29) implies that the
real agents stay close to the ideal agents and concludes the proof. 
6.2.2 Simulation Results
Simulation is performed on a group of ten agents moving in a 2-dimensional space
with the agent dynamics represented in (5.1.1). The uncertainties are given by
fi(ri; vi; t) =
264fix(rix ; vix ; t)
fiy(riy ; viy ; t)
375 with fix(rix ; vix ; t) = 0:1 ln(1 + jvixj) + arctan(rix) +
e jrix j + 0:15 sin(rix)vix + 0:1 sin(t) + e
 jvix j + cos(vix), and fiy(riy ; viy ; t) = ln(1 +
jviy j) + arctan(riy) + e jriy j + 0:1 sin(t) + arctan(riy)viy + e jviy j + sin(viy), where rix
and vix represent the position and velocity along the x-axis respectively, and riy and
viy represent the position and velocity along the y-axis respectively. Initial positions
are chosen as (105; 15), (90; 0), (103; 12), (65; 5), (75; 10), (120; 20), (115; 25),
(50; 15), (45; 0), and (60; 15), and initial velocities are chosen randomly with ar-
bitrary directions and magnitudes in the range [0; 5
p
2]. The xed and undirected
graph is shown in Fig. 6.2.2.
Simulation results are shown in Fig. 6.2.3 - 6.2.7. Fig. 6.2.3 gives the time history
of ideal agents' velocities along x-axis and y-axis respectively, which demonstrates the
convergence of ideal agents' velocities. Fig. 6.2.4 shows the positive functionWd(t) in
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Figure 6.2.2: Undirect graph of multi-agent system.
(6.2.4) of the ideal multi-agent system, which is non-increasing. Fig. 6.2.3 and 6.2.4
demonstrate the results in Theorem 6.2.3. Fig. 6.2.5 plots the position and velocity
vector of the mismatched dynamics (5.2.3). Notice that r and v have small values,
which demonstrate the results in Theorem 6.2.6. Fig. 6.2.6 demonstrates the velocity
convergence of real agents. Fig. 6.2.7 describes the evolution of a group of 10 agents
by snapshots at dierent time instants. In this gure, the ten agents are marked with
triangles, the circle on a vertex of the triangle represents the head of the agent, and
dashed lines among agents represent the information exchange link. Fig. 6.2.7 shows
that ocking is formed and maintained well.
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Figure 6.2.3: Velocities of the ten ideal
agents. (Top) Velocity along the x-axis.
(Bottom) Velocity along the y-axis.
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Figure 6.2.4: Positive function Wd(t)
of the ideal multi-agent system.
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Figure 6.2.5: Positive vector r and
velocity vector v of the mismatched
dynamics.
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Figure 6.2.6: Velocities of real agents.
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Figure 6.2.7: Simulation time snapshots of 2-D ocking.
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6.3 Flocking Algorithm Under a Time-Varying
Graph
In this section, we consider a more practical condition where the communication
network among real agents are modeled by a time-varying undirected graph G(t) =
fV ; E(t)g with a set of vertices V and a set of time-varying edges
E(t) = f(i; j) 2 V  V : kri   rjk < dr ; i 6= jg
where dr > 0 denotes the communication range between two real agents. The set of
neighbors of real agent i can be dened as
Ni(t) = fj 2 V : krj   rik < dr ; j 6= ig (6.3.1)
If we still use the same adjacency element denition in Section 6.2, aij(t) becomes
discontinuous and switches between 0 and 1 based on the relative distance between
real agent i and j. In order to facilitate control law design and analysis, we use the
weighted graph introduced in [7] with position-dependent adjacency elements aij(t)
which are continuous between 0 and 1 and dierentiable. One example of continuous
aij(t) is shown in Fig. 6.3.1 with the communication range dr = 10. For an undirected
graph G(t), aij(t) = aji(t) and therefore the adjacency matrix A(t) is symmetric. The
Laplacian matrix L(t) is dened as L(t) = [lij(t)] 2 RNN with lii(t) =
Pn
j=1;j 6=i aij(t)
and lij(t) =  aij(t); i 6= j.
Since ideal states' information, instead of real states' information, is exchanged
through the communication network, the ideal multi-agent system described by (5.2.2)
share the same time-varying graph G(t) with the real multi-agent system. Therefore,
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Figure 6.3.1: Continuous adjacency element aij(t).
ideal agent i has the same neighbor set Ni(t) as real agent i in (6.3.1).
The ocking algorithm under a time-varying graph consists of an L1 adaptive
control law and a cooperative control law. The L1 adaptive control law is the same as
the design (5.2.8) in Section 5.2.2. The cooperative control law is based on a dierent
potential function design from the one used in Section 6.2. The denition of this new
potential function is introduced as follows.
Denition 6.3.1 (Articial Potential Function). Potential function Vij(r
>
ijd
rijd) is a
dierentiable, nonnegative function of the distance krijk, such that
1. When krijdk = 0, Vij(r>ijdrijd) is bounded with a relatively large value.
2. Vij has a unique minimum when agents i and j stay at a desired distance dm
with krijdk > dm.
3.
@Vij
@(r>ijdrijd )
= 0, if krijdk > dr.
where dr represents the communication range.
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Remark 6.3.2. The potential function design diers from the one (Denition 6.2.1)
for a xed graph on whether the value of the potential function becomes constant
when krijdk > dr, which is crucial for construction of total potential function and
further analysis under a time-varying graph.
Inspired by [7], one example of such a potential function is expressed as follows.
Vij(r
>
ijd
rijd) = V0 +
Z r>ijdrijd
dr
	(s=dr)( 1
2
e 
s>s
22 s+ 22s)ds
where V0 is a positive constant to make Vij a positive function, the denition of
function 	 comes from the bump function in [7] which is dened as
	(z) =
8>>>><>>>>:
1; z 2 [0; h)
1
2
[1 + cos( z h
1 h)]; z 2 [h; 1]
0; otherwise
(6.3.2)
with h 2 (0; 1). Note that 	ij(z) is a C1-smooth function with 	0ij(z) = 0 ; for z 2
[1;1) and 	0ij(z) is uniformly bounded in z. 1 and 2 are designed parameters to
make a unique minimum of Vij achieved when agent i and j have a desired relative
distance, and to make Vij(0) bounded with a relatively large value, as shown in Fig.
6.3.2.
Then, the total potential function of ideal agent i can be dened as
Vi(rd) =
X
j2Vnfig
Vij(r
>
ijd
rijd) (6.3.3)
where rd = [r
>
1d
r>2d    r>Nd ]>. Notice that Vi(rd) here is the summation of potential
functions between agent i and all rest agents, which is not limited to agent i and its
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Figure 6.3.2: Example of a bounded potential function.
neighbor agents. The cooperative control input, uic , for ideal agent i can be dened
as
uic =  
X
j2Ni(t)
aij(t)vij  rridVi(rd) (6.3.4)
where Ni(t) is ideal agent i's neighbors set which are the same as real agent i's
neighbors set in (6.3.1), r represents the gradient of a function, and rridVi =P
j2Ni(t)	(r
>
ijd
rijd=dr)

  1
22
e 
r>ijdrijd
22 +2

rijd . Notice that Eq. (6.3.3) can be rewrit-
ten as Vi(rd) =
P
j2Ni(t) Vij(r
>
ijd
rijd)+
P
j =2Ni(t);j 6=i Vij(r
>
ijd
rijd), and
P
j =2Ni(t);j 6=i
@Vij
@rid
= 0
from Denition 6.3.1.
6.3.1 Analysis of Flocking Algorithm Under a Time-Varying
Graph
This section provides the analysis of the ocking algorithm under a time-varying
graph. First, we prove that the ideal multi-agent system will achieve ocking under
a time-varying graph G(t) which is connected for t  0 by using the cooperative
control law, uic in (6.3.4). Then, we state the relation between the real multi-agent
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system and the ideal multi-agent system. The characterization for states' bounds of
the mismatched dynamics, by using the L1 adaptive control law, uia in (5.2.8), is
similar to Theorem (6.2.6), and therefore not discussed this section.
First, we analyze the cooperative control law (6.3.4) for the ideal multi-agent
system described by (5.2.2). Consider the following positive function for the ideal
multi-agent system
Wd(t) =
1
2
NX
i=1
(Vi(rd) + v
>
id
vid) (6.3.5)
where Vi(rd) is dened in (6.3.3).
Theorem 6.3.3. Consider a group of N ideal agents as represented by (5.2.2), each
steered by cooperative control law (6.3.4). Let the undirected graph G(t) for the com-
munication network be time-varying and always connected. If Wd(0)  c for some
c > 0, and all ideal agents start in the set 
c = f(rijd ; vid) j Wd  cg, then all ideal
agents will stay in the set 
c, and the following statements hold.
i) All ideal agents asymptotically move with the same velocity.
ii) Each ideal agent reaches a conguration of local minimum of the potential func-
tion Vi in steady state .
iii) Given c < c = 2Vij(2) < 2Vij(0), collisions among ideal agents are avoided.
where  is a small positive constant with  < dm and dm is introduced in Denition
Proof. Since
@Vij(r
>
ijd
rijd )
@rijd
=
@Vij(r
>
ijd
rijd )
@rid
, Vi(rd) =
P
j2Vnfig Vij and the graph is undi-
rected, we can obtain d
dt
PN
i=1 Vi = 2
PN
i=1

rridVi(rd)
>
vid . Then, the derivative of
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Wd in (6.3.5) becomes
_Wd =
NX
i=1

rridVi
>
vid +
NX
i=1
v>iduic (6.3.6)
Substitution of control law (6.3.4) into (6.3.6) yields
_Wd =  
NX
i=1
v>id
X
j2Ni(t)
vijd
=  v>d (L(t)
 Im)vd  0 (6.3.7)
where vd = [v
>
1d
v>2d    v>Nd ]>, L(t) is the Laplacian matrix of the graph, which is
positive semidenite for an undirected graph. Eq. (6.3.7) means Wd(t)  Wd(0)  c,
which implies the following upper bounds
Vij  c; i.e. krijdk  V  1ij (c) (6.3.8)
kvidk 
p
c (6.3.9)
for i = 1; 2;    ; N; j 2 Ni. Therefore, 
c is a compact invariant set in the space
of agent velocities and relative distance. By using the LaSalle's theorem [71], system
trajectories will converge to the invariant set S = f(rijd ; vid) j _Wd = 0g as t ! 1.
Since G(t) is always connected for t  0, _Wd  0 means that vid  vjd , 8i 6= j, which
nishes the proof of part i).
Following from the similar proof methods of Theorem 6.2.3 in Section 6.2.1, we
can prove parts ii) { iii), which are omitted here. 
Then, we consider the relation between the real multi-agent system and the ideal
multi-agent system. We construct the following positive function for the real multi-
128
agent system in (5.1.1)
W (t) =
1
2
NX
i=1
(Vi(r) + v
>
i vi) (6.3.10)
where r = [r>1 r
>
2    r>N ]> and Vi() is introduced in Denition 6.3.1.
Theorem 6.3.4. Consider the multi-agent system with dynamics (5.1.1), satised
Assumptions 5.1.1-5.1.3, and decentralized control law consisting of the cooperative
control law (6.3.4) under an undirected graph G(t) which are connected for t  0
and the L1 adaptive control law (5.2.4), (5.2.7), and (5.2.8) subject to the stability
condition (5.2.9). If initial positions and velocities of the multi-agent system (5.1.1)
satisfy W (0)  c < c = 2Vij(42i), then real agents with uncertainties (5.1.1) will
stay close to the ideal agents (5.2.2) which achieve ocking asymptotically.
Proof. The proof follows the similar proof procedure of Theorem 6.2.7, which is
therefore omitted. 
6.3.2 Simulation Results
Consider the same simulation conguration as Section 6.2.2 with a time-varying graph
and dierent initial positions. The time-varying graph is changing based on the
communication range, dr = 30, and maintains connected for t  0. Initial positions
are chosen as (25:1; 56), (75:7; 34:2), (34:2; 67:4), (51:2; 34:2), (60:7; 25:7), (22:3; 64),
(26; 23:5), (28; 7:5), (49:7; 50), and (73:5; 49).
Simulation results are shown in Fig. 6.3.3 - 6.3.7. Fig. 6.3.3 gives the time history
of ideal agents' velocities along x-axis and y-axis respectively, which demonstrates the
convergence of ideal agents' velocities. Fig. 6.3.4 shows the positive functionWd(t) in
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(6.3.5) of the ideal multi-agent system, which is non-increasing and continuous. Fig.
6.3.3 and 6.3.4 demonstrate the results in Theorem 6.3.3. Fig. 6.3.5 plots the position
and velocity vector of the mismatched dynamics (5.2.3). The simulation results of
real agents are shown in Fig. 6.3.6 and 6.3.7. Fig. 6.3.6 demonstrates the velocity
convergence of real agents. Fig. 6.3.7 describes the evolution of a group of 10 agents
by snapshots at dierent time instants. Fig. 6.3.7 shows that ocking is formed and
maintained well for a time-varying graph.
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Figure 6.3.3: Velocities of the ten ideal
agents. (Top) Velocity along the x-axis.
(Bottom) Velocity along the y-axis.
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Figure 6.3.4: Positive function Wd(t)
of the ideal multi-agent system.
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Figure 6.3.5: Positive vector r and
velocity vector v of the mismatched
dynamics.
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Figure 6.3.6: Velocities of the ten real
agents.
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Figure 6.3.7: Simulation time snapshots of 2-D ocking.
6.4 Summary
In this chapter, we develop ocking algorithms by employing the control framework
in Chapter 5 for multi-agent systems with unknown nonlinear uncertainties. Flocking
algorithms under a xed graph and a time-varying graph are presented separately.
First, we present and analyze the ocking algorithm under a xed graph. Then, we
present and analyze the ocking algorithm under a time-varying graph with modi-
cations of continuous adjacency matrix and potential function. The performance of
the cooperative control law is analyzed for the ideal multi-agent system without un-
certainties. The states' bounds of the mismatched dynamics by using the L1 adaptive
control law are also characterized. The presented ocking algorithms can make real
multi-agent system stay close to the ideal multi-agent system which achieves ocking
under a xed or time-varying graph.
Chapter 7
Consensus Algorithms for
Multi-Agent Systems with
Nonlinear Uncertainties
7.1 Introduction
In this chapter, we study how to apply the control framework in Chapter 5 to de-
sign consensus algorithms for multi-agent systems with nonlinear uncertainties. The
consensus algorithm consists of a cooperative control law and an L1 adaptive control
law, which is similar to the structure of ocking algorithms in the last chapter. The
main dierence between consensus algorithm in this chapter and ocking algorithm
in Chapter 6 lies in the potential function design for the cooperative control law.
The potential function, which is specically designed for consensus problems, is pre-
sented rst. Then, we discuss two dierent consensus cases: 1) normal consensus
| where all agents reach an agreement on an initially undetermined position and
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velocity, and 2) consensus with a virtual leader | where only part of the group of
agents (at least one agent) is informed of the virtual leader and where the state of
each agent converges with that of the virtual leader. Under a xed and connected
undirected graph, the presented consensus algorithms make a group of agents with
nonlinear uncertainties achieve consensus eventually for the cases with or without a
virtual leader. Simulation results of 2-D consensus with nonlinear uncertainties are
provided to demonstrate the presented adaptive consensus algorithms.
7.2 Normal Consensus
The normal consensus algorithm is designed for multi-agent systems with uncertain-
ties in (5.1.1) and consists of a cooperative control law and an L1 adaptive control
law. The control input of the consensus algorithm can be expressed as
ui = uic + uia (7.2.1)
The L1 adaptive control law, uia , is used to handle the mismatched dynamics (5.2.3),
which is the same as the design in (5.2.8). Therefore, this section will focus on the
design of cooperative control law, uic , for the ideal multi-agent system (5.2.2). The
ideal multi-agent system described by (5.2.2) share the same graph G with the real
multi-agent system in (5.1.1), since ideal states' information, instead of real states'
information, is exchanged through the communication network.
Before discussing the design of cooperative control law, uic , the denition of the
articial potential function for normal consensus is introduced rst.
Denition 7.2.1 (Articial Potential Function). Potential function Vij(r
>
ijrij) is a
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dierentiable, nonnegative function of the distance krijk between agent i and j, such
that Vij(r
>
ijrij) has a unique minimum at krijk = 0. rij is the relative position vector
between agent i and j.
One example of such a potential function is expressed as follows.
Vij(r
>
ijrij) = r
>
ijrij
where  is a designed positive parameter.
Similar to the ocking case in Chapter 6, the total potential function of ideal agent
i can be dened as
Vi(rd) =
NX
j=1
aijVij(r
>
ijd
rijd) =
NX
j=1
aijr
>
ijd
rijd (7.2.2)
where rd = [r
>
1d
r>2d    r>Nd ]>, rijd = rid   rjd denotes the relative position vector
between ideal agents i and j as represented by (5.2.2), and aij is the (i; j)th entry
of adjacency matrix A, which characterizes the undirected graph among agents. In
general, aij = 1, 8j 2 Ni. Ni is the set of agent i's neighbors. Notice that the ideal
multi-agent system share the same graph with the real multi-agent system.
For the normal consensus case, the cooperative control law for ideal agent i can
be dened as
uic =  
NX
j=1
aijvijd  rridVi(rd) (7.2.3)
where vijd = vid   vjd denotes the relative velocity vector between ideal agents i and
j as represented by (5.2.2), r represents the gradient of a function, and rridVi(rd) =
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PN
j=1 2aijrijd .
First, we analyze the cooperative control law (7.2.3) for the ideal multi-agent
system described by (5.2.2) in Section 5.1. Consider the following positive function
for the ideal multi-agent system
Wd(t) =
1
2
NX
i=1
(Vi(rd) + v
>
id
vid) (7.2.4)
where Vi() is dened in (7.2.2), and vid is introduced in (5.2.2).
Theorem 7.2.2. Consider a group of N ideal agents as represented by (5.2.4), each
steered by cooperative control law (7.2.3). Let the undirected graph G for the commu-
nication network be xed and connected. If Wd(0)  c for some c > 0, and all ideal
agents start in the set 
c = f(rijd ; vid) j Wd  cg, then all ideal agents will stay in
the set 
c, and the following statements hold.
i) All ideal agents asymptotically move with the same velocity, i.e.,
limt!1 kvijd(t)k = 0.
ii) All ideal agents asymptotically converge to the same position, i.e.,
limt!1 krijd(t)k = 0.
Proof. The derivative of Wd(t) in (7.2.4) becomes
_Wd =
NX
i=1

rridVi
>
vid +
NX
i=1
v>iduic (7.2.5)
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Substitution of control law (7.2.3) into (7.2.5) yields
_Wd =  
NX
i=1
v>id
NX
j=1
aijvijd
=  v>d (L 
 Im)vd  0 (7.2.6)
where vd is the stack vectors of all virtual agents' velocities, i.e., vd =
[v>1d v
>
2d
   v>Nd ]>, L is the Laplacian matrix of the xed graph G, which is posi-
tive semidenite for an undirected graph, and 
 denotes the Kronecker product. Eq.
(7.2.6) means Wd(t)  Wd(0)  c, which implies the following upper bounds
Vij  c; i.e. krijdk  V  1ij (c) (7.2.7)
kvidk 
p
2c (7.2.8)
Therefore, 
c is a compact invariant set in the space of agent velocities and relative
distance. By using the LaSalle's theorem [71], system trajectories will converge to
the invariant set S = frijd ; vid)j _Wd = 0g as t ! 1. Since the graph G is connected,
_Wd  0 means that vid  vjd , 8i 6= j, which nishes the proof of part i).
In the steady state, vid  vid , 8i 6= j implies that _vid  _vjd , 8i 6= j. Therefore,
_vd 2 span(1N 
 ), where _vd = [ _v>1d ; _v>2d ;    ; _v>Nd ]> and  is some m  1 real vector.
Moreover, the ideal agent i's velocity dynamics become
_vid =  rridVi(rd) =  
NX
j=1
2aijrijd (7.2.9)
in the steady state. It follows from (7.2.9) that (1N 
 )> _vd =PN
i=1 
>[ PNj=1 2aijrijd ] =  >PNi=1PNj=1 2aijrijd . Since aij = aji and rijd =
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 rjid , we have
PN
i=1
PN
j=1 2aijr
>
ijd
= 0, which implies that (1N 
 ) _vd = 0.
Then, it follows that _vd is orthogonal to (1N 
 ). Therefore, we conclude that
_vid =  rridVi =  
PN
j=1 2aijr
>
ijd
= 0, 8i = 1; 2;    ; N . From PNj=1 2aijr>ijd = 0,
we further obtain that
PN
i=1 rid
PN
j=1 2aijr
>
ijd
= 0, which can be written in the matrix
form as 2r>d (L 
 Im)rd = 0 with rd = [r>1d r>2d    r>Nd ]>. By using the properties of
Laplacian matrix for connected undirected graph, we further obtain rid  rjd ; 8i 6= j,
and nishes the proof of part ii). 
Next, we characterize the states' bounds of the mismatch dynamics (5.2.3) by
using the L1 adaptive control law (5.2.8) in Section 5.2.2 and results from Theorem
7.2.2.
Theorem 7.2.3. Given the system in (5.2.3) with the L1 adaptive controller via
(5.2.4), (5.2.7), and (5.2.8), subject to the stability condition (5.2.9) and Assumptions
5.1.1-5.1.3, if all ideal agents (5.2.2) are steered by cooperative control law (6.2.3)
under the connected graph G and start in the set 
c = f(rijd ; vid) j Wd  cg with
Wd(0)  c, then
k~ikL1  ~i(T ) (7.2.10)
kikL1 < i (7.2.11)
kuiakL1 < uia (7.2.12)
where  is a small positive constant, i =

r>i v
>
i
>
is the state vector of the mis-
matched dynamics (5.2.3), ~i = ^i   i is the state vector of the error dynamics
(5.2.6), ^i =

r^>i v^
>
i
>
is the state vector of state predictor (5.2.4), i is introduced
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in (5.2.9), and
uia = (jaij+ jbij)i + kC(s)kL1(jaij+ jbij)(T )
+kC(s)kL1(3(vi)vi +) (7.2.13)
Proof. The proof follows the same procedure of Theorem 6.2.6 in Section 6.2.1,
which is therefore omitted. 
Finally, we consider the relation between the real multi-agent system and the
ideal multi-agent system. We construct the following positive function for the real
multi-agent system in (5.1.1)
W (t) =
1
2
NX
i=1
(Vi(r) + v
>
i vi) (7.2.14)
where r = [r>1 r
>
2    r>N ]>, Vi() is introduced in Denition 7.2.1, and ri and vi
represent position vector and velocity vector of real agent i in (5.1.1), respectively.
Theorem 7.2.4. Consider the multi-agent system with dynamics (5.1.1), satised
Assumptions 5.1.1-5.1.3, and decentralized control law consisting of the cooperative
control law (7.2.3) under the connected graph G and the L1 adaptive control law
(5.2.4), (5.2.7), and (5.2.8) subject to the stability condition (5.2.9). If initial positions
and velocities of the multi-agent system (5.1.1) satisfy W (0)  c, then real agents
with uncertainties (5.1.1) will stay close to the ideal agents (5.2.2) which achieve both
position and velocity consensus asymptotically.
Proof. Since initial states of both real agents (5.1.1) and ideal agents (5.2.2) are the
same, W (0)  c implies that positive function of ideal agents Wd(0)  c and all ideal
agents start in the set 
c = f(rijd ; vid) j Wd  cg. It follows from Theorem 7.2.2 that
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ideal agents achieve both position and velocity consensus asymptotically. It follows
from Theorem 7.2.3 and i = i + id that
kikL1  kidkL1 + i (7.2.15)
i can be very small as stated in Remark 5.2.1. Then, Eq. (7.2.15) implies that the
real agents stay close to the ideal agents and concludes the proof. 
7.3 Consensus with a Virtual Leader
In this section, we study the consensus with a virtual leader where only part of the
group of agents (at least one agent) is informed of the virtual leader, and the virtual
leader has a constant velocity. The virtual leader's dynamics is described by
_r = v
_v = g(r; v) (7.3.1)
where g : RmRm 7! Rm is a known function, and g(r; v) = 0 for the virtual leader
has a constant velocity.
The cooperative control law for consensus with a virtual leader uses the same
potential function design in Denition 7.2.1 and adds a navigational feedback term
to cooperative control law (7.2.3) for normal consensus. Similar to Eq. (7.2.2), the
total potential function of ideal agent i can be dened as
Vi(rd) =
NX
j=1
aijVij(r
>
ijd
rijd) =
NX
j=1
aijr
>
ijd
rijd (7.3.2)
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where rd = [(r1d r)> (r2d r)>    (rNd r)>]>, rijd = (rid r) (rjd r) = rijd ,
and therefore Vij(r
>
ijd
rijd) = Vij(r
>
ijd
rijd) and Vi(rd) = Vi(rd). The cooperative control
law for the consensus with a virtual leader can be dened as
uic =  
NX
j=1
aijvijd  rridVi(rd) + g(r; v)
 hi
 
!1(rid   r) + !2(vid   v)

(7.3.3)
where vijd = vid   vjd , rid and vid represents the position and velocity vector of ideal
agent (5.2.2) respectively, !1; !2 > 0 are designed parameters, hi = 1 when agent i is
informed of the virtual leader and hi = 0 otherwise. The design of the navigational
feedback term g(r; v)   hi
 
!1(rid   r) + !2(vid   v)

is inspired by the ocking
algorithms in [7, 11].
Remark 7.3.1. In this section, we only consider the case in which only part of the
group of agents is informed of the virtual leader that has a constant velocity, i.e.,
g(r; v) = 0 in (7.3.1). Yet, the cooperative control law (7.3.3) can also be applied
to the case where all agents are informed of the virtual leader with a time-varying
velocity.
First, we analyze the performance of cooperative control law (7.3.3) for the ideal
multi-agent system described by (5.2.2). We can dene the following positive function
Wdb =
1
2
NX
i=1

Vi(rd) + hi!1(rid   r)>(rid   r)

+
1
2
NX
i=1
(vid   v)>(vid   v) (7.3.4)
Then, our analysis results can be summarized in the following theorem.
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Theorem 7.3.2. Consider a virtual leader described in (7.3.1), and a group of N
ideal agents as represented by (5.2.2), each ideal agent steered by cooperative control
law (7.3.3). Let the undirected graph G for the communication network be xed and
connected. Assume only part of the group of ideal agents (at least one) is informed of
the virtual leader that has a constant velocity. If Wdb(0)  c, for some c > 0 and all
ideal agents start in the set 
cb = f((rid   r); (vid   v)) j Wdb  cg, all ideal agents
will stay in the set 
cb, and the following statements hold.
i) All ideal agents asymptotically move with the same velocity of the virtual leader,
i.e., limt!1 kvid(t)  v(t)k = 0 ; i = 1; 2;    ; N .
ii) All ideal agents asymptotically converge to the position of the virtual leader, i.e.,
limt!1 krid(t)  r(t)k = 0 ; i = 1; 2;    ; N .
Proof. Since we consider the virtual leader has a constant velocity, i.e., g(r; v) = 0
in (7.3.1). Following from Vi(rd) = Vi(rd) and g(r; v) = 0, the control law (7.3.3)
becomes
uic =  
NX
j=1
aijvijd  rridVi(rd)  hi(!1(rid   r) + !2(vid   v)) (7.3.5)
The derivatives of Wdb in (7.3.4) becomes
_Wdb =
NX
i=1

(vid   v)>rridVi(rd) + hi!1(rid   r)>(vid   v)

+
NX
i=1
(vid   v)>uic (7.3.6)
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Substitution of (7.3.5) into (7.3.6) yields
_Wdb =  
NX
i=1

(vid   v)>
NX
j=1
aijvijd + hi!2(vid   v)>(vid   v)

=  ~v> (L 
 Im)~v   !2~v> (H 
 Im)~v  0 (7.3.7)
where ~v = [(v1d   v)> (v2d   v)>    (vNd   v)>]> and H is a diagonal matrix
of hi with H = diag(h1; h2;    ; hN). The derivation of (7.3.7) use the fact that
vijd = (vid   v)  (vjd   v). Since both L and H are positive semi-denite matrices,
we have _Wdb  0, which meansWdb(t)  Wdb(0)  c, and further implies the following
upper bounds
krid   rk 
p
2c=!1 ; for informed agents (7.3.8)
kvid   vk 
p
2c (7.3.9)
krijdk  V  1ij (c) (7.3.10)
For uninformed agents, there always exists a joint path between an uninformed agent
and an informed agent due to the connected graph. The distance between uninformed
agents and informed agents are bounded, which can also be obtained from (7.3.10).
By considering (7.3.8), we further obtain that the distance between each uninformed
agent and the virtual leader is bounded. Therefore, 
cb is a compact invariant set
in the space of relative velocities and relative distances between each agent and the
virtual leader. Application of LaSalle's theorem [71] yields limt!1 _Wdb = 0 which
means v1d  v2d      vNd  v in steady state, and nishes the proof of the part
i).
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In the steady state, vid  vjd  v, 8i 6= j implies that
_vid  _vjd  _v  g(r; v)  0 ; 8i 6= j (7.3.11)
and also implies that the ideal agent i's velocity dynamics become
_vid =  rridVi(rd)  hi!1(rid   r) (7.3.12)
It follows from (7.3.11) and (7.3.12) that rridVi(rd)+ hi!1(rid   r) = 0. By consid-
ering the denition of Vi in (7.2.2), we obtain
PN
j=1 2aij

(rid   r)   (rjd   r)

+
hi!1(rid   r) = 0. We can further obtain
PN
i=1(rid   r)>
PN
j=1 2aij
 
(rid   r)  
(rjd   r)

+ !1(rid   r)

= 0, which can be rewritten in the following matrix form
~r
 
2(L 
 Im) + !1(H 
 Im)

~r = 0 (7.3.13)
where ~r = [(r1d   r)> (r2d   r)>    (rNd   r)>]>, which is satised if and only if
~r(2L 
 Im)~r = 0 and (7.3.14)
~r(!1H 
 Im)~r = 0 (7.3.15)
Notice that ; !1 > 0, L and H are positive semi-denite. Since the graph G is
connected, Eq. (7.3.14) implies that rid = rjd ; 8i 6= j. And Eq. (7.3.15) implies that
rid = r;8hi = 1. Therefore, we have r1d = r2d =    = rNd = r, which nishes the
proof of part ii). 
Then, we consider the relation between the real multi-agent system and the ideal
multi-agent system. We construct the following positive function for the real multi-
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agent system in (5.1.1)
W (t) =
1
2
NX
i=1

Vi(r) + hi!1(ri   r)>(ri   r)

+
1
2
NX
i=1
(vi   v)>(vi   v)(7.3.16)
where r = [(r1   r)> (r2   r)>    (rN   r)>]>, Vi() is introduced in Denition
7.2.1, and ri and vi represent position vector and velocity vector of real agent i in
(5.1.1), respectively.
Theorem 7.3.3. Consider the multi-agent system with dynamics (5.1.1), satised
Assumptions 5.1.1-5.1.3, and decentralized control law consisting of the cooperative
control law (7.3.3) under the connected graph G and the L1 adaptive control law
(5.2.4), (5.2.7), and (5.2.8) subject to the stability condition (5.2.9). If initial positions
and velocities of the multi-agent system (5.1.1) satisfy W (0)  c, then real agents with
uncertainties (5.1.1) will stay close to the ideal agents (5.2.2) which achieve consensus
with the virtual leader asymptotically.
Proof. The proof follows the similar procedures of Theorem 7.2.4, which is therefore
omitted. 
7.4 Simulation Results
Simulation is performed on a group of ten agents moving in a 2-dimensional
space with the agent dynamics represented in (5.1.1). The nonlinear dynamics
f(r; v; t) =
264fx(rix ; vix ; t)
fy(riy ; viy ; t)
375 with fix(rix ; vix ; t) = 0:1 ln(1+jvixj)+arctan(rix)+e jrix j+
0:15 sin(rix)vix + 0:1 sin(t) + e
 jvix j + cos(vix), and fiy(riy ; viy ; t) = ln(1 + jviy j) +
arctan(riy) + e
 jriy j + 0:1 sin(t) + arctan(riy)viy + e
 jviy j + sin(viy). Initial positions
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are randomly generated within a square area [20; 70] [20; 70], and initial velocities
are chosen randomly with arbitrary directions and magnitudes in the range [0; 5
p
2].
The xed and undirected graph is shown in Fig. 7.4.1. The virtual leader dynamics
is represented in (7.3.1) with g(r; v) = 0. The initial position of the virtual leader
is (80; 0), and initial velocity is (3; 3), along x-axis and y-axis respectively.
Figure 7.4.1: Interaction graph of multi-agent system.
Simulation results of normal consensus are shown in Fig. 7.4.2 - 7.4.5. The positive
function Wd(t) in (7.2.5) of the ideal multi-agent system is shown in Fig. 7.4.2, which
is non-increasing and gradually reduces to 0. Fig. 7.4.2 demonstrates the results in
Theorem 7.2.2. Fig. 7.4.3 plots the position and velocity vector of the mismatched
dynamics (5.2.3). Fig. 7.4.4 gives the time history of real agents' velocities along x-
axis and y-axis, while Fig. 7.4.5 shows the time history of real agents' positions along
x-axis and y-axis. Both Fig. 7.4.4 and 7.4.5 together demonstrate the consensus of
all agents on both position and velocity.
Simulation results of consensus with a virtual leader are shown in Fig. 7.4.6 -
7.4.9. Fig. 7.4.6 - 7.4.9 present the scenario where only one agent is informed of the
virtual leader whose velocity is constant with a xed moving direction. The positive
function Wdb(t) in (7.3.4) of the ideal multi-agent system is shown in Fig. 7.4.6,
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Figure 7.4.2: Positive function Wd(t)
of the ideal multi-agent system.
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Figure 7.4.3: Positive vector r and
velocity vector v of the mismatched
dynamics.
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Figure 7.4.4: Velocities of ten real
agents. (Top) Velocity along the x-axis.
(Bottom) Velocity along the y-axis.
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Figure 7.4.5: Positions of ten real
agents. (Top) Position along the x-axis.
(Bottom) Position along the y-axis.
which is non-increasing and gradually reduces to 0. Fig. 7.4.7 plots the position and
velocity vector of the mismatched dynamics (5.2.3). Fig. 7.4.8 gives the time history
of both agents' and the virtual leader's velocities along both x-axis and y-axis, while
Fig. 7.4.9 shows the time history of both agents' and the virtual leader's positions
along both x-axis and y-axis. In Fig. 7.4.8 and 7.4.9, the states of the virtual agent
are plotted with dashed line. As shown in 7.4.8 - Fig. 7.4.9, even though only one
agent is informed of the virtual agent, all agents eventually reach the consensus with
the virtual agent.
146
0 5 10 15 20 25
0
2000
4000
6000
t
Wd(t)
Figure 7.4.6: Positive function Wd(t)
of the ideal multi-agent system with a
virtual leader.
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Figure 7.4.8: Velocities of ten real
agents (solid) and the virtual agent
(dashed) for the scenario: only one
agent is informed.
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Figure 7.4.9: Positions of ten real
agents (solid) and the virtual agent
(dashed) for the scenario: only one
agent is informed.
7.5 Summary
In this chapter, we study consensus algorithms by employing control framework in
Chapter 5 for multi-agent systems with unknown nonlinear uncertainties. Two con-
sensus cases, normal consensus and consensus with a virtual leader, are considered.
The consensus algorithm consists of a cooperative control law and an L1 adaptive
control law. The cooperative control for consensus with a virtual leader has an extra
navigation feedback term. In both cases, the performance of the cooperative control
law is analyzed for the ideal multi-agent system without uncertainties. The states'
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bounds of the mismatched dynamics by using the L1 adaptive control law are char-
acterized for the normal consensus case. Using the presented consensus algorithms,
we prove that the real multi-agent system stays close to the ideal multi-agent system
which reaches consensus for cases with or without a virtual leader .
Chapter 8
Multi-Agent Formation Control
with Nonlinear Uncertainties
8.1 Introduction
In this chapter, we design a formation control algorithm for multi-agent systems with
nonlinear uncertainties based on the control framework in Chapter 5. We present
a formation control algorithm for multi-agent systems with nonlinear uncertainties
under a xed and connected undirected graph. The formation control algorithm con-
sists of a cooperative control law and an L1 adaptive control law, which has the
similar structure of the consensus algorithm as presented in Chapter 7 and the ock-
ing algorithm as presented in Chapter 6. The formation control algorithm diers
from consensus and ocking algorithms on potential function and formation graph
design. The potential function involves both desired formation conguration and
collision avoidance terms, which can be adapted easily to dierent scenarios such as
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displacement-based or distance-based scenarios by changing the function design. The
formation graph describes the desired formation conguration which is prescribed ini-
tially and xed. We demonstrate that by using the presented formation control strat-
egy, multi-agent systems with nonlinear uncertainties achieve the desired formation
while avoiding collisions among interconnected agents under a xed and connected
undirected graph.
8.2 Formation Control with Collision Avoidance
The formation control algorithm is designed for the multi-agent system with uncer-
tainties in (5.1.1), consisting of a cooperative control law and an L1 adaptive control
law. The control input of the formation control algorithm can be expressed as
ui = uic + uia (8.2.1)
The L1 adaptive control law, uia , is used to handle the mismatched dynamics (5.2.3),
which is the same as the design in (5.2.8). Therefore, this section will focus on the
design of cooperative control law, uic , for the ideal multi-agent system (5.2.2). Before
we discuss the cooperative control law design, we will introduce the denitions of
formation graph and potential function for formation.
The information exchange among agents can be modeled by the following forma-
tion graph:
Denition 8.2.1. The formation graph G = (V ; E ;D) is an undirected graph that
consists of (i) an agent set V = fv1; v2; : : : ; vNg, (ii) an edge set E  V2 represent
inter-agent information exchange, and (iii) a set of labels D = fdijg that specify the
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desired inter-agent relative positions in the formation conguration, where dij =  dji
and (i; j) 2 E .
Assumption 8.2.2. The desired formation conguration D is specied initially and
achievable, which implies that the desired conguration will not lead to a collision.
The potential function for both desired relative position and collision avoidance
between ideal agent i and j is dened as follows.
Vij(r
>
ijd
rijd) = 1(rijd   dij)>(rijd   dij) + 2	ij(r>ijdrijd=d) (8.2.2)
where 1(rijd   dij)>(rijd   dij) is the formation conguration term, 2	ij(r>ijdrijd=d)
is the collision avoidance term, 1 and 2 are designed positive parameters, d > 0
and r>ijdrijd = d represents the nite cut-o point of 	ij(r
>
ijd
rijd=d) which means
	ij(r
>
ijd
rijd=d) = 0 when r
>
ijd
rijd  d, the denition of function 	ij comes from the
bump function in [7] which is dened as
	ij(z) =
8>>>><>>>>:
1; z 2 [0; h)
1
2
[1 + cos( z h
1 h)]; z 2 [h; 1]
0; otherwise
(8.2.3)
with h 2 (0; 1). Note that 	ij(z) is a C1-smooth function with 	0ij(z) = 0 ; for z 2
[1;1) and 	0ij(z) is uniformly bounded in z. Then, the total potential function of
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ideal agent i can be dened as
Vi(rd) =
NX
j=1
aijVij(r
>
ijd
rijd)
=
NX
j=1
aij
 
1(rijd   dij)>(rijd   dij) + 2	ij(r>ijdrijd=d)

(8.2.4)
where rd = [r
>
1d
r>2d    r>Nd ]> and aij is the (i; j)th entry of adjacency matrix A which
characterizes the undirected graph among agents.
Remark 8.2.3. The potential function design (8.2.4) uses the displacement-based
information, i.e., relative position rijd and desired relative position dij. For some
applications, the relative distance between agents is important, and the potential
function can be changed to use the distance-based information such as (krijdk kdijk)2.
Based on the potential function design in (8.2.4), the cooperative control law for
ideal agent i can be dened as
uic =  
NX
j=1
aijvijd  rridVi(rd) (8.2.5)
where r represents the gradient of a function, and rridVi =
PN
j=1 aij
 
21(rijd dij)+
22rrid	ij(r>ijdrijd=d)

with
rrid	ij(r>ijdrijd=d) =
8>>>><>>>>:
0; r>ijdrijd=d 2 [0; h)
  sin( r
>
ijd
rijd=d h
1 h )

(1 h)d rijd ; r
>
ijd
rijd=d 2 [h; 1]
0; otherwise
(8.2.6)
152
8.2.1 Analysis of Formation Control Algorithm
This section provides the analysis of the formation control algorithm under a xed
graph. First, we prove that the ideal multi-agent system will achieve desired formation
conguration under a xed and connected graph by using the cooperative control law,
uic in (8.2.5). Then, we characterize the states' bounds of the mismatched dynamics
by using the L1 adaptive control law, uia in (5.2.8). Finally, we state the relation
between the real multi-agent system and the ideal multi-agent system.
First, we analyze the cooperative control law (8.2.5) for ideal multi-agent system
described by (5.2.2). We consider the following positive function
Wd =
1
2
NX
i=1
(Vi(rd) + v
>
id
vid) (8.2.7)
where Vi() is dened in (8.2.4) and vid is introduced in (5.2.4).
Theorem 8.2.4. Consider a group of N ideal agents as represented by (5.2.2), each
steered by cooperative control law (8.2.5) under a xed and connected undirected graph
G which is dened in Denition 8.2.1 and satises Assumption 8.2.2. If Wd(0)  c
for some c > 0, and all ideal agents start in the set 
c = f
 
(rijd   dij); vi
jWd  cg,
then all ideal agents will stay in the set 
c, and the following statements hold.
i) All ideal agents asymptotically move with the same velocity, i.e.,
limt!1 kvijd(t)k = 0.
ii) For the cases where collision avoidance term between any distinct agents as de-
scribed in (8.2.2) decays to zero in the steady state, the virtual agents converge to
the desired formation conguration, i.e., limt!1 krijd(t) dijk = 0 ; for (i; j) 2 D.
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iii) Given c < c = 2Vij(2) < 2Vij(0), collisions between interconnected virtual
agents are avoided.
where D is introduced in Denition 8.2.1 and represents the information exchange
links,  is a small positive constant with  < d, and d is introduced in (8.2.2).
Proof. The derivative of Wd in (8.2.7) becomes
_Wd =
NX
i=1
v>idrridVi(rd) +
NX
i=1
v>iduic (8.2.8)
Substitution of control law (8.2.5) into (8.2.8) yields
_W =  
NX
i=1
v>id
NX
j=1
aijvijd
=  v>d (L 
 Im)vd  0 (8.2.9)
where vd is the stack vectors of all virtual agents' velocities, i.e., vd =
[v>1d v
>
2d
   v>Nd ]>, L is the Laplacian matrix of the graph G, which is positive semidef-
inite for an undirected graph, and 
 denotes the Kronecker product. This further
guarantees the following upper bounds
Vij  c; i.e. krijd   dijk  V  1ij (c) (8.2.10)
kvidk 
p
c (8.2.11)
Therefore, under a connected formation graph, 
c is a compact invariant set in the
space of agent velocities and relative distance. Application of LaSalle's theorem [71]
yields limt!1 _Wd = 0. _Wd  0 means that vid  vjd , 8i 6= j, which nishes the proof
of part i).
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In the steady state, vid  vjd , 8i 6= j implies that _vid  _vjd , 8i 6= j. Therefore,
_vd 2 span(1N 
 ), where _vd = [ _v>1d ; _v>2d ;    ; _v>Nd ]> and  is some m  1 real vector.
Moreover, the ideal agent i's velocity dynamics become
_vid =  rridVi =  
NX
j=1
aij
 
21(rijd   dij) + 22rrid	ij(r>ijdrijd=d)

(8.2.12)
in the steady state. It follows from (8.2.12) that (1N 
 )> _vd =PN
i=1 
>[ PNj=1 aij 21(rijd   dij) + 22rrid	ij(r>ijdrijd=d)] =
 >PNi=1PNj=1  aij 21(rijd   dij) + 22rrid	ij(r>ijdrijd=d)). Since
aij = aji, rijd =  rjid , and dij =  dji from Denition 8.2.1, we havePN
i=1
PN
j=1
 
21(rijd   dij) + 22rrid	ij(r>ijdrijd=d)) = 0, which implies that
(1N 
 ) _vd = 0. Then, it means that _vd is orthogonal to (1N 
 ). Therefore, we
conclude that
_vid =  rridVi =  
NX
j=1
aij
 
21(rijd   dij) + 22rrid	ij(r>ijdrijd=d)) = 0 ; (8.2.13)
for i = 1; 2;    ; N: For the cases where the potential function 	ij(r>ijdrijd=d) decays
to zero in steady state, Eq. (8.2.13) reduces to
PN
j=1 2aij1(rijd   dij) = 0. We
can further obtain that
PN
i=1(rid   di)>
PN
j=1 2aij1(rijd   dij) = 0, which can be
written in the matrix form as 21(rd   d)>(L 
 Im)(rd   d) = 0 with rd   d =
[(r1d   d1)> (r2d   d2)>    (rNd   dN)>]>. Note that di ; i = 1; 2;    ; N , can
be any positions that satisfy the desired formation conguration with dij = di   dj.
By using the properties of Laplacian matrix for the connected undirected graph, we
obtain rid  di, which further implies that rijd = dij and nishes the proof of part ii).
Follow the similar proof procedures of part iii) in Section 6.2.1, we can prove part
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iii), which is therefore omitted. 
Remark 8.2.5. In addition to the cases described in part ii) of Theorem 8.2.4,
there are some cases where collision avoidance may conict with achieving desired
formation during the transient. Therefore, agents may get stuck in some points which
are local minima of potential function Vi instead of desired formation conguration D.
Reducing d in (8.2.4) and dynamically changing values of 1 and 2 may help agents
escape from these local minimum points to the desired formation conguration.
Since this section considers a xed graph, the collision avoidance among all agents
can not be guaranteed unless each agent is interconnected to all neighboring agents all
the time. In order to avoid collisions among all agents, a time-varying neighbor graph
should be introduced in addition to the xed formation graph. The xed formation
graph is used for achieving desired formation conguration, and the time-varying
neighbor graph is used for collision avoidance. The analysis of time-varying graph is
similar to the analysis in Section 6.3.1.
Next, we characterize the states' bounds of the mismatch dynamics (5.2.3) by
using the L1 adaptive control design.
Theorem 8.2.6. Given the system in (5.2.3) with the adaptive controller via (5.2.4),
(5.2.7), and (5.2.8), subject to the stability condition (5.2.9) and Assumptions 5.1.1-
5.1.3, if all ideal agents (5.2.2) are steered by cooperative control law (8.2.5) under
the connected graph G and start in the set 
c = f

(rijd   dij); vid

j Wd  cg with
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Wd(0)  c < c = 2Vij(2), then
k~ikL1  ~i(T ) (8.2.14)
kikL1 < i (8.2.15)
kuiakL1 < uia (8.2.16)
where  is a small positive constant, i =

r>i v
>
i
>
is the state vector of the mis-
matched dynamics (5.2.3), ~i = ^i   i is the state vector of the error dynamics
(5.2.6), ^i =

r^>i v^
>
i
>
is the state vector of state predictor (5.2.4), i is introduced
in (5.2.9), and
uia = (jaij+ jbij)i + kC(s)kL1(jaij+ jbij)(T )
+kC(s)kL1(3(vi)vi +) (8.2.17)
Proof. The proof follows the similar proof procedure of Theorem 6.2.6 in Section
6.2.1, which is therefore omitted. 
Finally, we consider the relation between the real multi-agent system and the
ideal multi-agent system. We construct the following positive function for the real
multi-agent system in (5.1.1)
W (t) =
1
2
NX
i=1
(Vi(r) + v
>
i vi) (8.2.18)
where r = [r>1 r
>
2    r>N ]> and Vi() is introduced in Denition 8.2.2.
Theorem 8.2.7. Consider the multi-agent system with dynamics (5.1.1), satised
Assumptions 5.1.1-5.1.3, and decentralized control law consisting of the cooperative
157
control law (8.2.5) under the connected graph G and the L1 adaptive control law
(5.2.8), (5.2.4), and (5.2.7) subject to the stability condition (5.2.9). If initial po-
sitions and velocities of the multi-agent system (5.1.1) satisfy W (0)  c < c =
2Vij(4
2
i
), then real agents with uncertainties (5.1.1) will stay close to the ideal agents
(5.2.2) which achieve desired formation while avoiding collisions among interconnected
agents.
Proof. Since initial states of both real agents (5.1.1) and ideal agents (5.2.2) are the
same, W (0)  c < c implies that positive function of ideal agents Wd(0)  c < c
and all ideal agents start in the set 
c = f((rijd   dij); vid) j Wd  cg. It follows from
Theorem 8.2.4 that ideal agents achieve ocking asymptotically. Moreover, since
c < c = 2Vij(42i), results of part iii) in Theorem 8.2.4 imply that krijdk > 2i for
interconnected agents i and j. Since rij = rij + rijd , we further obtain the following
bounds
krijdkL1 = krij   rijkL1  krijkL1 + krijkL1 (8.2.19)
It follows from (8.2.19), (8.2.15) of Theorem 8.2.6 and krijdk > 2i that krijkL1 
krijdkL1   2i > 0, which implies that the collisions among interconnected agents
are avoided. It follows from Theorem 8.2.6 and i = i + id that
kikL1  kidkL1 + i (8.2.20)
i can be very small as stated in Remark 5.2.1. Then, Eq. (8.2.20) implies that the
real agents stay close to the ideal agents and concludes the proof. 
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8.2.2 Simulation Results
Simulation is performed on a group of ve agents moving in a 2-dimensional space
with the agent dynamics represented in (5.1.1). The nonlinear dynamics f(r; v; t) =264fx(rix ; vix ; t)
fy(riy ; viy ; t)
375 with fx(rix ; vix ; t) = arctan(rix) + e jrix jvix + 0:2 cos(t) + cos(vix),
and fy(riy ; viy ; t) = arctan(riy) + e
 jriy jviy + 0:1 sin(t) + cos(viy), where rix and vix
represent the position and velocity along the x-axis, respectively, and riy and viy
represent the position and velocity along the y-axis, respectively. Initial positions are
chosen as (115; 15), (90; 0), (100; 12), (55; 10), and (45; 5), and initial velocities
are chosen randomly with arbitrary directions and magnitudes in the range [0; 5
p
2].
The xed and undirected formation graph is shown in Fig. 8.2.1, where dash-dot line
represents the information exchange among agents. In Fig. 8.2.1, the coordinates
of agent 2; 3;    ; 5 represent the relative position with respect to agent 1. For
example, agent 2's coordinate indicates that relative position between agent 2 and 1,
r21 , is (
p
2
2
a;
p
2
2
a) with a = 30.
Simulation results of presented formation control algorithm are shown in Fig. 8.2.2
- 8.2.5. Fig. 8.2.2 describes the evolution of a group of 5 real agents by snapshots
at dierent time instants. As shown in Fig. 8.2.2, real agents gradually reach the
desired formation. Fig. 8.2.3 gives the time history of real agents' velocities along
x-axis and y-axis which demonstrates the velocity consensus of real agents, while Fig.
8.2.4 plots the position and velocity vector of the mismatched dynamics (5.2.3). Fig.
8.2.5 shows the moving trajectory of real agents. Even though Agent 5's trajectory
intersects agent 4's trajectory, the distance between agent 4 and 5 is greater than 0
all the time as shown in Fig. 8.2.6. Fig. 8.2.5 and 8.2.6 together demonstrate the
collision avoidance among real agents.
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Figure 8.2.1: Formation graph of multi-agent system.
50 100
−20
0
20
x
y
t =0.00 sec
50 100
−20
0
20
x
y
t =6.67 sec
60 80 100 120
−20
0
20
40
x
y
t =13.33 sec
60 80 100120140
−20
0
20
40
x
y
t =20.00 sec
Figure 8.2.2: Simulation time snapshots of 2-D formation.
8.3 Summary
In this chapter, we develop a formation control algorithm by employing control frame-
work in Chapter 5 for multi-agent systems with unknown nonlinear uncertainties un-
der a xed graph. We rst introduce the formation graph denition and potential
function design for achieving desired formation and avoiding collisions. Then, the
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performance of the cooperative control law is analyzed for the ideal multi-agent sys-
tem without uncertainties. The states' bounds of the mismatched dynamics by using
the L1 adaptive control law are also characterized. Finally, we prove that the real
multi-agent system stays close to the ideal multi-agent system which achieves de-
sired formation while avoiding collisions under a xed graph by using the presented
formation control algorithm.
Chapter 9
Conclusion and Future Work
9.1 Summary of Main Results
In this dissertation, we have presented some extensions of the L1 adaptive control
for nonlinear Multiple-Input Multiple-Output (MIMO) systems and Linear Time-
Varying (LTV) systems with disturbances, and developed a control framework by
integrating the L1 adaptive control and cooperative control laws for distributed multi-
agent coordination with nonlinear uncertainties.
Adaptive output feedback control for nonlinear systems has received considerable
attention, as it relaxes the requirement for full state measurement. Output feedback
control is also an important and challenging topic in the L1 adaptive control theory.
Chapter 2 addressed this challenging topic and discussed the L1 adaptive output feed-
back control for non-ane MIMO nonlinear systems. The control structure involves
an output predictor design with a piece-wise constant adaptive law and a low-pass
ltered control law. By reducing the step size of adaptation and increasing the band-
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width of low-pass lters in the control law, transient and steady state performance
bounds between the closed-loop actual system and the closed-loop reference system
can be rendered small. This is an important extension of previous L1 adaptive control
results for nonlinear MIMO systems.
Eigenvalue assignment technique plays an important role in the analysis and con-
trol design for LTV systems. However, the eect of time-varying disturbances on
LTV system has not been suciently considered in current literature. Chapter 3 pre-
sented an eigenvalue assignment method with adaptive estimation for LTV systems
with disturbances. Both feedback stabilization of LTV systems and practical tracking
for slowly LTV systems were achieved by using the presented eigenvalue assignment
method. Adaptive estimation is used to solve the practical implementation problem,
in which disturbances are not measurable. This adaptive estimation stems from the
adaptive law design in the L1 adaptive control structure. The results in Chapter 3
also imply a potential extension of the L1 adaptive control structure by introducing
the eigenvalue assignment technique to the control law design.
Chapter 4 demonstrates how the L1 adaptive control design can be used to handle
uncertainties and how a two-agent system with uncertainties is able to achieve coop-
eration. Control law design for each agent considers not only the local uncertainties
of the individual agent, but also the uncertainties that exist due to the nonlinear
dynamics and control decisions of neighboring agents. Thus, through control law de-
sign, local objectives and therefore global objectives are achieved. Chapter 4 provides
a preliminary analysis and results for using the L1 adaptive control for multi-agent
systems with nonlinear uncertainties.
Nonlinear uncertainties in the agent's dynamics are one of the challenges in the
coordination of multi-agent systems. Thus, in Chapter 5, we presented a general
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control framework to address this challenge by integrating potential function-based
cooperative control and L1 adaptive control laws. The cooperative control law enables
the ideal multi-agent system to achieve the desired coordination asymptotically. The
L1 adaptive control law attenuates the eect of nonlinear uncertainties for each agent,
thereby rendering small errors between the real agent's and the corresponding ideal
agent's states. Employment of this general control framework in ocking, consensus,
and formation control problems with uncertainties was presented in Chapter 6 - 8,
respectively. In Chapter 6, ocking algorithms under a xed graph and a time-varying
graph were presented. Using these ocking algorithms, the real multi-agent system
stays close to the ideal multi-agent system which achieves ocking under a xed or
a time-varying graph. In Chapter 7, both normal consensus and consensus with a
virtual leader were achieved using designed consensus algorithms. In Chapter 8, the
formation control algorithm enabled the multi-agent system to achieve the desired
formation conguration while avoiding collisions among interconnected agents. All
above mentioned results are veried by numerical simulations.
9.2 Future Work
Adaptive control for distributed multi-agent coordination with nonlinear uncertain-
ties, as discussed and analyzed in this dissertation, is a relatively new and promising
research focus. However, as with any area of research, there are still some chal-
lenges that exist. In this section, we will introduce several potential extensions to our
research.
The control framework discussed in Chapter 5 - 8 assumes that all of the states
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(both position and velocity) of each agent are available for feedback control design
and exchange in a communication network. In real applications, not all of the states
are available for measurement or exchange through a communication network. It is
both practically and theoretically important to relax the requirement for full state
measurement or exchange for multi-agent systems. Therefore, an L1 adaptive output
feedback control law and a cooperative control law that only use output information
are needed. While the former can extend the results in Chapter 2 to the multi-agent
case, the latter needs to develop a method for estimating relative states, for instance,
the relative velocity of the system considered in Chapter 5 - 8. It is worthwhile
investigating the estimation of relative states estimation with appropriate estimation
accuracy as well as the stability of closed-loop multi-agent systems with estimated
information.
The achievement of distributed multi-agent coordination is partly attributed to
the attenuation of local uncertainties on each agent through L1 adaptive controller. If
this attenuation of local uncertainties does not work well or some agents' controllers
malfunction, distributed coordination may . that the eect of local uncertainties on
each agent is attenuated by the L1 adaptive control design. If this attenuation of local
uncertainties doesn't work well or some agents' controllers malfunction, distributed
coordination may not be achieved. It will be interesting to design the adaptive control
law such that it handles extended system dynamics. These extended system dynamics
include not only local dynamics with uncertainties but also nonlinear dynamics of
neighboring agents as well as the eect of other agents' control inputs. Chapter
4 considers the extended dynamics for a two-agent system. The incorporation of
extended dynamics into the control framework presented in Chapter 5 will be pursued
in future work.
Appendices
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Appendix A
Graph Theory
Some basic concepts and results of graph theory are briey introduced in this section
[74, 70].
For a group of N agents, the information exchange among agents can be modeled
by an undirected graph G = (V ; E), where V = f1; 2; : : : ; Ng is the node set and
E  f(i; j) : i; j 2 V ; j 6= ig is the edge set. Each node i 2 V represents an agent i.
Each edge (i; j) 2 E represents an information link between agent i and agent j. An
edge (i; j) 2 E in an undirected graph means agents i and j can obtain information
from each other. If there is undirected path between every pair of distinct agents,
then an undirected graph G is connected.
The adjacency matrix A = [aij] 2 RNN with aij 6= 0, (i; j) 2 E . In particular,
we assume that there is no self edge allowed, i.e., aii = 0, i;    ; N . The graph is
called weighted whenever the elements of its adjacency matrix are other than 0 and
1 elements. For an undirected graph G, aij = aji and therefore the adjacency matrix
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A is symmetric. The set of neighbors of agent i is dened by
Ni = fj 2 V : aij 6= 0g = fj 2 V : (i; j) 2 Eg
The Laplacian matrix L is dened as L = [lij] 2 RNN with lii =
Pn
j=1;j 6=i aij
and lij =  aij; i 6= j. For an undirected graph, Laplacian matrix L is positive
semidenite. For a connected graph, L has a single zero eigenvalue, and the associated
eigenvector is a N  1 column vector of ones, i.e., 1N = [1; 1;    ; 1]>.
Appendix B
Denitions, Lemmas and Notations
B.1 Denitions and Lemmas
Denition B.1.1. The 2-norm of a vector x = [x1;    ; xn]> 2 Rn is dened as
kxk =
p
x>x
Denition B.1.2. The induced 2-norm of the matrix M 2 Rnm is dened as
kMk2 =
p
max(M>M)
Denition B.1.3. [71] " (t) is a truncation of signal "(t) dened by
" (t) =
8><>: "(t); 0  t  0; t >  :
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Denition B.1.4. The L1 gain of a stable proper single-input single-output system
H(s) is dened as
kH(s)kL1 =
Z 1
0
jh(t)jdt
where h(t) is the impulse response of H(s).
Denition B.1.5. The L1 gain of a stable proper m input n output system H(s) is
dened as
kH(s)kL1 = max
i=1;  ; n
(
mX
j=1
kHij(s)kL1)
where Hij(s) is the ith row jth column element of H(s).
Denition B.1.6. For signal "(t) 2 Rn, t  0, the L1 norm of "(t) is dened as
k"kL1 = max
1in
n
sup
0
j"i()j
o
<1
and the truncated L1 norm of "(t) is dened as
k"tkL1 = max
1in
n
sup
0t
j"i()j
o
<1
where "i is the ith component of ".
The next lemma extends the results of Example 5.2 ([71], page 199) to general
multiple input multiple output systems.
Lemma B.1.7. For a stable proper m input n output system H(s) with input r(t) 2
Rm and output x(t) 2 Rn, we have kxtkL1  kH(s)kL1krtkL1
170
Corollary B.1.8. For a stable proper m input n output system H(s), if both input
r(t) 2 Rm and output x(t) 2 Rn are bounded, we have kxkL1  kH(s)kL1krkL1
The proof follows from Lemma B.1.7 directly.
Lemma B.1.9. For a cascaded system H(s) = H2(s)H1(s), where H1(s) and H2(s)
are stable proper systems, we have kH(s)kL1  kH1(s)kL1kH2(s)kL1.
Lemma B.1.10. [75] Let f(x) =
266664
f1(x1;    ; xq)
...
fp(x1;    ; xq)
377775 be a continuous map from the
bounded region a  x  b into Rp such that all the partial derivatives @fj
@xk
(x); j =
1;    ; p; k = 1;    ; q, exist for a  x  b and let Jf (x) =
266664
@f1
@x1
(x)    @f1
@xq
(x)
...
. . .
...
@fp
@x1
(x)    @fp
@xq
(x)
377775
denote the Jacobian matrix of the mapping f. Then
kf(b)  f(a)k  kJf (c)kkb  ak ;
for some point c on the open line segment between a and b.
B.2 Notations
Throughout this dissertation, 0mn denotes the m  n all-zero matrix. Im denotes
the mm identity matrix.
Appendix C
Proofs
C.1 Proof of Lemma 5.2.2
Proof. First, we derive the bound of ~i(t) at time instant kT with positive integer k
and (k + 1)T   . It follows from (5.2.6) that
~i(kT + t) = e
Ami t~i(kT ) +
Z t
0
eAmi (t )^i(kT )d
 
Z t
0
eAmi (t )Bif(ri; vi; )d (C.1.1)
which implies that
~i(kT + T ) = e
AmiT ~i(kT ) +
Z T
0
eAmi (T )^i(kT )d
 
Z T
0
eAmi (T )Bif(ri; vi; kT + )d (C.1.2)
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Substitution of the adaptive law (5.2.7) into (C.1.2) yields that
~i(kT + T ) =  
Z T
0
eAmi (T )Bif(ri; vi; kT + )d (C.1.3)
It follows from Assumption 5.1.1 and k(vi)kL1  vi that
k(fi)kL1  3(vi)vi + (C.1.4)
With the denition of i(T ) =
R T
0
keAmi (T )Bik2d and the bound of fi(ri; vi; t) in
(C.1.4), we arrive at the following upper bound from (C.1.3)
k~i(kT + T )k 
Z T
0
keAmi (T )Bik2kf(ri; vi; kT + )kd
 i(T )
p
m(3(vi)vi +)
 (T ) (C.1.5)
for all (k+1)T   , where k  k2 denotes the induced 2-norm of a matrix, k  k denotes
the 2-norm of a vector, and (T ) = i(T )(3(vi)vi +). The derivation of (C.1.5)
use the fact that keAmi (T )Bik2 
p
mkeAmi (T )Bik1 . We have limT!0 (T ) = 0,
since limT!0 i(T ) = 0.
Then, we derive the bound of ^i(kT ) for any (k + 1)T   . According to the
choice of adaptive law (5.2.7), we have
eAmiT ~i(kT ) +
Z T
0
eAmi (T )^i(kT )d = 0 (C.1.6)
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Following from (C.1.6), we further obtain that
~i(kT ) = (I   eAmiT )~i(kT ) 
Z T
0
eAmi (T )^i(kT )d
=  
Z T
0
eAmi (T )(^i(kT ) + Ami ~i(kT ))d (C.1.7)
where we have used the fact that ~i(kT ) = ~i(kT )  

eAmiT ~i(kT ) +R T
0
eAmi (T )^i(kT )d

due to (C.1.6). It follows from (C.1.3) that
~i(kT ) =  
Z T
0
eAmi (T )Bifi(ri; vi; (k   1)T + )d (C.1.8)
Hence, it follows from (C.1.7) and (C.1.8) that
Z T
0
eAmi (T )(^i(kT ) + Ami ~i(kT ))d =Z T
0
eAmi (T )Bifi(ri; vi; (k   1)T + )d (C.1.9)
which implies that there exists tp 2 [(k   1)T; kT ] such that
^i(kT ) + Ami
~i(kT ) = Bifi(ri; vi; tp) (C.1.10)
Following from (C.1.10), (C.1.5) and (C.1.4), we obtain the following upper bound
k^i(kT )k 
q
max(ATmiAmi)(T ) +
p
m(3(vi)vi +) (C.1.11)
for all (k + 1)T   . Notice that ^i(kT ) =
264^i1(kT )
^i2(kT )
375 with ^i1(kT ) 2 Rm and
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^i2(kT ) 2 Rm. We can also characterize the bounds of ^i1(kT ) and ^i2(kT ). Recalling
that Ami =
2640mm Im
aiIm biIm
375, Bi =
2640mm
Im
375, and ~i =
264~ri
~vi
375, it follows from (C.1.10),
(C.1.5) and (C.1.4) that
k^i1(kT )k  (T ) (C.1.12)
k^i2(kT )k  (jaij+ jbij)(T ) +
p
m(3(vi)vi +) (C.1.13)
where the derivation of (C.1.12) use the fact that k^i1(kT )k  k~vi(kT )k  k~i(kT )k
and k~i(kT )k  (T ) in (C.1.5), and the derivation of (C.1.13) use the fact that
kai~ri(kT ) + bi~vi(kT )k  jaijk~ri(kT )k + jbijk~vi(kT )k  (jaij + jbij)k~i(kT )k and the
bound of fi in (C.1.4). Based on the bounded ~i(kT ) in (C.1.5) and ^i(kT ) in (C.1.11),
we can further prove the bound for ~i(t) at time instant kT + t for all kT + t  
with t 2 [0; T ]. It follows from (C.1.1), (C.1.4), (C.1.5), and (C.1.11) that
k~i(kT + t)k  1(T )(T ) + 2(T )
q
max(ATmiAmi)(T )
+22(T )
p
m(3(vi)vi +)
 ~i(T ) (C.1.14)
for all kT + t   , where 1(T ) = maxt2[0; T ] keAmi tk2d, 2(T ) =
maxt2[0; T ]
R t
0
keAmi (t )k2d, ~i(T ) = 2(T )
p
max(ATmiAmi)(T ) +
22(T )
p
m(3(vi)vi + ) + 1(T )(T ). We have limT!0 ~i(T ) = 0, since
limT!0 2(T ) = 0 and limT!0 (T ) = 0. Eq. (C.1.5) and (C.1.14) together imply
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that
k(~i)kL1  ~i(T )
For any t 2 [kT; (k + 1)T ) with arbitrary positive integer k, there exists tp such
that jt  tpj  T which satises (C.1.10), and we can further obtain that
k^i(t) Bifi(ri; vi; t)k  k^i(t) Bifi(ri; vi; tp)k
+kBifi(ri; vi; t) Bifi(ri; vi; tp)k
 Ami ~i(kT ) +
Z t
tp
_fi(ri; vi; )d
 (C.1.15)
where _fi(ri; vi; ) =
@fi
@ri
vi +
@fi
@vi
(ui + fi) +
@fi
@t
. It follows from Assumption 5.1.1 that
@fi
@ri
, @fi
@ri
, and @fi
@t
are bounded. Since vi and ui are assumed bounded, and fi is bounded
from (C.1.4), we can have bounded _fi with the bound dened as bdf , and following
from (C.1.5) and (C.1.15), we obtain
k^(t) Bifi(ri; vi; t)k 
q
max(A>miAmi)(T ) + bdfT
 ~i(T ) (C.1.16)
for t 2 [0;  ], which implies
^(t) Bifi(ri; vi; t)


L1
 ~i(T ) and concludes the
proof. 
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