is an alpha herpesvirus that causes Aujezsky disease in the pig. To characterize the impact of PRV infection on cellular expression, we used microarrays consisting of 9850 oligonucleotides corresponding to human genes and examined the expression levels of mRNA isolated 0.5, 3, 6, and 9 h post infection (hpi) from cultures of infected HEK-293 cells. Very few changes were observed during the first 3 h of infection but significant modifications in the cell expression of more than 1000 genes were clearly apparent by 6 hpi. More than 2400 genes were either up-or down-regulated during the 9 h experiment. These results were then analyzed using gene ontology and the MAPP and MAPPFinder software. This comprehensive analysis clearly shows that the down-regulated genes were mainly involved in macromolecular synthesis (DNA, RNA and proteins) and the cell cycle. The up-regulated genes primarily concerned the regulation of DNA transcription, developmental processes (central nervous system development, neurogenesis, angiogenesis), cell adhesion and potassium transport. This study is the first qualitative analysis of a gene expression survey in a human cell line following PRV infection. It demonstrates global changes in the cell expression profile, and identifies the main biological processes that are altered during virus replication. pseudorabies virus / microarray / host pathogen interaction
INTRODUCTION
PseudoRabies Virus (PRV) is a swine alpha herpes virus responsible for Aujezky disease. It has a broad range of animal hosts but, apart from rare cases of pruritus [26] is generally considered non-infectious to humans. PRV is a close homologue of Varicella-Zoster Virus (VZV) and Herpes * Corresponding author: y.blanchard@afssa.fr Simplex Virus 1 (HSV-1) and displays an almost one to one gene correspondence with this latter. From the large number of reports and the incorporation of its genome sequence into the database of Sexually Transmitted Diseases [20] , PRV may be considered as a model for alpha herpes virus biology.
Productive infections of PRV, as of all alpha herpes viruses, induce major changes in the infected cell that ultimately lead to host destruction. We therefore studied the kinetics of the PRV lytic cycle to obtain an overall view of the multiple virus-host interactions that occurred during it by using a microarray approach. Microarrays are an extremely powerful technique for studying the impact of viral infection on gene expression and have recently been used by virologists to this end. This approach has either been used to study the virus transcription program [27, 34] , or to determine the impact of viral infection on cell physiology [5, 17, 36] . It has also been used recently to screen the virus species in emerging diseases, in which case, a microarray composed of thousands of oligonucleotides has been designed and constructed to cover the different virus families, genera and species [42] .
The microarray approach should potentially have two major advantages for viral disease studies: (1) it should speed up identification of the virus species involved (the virus responsible for SARS was partially identified and sequenced from samples in less than one week by DeRisi's lab using a pan viral microarray [43] ), (2) it should allow blind studies in which no prior knowledge about the virus or its impact on cell physiology is required, with the very large number of targets deposited on the micro array covering most of the cellular processes and demonstrating any significant alterations in one or several of these. Large scale analysis of the virus host interaction should then confirm or reveal those cellular targets of interest in understanding the virus and its action on cell physiology and eventually, help to identify potential targets for use in the control of viral infection.
We used a pan genomic approach in this study to profile cellular gene expression during a PRV lytic infection of the human cell line HEK-293. We chose a human cell line (1) because although PRV is non infectious to humans, "in vitro" human cell lines are readily infected by PRV [3] , with cell entry being mediated by members of the immunoglobulin super family (nectin-1 and nectin-2) [23] , and resulting in productive viral infections in this particular cell line; (2) because human DNA chips, unlike porcine chips, were readily available from different companies. The use of a human cell host in the widely studied PRV model might also be of interest in comparing the expression profiles of alpha herpes virus of different origins.
MATERIALS AND METHODS

Cells and virus
Human embryonic kidney cells (HEK-293) and PK15 were grown in EMEM containing 5% fetal calf serum and 100 U Penicillin/mL and 100 U Streptomycin sulfate/mL. The cells were regularly tested for the absence of mycoplasm contamination. The stock of PRV (NIA-3 strain) used in this study was prepared as follows: confluent PK15 were infected with PRV overnight. When 80% of the infected cells presented cytopathogenic effects (CPE), cell culture was stopped by freezing at -80
• C. After two cycles of freeze-thawing, virus-containing media were centrifuged (1 800 g, 30 min, 4
• C) and the supernatant was aliquoted and stored at -80
• C. For the mock infection experiment, a PK15 cell supernatant was produced according to the same protocol but with no addition of virus.
PRV infection of HEK-293
The HEK-293 cells were seeded at a density of 2.10 5 per cm 2 two days before infection, then infected with 6 MOI PRV under gentle agitation for 1 h at 37
• C. HEK-293 conditioned medium was then added and culture was continued. Mock infected cells were seeded and incubated with a PK15 virus-free supernatant under the same conditions. At 0.5, 3, 6 and 9 h post infection (hpi), the cell cultures (mock and infected cells) were stopped by removing the culture medium, replacing it with 8 mL of Trizol TM (Life Technologies, Rockville, USA) and freezing at -80
• C before RNA extraction.
RNA purification and hybridization to gene chip
Frozen Trizol suspensions were thawed and the total RNA was purified according to the manufacturer's protocol (Invitrogene, Cergy Pontoise, France). Poly (A)+ mRNA affinity purification was performed with the oligotex mRNA purification kit (Quiagen, Valencia, CA, USA). One microgram of purified mRNA was used as a template for cDNA synthesis with the Cyscribe cDNA post labeling kit (Amersham, Little Chalfont, UK) according to the instructions. Post labeling with Cyanine 3 or 5 was performed with the same kit. RNA extracts from mock infected samples were labeled with Cy3 and PRV infected samples were labeled with Cy5 for most of the experiments, however flap dying between Cy 3 and Cy5 was performed for some experiments. For each step of the preparation (i.e. RNA, mRNA purification and cDNA synthesis), sample quality was assessed by capillary electrophoresis with the Bioanalyser 2100 (Agilent Technologies, Waldbronn, Germany). These controls allowed precise evaluation of rRNA contamination after oligotex mRNA purification and of the yield in cDNA synthesis after the reverse transcription and resulted in a more accurate overall Cy3/Cy5 ratio for the hybridization experiment. Hybridization was performed overnight at 42
• C on human pan array set A, representing 9850 human genes, from MWG (MWG, Ebersberg, Germany) in an ArrayIt TM hybridization chamber (Telechem, Sunnyvale, CA, USA), according to the manufacturer's instructions. Scanning was performed at 10 µm resolution with a ScanArray Express (Packard Biosciences, Wellesley, MA, USA). Each infection experiment was repeated three times except for the 9 hpi time point which was repeated 4 times. Each time point was kept separately throughout the experiment except for the mock infected cells that were pooled to provide a homogeneous baseline between the different hybridizations.
Data Analysis
Data were analyzed with the Genepix Pro (version 4.0) analysis software (Axon Instruments, Union City, CA, USA). Raw data were normalized with the MADSCAN 1 suite according to the instructions. The SAM (Statistical Analysis of Microarray) software was used for statistical analysis of the data [39] . The one class response analysis was conducted for each time point of the kinetic experiment compared to the uninfected control. Self Organizing Map (SOM) clustering experiments were carried out with Acuity (Axon Instruments, Union City, CA, USA) using Euclidian square similarity metrics. The Gene Ontology analysis of the data was performed with MAPPFinder and Gen-MAPP [7, 8] two freely available software developed by B. Conklin's group at the Gladstone Institute. Two strategies were used. The first analysis was conducted on all the results with separate analyses of the up-and down-regulated genes. A second analysis was then conducted on the SOM 3 × 3 cluster results (presented in Supplementary data 2 ). Briefly, the MAPPFinder analysis provides a file of gene ontology terms organized in a tree-like structure which defines any parent-child relationships existing between these terms. Each Pentaxin-related gene, rapidly induced by IL-1 beta NM_002852 Hs00182064_m1
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term is associated with a z score which varies according to (1) the number of genes satisfying a given criterion and (2) the number of genes corresponding to this term in the gene ontology. For a given GO term, if only a small percentage of genes satisfies the criterion the z score will be close to 0. This z score will increase with the number of genes satisfying the criterion. Only those terms with z scores equal or greater than 2 were considered for further analysis.
Real Time RT-PCR
Five micrograms of total RNA were treated with DNA-Free (Ambion, Austin, TX, USA) to remove any potentially contaminating DNA then reverse transcribed with the high capacity cDNA archive kit (Applied Biosystems, Foster city, CA, USA) according to the manufacturer's protocols. Primers, probe sets and protocols used for the real time PCR were from Applied Biosystems (Assays on Demand) (Tab. I). The thermal cycling conditions were 2 min at 50
• C, 10 min at 95
• C and then 50 cycles of 15 s at 95
• C followed by 1 min at 60
• C with an ABIPrism 7000 (Applied Biosystems). We used 18S ribosomal RNA for the internal calibration (ref:
Hs99999901_s1; Assay on Demand, Applied Biosystems).
RESULTS
Statistical data analysis of the PRV infection of HEK-293
Preliminary experiments were done to assess PRV infectivity of the HEK-293 cells and to determine cycle duration under these experimental conditions (data not shown). A homogeneous response was obtained in the cell cultures at 6 MOI. Major cytopathic effects were apparent in the cultures 12 h after infection and the yield of extracted RNA at this time was very low (data not shown). The kinetic study was therefore performed over the first 9 h of infection.
Four time points were analyzed by microarray at 0.5, 3, 6 and 9 hpi. For each time point, 3 microarrays were hybridized with 3 biological replicates of the infection, i.e. 3 different infection experiments were performed and kept separately throughout the process except for the uninfected controls. The different control cDNA samples were pooled before the hybridizations so that the baseline expression was homogeneous in all the microarrays. The normalized data were analyzed with the SAM program for the statistical evaluation of variant genes. The SAM one-class response data plot for each kinetic point clearly shows an evolution in cellular expression according to the time post infection (Fig. 1) . At 0.5 hpi most of the genes were invariants, i.e. distributed within the dashed diagonal lines representing no variation in gene expression, except for 26 genes localized beneath the lower dashed line, that would be under expressed, with the number of false positive genes equal to 0.8 (∆ = 0.6). However, the down regulation at this time point looked very weak, the log ratio of only one gene being below-1 and no down-regulation was observed in any of these 26 genes at the following time point. At 3 hpi most of the genes were still within the "invariant" limits except for one which was downregulated and 21 up-regulated (i.e. located above the upper dashed line), but with a high number of false positive genes (6.5; ∆ = 0.54). At 6 hpi the number of SAMestimated variant genes increased dramatically to 1175 with the false positives equal to 8.4 (∆ = 0.85). Amongst these 1175 variant genes 459 were up-regulated and 716 down-regulated. By 9 hpi, the estimated number of variant genes had risen to 2355 with 907 up-regulated genes, 1468 down-regulated genes and 101.2 (4.3%) false positive genes (∆ = 0.47). According to this statistical analysis, and taking the kinetic study as a whole, 2834 genes were considered as variants with 1137 of these up-regulated and 1697 down-regulated.
A feature of the SAM program is to estimate the number of false positive genes, the operator applying a parameter (∆) to control the rigorousness of this estimation. The more stringent the ∆ parameter, the fewer the false positive genes but also the fewer the true positive genes. A balance has to be found between a highly stringent ∆, that will eliminate many truly variant genes, and a low ∆, that will give a large number of probably variant genes but also a rather high level of false positives. No threshold value was fixed in this statistical analysis, but the selection of a gene as variant or invariant was instead based essentially on the SAM analysis and sometimes resulted in the selection of genes with slight but reproducible variations in expression. Figure 2 shows the distribution of the variant genes according to the normalized log2 ratio. It can be seen that the normalized log2 ratio of the vast majority (91%) of the variant genes is above 0.7.
Real time RT-PCR validation of the microarray results
The validity of the results obtained by microarray analysis was checked using a real time RT-PRC approach on a sample of 13 genes selected to cover a large range of normalized log 2 ratios from -1.5 to +3.7 with various intermediate values. The results are displayed in Table II and Figure 3 . Five and eight genes were down-and upregulated respectively and all were variant genes according to our SAM analysis except for the gene identified as NM_006427. Figure 3 is a bar representation of the results obtained at 9 hpi. The real time PCR confirmed the results for all the tested genes that were down-regulated according to microarray. Most of the up-regulated genes evidenced by microarray were validated by real time PCR except for three (NM_00604; NM_003485; NM_000879) which were considered as invariants by real time PCR. The three up-regulated genes that were not validated by real time PCR, were evenly distributed along the range of positive ratios and, surprisingly, the gene with the highest ratio (+3.7), was invalidated by real time PCR. Seventy-five percent of the genes were validated by real time PCR but if we considered only the up regulated genes this value would only be 62%.
Data clustering analysis
The expression patterns for the SAM variant genes were then projected on a 3 by 3 grid following a self-organizing map algorithm (Fig. 4) . The number of genes present in the different clusters was highly heterogeneous, ranging from 22 to 590. Four clusters (numbers 1, 4, 5, and 7) represented those up-regulated genes that corresponded to different kinetics of activation: -cluster 5 (22 genes -0.8%) displayed maximum activation by 3 hpi followed by a constant expression ratio level until the end of the experiment, -cluster 4 (321 genes -11.3%) represented genes that were strongly up-regulated at 6 hpi but which showed a slight increase in the expression ratio by 9 hpi, -cluster 7 (170 genes -6%) was similar to cluster 4 but the expression ratio had slightly decreased by 9 hpi, -cluster 1 (384 genes −13.5%) consisted of genes for which the expression ratio showed a regular increase over the experimental period and peaked at 9 hpi. The down-regulated genes were also distributed between four clusters: -clusters 3 (196 genes -6.9%) and 6 (457 genes − 16.12%) were stable during the first 3 h of the experiment, decreased by 6 h, and by 9 h showed a slight increase (cluster 3) or a slight decrease in expression (cluster 6), -cluster 8 (205 genes -7.2%) represented genes which were stable throughout the 6 first h of the experiment then decreased by 9 h, -cluster 9 (590 genes -20%) consisted of genes for which the expression ratio showed a regular decrease over the different time points of the experiment. Cluster 2 (72 genes -2.5%) displayed a seemingly doubtful pattern with gene expression moving up and down, i.e. increased by 3 h, decreased by 6 h then increased again by 9 h. Only 2435 (85.9%) of the 2834 genes subjected to the SOM cluster experiment, fell within the SOM 3 × 3 matrix, 397 genes did not group with any of the clusters because of poor representation at the different time points. Amongst these 397 variant genes, 166 were downregulated and 231 were up-regulated. The list of genes present in the different clusters is given in Supplementary data 2 Table I and the result of the MAPPFinder analysis in the gene ontology SOM cluster file.
Gene Ontology analysis
To obtain a comprehensive view of the events occurring during the lytic infection of HEK cells by PRV, the results were then subjected to an analysis based on the Gene Ontology. Amongst the 9870 genes present on the chip, 6991 were expressed in our experiment and could be linked to a GO term (70.7%) and were used in further analysis. Some up-and down-regulated genes (295 and 399 respectively) were not referenced in the MAPP software and could not be used in the gene ontology analysis. For clarity, only those GO terms corresponding to the biological process are presented in Table III (in Appendix) (besides the cutoff of 2 for the z score). The full table of results, with molecular function and component terms, is presented in Supplementary data 2 Table II and Supplementary  data  2 Table III as is the data source (GEX file 3 ) used for the MappFinder analysis. In addition to its 3 structuring principles (BP, MF, and C), Gene Ontology has a treelike structure, establishing a hierarchy and relationship between some of the terms. This tree structure is partially shown in column 1 (Path) (Tab. III) (details on the Gene Ontology hierarchy can be found at http://www.geneontology.org/).
Two main branches are apparent for the up-regulated genes (Tab. III). One branch concerns cell communication with 82 of the genes exhibiting modified expression. Several of the communication terms are related to the adhesion process: adhesion (GO:7155), cell-cell adhesion (GO:16337, and regulation of cell adhesion (GO:30155) and are all members of the same branch of the tree. This is apparent through the path columns where the 0.0.2.0.0 "root" is common to all three terms. Cell-cell adhesion and regulation of cell adhesion show an extension of the root (cell-cell adhesion: 0.0.2.0.0.2; regulation of cell adhesion: 0.0.2.0.0.5), and this extended path means that they are "children" of the terms with the similar but shorter path. The second main branch that appears to be up-regulated is the developmental biological process (GO:7275) with the modified expression of 94 genes and two processes set apart: 34 genes involved in neurogenesis (GO:7399) and central nervous system development (GO:7417) and 7 genes involved in blood vessel development (GO:1568) and angiogenesis (GO:1525). It should be noted that some of the "children" of neurogenesis (GO:7399) are not shown in Table III because their z score was below 2 (axonogenesisz score: 1.22; axon guidance -z score: 1.74). The other principal biological processes that were up-regulated were not associated with a particular path, e.g. the regulation of transcription (DNA dependent) (99 genes) (GO:45449), potassium ion transport (18 genes) (GO:6813) and antimicrobial humoral response (14 genes) (GO:6960).
Although the number of biological processes associated with the downregulated genes was much higher (Tab. III) all these processes were gathered under a limited number of main "branches". The first one is cell organization and biogenesis (GO:16043) (39 genes) which includes the organization of different cellular structures i.e. the cytoskeleton, microtubule, endoplasmic reticulum, lysosome, ribosomes, and chromosomes. The second main branch of the tree represents cell proliferation (G0: 8283) (133 genes), for which down-regulation of the genes seems to be general to this process: DNA replication (GO: 67), chromosome condensation and segregation (GO: 30261 and 7059), transition between the different phases of the mitotic cycle (G1/S, G2/M), and spindle assembly. The third main branch of the tree is related to the transport process (GO:6810) (191 genes) and except for proton transport (GO:15992) essentially concerns protein transport (GO:15031). The fourth main branch of the tree concerns metabolism (GO:8152) (604 genes) and can be divided into four branches that represent nucleotide biosynthesis (GO:9165) (34 genes), DNA metabolism (GO:6259), RNA metabolism (GO:16070) and protein metabolism (GO:19538) with minor branches for carbohydrate catabolism (GO:16052) and electron transport (GO:6118).
We then attempted to determine more precisely the timing of the biological process alterations by applying a similar gene ontology analysis to the same results, but with the different genes distributed in clusters (Fig. 4 , see results Supplementary Data 2 Tab. I). No biological process was significantly altered in the two smallest clusters (numbers 2 and 5 with 72 and 22 genes respectively). The other clusters did reveal changes in biological processes, i.e. the up-regulated genes in clusters 1, 3 and 7 and the down-regulated genes in clusters 3, 6, 8 and 9. Most of the downregulated biological processes were redundant i.e. present in the different "down regulated" clusters (data not shown). In contrast, very little redundancy was apparent between the different clusters of upregulated genes. The biological processes evidenced in this case were essentially the same as in the global analysis (Tab. III), although some additional information was obtained: the gene ontology term "integrinmediated signaling pathway" (GO:7229) in cluster 4, for example, appears as a "child" of the cell adhesion biological process (GO:7155) which did not come out in the global gene ontology analysis. Also the gene ontology term "synaptic transmission" (GO:7268) in cluster 7 is an upregulated biological process that was not apparent in the global analysis.
DISCUSSION
In this study we used a pan genomic microarray approach to characterize the impact of PRV infection on the transcriptional activity of a human cell line (HEK-293).
Although PRV is well referenced in the literature, and provides a model system for the study of alpha herpesvirus biology, several aspects of PRV/host interaction unlike those of its human counterpart [29] remain unknown or are poorly understood. Microarray studies generate a huge amount of data in the form of tedious lists of up-or down-regulated genes. Unless the user already knows a lot about the genes, these lists cannot be exploited without much extra work. We tried to integrate our data in a more informative way using Gene Ontology and other appropriate tools. The principal advantage of gene ontology, especially with regards to the "biological process" aspect, is to integrate the acquired information about the genes and reorganize the list of genes whose expression has been modified during the infection, into a list of gene ontology terms that indicate the main cellular processes that have thus been altered.
An important feature of our results is the very high number of down-regulated genes that can be grouped under a limited number of essential biological processes concerned with DNA, RNA, protein metabolism, and cell proliferation.
Cell infection by alpha herpesvirus is characterized in most, if not all cases, by a rapid control of host cell expression mediated by two complementary shutoff mechanisms, a very early shutoff and a delayed shutoff [6, 12, 20, 30] . Although homologous sequences for both mechanisms exist in the PRV genome, no precise functional characterization of the control of host cell expression has been described and according to some reports the early shutoff mechanism might not occur during PRV infection or only function weakly [2, 9, 19] as described for the Equine herpesvirus 1 [13] . Even though the only variant genes observed after 30 min of infection, are down-regulated genes, our results do not show any evidence of generalized early shutoff during PRV infection. However, since the rationale of the microarray experiment was to hybridize equivalent amounts of target from the control and test samples to obtain an overall ratio close to one, if a slight early shutoff did occur during PRV infection, it might be obliterated by this necessary technical equilibrium. In contrast, our results implied that delayed shutoff (mediated by the ICP27 protein) is likely to be highly operant as suggested by the very large number of down-regulated genes observed at 6 hpi and thereafter (Fig. 1) and confirmed the results obtained by Tirabassi and Enquist who obtained similar shutoff kinetics in PK15 cells [38] . Several very important biological processes are down-regulated especially those involved in RNA synthesis and maturation or the spliceosome assembly for which an interaction between the HSV1-ICP27 protein and spliceosome-associated protein has already been evidenced [4] (Tab. III). This down-regulation of gene expression is not limited to the metabolism of RNA, however, and is much more general. DNA and protein metabolism are also severely down-regulated, as reflected by the presence of GO terms such as biosynthesis, protein synthesis and metabolism, close to the root in the gene ontology hierarchy. These terms are much too general to provide detailed and useful information on their own, but are linked to much more specific terms that are located deep within the gene ontology hierarchy. One such example is the biological process "regulation of MHC class I biosynthesis" (z score = 2.09) which contains the Interferon beta precursor (IFN-beta) gene that was down-regulated in our experiment (log ratio = −0.78). Down regulation during PRV lytic infection has already been reported for this process [1] .
Most of the biological processes that appear down regulated according to our GO analysis are supported by previous data from the literature (cell cycle inhibition 716 Y. Blanchard et al. [14] , cellular cytoskeleton organization [33] , stress actin fiber breakdown [42, 43] , etc.).
The up-regulated biological processes, although fewer in number than the downregulated ones, can be grouped together under several more general terms (Tab. III).
Several of these refer to the nervous system (neurogenesis, central nervous system development, neurotransmitter transport), which might seem surprising for an epithelial cell line as the HEK 293. This cell line displays epithelial morphology and is not usually considered to be derived from neuron precursors although a possible neuronal origin has been evoked recently [31] . It is, however, consistent with the characteristic neuronal tropism of alpha herpes viruses, associated with the establishment of lifelong infection, which they reactivate during times of stress [10] . The PRV immediate early protein 180 (IE 180) is known to be a strong transactivator of several promoters [16] and a neuron tropism expression associated with the IE 180 promoter has recently been demonstrated in IE180 transgenic mice [37] . A slight upregulation of other neuron-related biological processes is also observed. Such is the case with "axon guidance" (not shown in Tab. III) for which three genes (FEZ, SPON2, KAL1) showed increased expression. Considering the strong relationships that exist between PRV and the axons [11] , this is no more surprising than the result for neurogenesis. The case of the SPON2 gene involved in nerve system patterning [40] referenced on 01/13/2004, by Gene Ontology under the terms described in this article (axon guidance, extracellular matrix) is of particular interest. A recent report [18] strongly suggests that SPON2 is also involved in defense mechanisms and could be essential to initiation of the innate immune response. This information had not been entered into the GO databases when this manuscript was written, and our gene ontology analysis could not integrate this potential dual function of SPON2. It therefore only highlighted the axon guidance role of this gene. We now have to ask for which function SPON2 is over expressed? Is it up-regulated, by the cell, for a role in a defense mechanism or by the virus, to modify some host's adhesion properties. This question is also, of course, relevant to other genes which, like SPON2, are involved in different processes and where interpretations could otherwise be off track.
The biological process described as cell adhesion in fact encompasses three of the terms in the list in Table III (cell adhesion, regulation of cell adhesion and cell-cell adhesion). Other terms associated with adhesion are also altered, for example "integrin mediated signaling pathway" which was up-regulated in the SOM cluster analysis (cluster 4; z score = 2.35) but not in the global analysis (z score = 1.7). Modifications in the expression of integrins by herpesvirus-infected cells have been described under different experimental conditions and may be related to different aspects of virus physiology [45] , Van de Walle et al. [41] have shown, in vitro, that in immune masked monocytes infected with PRV, some of the integrin molecules at the monocyte cell surface, are redistributed, adhere efficiently to the endothelial cells and transmit the virus to them. Interestingly, not all the integrin molecules are redistributed during this process, CD11b and CD18 remain at the cell surface whereas CD11a and CD15 are internalized. According to our microarray results, CD11a expression is up-regulated in PRV-infected HEK 293cells.
Several of the biological process terms are related to ion transport and to potassium transport in particular. Modifications of the electrophysiological properties of membranes have been described in HSV-1 infected neurons [15, 24, 25, 35] and the involvement of ion channels demonstrated in the spontaneous bursting activity observed in the superior cervical ganglion of PRV-infected rats [22] . Our results indicate that the potassium transport process was significantly up-regulated (23 genes up-regulated, z score = 3.37) compared to sodium transport, which does not appear in our list of gene ontology terms (Tab. III), even though the expression of some of the genes involved in sodium transport was altered (7 genes up-regulated, z score = 1.3). The few reports that deal with the effect of herpesvirus infection on ion channel activity mainly concern the expression of sodium channel activity [35] , however, a recent report by Kramer et al. [21] showed an increase in potassium channel expression during HSV-1 sensory neuron infection in the mouse.
The gene ontology analysis of the infection of HEK-293 cells by the pseudorabies virus has clearly revealed those biological processes which are significantly altered and are of importance either in virus replication or in the host's response to viral attack.
Although Gene Ontology is only a recently developed tool and still suffers from imperfections, several of the processes revealed by the GO analysis have already been described for PRV or other alphaherpes viruses. This would confirm the validity of this approach for the study of virus host interactions.
While this manuscript was being written, Ray and Enquist published their article about the transcriptional response of rat fibroblastic cells to infection by PRV or HSV1 [28] . These authors used a different analytical approach and did not refer to Gene Ontology. However the list of functional classes that they produced contains most of the biological processes specified in our results, again confirming the validity of our analysis.
One aim in this study was to determine whether, a pan genomic microarray analysis would be able to provide reliable information about virus host interactions, in an emergency (for example an emerging zoonosis of viral origin), and with a limited number of samples. Large datasets would not be immediately available in such a situation and the validity of any microarray analyses might, as a result, be weakened. The extensive use of microarray analyses in cancer studies has been useful in identifying the genes or clusters of genes involved in a given pathology but truly robust results have required extensive datasets derived from tens or hundreds of microarray experiments [32, 44] . Our results suggest that this approach might also be valuable for a more rapid characterization of an emerging virus. However it should be remembered that the PRV infection in our study resulted in a massive alteration of cell physiology and that this probably strengthened our results, due to the large number of genes with altered expression. It will be interesting to test a similar strategy on discrete viruses to see whether this approach is sufficiently robust when the transcription program shows few modifications. 
APPENDIX
