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Abstract
Sustained flight at hypersonic speeds presents a challenge to robust vehicle design and
control. An extreme aerothermal environment acting on geometrically-thin, multifunctional
structures can result in significant static and dynamic structural deformations of the vehicle
and its subcomponents. In particular, for a control surface-motivated scenario, the adverse
pressure gradient generated by a compression ramp can produce a large region of subsonic,
separated flow with the potential to degrade accurate estimation of surface loading by
traditional hypersonic aerodynamic methods such as piston theory. The present work details
high-fidelity, coupled fluid-thermal-structure interaction (FTSI) simulations of laminar,
unsteady 2D flow at M∞=6.04 over a 35-degree compression ramp with an embedded
compliant panel. Surface-pressure loading generated by the corner shock wave boundary
layer Interaction (SWBLI) is compared between compliant and non-compliant compression
ramp configurations, and SWBLI-excited response of the compliant panel is demonstrated.
An analytical model based on Rayleigh’s method is introduced which, given the maximum
amplitude of vibration, predicts the nonlinear frequency of a compliant panel to within
an average error of 8.3% over several orders of magnitude in flexural rigidity. Maximum
observed heat transfer rates to the panel were diminished for the compliant panel cases
relative to the rigid case, believed to be caused by a break-up in structure of the oscillating
shear layer due to the motion of the panel. Reduced-order models, such as shock expansion/
local piston theory (SE/LPT), are computed for each panel and were found to perform well
with a modification to account the influence of the corner separation region. Reynolds’
analogy for estimating heat flux was found to work reasonably well for the rigid case, but
lost accuracy when applied to the thinnest panels and largest deflections.
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Chapter 1
Introduction
1.1 Background & Motivation
Aircraft that experience sustained flight through the atmosphere at hypersonic speeds are
exposed to a uniquely challenging aerothermal environment [1, 2]. The extreme dynamic
pressure and temperatures presented by hypersonic flows present significant engineering
challenges to nearly every facet of vehicle design. For thermal management, the vehicle
must be made of strong, heat resistant materials, which tend be inconel-based and therefore
heavy. Air-breathing hypersonic vehicles also feature heavily-integrated propulsion systems
which an increase the pressure loading on the skin panels of the vehicle, as well as being
particularly sensitive to angle of attack perturbations. A representative example of an
air-breathing hypersonic vehicle is seen below in Figure 1.1.
Figure 1.1: Artist Rendering of the X-43B Hypersonic Aircraft, NASA [3]
Aircraft structures of hypersonic vehicles must be strong, lightweight, and typically
multifunctional [4]. The intersection of competing requirements can result in situations
where the effects of fluid-structure interaction (FSI) are significant. Moreover, the surface
temperature distribution, which results from the aerothermal loading, changes both the
mechanical response and the aerodynamic properties of the vehicle in flight. As such, a
unified approach which accounts for the fluid, structural, and thermal aspects of the problem
is required. This fluid-thermal-structural interaction (FTSI) which can occur in hypersonic
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vehicles can be critical for their successful and reliable operation. The shock-dominated
flows typical of hypersonic flight can exhibit interference effects and/or shock impingement
that increases surface heat transfer rates exponentially.
The need for extreme care in the design of hypersonic vehicles was brought into sharp
relief on the afternoon of October 3rd 1967, during what would become the fastest flight of
the X-15 hypersonic research program. As is recounted by Watts [5, 6] and Armstrong [7],
ahead of this flight the rebuilt and heavily-modified second airframe X-15A-2 was fitted
with a heat-resistant ablative skin coating, external fuel tanks, and a ventral dummy ramjet
engine in preparation for a performance-envelope-expansion flight. Attaining an impressive
Mach number of 6.7 and maximum altitude of 102,000 feet, it was discovered only after
landing just how close test pilot Pete Knight came to experiencing a catastrophic failure in
one of aviation’s most iconic aircraft.
(a) X-15A-2 after a test flight at
Rogers Dry Lake, Watts (1968) [5]
(b) X-15A-2 with modifications for flight No. 2-53-97 w/
external fuel tanks and dummy ramjet, Armstrong (1969) [7]
Figure 1.2: North American X-15A-2 Hypersonic Research Aircraft
A combination of shock impingement and interaction effects from the ventral fin of the
scramjet resulted in increases in the surface heat transfer by an estimated factor of h/h0=7,
and an increase in pylon leading-edge heat-transfer coefficient by a factor of h/h0 = 9 [6].
The temperature rise due to aerodynamic heating (estimated to be ≈ 2,700◦ F) caused
several of the explosive bolts securing the scramjet in place to fire prematurely, eventually
leading to structural failure of the single remaining bolt and causing the dummy scramjet
to fall onto the test range below. Clearly, being able to predict the location and magnitude
of peak aerothermal heating are critical to successful design of hypersonic vehicles.
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In addition, the unsteadiness in shock-wave boundary-layer interactions (SWBLIs) has
been identified as a possible source of excitation of compliant skin panels if frequency-matching
occurs between the SWBLI and the compliant panel [8]. A canonical configuration which
is known to generate a recirculation region is the self-interacting flow of a hypersonic
compression corner, the relevant features of which are shown below in Figure 1.3.
Figure 1.3: Schematic of a hypersonic compression ramp configuration, Carter (1972) [9]
The boundary layer growing on the flat plate section, in close proximity to the high-entropy
layer (HEL) originating from the leading edge, encounters the adverse pressure gradient
caused by the compression corner and separates from the surface. This separation creates
isentropic compression waves at the foot of the separation region which coalesce into an
oblique shock wave at the flow turns through a separation angle θsep. When the separated
shear layer encounters the ramp surface it turns the remainder of the ramp angle, forming
another set of compression waves and an oblique shock at the reattachment point. The
separation shock and reattachment shock may intersect in a triple-point (TP) if they are in
sufficiently close proximity or at disparate enough wave angles. The shear layer, while not
attached to the surface, gains kinetic energy from the mean flow which is converted into an
impact over-pressure at reattachment[9]. The reattachment region may also see “necking”
of the shear layer in the vicinity of the surface, which is associated with substantial increases
in root-mean-squre surface pressure fluctuations and local heat transfer rates. Moreover,
if the shear layer is thin enough for the shear instability mode not to be damped out,
then the oscillations themselves will produce alternating compression and expansion waves
above the separation region which propagate back to the panel and influence the subsequent
pressure distribution. Beyond the high-frequency oscillations of the shear later (and general
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unsteadiness from turbulence in the 3D case), the corner separation region has been shown
to exhibit low-frequency limit cycle oscillations under certain conditions, the frequency of
which may be low enough to couple resonantly with the vibration of the compliant panel.
As noted by Leyva [10], the fundamental challenges to hypersonic flight are myriad,
including real gas effects and chemistry, transition to turbulence, second mode boundary
layer instabilities, ablation, and fluid structure interaction. The ability to numerically
simulate FTSI phenomena has been identified as a key growth area for informing structural
design in terms of peak aerodynamic heating, maximum transient structural loads, and
avoiding the risk of fatigue caused by excessive skin panel vibration or flutter. The present
analysis aims to provide full-order, time-accurate FTSI simulation data for the dual purpose
of understanding the physical mechanisms in this flow and provide data for validation to
reduced-order models. The numerical simulations completed at the University of Illinois
at Urbana–Champaign (UIUC) are performed in coordination with experimental efforts
by a research team at the University of Maryland (UMD) to investigate a flat plate-ramp
combination at M∞ = 6.04 and unit Reynolds number Re∞ = 23.6×106.
1.2 Literature Review
The breadth of literature on available on hypersonic research is positively vast, but we
highlight some of the key research that is relevant to the compression ramp FTSI problem.
To begin with, McNamara and Friedmann [11] provide an excellent survey of hypersonic
aeroelastic and aerothermoelastic research directions in which future research efforts might
travel. In particular, they conclude that the aim of sustained, reliable hypersonic flight will
require the design of minimum-weight structures that can withstand an extreme aerothermal
environment without the benefit of experimental data to validate the design. This places
renewed emphasis on computational methods—both high-fidelity aerothermoelastic codes
and reduced-order models—for robust and cost-efficient hypersonic vehicle design. Carter [9,
12] was one of the first to compute the viscous flow of a laminar boundary layer over
a compression ramp at several Mach numbers, using the Brailovskaya finite-difference
method while highlighting the potential sources of error caused by inappropriate boundary
conditions. Mallinson [13] investigated the high-enthalpy, hypersonic flow over sharp leading
edge compression corners at Mach numbers up to M∞=9. Semi-empirical correlations for
upstream influence length, plateau pressure and reattachment pressure are provided and
compared favorably to experimental data. Similar data was produced by Marini [14], with
the focus on understanding the dependence of the SWBLI on the temperature ratio of
the wall. Marini was found to provide the same semi-empirical correlations as Mallinson,
in addition to some others. Three-dimensional DNS of the hypersonic compression ramp
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flow, the structure of the hypersonic turbulent boundary layer was studied extensively by
Smits [15], who used spectral 3D DNS data to study the turbulence structure angle and
characteristic streamwise length scales of a turbulent boundary layer interacting with a rigid
compression ramp. Stemmer [16] completed three-dimensional DNS of a rigid compression
ramp in Mach 5 flow with real gas effects, and investigated the stability characteristics
of both the separated shear layer and approaching boundary layer by computing Fourier
modes of the resulting solution. Willems [17] used an experimental approach to study
shock-induced FSI on a flexible wall in supersonic turbulent flow, in which the dynamic
response of a compliant panel grazed by a turbulent supersonic flow was found to consist of
both steady and dynamic components. The ideal of true two-dimensionality in the flow was
not achieved due to finite-span effects and the high-frequency, small-amplitude oscillations
showed a direct dependency to excitation by the flow.
Regarding aeroelastic research, Riley [18] highlighted the need for aerothermoelastic
experimental data to be used for validation purposes, while providing an excellent overview
of the typical challenges faced when attempting to aeroelastic data from high-speed, high-
temperature wind tunnels. Experimental data are provided for a flexible test specimen
tested in AEDC/VKF Tunnel C. Neely et al. [19] performed an experimental investigation of
fluid-structure interaction of a cantilevered low-carbon steel plate in hypersonic flow at Mach
5.8. Measurements from both pressure transducers and pressure-sensitive paint (PSP) were
compared directly with aerodynamic models such as piston theory (PT), quasi-steady piston
theory, and the tangent wedge (TW) model. Analysis showed that there was negligible
difference between PT and quasi-steady PT for the cases tested, and that the the TW
model tended to over-predict the surface pressure. Pham et al. [20] were able to investigate
the fluid-structure interaction between a compression ramp and flexible surface, but with
this surface being a rubber sheet and positioned on the flat-plate section ahead of the
ramp. A reduction of 50%-60% was observed in the energy content of shock oscillations
with the embedded rubber layer versus an all-steel plate, suggesting properly tailored FTSI
could be used as a viable tool for passive load mitigation. Casper [21] recently investigated
the fluid-structure interactions of a compliant panel embedded in a 7◦ half-angle cone at
the Sandia Hypersonic Tunnel at Mach 5 and 8 and the Purdue Boeing/AFOSR Mach
6 Quiet Tunnel. In this work, excitation of the compliant panel caused by turbulent
spot generation was found to be over 200 times that of the excitation associated with the
laminar boundary layer when the spot generation frequency coupled resonantly structural
frequency of the panel. Gray et al. [22] developed high-order finite-element structural model
with piston-theory aerodynamics to determine the nonlinear flutter characteristics of a
two-dimensional simply-supported compliant panel grazed by a hypersonic flow.
Gordnier and Visbal have made several major contributions to research in the field
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of three-dimensional panel flutter in subsonic and supersonic flows. A three-dimensional
viscous aeroelastic solver [23] was developed capable of computing three-dimensional mode
shapes and associated surface pressure distributions of a compliant panel undergoing a
limit cycle oscillation (LCO). The LCO amplitude and frequency were computed for both
subsonic and supersonic Mach numbers for multiple panel aspect ratios, thicknesses, and
freestream dynamic pressures. Among other results, it was determined that, for supersonic
flows, the presence of the boundary layer was found to delay the onset of flutter to higher
dynamic pressures, while simultaneously reducing the frequency of oscillation.
Figure 1.4: Surface pressure coefficient during LCO M∞ = 1.2, Re = 1×105, Gordnier
and Visbal (2003) [24]
In Gordnier and Visbal 2003 [24], this work was extended to Re = 2×105. It was
demonstrated that the cavity pressure can have a pronounced effect one the on the flutter
dynamics; a fact which becomes important when comparing simulation results to experiment.
It was also shown that the delaying effect of the viscous boundary layer on flutter onset was
more pronounced in the case of laminar boundary layers. Visbal [25] studied the interaction
between an incident oblique shock and a flexible two-dimensional panel for inviscid flow,
finding that the LCO amplitude and frequency both increase with shock strength at fixed
dynamic pressure. The critical dynamic pressure for the emergence of an LCO was found
to be considerably lower the standard panel flutter in certain cases, suggesting that an
aeroelastic instability distinct from regular panel flutter is at play in this interaction.
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McNamara et al. [26] generated reduced-order models to simulate the aerothermoelastic
response of a simply-supported compliant panel located on the surface of a two-dimensional
wedge in which SE/LPT is used to compute the unsteady surface pressure and Proper
Orthogonal Decomposition (POD) based model reduction of CFD predictions to determine
the surface heat flux. In a related paper, McNamara and Crowell [27] systematically
evaluate several aerodynamic models for hypersonic flow including piston theory, Van Dyke’s
second order theory, Newtonian impact theory, and unsteady shock-expansion theory in
predicting flutter boundaries in comparison to an time-accurate Navier-Stokes solution.
The Navier-Stokes solutions presented in this method assume that the general motion of the
structure is described by a finite modal series, where the mode shape are assumed to be equal
to the small-amplitude free vibration modes of the structure. The aeroelastic equations
of motion are then obtained from Lagrange’s equations. More recently, Brouwer [28]
compared the performance of CFD-enriched piston theory (EPT) against Euler and RANS
simulations for shocks impinging on a compliant surface in 2D and 3D flows. The EPT
results compared favorably to unsteady CFD for prescribed surface oscillations at orders of
magnitude less computational cost. The effects of leading-edge bluntness and the presence of
a high-entropy layer (HEL) on the flow-separation characteristics are significant as reported
by Townsend [29], among others. A failure to properly scale the relative height of the entropy
layer—generated at the leading edge—with the developing boundary layer on the flat plate
is shown to significantly influence the size of the recirculation region and shear layer width.
1.3 Thesis Structure
In Chapter 2, we discuss the numerical methods and software tools utilized for the FTSI
analysis, including the methods for solving the compressible Navier-Stokes (CNS) equations
in generalized coordinates on moving grids, the WENO scheme used for advection in
the fluid domain, the structural and thermal finite-element solvers, and reduced-order
aerodynamic models. In Chapter 3, we test the CNS solver against a validation case,
and investigate in detail the characteristics of the rigid-geometry hypersonic compression
flow for the NASA-UMD case. Chapter 4 outlines methodologies for analytically-predicting
the linear and nonlinear vibration frequencies of the compliant panel, as well was verifying
the structural solver. Chapter 5 reviews in detail the results of FTSI simulations for various
panel thicknesses, and in Chapter 6 the FTSI simulation results are quantitatively compared
to reduced-order aerodynamic models. Chapter 7 summarizes the major findings of the
present numerical analysis, as well as providing a road map for future work.
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Chapter 2
Numerical Methods
2.1 Software Tools
McNamara and Friedmann [11] broadly classify the techniques of solving coupled fluid
structure interaction problems as either monolithic (strongly coupled) or partitioned (weakly
coupled). Monolithic solvers are identified by the formulation of a single system of equations
for the fluid, structural, and thermal domains which are all solved simultaneously. A
partitioned solver, conversely, solves the fluid, structural, and thermal domains independently
(and possibly using different time steps), then passes information. By these definitions,
the FTSI solver used for the current analysis is of the partitioned variety. PlasComCM
is a multiphysics FORTRAN 90 code written primarily to solve the CNS equations, but
with the capability to solve both structural and thermal problems as well. In the current
work, three separate instances of PlasComCM are used to compute the solution in the
fluid, solid, and thermal domains. The lion’s share of the computational work in the
FTSI solver is performed in compiled code. This provides superior performance of large
computational requirements of multi-physics solutions and optimization for the stated task.
Because both the thermal and structural time integration methods are implicit, the fluid
solution is estimated at the required intermediate times t = t + ∆tst and t = t + ∆tth
using a second-order Runge-Kutta scheme to advance the structural and thermal solutions
respectively with 2nd-order accuracy.
The wrapper function written in Python is used to advance the fluid, structural, and
thermal solutions in time while sharing boundary condition information between them. The
Python coupler script—combined with FORTRAN 90 code to interface with the PlasComCM
structural and thermal solvers—is entirely responsible for passing information between
parallel solutions and enforcing the proper time-stepping between domains. Time steps for
the fluid, structural, and thermal domains are integer multiples of each other, which implies
that the timestep is constant for the duration of the simulation. This aspect is critical to
the computational efficiency of the aerothermoelastic solver due to the disparate time scales
present in FTSI calculations. The high-frequency content in the fluid solution requires a
very small timestep for accurate calculation, which is contrasted with the low-frequency,
long-period nature of the thermal solution. For representative geometry and material
properties, the structural time step requirements are typically somewhere between these
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extremes. The code is designed to be modular, such that the user can plug their solver of
choice into the wrapper script independently of the other two domain solvers (for instance,
to replace a CNS solution with a reduced-order aerodynamic model).
2.2 Fluid Domain Solver
2.2.1 Non-Dimensionalization
PlasComCM solves the compressible Navier-Stokes equations in non-dimensional form.
Dimensional quantities are indicated by an asterisk (∗), while those quantities which are
dimensionless are asterisk free. The reference variables used for non-dimensionalization
are the freestream density ρ∗∞, speed of sound c
∗
∞, dynamic viscosity µ
∗
∞ and Lref, a
characteristic length scale of the problem. The non-dimensional variables are then defined
as follows:
t =
c∗∞t
∗
Lref
xi =
x∗i
Lref
ρ =
ρ∗
ρ∗∞
(2.1)
ui =
u∗i
c∗∞
p =
p∗
ρ∗∞c
∗
∞
2 µ =
µ∗
µ∗∞
(2.2)
T =
C∗p,∞T
∗
c∗∞
2 =
T ∗
(γ∞ − 1)T ∗∞
=
γ∞p
(γ∞ − 1)ρ . (2.3)
One benefit of this choice of non-dimensionalization is that the form of equation for the
flow Mach number is unchanged. A noted consequence of this non-dimensionalization is the
form given for the code Reynolds number, which is based on c∞:
Re =
ρ∗∞c
∗
∞Lref
µ∗∞
, (2.4)
Similarly, the Prandtl number is defined as:
Pr =
C∗pµ
∗
∞
k∗∞
, (2.5)
where C∗p is the specific heat at constant pressure and k
∗
∞ is the fluid thermal conductivity
at the freestream condition. Thermally perfect, calorically perfect, and lookup-table gas
models are available in PlasComCM. Due to the relatively mild stagnation enthalpy of the
cases considered, the calorically-perfect model was used for the present calculations.
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2.2.2 Conservation Equations
PlasComCM solves the compressible Navier-Stokes equations in curvilinear coordinates.
The vector of conserved variables is composed of the density ρ, the momentum flux ρui, and
the total energy flux ρE. Using index form with the summation convention, the governing
equations for mass, momentum, and energy become
∂ρ
∂t
+
∂(ρuj)
∂xj
= Sρ (2.6)
∂ρui
∂t
+
∂
∂xj
(ρuiuj + pδij − τij) = Sρui (2.7)
∂ρE
∂t
+
∂
∂xj
[(ρE + p)uj + qj − uiτij ] = SρE (2.8)
where p is the thermodynamic pressure, τij is the viscous stress tensor, qj represents the
heat flux vector, and Sρ, Sρui , and SρE are the source terms for mass, momentum, and
energy, respectively. The equation of state is:
p = (γ − 1)
[
ρE − 1
2
ρ(u2 + v2 + w2)
]
. (2.9)
The PlasComCM fluid solver solves the CNS equations in generalized coordinates. Given
a structured grid, it is possible to express the conservation equations for the fluid domain
in a general curvilinear system ξi provided that the mapping Ξ from xi to ξi exists and is
well-defined. The Cartesian coordinates (x, t) can be mapped to another coordinate system
(ξ, τ) via the time dependent mappings:
x = X(ξ, τ) with inverse ξ = Ξ(x, t) (2.10)
where X−1 = Ξ and only non-singular maps are considered. For simplicity, we take t = τ .
The Jacobian of the transformation is defined as J = det(∂Ξi/∂xj) and is strictly positive.
Written explicitly, the Jacobian and grid metrics are:
J−1 = xξ(yηzζ − yζzη) + xη(yζzξ − yξzζ) + xζ(yξzη − yηzξ) (2.11)
J−1

ξx ξy ξzηx ηy ηz
ζx ζy ζz

 =

yηzζ − yζzη zηzζ − zζxη xηyζ − xζyηyζzξ − yξzζ zζxξ − zξxζ xζyξ − xξyζ
yξzη − yηzξ zξxη − zηxξ xξyη − xηyξ

 . (2.12)
10
Under these conditions and with simple application of the chain rule, it can be shown [30]
that Eq. 2.10 transforms to
∂
∂τ
(
Q
J
)
+
∂Fˆ Ii
∂ξi
− ∂Fˆ
V
i
∂ξi
=
S
J
(2.13)
after using the identities
∂
∂ξj
(
1
J
∂ξj
∂xi
)
= 0 for i = 1, . . . , N
∂
∂τ
(
1
J
)
+
∂
∂ξj
(
1
J
∂ξj
∂t
)
= 0,
(2.14)
where N is the number of dimensions. If we define a weighted metric ξˆi = J
−1(∂ξ/∂xi) and
contravariant velocity Uˆ = uj ξˆj+ ξˆt, with similar expressions for the remaining components,
then the inviscid fluxes Fˆ Ii in two dimensions are:
Fˆ I1 =


ρUˆ
ρuUˆ + pξˆx
ρvUˆ + pξˆy
(ρE + p)Uˆ − ξˆtp

 and Fˆ I2 =


ρVˆ
ρuVˆ + pηˆx
ρvVˆ + pηˆy
(ρE + p)Vˆ − ηˆtp

 (2.15)
and,
Fˆ I1 =


ρUˆ
ρuUˆ + pξˆx
ρvUˆ + pξˆy
ρwUˆ + pξˆz
(p+ ρE)Uˆ − ξˆtp

, Fˆ
I
2 =


ρVˆ
ρuVˆ + pηˆx
ρvVˆ + pηˆy
ρwVˆ + pηˆz
(p+ ρE)Vˆ − ηˆtp

 and Fˆ
I
3 =


ρWˆ
ρuWˆ + pζˆx
ρvWˆ + pζˆy
ρwWˆ + pζˆz
(p+ ρE)Wˆ − ζˆtp


(2.16)
for the 3D case. The constitutive relation for the viscous stress tensor τij is given by:
τij =
µ
Re
(
∂ui
∂xj
+
∂uj
∂xi
)
+
λ
Re
∂uk
∂xk
δij (2.17)
where µ and λ are the first and second coefficients of viscosity, respectively. The dynamic
viscosity µ and thermal conductivity k are allowed to vary with the thermodynamic state
of the fluid. Given the large range of temperatures involved in the present calculations,
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Sutherland’s law is employed to solve for the the fluid dynamic viscosity:
µ(T ) = µref
(
T
Tref
)3/2 Tref + S
T + S
, (2.18)
where µref = 1.715 × 10−5 kg/m-s, Tref = 273.11 K and S = 110.56 K. The viscous
terms may be either taken directly as ∂2/∂x2 or as two repeated derivatives ∂/∂x(∂/∂x).
While mathematically equivalent, they differ numerically in terms of computational expense
and physical dissipation apparent in the solution. Following Anderson, Tanehill, and
Pletcher [31], the strong form of the viscous terms in two dimensions are given by:
∂
∂t
(ρu1
J
)
= · · · ∂
∂ξ
(
ξˆiτi1
)
+
∂
∂η
(
ηˆiτi1
)
∂
∂t
(ρu2
J
)
= · · · ∂
∂ξ
(
ξˆiτi2
)
+
∂
∂η
(
ηˆiτi2
)
∂
∂t
(
ρE
J
)
= · · · ∂
∂ξ
(
ξˆi[ujτij − qi]
)
+
∂
∂η
(
ηˆi[ujτij − qi]
)
,
(2.19)
which is considerably faster than other available forms, but provides negligible dissipation
at the highest wavenumbers. For the rigid-geometry case, the fluid solver is run at constant
CFL, while the FTSI solver must be run at constant timestep.
2.2.3 Characteristic Boundary Conditions
For points on the boundary, we may use the characteristic wave relations to obtain the flux
at that point. From Kim [32], the governing equations in the characteristic space are:
∂R
∂t
+L = Sc, (2.20)
where R is the vector of characteristic terms and L is the vector of wave amplitudes.
Equation 2.20 is derived by the following two equations:
δR = P−1δQ, L = λ
∂R
∂ξ
= P−1
(
ξx
∂Fˆ I1
∂ξ
+ ξy
∂Fˆ I2
∂ξ
+ ξz
∂Fˆ I3
∂ξ
)
; . (2.21)
The source term Sc in Eq. 2.20 can be related the source terms by:
Sc = JP
−1
(
Sˆv −
[
Fˆ I1
∂
∂ξ
(
ξx
J
)
+ Fˆ I2
∂
∂ξ
(ξy) + Fˆ
I
3
∂
∂ξ
(
ξz
J
)
+
∂Fˆ
∂η
+
∂Gˆ
∂ζ
])
. (2.22)
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Also note that
(
ξx
∂E
∂ξ
+ ξy
∂F
∂ξ
+ ξz
∂G
∂ξ
)
= J
(
∂Eˆ
∂ξ
−
[
E
∂
∂ξ
(
ξx
J
)
+ F
∂
∂ξ
(ξy) +G
∂
∂ξ
(
ξz
J
)])
. (2.23)
The vector of characteristic differential variables and the corresponding wave speeds are
δR =
[
δρ− δp
c2
, δw˜, δv˜,
δp
ρc
+ δu˜,
p˜
ρc
− δu˜
]T
and (2.24)
λ =
[
u, u, u, u+ c
√
ξ2x + ξ
2
y + ξ
2
z , u− c
√
ξ2x + ξ
2
y + ξ
2
z
]T
, (2.25)
where the contravariant velocity in the direction normal to the boundary and its differential
are given by:
u = ξxu+ ξyv + ξzw (2.26)
δu˜ = ξ˜xδu+ ξ˜yδv + ξ˜zδw , (2.27)
and the velocity differentials in the parallel direction are given by
δv˜ = −ξ˜xδv + ξ˜yδu (2.28)
δw˜ = −ξ˜xδw − ξ˜zδu . (2.29)
The “tilde” notation in this section indicates that a variable is normalized by the magnitude
of the metric vector, such as:
[
ξ˜x, ξ˜y, ξ˜z
]
=
[ξx, ξy, ξz]√
ξ2x + ξ
2
y + ξ
2
z
. (2.30)
The boundary derivative equation express in terms of the primitive variables is:
∂ρ
∂t
+ L1 +
ρ
2c
(L4 + L5) = Sc1 +
ρ
2c
(Sc4 + Sc5) (2.31)
∂u˜
∂t
+
1
2
(L4 − L5) = 1
2
(Sc4 − Sc5) (2.32)
∂v˜
∂t
+ L2 = Sc2 (2.33)
∂w˜
∂t
+ L3 = Sc3 (2.34)
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∂p
∂t
+
ρc
2
(L4 + L5) =
ρc
2
(Sc4 + Sc5) , (2.35)
where different types of boundary conditions (wall, perfectly-nonreflecting, etc.) can be
specified by the appropriate choice of the incoming wave amplitudes Li. Details regarding
the exact procedure for setting these convection amplitudes are found in [32].
2.2.4 5th-Order Finite-Difference WENO Scheme
In computing the fluid solution, the inviscid fluxes are computed using the 5th-order,
finite-difference Weighted Non-Oscillatory (WENO) scheme of Jiang and Shu [33], with
modifications for implementation on curvilinear grids. This special treatment for the inviscid
fluxes was found to be necessary to ensure the stability of the fluid solver due to the
presence of very strong shock waves in the hypersonic compression ramp solution. For
simplicity consider using the WENO-JS scheme to solve the compressible Euler equations
in one-dimensional flow, with the vector of conserved variables Q and flux vector F (Q) are
given by:
Q =

 ρρu
ρE

 and F (Q) =

 ρup+ ρu2
u(p+ ρE)

 . (2.36)
With zero source terms, the conservation equations can be written in vector form as
∂Q
∂t
+
∂F (Q)
∂x
= 0 . (2.37)
The flux Jacobian is defined as A(Q) = ∂F /∂Q and is equal to
A =
∂F
∂Q
=


0 1 0
(γ − 3)u22 (3− γ)u γ − 1(
γ − 2
2
u2 − c
2
γ − 1
)
u (3− 2γ) u
2
2
+
c2
γ − 1 γu

 , (2.38)
where c =
√
γp/ρ is the local sound speed. The characteristic decomposition of the flux
Jacobian for the 1D Euler equations is A = RΛL, where Matsasuka [34] gives
14
Λ =

 u− c 0 00 u 0
0 0 u+ c

 , (2.39)
R =


1 1 1
u− c u u+ c
c2
γ − 1 +
u2
2
− uc u
2
2
c2
γ − 1 +
u2
2
+ uc

 , and (2.40)
L =


1
2
(
γ − 1
2c2
u2 +
u
c
)
−1
2
(
γ − 1
c2
u2 +
1
c
)
γ − 1
2c2
1− γ − 1
2c2
u2
γ − 1
c2
u2 −γ − 1
c2
1
2
(
γ − 1
2c2
u2 − u
c
)
−1
2
(
γ − 1
c2
u2 − 1
c
)
γ − 1
2c2

 . (2.41)
Here Λ is the diagonal matrix of eigenvalues, and R and L are the matrices of right-
and left-eigenvectors, respectively. Eigenvectors for the full 2D and 3D Euler equations
for single-fluid and multi-component problems on curvilinear grids have been previously
documented [35], and are reproduced in Appendix A.1. Simplifying further, consider solving
the system of equations on a uniform grid xi = i∆x, and letQi denote the solution at x = xi.
The WENO-JS scheme for this system can then be written in flux-difference form:
∂Q
∂t
∣∣∣∣
i
= − 1
∆x
(
Fˆi+ 1
2
− Fˆi− 1
2
)
. (2.42)
In each case, Fˆi+ 1
2
is the numerical flux at the half-node grid point locations, which is
a WENO-reconstruction of the physical flux. The basic procedure for the numerical flux
reconstruction is as follows:
1) Compute the physical flux at each grid point xi:
Fi = F (Qi) (2.43)
2) At each xi+ 1
2
, compute and decompose the average Jacobian matrix Ai+ 1
2
:
Ai+ 1
2
=
∂F
∂Q
∣∣∣∣
i+ 1
2
= Ri+ 1
2
Λi+ 1
2
Li+ 1
2
, (2.44)
where Λi+ 1
2
is the diagonal matrix of real eigenvalues, Ri+ 1
2
is the matrix of right
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(column) eigenvectors, and Li+ 1
2
= R−1
i+ 1
2
is the matrix of left (row) eigenvectors.
3) Project the solution and physical flux into the right eigenvector space:
Q˜j = Li+ 1
2
Qj and F˜j = Li+ 1
2
Fj (2.45)
for all j in the numerical stencil associated with associated with x = xi+ 1
2
.
4) Perform a Lax-Friedrichs flux vector splitting for each component of the characteristic
variables. Specifically, assume that the sth component of Q˜j and F˜j are Q˜j,s and F˜j,s
respectively, then compute
F˜±j,s =
1
2
(F˜j,s ± αsQ˜j,s) , (2.46)
where
αs = max
k
|λs(Qk)| (2.47)
is the maximal wave speed of the sth component of the characteristic variables over grid
points 1 ≤ k ≤ Nx for global flux splitting (or i− 2 ≤ k ≤ i+ 3 for local flux splitting)
and λs is the s
th eigenvalue in the diagonal matrix Λ.
5) Perform a WENO reconstruction on each of the computed flux components F˜±j,s to
obtain the corresponding component of the numerical flux. If we let ΦWENO5 denote
the fifth-order WENO reconstruction operator, then the flux is computed as follows:
F˜+
i+ 1
2
,s
= ΦWENO5(F˜
+
i−2,s, F˜
+
i−1,s, F˜
+
i,s, F˜
+
i+1,s, F˜
+
i+2,s), (2.48)
F˜−
i+ 1
2
,s
= ΦWENO5(F˜
−
i+3,s, F˜
−
i+2,s, F˜
−
i+1,s, F˜
−
i,s, F˜
−
i−1,s). (2.49)
Then set
F˜i+ 1
2
,s = F˜
+
i+ 1
2
,s
+ F˜−
i+ 1
2
,s
, (2.50)
where F˜i+ 1
2
,s is the s
th component of F˜i+ 1
2
.
6) Finally, project the numerical flux back to the conserved variables
Fˆi+ 1
2
= Ri+ 1
2
F˜i+ 1
2
. (2.51)
The heart of the WENO scheme is the WENO reconstruction operator, denoted by ΦWENO5.
This operator allows the appropriate computational sub-stencil to be applied based on a
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smoothness parameter βk. Consider a uniform grid with N + 1 grid points,
a = x0 < x1 < . . . < xN+1 = b. (2.52)
We would like to compute the numerical flux fˆi+ 1
2
of the “half-node” x = xi+ 1
2
by WENO
reconstruction on the stencil S = {Ii−2, Ii−1, . . . , Ii+2}. For a 5th-order scheme, there
are three sub-stencils for node xi+ 1
2
: S0 = {Ii−2, Ii−1, Ii}, S1 = {Ii−1, Ii.Ii+1} and S2 =
{Ii, Ii+1, Ii+2}. In each sub-stencil Ski+ 1
2
, the 3rd-order accurate numerical flux fˆk
i+ 1
2
is:
fˆ0
i+ 1
2
=
1
3
fi−2 − 7
6
fi−1 +
11
6
fi, (2.53)
fˆ1
i+ 1
2
= −1
6
fi−1 +
5
6
fi +
1
3
fi+1, (2.54)
fˆ2
i+ 1
2
=
1
3
fi +
5
6
fi+1 − 1
6
fi+2. (2.55)
The numerical approximation fˆi+ 1
2
is defined as a linear convex combination of the above
three approximations:
fˆi+ 1
2
= w0fˆ
0
i+ 1
2
+ w1fˆ
1
i+ 1
2
+ w2fˆ
2
i+ 1
2
, (2.56)
where the nonlinear weights are defined as
wk =
w˜k
w˜0 + w˜1 + w˜2
, (2.57)
w˜0 =
0.1
(ǫ+ β0)2
, w˜1 =
0.6
(ǫ+ β1)2
, w˜2 =
0.3
(ǫ+ β2)2
. (2.58)
We take ǫ = 10−6 and the smoothness indicator parameters, βk, are chosen as in Shu [36]:
β0 =
13
12
(
fi−2 − 2fi−1 + fi
)2
+
1
4
(
fi−2 − 4fi−1 + 3fi
)2
, (2.59)
β1 =
13
12
(
fi−1 − 2fi + fi+1
)2
+
1
4
(
fi−1 − fi+1
)2
, (2.60)
β2 =
13
12
(
fi − 2fi+1 + fi+2
)2
+
1
4
(
3fi − 4fi+1fi+2
)2
. (2.61)
From these we define the fifth-order WENO reconstruction operator ΦWENO5 as follows:
ΦWENO5(fi−2, fi−1, fi, fi+1, fi+2) = w0fˆ
0
i+ 1
2
+ w1fˆ
1
i+ 1
2
+ w2fˆ
2
i+ 1
2
. (2.62)
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2.3 Solid Domain Solver
Amodified version of an existing non-linear, finite-strain FEM solver [37] is used for the solid
domain. Consider general deformable body initially in a reference configuration B0, with
all points on the body defined by X. At some later time t, the translation, rotation, and
deformation of the body can be described by the time-dependent mapping φ(X, t), such that
every particle in the current configuration, B, can be written as x = φ(X, t) =X+u(x, t),
where u(x, t) is the displacement. Applying conservation of linear momentum to the current
configuration, B, gives:
∇ · σ + ρb = ρu¨, (2.63)
where σ is the Cauchy stress tensor, b is a field of any body forces (e.g. gravity −gk), ρ
is the solid density, u¨ = ∂2u/∂t2 is the acceleration, and ∇ is the gradient in the current
configuration. The deformation gradient is then defined as:
F (X, t) = ∇Xφ(X, t) = ∂x
∂X
, (2.64)
where the Jacobian of the deformation gradient J = det(F ) is equal to the volume change
between reference and current configurations. If a virtual displacement δu is applied and
Eq. 2.63 integrated over tho body in configuration B, the weak form of the principle of
virtual work is:
δW =
∫
B
(∇ · σ) · δu dv +
∫
B
ρb · δu dv −
∫
B
ρu¨ · δu dv = 0 . (2.65)
The divergence theorem
∫
v∇ · ( )dv =
∫
δv( ) · nˆ can be used to write Eq. 2.65 as,
δW =
∫
B
σ :∇δu dv +
∫
B
ρu¨ · δu dv −
∫
∂Bt
T (n) · δuda−
∫
B
ρb · δu dv = 0 , (2.66)
where T (n) = σ · nˆ is the traction vector applied to the the deformed boundary ∂Bt with
outward pointing normal vector nˆ. The solver applies the principle of virtual work to
the reference configuration B0, which necessarily requires a transformation. Pulling back
Eq. 2.66 to the reference configuration, the complete details of which can be found in
Ostoich [37], result in the following expression for the variation of virtual work δW :
δW =
∫
B0
β2(Θ)Pˆ : δF dV +
∫
B0
ρ0u¨ · δu dV −
∫
∂B0
T
(n)
0 · δudA−
∫
B0
b0 · δu dV = 0 ,
(2.67)
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where F is the deformation gradient tensor as defined by Eq. 2.64, the product β2(Θ)Pˆ is
the first Piola-Kirchoff stress tensor multiplied with the linear stretch ratio due to thermal
expansion/contraction. In solving the nonlinear problem, if the current configuration of
the body does not satisfy δW (u) = 0, then δW is linearized at u and multiplied by a
correction ∆u to achieve δW (u + ∆u) = 0. The corrected configuration u + ∆u is then
found iteratively through Newton iteration. Displacement, velocity, and acceleration are
stored at 20 nodal locations per element using quadratic shape functions. Discretization of
the linearized equation results in:
Mu¨+K∆u = Rext −Rint , (2.68)
where Rext and Rint are the external and internal load vectors (respectively),K andM are
the tangent stiffness and mass matrices, u¨ and u are the nodal acceleration and displacement
vectors, and ∆u is the linear correction term. The dynamic equilibrium equation at time
step n+ 1 is:
Rintn+1 −Rext +Mu¨n+1 = 0 . (2.69)
Temporal advancement of Eq. 2.69 is accomplished using a second-order, A-stable Newmark-β
method [38] written as:
un+1 = un +∆tsu˙n +
∆t2s
4
[(1− 2β) u¨n + 2βu¨n+1] , (2.70)
u˙n+1 = u˙n +∆ts[(1− γ)u¨n + γu¨n+1] , (2.71)
with specific values γ = 1/2 and β = 1/4 chosen to maximize accuracy. The finite-element
structural model does not account for any structural damping or plastic deformation.
2.4 Thermal Solver
The thermal solution for the solid temperature Θ is found by numerically-solving the
transient heat equation in the current configuration, B,
ρCpΘ˙ +∇ · q = 0 , (2.72)
where Θ is the temperature of the panel, q is the heat flux vector, Cp is the thermal heat
capacity, and k is the thermal conductivity. Eq. 2.72 expressed in weak form is given by:
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∫
B
ρCpΘ˙δΘdv +
∫
B
(∇ · q)δΘdv = 0 (2.73)
=⇒
∫
B
ρCpΘ˙δΘdv −
∫
B
q · δΘdv +
∫
∂B
q · nδΘda = 0 , (2.74)
where δΘ is the arbitrary weight function and the divergence theorem has been applied to
achieve the form of Eq. 2.74. Eq. 2.74 can be brought back to the reference configuration
B0 and discretized to give the governing equation for the thermal solution,
CthΘ˙+KthΘ = Rth . (2.75)
where Θ is the temperature vector, Cth and Kth are the thermal capacitance and stiffness,
respectively, and Rth is the thermal load vector. The thermal solution is advanced in time
using the Crank-Nicholson scheme using the trapezoidal rule. A more detailed description
of the spatial and temporal discretization of Eq. 2.72 can be found in Ostoich [37].
2.5 Interface Treatment
The fluid, solid, and thermal domains are weakly coupled at the interaction boundary.
Nodes are collocated on the fluid and solid sides of the interface, allowing for direct transfer
of information without a spatial interpolation step. At each node, the full fluid stress
tensor σ = −pI + τ and wall heat flux q′′ = −k∇T · nˆ are passed to the structural and
thermal domains, respectively. The structural domain passes the position x to the fluid and
thermal domains, while additionally passing the surface velocity x˙ to the fluid domain. The
thermal domain passes the temperature Ts back to the fluid and solid domains. A visual
representation of the interface data communication is provided below in Figure 2.1.
Thermal Structural
Fluid
Ts
Ts
ds
x
s , ∂
x
s∂t
t
=
σ
f · nˆq
′′
=
−∇
T f
· nˆ
Figure 2.1: Interface Conditions for Fluid-Thermal-Structural Solver
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2.6 Deformation of Fluid-Domain Grid
In computing an accurate fluid solution near the dynamically-moving interface boundary
condition, it is necessary to deform the entire fluid grid in a computationally way. An
arclength-preserving trans-finite interpolation (TFI) is used to deform the interior of the
fluid grid in response to deformation at the boundary due to the structural solution. The
precise details of of the TFI grid interpolation can be found in Spekreijse [39]. A qualitative
representation of the deformation of a curvilinear grid due to motion at its boundary is given
below in Figure 2.2. Here the solid domain is colored blue while the interacting interface is
green; the larger fluid domain is colored black.
Figure 2.2: Qualitative illustration of conforming fluid grid (black), solid domain grid
(blue), and interacting boundary (green) using TFI
2.7 Reduced-Order Aerodynamic Models
Absent the numerically-complex and computationally-intense computation of a full-order
numerical simulation of the CNS equations for hypersonic flow, a wide array of reduced-order
models (ROMs) are available to approximate the unsteady pressure distribution. These
include, but are not limited to, Newtonian impact theory, tangent wedge (TW) theory,
Van Dyke’s second order theory, classical piston theory (CPT), and local piston theory
(LPT). A brief discussion of each of the ROMs included in the present work is included in
Sections 2.7.1 through 2.7.4. The Matlab implementation of these models is included in for
reference Appendix D. An equivalent code was written in Python to properly integrate into
the coupled FTSI solver.
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2.7.1 Newtonian Impact Theory
One of the oldest models for describing the pressure created by a moving fluid flow is
attributed to Isaac Newton, dating back to the publishing of his Principia in 1687. Although
ultimately proven to be inaccurate for everyday low-speed flows, it remains a reasonable
starting point for predicting surface pressure in hypersonic flows, with it’s accuracy increasing
in the limit of high freestream Mach numbers and specific heat ratios approaching unity [2].
Applying conservation of linear momentum to a streamtube in the direction normal to the
surface gives:
(ρ∞U∞ · nˆ)(U∞ −Us) = (ps − p∞)nˆ, (2.76)
where Us is the velocity vector adjacent to the wall, nˆ is the surface normal vector, and
ps is the surface pressure which we wish to compute. Impact theory assumes complete
annihilation of the normal component of the momentum at the wall, thus:
ps = p∞ + ρ∞(U∞ · nˆ)2
= p∞
[
1 + γM2∞ sin
2
{
tan−1
(
∂Z
∂x
)}]
.
(2.77)
The slope of the surface (in this case ∂Z(x, t)/∂x) is computed using Fornberg’s method [40]
for computing derivatives on arbitrarily-spaced 1D grids. In locations along the surface
where U∞·nˆ ≥ 0 (i.e. expansion regions), the pressure is set equal to the freestream value.
2.7.2 Tangent Wedge Theory
For a slender body at high Mach number, a more refined estimation of the surface pressure
can be made using tangent wedge (TW) theory [2, 19, 41]. The TW method, similar to
Newton’s impact model, is another local-surface inclination method which uses only the
local slope of the surface to determine the pressure. Instead of assuming annihilation of
the normal component of the freestream momentum, the TW method instead makes the
assumption that the surface pressure is locally equal to the pressure of a two-dimensional
wedge with the same slope; the surface pressure is then computed from an oblique shock
solution. For relatively slender angles and high Mach numbers, the oblique shock pressure
ratio can be approximated in explicit form:
ps
p∞
= 1 +
γ(γ + 1)
4
K2 + γK2
√(
γ + 1
4
)2
+
1
K2
, (2.78)
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where K =M∞θs is the hypersonic similarity parameter and θs is the local surface angle
relative to the freestream direction in radians. The local surface angle can be computed
from the local slope as tan(θs) = ∂Z(x, t)/∂x, where again Fornberg’s method is used to
compute the derivatives.
2.7.3 Classical Piston Theory
The starting point for all forms of piston theory can be considered Hayes’ [42] hypersonic
similitude principle for slender bodies, which is known variously as the “unsteady analogy,”
or “hypersonic equivalence principle.” This principle stated directly is that, for a slender
body moving at high Mach number, the disturbance generated by the shape of the body can
be considered to act in a series of independent planes which are normal to the freestream
flow direction. Lighthill [43] was one of the first to apply this principle to oscillating airfoils,
resulting in what today is known as Classical Piston Theory. Meijer [44] has provided an
excellent overview of the history or piston theory and advancements made on the basic
concept. All piston theory models require calculation of an equivalent piston velocity,
Vp = U∞
∂Z(x, t)
∂x1
+
∂Z(x, t)
∂t
, (2.79)
where Z(x, t) is the unsteady panel response. The spatial index x1 indicates that the
panel slope is measured relative to the freestream (horizontal) direction. Upon inspection,
equivalent 1D piston velocity is seen to be composed of the transient motion of the surface
itself Z˙(x, t), combined with an advective term which depends on the product of the
freestream velocity U∞ and local surface inclination Z
′(x, t). For an isentropic flow, the
pressure-velocity relationship is:
p
p∞
=
(
1 +
γ − 1
2
Vp
a∞
) 2γ
γ−1
. (2.80)
Lighthill showed that the major compression/expansion effects can be replicated by a
3rd-order approximation to Eq. 2.80:
ps
p∞
= 1 + γ
[
Vp
c∞
+
γ + 1
4
(
Vp
c∞
)2
+
γ + 1
12
(
Vp
c∞
)3 ]
= 1 + γ
[
Mp +
γ + 1
4
M2p +
γ + 1
12
M3p
] (2.81)
=⇒ ps
p∞
= 1 + γ
(
c1Mp + c2M
2
p + c3M
2
p
)
, (2.82)
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where Mp∞ = Vp/c∞ is the equivalent piston Mach number based on the freestream sound
speed. Improvements to this basic model—first by employing second-order supersonic
potential theory and followed by a method of characteristics solution—were developed by
Van Dyke [45] and Donov [46], respectively. It can be shown that the results of these
analyses can also be written in terms of an expansion in Mp. Thus, Eq. 2.82 can be used to
describe several different reduced-order aerodynamic models for hypersonic flow, depending
on the particular set of coefficients chosen. Table 2.1 below shows the coefficients associated
with the models of Lighthill, Van Dyke, and Donov.
Table 2.1: Piston Theory Coefficients (m =
√
M2 − 1)
Term Lighthill Van Dyke Donov
c1 1 M/m M/m
c2
γ + 1
4
(γ + 1)M4 − 4m2
4m4
(γ + 1)M4 − 4m2
4m4
c3
γ + 1
12
0 (γ+1)M
8+(2γ2−7γ−5)+10(γ+1)M4−12M2+8
12Mm7
Reference conditions for classical piston theory are the freestream conditions. The description
of CPT is included here mainly to provide context for the SE/LPT models. Preliminary
calculations for CPT applied to the θ1 = 35
◦ NASA-UMD case (where the turning angle
is well-beyond the small-angle assumptions used in deriving CPT) suggest relative error in
predicated surface pressure values ranging from 80%-120%.
2.7.4 Shock-Expansion/Local Piston Theory
While CPT has proven itself an impressively-accurate tool for predicting the surface pressure
around slender bodies at high Mach numbers, the requirement that unsteady surface pressure
ps(x, t) be expressed as a perturbation of the freestream pressure is a restrictive limitation,
especially for large deflection angles and lower Mach numbers. A natural extension of CPT,
then, is to precompute the local flow conditions (static pressure, speed of sound, etc.) at
the desired position along the surface, then express the unsteady surface pressure as a
perturbation to this local fluid state. That is to say,
ps
ploc
= 1 + γ
[
Vp
aloc
+
γ + 1
4
(
Vp
aloc
)2
+
γ + 1
12
(
Vp
aloc
)3 ]
= 1 + γ
(
c1M˜p + c2M˜
2
p + c3M˜
2
p
)
,
(2.83)
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where M˜p = Vp/aloc is the equivalent piston Mach number based on the local speed of
sound. Local quantities can originate from any source, including shock-expansion theory,
inviscid Euler solutions, or viscous simulations such as RANS or LES. For the purposes of
the present work—where a compression-ramp defines the base flow properties—standard
shock expansion-theory is used to determine the assumed local flow conditions immediately
adjacent to the ramp surface. We will refer generally to local piston theory with reference
conditions computed using shock-expansion theory as SE/LPT. If State-1 and State-2 are
the pre- and post-shock flow states, then the oblique shock equations are [2, 47]:
tan θ1 =
M21n − 1
tanβs
[
1 + (γ + cos 2βs)M21 /2
] (2.84)
p21 =
p2
p1
=
2γM21n − (γ − 1)
γ + 1
(2.85)
ρ21 =
ρ2
ρ1
=
(γ + 1)M21n
2+(γ − 1)M21n
(2.86)
T21 =
T2
T1
=
p21
ρ21
=
[
2γM21n − (γ − 1)
γ + 1
][
2+(γ − 1)M21n
(γ + 1)M21n
]
(2.87)
M2n =
√
2 + (γ − 1)M21n
2γM21n−(γ − 1)
(2.88)
M2 =
M2n
sin(βs−θ1) , (2.89)
where θ1 is the ramp angle, βs the wave angle, and M1n =M1 sinβs. In computing the
LPT equivalent piston velocity, we require knowledge of both the panel slope and velocity
in a ramp-aligned reference frame. Letting the slope of the panel in the rotated frame be
indicated by x2, the ramp-aligned slope is related to the slope in the original frame by:
∂Z
∂x2
= tan
[
tan−1
(
∂Z
∂x1
)
− θ1
]
=
∂Z
∂x1
− tan(θ1)
1 +
∂Z
∂x1
tan(θ1)
. (2.90)
Machine-precise solutions to Eq. 2.84 are obtained using Newton-Raphson iteration, where
the complex-step derivative (CSD) approach of Martins et al. [48] is used to evaluate the
gradient of the residual function without explicit knowledge of the function.
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Chapter 3
Rigid-Geometry Hypersonic Flow
Simulations
In the build-up to a full FTSI simulation of the UMD target application of a compliant
panel embedded in a hypersonic compression ramp flow, two rigid-geometry simulations
were first conducted. The first of these is to verify and validate the solver results for a
hypersonic compression ramp flow at representative Mach number and Reynolds number.
The second is a rigid-geometry simulation of the UMD case at the true flow conditions to
form a baseline against which to compare the later FTSI simulations.
3.1 RWTH-Aachen Validation Case
Several potential sources for hypersonic compression ramp experimental data are available
in the literature [14, 49, 50, 51, 52]. One case which seemed especially promising was that
of Reinartz et al. [53] studying the influence of SWBLIs in hypersonic intake flows. This
paper provides experimental data collected by Bleilebens [49] in direct comparison with
CFD calculations using a RANS solver. The selected test case has a 15◦ compression ramp
at “Condition-I” with M∞ = 7.7 and Re∞L = 4.368×105. The flat plate length for the
RWTH-Aachen case is L = 0.105 meters, with ramp length Lr = 0.163 meters. A summary
of the freestream flow conditions is given below in Table 3.1.
Table 3.1: RWTH-Aachen Freestream Conditions
M∞ [-] Re [-] ρ∞ [kg/m
3] p∞ [Pa] T∞ [K] c∞ [m/s] u∞ [m/s]
7.7 4.368×105 0.02086 748 125 224.1 1725.34
An 897 × 345 grid was created with grid spacing prescribed to enforce ∆y+ < 1.0 and
∆x+ < 20. From evaluation of several different configurations, it was determined to model
the leading edge explicitly, as opposed to utilizing a discontinuous boundary condition along
one side of a rectangular domain. The simulation was determined to reach steady state by
a non-dimensional time of t = t∗L/U∞ = 0.173636. Plots of the Mach number, pressure,
and density for the PlasComCM solution are shown below in Figures 3.1a though 3.1c.
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(a) Mach number
(b) Pressure
(c) Density
Figure 3.1: RWTH-Aachen Case: M∞=7.7, ReL=4.368×105
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Each of the qualitative flow features we expect to see from the hypersonic compression
ramp problem are present in the RWTH-Aachen solution. We observe a detached leading
edge shock extends out to a weak oblique shock as the distance from the leading edge
increases. We observe a separation region, separated shear layer, “necking” of boundary
layer after reattachment, and the formation of a triple-point where the separation shock
and reattachment shock intersect. Turning to a more quantitative assessment, we produce
line plots of the surface pressure coefficient Cp = (p − p∞)/q∞ as a function of distance
along the flat plate/ramp combination in Figure 3.2.
Figure 3.2: Comparison of Surface Pressure Coefficient
Four data sets are plotted in Figure 3.2: PlasComCM solutions on 647×300 and 897×345
grids, simulation data from the FLOWer RANS solver, and experimental data from Reinartz
et al. [53]. We note that PlasComCM appears to do a very good job at predicting the
separation location, separation pressure, and reattachment pressure. It also does a good
job in the recovery (aft) region where the pressure asymptotically approaches the inviscid
oblique shock value. The major area of discrepancy between the experimental data and the
FLOWer solver seems to be the width of the pressure ride region from the separation pressure
to the plateau pressure. From an investigation of the flow field, this discrepancy is believed
to be due to combined height of the shear layer/high-entropy layer being larger in the
experimental data or the FLOWer prediction. Finally, we observe that both PlasComCM
and FLOWer over-predict the pressure downstream of the plateau region. Reinartz [53]
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showed through a 3D CFD analysis that this additional expansion is a direct consequence
of finite-span effects and subsequent spillage over the model [50]. Although the comparison
of the PlasComCM solution to the experimental RWTH-Aachen case pressure coefficient
data showed greater discrepancy than desired, we rely on previous validation efforts and the
subsequent FTSI calculations in comparison the reduced-order models to build confidence
in the PlasComCM solver. A more accurate solution for the RWTH-Aachen case may be
possible with a further reduction of the leading-edge radius is refined still further. These new
data, however, did not become available early in sufficient time to include in this section.
3.2 NASA-UMD Test Case
As was previously stated in the Chapter introduction, a collaboration between the University
of Maryland (UMD) and the University of Illinois at Urbana–Champaign (UIUC) has
been initiated to conduct coordinated experiments and numerical simulations to study
the fundamental mechanisms of SWBLI-induced FSI [54]. A campaign of experiments
was conducted in the NASA Langley 20-inch Mach 6 Hypersonic Wind Tunnel to collect
compression-ramp FSI data in a parameter space representative of hypersonic flight conditions.
Further details about the LaRC aerothermodynamic facilities complex and the Mach 6
Hypersonic Tunnel can be found in Micol [55, 56], Miller [57], and more recently Berger [58].
The test article is made of 4140 steel, with a compression ramp angle that can be
finely adjusted through the use of different inserts and shims. The present numerical
simulations analyze the flow about the ramp at 35◦. A technical drawing of the flat plate
ramp combination as tested in the LaRC Mach 6 tunnel is included below in Figure 3.3.
Figure 3.3: Schematic of Compression Ramp Test Article, θ = 35◦, Whalen (2019) [54]
For the NASA-UMD case, the freestream Mach number isM∞=6.04 and the unit Reynolds
number is Re∞ = 23.6 × 106 per meter. The calculated stagnation temperature of 522.11
Kelvin is not expected to be high enough to invalidate the calorically-perfect gas assumption.
Table 3.2 contains the full list of the test condition parameters. The technique by which
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the compliant section of the ramp is manufactured is designed to maximize accuracy of
the imposed clamped-clamped boundary conditions. Instead of cutting a section out of the
ramp and fastening the compliant panel in place, the panel is integrally-formed with the
surrounding material by milling out the rear of the ramp until the specified panel dimensions
(such as length L and thickness h) are achieved.
Table 3.2: NASA-UMD Freestream Conditions
M∞ [-] Re [-] ρ∞ [kg/m
3] p∞ [Pa] T∞ [K] c∞ [m/s] u∞ [m/s]
6.04 8.53×106 0.110 1,990.1 62.88 158.9 959.8
As was previously stated, the compliant panel is made from 4140 steel, with an as-tested
panel thickness of h = 0.032” and streamwise length of Lp = 3.475”. Tables 3.3 and 5.1
detail the geometric and material properties of the model, respectively. Regarding start-up
and injection procedures, the panel is first removed from the test section while the freestream
conditions are established, then inserted back into the established flow in a maneuver which
takes ≈3 seconds to complete. Based on preliminary calculations, the assumption that the
test article is initially at room temperature (≈300K) is considered reasonable.
Table 3.3: NASA-UMD Model Geometry
Parameter Description Value
L1 Flat Plate Length 14.125”
L2 Ramp Length 4.0”
θ0 Leading-Edge Wedge Angle 15
◦
θ1 Ramp Angle 35
◦
L Compliant Panel Length 3.475”
h Compliant Panel Thickness 0.032”
Because of the complexity involved in building a single-block structured grid around the
actual ramp and compliant panel geometry, the simplifying assumption was made that the
flow traverses the top of the ramp and separates at a horizontal angle (i.e. aligned with
the freestream flow direction). Although this assumption is not expected to influence the
pressure distribution on the flow-side of the panel, it does impact the panel back-pressure,
which Gornier and Visbal [24] point out as a variable to which the panel response can be
sensitive. A drawing of the fluid domain, overlaid onto a photo of the test article installed
in the LaRC Mach 6 tunnel, is shown below in Figure 3.4.
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θM∞
Fluid Domain
Figure 3.4: Test Article and Fluid Domain
The properties for the structured fluid grid are provided below in Table 3.4.
Table 3.4: Fluid and Solid Grid Properties
Domain Type Grid Size Points ∆ξmin [m] ∆ηmin [m]
Fluid Structured 1540× 475 731,500 2.61× 10−6 1.16× 10−6
The solid wall is isothermal no slip, the inlet boundary is supersonic inflow, and the two
outlets perfectly nonreflecting outflow. All boundary conditions are of the characteristic
type as outlined in Section 2.2.3. The computational domain is shown in Figure 3.5a.
(a) NASA-UMD Boundary Conditions
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PlasComCM Computed data
(b) NASA-UMD Gas-Dynamic Model
Figure 3.5: NASA-UMD Case: Computational Domain and Simplified Model
Figures 3.6a, 3.7 and 3.6c show representative snapshots of the fluid Mach number,
pressure, and density, respectively. Clearly evident are the large, laminar separation region
with oscillating free shear layer, steep reattachment shock, expansion fan at the convex
corner, and the mutual interaction of the reattachment shock and expansion fan. The
solution does not reach statistical equilibrium in the 4 ms time-window shown here, and
calculations suggest that the necessary time to reach equilibrium is greater than 20 ms.
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(a) Mach Number
(b) Pressure
(c) Density
Figure 3.6: NASA-UMD Rigid Geometry: M∞=6.0, ReL=8.53×106
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In the analysis of any unsteady phenomenon, unwrapping the time dimension in the
form of an XT-plot in one way to reliably convey the unsteady nature of the process at
a glance. The author will make generous use of XT-diagrams throughout the present
work, the first of which outlines the evolution of the surface pressure distribution along
the ramp below in Figure 3.7. Broadly speaking, the flow can be partitioned into three
constant-pressure regions: the separation region, the two-shock region, and the single-shock
region. Two constant-chord locations at x/L=0.20 and x/L=0.30 are labeled “Location-A”
and “Location-B” respectively. Key flow features are annotated with arrows.
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Figure 3.7: Rigid-Geometry Surface Pressure XT-plot
Distance along the ramp surface is normalized by the compliant panel length L, although
the data presented are for the rigid-geometry case. The vertical axis is simulation time in
milliseconds, and the pressure is for this case is reported non-dimensionally as pressure
coefficient, Cp. The first annotated flow feature is the arrival of the leading-edge entropy
layer at approximately t=0.45 ms. This region of vorticity and vertical entropy gradient is
caused by the curved bow shock which is attached to the finite leading edge in the simulation.
The layer is not initially apparent in the pressure XT-plot because it takes some time to
advect downstream from the leading edge. We observe that the shear layer which impinges
on the ramp at the attachment point is initially stable, but eventually develops an oscillatory
nature as the separation region grows. This oscillating shear layer crosses “Location-A” at
approximately t=1.4 ms and “Location-B” at approximately t=3.2 ms.
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At early times (t < 1.5 ms), the shear layer instability seems to exhibit only a single
frequency, while at later times multiple frequencies appear to be present. This hypothesis is
investigated more rigorously in Section 3.3. The unsteadiness of the shear layer propagates
downstream, causing pressure fluctuations which are imposed on the average pressure in
the two-shock region. The two-shock region is so named because the adjacent supersonic
flow which defines the pressure in this region passes through two shock on its way over the
separation bubble and up along the ramp. The supersonic flow which dictates the pressure
in the single-shock region achieves the full ramp turning angle θ1 through a single oblique
shock. Calculations for the attached (weak) oblique shock solution for an approaching Mach
number of M∞=6.04 and turning angle of θ1=35
◦ give a post-shock pressure coefficient of
Cp2 = 0.87512.
3.3 Time-Series Analysis of the Rigid-Geometry Flow
One of several hypothesized mechanisms for excitation of a compliant panel by a SWBLI is
frequency-coupling between the vibrational modes of the panel with the temporal oscillations
associated with the separated shear layer. A Continuous Wavelet Transform (CWT) can
be applied to an extracted 1D pressure signal to gather a balanced understanding of both
the frequency content in the shear layer and the time at which each frequency occurs.
Knowledge of both the frequencies in the signal and where in time they occur increases
confidence that individual flow features can be properly identified with their characteristic
frequencies. As was previously stated one-dimensional pressure signals were extracted from
the rigid-geometry CFD simulation at 20% and 30%-chord locations along the ramp. Given
a finite-energy 1D signal s(t), the CWT of s(t) is defined as [59, 60]:
W (a, b) =
1√
a
∫ ∞
−∞
s(t)ψ∗
(
t− b
a
)
dt , (3.1)
where a and b are scaling and time shift parameters, respectively and ()∗ denotes the
complex conjugate. The wavelet can be regarded as a window in the time-history of the
signal which widens to capture large-scale (low-frequency) content and narrows for small
scale (high-frequency) content. A Morlet wavelet was chosen to perform the CWT on the
pressure signal based on NASA-UMD experimental analysis. The Morlet mother wavelet is
a complex exponential modulated by a Gaussian envelop, which Ashmead [61] gives as:
ψ(τ) =
(
e−ikψτ − e− 12k2ψ
)
e−
1
2
τ2 . (3.2)
Here τ is a non-dimensional time and kψ is a non-dimensional frequency linked to the
support of ψ(τ). The e−
1
2
k2ψ term is required to strictly satisfy the admissibility criterion.
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Figure 3.8: Real and Imaginary Parts of Morlet wavelet with kψ=13, Ashmead (2010) [61]
An example of a Morlet mother wavelet is included above in Figure 3.8. The Wavelet
Toolbox in Matlab R© was used to actually perform the CWT. Scales were determined
automatically and the time series originally contained n=402 unequally spaced time samples
(simulation was run at fixed CFL=0.50) which were first detrended and then interpolated
into a uniform temporal grid. Figures 3.9a and 3.9b show the extract 1D pressure signal at
x/L=0.20 and x/L=0.30, as well as the result from the CWT. The horizontal axis it time
in ms, while the vertical axis is frequency presented in the form of the Strouhal number
defined as St=fL/U∞. The contour variable is normalized signal power.
(a) Data at 20% Location of Compliant Panel (b) Data at 30% Location of Compliant Panel
Figure 3.9: Time Series Analysis for x/L = [0.2, 0.3], Rigid-Geometry Simulation
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The qualitative evaluation of the separated shear layer can now be made more precise
by leveraging the results of the CWT-transformed pressure signal. Since we know that
the shear layer crosses the 20%-chord location at 1.4 ms, it’s characteristic frequency can
easily be identified as approximately St=1.9. Moreover we can confirm from the CWT of
Figure 3.9a that, at early times, only one frequency is present in the shear layer oscillation.
This conclusion is also consistent with the direct visual assessment of the 1D pressure signal.
Moving to the raw and CWT-transformed signal from x/L=0.30 of Figure 3.9b, we can
again use knowledge of when the shear layer passes this location to identify in the CWT
plot the frequency associated with the shear layer at this time. Interestingly, we find that
not only has the power of the extracted pressure signal intensified, but the previous single
frequency has now bifurcated into two characteristic frequencies: one higher and one lower
than the original value. The author’s best estimation of the new frequencies correspond
to Strouhal numbers of St=2.543 and St=1.142. Although the second frequency is now
observed to be lower, it is still expected to be higher than the fundamental frequency of the
compliant panel with thickness h=0.032” which is St=k/π=0.04886 (see Table 5.2).
(a) Data at 40% Location of Compliant Panel (b) Data at 50% Location of Compliant Panel
Figure 3.10: Time Series Analysis for x/L = [0.4, 0.5], Rigid-Geometry Simulation
Similar data were also extracted from chordwise locations x/L = 0.40 and x/L = 0.50 in
an effort to better understand the evolving frequency-behavior of the shear layer. These
are less-optimal locations to investigate the shear layer, however, because the reattachment
location ever actually crosses over either location within the 4 ms time-window.
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3.4 Numerical Skin Friction and Heat Transfer
Given access to a full-state CFD solution from a high-fidelity (possibly compliant geometry)
simulation, we desire the ability to quickly and accurately compute transfer properties (e.g.
wall shear stress, heat transfer rates, etc.) for an arbitrary surface deformation and velocity
state. The first step that must be performed in order to accomplish this goal is to be able
to accurately compute the surface normal vectors nˆ for an arbitrary surface state. Since
PlasComCM uses body-fitted structured grids, the solid boundary represents a fixed grid
line and the normal vectors can be computed directly from the grid metrics:1
nˆ =
∇η(x, y, z)
‖∇η(x, y, z)‖ =
ηxiˆ+ ηy jˆ + ηzkˆ√
η2x + η
2
y + η
2
z
, (3.3)
evaluated along a line of constant η, the second computational coordinate. Calculation of
the normal vectors is performed for each time step due to possibly transient deformation
of the boundary surface. As a verification that the code written to compute the normal
vectors was functioning properly, the normal and tangent vectors (sˆ = nˆ×kˆ in 2D) were
computed for the undeformed geometry, and are reproduced below in Figure 3.11.
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Figure 3.11: Verification of Normal Vector Calculation
With knowledge of the local normal vector, the wall friction can then be computed by
first computing the stress tensor σij at the surface boundary to then compute the traction
vector. The Cauchy stress tensor can be expressed in terms of the thermodynamic pressure
and derivatives of the velocity components:
σij = −pδij + µ
(
∂ui
∂xj
+
∂uj
∂xi
)
+ λ
∂uk
∂xk
δij . (3.4)
1One of the benefits of using a metrics-based approach to computing the normal vectors is the automatic
and consistent treatment of ambiguous geometric locations like corners.
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If the surface w(x, t) has normal vector nˆ, the traction and wall shear stress vectors are:
T (n) = σ · nˆ (3.5)
τw = T
(n) − T (n) · nˆ , (3.6)
where τw is expressed as a vector to indicate that it lies in the locally-tangent plane of
the surface. A graphical representation of the relationship between the possibly compliant
surface w(x, t), normal vector nˆ, traction vector T (n) and wall shear stress vector τw is
included below in Figure 3.12. The definitions are developed generally for a compliant
panel, but apply equally-well to the rigid-geometry case.
x=0
x=L
x
y
w(x, t)
T (n) ·nˆ
τw
= T
(n) −T
(n) ·nˆ
T (n)
=
σ ·nˆ
nˆ
Figure 3.12: Computing the Traction Vector and Wall Shear Stress
Given the relationships between the normal vector, traction vector, and wall shear stress
vectors, the magnitude of the wall shear stress τw = ‖τw‖ can be computed directly as:
τw =
√
‖T (n)‖2 − ‖T (n) · nˆ‖2 . (3.7)
These calculations were duly performed for the rigid-geometry simulation, as well as for each
of the compliant-panel simulations later discussed in Chapter 5. The wall shear stress on the
ramp surface is reported below in Figure 3.13 in terms of the friction coefficient Cf = τw/q∞.
The reattachment trajectory is clearly evident, as identified by a thin region of zero-stress
flanked by two high-shear regions, a patter consistent with jet impingement. The highest Cf
occurs along the reattachment trajectory, with localized downstream increases associated
with the fluctuations of the shear layer.
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Figure 3.13: Rigid-Geometry Skin Friction
The reattachment trajectory inferred from the friction coefficient plot is identical to
the trajectory based on the pressure distribution. It can also be seen that, prior to the
entropy layer arrival at t= 0.4 ms, the both the surface pressure and skin friction values
are significantly higher than at any other time in the simulation. This is believed to
be a consequence of computing derivatives on a flow which is far from fully-developed.
By analogous methods, the heat transfer rate to the surface can also be computed from
derivatives of the fluid solution. From Fourier’s Law applied to the wall surface,
q′′w = −kf∇nTf , (3.8)
where kf is the fluid thermal conductivity and the operator ∇n = ∇ · nˆ represents the
wall-normal gradient. Figure 3.14 depicts the panel in the same state of deformation w(x, t)
from Figure 3.13, now exposed to a fluid temperature gradient ∇nT at the surface. The
normal temperature gradient ∇nT and Fourier heat flux q′′w are also graphically indicated.
The heat gain/loss due to radiation is not included in the present analysis due to the low
stagnation temperature for the given test problem (T0 = 531.7 K).
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Figure 3.14: Computing the Surface Heat Flux q′′w
The heat flux at the surface of the panel is reported in non-dimensional terms as the
Stanton number, Ch, and is computed according to the following definition:
Ch =
q′′w
ρ∞U∞Cp(Taw − Tw)
=
kf (∇T · nˆ)w
ρ∞U∞Cp(Taw − Tw) =
µ(Tw)(∇T · nˆ)w
ρ∞U∞Pr(Taw − Tw) ,
(3.9)
where the Prandtl number is Pr = 0.72 and Sutherland’s Law is used to compute the
(dimensional) dynamic viscosity at the wall µ(Tw) according to Eq. 3.10:
µ∗
µ∗0
=
(
T ∗
T0
)3/2 T ∗0 + S
T ∗ + S
. (3.10)
Here µ∗0=1.716×10−5 kg/m-s, T ∗0 =273.11 Kelvin, and S=110.56 Kelvin. For the present
analysis, the adiabatic wall temperature Taw required by Eq. 3.9 is computed by
Taw = T∞
[
1 + f(Pr)
γ − 1
2
M2∞
]
, (3.11)
where f(Pr) = Pr1/2 for a laminar boundary layer and f(Pr) = Pr1/3 for turbulent
boundary layers. The temperature gradient in Eq. 3.9 is computed via a 5th-order finite
difference scheme in the computational domain. An XT-plot of the resulting Stanton
number calculation for the rigid-geometry simulation is given below in Figure 3.15 for the
same 4 ms time window as Figure 3.7. The exact trajectory of the reattachment point is
especially obvious in Figure 3.15, due to the highly localized increase in heat flux to the
surface at the point of impingement of the shear layer on the ramp.
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Figure 3.15: Rigid-Geometry Heat Transfer
The Reynolds heat transfer analogy is a commonly-used engineering approximation for
laminar and turbulent flows with Prandtl number close to one which can be used to estimate
heat transfer at the boundary of a flow if the friction coefficient is known. In it’s classical
incompressible form, this relation is given as [62]:
Ch = Cf/2, (3.12)
where Ch is the local Stanton number and cf is the local friction coefficient. An improved
version for larger ranges of Prandtl number is suggested by Chilton and Colburn
Ch =
(
Cf
2
)
Pr−2/3. (3.13)
For turbulent flow along a boundary with zero or mild pressure gradient, Lienhard [63]
suggests a potentially more accurate relation which is valid for both uniform temperature
and uniform heat-flux boundary conditions.
Ch =
Cf/2
1 + 12.8 (Pr0.68 − 1)√Cf/2 (3.14)
Given that the skin friction coefficient Cf and Stanton number Ch are known from the
fluid solution, we are in a position to directly evaluate the validity of Reynolds analogy.
Since the accuracy of Reynolds analogy is known to depend on the local pressure pressure
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gradient [62], we compute this value as well from the fluid solution. Let the relationship
between Cf and Ch be written in the form of:
Cf
2
= zCh , (3.15)
where z = 1 yields the classic Reynolds analogy and z = Pr2/3 for the more general
Chilton-Colburn analogy. Given that the local pressure gradient is known to influence
the validity of the Reynolds analogy, we define a non-dimensional pressure gradient βπ as
βπ =
∥∥∥∥∂p∗∂x∗
∥∥∥∥ Lq∞ , (3.16)
to use as a correlating flow variable. Figure 3.16 shows the z-factor and pressure gradient
magnitude for the rigid geometry case. heat transfer analogy and pressure gradient data
are provided at simulation times of t=[0.095, 0.190, 0.285] ms. At the earliest selected time
of t=0.095 ms, start-up transients in the simulation distort the computed heat transfer and
friction values. The region to the left of the domain, which is either within the separation
bubble or near the highly oscillatory shear layer, show very large values of the pressure
gradient and large deviations from Chilton-Colburn. Closer towards the aft (right) end of
the panel, however, the comparison for z = Pr2/3 is quite good at later times.
Figure 3.16: Evaluating Reynolds’ Analogy: Rigid-Geometry
For the rigid case, the Chilton-Colburn analogy consistently outperforms Reynolds
analogy. In the regions where Chilton-Colburn seems to perform well, the non-dimensional
pressure gradient is observed to be below βπ=0.20. The actual limit for maximum allowable
pressure gradient, however, may be larger than this value. The level of agreement observed
in Figure 3.16 is impressive, considering that Eq. 3.13 is developed for incompressible flow;
the ratio of shear stress to heat flux is expected to be a function of Mach number, wall
temperature ratio, and Prandtl number in the general hypersonic case [2].
42
Chapter 4
Analytical Models and Verification
of the Structural Solver
For both practical and theoretical purposes, it is useful to be able to analytically predict the
linear (small-amplitude) and non-linear (large-amplitude) vibration frequencies of the 2D
compliant panel with accuracy. Knowing the linear frequency of the panel—independently
of any FTSI simulations—not only provides a straightforward path to verify that the solver
is working properly (e.g. by applying physical principles like conservation of energy), but it
also provides a baseline against which to compare the simulated nonlinear frequency of the
panel in order to quantify the scale of the nonlinearity. Section 4.1 is dedicated to computing
the linear frequency of the panel under the small amplitude assumption. Section 4.2 extends
the techniques developed in Section 4.1 to derive an analytical approximation for the
nonlinear frequency of the panel as a function of maximum vibration amplitude. Finally, in
Section 4.3, we verify the accuracy of the linear prediction, nonlinear prediction, and FTSI
simulation of the panel response against both low-energy and high-energy test cases.
4.1 Estimating the Linear Vibration Frequency
The Euler-Bernoulli equation, which is commonly employed to describe the dynamics of a
linear beam, can be used to estimate the linear vibration frequencies of a compliant panel:
∂2
∂x2
(
EI
∂2η
∂x2
)
+ ρA
∂2η
∂t2
= q(x, t) , (4.1)
where η(x, t) is the deflection of the neutral plane, EI is the flexural rigidity, q(x, t) is
a generalized applied load, and µl = ρA is the linear density of the panel. In building
the framework for predicting the panel vibration frequency, assume no external loads are
present, i.e. q(x, t)=0. Under the ansatz that the spatial and temporal aspects of the panel
response η(x, t) are independent, separation of variables gives panel deflection as:
η(x, t) = φ(x)f(t), (4.2)
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where φ(x) and f(t) are yet-to-be-determined functions of space and time, respectively. Let
the “prime” and “dot” notations represent differentiation of a function with respect to space
and time, respectively. If the beam is materially- and spatially-uniform, the expanded form
of 4.2 can be plugged back into Eq. (4.1) to yield:
EI(φ′′′′f) + ρA(φf¨) = 0, (4.3)
which directly implies that
φ′′′′(x)
φ(x)
= −ρA
EI
f¨(t)
f(t)
= −λ
4
k
ω2k
f¨(t)
f(t)
= λ4k . (4.4)
In Eq. 4.4 we have designated the constants ωk and λk in anticipation of the known solution.
We now have two distinct ordinary differential equations that can be solved independently.
Including the initial/boundary conditions for each, the equations are:
φ′′′′k = λ
4
kφk
{
φk(0) = φk(L) = 0
φ′k(0) = φ
′
k(L) = 0
(4.5)
f¨k + ω
2
kfk = 0
{
fk(0) = 0
f˙k(0) = 0 ,
(4.6)
where ωk = λ
2
k
√
EI/ρA is the oscillation frequency of the kth vibration mode and we have
assumed that the panel is initially at rest for present purposes. First, we solve the spatial
equation φ′′′′k = λ
4
kφk. Integrating Eq. 4.5 four times gives the general equation:
φk(x) = C1 sin(λkL) + C2 cos(λkL) + C3 sinh(λkL) + C4 cosh(λkL), (4.7)
where the constants depend on the particular choice of boundary conditions applied at
either end of the panel. For a panel which is clamped on both ends, application of the
prescribed boundary conditions (φ(0) = φ′(0) = φ(L) = φ′(L) = 0) yields:
C2 + C4 = 0 (4.8)
C1 + C3 = 0 (4.9)
C1 sin(λkL) + C2 cos(λkL) + C3 sinh(λkL) + C4 cosh(λkL) = 0 (4.10)
C1 cos(λkL)− C2 sin(λkL) + C3 cosh(λkL) + C4 sinh(λkL) = 0 . (4.11)
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The first two equations can be plugged into the 3rd and 4th, yielding the linear system:[
sinh(λkL)− sin(λkL) cosh(λkL)− cos(λkL)
cosh(λkL)− cos(λkL) sin(λkL) + sinh(λkL)
][
C1
C2
]
=
[
0
0
]
(4.12)
The eigenvalues λk are those which give non-trivial solutions to the above linear system
(i.e. C1 6= 0, C2 6= 0). This requires a zero-determinant of the proceeding matrix which,
after simplification, yields the following transcendental equation for the eigenvalues λk:
cos(λkL) cosh(λkL) = 1 . (4.13)
Unlike the pinned-pinned beam, the exact eigenvalues for the clamped-clamped beam
must found numerically [64]. Newton-Raphson iteration reliably produces machine-precise
solutions to Eq. 4.13 within five iterations. The first ten eigenvalues are repeated below.
Table 4.1: Eigenvalues of the Clamped-Clamped Euler-Bernoulli Beam
Mode, k λkL (2k + 1)
π
2 Relative Error
1 4.730041 4.712390 3.73184e-03
2 7.853205 7.853982 9.89418e-05
3 10.995608 10.995579 3.05126e-06
4 14.137165 14.137167 1.02559e-07
5 17.278760 17.278760 3.62616e-09
6 20.420352 20.420352 1.32593e-10
7 23.561945 23.561945 4.96603e-12
8 26.703538 26.703538 1.89404e-13
9 29.845130 29.845130 7.32747e-15
10 32.986723 32.986723 2.22045e-16
As is indicated by Table 4.1, the solutions to Eq. 4.13 are increasingly-well approximated
by the explicit equation (2k + 1)π/2 for large values of k. Machine precision is reached
for k = 10. Taking advantage of this fact, the approximation is used to provide the initial
guess for Newton-Raphson iteration when iteration is required to solve for the eigenvalues.
Rearranging the equations for the applied boundary conditions and solving for the constants
C1 through C4 gives the eigenfunctions for the clamped-clamped linear beam, which are
identical to those found in Young [64] and Soedel [65].
φk(x) =
[
cosh(λkx)− cos(λkx)
]
+
cosh(λkL)− cos(λkL)
sinh(λkL)− sin(λkL)
[
sinh(λkx)− sin(λkx)
]
. (4.14)
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Here the eigenfunctions as described by Eq. 4.14 are normalized such that
∫ L
0
φ2k(x) dx = L . (4.15)
The (scaled) first three eigenfunctions and their curvatures are included below in Figure 4.1.
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Figure 4.1: Normalized mode shapes and curvature for the first three linear modes
If we wish to compute the frequency of the kth mode frequency fk, we can directly use
ωk = λ
2
k
√
EI
ρA
=⇒ fk =
λ2k
2π
√
EI
ρA
, (4.16)
where λk is the k
th eigenvalue. This is the “standard” technique for computing the linear
vibration frequency of an Euler-Bernoulli beam. Rayleigh’s energy method [66, 67] is an
alternative means by which to arrive at the frequency of vibration of a compliant panel
based on a known (or assumed) mode shape. First, we revisit our separation of variables
result. The solution to the time-equation Eq. 4.6 is clearly Fk(t) = sin(ωk). Without
explicitly solving for φk(x), we can nevertheless express the panel velocity v(x, t) as:
v(x, t) = η˙(x, t) =
∂
∂t
[
φk(x) sin(ωkt)
]
= ωkφk(x) cos(ωkt) , (4.17)
which implies two key relations for displacement and velocity:
ηmax(x) = φk(x) and (4.18)
vmax(x) = ωkφk(x) = ωkηmax(x) . (4.19)
The maximum displacement of the panel is then simply:
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ηmax =
vmax
ωk
=
vmax
λ2k
√
ρA
EI
(4.20)
=⇒ ηmax = vmax
λ2kh
√
12ρ
E
∝ vmaxL
2
h
, (4.21)
where λk is the k
th eigenvalue, h is the thickness of the panel, and a rectangular cross-section
has been assumed (I = bh3/12). Rayleigh’s method uses energy considerations to estimate
the fundamental frequency ω2k. In particular, if the mechanical energy Em = T (t) + U(t)
is conserved, then the vibration of the panel trades kinetic energy for potential energy
continuously throughout it’s period. The direct implication of this principle is that the
maximum elastic strain and kinetic energies of the panel vibration must be equal.
d
dt
[
T (t) + U(t)
]
= 0 =⇒ Em = Tmax = Umax . (4.22)
The kinetic and elastic strain energies of the panel are given by,
T (t) =
∫
dT =
∫
dm
2
[
∂η
∂t
]2
=
∫ L
0
ρA
2
[
∂η
∂t
]2
dx =
ρA
2
∫ L
0
[
∂η
∂t
]2
dx , (4.23)
U(t) =
∫
dU =
∫ L
0
[M(x)]
2EI
2
dx =
∫ L
0
[EI ∂
2η
∂x2
]
2EI
2
dx =
EI
2
∫ L
0
[
∂2η
∂x2
]2
dx , (4.24)
where we have assumed uniform geometric and material properties. Because η(x, t) is
known, we can express the maximum energy values over the period Tk as,
Tmax =
ρA
2
∫ L
0
[
max
[Tk=
2pi
ωk
]
∂η
∂t
]2
dx =
ρA
2
∫ L
0
[
ωkφk(x)
]2
dx =
ρAω2k
2
∫ L
0
[
φk(x)
]2
dx (4.25)
Umax =
EI
2
∫ L
0
[
max
[Tk=
2pi
ωk
]
∂2η
∂x2
]2
dx =
EI
2
∫ L
0
[
φ′′k(x)
]2
dx . (4.26)
Equating maximum kinetic and potential energies gives,
Em = ρAω
2
k
∫ L
0
[
φk(x)
]2
dx = EI
∫ L
0
[
φ′′k(x)
]2
dx . (4.27)
The preceding expression allows us to compute the vibration frequency ωk as:
ω2k =
EI
ρA
∫ L
0
[
φ′′k(x)
]2
dx∫ L
0
[
φk(x)
]2
dx
=
(
vmax
ηmax
)2
. (4.28)
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Eq. 4.28 yields the vibration frequency of the panel knowing only it’s stiffness properties
and (possibly approximations to) its mode shape. We can also use Eq. 4.28 to estimate the
maximum panel deflection for a given initial maximum velocity.
=⇒ ηmax = vmax
h
√
12ρ
E


∫ L
0
[
φk(x)
]2
dx∫ L
0
[
φ′′k(x)
]2
dx


1/2
. (4.29)
This somewhat unwieldy expression for ηmax is formally similar to the previously-derived
Eq. 4.21, and the two are equivalent if λk can be written as:
λ4k =
∫ L
0
[
φ′′k(x)
]2
dx∫ L
0
[
φk(x)
]2
dx
. (4.30)
To prove that the proposed form of Eq. 4.30 is in fact valid, we return to the first of our
ODEs obtained after separation of variables, with its associated boundary conditions:
φ′′′′k = λ
4
kφk
{
φk(0) = φk(L) = 0
φ′k(0) = φ
′
k(L) = 0 .
(4.31)
If we define a linear operator L(u) = d4u/dx4, it’s clear from Eq. 4.31 that
L(φk) = λ4kφk (4.32)
is a fourth-order, continuous-domain eigenvalue problem. One technique to solve for the
eigenvalues of such a system is to try satisfying the ODE in weak-form. That is, find
an approximate solution by integrating the proposed solution φk(x) against a trial function
v(x). Selecting the trial function to be the solution itself (Galerkin’s method) and integrating
over the panel length L gives the weak-form of the eigenvalue problem:
∫ L
0
φ′′′′k (x)φk(x)dx = λ
4
k
∫ L
0
[
φk(x)
]2
dx
=⇒ λ4k =
∫ L
0
φ′′′′k (x)φk(x)dx∫ L
0
[
φk(x)
]2
dx
,
(4.33)
which is identical to Eq. 4.31 apart from the numerator. Using integration by parts twice
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over to reduce fourth-order derivative, while remembering that the function φk(x) must
satisfy our boundary conditions (clamped-clamped in this case), gives:
∫ L
0
φ′′′′k φkdx =
✚
✚
✚
✚❃
0
φ′′′k φk
∣∣∣L
0
−
∫ L
0
φ′′′k φ
′
kdx
(
φk(0) = φk(L) = 0
)
=
✟✟
✟✟
✟✯0
−φ′′kφ′k
∣∣∣L
0
+
∫ L
0
φ′′kφ
′′
kdx =
∫ L
0
[φ′′k(x)]
2dx
(
φ′k(0) = φ
′
k(L) = 0
) (4.34)
So, the eigenvalue λk can in fact be evaluated as:
λ4k =
∫ L
0
φ′′′′k (x)φk(x)dx∫ L
0
φ2k(x)dx
=
∫ L
0
[φ′′k(x)]
2dx∫ L
0
[φk(x)]
2dx
, (4.35)
which is precisely what we set out to prove. If φk(x) is an exact eigenfunction of L,
then λk will also be exact. The above ratio of integrals can then be interpreted as a
continuous-domain Rayleigh Quotient for the L(u) operator. Because the calculation is a
quotient, scale factors are irrelevant. The only parameter that matters in the λk calculation
is shape. Rayleigh’s method can in principle be used to compute higher modes, but in
practice these are less generally accurate. Now that we have an understanding of how
Rayleigh’s method is applied to the linear problem, we can extend the methodology to the
nonlinear problem to estimate the large-amplitude vibration frequency.
4.2 Estimating the Nonlinear Vibration Frequency
Now that the linear vibration frequency is known, we would like to be able to also predict
the nonlinear frequency based on vibration theory. As previously described, the vibration
model assumes an equation of motion for the compliant panel of:
∂2
∂x2
(
EI
∂2η
∂x2
)
+ ρA
∂2η
∂t2
= 0 , (4.36)
where η is the deflection of the neutral plane. Eq. 4.36 does not account for the tension
in the panel due to extensional strain. While negligible for small-amplitude oscillations,
elongation of the panel becomes the dominant mechanism for storing elastic strain energy
for large amplitude oscillations with immovable ends. From geometric arguments [68], it
can be shown that the complete equation of motion, complete with the contribution from
the axial tension P (x, t), becomes:
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∂2
∂x2
(
EI
∂2η
∂x2
)
+ ρA
∂2η
∂t2
= P (x, t)
∂2η
∂x2
, (4.37)
where P (x, t) is the tension in the panel. From the assumption of negligible in-plane
accelerations (u¨≈ 0) and conservation of momentum arguments, it can be shown [69, 70]
that the internal tension should be essentially constant along the length of the panel. Thus,
a time-varying but spatially-averaged value for the tension can be written as [71]
P (t) =
EA
2L
∫ L
0
(
∂η
∂x
)2
dx . (4.38)
The equation of motion of the beam for large-amplitude deflections is then
∂2
∂x2
(
EI
∂2η
∂x2
)
− ∂
2η
∂x2
[
EA
2L
∫ L
0
(
∂η
∂x
)2
dx
]
+ ρA
∂2η
∂t2
= 0 . (4.39)
Eq. 4.39 represents the nonlinear, integro-differential equation which governs the large-
amplitude motion of the compliant panel with immovable ends. Evensen [71] started from
Eq. 4.39 and applied a fourth-order perturbation theory method to arrive at the following
expression for the nonlinear vibration frequency in terms of the linear frequency ω1 = 2πf1:
ω2 = ω21
{
1 +
3
8
(
ǫ
rg
)2 [( Ck
λkL
)
(CkλkL− 2)
]2}
+O(η4max) , (4.40)
where ηmax = ǫ‖φk(x)‖max is the maximum panel deflection, rg =
√
I/A is the radius of
gyration of the panel cross-section and Ck is a constant value which is specific to λk:
Ck =
cosh(λkL)− cos(λkL)
sinh(λkL)− sin(λkL) . (4.41)
For a panel rectangular cross section with thickness h, span b and area moment of inertia
I=bh3/12, the radius of gyration is equal to rg=h/
√
12. Analogous relationships exist for
pinned-pined and simply-supported structural boundary conditions. We can again employ
Rayleigh’s method to estimate the vibration frequency, but modifications must be made to
the elastic strain energy function U(t). When the panel is displaced from its equilibrium
position, the segment associated with the interval dx has a length
dl =
√
dx2 + (dη)2 = dx
√
1 +
(
∂η
∂x
)2
≈ dx
[
1 +
1
2
(
∂η
∂x
)2]
, (4.42)
and has thus expanded by an amount
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δl = dl − dx = 1
2
(
∂η
∂x
)2
dx . (4.43)
The additional nonlinear extensional strain is then given by
ǫx =
∂u
∂x
=
dl − dx
dx
=
1
2
(
∂η
∂x
)2
. (4.44)
Allowing for potential energy due to extensional strain, the total elastic strain energy within
the panel at a given time is
Ue =
1
2
∫ L
0
[
EIψ2x + EAǫ
2
x
]
dx , (4.45)
where ǫx is the extensional strain and ψx [m
−1] is the panel curvature in the xz-plane.
For simplicity, we will ignore axial displacements unrelated to extensional strain1 in the
development of the nonlinear Rayleigh model (ux≈0). Rao [68] gives the nonlinear strain
relations for a generalized thin beam with immovable ends as:
ψx =
∂2η
∂x2
and ǫx =
1
2
(
∂η
∂x
)2
, (4.46)
which, when expressed in terms of the normal deflection η, yields
U =
1
2
∫ L
0
[
EIη2xx +
EA
4
η4x
]
dx . (4.47)
We see that Eq. 4.47 is formally similar to the previous expression for elastic strain energy,
but now includes a terms proportional to η4x which accounts for the extensional strain. To
compute the nonlinear frequency ωn we must assume a spatial function for η(x, t). Although
the large-amplitude mode shapes are known to be different from the linear ones [72], we
nevertheless use the linear eigenfunctions of the Euler-Bernoulli equation to derive an
approximate result. If we assume harmonic motion and a maximum amplitude of vibration
ηmax, then the motion of the panel is given directly by
η(x, t) = ηmaxφˆ(x) sin(ωnt) . (4.48)
Note that the linear eigenfunctions φ(x) as defined by Eq 4.14 have been normalized to
have unit amplitude. That is to say, the functions φˆ(x) are defined such that
1The justification of this simplifying assumption is empirical and based on the ability of the method to
make quantitatively accurate predictions in comparison to other, more involved nonlinear beam theories.
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∥∥φˆ(α)∥∥ <= 1 ∀ α ∈ [0, L] =⇒ φˆ(x) ≡ φ(x)
φmax
. (4.49)
Under the previously stated harmonic assumption (i.e. that η¨(x, t) = −ω2nη(x, t)), the
maximum velocity and maximum displacement of the panel can be related by vmax =
ηmaxωn. Consequently, a simplified model for the nonlinear panel response η(x, t) is
η(x, t) =
(
vmax
ωn
)
φˆ(x) sin(ωnt) and (4.50)
η˙(x, t) = vmaxφˆ(x) cos(ωnt) . (4.51)
To properly apply Rayleigh’s Method, we require an expression for the kinetic energy of the
panel passes as it passes through the equilibrium position. Integrating Eq. 4.51 gives
Tmax =
1
2
∫ L
0
ρAη˙2(x)dx =
1
2
ρA[vmax]
2
∫ L
0
[φˆ(x)]2dx, (4.52)
where we have assumed uniform beam/panel properties. The maximum nonlinear strain
energy Umax is computed similarly by plugging Eq. 4.50 into the nonlinear energy equation:
Umax =
1
2
∫ L
0
[
EIη2xx +
EA
4
η4x
]
dx
=
EI
2
∫ L
0
(
vmax
ωn
)2[
φˆ′′(x)
]2
dx+
EA
8
∫ L
0
(
vmax
ωn
)4[
φˆ′(x)
]4
dx.
(4.53)
After a final simplification, we see that the elastic strain energy is separated into two parts
Umax =
EIv2max
2ω2n
∫ L
0
[
φˆ′′(x)
]2
dx︸ ︷︷ ︸
Bending Energy
+
EAv4max
8ω4n
∫ L
0
[
φˆ′(x)
]4
dx︸ ︷︷ ︸
Extensional Strain Energy
. (4.54)
Applying Rayleigh’s principle (Tmax = Umax), the following relation is proposed to hold:
1
2
ρAv2max
∫ L
0
φˆ(x)2dx =
EIv2max
2ω2n
∫ L
0
[
φˆ′′(x)
]2
dx+
EAv4max
8ω4n
∫ L
0
[
φˆ′(x)
]4
dx (4.55)
which, after multiplying Eq 4.55 through by 2ω4n/v
2
max, yields
ρAω4n
∫ L
0
φˆ(x)2dx = EIω2n
∫ L
0
[
φˆ′′(x)
]2
dx+
EAv2max
4
∫ L
0
[
φˆ′(x)
]4
dx . (4.56)
Equation 4.56 represents an expression of conservation of mechanical energy for the large-amplitude,
nonlinear panel vibration and as such implicitly assumes that no mechanical energy is lost
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(or gained) through aerodynamic effects or structural damping. The presence of the velocity
in the final term means that properly-normalized eigenfunctions are necessarily required
accurately compute the nonlinear vibration frequency. This biquadratic equation in ωn can
be written as ω4n + bω
2
n + c = 0, with coefficients,
b = −EI
ρA
∫ L
0
[
φˆ′′(x)
]2
dx∫ L
0
[
φˆ(x)
]2
dx
and c = −Ev
2
max
4ρ
∫ L
0
[
φˆ′(x)
]4
dx∫ L
0
[
φˆ(x)
]2
dx
. (4.57)
If the geometry and/or material properties are allowed to vary along the length of the panel,
the coefficients can easily be modified to account for the non-uniformity,
b = −
∫ L
0
E(x)I(x)
[
φˆ′′(x)
]2
dx∫ L
0
ρ(x)A(x)
[
φˆ(x)
]2
dx
and c = −
v2max
∫ L
0
E(x)
[
φˆ′(x)
]4
dx
4
∫ L
0
ρ(x)
[
φˆ(x)
]2
dx
. (4.58)
Returning to Eq 4.56, the real-valued solution for ωn is given by,
ωn =
√
−b/2 +
√
(b/2)2 − c
=
√√√√√ EI
2ρA
∫ L
0
[
φˆ′′(x)
]2
dx∫ L
0
[
φˆ(x)
]2
dx
+
√√√√(EI
2ρA
∫ L
0
[
φˆ′′(x)
]2
dx∫ L
0
[
φˆ(x)
]2
dx
)2
+
Ev2max
4ρ
∫ L
0
[
φˆ′(x)
]4
dx∫ L
0
[
φˆ(x)
]2
dx
.
(4.59)
This direct form of the nonlinear frequency is unwieldy, but fortunately can be simplified
significantly as follows. Consider a scenario in which the initial velocity of the panel is
identically zero (vmax = 0). Then by definition, c = 0 and the nonlinear frequency ωn is
equal to the linear frequency, which we signify by ω1. Simplifying, we find that
ω41 + bω
2
1 + ✒
0
c = ω21(ω
2
1 + b) = 0 =⇒ ω21 = −b , (4.60)
since the linear vibration frequency is obviously nonzero for a panel of finite dimension and
nonzero stiffness. Thus, Eq. 4.59 can be concisely written in terms of ω21 as follows:
ω2n = −
b
2
+
√(
b
2
)2
− c = ω
2
1
2
+
√(
ω21
2
)2
− c
=
ω21
2
+ ω21
√
1
4
− c
ω41
= ω21
[
1
2
+
√
1
4
− c
b2
]
.
(4.61)
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Plugging in our definitions for b and c and the radius of gyration r2g = I/A,
ω2n =
ω21
2


1 +
√√√√√√√√√1 +
(
ρv2max
Er4g
)∫ L
0
[
φˆ′(x)
]4
dx
∫ L
0
[
φˆ(x)
]2
dx[∫ L
0
[
φˆ′′(x)
]2
dx
]2


. (4.62)
For a uniform rectangular cross-section, Eq 4.62 can be further reduced to
ω2n = ω
2
1


1
2
+
√√√√√√√√√
1
4
+
(
36ρv2max
Eh4
)∫ L
0
[
φˆ′(x)
]4
dx
∫ L
0
[
φˆ(x)
]2
dx[∫ L
0
[
φˆ′′(x)
]2
dx
]2


. (4.63)
This is the estimation of the nonlinear vibration frequency of the panel ωn in terms of the
geometry, material properties, maximum velocity, and the mode shape φˆ(x). We can derive
an even more succinct expression for ωn if we use the normalized maximum panel deflection
ηmax as the input variable instead of vmax:
ω2n = ω
2
1

1 +
1
4
(
ηmax
rg
)2 ∫ L
0
[
φˆ′(x)
]4
dx∫ L
0
[
φˆ′′(x)
]2
dx

 , (4.64)
which is formally similar to Evensen’s result of Eq. (4.40). Comparing the two equations,
the nonlinear frequency ratio is now a function of the assumed mode shape φˆ(x), as opposed
to the eigenvalue itself, λk. If the assumed mode shape is exact, the result should be exact,
although only the first mode was tested in the present analysis. The quality of the nonlinear
frequency prediction is therefore directly dependent on the quality of the assumed mode
shape φ(x), and if the nonlinear modes are known a priori they could be used in Eq. 4.64.
As can be seen from Table 4.2, the Nonlinear Rayleigh method gives very extremely
results in comparison to alternative methodologies found in the literature, with the highest
confidence given to the calculations Evensen and Lewandowski. The same data points
are presented graphically below in Figure 4.2, where the normalized maximum amplitude
ηmax/rg is plotted on the y-axis and the nonlinear frequency ratio plotted on the x-axis.
The result of Eq. 4.64 is presented as a solid line.
54
Table 4.2: Non-linear Frequency Ratios for a Clamped-Clamped Beam[
f
(NL)
1 /f
(L)
1
]2
︷ ︸︸ ︷
ηmax/rg Sarma et al. [73] Evensen [71] Lewandowski [74] Nonlinear Rayleigh
0.2 1.0024 1.0018 1.0018 1.0018
0.4 1.0096 1.0072 1.0072 1.0070
0.6 1.0216 1.0162 1.0162 1.0159
0.8 1.0383 1.0288 1.0287 1.0282
1.0 1.0598 1.0450 1.0449 1.0440
1.5 1.1343 1.1012 1.1009 1.0991
2.0 1.2382 1.1800 1.1789 1.1762
2.5 1.3708 1.2812 1.2788 1.2752
3.0 1.5320 1.4050 1.4002 1.3964
3.5 1.7211 1.5512 1.5430 1.5395
4.0 1.9377 1.7200 1.7066 1.7046
4.5 2.1816 1.9112 1.8910 1.8918
5.0 2.4522 2.1250 2.0957 2.1010
1 1.2 1.4 1.6
f
(NL)
1 /f
(L)
1
0
1
2
3
4
5
6
7
η
m
a
x
/r
g
Nonlinear Frequency Ratio for a Clamped-Clamped Beam
r2g = I/A
Nonlinear Rayleigh Method
Sarma et al. (Finite-Element Method)
Evensen (4th-order Perturbation Theory)
Lewandowski (Ritz-Galerkin)
Figure 4.2: Methods for Computing the Nonlinear Vibration Frequency
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Clearly, as the amplitude of the vibration increases so too does the frequency of vibration.
The varying slope of the data suggests that the nonlinear stiffening effect caused by the
extensional strain becomes more pronounced the larger the deflections become. Note,
however, that this is relative to the linear natural frequency. As we will see in Section 5.2,
the minimum observed frequency did not occur for the largest thickness (h=0.064”) or for
the smallest thickness (h=0.004”).
Finally, it must also be made clear that the ostensible accuracy of the Nonlinear Rayleigh
method in predicting the nonlinear vibration frequency assumes that the maximum deflection
is already known. Consequently, these methods are not predictive in the sense that the
large-amplitude vibration frequency can be determined solely from knowledge of the external
flow condition and panel properties. That said, if an accurate estimate can be made of
the maximum expected deflection of the panel, the associated vibration frequency can be
estimated with confidence.
4.3 Verification of the Structural Solver
The finite-element solver discussed in Section 2.3 has been previously validated [37, 75, 76],
but additional verification efforts can serve as a cross-verification of the solver itself and the
new methods used to compute the nonlinear elastic strain energy. Numerically, special care
was taken to compute the panel slope and curvature functions as accurately as possible so
that a fundamental principle such as conservation of energy could be numerically verified.
To test the solver, a problem was constructed in which a compliant panel with clamped-end
boundary conditions is given an initial velocity distribution v0(x) = vmaxφk(x) designed
to excite a single vibrational mode of the panel. This problem included a fluid domain to
verify proper deformation of the fluid grid using the TFI scheme. No fluid loads, however,
were applied the interacting boundary condition at the panel surface. Given the lack of
external non-conservative forces or internal mechanism for energy dissipation, we expect to
be able to directly verify energy conservation. Two simulations were completed using the
FTSI solver—one low-energy and one high-energy—to compare the FEM result to both the
linear frequency prediction and the prediction made by the Nonlinear Rayleigh model as
given by Eq. 4.63. The panel was 1 meter long centered at the origin of the domain, and
had a thickness of k = 0.02 meters.
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Figure 4.3: Fluid and Solid Grids for Verification Test Case
Although the contribution of the axial displacement was ignored as a simplifying assumption
in deriving the Nonlinear Rayleigh model, it must be reintroduced in calculating the actual
in the panel as a function to maximize accuracy of the elastic strain energy calculation.
Including the full nonlinear definitions for the strain and curvature [74] gives:
ǫx =
∂u
∂x
+
1
2
(
∂w
∂x
)2
and ψx =
∂2w
∂x2
, (4.65)
with the elastic strain energy integrals given as:
Ue(t) =
1
2
∫ L
0
[
EAǫ2x + EIψ
2
x
]
dx
=
1
2
∫ L
0
EA
[
∂u
∂x
+
1
2
(
∂w
∂x
)2 ]2
dx+
1
2
∫ L
0
EI
(
∂2w
∂x2
)2
dx.
(4.66)
Figure 4.4 below shows the time history of the centerline displacement for the low-energy
test case as well as the computed elastic strain energy using Eq. 4.66. These are compared
to the predictions for the panel response made using Eq. 4.50, and a comparison to the total
mechanical energy in the system Em as computed by the initial kinetic energy supplied, T0.
In Figure 4.4a, the linear prediction, nonlinear prediction, and PlasComCM finite-element
computed results are all plotted together for the centerline history plot.
Most apparent from Figure 4.4a is that the linear prediction, nonlinear prediction, and
PlasComCM result all collapse onto a single curve, matching both peak amplitude and
frequency/period of the low-energy oscillation. For the initial maximum velocity of vmax=
−0.1 m/s, the maximum deflection is only 10% of the panel thickness with negligible elastic
strain energy stored due to internal tension. Figure 4.4b paints a similar picture, with
the strain energy curves nearly overlapping and the maximum of each equaling the initial
kinetic energy. A subtle method (see Appendix C) was developed to accurately estimate
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the strain energy of the panel in-between the discrete times at which full data was available.
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Figure 4.4: Low Kinetic-Energy Test Case, vmax = −0.1 m/s
For the high-energy case, the panel was given an initial maximum velocity of vmax=−2.0
m/s, corresponding to an initial kinetic energy of 3.045J per meter of span. For this
high-energy initial condition the differences between the linear and non-linear predictions
are substantial, both in terms of the frequency/amplitude of the centerline displacement
and the elastic strain energy. In Figure 4.5a we observe that nonlinear stiffening reduces the
maximum deflection of the panel while simultaneously increasing is frequency of vibration.
The data closely matches the PlasComCM-computed solution, although not quite as well as
for the low-energy case. From Figure 4.5b, we observe that only the nonlinear strain energy
calculation properly recovers the initial supplied kinetic energy. Through this process of
verification, it was discovered as necessary to specify Poisson’s ratio ν = 0 in order for
the FEM and nonlinear model to match Euler-Bernoulli theory. Appendix B, outlines the
theoretical basis for this requirement and why it should have been expected from the outset.
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Figure 4.5: High Kinetic-Energy Test Case, vmax = −2.0 m/s
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Chapter 5
Compliant-Geometry Hypersonic
Flow Simulation Results
FTSI simulations were completed of the UMD geometry and flow conditions specified in
Table 3.2 for thickness cases h =
[
0.064”, 0.032”, 0.016”, 0.008”, 0.004”
]
, using exactly
the same fluid grid, initial condition and boundary conditions as the rigid case, apart from
the interacting boundary condition on the fluid-side of the compliant panel.
5.1 NASA-UMD FTSI Simulations: Problem Setup
For each FTSI simulation, the panel is given a zero-deflection, zero-velocity initial condition
and allowed to deform freely under the influence of the coupled compressible Navier-Stokes
solution for the fluid. The back-pressure on the panel is computed using shock-expansion
theory and an assumed horizontal exit flow angle. Grid points for the fluid and solid grids
are collocated along the interacting boundary to facilitate direct communication between
the simulations without need for interpolation of the boundary data.
Table 5.1: NASA-UMD Case Material Properties
ρs [kg/m
3] E [GPa] k [W/m-K] Cp [J/kg-K] αt [-] ν [-] Tw [K]
7,850 193.0 42.6 473 12.2× 10−6 0.284 300
In Table 5.1 above, E is Young’s modulus, k is the thermal conductivity, Cp is the specific
heat capacity at constant pressure, αt is the thermal expansion coefficient, and ν is Poisson’s
ratio. On the UMD-supported experimental side, motion of the panel was measured
using photogrammetry coupled with a novel marker-tracking routine, while surface pressure
fluctuations are obtained using high-frequency piezo-resistive pressure transducers. The
experimental results are aimed at providing a high-quality database of physical system
behavior for validation of numerical simulations, while the computational results seek to
provide insight into the fundamental mechanisms responsible for the coupled interaction
between the compliant structure and hypersonic flow. Define the mass ratio µs and a
dimensionless panel stiffness parameter K as:
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µs =
ρsh
ρ∞Lp
(5.1)
K =
Eh3
12(1− ν2)ρ∞U2∞L3p
(5.2)
Based on a linear analysis, we can compute the expected fundamental frequency ω1 for each
panel thickness. Table 5.2 provides a summary of the thickness, aspect ratio, density ratio,
stiffness parameter, and frequency predictions based on linear Euler-Bernoulli theory. The
aspect ratio of the panel is defined as AR = L/h. The reduced frequency k is based on the
angular frequency ω1, semi-chord length L/2, and freestream velocity U∞.
Table 5.2: Parameters for FSI Cases (L = 3.475”)
h [in.] AR [-] µs [-] K [-] ω1 [rad/s] f
(L)
1 [Hz] k =
ω1L
2U∞
[-]
1 0.064 54.297 1311 1.090× 10 0 6682 1064 0.3071
2 0.032 108.59 655 1.362× 10−1 3341 531.8 0.1535
3 0.016 217.19 328 1.703× 10−2 1671 265.9 0.0768
4 0.008 434.38 164 2.128× 10−3 835.3 132.9 0.0384
5 0.004 868.75 82 2.661× 10−4 417.6 66.47 0.0192
As would be expected from linear Euler-Bernoulli theory, the thickest panel has the
largest stiffness and largest fundamental frequency. As the panel thickness becomes smaller
the resistance to bending varies ∝ h3, meaning that the thinnest panel experiences a stiffness
parameter four orders of magnitude smaller than the thickest panel. Based only on linear
theory, the thinnest two panels have k < 0.05, suggesting that they would experience only
minimal deviations from steady pressure predictions [77]. As later results will show, this is
the precise opposite of the true behavior of the panels due to nonlinear stiffening.
A shock-expansion solver was written to estimate the back-pressure on the panel under
the assumption of a horizontal exit flow angle over the ramp. Assuming that the flow leaves
horizontally, the shock angle and expansion angle are the same. A view of the fluid and
solid-domain grids for the h = 0.032” panel are shown below in Figures 5.1a and 5.1b. The
grid properties for the fluid and solid-domains are given below in Table 5.3.
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Table 5.3: Fluid and Solid Grid Properties
Domain Type Grid Size Points ∆ξmin [m] ∆ηmin [m]
Fluid Structured 1540× 475 731,500 2.61× 10−6 1.16× 10−6
Solid Structured 255× 11 2,805 3.48× 10−4 8.13× 10−5
Note that the solid domain properties are for the h = 0.032” case, the minimum delta in
ηmin simply scales by the new thickness. For example, for the h = 0.064” panel we have:
∆η
(64)
min =
h(64)
h(32)
∆η
(32)
min = 2∆η
(32)
min . (5.3)
We again note that the geometry of the fluid problem has been simplified, in that the
separation flow angle is assumed to be horizontal and the rear-face of the panel is not
modeled. Calculation of the back pressure is based on shock-expansion theory, which
produces an estimated back-pressure coefficient of Cpback = 0.04221. The flow is initialized
to M∞ = 6.04, and all boundary conditions are identical to the rigid-geometry case apart
from the interacting boundary condition at the surface of the panel.
(a) Wide-View of Domains (b) Narrow-View of Domains
Figure 5.1: Structured Grids for NASA-UMD Case (h = 0.032”)
5.2 NASA-UMD FTSI Simulations: Structural Response
For each of the cases run, we can plot the displacement and velocity at chordwise locations
x/L =
[
0.25, 0.50, 0.75
]
over the duration of the simulation. A total of ≈16 ms of data
was computed for each of the compliant panels, but only 4 ms of data is shown due to
clarity of the key features in the panel response (the full time-history of each simulation is
included in Appendix E). Traces of the panel displacement and velocity for the as-tested
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panel thickness of h=0.032” as shown below in Figure 5.2.
(a) Deflection at 25%, 50% and 75% chord (b) Velocity at 25%, 50% and 75% chord
Figure 5.2: FTSI Simulation, Deflection and Velocity (h = 0.032”)
Key observations for this case are 1) the panel motion is principally away from the
external flow due to the pressure differential, 2) the centerline of the panel deflects the
most, and 3) an asymmetry exists between the 25% and 75% chord locations due to the
growing low-pressure recirculation region. As was previously mentioned in Section 3.2,
the back-pressure for the FTSI simulations is derived from shock-expansion theory and
the assumption that the flow leaves the top of the ramp aligned with the freestream flow
direction. This gives a pressure coefficient on the back of the panel of only Cpback = 0.04221
(as compared to a mean pressure coefficient on the flow-side of Cpramp = 0.87512), which
explains the leeward bias in the observed panel motion. Also of note is the nearly unimodal
response of the h = 0.032” panel, with essentially only one frequency present in the response.
This unimodal property is even more evident in the h = 0.064” panel, shown below in
Figure 5.3. The thicker panel experiences significantly less deflection and has a higher
frequency of vibration, both of which are indicators that the h=0.064” panel is effectively
stiffer than the h=0.032” panel.
The h=0.016” panel (shown in Figure 5.4) is the first to show a genuinely multimodal
response, and the first to show significantly asymmetric deflections on the forward and
rearward parts of the panel. Maximum deflections are w=1.4 mm along the centerline and
maximum velocities of w˙=5.0 m/s. The large-amplitude deflections/velocities, multimodal
response, and asymmetry of panel deflection are all collective indications that the h=0.016”
panel has a very low bending stiffness. This is, however, the first panel to show a significant
amount of extensional strain. In fact, it is the lack of bending stiffness for this and thinner
panels which allows the nonlinear stiffening effect to become the dominant mechanism for
absorbing the work put into the panel by the imposed pressure differential. The general
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(a) Deflection at 25%, 50% and 75% chord (b) Velocity at 25%, 50% and 75% chord
Figure 5.3: FTSI Simulation, Deflection and Velocity (h = 0.064”)
trend is for the panel response to become more chaotic as the thickness is reduced. A more
rigorous analysis of the modal content of the panel response is presented in Section 5.2.1.
(a) Deflection at 25%, 50% and 75% chord (b) Velocity at 25%, 50% and 75% chord
Figure 5.4: FTSI Simulation, Deflection and Velocity (h = 0.016”)
The panel response for the thinnest two panels, of thickness h = 0.008” and h = 0.004”,
show the greatest amplitude of oscillation, asymmetry of deflection, and maximum velocity.
Figures 5.5 and 5.6 show the deflection and velocity histories for the two thinnest compliant
panels evaluated. A key observation of the panel response is that the frequency of oscillation
increases going from h = 0.008” to h = 0.004”. This is the opposite of what would
be expected from Euler-Bernoulli theory without the inclusion of the axial tension in the
governing equation. From Eq. 4.64, however, we see that this increase in vibration frequency
is due to the increasingly dominant nonlinear stiffening effect. Maximum velocities for the
thinnest panel are ≈10 m/s, while the maximum deflection is ≈2.5 mm away from the flow
direction. As a general trend, the number of panel modes excited in the FTSI simulation
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increases as the panel thickness (and therefore rigidity) decreases.
(a) Deflection at 25%, 50% and 75% chord
(b) Velocity at 25%, 50% and 75% chord
Figure 5.5: FTSI Simulation, Deflection and Velocity (h = 0.008”)
(a) Deflection at 25%, 50% and 75% chord
(b) Velocity at 25%, 50% and 75% chord
Figure 5.6: FTSI Simulation, Deflection and Velocity (h = 0.004”)
5.2.1 Modal Decomposition of the Panel Response
It has been established by Xie [72], Bennouna [78] and other researchers that the nonlinear,
large-amplitude mode shapes for a one-dimensional beam are distinct from the linear,
small-amplitude ones. The deviation from the linear mode shapes is also found to increase
with the amplitude of the vibration. This key difference is compounded by the fact that the
mode shapes of a coupled fluid-panel system are expected to be qualitatively different from
their in-vacuo counterparts [79]. That said, the mutual orthogonality and explicit form of
the linear mode shapes nevertheless makes them a useful basis for describing the modal
content of the nonlinear panel response. Let the transient non-linear deflection of the panel
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be η(x, t). Then the expansion into the linear mode shapes is given by:
η(x, t) =
∞∑
i=1
qi(t)φi(x), (5.4)
where φi(x) is the “i
th” linear mode shape and qi(t) is the associated modal coefficient. If
the mode shapes are defined by Eq. 4.14, the orthogonality property stated explicitly is:
∫ L
0
φi(x)φj(x)dx = Lδij . (5.5)
Applying the orthogonality property to Eq. 5.4 and integrating, we find that∫ L
0
η(x, t)φj(x) dx =
∫ L
0
(
∞∑
i=1
φi(x)qi(t)
)
φj(x) dx
=
∞∑
i=1
∫ L
0
φi(x)φj(x)qi(t) dx = qj(t)
∫ L
0
φj(x)
2 dx.
(5.6)
Thus, the time-varying modal coefficients qi(t) can be solved for explicitly:
qi(t) =
〈
η(x, t), φi(x)
〉
〈
φi(x), φi(x)
〉 =
∫ L
0
η(x, t)φi(x)dx∫ L
0
φ2i (x)dx
. (5.7)
Eq. 5.7 allows us to directly compute the excitation of individual modes from the general
transient compliant panel response. The above integrals can be computed numerically
with any choice of quadrature method, once the solution η(x, t) is known. An analogous
calculation can be performed in two-dimensions if the deformation η(x, y, t) is decomposed
using basis functions for both x- and y-directions:
η(x, y, t) =
∞∑
i=1
∞∑
j=1
qij(t)φi(x)φj(y) . (5.8)
Again taking advantage of the orthogonality of the linear eigenfunctions, we find that the
2D modal coefficients qij(t) can be found explicitly by
qij(t) =
∫ Lx
0
∫ Ly
0
η(x, y, t)φi(x)φj(y) dydx∫ Lx
0
φ2i (x) dx
∫ Ly
0
φ2j (x) dy
, (5.9)
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where the spatial integrals of Eq.(5.9) are again computed numerically based on the known
linear eigenfunctions and the computed structural solution η(x, y, t). Applying Eq. 5.7 to
the FTSI simulations for the NASA-UMD case produces the results of Figures 5.7 and 5.8.
Recall from Figure 4.1 that the odd-numbered linear mode shape are symmetric about the
50%-chord location, while the even-numbered modes are antisymmetric. Results are shown
for compliant panel thicknesses h =
[
0.032”, 0.016”, 0.008”, 0.004”
]
for a duration of 4
ms. Data from the full simulation duration are available in Appendix E.
(a) h = 0.032”, AR = 108.6 (b) h = 0.016”, AR = 217.2
(c) h = 0.008”, AR = 434.4 (d) h = 0.004”, AR = 868.8
Figure 5.7: Modal Decomposition of Panel Response (Isometric-View)
Immediately evident are the major trends observed in the deflection histories. We
observe that the number of modes excited increases as the panel thickness decreases when
the dominant mechanism for elastic strain energy is extensional strain. We also observe
increases in fundamental frequency as the amplitude of vibration increases. The maximum
panel deflection is observed to occur near the beginning of the simulation, with the amplitude
stabilizing over time. Figure 5.8 shows the same data as Figure 5.7, but from a top-view
orientation and with indicators for each drawn explicitly.
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(a) h = 0.032”, AR = 108.6 (b) h = 0.016”, AR = 217.2
(c) h = 0.008”, AR = 434.4 (d) h = 0.004”, AR = 868.8
Figure 5.8: Modal Decomposition of Panel Response (Top-View)
We again observe that the number of modes excited increases for the thinner panels, and
the increase in vibration frequency with amplitude. This view, however, makes more clear
the shift from symmetric to antisymmetric mode excitation over the passage of time. The
h=0.032” panel hardly shows any Mode-2 or Mode-4 excitation, while each of the thinner
panels shows progressively more antisymmetric (even) mode excitation as the simulation
progresses. This is again due to the asymmetric pressure distribution across the length of
the panel due to the large (and growing) low-pressure separation bubble. The thicker panels
have a higher flexural rigidity, and are thus less responsive to the asymmetric loading.
With the modal decomposition available, we can quantitatively estimate the coupled
non-linear vibration frequency for each panels. This was achieved by performing a discrete
Fourier transform using Matlab’s fast Fourier transform (FFT) algorithm on the time series
of the first modal coefficient q1(t). By performing the FFT on the first modal coefficient
as opposed to the raw deflection, the signal is approximately unimodal, featuring a single
readily-identifiable peak in the frequency domain. Figures 5.9a and 5.9b show the first
modal coefficient and power spectrum for the h=0.032” and h=0.004” panels.
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(a) Time History and FFT (h = 0.032”) (b) Time History and FFT (h = 0.004”)
Figure 5.9: Comparing Fundamental Frequencies for Compliant Panels
In addition to the nonlinear frequency, the maximum amplitude of vibration ηmax was
recorded for each thickness panel. This value, scaled by the associated radius of gyration
rg =
√
I/A, is a key parameter in the Nonlinear Rayleigh model represented by Eq. 4.64.
Table 5.4 below provides the thickness, linear frequency, nonlinear frequency, and nonlinear
reduced frequency for each panel. For the present analysis, reduced frequency is based on
the semi-chord of the panel and defined as k1 = πf1L/U∞. The final column of Table 5.4 is
the relative difference between the linear frequency and the observed nonlinear frequency.
Table 5.4: Nonlinear Vibration Frequency Comparison
h [in.] f
(L)
1 [Hz] f
(NL)
1 [Hz] k
(NL)
1 [-] ηmax/rg Rel. Difference
1 0.064 1064 1111 0.3208 0.403 +4.445%
2 0.032 531.8 746.3 0.2155 4.124 +40.33%
3 0.016 265.9 995.1 0.2873 14.21 +274.2%
4 0.008 132.9 1244 0.3592 39.28 +835.9%
5 0.004 66.47 1493 0.4311 102.0 +2,145%
We observe that the nonlinear frequencies are larger (in some cases significantly larger)
than the linear prediction, and that the nonlinear frequency at first decreases, and then
increases with decreasing panel thickness, h. The reason for this is that the thickest panels
tested rely almost entirely on bending stiffness to resist deformation, while the thinnest
panels have marginal bending stiffness and therefore relay on extensional strain to form
the effective stiffness of the panel. The transition from the “bending-stiffness” mode to the
“extensional-strain” mode is dependent on the normalized deflection. The h = 0.032” case
is closest to this critical point, with a maximum normalized deflection of about ηmax/rg=4.
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We are now in a position to quantitatively evaluate the accuracy of the Nonlinear Rayleigh
method result given by Eq. 4.64. Assuming the same maximum deflection ηmax/rg, the
predicted nonlinear frequency for each panel is provided below in Table 5.5.
Table 5.5: Nonlinear Vibration Frequency Prediction
h [in.] f
(L)
1 [Hz] f
(NL)
1 [Hz] ηmax/rg f
(NL)
1 (pred.) Rel. Error
1 0.064 1064 1111 0.403 1067 -3.933%
2 0.032 531.8 746.3 4.124 703.2 -5.769%
3 0.016 265.9 995.1 14.21 836.3 -15.963%
4 0.008 132.9 1244 39.28 1104 -11.264%
5 0.004 66.47 1493 102.0 1424 -4.598%
While the relative difference between the linear and nonlinear frequencies was greater
than a factor of 20 for the thinnest panel evaluated, employing an appropriate nonlinear
model is found to reduce the error to less than 16%. These data are presented graphically
below in Figures 5.10a and 5.10b and are also compared to Evensen’s prediction.
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Figure 5.10: Observed Compliant Panel Frequencies vs Deflection Amplitude
Comparing the data from the FTSI simulations to Eq. 4.64 and Eq. 4.40 we find
that Evensen’s model is marginally closer to the data than Eq. 4.64, while both tend to
under-predict the nonlinear frequency. The ability of the nonlinear models to predict the
actual panel frequencies is maximized in regimes where one energy mode—either bending
or extensional stiffness—dominates. That is to say, the error in the analytical prediction is
minimized for either very large or very small panel deflections. In regions where there is
a more equal distribution of energy between the two modes, the accuracy of the analytical
models is reduced. Further simplifications are possible to describe the asymptotic behavior
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of the analytical models. For very large amplitude oscillations compared to the radius of
gyration, both Eq. 4.64 and Eq. 4.40 are well-approximated by the linear function
f
(NL)
1 = f
(L)
1
[
0.208357
(
ηmax
rg
)
+ 0.147473
] (
ηmax
rg
> 3
)
, (5.10)
which can be used to rapidly predict the nonlinear vibration frequency if the normalized
maximum amplitude is known or can be estimated. Note that Eq. 5.10, as a limiting
approximation of higher-order methods, and hence does not require prior knowledge of the
first eigenvalue or exact mode shape in order to estimate f
(NL)
1 . Recall that changing the
boundary conditions of the panel will change the associated equations which predict the
expected nonlinear frequency.
Next, we can visually inspect the relative contributions of bending and axial strain to
the elastic strain energy in the panel by plotting Ue(t) as a function of time for each of the
panels. Recall that the full relation for the nonlinear elastic strain energy in the panel is:
Ue(t) =
1
2
∫ L
0
EA
[
∂u
∂x
+
1
2
(
∂w
∂x
)2 ]2
dx+
1
2
∫ L
0
EI
(
∂2w
∂x2
)2
dx , (5.11)
where u and w represent the axial and transverse deflections of the panel respectively. The
first integral represents the strain energy due to axial extension, while the second represents
the energy contribution due to bending stiffness. Figures 5.11a through 5.11d show the
computed linear and nonlinear elastic strain energy for each of the panels over the 4 ms
window. All plots use the same vertical scale.
Observations from the calculations begin with the fact that the thickest panels have the
smallest maximum elastic strain energy while having the greatest proportion of bending
energy. The bending energy makes up nearly 60% of the total energy for the h= 0.032”
panel, while it is closer to 1% for the h=0.004” panel. Both of these facts are consistent
with the fact that the thinner the panel becomes, the lower is bending rigidity, and therefore
the more it deflects. A greater deflection of the panel is directly linked to a greater work
input by the pressure differential, as the same force acts over a greater distance.
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(a) h = 0.032”, AR = 108.6 (b) h = 0.016”, AR = 217.2
(c) h = 0.008”, AR = 434.4 (d) h = 0.004”, AR = 868.8
Figure 5.11: Elastic Strain Energy Breakdown
5.3 NASA-UMD FTSI Simulations: Fluid Solution
To this point, we have focused attention on the transient response of the compliant panel to
the flow. We now shift focus to the flow itself, including structural loading, heat skin friction,
and heat transfer. In understanding the evolution of an unsteady process, XT-diagrams are
an extremely useful tool. In Figure 5.12 we directly compare the surface pressure for the
rigid case and each of the compliant cases tested. The thickest of the panels, h = 0.064” has
a very low-amplitude vibration and shows an almost indistinguishable pressure evolution as
compared to the rigid-geometry case. Mode to increasingly thinner panels, we observe larger
and larger deviations for the inviscid oblique shock pressure due to the motion of the panel.
Concurrently, we observe that the well-defined oscillation of the shear layer/reattachment
point seen in the rigid limit is broken up by the motion of the panel. Instead of reaching
the high-frequency of oscillation seen for the rigid case, the frequency of movement of the
shear layer corresponds more closely to the vibration frequency of the panel.
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(a) Rigid-Geometry Case (b) h = 0.064”, AR = 54.3
(c) h = 0.032”, AR = 108.6 (d) h = 0.016”, AR = 217.2
(e) h = 0.008”, AR = 434.4 (f) h = 0.004”, AR = 868.8
Figure 5.12: Panel Surface Pressure Coefficient - FTSI Simulation
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Using the post-processing techniques discussed in Section 3.4 for the rigid case, we are
able to generate contemporaneous plots of the surface pressure, friction coefficient, heat flux
are presented; the panel normal deflection is also included for context. The horizontal axis
is the distance along the panel normalized by the panel length, and the vertical axis is the
simulation time in milliseconds. Figure 5.13 shows the pressure, skin friction, and heat flux
for the h = 0.032” panel. The panel completes approximately three oscillations within the 4
ms duration shown. Relative to the rigid-geometry case, we observe only minor differences
in the surface pressure distribution and trajectory of the reattachment point. The average
heat flux at the reattachment location is slightly reduced relative to the rigid case.
(a) Pressure Coefficient (b) Skin Friction Coefficient
(c) Surface Heat Flux (d) Panel Transverse Deflection
Figure 5.13: FTSI Simulation XT-plots, h = 0.032”
On the right-side of the panel, where the wall-adjacent flow is far away from the
oscillations of the shear layer, the slight increases and decreases in pressure are in phase with
(and a direct result of) the panel motion. Compare this to the response of the h=0.064”
panel in 5.14, where the amplitude of the oscillations are so small that the surface pressure,
heat transfer, and skin friction were found to be genuinely indistinguishable from the rigid
geometry case.
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The same variables are plotted for the h = 0.016” panel in Figure 5.15, where the
influence of the panel motion on the surface conditions is far more obvious. Not only does
the motion of the panel influence the surface pressure in the supersonic regions, but the
trajectory of the reattachment point is now significantly altered. An in-phase oscillation of
the reattachment point is superimposed onto the high-frequency fluctuations of the shear
layer. Viewing the transverse (i.e. normal) panel deflection, we observe that the unimodal
vibration of the thicker panels is now absent, replaced with a multimodal vibration which
begins manifesting asymmetry due to the pressure loading beyond approximately 2 ms.
Trends which were emergent for the h = 0.016” panel are fully present in the h =
0.008” and h=0.004” FTSI simulations, seen above in Figures 5.16 and 5.17, respectively.
The high-frequency, large amplitude oscillations of the panel fundamentally alter both the
development of the separation region and the surface pressure distribution relative to the
rigid case. The in-phase oscillations in the surface pressure are sharply-defined and both
upstream and downstream along the panel due to the motion of transverse waves from
the higher excited modes. The maximum heating rate in the reattachment region for the
h = 0.004” panel was St = 4.27×10−3, ad compared to a value of St = 7.39×10−3 for
the h = 0.064” panel, which was identical to the rigid case. For the thinnest panels, the
compliant panel vibration has a chaotic, multimodal nature of very large amplitude. The
maximum amplitude of the h=0.004” panel was 3.1915 times that of the h=0.032” panel
and 15.972 times that of the h=0.064” panel.
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Figure 5.14: FTSI Simulation XT-plots, h = 0.064”
Figure 5.15: FTSI Simulation XT-plots, h = 0.016”
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Figure 5.16: FTSI Simulation XT-plots, h = 0.008”
Figure 5.17: FTSI Simulation XT-plots, h = 0.004”
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(a) Reynolds’ Analogy (b) Surface Pressure Gradient
Figure 5.18: Evaluating Reynolds’ Analogy: h = 0.032”
Given that the skin friction and heat transfer rates were both computed from the fluid
solution for each of the compliant-panel cases, we are again in a position to evaluate the
applicability of Reynolds’ analogy; this time for moving geometries. The ratio Cf/2Ch and
the pressure gradient magnitude βπ for the h = 0.032” panel are plotted in Figures 5.18a and
5.18b. We observe that, although the Chilton-Colburn analogy is still reasonably accurate
at predicting the heat transfer, the accuracy has been reduced relative to the rigid case.
Equivalent calculations were performed for the other panel thicknesses as well, with
the results presented below in Figures 5.19 through 5.22. The h = 0.064” panel shows
the smallest deviation from the rigid-geometry result, and experiences the smallest average
pressure gradient. As the panel deflections become larger, so too does the maximum pressure
gradient and therefore the maximum error in applying the Reynolds analogy.
(a) Reynolds’ Analogy (b) Surface Pressure Gradient
Figure 5.19: Evaluating Reynolds’ Analogy: h = 0.064”
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Figure 5.20: Evaluating Reynolds’ Analogy: h = 0.016”
Figure 5.21: Evaluating Reynolds’ Analogy: h = 0.008”
Figure 5.22: Evaluating Reynolds’ Analogy: h = 0.004”
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To clarify the relationship between the heat transfer analogy and surface pressure
gradient, we present plots in which x/L is replaced as the independent variable with βπ.
Despite the presence of outliers, the clustering and statistical trend in the data is toward
increased accuracy of the heat transfer analogy as the pressure gradient vanishes.
(a) H/T Analogy Dependence, h = 0.032” (b) H/T Analogy Dependence, h = 0.016”
(c) H/T Analogy Dependence, h = 0.008” (d) H/T Analogy Dependence, h = 0.004”
Figure 5.23: Reynolds’ Analogy - Pressure Gradient Dependence
5.4 NASA-UMD FTSI Simulations: Thermal Response
As was previously stated in Section 2.3, the temperature in the panel is also computed as a
solution variable. It was discovered by running simulations that, given the heat flux values
computed from the laminar solution, the duration of the present simulations was insufficient
to develop meaningful temperature changes within the panel. Although the evolution of the
location of peak heating is clearly reflected in the computed temperature distribution (see
Figure 5.24), the average rate of temperature change for the h=0.032” panel was one the
order of a single degree Kelvin per second, which implies a of cost hundreds of thousands
of CPU-hours to compute meaningful thermal data at the current computational timestep.
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Chapter 6
Comparison to Reduced-Order
Aerodynamic Models
While direct simulation of the full compressible Navier-Stokes equations offers potentially
the most accurate model of the fluid, this option can often be prohibitively expensive or
time consuming for engineering design analyses. Design optimization, flutter analysis, and
aerothermal simulations are all examples of engineering problems which require an accurate
and computationally-efficient aerodynamic model.
To compound the problem, many flow simplifications which work well for subsonic
or supersonic flow can have difficulty in the hypersonic regime due to structural and/or
fluid nonlinearities[2]. Examples of potentially invalid assumptions for hypersonic flow
include: perfectly rigid structures, a calorically-perfect fluid, the existence of self-similar
laminar boundary layers in zero pressure gradient1, and that the fluid can be described by a
single temperature. As a result, several reduced-order models (ROMs) have been developed
specifically for hypersonic applications in an effort to quickly and accurately compute the
surface pressure of an object in hypersonic flow. These methods include, but are not limited
to, Newtonian Impact theory, tangent wedge (TW) theory, classical piston theory (CPT),
and shock-expansion local piston theory (SE/LPT). The theoretical basis and assumptions
of each of these models were detailed in Section 2.7, and their predictions for the panel
surface pressure and transient response can be compared to those of the full FTSI model.
6.1 Predicting Surface Pressure From Known Panel State
One way to quantify the differences between a full time-accurate CFD solution and the
reduced-order aerodynamic models is to generate a pressure distribution based on the
time history of the panel state (i.e. panel deflection and velocity) extracted from the full
FTSI simulation. The PlasComCM-computed surface pressure, derived from solving the
CNS equations, can then be compared to the best possible prediction of the reduced-order
models. For each panel thickness, we plot the FTSI simulation pressure, compared with
1Generalizations of self-similar boundary layers for flow hypersonic flows do exist (e.g. the Howarth [80]
transformation), but they require coordinate transformations.
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Newtonian impact, tangent wedge, SE/LPT with Lighthill coefficients, SE.LPT with Van
Dyke coefficients, and finally with Donov coefficients. Figures 6.1 through 6.5 show XT-plots
for panel thicknesses h =
[
0.032”, 0.064”, 0.016”, 0.008”, 0.004”
]
of the predicted surface
pressure shown as pressure coefficient on scale Cp=[0.0, 1.4] for all plots.
(a) FTSI simulation result (b) Newtonian
(c) Tangent Wedge (d) SE/LPT-Lighthill
(e) SE/LPT-Van Dyke (f) SE/LPT-Donov
Figure 6.1: Direct Comparison of Reduced-Order Models for h = 0.032”
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(a) FTSI simulation result (b) Newtonian
(c) Tangent Wedge (d) SE/LPT-Lighthill
(e) SE/LPT-Van Dyke (f) SE/LPT-Donov
Figure 6.2: Direct Comparison of Reduced-Order Models for h = 0.064”
We observe, for all cases, that the Newtonian impact model is the worst reduced order
model, consistently under-predicting the surface pressure by ∼ 20%. The tangent wedge
accuracy is comparatively better, but its tendency is to slightly over-predict the actual
pressure. All of the SE/LPT models demonstrate similar performance, with the Donov
model proving marginally superior to either Van Dyke or Lighthill.
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(a) FTSI simulation result (b) Newtonian
(c) Tangent Wedge (d) SE/LPT-Lighthill
(e) SE/LPT-Van Dyke (f) SE/LPT-Donov
Figure 6.3: Direct Comparison of Reduced-Order Models for h = 0.016”
None of the reduced-order models account for the effects of the separation region to the
left-left o the panel. Most obviously, the ROMs lack the signature low-pressure region
of the growing separation bubble. A more subtle error is the increase in average static
pressure immediately adjacent to the separation bubble in the two-shock region mentioned
in Section 3.2. Given that this region tends to dominate for larger solution times, accurately
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predicting this region promises significant gains in ROM accuracy. For the thinnest two
panels, h = 0.008” and h = 0.004”, it is readily obvious that the reduced-order models
(especially piston theory) are quite accurate in the single-shock region; they are able to
reproduce the FTSI pressure distribution in a level of detail that was better than expected
prior to performing the comparison.
(a) FTSI simulation result (b) Newtonian
(c) Tangent Wedge (d) SE/LPT-Lighthill
(e) SE/LPT-Van Dyke (f) SE/LPT-Donov
Figure 6.4: Direct Comparison of Reduced-Order Models for h = 0.008”
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(a) FTSI simulation result (b) Newtonian
(c) Tangent Wedge (d) SE/LPT-Lighthill
(e) SE/LPT-Van Dyke (f) SE/LPT-Donov
Figure 6.5: Direct Comparison of Reduced-Order Models for h = 0.004”
A visually efficient way to compare the accuracy of the reduced-order models is to extract
slices of the computed data at fixed locations along the panel. Figure 6.6 shows the FTSI
surface pressure compared with the Newtonian, Tangent-Wedge, and SE/LPT models at
locations of 20% and 80% chord.
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(a) h = 0.032”, x/L = 0.20 (b) h = 0.032”, x/L = 0.80
(c) h = 0.016”, x/L = 0.20 (d) h = 0.016”, x/L = 0.80
(e) h = 0.004”, x/L = 0.20 (f) h = 0.004”, x/L = 0.80
Figure 6.6: Comparison of Reduced-Order Aero Models at 20% and 80% chord
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Inspection of Figure 6.6 reveals a mixture of both expected and unexpected results
in evaluating the accuracy of the reduced-order aerodynamic models. An expected result
being—due to the lack of a separation model—that the accuracy of the surface pressure
prediction at the 20%-chord location decreases rapidly as the simulation time progresses
and the recirculation region grows in size. The unexpected (but certainly welcome) result
is the very high accuracy of the SE/LPT models relative to the PlasComCM calculation
early in the simulation at the 80%-chord location. This excellent initial accuracy is then
lost, almost discontinuously, approximately 1.3 ms from the start of the simulation.
As was stated previously, we observe that the TW model is qualitatively-accurate and
only slightly over-predicts the surface pressure, while the Newtonian model is the least
accurate of all models evaluated, under-predicting the actual pressure by quite a margin.
The third-order SE/LPT model with the coefficients of Donov is shown to marginally
outperform the other SE/LPTmodels for the current application. Moreover, the observation
that the SE/LPT models are in error to the PlasComCM solution by a constant amount
after a critical time suggests that the accuracy of the models can be materially improved
by a first-order correction.
6.2 Improving the ROMs with a Separation Model
In discussing the theoretical basis for the reduced-order aerodynamic models in Section 2.7,
we noted that the SE/LPT models employ local flow conditions to predict the panel surface
pressure. To this point, the local conditions were presumed to be those of the freestream
modified by a single inviscid-shock correction consistent with the freestream Mach number
and ramp turning angle. A benefit of performing time-accurate CFD simulations is to
provide some insight into the flow and how a reduced-order model might be improved.
In particular, we find that the surface pressure in regions sufficiently far away from the
separation bubble is confirmed to be essentially identical to the inviscid oblique shock
theory prediction. Close to the separation bubble, however, this assumption is found to
be less representative of the actual flow conditions.
We find that the average surface pressure jumps sharply from the inviscid shock-predicted
value to a slightly higher value, with an offset which remains approximately constant with
time. The division between these regions is clearly visible in the XT-plot of Figure 3.7 as
a roughly 45-degree line starting from the origin. Interrogation of the flow field reveals
that this high-pressure region adjacent to the separation bubble is actually caused by the
presence of a two-shock system instead of the presumed one, resulting in a different entropy
history and resulting surface pressure. A visual representation of the proposed two-shock
system around a compression corner in hypersonic flow is presented below in Figure 6.7.
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Boundary Layer, δ(x)
Leading-edge Shock
Sep. Shock
Inviscid Ramp Shock
Recirculation Region
Reattachment Shock
Dividing Streamline
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Slip Line
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3
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Figure 6.7: Key Features of the Two-Shock Compression Ramp Flow
When the external flow encounters the flat plate/ramp combination, a detached bow
shock is formed at the leading edge. If the plate is at zero incidence relative to the freestream,
the shock is relatively weak and the flow conditions in Region-1 are approximately equal
to the freestream.2 Far enough away from the separation bubble, in Region-2, the flow
is turned through the ramp angle θ1 through a single oblique shock with the same wave
angle and properties as the inviscid oblique-shock solution. At the foot of the separation
bubble, the flow is first turned through a separation angle θsep<θ1 though an oblique shock
wave, resulting an Region-3. The remaining turning θ1−θsep is accomplished by a single
oblique reattachment shock, resulting in Region-4. This is, of course, a simplification of
the actual flow in which attached oblique solutions may not even exist for some geometries
and freestream flow conditions [81]. Nevertheless, this model of the viscous compression
ramp interaction captures first-order effects which were previously absent from the SE/LPT
models, offering the potential for substantial improvements in accuracy.
The streamlines which pass directly from Region-1 to Region-2 are considered to be
in the “single-shock” flowpath, while flow which passes through Regions-3 and 4 is in the
“two-shock” flowpath. Because these two paths have different entropy histories, they must
also have different stagnation pressures and velocities. The separation and reattachment
shocks meet at a triple point (TP), away from which emanates the main ramp shock, an
expansion fan, and a slip line across which the velocity is discontinuous. Given that a
two-shock solution is known to exist for the present case, we propose a modification to the
SE/LPTmodels accounting for the change in local flow conditions for streamlines sufficiently
close to the separation bubble.
2The pressure, density and speed of sound are all slightly increased relative to their freestream values
due to the flow turning caused by the viscous boundary layer growing along the flat plate section.
89
6.2.1 Computing the Two-Shock Solution
If the pressure in the separation bubble can be predicted beforehand, the pressure and
speed of sound in the two-shock region based on the two-shock model can be calculated in
a straightforward manner. In order, the steps to compute the two-shock solution are:
1) First, estimate the pressure coefficient in the separation bubble from an appropriate
hypersonic correlation. For a laminar approaching boundary layer, Marini [14] suggests:
Cpsep = 0.91
[
(M20 − 1)Rex0
]−1/4(
Tw/Tr
)−1/16
, (6.1)
where M0 and Rex0 are the boundary-layer edge Mach number and local Reynolds
number at a location x0, the furthest upstream (streamwise) coordinate of the SWBLI.
The wall and recovery temperatures are Tw and Tr, respectively. We can evaluate the
applicability of Eq. 6.1 comparing the predicted value of Cpsep=0.01743 to the corner
static pressure extracted from the CFD simulation. The results of this comparison for
the rigid case are provided below in Figure 6.8, which suggests that the prediction from
6.1 is a reasonable, if slight over-prediction compared to the actual corner pressure.
Figure 6.8: Corner Pressure Coefficient - Rigid geometry
2) Next, we assume that the pressure in the separation region is imposed by/identical to the
pressure behind separation shock, which is a reasonable approximation if the streamwise
curvature of the separated shear layer is minimal3. That is to say,
psep
p1
= 1 +
1
2
γM2∞Cpsep ≈
p3
p1
= p31 . (6.2)
3This assumption is informed by radial equilibrium and the pressure gradient normal to a streamline. A
similar line of reasoning yields the conclusion of zero normal pressure gradient in a boundary layer.
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3) With the pressure ratio across the separation shock known, the normal component of
the approaching Mach number can be solved explicitly using the oblique shock relations:
M1n =
√
(γ + 1)p31 + (γ − 1)
2γ
. (6.3)
4) Since M1n=M∞ sinβs, we can now compute the separation shock wave angle βs from
M1n and M∞, allowing us to directly compute θsep, the effective separation angle:
θsep = tan
−1
[
2(M21n − 1)
tanβs
{
2 +M2∞(γ + cos 2βs)
}] . (6.4)
5) The normal component of the Mach number downstream of the separation shock can
also be computed from the oblique shock relations and knowledge of M1n:
M3n =
√
2 + (γ − 1)M21n
2γM21n−(γ − 1)
. (6.5)
6) All other local flow conditions in Region-3 above the separation bubble (Mach number
and property ratios4) can then be calculated from the known information:
M3 =
M3n
sin(βs−θsep) (6.6)
ρ31 =
(γ + 1)M21n
2+(γ − 1)M21n
(6.7)
T31 =
p31
ρ31
=
[
2γM21n − (γ − 1)
γ + 1
][
2+(γ − 1)M21n
(γ + 1)M21n
]
. (6.8)
7) With the conditions of the supersonic immediately above the recirculation region known,
we can then iteratively solve the θ-β-M relation (i.e. Eq. 6.4) for the reattachment shock
angle βr
5. Note that the computed wave angle βr is measured relative to the ramp and
not the relative to the freestream direction.
βr = βr(M3, θr), (6.9)
where the remaining turning angle is θr=θ1−θsep and θ1=35◦ is the ramp angle.
8) Based on the computed value of βr, the normal component of the Mach number approaching
4The temperature ratio is needed to compute the local speed of sound aloc calculation
5Again, this assumes that an attached-shock oblique solution exists, which it may not
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the reattachment shock is given simply by
M ′3n =M3 sinβr, (6.10)
where the prime ( ′) indicates the direction normal to the reattachment shock.
9) The normal component of the Mach number in Region-4 is given in terms of M ′3n:
M ′4n =
√
2 + (γ − 1)M ′23n
2γM ′23n−(γ − 1)
. (6.11)
10) Property ratios for Region-4 follow directly from M ′3n and the oblique shock relations:
M4 =
M ′4n
sin
[
βr−(θ1−θsep)
] (6.12)
p43 =
2γM ′23n − (γ − 1)
γ + 1
(6.13)
ρ43 =
(γ + 1)M ′23n
2+(γ − 1)M ′23n
(6.14)
T43=
[
2γM ′23n−(γ−1)
γ + 1
][
2+(γ − 1)M ′23n
(γ + 1)M ′23n
]
. (6.15)
11) For the SE/LPT models in the two-shock, the local pressure p4 and speed of sound a4
are required. Based on the previous calculations, these variables are simply:
p4 = p∞(p43p31) (6.16)
a4 = a∞
√
T43T31 . (6.17)
12) With the local flow conditions known, the equivalent piston Mach number can be
computed for the single-shock and two-shock regions directly:
Mp =


M2
∂Z(x, t)
∂x2
+
1
a2
∂Z(x, t)
∂t
(single-shock)
M4
∂Z(x, t)
∂x2
+
1
a4
∂Z(x, t)
∂t
(double-shock)
(6.18)
where the subscript “2” indicates that both the slope and velocity are computed in the
panel (rotated) frame. Recall that Eq. 2.90 is used to convert slope between frames.
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13) The surface pressure is then computed using the third-order PT-model as before, with
ps = p loc
[
1 + γ
(
c1M˜p + c2M˜
2
p + c3M˜
3
p
)]
, (6.19)
where coefficients defined by the user’s choice of specific piston-theory model and Table 2.1
and the equivalent piston Mach number is M˜p = Vp/aloc.
A complication of the separation model outlined above is the fact that the exact size
and/or position at any given time is not necessarily known beforehand. Since the data are
available, the results of the rigid-body CFD are used to estimate the space-time trajectories
of the boundaries between the single-shock and two-shock regions, as well as the boundary
between the two-shock region and the fully separated region. The foot of the separation
region, the location of which determines the location of the boundary between single-shock
and two-shock regions, moves upstream from the ramp corner at a roughly constant speed
within the 4 ms time window shown in Figure 3.7. This suggests a linear relation for the
trajectory of the boundary xˆ1(t) of the form:
xˆ1(t) = xˆ
∗
1 (t/t
∗
1) , (6.20)
where the (ˆ ) notation is used to indicate a distance non-dimensionalized by the panel
length and the position (xˆ, t) = (xˆ∗1, t
∗
1) is known from available CFD data. Similarly, a
model is needed for the reattachment location, which divides the separation region from
the two-shock region. Since the initial velocity is finite and the separation location must be
bounded (i.e. lim
t→∞
xˆ2(t)<∞), the following exponential model was implemented:
xˆ2(t) =
(
1− e−kt
1− e−kt∗2
)
xˆ∗2 = (1− e−kt)xˆ2(t =∞) . (6.21)
Here the position (x, t)= (x∗2, t
∗
2) is again known from simulation data and k is a constant
which is proportional to the initial velocity of the reattachment point, x˙2(t= 0). For the
present work, the approximately best-fit parameters were found to be:
(xˆ∗1, t
∗
1) = (1.0, 1.8) (6.22)
(xˆ∗2, t
∗
2) = (0.3, 3.0) (6.23)
k = 0.50 , (6.24)
where the dimensional time t∗ is in ms. For the region corresponding to the separation
bubble, the pressure is set uniformly based on the Cpsep correlation presented by Marini.
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6.2.2 Assembling the ROM Pressure Functions
With solutions for each region (i.e. single-shock, two-shock, and separated) computed, the
different pressure functions can now be combined together into a single distribution in a
consistent way. Instead of relying on “hard” conditional (if-statement based) boundaries
between the regions, we have implemented “soft” boundaries using a set of blending functions.
Given n arbitrary transient spatial functions ϕi(x, t) ∀ i ∈ [1, n] which are separated by
n−1 boundaries with trajectories xj(t) ∀ j ∈ [1, n− 1], a possible map which smoothly and
continuously combines each of the subfunctions into a single distribution is:
f(x, t) = ϕ1(x, t) +
n∑
i=2
ϕi(x, t)− ϕi−1(x, t)
1 + e−ks[x− xi−1(t)]
= ϕ1(x, t) +
ϕ2(x, t)− ϕ1(x, t)
1 + e−ks[x− x1(t)]
+
ϕ3(x, t)− ϕ2(x, t)
1 + e−ks[x− x2(t)]
+ . . . ,
(6.25)
where the variable ks is a steepness parameter which controls the spatial width of the
boundary between contiguous regions. Use of Eq. 6.25 avoids unnecessary if-statements in
the underlying code while promoting desirable qualities of the final pressure distribution
such as continuity and differentiability. For the present analysis, the standard logistic
sigmoid function g(x)=ex/(1+ex) is chosen for blending although, in principle, any suitable
sigmoid could be used. A steepness parameter of ks=90 was chosen for all region boundaries
based on the rigid CFD simulation data.
It is important to emphasize that both the trajectory of the region boundaries xj(t)
and the width of the blending function ks are both finely tuned to achieve the maximum
accuracy relative to the available CFD data, and would not be so chosen if the investigator
were forced to rely solely on reduced-order models to characterize the flow. As such, the
results presented below represent what the author considers the best-possible SE/LPT model
for computing the unsteady panel surface pressure, as opposed to the most representative
best practice analysis. Developing a model for the transient growth of the separation region
and width of the transition boundary is likely possible (e.g. by employing a global stability
analysis [82]), but was considered beyond the scope of the current effort.
Figure 6.9 provides XT-diagrams for the FTSI simulation surface pressure for panel
thicknesses of h =
[
0.032”, 0.016”, 0.008”, 0.004”
]
in comparison to the surface pressure
as predicted by the improved SE/LPT model with the coefficients of Donov. While the
unsteadiness of the oscillating shear layer is not captured in the improved SE/LPT model,
nearly all other flow features are reproduced with a high degree of fidelity. Figure 6.10
quantitatively compares the performance of the reduced-order models after incorporation
of the separation model, and is contrasted directly with the original results of Figure 6.6.
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Figure 6.9: Surface Pressure XT-plots w/ Separation Model
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(a) h = 0.032”, x/L = 0.20 (b) h = 0.032”, x/L = 0.80
(c) h = 0.016”, x/L = 0.20 (d) h = 0.016”, x/L = 0.80
(e) h = 0.004”, x/L = 0.20 (f) h = 0.004”, x/L = 0.80
Figure 6.10: Comparison of Reduced-Order Models w/ Separation Model
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As can be readily appreciated from Figure 6.10, the introduction of the separation model
has vastly improved the accuracy of each of the reduced order models in comparison to the
FTSI simulation data. At the 20%-chord location, which fully crosses into the separation
region, each of the models is now able to approximate the FTSI solution to the low pressure
value in the ramp corner. The actual solution decreases to this value more slowly than the
ROMs, an effect which is believed to be caused by the pressure fluctuations associated with
the separated shear layer. Moving to the 80%-chord location, we see that the jump from
the single-shock to two-shock region is now traversed smoothly and that the pressure in
the two-shock region as predicted by the separation model is nearly identical to the FTSI
simulation. Looking at the panel with the largest velocities and deflections (h=0.004”) we
see that the updated SE/LPT models are able to almost precisely reproduce, in granular
detail, the unsteady surface pressure distribution of the full FTSI model.
6.2.3 Quantitative Comparison of ROMs
Using the FTSI-predicted pressure as a proxy for the true values, we can estimate the
accuracy of the improved aerodynamic models. The relative error for each model relative
to the full FTSI solution is computed at each timestep and is defined as follows:
Relative Error = 100×
∥∥pROM − pCFD∥∥2∥∥pCFD∥∥2 = f(t) , (6.26)
where the computed pressure vector based on the reduced-order model is pROM and the
PlasComCM solution is pCFD The results of this comparison for four of the compliant panel
cases are reproduced below in Figure 6.11. As expected, we observe that the Newtonian
model is the worst performer of all models tested, followed by the Tangent-Wedge model.
That is not to say, however, the both models are equally poor, considering that the average
error for the tangent-Wedge modal is only slightly worse than the SE/LPT models, while
the Newtonian model is at least three-times less accurate. The Donov-SE/LPT model is
marginally-superior to the SE/LPT model with Lighthill or Van Dyke coefficients.
Perhaps most impressive about Figure 6.10 are the facts that a) the error is stabilized
with time even though the separation region is growing dynamically, and b) that the
magnitude of the error is seemingly independent of the amplitude or nature of the panel
vibration. The first is an indication that the trajectories which define the separated
flow, two-shock, and single-shock regions accurately represent the growth of the separation
bubble, while the second is a testament to the accuracy of the aerodynamic models in
properly accounting for the influence of the panel displacement and velocity on the surface
pressure distribution. The average error for the Donov-SE/LPT with separation model
averaged over the five panels tested was found to be only eref =9.372%.
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(a) h = 0.032”, AR = 108.6 (b) h = 0.016”, AR = 217.2
(c) h = 0.008”, AR = 434.4 (d) h = 0.004”, AR = 868.8
Figure 6.11: Accuracy of Reduced-Order Aero Models w/ Separation Model
6.3 Coupled FSI Simulation Using SE/LPT (Donov)
We can evaluate the structural response for the same parameters as the full FTSI simulations,
but instead employ a reduced-order model for the surface pressure. Given that the separation
model outlined in Section 6.2 was informed by available CFD data, the Donov-SE/LPT
model was used to generate the following results without a separation model. Due to the
reduced computational cost of the ROM, significantly more physical time (∆t ≈ 50 ms) was
produced in the simulation. Figures 6.12 and 6.13 provide plots of the transverse deflection,
in-plane deflection, modal decomposition, velocity and elastic strain energy for the ROM
simulation. The panel thickness for the simulation was h = 0.032”.
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Figure 6.12: SE/LPT FSI Panel Response, h = 0.032”
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Figure 6.13: SE/LPT FSI XT-plots, h = 0.032” (continued)
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Some key observations can be made from the piston-theory FSI simulations. First,
the panel response with the ROM-defined surface pressure is almost entirely unimodal,
exciting the first vibratory mode of the panel for the full duration of the simulation. In
the full-order FTSI results, the panel response contained multiple vibratory modes, and the
proportions of each changed significantly over time. The single-mode excitation caused by
the piston-theory model is made very clear in the modal decomposition of Figures 6.13c
and 6.13d, where the contribution of the next highest mode several orders of magnitude less
than the first mode contribution ‖q1(t)‖. Additionally, the response of the panel is found
to be perfectly symmetric across the 50%-chord location. The variations in forward and aft
deflections seen in each of the FTSI simulations is noe entirely absent, as is most evident
from the transverse and in-plane deflections shown in Figures 6.13a and 6.13b. Plotting
the deflection and velocity together in a phase portrait of Figure 6.12d, we see that the
phase-space trajectories of the 25%-chord and 75%-chord locations are nearly identical.
Finally, the long-duration of the simulation makes clear that aerodynamic damping is
present in the system. Because the structural model does not include any damping, the
reduction in vibration amplitude and associated elastic strain energy is due completely to
aerodynamic effects. Based on values for consecutive maxima of the elastic strain energy
U1 and U2, the damping ratio ζ is found to be:
ζ =
1√
1 +
[
2π
ln(U1/U2)
]2 = 1√
1 +
[
2π
ln(2.024/1.985)
]2 = 3.097×10−3 , (6.27)
indicating a highly underdamped system. The panel deflection is observed to never deflect
significantly into the flow direction, which is likely due to the lack of a low-pressure separation
region near the leading-edge of the panel. Looking in detail at the panel velocity in
Figure 6.12b a beating phenomenon is observed, suggesting that although the deflection
of the panel is well approximated by one spatial mode, multiple frequencies may actually
be present in the time-history of the panel response.
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Chapter 7
Conclusions & Future Work
7.1 Conclusions
High-fidelity aerothermoelastic simulations of a compliant panel embedded in a compression
ramp have been completed for a flat plate–compression ramp configuration. For the full-order,
two-dimensional, time-accurate simulation of the flow at M∞ = 6.04 and ReL = 8.53×106
and ramp angle θ1 = 35
◦, we observe that a large, laminar separation bubble is formed
at the ramp corner which consumes the entire flat plate section for large times. The thin
nature of the separated shear layer produces strong oscillations at multiple frequencies,
the precise values of which depend on the size of the separation bubble. peak heating at
the reattachment point of the shear layer is observed to be approximately h/h0 = 6.5 the
undisturbed value.
We observe that the analytical predictions for the fundamental nonlinear vibration
frequency of a two-dimensional compliant panel can be predicted within 16% of their
observed value from the FTSI simulations. We observed that the peak skin friction and
heating levels actually were reduced for the vibrating panel. We evaluated the Reynolds
heat transfer analogy for both the rigid and compliant cases, and confirmed that the
non-dimensional pressure gradient parameter is strongly correlated with the validity of
the analogy. Based on the simulations performed, it is recommended that the Reynolds (or
more precisely, Chilton-Colburn) analogy can be expected to be accurate for a hypersonic
compression ramp flow for pressure gradients with βπ ≤ 0.5. Higher values may be possible
for other flow configurations, but the present data set neither confirms nor rejects this
postulation.
Finally, we were able to compare the full-order CNS solution for a hypersonic compression
ramp flow to several reduced-order models including both local surface inclination methods
and several variants of piston theory. It was found that SE/LPT with the coefficients
specified by Donov provided the greatest accuracy relative to the FTSI simulations. Moreover,
we demonstrated that the accuracy of the SE/LPT models could be markedly improved
by the incorporation of a two-shock separation model with blending functions. Normalized
error values relative to the FTSI simulation predictions stabilized at 10% with incorporation
of the separation model, with very little variance to the mean.
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7.2 Future Work
While the computation of time-accurate, high-fidelity FTSI simulations for a two-dimensional
panel in a hypersonic flow has certainly been enlightening, the true nature of the hypersonic
compression ramp problem requires time-accurate simulation in three dimensions. Not only
is the true simulation of turbulence kinematically impossible in a 2D flow, some of the most
important flow features in the actual flow are noticeably absent. These include, but are
not limited to, a physically-accurate size of the separation bubble, elevated surface heat
transfer due to the presence of turbulent boundary layers, open-ended separation regions
without a dividing streamline, and the existence of Go¨rtler vortices on the ramp. The last
of these items has been well-documented as a source of elevated heat transfer, skin friction,
and general unsteadiness in the hypersonic compression ramp problem.
Finally, the incorporation of time-dependent boundary conditions will prove to be a
critical factor in correlating FTSI simulation with real-world experimental results. The
transients associated with tunnel startup and/or injection of the model into the domain
are known to cause meaningful deviations from their steady-state values, and the nonlinear
nature of aeroelastic vibrations ultimately requires not only an accurate physical model,
but also an accurate time-history of the flow. A WENO-based quasi-1D solver for the
Euler equations was written as part of this project, with the ultimate intention of being
used to generate physically-meaning data which could be extracted from the model of
the wind tunnel or Ludwieg tube and applied as boundary conditions to full-order 2D
and 3D aeroelastic simulations. In addition to exploring the three-dimensional hypersonic
aeroelastic problem, the author also looks forward to quantifying the scale of deviations that
might be expected from previous results when tunnel transients are properly incorporated
into the FTSI model. Full-order, coupled aerothermoelastic simulation of a compliant panel
in hypersonic compression ramp flow using 3D DNS represents an extraordinarily small
niche of the research landscape that certainly could benefit from additional contributions.
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Appendix A
WENO Implementation in
PlasComCM
A.1 Eigenvectors of the Euler Equations
The full eigenvectors for the single and multi-component Euler equations on curvilinear
grids implemented in PlasComCM have been previously documented by Movahed [35] and
are reproduced below. For a two-dimensional single-component fluid, the eigenvectors are:
R =


1 0 ρ2c
ρ
2c
u ρξ˜y
ρ
2c
(
u+ cξ˜x
)
ρ
2c
(
u− cξ˜x
)
v −ρξ˜x ρ2c
(
v + cξ˜y
)
ρ
2c
(
v − cξ˜y
)
KE ρ
(
uξ˜y − vξ˜x
)
ρ
2c
(
H + cV˙ξ
)
ρ
2c
(
H − cV˙ξ
)

 , (A.1)
and
L =


1− 12 (γ − 1)M2 (γ − 1) uc2 (γ − 1) vc2 −γ−1c2
1
ρ
(
vξ˜x − uξ˜y
)
1
ρ ξ˜y −1ρ ξ˜x 0
c
ρ
(
1
2 (γ − 1)M2 −
V˙ξ
c
)
1
ρ
(
ξ˜x − (γ − 1)uc
)
1
ρ
(
ξ˜y − (γ − 1)vc
)
γ−1
ρc
c
ρ
(
1
2(γ − 1)M2 +
V˙ξ
c
)
−1ρ
(
ξ˜x + (γ − 1)uc
)
−1ρ
(
ξˆy + (γ − 1)vc
)
γ−1
ρc

 .
(A.2)
For a multi-component fluid with species Yi,
R =


1 0 α α 0 0 0
u ρξ˜y α
(
u+ cξ˜x
)
α
(
u− cξ˜x
)
0 0 0
v −ρξ˜x α
(
v + cξ˜y
)
α
(
v − cξ˜y
)
0 0 0
H − ρc2pe ρ
(
uξ˜y − vξ˜x
)
α (H + cuˆ) α (H − cuˆ) z1 z2 z3
Y1 0 αY1 αY1 1 0 0
Y2 0 αY2 αY2 0 1 0
Y3 0 αY3 αY3 0 0 1


, (A.3)
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and
L =


1− b2 − b3 b1u b1v −b1 b1z1 b1z2 b1z3
−1ρ(uξ˜y − vξ˜x) 1ρ ξ˜y −1ρ ξ˜x 0 0 0 0
βc2(b2 + b3 − uˆc ) βc(ξ˜x − b1uc) βc(ξ˜y − b1vc) βb1c2 −βb1z1c2 −βb1z2c2 −βb1z3c2
βc2(b2 + b3 +
uˆ
c ) −βc(ξ˜x + b1uc) −βc(ξ˜y + b1vc) βb1c2 −βb1z1c2 −βb1z2c2 −βb1z3c2
−Y1 0 0 0 1 0 0
−Y2 0 0 0 0 1 0
−Y3 0 0 0 0 0 1


,
(A.4)
with
b1 =
pe
ρc2
=
γ − 1
c2
, b2 = 1+b1q
2−b1H, q = u2+v2, b3 = −ΣN−1i=1
YipρYi
c2
= b1Σ
N−1
i=1 Yizi,
and
α =
ρ√
2c
, zi =
−1
γ − 1
(
dp
d(ρYi)
)
=
cp(RN −Ri)T
R
+ hi − hN = −ρpρYi
pe
, b1zi = −pρYi
c2
.
For the three-dimensional, single-fluid case let α = ρ/2c. Then the eigenvectors are:
R =


ξ˜x ξ˜y ξ˜z α α
uξ˜x uξ˜y − ρξ˜z uξ˜z + ρξ˜y α(u+ cξ˜x) α(u− cξ˜x)
vξ˜x + ρξ˜z vξ˜y vξ˜z − ρξ˜x α(v + cξ˜y) α(v − cξ˜y)
vξ˜x + ρξ˜z vξ˜y vξ˜z − ρξ˜x α(v + cξ˜y) α(v − cξ˜y)
wξ˜x − ρξ˜y wξ˜y + ρξ˜x wξ˜z α(w + cξ˜z) α(w − cξ˜z)
KEξ˜x + ρ(vξ˜z − wξ˜y) KEξ˜y + ρ(wξ˜x − uξ˜z) KEξ˜z + ρ(uξ˜y − vξ˜x) α(H + cV˙ξ) α(H − cV˙ξ)


,
(A.5)
and
L =


(1− γ−12 M2)ξ˜x − 1ρ(vξ˜z − wξ˜y) αuξ˜x αvξ˜x + 1ρ ξ˜z αwξ˜x − 1ρ ξ˜y −αξ˜x
(1− γ−12 M2)ξ˜y − 1ρ(wξ˜x − uξ˜z) αuξ˜y − 1ρ ξ˜z αvξ˜y αwξ˜y + 1ρ ξ˜x −αξ˜y
(1− γ−12 M2)ξ˜z − 1ρ(uξ˜y − vξ˜x) αuξ˜z + 1ρ ξ˜y αvξ˜z − 1ρ ξ˜x αwξ˜z −αξ˜z
c
ρ
(
γ−1
2 M
2 − V˙ξc
)
ξ˜x
ρ − βu ξ˜yρ − βv ξ˜zρ − βw β
c
ρ
(
γ−1
2 M
2 +
V˙ξ
c
)
− ξ˜xρ − βu − ξ˜yρ − βv − ξ˜zρ − βw β


,
(A.6)
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where
α =
γ − 1
c2
, β =
γ − 1
ρc
.
For the three-dimensional multi-component equations, the eigenvectors are:
R =


ξ˜x ξ˜y ξ˜z α α 0 0 0
uξ˜x uξ˜y − ρξ˜z uξ˜z + ρξ˜y α(u + cξ˜x) α(u− cξ˜x) 0 0 0
vξ˜x + ρξ˜z vξ˜y vξ˜z − ρξ˜x α(v + cξ˜y) α(v − cξ˜y) 0 0 0
wξ˜x − ρξ˜y wξ˜y + ρξ˜x wξ˜z α(w + cξ˜z) α(w − cξ˜z) 0 0 0(
H − c
2
γ−1
)
ξ˜x + ρ(vξ˜z − wξ˜y)
(
H − c
2
γ−1
)
ξ˜y + ρ(wξ˜x − uξ˜z)
(
H − c
2
γ−1
)
ξ˜z + ρ(uξ˜y − vξ˜x) α(H + cuˆ) α(H − cuˆ) z1 z2 z3
Y1ξ˜x Y1ξ˜y Y1ξ˜z αY1 αY1 1 0 0
Y2ξ˜x Y2ξ˜y Y2ξ˜z αY2 αY2 0 1 0
Y3ξ˜x Y3ξ˜y Y3ξ˜z αY3 αY3 0 0 1


,
(A.7)
and
L =


(1− b2 − b3)ξ˜x −
1
ρ
(vξ˜z − wξ˜y) b1uξ˜x b1vξ˜x +
1
ρ
ξ˜z b1wξ˜x −
1
ρ
ξ˜y −b1ξ˜x b1z1ξ˜x b1z2ξ˜x b1z3ξ˜x
(1− b2 − b3)ξ˜y −
1
ρ
(wξ˜x − uξ˜z) ηuξ˜y −
1
ρ
ξ˜z ηvξ˜y ηwξ˜y +
1
ρ
ξ˜x −ηξ˜y b1z1ξ˜y b1z2ξ˜y b1z3ξ˜y
(1− b2 − b3)ξ˜z −
1
ρ
(uξ˜y − vξ˜x) ηuξ˜z +
1
ρ
ξ˜y ηvξ˜z −
1
ρ
ξ˜x ηwξ˜z −ηξ˜z b1z1ξ˜z b1z2ξ˜z b1z3ξ˜z
c
ρ
(
b2 + b3 −
uˆ
c
)
ξ˜x
ρ
−
(γ−1)
ρc
u
ξ˜y
ρ
−
(γ−1)
ρc
v
ξ˜z
ρ
−
(γ−1)
ρc
w
(γ−1)
ρc
b1z1c
ρ
b1z2c
ρ
b1z3c
ρ
c
ρ
(
b2 + b3 +
uˆ
c
)
−
ξ˜x
ρ
−
(γ−1)
ρc
u −
ξ˜y
ρ
−
(γ−1)
ρc
v −
ξ˜z
ρ
−
(γ−1)
ρc
w
(γ−1)
ρc
b1z1c
ρ
b1z2c
ρ
b1z3c
ρ
−Y1 0 0 0 0 1 0 0
−Y2 0 0 0 0 0 1 0
−Y3 0 0 0 0 0 0 1


,
(A.8)
where
α =
ρ
2c
, KE =
1
2
(u2 + v2 + w2), M2 =
u2 + v2 + w2
c2
, η =
γ − 1
c2
.
A.2 Roe average
The WENO reconstruction is performed in the characteristic space. Consequently, the left
and right eigenvectors are required to transform the fluxes from the physical space to the
characteristic space. When calculating the flux at a cell edge i+ 12 , the Roe average between
points i and i+1 are used to construct the right and left eigenvectors shown in section A.1.
The Roe average state U˜ is defined such that
∆F = A˜∆U, A˜ = A˜(U˜), U˜ = U˜(UL, UR), (A.9)
where
∆(·) = (·)L − (·)R. (A.10)
The Roe average operator R is
R(f) =
√
ρRfR +
√
ρLfL√
ρR +
√
ρL
. (A.11)
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It can be shown that (A.9) is satisfied by
ρ˜ =
√
ρLρR, u˜ = R(u), e˜ = R(e), H˜ = R(H), Y˜i = R(Yi). (A.12)
For a thermally perfect gas mixture, we choose the set (ρ˜, u˜, e˜, H˜, Y˜i, p˜ρ, p˜e, ˜pρYi), which
should satisfy the pressure constraint
∆p = p˜ρ∆ρ+ p˜e∆e+Σ
N−1
i=1 ˜pρYi∆ρYi. (A.13)
The next step is to define (p˜ρ, p˜e, ˜pρYi) in a consistent way satisfying the above constraint.
First, we calculate
p¯ρ = pρ(ρ˜, u˜, e˜, Y˜1, ..., ˜YN−1), (A.14)
p¯e = pρ(ρ˜, u˜, e˜, Y˜1, ..., ˜YN−1), (A.15)
¯pρYi = pρ(ρ˜, u˜, e˜, Y˜1, ...,
˜YN−1), i = 1, ..., N − 1. (A.16)
Next, the pressure residual δp is evaluated
δp = ∆p−
(
p¯ρ∆ρ+ p¯e∆e+Σ
N−1
i=1 ¯pρYi∆ρYi
)
. (A.17)
The Roe average state for the pressure derivatives are then defined as
p˜e = p¯e

1 + p¯e∆e
(p¯e∆e)2 + (p¯ρ∆ρ)2 + Σ
N−1
i=1 ( ¯pρYi∆ρYi)
2
δp

 , (A.18)
p˜ρ = p¯ρ

1 + p¯ρ∆ρ
(p¯e∆e)2 + (p¯ρ∆ρ)2 + Σ
N−1
i=1 ( ¯pρYi∆ρYi)
2
δp

 , (A.19)
˜pρYi = ¯pρYi

1 + ¯pρYi∆ρYi
(p¯e∆e)2 + (p¯ρ∆ρ)2 + Σ
N−1
i=1 ( ¯pρYi∆ρYi)
2
δp

 , (A.20)
which ensures satisfying (A.13). The Roe average for thermally perfect gas mixtures is not
a unique procedure, but it returns the standard formulation for a calorically perfect gas as
δp vanishes. The Roe average sound speed is
a˜2 = p˜ρ +
p˜e
ρ˜
(H˜ − e˜− k˜e) + ΣN−1i=1 Y˜i ˜pρYi . (A.21)
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Appendix B
Implied Zero Poisson’s Ratio for
Euler-Bernoulli Beams
The structural solver described in Section 2.3 is used to predict the transient panel response.
Verification of the structural solver in Section B.1 showed that the assumption of a Poisson’s
ratio ν=− ǫzǫx equal to zero was required to match the predictions from linear Euler-Bernoulli
beam theory. This appendix aims to provide an explanation as to why this might be the
case. Let the axial and transverse directions along a beam be aligned with the neutral axes
and defined by unit vectors e1, e2 and e3 respectively. We also allow the angle of deflection
of the panel in the transverse directions as θ2 and θ3. Figure B.1 below displays the sign
conventions for deflection and slope of the beam.
−θ2
e2
e1
e3
u3(x1)
(a) Conventions for e1-e3 plane
θ3
e3
e1
e2
u2(x1)
(b) Conventions for e1-e2 plane
Figure B.1: Sign Conventions for Beam-Aligned Coordinate System
From Bauchau and Craig [83], the five assumptions of the Euler-Bernoulli model are:
1) The axial dimension (e1) is considerably larger than the other two (e2, e3),
2) The material is linear elastic (i.e. Hookean),
3) The cross-section does not undergo in-plane deformation (ǫ22=ǫ33=0),
4) The cross-section remains planar after deformation, and finally,
5) The cross-section always remains normal to deformed longitudinal axis.
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From the kinematic implications of Assumption #3, the in-plane displacement can consist,
at most, of two rigid-body translations u¯2(x1) and u¯3(x1):
u2(x1, x2, x3) = u¯2(x1) (B.1)
u3(x1, x2, x3) = u¯3(x1) . (B.2)
If the cross-section remains planar (see Assumption #4), the axial deflection is:
u1(x1, x2, x3) = u¯1(x1) + x3θ2(x1)− x2θ3(x1) = f(x1) , (B.3)
which is purely a function of x1. Invoking the small-angle approximation that tan θ≈θ for
small θ, we can then explicitly define the deflection angles θ2 and θ3 as:
θ2 = −du¯3
dx1
(B.4)
θ3 =
du¯2
dx1
. (B.5)
Plugging Eq. B.4 and Eq. B.5 back into the deflection equation Eq. B.3, the u-field is:
u1(x1, x2, x3) = u¯1(x1)− x3du¯3
dx1
− x2du¯2
dx1
(B.6)
u2(x1, x2, x3) = u¯2(x1) , u3(x1, x2, x3) = u¯3(x1) . (B.7)
This proposed univariate (i.e. only a function of x1) displacement field is at the heart of
classical Euler-Bernoulli theory, and therefore also its limitations. With the displacement
field in hand, the strain tensor can easily be evaluated term by term:
ǫij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
=

ǫ11 ǫ12 ǫ13ǫ21 ǫ22 ǫ23
ǫ31 ǫ32 ǫ33

 =

ǫ11
γ12
2
γ13
2
γ21
2 ǫ22
γ23
2
γ31
2
γ32
2 ǫ33

 . (B.8)
Begin by computing the normal strain components ǫii:
ǫ11 =
∂u1
∂x1
= u¯′′1(x1)− x3u¯′′3(x1)− x2u¯′′2(x1) (B.9)
ǫ22 =
∂u2
∂x2
= 0
ǫ33 =
∂u3
∂x3
= 0

 u2 = u¯2(x1), u3 = u¯3(x1) . (B.10)
Next, evaluate the shear strain components γij . By symmetry arguments, we need only to
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actually solve for the three independent components γ12, γ13, and γ23:
γ12 =
∂u1
∂x2
+
∂u2
∂x1
=
∂
∂x2
[u¯1(x1)− x3u¯′3(x1)− x2u¯′2(x1)] + u¯′2(x1)
= −u¯′2(x1) + u¯′2(x1) = 0
(B.11)
γ13 =
∂u1
∂x3
+
∂u3
∂x1
=
∂
∂x3
[u¯1(x1)− x3u¯′3(x1)− x2u¯′2(x1)] + u¯′3(x1)
= −u¯′3(x1) + u¯′3(x1) = 0 .
(B.12)
The final shear strain component, γ23, is then given by:
γ23 =
∂u2
∂x3
+
∂u3
∂x2
=
∂u¯2(x1)
∂x3
+
∂u¯3(x1)
∂x2
= 0 , (B.13)
where we have made use of the fact that u2 and u3 are pure functions of x1. Clearly then,
the only nonzero component to the strain tensor ǫij = ǫ11 and is:
ǫ11 =
∂u1
∂x1
= u¯′′1(x1)− x3u¯′′3(x1)− x2u¯′′2(x1) . (B.14)
Key Observations:
The vanishing in-plane strain is a direct consequence of assuming the cross-section to be
infinitely rigid in its own plane. The vanishing shearing strain is a consequence of assuming
that the cross-section(s) remain normal to the deformed axis. The linear variation of axial
strain is a direct consequence of assuming that the cross-section remains planar. These three
statements are inconsistent if ν 6= 0. To see this more clearly, consider a linearly elastic,
isotropic material that obeys Hooke’s Law, and consider the purely axial loading condition
depicted below in Figure B.2 due to a point load P1 and/or distributed load p1(x):
e2
P1
e1
L
p1(x1)
Figure B.2: State of Uniaxial Stress
Under purely axial applied stress, a reasonable assumption is that the transverse stresses
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are negligible (σ22, σ33 ≪ σ11). The constitutive law for the cross-section then gives:
σ11(x1, x2, x3) = Eǫ11(x1, x2, x3) , (B.15)
which implicitly assumes a uniaxial stress state [83] (i.e. σ22, σ33 ≈ 0). Recall, however,
that our kinematic assumptions from Euler-Bernoulli theory resulted in a uniaxial strain
state
ǫ11(x1, x2, x3) = u¯
′
1(x1), ǫ22 = ǫ33 = 0 . (B.16)
Thus, the simultaneous assumption of both uniaxial stress and uniaxial strain is fundamentally
inconsistent, except for special case when ν = 0. Indeed, if ν 6= 0, the transverse stresses in
the uniaxial problem depicted in Figure B.2 must be given by:
σ22 = σ33 = −νσ11
E
6= 0 (B.17)
Historical justification of the widespread use of Euler-Bernoulli theory, despite its inherent
inconsistency, is that the incurred errors generally are small. This inconsistency ultimately
impacts the calculation of both the pure bending and extensional strain energies, e.g.
σ11(x1, x2, x3) = Eǫ11(x1, x2, x3) = −Ex2u¯′′2(x1) (B.18)
=⇒ M(x1) = −EIu¯′′2(x1) . (which is ultimately incorrect) (B.19)
Timoshenko theory relaxes the kinematic constraint requiring normal cross-sections, but
retains the infinite in-plane rigidity assumption. As a result, it is expected that an analytical
model based on Timoshenko theory would allow for good comparison to the FEM model
even when Poisson’s ratio is not equal to zero.
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Appendix C
Accurately Computing Extrema of
Discretely-Sampled Functions
Explicit verification of conservation principles (e.g. mass, momentum, energy) are typically
used to verify the proper operation of a numerical method. For the modeling of a vibrating
panel, the sum of the kinetic energy and strain potential energy should be a constant value in
the absence of non-conservative forces. Due to the nature of computation, the displacement
(and therefore the elastic strain energy) of the panel is known only at discrete times, with
the actual time of maximum strain energy not not necessarily coincident with the computed
time steps. Suppose we encounter the following situation, depicted below in Figure[C.1]:
u0
u1 u2
t0 t1 t2t∗
umax 6= u1
t
u
u(t)
Figure C.1: Maximum of a Discretely-Sampled Continuous Function
Let there be a continuous function u(t) which is sampled at the discrete times t0, t1, and t2.
The value of t1 is chosen such that ‖u(t1)‖ = ‖u1‖ ≥ ‖ui‖ ∀ i ∈ [1, N ]. Near this discrete
maximum value, the solution u(t) can be expanded into a Taylor series about t1:
u(t) = u1 +
∂u
∂t
∣∣∣∣
t1
(t− t1) + 1
2!
∂2u
∂t2
∣∣∣∣
t1
(t− t1)2 +O
[
(t− t1)3
]
. (C.1)
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The maximum value of this function occurs when u′(t) = 0, or approximately
u′(t∗) ≈ ∂u
∂t
∣∣∣∣
t1
+
∂2u
∂t2
∣∣∣∣
t1
(t∗ − t1) = 0 (C.2)
=⇒ t∗ = t1 − u
′(t1)
u′′(t1)
. (C.3)
Thus we have an estimate for t∗, assuming knowledge of the first and second derivatives of
u(t) at the discrete maximum value u1. Plugging our result back into the Taylor series for
u(t), we find that the maximum value of the solution umax = u(t
∗) can be estimated as:
umax ≈ u1 + u′(t1)
[
− u
′(t1)
u′′(t1)
]
+
1
2
u′′(t1)
[
− u
′(t1)
u′′(t1)
]2
= u1 − [u
′(t1)]
2
u′′(t1)
+
1
2
[u′(t1)]
2
u′′(t1)
(C.4)
=⇒ umax = u1 − [u
′(t1)]
2
2u′′(t1)
. (C.5)
The derivatives of u(t) can be estimated by any choice of finite-difference stencil, but for
simplicity we will use basic O(∆t2) forms. Assuming a fixed timestep, these equations are:
u′(t1) =
∂u
∂t
∣∣∣∣
t1
=
u2 − u0
2∆t
+O(∆t2) (C.6)
u′′(t1) =
∂2u
∂t2
∣∣∣∣
t1
=
u0 − 2u1 + u2
∆t2
+O(∆t2) (C.7)
These finite-difference approximations are then plugged back into our general equations for
t∗ and umax. After a bit of algebra, we find that the maximum value umax and its time of
occurrence t∗ can be computed directly from the known discrete values u0, u1, u2 and ∆t:
umax = u1 − (u0 − u2)
2
8(u0 − 2u1 + u2) (C.8)
t∗ = t1 +
u0 − u2
u0 − 2u1 + u2
(
∆t
2
)
(C.9)
Thus, the maximum value of a nominally-continuous function (such as U(t)) can be estimated
with increased accuracy. This method was used to improve accuracy when comparing the
initial kinetic energy of the panel Tmax and its maximum elastic strain energy Umax. This
formulation assumes a constant timestep which is an assumption that can be relaxed if
appropriate, leading to more general forms for umax and t
∗.
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Appendix D
SE/LPT Model Matlab R© Code
function [p_s,Mp_b] = pt_aero_model(XYZ,UVW,time,theta,M_inf,a_inf,p_inf,pt_model,sepModel)
%=====================================================================
%
% A MATLAB function which computes the unsteady surface pressure
% loading of a compliant surface, given instantaneous slope and
% velocity data, for a hypersonic flow based on piston theory
%
% Bryson Sullivan
% 1/30/19
%
%=====================================================================
%clc
%defualt values for arguments
if ~exist(’sepModel’,’var’)
sepModel=false;
end
%fprintf(’Using Aerodynamic Model: "%s"\n’,pt_model)
%if (sepModel)
% fprintf(’Using a separation model for SE/LPT cases...\n’)
%end
%constants
gam = 1.4; %specific heat ratio of air
R_air = 286.9; %Ideal gas constant [J/kg-K]
in_to_m = 0.0254; %conversion from inches to meters
m_to_in = 1.0/in_to_m; %conversion from meters to inches
mu = @(t) 1.716e-5*(t./273.11).^(3./2).*(273.11+110.56)./(t+110.56); % Sutherland’s Law (SI units)
%compute the Reynolds number
L1 = 14.125*in_to_m;
Lp = 3.475*in_to_m;
u_inf = M_inf*a_inf;
T_inf = a_inf^2/(gam*R_air);
T0 = T_inf*(1+(gam-1)/2*M_inf^2);
T_wall = 300.0;
Re = gam*p_inf*M_inf*L1/(a_inf*mu(T_inf));
%compute the equivalent piston Mach number
dZdX_1 = nderiv_fornberg(1,XYZ(:,end,1),XYZ(:,end,2)); %panel slope in the true frame
dZdX_2 = (dZdX_1-tan(theta))./(1+dZdX_1*tan(theta)); %panel slope in rotated frame
%dZdX_2 = tan(atan(dZdX_1)-theta); %panel slope in rotated frame
Zdot = -UVW(:,end,1)*sin(theta)+UVW(:,end,2)*cos(theta); %velocity normal to panel
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%====================================================
% Compute the "single-shock" solution
%====================================================
%fprintf(’ Using aerodynamic model "%s".\n’,pt_model)
beta = oblique_shock(M_inf,theta);
%fprintf(’Computed wave angle beta = %3.5f deg.\n’,rad2deg(beta))
%fprintf(’ Wave Angle Beta = %3.7f\n’,rad2deg(beta))
M1n = M_inf*sin(beta); % upstream normal Mach number
M2n = sqrt((2+(gam-1)*M1n^2)/(2*gam*M1n^2-(gam-1))); % downstream normal Mach number
M2 = M2n/sin(beta-theta); % downstream Mach number
P_21 = (2*gam*M1n^2-(gam-1))/(gam+1); % static pressure ratio P2/P1
rho_21 = ((gam+1)*M1n^2)/((gam-1)*M1n^2+2); % static density ratio rho2/rho1
T_21 = P_21/rho_21; % static temperature ratio T2/T1
P0_21 = T_21^(gam/(1-gam))*P_21; % stagnation pressure ratio P02/P01
Cp_2 = 2.0/(gam*M_inf^2)*(P_21-1); % pressure coefficient post-shock
%compute local (post-shock) conditions used for PT-model
a2 = sqrt(T_21)*a_inf;
p2 = P_21*p_inf;
%====================================================
% Compute the "double-shock" solution
%====================================================
%estimated separation bubble pressure coefficient (Marini ’01)
x0_hat = 0.5; % currently based on experimental results of T. Whalen
a0 = sqrt(gam*R_air*T_wall);
M0 = 4.87659938715139063; %based on CFD simulations
Re_x0 = gam*p_inf*M0*x0_hat*L1/(a0*mu(T_wall));
Cp_sep = 0.91*((M0^2-1)*Re_x0)^(-1/4)*(T_wall/T0)^(-0.0625);
%if strcmp(pt_model,’Donov’) && (time==1e-2)
% fprintf(’Cp_sep (Marini ’’01) = %1.5f\n’,Cp_sep)
% fprintf(’[(M0^2-1)*Re_x0]^(-1/4) = %1.5f\n’,((M0^2-1)*Re_x0)^(-0.25))
%end
%compute the separation shock solution to match correlated Cp
P_31 = 1.0+0.5*gam*M_inf^2*Cp_sep;
M1n_sep = sqrt(((gam+1)*P_31+(gam-1))/(2*gam));
rho_31 = ((gam+1)*M1n_sep^2)/(2+(gam-1)*M1n_sep^2);
T_31 = P_31/rho_31;
M3n_sep = sqrt((2+(gam-1)*M1n_sep^2)/(2*gam*M1n_sep^2-(gam-1)));
beta_sep = asin(M1n_sep/M_inf);
theta_sep = atan((2*((M_inf*sin(beta_sep))^2-1))/...
(tan(beta_sep)*(M_inf^2*(gam+cos(2*beta_sep))+2)));
M3 = M3n_sep/sin(beta_sep-theta_sep);
%compute the reattachment shock solution
beta_reat = oblique_shock(M3,theta-theta_sep);
M3n_reat = M3*sin(beta_reat);
M4n_reat = sqrt((2+(gam-1)*M3n_reat^2)/(2*gam*M3n_reat^2-(gam-1)));
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M4 = M4n_reat/sin(beta_reat-theta+theta_sep);
P_43 = (2*gam*M3n_reat^2-(gam-1))/(gam+1);
rho_43 = ((gam+1)*M3n_reat^2)/(2+(gam-1)*M3n_reat^2);
T_43 = P_43/rho_43;
%compute the local (post double-shock) conditions for PT-model
a4 = a_inf*sqrt(T_43*T_31);
p4 = p_inf*P_31*P_43;
%compute the equivalent piston velocity
Vp_cpt = u_inf*dZdX_1+UVW(:,end,2);
%compute the equivalent piston Mach number(s)
Mp_2 = M2*dZdX_2+Zdot/a2;
Mp_4 = M4*dZdX_2+Zdot/a4;
%======================================================
%
% NOTES:
% ===========
%
%======================================================
%compute the transform variable
k = 90; %boundary steepness factor
p_s = repmat(0,size(dZdX_1));
Mp_b = repmat(0,size(dZdX_1));
s = linspace(0,1,length(dZdX_1));
%define XT-trajectory of region boundaries
k_factor = 0.50;
if (sepModel)
%fprintf(’Using Separation Model\n’)
x1_hat = ((1-exp(-k_factor*time))/(1-exp(-k_factor*3.0)))*0.3;
x2_hat = 1.0*(time/1.8);
else
%fprintf(’Not Using Separation Model\n’)
x1_hat = -1; x2_hat = -1;
end
% Based on Meijer & Dala, "Local Piston Theory as an Alternative to
% Mesh Deformation: Slender Wing/Body Configurations," AIAA JoA, 2018
%Standard Newtonian Theory (for comparison)
if strcmp(pt_model,’Newtonian’)
p_s(dZdX_1>0) = p_inf*(1+gam*M_inf^2*(sin(atan(dZdX_1(dZdX_1>0)))).^2);
%p_s(dZdX_1>0) = p_inf*(1+gam*M_inf^2*(1+dZdX_1(dZdX_1>0)^(-2))^(-1));
%use blending functions for final p_s(x,t)
R1 = P_31*p_inf*ones(size(dZdX_1)); R2 = p_s;
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p_s = R1 + (R2-R1)./(1+exp(-k.*(s’-x1_hat)));
Mp_b = M4*ones(size(dZdX_1))./(1+exp(-k*(s’-x1_hat))) +...
(M2-M4)*ones(size(dZdX_1))./(1+exp(-k*(s’-x2_hat)));
return
%Tangent Wedge Model
elseif strcmp(pt_model,’Tangent Wedge’)
%pressure based on standard Tangent Wedge Theory (for comparison)
Ksq = (M_inf*atan(dZdX_1)).^2;
p_s(dZdX_1>0) = p_inf*(1+gam*(gam+1)/4*Ksq(dZdX_1>0)+gam*Ksq(dZdX_1>0).*...
sqrt(((gam+1)/4)^2+1./Ksq(dZdX_1>0)));
%use blending functions for final p_s(x,t)
R1 = P_31*p_inf*ones(size(dZdX_1)); R2 = p_s;
p_s = R1 + (R2-R1)./(1+exp(-k.*(s’-x1_hat)));
Mp_b = M4*ones(size(dZdX_1))./(1+exp(-k*(s’-x1_hat))) +...
(M2-M4)*ones(size(dZdX_1))./(1+exp(-k*(s’-x2_hat)));
return
%Raymond’s "strong-shock pressure function" (1960)
elseif strcmp(pt_model,’Raymond’)
for i=1:length(p_s)
%set the local pressure and piston Mach
if (s(i)>=x2_hat)
p_loc=p2; Mp(i)=Mp_2(i);
else
p_loc=p4; Mp(i)=Mp_4(i);
end
%compute the surface pressure
if (Mp(i)<0)
p_s(i) = p_loc*(1+(gam-1)/2*Mp(i))&(2*gam/(gam-1));
elseif (Mp>1.4)
p_s(i) = p_loc*(gam*(gam+1)/2*Mp(i)^2+2);
else
p_s(i) = p_loc*(gam*(gam+1)/2*Mp(i)^2+...
2-(1-(gam-1)/2*Mp(i))^(2*gam/(gam-1)));
end
end
%use blending functions for final p_s(x,t)
R1 = P_31*p_inf*ones(size(dZdX_1)); R2 = p_s;
p_s = R1 + (R2-R1)./(1+exp(-k.*(s’-x1_hat)));
Mp_b = M4*ones(size(dZdX_1))./(1+exp(-k*(s’-x1_hat))) + ...
(M2-M4)*ones(size(dZdX_1))./(1+exp(-k*(s’-x2_hat)));
return
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%CPT-Donov
elseif strcmp(lower(pt_model(1:3)),’cpt’)
%set the local pressure and piston Mach
p_loc = p_inf; Mp = Vp_cpt/a_inf;
%compute the surface pressure
M = M_inf; m=sqrt(M_inf^2-1);
switch pt_model(5:end)
case ’Lighthill’
c1 = 1.0;
c2 = (gam+1)/4;
c3 = (gam+1)/12;
case ’Van Dyke’
c1 = M/m;
c2 = (M^4*(gam+1)-4*m^2)/(4*m^4);
c3 = 0.0;
case ’Busemann’
c1 = M/m;
c2 = (M^4*(gam+1)-4*m^2)/(4*m^4);
c3 = ((gam+1)*M^8+(2*gam^2-7*gam-5)*M^6+10*(gam+1)*M^4-12*M^2+8)/(6*m^7);
case ’Donov’
c1 = M/m;
c2 = (M^4*(gam+1)-4*m^2)/(4*m^4);
c3 = (8-12*M^2+10*(gam+1)*M^4+(2*gam^2-7*gam-5)+(gam+1)*M^8)/(12*M*m^7);
otherwise
fprintf(’Aerodynamic model is not recognized! Exiting...\n’)
return
end
%use blending functions for final p_s(x,t)
R1 = P_31*p_inf*ones(size(dZdX_1));
R2 = p_inf*(1+gam*(c1*Mp+c2*Mp.^2+c3*Mp.^3));
p_s = R1 + (R2-R1)./(1+exp(-k.*(s’-x1_hat)));
Mp_b = M4*ones(size(dZdX_1))./(1+exp(-k*(s’-x1_hat))) +...
(M2-M4)*ones(size(dZdX_1))./(1+exp(-k*(s’-x2_hat)));
return
else
%compute the pressure in the separation bubble
R1 = P_31*p_inf*ones(size(dZdX_1));
%compute the pressure in the two-shock region
M=M4; m=sqrt(M4^2-1); Mp=Mp_4;
switch pt_model
case ’Lighthill’
c1 = 1.0;
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c2 = (gam+1)/4;
c3 = (gam+1)/12;
case ’Van Dyke’
c1 = M/m;
c2 = (M^4*(gam+1)-4*m^2)/(4*m^4);
c3 = 0.0;
case ’Busemann’
c1 = M/m;
c2 = (M^4*(gam+1)-4*m^2)/(4*m^4);
c3 = ((gam+1)*M^8+(2*gam^2-7*gam-5)*M^6+...
10*(gam+1)*M^4-12*M^2+8)/(6*m^7);
case ’Donov’
c1 = M/m;
c2 = (M^4*(gam+1)-4*m^2)/(4*m^4);
c3 = (8-12*M^2+10*(gam+1)*M^4+...
(2*gam^2-7*gam-5)+(gam+1)*M^8)/(12*M*m^7);
otherwise
fprintf(’Aerodynamic model is not recognized! Exiting...\n’)
return
end
R2 = p4*(1+gam*(c1*Mp+c2*Mp.^2+c3*Mp.^3));
%compute the pressure in the single-shock region
M=M2; m=sqrt(M2^2-1); Mp=Mp_2;
switch pt_model
case ’Lighthill’
c1 = 1.0;
c2 = (gam+1)/4;
c3 = (gam+1)/12;
case ’Van Dyke’
c1 = M/m;
c2 = (M^4*(gam+1)-4*m^2)/(4*m^4);
c3 = 0.0;
case ’Busemann’
c1 = M/m;
c2 = (M^4*(gam+1)-4*m^2)/(4*m^4);
c3 = ((gam+1)*M^8+(2*gam^2-7*gam-5)*M^6+...
10*(gam+1)*M^4-12*M^2+8)/(6*m^7);
case ’Donov’
c1 = M/m;
c2 = (M^4*(gam+1)-4*m^2)/(4*m^4);
c3 = (8-12*M^2+10*(gam+1)*M^4+...
(2*gam^2-7*gam-5)+(gam+1)*M^8)/(12*M*m^7);
otherwise
fprintf(’Aerodynamic model is not recognized! Exiting...\n’)
return
end
R3 = p2*(1+gam*(c1*Mp+c2*Mp.^2+c3*Mp.^3));
%use blending functions for final p_s(x,t)
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p_s = R1 + (R2-R1)./(1+exp(-k.*(s’-x1_hat))) +...
(R3-R2)./(1+exp(-k.*(s’-x2_hat)));
Mp_b = M4*ones(size(dZdX_1))./(1+exp(-k*(s’-x1_hat))) +...
(M2-M4)*ones(size(dZdX_1))./(1+exp(-k*(s’-x2_hat)));
end
end
%solves the theta-beta-M relation for the (weak) oblique shock angle
function beta = oblique_shock(M,theta)
gam = 1.4;
%fprintf(’ Mach = %2.4f, Theta = %2.4f degrees\n’,M,rad2deg(theta))
%maximum wave and ramp angles for an attached shock wave
%(Zucrow & Hoffman, Gas Dynamics Vol.1, ’76)
beta_max = asin(sqrt(1./(gam*M^2)*((gam+1.)/4*M^2-1....
+sqrt((gam+1.)*(1.+(gam-1.)/2*M^2+(gam+1.)/16*M^4)))));
theta_max = atan(2/tan(beta_max)*((M*sin(beta_max))^2-1)/...
(M^2*(gam+cos(2*beta_max))+2));
if (theta>theta_max)
fprintf(’ No attatched-shock solution exists for...
Ma=%1.1f,Theta=%2.1f degrees! Exiting...\n’,M,rad2deg(theta))
beta = NaN;
return
end
%Newton-Iteration for the wave angle
beta = theta + asin(1/M);
err=1.0; cntr=0; tol=1e-15; h=1e-30;
Res = @(b) tan(theta)-(2*((M*sin(b))^2-1))/...
(tan(b)*(M^2*(gam+cos(2*b))+2)); %from Anderson
while (err>tol)
%update the counter
cntr = cntr + 1;
%Newton-Raphson iteration using Complex-Step Method for the derivative
beta_p = beta;
beta = beta-h*Res(beta)/imag(Res(complex(beta,h)));
err = abs(beta/beta_p-1.);
%fprintf(’ (%d) Res = %1.5e\n’,cntr,abs(Res(beta)))
%iteration limit
if (cntr>=150)
print(’ (Warning: Iteration limit exceeded)\n’); err = 0;
end
end
end
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% solves the inverse Prandtl-Meyer relation
function M2 = expansion_fan(M1,theta)
gam = 1.4;
%define a function for the Prandtl-Meyer angle
nu = @(M) sqrt((gam+1)/(gam-1))*...
atan(sqrt((gam-1)/(gam+1)*(M^2-1)))-atan(sqrt(M^2-1));
fprintf(’\nPrandtl-Meyer angle for ...
M = %2.5f is %3.5f degrees\n’,M1,rad2deg(nu(M1)))
% solve for the post-expansion Mach number
M2=M1; err=1.0; cntr=0; tol=1e-15; h=1e-30;
Res = @(M1,M2,theta) rad2deg(nu(M1)-nu(M2))+theta;
fprintf(’ Computing post-expansion Mach number...\n’)
while (err>tol)
%update the counter
cntr = cntr + 1;
%Newton-Raphson iteration using Complex-Step Method for the derivative
M2_p = M2;
M2 = M2 - h*Res(M1,M2,theta)/imag(Res(M1,complex(M2,h),theta));
err = abs(M2/M2_p-1);
fprintf(’ (%d) Res = %1.5e\n’,cntr,abs(Res(M1,M2,theta)))
%iteration limit
if (cntr>=15)
fprintf(’ (Warning: Iteration limit exceeded) \n’); err = 0;
end
end
fprintf(’ Finished. (%d iterations)’,cntr)
end
function [ du ] = nderiv_fornberg(k,xPts,u)
%NDERIV_FORNBERG Uses the Fornberg method for all points to calculate
% almost-arbitrarily high-order derivatives. It uses a stencil size of 5
% points in the interior, and 6 for each of the two boundary points.
% Here, Nx = length(xPts), and u(ix) = U(xPts(ix)).
% RESTRICTIONS:
% k must be less than Nx, but greater than 1
% length(xPts) must be equal to or greater than 6
% CALCULATING DERIV
Nx = length(xPts);
if k >= Nx
error(’*** length(x) must be larger than k’)
end
if Nx~=length(u)
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error(’*** length(x) must be equal length(u)’)
end
du = zeros(size(u));
% Low boundary 2 points
du(1) = dot(fd_fornberg(xPts(1),xPts(1:6),k),u(1:6));
du(2) = dot(fd_fornberg(xPts(1),xPts(1:6),k),u(1:6));
% interior points
for ix = 3:Nx-2
du(ix) = dot(fd_fornberg(xPts(ix),xPts(ix-2:ix+2),k),u(ix-2:ix+2));
end
% Upper boundary 2 points
du(Nx-1) = dot(fd_fornberg(xPts(Nx-1),xPts(Nx-5:Nx),k),u(Nx-5:Nx));
du(Nx) = dot(fd_fornberg(xPts(Nx-1),xPts(Nx-5:Nx),k),u(Nx-5:Nx));
end
function c_lst = fd_fornberg(z,x,m)
%===========================================================================
%
% Calculates FD weights using Fornberg’s algorithm. The parameters are:
% z location where approximations are to be accurate,
% x vector with x-coordinates for grid points,
% m highest derivative that we want to find weights for
% c array size m+1,lentgh(x) containing (as output) in
% successive rows the weights for derivatives 0,1,...,m.
%
% http://dx.doi.org/10.4249/scholarpedia.9685
%
%===========================================================================
n=length(x); c=repmat(0,[m+1,n]); c1=1; c4=x(1)-z; c(1,1)=1;
for i=2:n
mn=min(i,m+1); c2=1; c5=c4; c4=x(i)-z;
for j=1:i-1
c3=x(i)-x(j); c2=c2*c3;
if j==i-1
c(2:mn,i)=c1*((1:mn-1)’.*c(1:mn-1,i-1)-c5*c(2:mn,i-1))/c2;
c(1,i)=-c1*c5*c(1,i-1)/c2;
end
c(2:mn,j)=(c4*c(2:mn,j)-(1:mn-1)’.*c(1:mn-1,j))/c3;
c(1,j)=c4*c(1,j)/c3;
end
c1=c2;
end
%only return the highest derivative
c_lst = c(m+1,:);
end
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Appendix E
Long-Duration NASA-UMD FTSI
Compliant Panel Response
(a) Deflection at 25%, 50% and 75% chord (b) Velocity at 25%, 50% and 75% chord
Figure E.1: FTSI Simulation, Deflection and Velocity (h = 0.032”)
(a) Deflection at 25%, 50% and 75% chord (b) Velocity at 25%, 50% and 75% chord
Figure E.2: FTSI Simulation, Deflection and Velocity (h = 0.064”)
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(a) Deflection at 25%, 50% and 75% chord (b) Velocity at 25%, 50% and 75% chord
Figure E.3: FTSI Simulation, Deflection and Velocity (h = 0.016”)
(a) Deflection at 25%, 50% and 75% chord (b) Velocity at 25%, 50% and 75% chord
Figure E.4: FTSI Simulation, Deflection and Velocity (h = 0.008”)
(a) Deflection at 25%, 50% and 75% chord (b) Velocity at 25%, 50% and 75% chord
Figure E.5: FTSI Simulation, Deflection and Velocity (h = 0.004”)
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(a) Modal Decomposition (b) Modal Decomposition (Top-View)
Figure E.6: Modal Decomposition (h = 0.032”)
(a) Modal Decomposition (b) Modal Decomposition (Top-View)
Figure E.7: Modal Decomposition (h = 0.016”)
(a) Modal Decomposition (b) Modal Decomposition (Top View)
Figure E.8: Modal Decomposition (h = 0.004”)
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Appendix F
ROM Comparison at Additional
Chord Locations
(a) h = 0.032”, AR = 108.6 (b) h = 0.016”, AR = 217.2
(c) h = 0.008”, AR = 434.4 (d) h = 0.004”, AR = 868.8
Figure F.1: Comparison of Reduced-Order Aero Models at x/L = 50% chord
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Figure F.2: Comparison of Reduced-Order Aero Models at x/L = 75% chord
Figure F.3: Comparison of Reduced-Order Aero Models at x/L = 95% chord
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