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Abstract
The second fundamental form for the boundary of a compact Riemannian manifold is described by a short
time behavior for the gradient of Neumann semigroups. As an application, we prove that the manifold is
convex if and only if the Neumann heat semigroup Pt satisfies the gradient estimate |∇Ptf | eKtPt |∇f |
for some constant K ∈ R and all t  0, f ∈ C1.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let M be a connected compact Riemannian manifold with boundary ∂M . Let N be the inward
unit normal vector field of ∂M . Then the second fundamental form of ∂M is defined as
I(v1, v2) := −〈∇v1N,v2〉, v1, v2 ∈ T ∂M.
We call the boundary ∂M (or the manifold M) convex if I(v, v) 0 for all v ∈ T ∂M.
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on M . It is well known that if ∂M is convex then the gradient estimate (cf. [5])
|∇Ptf | eKtPt |∇f |, f ∈ C1(M), t  0 (1.1)
holds provided
Ric−∇Z −K, (1.2)
where K ∈ R is a constant. In general (i.e. ∂M is not necessarily convex), (1.1) implies (1.2)
due to a standard argument of Bakry (cf. [2]). So, for convex ∂M these two inequalities are
equivalent (see e.g. [2,3,6] for more equivalent statements). On the other hand, for non-convex
domains weaker gradient estimates were derived in [7], which implies that for any p > 1 there
exists c > 0 such that (see Proposition A.1 below)
|∇Ptf |
(
Pt |∇f |p
)1/p
exp[c√t], t ∈ [0,1], f ∈ C1(M) (1.3)
holds. Obviously, the exponential upper bound in (1.1) for convex M is quite different from that
in (1.3) for non-convex M . Our first result says that (1.3) is sharp in the sense that √t cannot
be replaced by any smaller function t → S(t) with limt→0 t−1/2S(t) = 0. Consequently, (1.1)
implies the convexity of ∂M .
Theorem 1.1. If there exist p  1 and a positive function S with limt→0 t−1/2S(t) = 0 such that
|∇Ptf | eS(t)
(
Pt |∇f |p
)1/p
, t ∈ [0,1], f ∈ C1(M) (1.4)
holds, then ∂M is convex. Consequently, (1.1) holds if and only if ∂M is convex and (1.2) holds.
To prove this result, we study the short time behavior of ∇Ptf. As a result, we have the
following asymptotic formula of ∇Ptf at the boundary by using the second fundamental form.
Theorem 1.2. For any f ∈ C∞(M) with Nf |∂M = 0,
lim
t→0
|∇f |2√
t
log
|∇Ptf |
(Pt |∇f |p)1/p = −
2√
π
I(∇f,∇f ), p  1. (1.5)
To prove these results, we shall apply Itô’s formula for the gradient where the local time is
involved in. So, in the next section we present a limit theorem for the first moment of the local
time, from which we are able to present complete proofs of Theorems 1.1 and 1.2 in Section 3.
2. Short time behavior of the local time
The main result of this section is the following limit theorem for the expectation of the local
time.
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in ∂M. Then
lim sup
t→0
1
t
|Elt − 2
√
t/π | < ∞.
In particular,
lim
t→0
Elt√
t
= 2√
π
.
To prove this theorem, we need the following upper bound estimate on the second moment
of lt (cf. [4] and [7] for the exponential integrability of lt ). Here, we present a sharp upper bound
for short time.
Lemma 2.2. Let lt be as in Theorem 2.1. There exists a constant c0 > 0 such that El2t  c0t for
all t ∈ [0,1].
Proof. Let ρ∂ be the Riemannian distance function to ∂M . We have ∇ρ∂ = N on ∂M , and there
exists r0 > 0 such that ρ∂ is C∞-smooth on
∂r0M :=
{
x ∈ M: ρ∂(x) r0
}
.
Let ϕ ∈ C∞([0,∞)) such that ϕ(r) = r for r ∈ [0, r0/2] and ϕ(r) = 0 for r  r0. Then ϕ ◦ ρ∂ ∈
C∞(M) with ∇ϕ ◦ ρ∂ = N on ∂M. Let xt be the reflecting L-diffusion process with x0 ∈ ∂M.
By the Itô’s formula we have
dϕ ◦ ρ∂(xt ) =
√
2ϕ′ ◦ ρ∂(xt )dbt + Lϕ ◦ ρ∂(xt )dt + dlt

√
2ϕ′ ◦ ρ∂(xt )dbt − c1 dt + dlt
for some one-dimensional Brownian motion bt and some constant c1 > 0. This implies
lt  ϕ ◦ ρ∂(xt ) −
√
2
t∫
0
ϕ′ ◦ ρ∂(xs)dbs + c1t.
Therefore,
El2t  3E
{
ϕ ◦ ρ∂(xt )
}2 + 6E
t∫
0
{
ϕ′ ◦ ρ∂(xs)
}2 ds + 3c21t2
 c2t + 3E
{
ϕ ◦ ρ∂(xt )
}2
, t ∈ [0,1] (2.1)
for some constant c2 > 0. Since by Itô’s formula and noting that ϕ2 ◦ ρ∂ satisfies the Neumann
boundary condition, we have
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√
2ϕ ◦ ρ∂(xt )ϕ′ ◦ ρ∂(xt )dbt + Lϕ2 ◦ ρ∂(xt )dt
 2
√
2ϕ ◦ ρ∂(xt )ϕ′ ◦ ρ∂(xt )dbt + c3 dt
for some constant c3 > 0. This implies that Eϕ2 ◦ ρ∂(xt ) c3t and the proof is therefore com-
pleted by (2.1). 
Proof of Theorem 2.1. Let r0 > 0 be such that ρ∂ is C∞-smooth on ∂r0M. Let xt be the reflect-
ing L-diffusion process with x0 ∈ ∂M. Let
τ = inf{t > 0: ρ∂(xt ) r0}.
By the continuity of the process one has τ > 0. By Itô’s formula we have
dρ∂(xt ) =
√
2 dbt + Lρ∂(xt )dt + dlt , t  τ (2.2)
for some one-dimensional Brownian motion bt . Next, let sgn(s) = 1 if s  0; sgn(s) = −1 if
s < 0. Let
db˜t = sgn(b˜t )dbt , b˜t = 0.
Then b˜t is a Brownian motion satisfying
d|b˜t | = dbt + dl˜t , (2.3)
where l˜t is the local time of |b˜t | at 0. Since dlt is supported on {ρ∂(xt ) = 0} while dl˜t on {b˜t = 0},
it follows from (2.2) and (2.3) that
d
{
ρ∂(xt ) −
√
2|b˜t |
}2 = 2{ρ∂(xt ) − √2|b˜t |}Lρ∂(xt )dt + 2{ρ∂(xt ) − √2|b˜t |}(dlt − √2 dl˜t )
 2
{
ρ∂(xt ) −
√
2|b˜t |
}
Lρ∂(xt )dt  c1
∣∣ρ∂(xt ) − √2|b˜t |∣∣dt, t  τ
for some constant c1 > 0. This implies
E
{
ρ∂(xt∧τ ) −
√
2|b˜t∧τ |
}2  c21
4
t2. (2.4)
Moreover, (2.2) implies
∣∣Elt∧τ − √2Eρ∂(xt∧τ )∣∣ c2t
for some c2 > 0. Therefore, (2.4) yields
∣∣Elt∧τ − E|b˜t∧τ |∣∣ c3t
for some c3 > 0. Combining this with Lemma 2.2 and noting that E|b˜t | = √2t/π and Eb˜2t = t ,
we arrive at
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√
t√
π
∣∣∣∣= ∣∣Elt − √2E|b˜t |∣∣ c3t + E1{t>τ }(lt + √2|b˜t |)
 c3t + c4
√
tP(t > τ) (2.5)
for some c4 > 0. Noting that
dρ∂(xt )2  2
√
2ρ∂(xt )dbt + c dt, t  τ
holds for some c > 0 and a one-dimensional Brownian motion bt , by Proposition A.1 below we
have
P(t  τ) c1 exp[−c2/t], t ∈ (0,1] (2.6)
for some constants c1, c2 > 0. Therefore, the proof is completed by (2.5). 
3. Proofs of Theorems 1.1 and 1.2
As Theorem 1.1 is a consequence of Theorem 1.2, we first prove the latter. Since on
{x ∈ ∂M: ∇f = 0} both sides of (1.5) are zero, we shall only consider points where ∇f = 0.
Proof of Theorem 1.2. Since f satisfies the Neumann boundary condition, one has
Ptf = f +
t∫
0
PsLf ds.
By (1.3) with e.g. p = 2 and noting that Lf ∈ C1(M), we obtain
|∇Ptf − ∇f |
t∫
0
|∇PsLf |ds  ec
t∫
0
(
Ps |Lf |2
)1/2 ds  c(f )t, t ∈ [0,1]
for some constant c(f ) > 0. This implies
lim
t→0
|∇f |2√
t
log
|∇Ptf |
|∇f | = 0
and thus,
lim
t→0
|∇f |2√
t
log
|∇Ptf |
(Pt |∇f |p)1/p = limt→0
|∇f |2√
t
{
log
|∇Ptf |
|∇f | − log
(Pt |∇f |p)1/p
|∇f |
}
= − lim
t→0
|∇f |2√
t
log
(Pt |∇f |p)1/p
|∇f | . (3.1)
In order to calculate Pt |∇f |p , we shall apply Itô’s formula to |∇f |p(xt ). Thus, below we first
consider p  2 for which |∇f |p ∈ C2(M).
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Nf |∂M = 0. Since for p  2 one has |∇f |p ∈ C2(M), the Itô formula yields
|∇f |p(xt ) − |∇f |p(x0) =
t∫
0
L|∇f |p(xs)ds +
t∫
0
〈
N,∇|∇f |p〉(xs)dls .
This implies
∣∣E|∇f |p(xt ) − |∇f |p(x0) − E〈N,∇|∇f |p(x0)〉lt ∣∣
 E
t∫
0
∣∣L|∇f |p(xs)∣∣ds + E
t∫
0
∣∣〈N,∇|∇f |p(xs)〉− 〈N,∇|∇f |p(x0)〉∣∣dls
 c1t + c1E[ηt lt ]
for some constant c1 > 0 and ηt := max0st ρ(xs, x0), where ρ is the Riemannian distance
which is bounded for compact M . By the right continuity of xs and the dominated convergence
theorem, we have Eη2t → 0 as t → 0. Therefore,
lim
t→0
|E|∇f |p(xt ) − |∇f |p(x0) − E〈N,∇|∇f |p(x0)〉lt |√
t
= 0. (3.2)
Since 〈N,∇f 〉 = 0 on ∂M , we have
0 = v〈N,∇f 〉 = Hessf (v,N) − I(v,∇f ).
So,
〈
N,∇|∇f |p〉= p|∇f |p−2 Hessf (N,∇f ) = p|∇f |p−2I(∇f,∇f ).
Combining this with (3.2) and Theorem 2.1 we obtain
lim
t→0
|∇f |2(x0)√
t
log
(Pt |∇f |p(x0))1/p
|∇f |(x0) =
2√
π
I(∇f,∇f )(x0). (3.3)
This and (3.1) imply (1.5).
(b) By (a) and noting that
Pt |∇f |
(
Pt |∇f |p
)1/p  (Pt |∇f |2)1/2, p ∈ [1,2],
it suffices to prove
lim
t→0
|∇f |2(x0)√
t
log
|∇Ptf |(x0)
(Pt |∇f |(x0)) = −
2√
π
I(∇f,∇f )(x0). (3.4)
Noting that
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0st
Pt−s
(
Ps |∇f |(x0)
)2  (Pt |∇f |)2(x0) → |∇f |(x0) > 0 as t → 0,
and by [7, Theorem 1.1]
max
0t1
sup
M
∣∣∇Pt |∇f |∣∣< ∞
as ∇f is smooth so that |∇f | is Lipschitz continuous, we have
log
(Pt |∇f |2)1/2
Pt |∇f | (x0) = −
1
2
t∫
0
d
ds
logPt−s
(
Ps |∇f |
)2
(x0)ds
=
t∫
0
Pt−s |∇Ps |∇f ||2
Pt−s(Ps |∇f |)2 (x0)ds  ct, 0 t  1
for some constant c > 0 depending on x0 and f. Combining this with (1.5) for p = 2 we
prove (3.4). 
Proof of Theorem 1.1. It suffices to prove the second assertion. By Jensen’s inequality we may
assume that p  2. If (1.4) holds and I(v, v) < 0 for some v ∈ Tx0∂M for some x0 ∈ ∂M. Taking
f ∈ C∞(M) such that Nf |∂M = 0 and ∇f (x0) = v, we obtain from (1.5) that
0 = lim
t→0
S(t)√
t
 lim
t→0 log
|∇Ptf |
(Pt |∇f |p)1/p (x0) = −
2√
π
I(v, v) > 0,
which is impossible. 
Appendix A
The aim of this appendix is to present complete proofs of (1.3) and (2.6) for readers’ reference.
Proposition A.1. Let Ric−∇Z −K and I−σ hold for some constant σ , K  0. Then there
exists c > 0 such that (1.3) holds.
Proof. By [7, Lemma 2.1], for any ϕ ∈ C2b([0,∞)) with ϕ(0) = 0, ϕ′(0) = 1, ϕ′  0 and ϕ′′  0
such that ϕ ◦ ρ∂ ∈ C2(M), let c = sup(−Lϕ ◦ ρ∂). Then
|∇Ptf |
(
Pt |∇f |p
)1/p
exp
[
σϕ(∞) + t(cσ + σ 2p/(p − 1) + K)], p > 1, t  0
(A.1)
holds for all f ∈ C1b(M). By Corollary 2.3 in [7], there exists r0 > 0 such that ρ∂ is smooth on
∂r0M := {ρ∂  r0} and thus,
inf
∂ M
Lρ∂ −c
r0
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[0, r0/2] and h(r) = 0 for r  r0. For any t ∈ (0,1], taking
ϕ(s) = √t
st−1/2∫
0
h(r)dr, s  0
we have ϕ(0) = 0, ϕ′(0) = 1, ϕ′  0, ϕ′′  0, ϕ ◦ ρ∂ ∈ C∞(M) and ϕ(∞) r0√t,
−Lϕ ◦ ρ∂ = h
(
ρ∂ t
−1/2)Lρ∂ + t−1/2h′(ρ∂ t−1/2) c.
Therefore, (1.3) follows from (A.1). 
The following result is similar to [1, Lemma 2.3] where the hitting time of the boundary was
considered.
Proposition A.2. Let x0 ∈ ∂M and τ = inf{t  0: ρ∂(xt ) r0}, where r0 > 0 is such that ρ∂ is
smooth on ∂r0 := {x ∈ M: ρ∂  r0}. Then there exists a constant C > 0 such that
P(τ  t) Ce−r20 /(16t), t > 0.
Proof. Let γt := ρ∂(xt ), t  0. Since ρ2∂ is smooth on ∂r0M and satisfies the Neumann boundary
condition, by Itô’s formula we obtain
dγ 2t = 2
√
2γt dbt + Lρ2∂ (xt )dt  2
√
2γt dbt + c dt, t  τ
for some constant c > 0 and a one-dimensional Brownian motion bt . Thus, for fixed t > 0 and
δ > 0,
Zs := exp
(
δ
t
γ 2s −
δ
t
cs − 4δ
2
t2
s∫
0
γ 2u du
)
, s  τ
is a supermartingale. Therefore,
P{τ  t} = P
{
max
s∈[0,t]
γs∧τ  r0
}
 P
{
max
s∈[0,t]
Zs∧τ  eδr
2
0 /t−δc−4δ2r20 /t
}
 exp
(
cδ − 1
t
(
δr20 − 4δ2r20
))
.
The proof is completed by taking δ := 1/8. 
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