In this paper, a new technique for plane detection from 3D point clouds is proposed. The algorithm depends on two concepts to balance between high-accuracy and fast performance. The first is the use of a new fast octree-based balanced density down-sampling technique to reduce the number of points. The second is the fact that the number of planes in any dataset is much less than the number of the points. Random points are examined to find the 3D planes. To increase the accuracy, the system utilizes an adaptive plane extraction technique to overcome data noise. Initially, the point cloud is subdivided using octree into small cubes with a limited number of points. Then the cubes are down-sampled based on the local density of each cube. The points are explored randomly for finding a planar surface by applying principal component analysis (PCA) on the points' spherical neighborhood obtained by the down-sampled octree structure. The adaptive plane extraction is used to adjust the plane orientation to find the best position that includes the maximum number of points. Experimental results demonstrate that the proposed algorithm is capable of processing large amounts of data efficiently to produce accurate results that are robust to noise.
Introduction
Plane detection is a fundamental process in many point-cloud applications like object extraction and recognition, augmented reality, three-dimensional (3D) modelling, reverse engineering, camera calibration, and many other applications of the leading technology of laser scanning. The importance of plane detection lies in the fact that it is one of the main preliminary steps in those applications that significantly affect the quality of subsequent steps in the point-cloud processing because it is strongly dependent on the performance and validity of the segmentation results. There are many challenges associated with plane detection, including the continuous growth of the point-cloud sizes, the computational complexity, and the wide range of 3D point-cloud applications and objectives. Many techniques were developed for point-cloud segmentation, in particular, for plane detection; these can be generally categorised into region-growing, Hough transform, and model-fitting methods.
The region-growing algorithms comprise two main stages. The first is the selection of the seed points from the dataset to be used later as the basis for the subsequent stage. The second is the main surface-growing process which examines the neighbourhood of each seed point to extend the seed regions by grouping points around them based on some predefined similarity criteria. The used criteria differ from technique to technique and include proximity, slope, curvature, surface normal, and planarity of surfaces. Besl and Jain propose the basic region-growing algorithm using surface curvature to find an initial coarse image segmentation, which is refined by using a region-growing method iteratively depending on variable-order surface fitting [1] . Grote uses region-growing to work on the triangulated laser points by iteratively merging the triangles and the found segments into larger segments while controlling the maximum values of the adjacent segments' dissimilarity [2] . Tovari and Pfeifer propose a segmentation method for airborne laser data considering the points' normal vectors and their distance to the seed planar surface as the similarity criteria of the region-growing [3] . Pu and Vosselman introduced a region-growing technique using global planarity criteria and the proximity of points to segment the terrestrial laser data [4] . Rabbani et al. propose a segmentation technique based on smoothness constraint, which uses point connectivity and local surface normal for finding smoothly connected surfaces in the point clouds [5] . Kaushik et al. propose a region-growing algorithm based on utilising the neighbourhood information of range images to segment the points into small coplanar patches that are clustered into planar segments. This is achieved by using a breadth-first search algorithm to compare the Hessian plane parameters of the neighbouring patches [6] . The drawback of this method is that it cannot accurately detect points lying around the edges. Xiao et al. present more efficient coplanar detection criteria, enhancing the performance using the grid-based region-growing concept [7] . Xiao et al. propose an enhanced method that incorporates condition-based point-by-point detection to detect edge points [8] . Masuta et al. utilise particle-swarm optimisation to select the initial seed-growing surfaces to avoid the disadvantages of the random selection [9] . Wang and Tseng propose a split-andmerge algorithm that uses an octree to segment the point cloud into coplanar clusters, merge the neighbouring similar coplanar segments, and use them to estimate the geometric properties of the point cloud [10] . In [11] , octree was utilised to find the voxel space of the point cloud, which is segmented using the segments' proximity and coherence as the segmentation criteria. Vo et al. present a two-stage segmentation algorithm starting with a regiongrowing step using the octree-based voxel space, followed by a refinement phase to merge the unallocated points [12] . Segmentation results of the previous three voxel-based algorithms depend noticeably on the used voxel size, which needs to be carefully selected based on the dataset resolution and the required level of details. Region-growing algorithms are usually easy to implement with relatively low computational cost, which makes them suitable for many plane-detection applications. However, inaccuracies in the seed-selection step have an excessive effect on the accuracy and stability of the segmentation results.
The Hough transform is a feature-extraction technique used to find objects within point clouds by applying accumulative voting on the dataset samples. The applied voting is usually carried out on the parameter space, whose nature and dimensionality depend on the objects to be detected. The accumulator array has a vote for every possible feature instance that could contain the required object. The votes are accumulated over all samples and the features selected to correspond to the local maxima of the accumulator space. The time and space complexities of any Hough transform algorithm depend on the dimension of the used accumulator, which is a 3D accumulator in the case of plane detection in addition to the used discretisation level. The original Hough transform presented by Hough was initially used to find lines and curves in images [13] and was generalised later by Duda and Hart to identify positions of arbitrary shapes [14] . However, the high computational cost of the standard Hough transform motivated many researchers to propose variants to accelerate the voting process. The probabilistic Hough transform proposed by Kiryati involves selecting the subset of the point cloud randomly to find the optimal size of the subset to enhance the performance and ensure the algorithm accuracy at the same time [15] . The adaptive probabilistic Hough transform proposed by Yla-Jaaski tracks the accumulator during voting to create a list of potential maximum cells and stop the search when the peak list does not exploit any change. This technique overcomes the need to find the optimal size of the selected subset [16] . The progressive probabilistic Hough transform presented by Matas et al. works on overcoming the random noise effect by focusing on cells that exceed a predefined ratio threshold [17] . The randomised Hough transform (RHT) proposed by Xu et al. evidently decreases the time of the voting process by limiting the accumulator array focusing on the existing planes on the cloud [18] . The algorithm randomly picks groups of three non-collinear points and maps them into one point in the parameter space by finding their plane. This methodology allows the RHT to have a higher processing speed and smaller storage. Limberger and Oliveira propose a 3D Kernel-based Hough transform (3D-KHT) algorithm for plane detection in unorganised point clouds, whose cost is O (n log n) where nis the number of points [19] . 3D-KHT uses an octree to cluster the dataset into semi co-planar clusters, which are segmented using a proposed spherical Gaussian accumulator by casting the votes for clusters rather than for individual points. 3D-KHT achieves very fast performance with good scalability for relatively large datasets. However, the dependency on the unguided subdivision of the dataset into clusters using an octree increases the potential of missing some planes or parts of them if they are scattered through the octree clusters with other dominant planes. Furthermore, the accuracy and performance are heavily dependent on the accumulator discretisation and the starting level of approximate co-planarity checking. Improper adjustments may lead to wrongly detected plane positions and/or orientations, particularly in the case of multiple neighbouring planes with small differences in their orientation angles.
Model-fitting methods are used to search for different primitive geometric shapes in point clouds by matching their mathematical representations with the studied points. The RANdom SAmple Consensus (RANSAC) algorithm introduced by Fischler and Bolles is a well-known model-fitting approach that allows the detection of basic shapes in unorganised point clouds and is designed to handle a large proportion of outliers in the input data [20] . RANSAC can be used for the plane detection in the point cloud by picking three points randomly, calculating the parameters of their comprehending plane, and then finding the score of this plane by counting the points lying on it within a tolerance threshold. Although RANSAC-based algorithms have a good ability to detect planes from noisy datasets, their time increases noticeably in case of large datasets and big noise rates. Furthermore, there is a possibility of detecting spurious planes that do not belong to the original dataset based on their parameters. Awwad et al. present an improved RANSAC technique by suggesting a new Seq-NV-RANSAC algorithm that aims to avoid detecting spurious surfaces that do not exist in the dataset. This is achieved by first clustering the points using their local normal vectors to be compared with the RANSAC's randomly detected planes [21] . Seq-NV-RANSAC has better extraction accuracy but may cause under-or over-segmentation in some cases. Schnabel et al. propose an optimised version of RANSAC based on using spatial proximity among the points [22] . This technique uses an octree to divide the cloud into local subsets, where the points are picked and the score function is applied to ensure the proximity of the selected points. By this methodology, the performance and accuracy of the original RANSAC are improved. However, the time taken by the algorithm increases significantly with large datasets and is strongly dependent on the octree for sub-dividing the point cloud, which may lead to the wrong detection of small scattered planes, similar to 3D-KHT.
This study proposes a new technique for detecting planes from the 3D point cloud. Initially, the proposed algorithm down-samples the point cloud using an octree-based balanced-density downsampling technique. Then the down-sampled octree is used for finding the planar surfaces by picking random points from the down-sampled dataset, finding their neighbouring points using octree organisation, and checking their surface planarity using principal component analysis (PCA). The found planar surfaces are used to extract all their coplanar points using an adaptive planeextraction method. These steps are repeated iteratively until all planes of the dataset are extracted. The proposed technique aims to combine high accuracy with low computational complexity. The rest of this paper is organised as follows: the proposed algorithm is presented in Section 2, which describes the different stages, including the octree-based density balanced down-sampling, planar surface detection, adaptive plane extraction, and system parameter analysis. Section 3 reports the experiment results. Finally, we summarise the paper with some concluding remarks in Section 4.
Proposed algorithm
The proposed algorithm is designed to balance between having a high-accuracy point-cloud planar segmentation and fast performance. Fig. 1 presents the framework of the proposed planeextraction technique. The three main stages of the algorithm are explained in detail in the following sections:
Octree-based balanced-density down-sampling
The excessive number of points in point-cloud datasets makes the processing of such data time-consuming and increases its memory requirements. The importance of the down-sampling stage is the fact that many point-cloud-processing algorithms do not require the processing of all points in the point cloud. Planar segmentation methods are a clear example of those methods that can use fewer points while maintaining the desired result. As explained in the previous section, the authors of [15] [16] [17] enhance the performance of Hough algorithm by randomly selecting a subset of points to find the optimal number of selective points to keep the dataset information and overcome the noise.
Although down-sampling can significantly improve the performance, it needs to be applied prudently, especially in the case of unbalanced point distribution in the dataset. The uneven density in the dataset is due to the variable linear and angular rates of the scanner, as surfaces far from the scanner have lower point density than the close surfaces. Applying uniform random down-sampling with the same ratio on surfaces with different densities may lead to loss of information from lower density surfaces. Using the same principal, Puttonen et al. suggest two methods for point-cloud down-sampling based on the distance between the scanner and the points [23] . However, these methods do not take into account the varying density of different areas in the dataset. Al-Durgham et al. present a down-sampling method considering the varying point distribution through the dataset areas [24] . The presented method is applied using a probability equation to remove redundant points from the high-density areas and keep more points in the areas with sparse points. To achieve this, the local density of the points is computed using the neighbouring points in order to be compared with the desired density. Yun-Jou and Habib [25] extend the previous adaptive down-sampling technique using the previous probability equation but with the local point density estimated using the methodology given by Lari and Habib [26] . They compare their results with the uniform random down-sampling and point-spacing-based down-sampling techniques and report an improvement in the performance and accuracy of the segmentation. However, both of these adaptive down-sampling methods need to compute the local point density based on the neighbouring information, which is a time-consuming process that decreases the ability of these methods to expedite their performance.
In this study, a new, fast, and efficient density-based downsampling technique is proposed. The point cloud is spatially subdivided using an octree to convert the dataset into small cubes, which are used to estimate the local density of different areas. Every octree node is recursively subdivided into eight equal octants. Avoiding the search for the median point in every dimension gives the octree the advantage of having a lower creation cost than other tree data structures, like k-d-tree. After each subdivision, the number of points in each node is examined to determine whether or not to continue subdividing this node. The cubes with fewer points than the specific threshold n i ≤ n min are considered leaf nodes and are not subdivided further. After all the nodes are processed, the point cloud is converted into a number of unequal-volume cubes based on the point distribution in the dataset, as shown in Fig. 2 , having larger cubes in the lowerdensity areas.
Due to the fact that the octree uses cubes in representing the dataset and its subdivisions, there are a lot of empty cubes that do not contain any points. Therefore, to estimate the dataset volume more accurately, only the cubes containing points are considered in computing the actual volume v actual of the dataset, which is the summation of the volumes of these cubes, calculated as follows:
with points v i .
(1)
Fig. 1 Framework of the proposed plane-extraction technique
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The desired number of points for each cube is computed using the following equation:
where nd i is the desired number of points for the ith cube, n dataset is the total number of points of the dataset before down-sampling, S is the desired down-sampling ratio, v i is the volume of an ith cube, and v actual is the total actual volume of the dataset. Using the calculated desired number of points for each cube, the points are selected randomly from the cubes to have a balanced point distribution through different areas of the down-sampled dataset. The proposed down-sampling technique has the advantage of considering the variable point density among the different regions in the dataset similar to [20, 21] . This allows the downsampling algorithm to remove the points with redundant information from the high-density regions of the dataset and preserve the details of the low-density regions. However, unlike those algorithms, using the octree in defining the point density eliminates the need to find the local neighbourhood and the density at every point in the dataset which results in a significant reduction in the computational time. The proposed down-sampling technique balances between achieving high accuracy levels and expeditious performance. Fig. 3 shows the difference between using the standard uniform random down-sampling and the proposed balanced-density downsampling methods. Fig. 3 presents the histogram of the point density of the 'Ball,' 'Hexagon', and 'Church' datasets before down-sampling, after using uniform random down-sampling, and after using the proposed down-sampling techniques, respectively.
The histogram is created by computing the local point density d i of each cube i using the number of points in the node n i and the volume of the node v i in the following equation:
The points are coloured on the basis of their node's local density according to the presented colour bars. It is noticeable in Fig. 3a that the point density in some regions of the datasets is higher than that in the others. The high density in these areas is because they were closer to the scanners surrounding the 'ball' object near its top and bottom and were placed on the top-right side in case of the 'hexagon' object. As a result, these areas have more scanned points, leaving the other areas with low point density, as indicated by blue regions in the figure. Fig. 3b shows that the datasets still have a difference in the point distribution among the various regions after using uniform random down-sampling. Using the random down-sampling eliminates the points from all the cubes uniformly, which increases the opportunity to lose significant information from low-density areas. The resulting point clouds down-sampled using the proposed down-sampling method have a clear balanced local density, as shown in Fig. 3c . The resulting down-sampled dataset is used as an input for the subsequent segmentation stage. Therefore, losing valuable information from the dataset during the down-sampling stage has an enormous effect on the final segmentation results. In other words, the accuracy of the down-sampling stage characterises the upper bound of the accuracy that could be achieved by the system. Fig. 4 shows the effect of the down-sampling process on the final segmentation results using the proposed segmentation technique that will be explained in the following sections. The segmentation results obtained from using the uniform random down-sampling technique and the proposed technique are presented in Figs. 4a and b, respectively. Fig. 4a shows many missing segments due to the loss of information during the down-sampling process compared with the segmentation results using the proposed down-sampling technique.
Planar-surface detection
In this stage, the point cloud is examined to find planar surfaces whose normal vectors are estimated to be used in the next plane extraction stage. As shown in Fig. 1 , this stage starts with picking a random point, then identifying the neighbourhood of the point, checking the neighbourhood surface planarity, and estimating its normal vector parameters in case of finding a planar surface. The normal vectors extracted act as inputs of the next stage. The details of the planer-surface detection stage are explained in the next two subsections.
Neighbourhood identification:
The accuracy in finding the planar surfaces and estimating their normal vectors is heavily dependent on the identification of the point neighbourhood. Unlike depth images, 3D point-cloud data does not provide explicit information about the structure of points to be used in specifying the neighbourhood. Therefore, the pre-processing analysis should be applied to the data to recognise structural relations among the points using their spatial information.
Many techniques are being used to identify a point neighbourhood. Some algorithms construct a mesh surface for the point-cloud dataset to identify the neighbouring points by using the created mesh information. Other techniques depend on organising the points of the dataset into one of the search tree structures to be used with one of the approximate nearest neighbours to find the neighbouring points of each point to enhance the performance of this stage. Some researchers apply a spatial segmentation technique based on the points' (X, Y, Z) coordinates to divide the datasets into smaller clusters in order to search for planar surfaces. This process is repeated until all the nodes represent planar surfaces or have fewer points than the minimum number of points required creating a new plane. The last technique requires the careful division of the dataset because using an unguided dividing strategy may lead to some planes in the dataset remain undetected.
Fig. 2 Octree cubes of the 'hexagon' dataset
In the proposed algorithm, the main goal is to achieve a balance between expeditious performance and high-accuracy plane detection. The system depends on finding the spherical neighbourhood of the randomly selected points to have more freedom to scan the whole point cloud and have a better ability to detect even small and adjacent planes compared with using the organised cubes of the octree structure. The neighbourhood of point p x p , y p , z p is defined as follows:
where N R n p is the neighbourhood of point p, q x q , y q , z q is any point in the point cloud and R n is the neighbourhood radius. The spherical neighbours of each point are obtained by applying range search using the balanced octree resulting from the downsampling stage. The balanced point distribution cubes in the tree make it much faster and more efficient to perform range and nearest neighbour searches. By using the Euclidian distance between the points, the neighbourhood of a point is found to be all points lying in the sphere whose centre coincides with the point being examined and with a certain neighbourhood radius R n . The radius R n is selected on the basis of dataset-specific information such as resolution and noise levels. The red highlighted points in Fig. 5 represent the spherical neighbourhood of a point lying on a plane.
Surface planarity examination and estimating normal vectors:
After specifying the neighbourhood of each point, it is required to check the planarity of the found neighbourhood points to determine whether it represents a planar surface or not and to calculate the normal vector parameters if it does. This checking is done efficiently by applying PCA on the Cartesian coordinates of the points. PCA aims to map the data to a new variance-based sorted coordinate system. The points in the new coordinate system are sorted in descending order to start with the coordinate whose data variance is the highest and to end with the coordinate with the least variance. The transform is applied as an orthogonal linear transformation on the neighbouring points' coordinates by analysing the eigenvectors and eigenvalues of its covariance matrix C using the following equations:
where k is the number of neighbouring points, λ j is the jth eigenvalue of the covariance matrix, and v j = (N x , N y , N z ) is the jth eigenvector. The examined surface is considered planar if the normalised value of the minimum resulting covariance eigenvalue is less than a pre-set threshold (min (λ j ) < S max ). This is because a very small variance in one of the found PCA's dimensions indicates that this direction could be discarded and that the points lie in a plane bounded by the two other dimensions. In this case, we can use the resulting normalised eigenvector v j in this direction as the required coefficients of the normal vector (N x , N y , N z ), as shown in Fig. 6a. 
Plane extraction
The process of finding the planar surfaces, including the two previous steps of neighbourhood identification by searching the octree and applying the PCA, is the main time-consuming component of the algorithm. To minimise the execution time of the proposed technique, the algorithm is designed to minimise the number of times these steps need to be performed and to avoid applying them on all points in the dataset. To attain this, once a new planar surface is detected, the algorithm extracts all the points that lie on the same plane of the found surface using the following equations.
The equation of the detected surface plane is as follows:
The normal vector of the plane is given by
We need to check whether point P = x p , y p , z p lies on the plane. The vector w from the plane to the point is given by
To find the distance d p from the point to the plane, we need to project w onto v as
Accordingly, the point could be considered to be lying on the plane if the calculated distance d p is less than a pre-set threshold, which is the maximum distance to the plane D max that depends on the dataset resolution. Unlike the planar-surface finding process applied to the balanced down-sampled dataset, the plane extraction stage is applied to all points of the original dataset. In this manner, the down-sampling is utilised in optimising the processing time without degrading the resolution of the final segmentation result. Fig. 7 shows the different plane extraction stages for the 'hexagon' dataset. 
Parameters analysis
The performance of the algorithm depends on the following three parameters:
• R n is the radius of the spherical neighbourhood. This value needs to be set accurately as it affects both the segmentation results and algorithm performance. This radius specifies the minimum level of details that can be detected by the algorithm. Therefore, it should be set according to the dataset resolution after the down-sampling process to allow the neighbouring sphere to have a sufficient number of points to ensure surface planarity. Fig. 8 shows the effect of the R n value on the time and the segmentation results using 'ball' dataset. It is noticeable that the best value for the radius for this dataset is R n = 0.08. Small values of R n causes under-/over-segmentation in the results and requires more computational time. Greater R n values lead to loss of more details and increase in the time required. In addition to the dataset resolution and the down-sampling level, the dataset noise level is a very important factor to be considered in setting the value R n . The datasets with high noise ratios need to use a greater neighbour radius to include more points in the planarity test and to have the ability to overcome the noise points to get the plane's normal vector components more accurately.
• S max is the maximum accepted variance to consider the neighbouring points to represent a planar surface. While setting the value of S max , the noise level in the dataset should be considered. In the cases of high noise ratios, this value needs to be elevated because in noisy datasets the tested neighbour points are not necessary to represent a perfect plane due to data noise. Thus, the minimum value of PCA variance may not reach zero and S max needs to be increased to detect semi-planar surfaces.
• D max is the maximum distance to consider the point to lie on a plane in the plane extraction process. This value represents the thickness of the detected planes and needs to be set carefully because its value may lead to under-/over-segmentation of the results. It depends on both of the dataset resolution and the data noise level. This value needs to be greater in case of high noise level because the planes are thicker in such cases. 
Adaptive plane extraction
Proper adjustment of the parameters can handle the data noise in most cases, as shown in the previous section. However, higher noise levels may cause degradation in the result's accuracy and processing performance. An extra plane-adaptation stage is proposed to be applied optionally to overcome noise and accurately detect the planes using the algorithm shown in Fig. 9 . The adaptation process is done by correcting the plane orientation to ensure that the orientation that makes the plane include the maximum number of points is found. As shown in the previous sections, the components of the plane's normal vectors used in the plane extraction are the coefficients resulting from applying PCA on the spherical neighbourhood of the point. Relying on this concept, only a limited number of points are used to specify plane orientation, which works fine in most cases. However, in circumstances of high ratios of data noise, it may lead to inaccurate plane extraction. The normal vector components (N x , N y , N z ) found by using neighbouring points are first used to extract plane's points. Then PCA is applied on all the extracted points to find new and more accurate normal vector components. These two steps of computing normal vector components and using them to extract the points are repeated recursively.
After each extraction process, the number of newly extracted points E new is compared with the number of points extracted in the previous iteration E old to determine whether to continue in this process or to stop. The adaptation process continues until the number of extracted points becomes fixed or starts decreasing (E new ≤ E old ). This adaptation technique finds the best plane orientation that has the maximum number of extracted points for each planar surface, by eliminating the noise effect and its resulting issues.
Experimental results
The proposed algorithm was implemented using C++ and evaluated using different point clouds, including actual-scanned and simulated datasets. To evaluate the accuracy of the proposed algorithm, we generated the two datasets shown in Fig. 10 with 2.5% random Gaussian noise in the point coordinates. The 'crossed planes' and 'hexagon' datasets were specially designed for testing the ability of the proposed algorithm to operate precisely in the situation of approximated and crossed planes. The proposed algorithm was found to extract planes successfully for the examined datasets.
Figs. 11a-d present an illustration of the planar segmentation results using the proposed plane extraction algorithm of 'church,' 'museum,' 'virtual city,' and 'table' datasets. The results demonstrate the ability of the proposed algorithm to handle the various difficulties associated with the selected datasets, such as the noise in the 'church' and 'museum' datasets and small variations in the angles of detected planes in the 'virtual city' dataset.
The performance of the proposed algorithm was compared with the 3D-KHT proposed by Limberger et al. [19] and the optimised RANSAC technique of Schnabel et al. [22] using their published code. The techniques were applied to seven different datasets with up to 1.7 million points. The details of datasets are presented in Table 1 . The three techniques were implemented on an Intel i7-4702MQ 2.2 GHz CPU with 8 GB RAM using 64-bit implementations to ensure maximum utilisation of the hardware.
Both 3D-KHT and the efficient RANSAC depend on subdividing the datasets spatially, which enhances the algorithm's performance, reduces the time, and considers the point's proximity. However, the unguided splitting of the datasets affects the accuracy of the algorithms by reducing their ability to detect all the existing planes in the datasets. Figs. 12a-c present an illustration of the detected planes of 'ball,' 'house,' and 'computer' datasets using the proposed planeextraction algorithm, 3D-KHT, and the efficient RANSAC, respectively. It is clear that the 3D-KHT algorithm cannot detect many of the planes in the tested point clouds accurately particularly in the case of the 'ball' dataset in the first row of Fig. 12b . This is due to a small difference between the orientation angles of the neighbouring planes in this dataset. This causes the algorithm to erroneously map points that belong to closely angled planes to the same cluster or fail to map these points at all. In the 'house' dataset, the 3D-KHT fails to detect some details in the side planes of the house. In the 'computer' dataset, over-segmentation of some planes is evident in the third row in Fig. 12b. Fig. 12c shows that the efficient RANSAC cannot accurately detect the small planes contained in the same spatial cluster with other larger planes, like the case of the side planes of the 'house' dataset's front columns, roof, and borders which are missed in the second row of Fig. 12c .
The processing time of the different algorithms is presented in Table 2 . The results demonstrate that in terms of processing time, the proposed algorithm outperforms the 3D-KHT in the 'church' and 'house' datasets, has a comparable processing time for the 'ball,' 'virtual city,' 'museum,' and 'table' datasets, and a longer processing time for the 'computer' dataset. The proposed algorithm has a clear performance advantage over the efficient RANSAC, having considerably less time and improved scalability with larger datasets. For example, the proposed algorithm processed the 'ball' dataset of ∼1.7 million points in 2.9 s compared with 8.4 s when using the efficient RANSAC algorithm.
The region-based evaluation method reported by Zhang et al. is used to quantitatively assess the performance of the proposed algorithm [27] . The region-based method yields spatially contiguous segments with inherent continuous boundaries; these segments can be considered as image objects. The evaluation process computes numeric accuracy metrics such as precision and recalls using the inverse matching direction. In this evaluation method, the matching direction of region overlapping is specified based on the measured criteria. The evaluation process considers the matching direction for the precision measure as a reference-toextracted-plane directional correspondence. On the other hand, the recall metric matches extracted segments to reference planes. To compute the values of true positive, true negative, and false negative, the best-matched pairs between the reference and extracted planes must be obtained. For increasing the sensitivity to over-and under-segmentation, the best-matched pairs are chosen to be the planes that have the maximum number of overlapping points.
The quality of the extracted planes is indicated by the precision measure. Conversely, the recall reflects the manner by which the reference planes are described by the extracted segments. If the precision and recall values of a particular method are higher or lower than those of another method, it is straightforward to rank the two methods. However, in some situations, the two metrics of one method do not concurrently yield higher or lower values than those of another method. Therefore, the F-score is computed to combine the precision and recall metrics to expose segmentation quality by catching the trade-off of those two metrics. Table 3 presents the results of the precision, recall, and F-score of the different algorithms for 'ball,' 'crossed planes', 'pentagonal box', 'house', and 'table' datasets. Computational results demonstrate that the proposed algorithm outperforms 3D-KHT and efficient RANSAC in terms of precision for all examined datasets. As for the recall, the proposed algorithm achieves higher values in all cases except 'table' dataset as it falls slightly short compared with RANSAC. Overall, the proposed algorithm is found to yield a better-combined precision and recall (F-score) than the other algorithms across all datasets.
Conclusion
In this study, a new 3D plane detection approach is proposed. The proposed algorithm uses a multi-stage system to achieve accurate results that are robust to noise while maintaining fast efficient performance. In the initial stage, a novel fast octree-based density balanced down-sampling is used to minimise the processing domain without losing significant information. The proposed down-sampling technique is tested and proved for reducing the points without affecting the details of the low-density areas. The resulting down-sampled point cloud has a balanced point distribution through the different regions of the dataset, which increases the system efficiency. In the next stages, the system depends on the continuous minimisation of the search domain by removing points that belong to previously extracted planes. To achieve this, a random point is selected from the down-sampled dataset to find its spherical neighbourhood using the octree structure created in the previous down-sampling step. The neighbouring points are examined by PCA to check the planarity of their surface. Using the spherical neighbourhood of the freely random selected points with PCA planarity check increases the accuracy and ability of the proposed algorithm to detect even the small and approximated-angle planes compared with techniques that depend on the spatial subdivision of the dataset like octreebased algorithms including efficient RANSAC and 3D-KHT. After finding a planar surface, all the unlabelled points in the original dataset are examined to extract the points belonging to the same plane of the surface by the adaptive plane extraction technique. The proposed technique continues adapting the plane orientation to find the best plane position that contains the maximum number of points. This technique helps to overcome the data noise issues like under-/over-segmentation by ensuring the best planes' extraction. The separation of finding the planar surface using the downsampled dataset and extracting the planes using the original one gives the algorithm the ability to combine both high processing speed with high accuracy. By repeating this sequence, the algorithm extracts the 3D planes one by one from the point cloud iteratively without the necessity of finding the local neighbourhood and the normal vectors of all the points in the dataset. The algorithm reduces the search domain of the successive iterations which minimises the computational complexity of the segmentation process. Experimental results of the proposed algorithm were compared with the results obtained by efficient RANASAC and 3D-KHT using the tri-partite measures of precision, recall, and F-score. Experimental results demonstrate that the proposed algorithm yield accurate results has expeditious performance, robust to noise and has a high ability to detect planes with small angle variations. 
