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Abstract. We consider infinitely convolved Bernoulli measures (or sim-
ply Bernoulli convolutions) related to the β-numeration. A matrix de-
composition of these measures is obtained in the case when β is a PV
number. We also determine their Gibbs properties for β being a multi-
nacci number, which makes the multifractal analysis of the correspond-
ing Bernoulli convolution possible.
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0. Introduction
The Bernoulli convolutions have been studied since the early 1930’s [12, 5, 13, 8] and more
recently, in the 1990’s onward, following the work of Alexander and Yorke [1]. They have
also been considered in view of their applications to fractal geometry [19, 18, 16, 27, 14]
and ergodic theory [30, 29] (see [23] for further details and references). Our approach
is motivated by the fact that the Bernoulli convolution associated with the golden ratio
(usually called the Erdo˝s measure) proves to be weak Gibbs [7] and thus satisfies the
multifractal formalism. In the present paper we aim to generalize this result.
We focus our attention on the Bernoulli convolutions related to β-numeration for
1 < β < d, where d ≥ 2 is an integer. The set DN of sequences ω = (ωk)∞k=0 with digits
ωk in the finite alphabet D := {0, . . . ,d− 1} is endowed with the product topology.
Given a d-dimensional probability vector p := (pi)
d−1
i=0 , the p-distributed (β,d)-Bernoulli
convolution is by definition the measure µ which corresponds to the distribution of the
1This paper is dedicated to the memory of Jean Marie Dumont.
2Supported by a HK RGC grant and a CUHK Postdoctoral Fellowship.
3Supported by the EPSRC grant no GR/R61451/01.
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random variable X : DN → R such that X(ω) = ∑∞k=0 ωk/βk+1, where ω 7→ ωk (k =
0, 1, . . .) is a sequence of i.i.d. random variables, assuming the value i ∈ {0, 1, . . . ,d− 1}
with the probability pi. We speak of the uniform Bernoulli convolution when pi = 1/d
for each i.
The measure µ is self-similar and thus, satisfies the so-called law of pure types. Recall
that this means that µ is either absolutely continuous or purely singular with respect to the
Lebesgue measure. Moreover, when each pi is positive, the measure µ is fully supported
by an interval.
Because of their nontrivial multifractal structure, we will consider the Bernoulli con-
volutions known to be purely singular, namely, those parameterized by Pisot-Vijayaraghavan
(PV) number β. In Section 2 we use an important arithmetic property of PV numbers
(Garsia’s separation lemma) to obtain, in Lemma 2.2, a decomposition of the Bernoulli
measure µ which involves a matrix product (see [16] for a similar approach). More-
over, from the β-shift being of finite type it follows (Section 2.3 and 2.4) that µ may be
decomposed into a finite number of measures having a specific structure; we call them
M-measures, where M is a finite set of square matrices with nonnegative entries.
In Section 3 we consider the case when µ is the (β, 2)-Bernoulli convolution, where
β is a multinacci number of order m ≥ 2 (see the definition below). The main result of
this section (Theorem 3.2) concerns the “local” Gibbs properties of µ.
Finally, in Section 4 we show that the “local” Gibbs properties allow one to apply
the multifractal analysis of µ (see Theorem 4.2). Moreover, in the same section we show
how to use the multifractal analysis as a classification tool and discuss the existence of
“global” Gibbs properties of µ in the cases of the uniform/nonuniform Erdo˝s measure
(m = 2 and β = (1 +
√
5)/2)—Theorems 4.5, 4.7 and 4.8.
1 Basic notions: definitions and generalities
1.1. – Net and adapted system of affine contractions – For a given integer s ≥ 2 we
consider the finite alphabet A := {0, . . . , s− 1} and call any element w = ξ0 . . . ξn−1 ∈ An
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(n ≥ 1) a word. By convention, A0 := {◦/}, where ◦/ denotes the empty word. Let A∗
denote the set of all words in the alphabet A, i.e., A∗ := ⋃∞n=0An. The concatenation of
the two words w,w′ is, as usual, denoted by ww′.
The family F := {Fn}∞n=0 is called an s-fold net of the interval [a, b] if Fn is a partition
of [a, b[ by sn semi-open intervals (which we denote by [[w]] for w ∈ An) with the extra
property that [[ww′]] ⊂ [[w]], for any words w,w ∈ A∗. Any interval [[w]] is by definition
a basic interval of the net F. By Kolmogorov’s Consistency Theorem, any positive Borel
measure η on the real line whose support is a subset of [a, b], is characterized by its values
taken on the intervals of the s-fold net.
Let S := {Si}s−1i=0 be a system of (orientation preserving) affine contractions (s.a.c.)
of the real line; we say that S is adapted to the interval [a, b[ when {Si[a, b[}s−1i=0 is a
partition of [a, b[. By convention, S◦/ is the identity map on R and, for any non-empty
word w = ξ0 . . . ξn−1 ∈ A∗, we put Sw := Sξ0 ◦ · · · ◦ Sξn−1 . The S-net is by definition
the s-fold net F := {Fn}∞n=1, where Fn is the collection of the intervals [[w]] := Sw[a, b[ for
w ∈ An.
1.2. –M-measures – GivenM := {Mi}s−1i=0 , a family of r×r matrices (r ≥ 1) with
nonnegative entries, we denote M∗ = M0 + . . . +Ms−1. Assume there exists a column-
vector R 6= 0 with nonnegative entries such thatM∗R = R; we say that ν is aM-measure
w.r.t. the s-fold net F if its support is a subset of [a, b] and if there exists a row-vector L
with nonnegative entries such that ν[[w]] = LMwR, for any word w = ξ0 . . . ξn−1 ∈ A∗ (by
a similar convention as above, M◦/ is the unit r × r matrix and Mw := Mξ0 · · ·Mξn−1).
1.3. – Gibbs, weak Gibbs and quasi-Bernoulli measures – Let η be a finite
positive Borel measure whose support is [a, b]. We denote by σ : AN → AN the one-sided
shift map defined for any ξ = (ξk)
∞
k=0 ∈ AN by σξ = (ξk+1)∞k=0. Recall that the product
topology on AN is given by the metric such that the distance between ξ and ζ is 2−k,
where k is the length of the largest common prefix of ξ and ζ .
Definition 1.1 The measure η is F-weak Gibbs in the sense of M. Yuri [32] if there
exists a continuous map Φ from AN to R (called a potential) and a sequence of real
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numbers Kn > 1, subexponential in the sense that limn
1
n
logKn = 0 such that, for any
ξ ∈ AN and any n ≥ 1,
1
Kn
≤ η[[ξ0 . . . ξn−1]]
exp
(∑n−1
k=0 Φ(σ
kξ)
) ≤ Kn. (1)
When a sequence (Kn) can be taken constant, η is F-Gibbs in the sense of Bowen [3].
For each ξ ∈ AN we put φ1(ξ) = log η[[ξ0]] and for n ≥ 2,
φn(ξ) = log
(
η[[ξ0 · · · ξn−1]]
η[[ξ1 · · · ξn−1]]
)
. (2)
The continuous map φn : AN 7→ R (n ≥ 1) is called the n-step potential of η. Assume
that the sequence φn converges uniformly to a potential Φ; it is then straightforward that
for n ≥ 1,
1
Kn
≤ η[[ξ0 · · · ξn−1]]
exp
(∑n−1
k=0 Φ(σ
kξ)
) ≤ Kn with Kn = exp( n∑
k=1
‖Φ− φn‖∞
)
. (3)
By a well known lemma on the Cesa`ro sums, the sequence (Kn)n is subexponential,
whence (3) means η is F-weak Gibbs. Note that if
∑
n ‖Φ − φn‖∞ < +∞, then the Kn
are bounded and therefore, η is a F-Gibbs measure.
We also consider quasi-Bernoulli measures.
Definition 1.2 The positive measure η whose support is a subset of the interval [a, b],
is said to be F-quasi-Bernoulli if there exists a constant K > 1 such that for any words
w,w′ ∈ A∗,
1
K
η[[w]]η[[w′]] ≤ η[[ww′]] ≤ Kη[[w]]η[[w′]].
The net F itself is said quasi-Bernoulli if the Lebesgue measure (restricted to [a, b]) is
F-quasi-Bernoulli.
Notice that a Gibbs measure is always quasi-Bernoulli.
1.4. – Multifractal analysis – We need a number of extra definitions. Recall
that the local dimension at a point x which belongs to the support of the measure η, is
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lim
r→0
log η (Br(x))/ log r—provided the limit exists. (Here Br(x) stands for the closed ball
of radius r centered at x.) Given an arbitrary real α, the level set Eη(α) is defined as the
set of x in the support of η such that the local dimension at x exists and is equal to α.
The multifractal domain Dom(η) is the set of α ∈ R for which Eη(α) is nonempty. The
singularity spectrum is the map which associates to any α ∈ R the Hausdorff dimension
dimH Eη(α). The scale spectrum (also called L
q-spectrum) is the map τη from R to
R ∪ {+∞} defined as follows:
τη(q) := lim inf
r→0
log inf
{∑
i η(Ji)
q ; {Ji}i
}
log r
,
where {Ji}i runs over the family of covers of the support of η by closed intervals Ji whose
length is equal to r. (We refer to the Book of Y. Pesin [25] for analogue and equivalent
definitions of the scale spectrum.)
One usually says that η satisfies the multifractal formalism if the singularity spectrum
and the scale spectrum of η form a Legendre transform pair. The multifractal formalism
is trivially not universal, but it has been established for wide classes of measures [28, 4,
10, 26, 22], when some conditions of geometric homogeneity are satisfied (self-similarity,
conformality or Gibbs properties, etc.). For our purpose, we refer to the multifractal
formalism of the quasi-Bernoulli and weak Gibbs measures stated in the two following
theorems:
Theorem 1.3 [4, 9] Let E be an s-fold quasi-Bernoulli net of a compact interval [a, b]
and η be a positive measure fully supported by [a, b]. If η is a E-quasi-Bernoulli measure,
then
1. The scale spectrum τη of η is concave and differentiable on the whole real line and
moreover,
−∞ < α := lim
q→+∞
τη(q)
q
≤ lim
q→−∞
τη(q)
q
=: α < +∞.
2. The multifractal domain of η is Dom(η) = [α;α] and for any α ≤ α ≤ α,
dimH Eη(α) = inf
q∈R
{αq − τη(q)},
meaning that η satisfies the multifractal formalism.
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Theorem 1.4 [7, Theorem A′] Let E be an s-fold net of a compact interval [a, b] with
respect to which the Lebesgue measure is Gibbs. If the positive measure η, supposed to
be fully supported by [a, b], is weak Gibbs w.r.t. E, then
1. The scale spectrum τη of η is concave on the whole real line and moreover,
−∞ < α := lim
q→+∞
τη(q)
q
≤ lim
q→−∞
τη(q)
q
=: α < +∞.
2. The multifractal domain of η is Dom(η) = [α;α] and for any α ≤ α ≤ α,
dimH Eη(α) = inf
q∈R
{αq − τη(q)},
meaning that η satisfies the multifractal formalism.
Remark 1.5 The analysis of the Gibbs properties of a given measure is a simple way
to study its multifractal structure. Conversely, the multifractal properties of the measure
may be used as a classification tool w.r.t. its Gibbs properties.
For instance, a Gibbs measure is both weak Gibbs and quasi-Bernoulli, but a weak
Gibbs measure need not be quasi-Bernoulli, for there exist weak Gibbs measures, whose
scale spectrum is not differentiable (see [6, 7]).
Another interesting application uses topological properties of the multifractal domain
for the measure in question. Actually, a measure whose multifractal domain is discon-
nected (or noncompact) is neither weak Gibbs nor quasi-Bernoulli w.r.t. any given rea-
sonable net.
Below we discuss these types of classification for the cases of the uniform/nonuniform
Erdo˝s measure—see Theorem 4.7 and Theorem 4.8.
2 Decomposition of Bernoulli convolutions
2.1. – Generalities – Let b,d be two integers and β a real number such that
1 ≤ b− 1 < β ≤ b ≤ d.
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Throughout this paper, we consider the following two alphabets:
B := {0, . . . ,b− 1} and D := {0, . . . ,d− 1}.
Recall that the p-distributed (β,d)-Bernoulli convolution is the measure µ such that, for
any Borel set B ⊂ R,
µ(B) = IP{ω : X(ω) ∈ B},
where X(ω) =
∑∞
k=0 ωk/β
k+1 for any ω ∈ DN, and IP is the product measure on DN with
parameter p = (p0, . . . , pd−1).
The β-numeration is usually related to the s.a.c. {Ri}b−1i=0 defined as follows:
Ri(x) = (x+ i)/β.
From now on, i will always stand for an arbitrary fixed element in B; denoting by σ :
DN → DN the shift map on the product space DN, for any Borel set B ⊂ R, and x ∈ R,
one has X(ω) ∈ B + x if and only if X(σω) ∈ R−1i (B) + βx + (i − ω0). Since IP is a
product measure,
µ(B + x) =
d−1∑
j=0
pj · µ
(
R
−1
i (B) + βx+ (i− j)
)
. (4)
Suppose that R−1i (B) ⊂ [0, 1]; the support of µ being a subset of [0, αµ] with αµ :=
(d−1)/(β−1), one has µ(R−1i (B)+y) = 0 whenever y /∈]−1, αµ[. Given any x ∈]−1, αµ[,
we write,
x
i
⊲ y ⇐⇒ −1 < y < αµ and βx+ i− y ∈ D
and
x ⊲ y ⇐⇒ ∃i ∈ B, x i⊲ y.
Then, in order to simplify the relation (4), we set the following definition:
Definition 2.1 The real number r belongs to the set I(β,d) if there exist a finite sequence
of real numbers 0 = r0, . . . , rn = r such that r0 ⊲ r1 ⊲ · · · ⊲ rn.
The set I(β,d) is always nonempty, because it contains at least 0; moreover, it is clearly
finite or countable and we denote by 0 = i0, i1, . . . the sequence of its elements. Actually,
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in order to determine I(β,d) explicitly, we present an equivalent definition using induction
(see also [17] and [2, Section 2]).
Firstly, since 0 = i0 ∈ I(β,d), we define I0 := {i0}; then, assuming that In =
{i0, . . . , ikn}, we put
In+1 :=
kn⋃
k=0
{y = βik + (i− j) ; (i, j) ∈ B × D and − 1 < y < αµ},
and finally,
I(β,d) :=
⋃
n
In. (5)
Notice that I(β,d) is finite whenever In−1 = In for some n ≥ 1; in that case, I(β,d) = In.
It follows from (4) that, for B ⊂ [0, 1] with R−1i (B) ⊂ [0, 1],
µ(B + ih) =
∑
k
Mi(h, k)µ(R
−1
i (B) + ik) (6)
whereMi is the nonnegative matrix defined as follows: for the row index h and the column
index k, with ih and ik in I(β,d), by definition,
Mi(h, k) =
{
pj, if j = i+ βih − ik ∈ D
0, otherwise.
(7)
Lemma 2.2 Let i ∈ B and assume I(β,d) := {i0, . . . , ir−1}; then, for any Borel set B ⊂
[0, 1] with R−1i (B) ⊂ [0, 1], one has: µ(B + i0)...
µ(B + ir−1)
 =Mi

µ
(
R
−1
i (B) + i0
)
...
µ
(
R
−1
i (B) + ir−1
)
 .
Example 2.3 Let β be the algebraic integer such that β2 = 5β + 3 with 5 < β < 6 and
d = 6, so that B = D = {0, . . . , 5}. We apply the argument described above to determine
the set I(β,6) and the matrices M0, . . . ,M5. Following the induction process leading to the
definition in (5), one has I0 = {i0 = 0} and using the fact that 1 < αµ = 5/(β − 1) < 2,
one obtains successively:
I1 = I0 ∪ {y = i− j ; (i, j) ∈ B × D and − 1 < y < αµ} = {i0 = 0, i1 = 1}
8
i2
i0
i21
Figure 1: In the case of the PV number β such that β2 = 5β + 3, the set
I(β,6) has three elements, say i0 = 0, i1 = 1 and i2 = β − 5; here, we give a
representation of the graph of the relation · ⊲ · on I(β,6).
i2
i0
i21 i2
i0
i21
PSfrag replacements
Automaton of · i⊲ · with i = 0 Automaton of · i⊲ · with i = 1
Automaton of · i⊲ · with i = 2
Automaton of · i⊲ · with i = 3
Automaton of · i⊲ · with i = 4
Automaton of · i⊲ · with i = 5
Figure 2: We represent here, the automaton of the relation · i⊲ · for i = 0 and
1 (the cases i = 2, . . . ,5 may be recovered by mean of the matrices in (8)).
When ih
i
⊲ ik, the label j of the arrow from state ih to state ik, means that
j = βih − ik + i; then, j ∈ D and according to (7) one has Mi(h, k) = pj.
9
(with 0 ⊲ 0 and 0 ⊲ 1)
I2 = I1 ∪ {y = β + (i− j) ; (i, j) ∈ B × D and − 1 < y < αµ}
= {i0 = 0, i1 = 1, i2 = β − 5}
(with, 1 ⊲ β − 5)
I3 = I2 ∪ {y = β(β − 5) + (i− j) ; (i, j) ∈ B × D and − 1 < y < αµ} = I2 = I(β,6)
(with β − 5 ⊲ 0 and β − 5 ⊲ 1)
Finally, I(β,6) = {i0 = 0, i1 = 1, i2 = β−5}. Figure 1 shows the graph of the relation · ⊲ ·
on I(β,6). Moreover, the algorithm we use to determine the set I(β,6) provides us with extra
information sufficient to obtain the matrices M0, . . . ,M5 as defined in (7)—see Figure 2.
We thus have (for i = 0, . . . , 5):
Mi =
 pi pi−1 00 0 pi+5
pi+3 pi+2 0
 , (8)
where, by convention, pi = 0, for any i ≤ −1 or i ≥ 6 (see [20] for the general case when
β is a quadratic number).
Example 2.4 Assume now β to be the PV number satisfying β3 = 3β2 − 1. The set
I(β,3) has then eight elements which we present in the form of the list:
i0 = 0, i1 = 1, i2 = β − 2, i3 = β2 − 2β − 2,
i4 = β
2 − 2β − 3, i5 = β2 − 3β, i6 = β2 − 3β + 1, i7 = β − 3.
(9)
The graph of the relation · ⊲ · on I(β,3), is represented in Figure 3.
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i2
i0
i3
i4
i25
i7
i6
i21
Figure 3: In the case of the PV number β such that β3 = 3β2 − 1, the set
I(β,3) has eight elements listed in (9); here, we give a representation of the
graph of the relation · ⊲ · on I(β,3).
The matrices associated by (7) to the (p q r)-distributed (β, 3)-Bernoulli convolution are:
M0 =

p 0 0 0 0 0 0 0
0 0 r 0 0 0 0 0
0 0 0 r 0 0 0 0
0 0 0 q r 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 q 0 0 0 0 r
0 0 0 0 0 p 0 0

M1 =

q p 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 r 0 0 0 0
0 0 0 0 0 p 0 0
p 0 0 0 0 0 0 0
0 0 r 0 0 0 0 0
0 0 0 0 0 q p 0

M2 =

r q 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 q p 0
q p 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 r q 0

.
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2.2.– Known cases when I(β,d) is finite – Our analysis of a (β,d)-Bernoulli
convolution relies on the finiteness of I(β,d); for instance, this is trivially the case when β
is an integer:
Proposition 2.5 If β is an integer one has I(β,d) = {0, . . . , a−1}, where a is the integer
such that a− 1 < (d− 1)/(β − 1) ≤ a.
This proposition is the starting point of our analysis of the Bernoulli convolution in an
integral basis developed in [21]; however, the methods used in that paper are different
from the ones we use here.
The second case for which we know that I(β,d) is finite arises when β is a noninteger
PV number, i.e., an algebraic integer β = βs > 1 whose Galois conjugates β1, . . . , βs−1 are
strictly less than 1 in modulus. Given any polynomial A(X) ∈ Z[X ] such that A(β) 6= 0, it
is necessary that A(βk) 6= 0 for k = 1, . . . , s and thus the integer |A(β1) · · ·A(βs)| is greater
or equal to 1. Since |βk| < 1 for k = 1, . . . , s−1, one deduces that |A(βk)| ≤M/(1−|βk|),
whereM is the maximum of the absolute values of the coefficients of A(X): in other words,
∀A(X) ∈ Z[X ], A(β) 6= 0 ⇒ |A(β)| ≥ 1
Ms−1
s−1∏
k=1
(1− |βk|) > 0. (10)
The fact that (10) is satisfied by the PV numbers has been discovered by Garsia [8] and
is usually called Garsia’s separation lemma (see also [16]).
Return to the question of the cardinality of I(β,d) and note that for any element i in
this set there exists a finite sequence ε0, . . . , εm of integers lying between −d and b such
that i = ε0+ε1β+. . .+εmβ
m. Since β is a PV number, it follows from (10) that the distance
between two different elements in I(β,d) is bounded from below by (2d)1−s
∏s−1
k=1(1−|βk|),
which yields the following proposition:
Proposition 2.6 The set I(β,d) is finite when β is a PV number.
Proposition 2.7 If I(β,d) is finite, then all the conjugates of β are less than β in modulus
and also less in modulus than (1 +
√
5)/2.
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The proof immediately follows from the fact that I(β,d) contains the orbit of 1 under the
β-shift; then we may use the results of Solomyak [31]. We leave details to the reader.
Remark 2.8 It should be interesting find a non-PV number β for which I(β,d) is finite,
even when (10) does not hold. We believe the only possible counterexample may be a
Salem number (the one for which all its conjugates are less than or equal to 1 in modulus
and some of them are equal to 1 in modulus).
2.3.– Heuristics – In this section we give a heuristic description of the framework
that we use in Section 3 for the complete analysis of the Bernoulli convolution in the
multinacci bases.
Recall that a (β,d)-Bernoulli convolution µ is supported by the interval [0, αµ] with
αµ = (d−1)/(β−1). We assume that I(β,d) = {i0, . . . , ir−1} and for any j = 0, . . . , r−1,
we define the measure µj by putting , for any Borel set B of the real line,
µj(B) = µ
(
B ∩ [0, 1] + ij
)
. (11)
If both B and R−1i (B) (i ∈ B) are subsets of [0, 1], it follows from Lemma 2.2 that µ0(B)...
µr−1(B)
 = Mi

µ0
(
R
−1
i (B)
)
...
µr−1
(
R
−1
i (B)
)
 . (12)
Our second assumption is the existence of s words w0, . . . , ws−1 in B∗ which satisfy
the two conditions: firstly, Rw[0, 1] ⊂ [0, 1], for any suffix w of any of the words wj, for
j = 0, . . . , s− 1; secondly, the s.a.c. R := {R̂j = Rwj}s−1j=0 is adapted to the interval [0, 1].
The s.a.c R is associated to a s-fold net of [0, 1[, say F, whose basic intervals are
coded by the words in {0, . . . , s− 1}∗. Recall that the basic interval of F generated by a
word ξ0 · · · ξn−1 ∈ {0, . . . , s− 1}n is by definition [[ξ0 · · · ξn−1]] := R̂ξ0···ξn−1 [0, 1[; then one
has successively:
R̂
−1
ξ0
[[ξ0 · · · ξn−1]] = [[ξ1 · · · ξn−1]] ⊂ [0, 1],
R̂
−1
ξ1
[[ξ1 · · · ξn−1]] = [[ξ2 · · · ξn−1]] ⊂ [0, 1],
...
R̂
−1
ξn−1
[[ξn−1]] = [0, 1[⊂ [0, 1].
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PSfrag replacements
R1(x)=x/β+1/β
1/β
1/β
1/β2
1/β2
R0(x)=x/β
x
x
R̂2(x)=R10(x)
R̂1(x)=R010(x)
R̂0(x)=R00(x)
Figure 4: The first plot contains the two affine contractions R0 and R1
associated with the β-shift in the case when β = (1 +
√
5)/2. In the second
plot we give an example of a s.a.c. R = {R̂k}3k=0 which is adapted to the unit
interval.
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Therefore, denoting by M̂j := Mwj , a recursive application of (12) yields: µ0[[ξ0 · · · ξn−1]]...
µr−1[[ξ0 · · · ξn−1]]
 = M̂ξ0···ξn−1
 µ0[0, 1[...
µr−1[0, 1[
 . (13)
For M := {M̂j}s−1j=0, it is clear from (13) that µ0, . . . , µr−1 are M-measures w.r.t. the
s-fold net F .
Finally, we would like to make a simple remark which may simplify the analysis of µ.
Let U0, . . . , Ur−1 be the elements of the canonical basis of the 1× r-matrix vector space.
We make the third assumption that any of the matrices M̂j (j = 0, . . . , s− 1) leaves the
vector space generated by Uk1 , . . . , Ukt , invariant; we denote by M̂
′
j (j = 0, . . . , s− 1) the
corresponding t-dimensional submatrices. Then (13) can be reduced toµk1[[ξ0 · · · ξn−1]]...
µkt [[ξ0 · · · ξn−1]]
 = M̂ ′ξ0···ξn−1
µk1[0, 1[...
µkt [0, 1[
 . (14)
Let us introduce an auxiliary measure which we denote by µ∗. It is associated to the
Bernoulli convolution µ by putting, for any Borel subset B of the real line:
µ∗(B) =
∑t
j=1 µkj(B)∑t
j=1 µkj [0, 1[
,
so that, for any word w ∈ {0, . . . , s− 1}∗,
µ∗[[w]] := LM̂
′
wR, (15)
where
L := ( 1 . . . 1 ) and R :=
1∑
j µkj [0, 1[
µk1[0, 1[...
µkt [0, 1[
 .
In general, the Bernoulli convolution µ itself needs not be an M-measure, which
is why one of the main advantages of introducing successively the measures µk1 , . . . , µkt
and µ∗ is the fact that they all are M-measures. The measure µ∗ proves to be a better
candidate for studying its Gibbs properties; roughly speaking, this is due to the fact
that the left row vector in (15) has strictly positive entries. Thus, our study of the Gibbs
properties of µ∗ (and, consequently, of µ) will be reduced to the analysis of the convergence
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of the n-step potential φn (n = 1, 2 . . .)—which, in the present case, is defined for any
ξ ∈ {0, . . . , s− 1}N by
φn(ξ) := log
(
LM̂ ′ξ0···ξn−1R
LM̂ ′ξ1···ξn−1R
)
.
As we will see, when µ is a Bernoulli convolution associated with the multinacci
numbers, the measure µ∗ displays a clear Gibbs structure which will be analyzed in
detail below (Theorem 3.2) and which ensures that the multifractal formalism holds.
Nevertheless, it is worth noting that the Bernoulli convolution µ itself may not be Gibbs
or weak Gibbs in a rather strong sense (see Remark 1.5). In fact, the importance of the
measure µ∗ lies in the fact that in a sense it reflects the local Gibbs structure of µ (see
Proposition 4.4), which proves to be sufficient for us to show that µ itself satisfies the
multifractal formalism.
2.4. – Example: β-shift of finite type – In this section we assume that
I(β,d) = {i0, . . . , ir−1}, for some r ≥ 1. We also assume that the β-shift is of finite type,
which allows us to exhibit a s.a.c naturally associated to β. Recall that the β-shift is of
finite type if and only if there exists T ≥ 2 and εi ≥ 0, such that
1 =
ε1
β1
+ . . .+
εT
βT
together with the lexicographic conditions
εi · · · εT−1(εT − 1)ε1 · · · εi−1 ≺lex ε1 · · · εT (2 ≤ i ≤ T ).
Let s =
∑T
i=1 εi; each j ∈ {0, . . . , s− 1} can be written as follows:
j = ε1 + . . .+ εk−1 + ε with 1 ≤ k ≤ T and 0 ≤ ε ≤ εk − 1.
Put wj = ε1 . . . εk−1ε. The s.a.c. R := {R̂j = Rwj}s−1j=0 is adapted to [0,1[ because, for
any j = 0, . . . , s− 1, the interval R̂j [0, 1[ is bounded from below by ε1
β1
+ · · ·+ εk−1
βk−1
+
ε
βk
and has length β−k. For any word w = ξ0 . . . ξn−1 ∈ {0, . . . , s− 1}n, Lemma 2.2 yields
the following matrix relation: µ([[w]] + i0)...
µ([[w]] + ir−1)
 =Mwξ0 · · ·Mwξn−1
 µ([0, 1[+i0)...
µ([0, 1[+ir−1)
 . (16)
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Consider now the family of the matrices M := {M̂j = Mwj}s−1j=0; according to the
definition of the measures µk in (11), the identity (16) turns into µ1[[w]]...
µr−1[[w]]
 = M̂w
 µ1[0, 1]...
µr−1[0, 1]
 ,
which means that the µk are indeed M-measures w.r.t. the R-net.
3 Bernoulli convolution in multinacci bases
Let µ be the (p q)-distributed (β, 2)-Bernoulli convolution with p, q > 0 and β the multi-
nacci number of degree m ≥ 2, i.e., the PV number which is defined as the appropriate
root of
βm = βm−1 + · · ·+ β + 1.
The set I(β,2) from Definition 2.1 has precisely m + 1 elements, namely, i0 = 0, i1 = 1
and ik = β
k−1 − (βk−2 + . . .+ β0) for k = 2, . . . ,m. Fix i ∈ B = {0, 1}; the matrix Mi
defined in (7) is the incidence matrix of the finite automaton represented in Figure 5. It
has the state set I(β,2) and the labels p = p0 and q = p1. The arrow from the state ih to
the state ik has label pj if and only if j = i+βih−ik belongs to D = {0, 1}. Accordingly,
M0 =

p 0 0 . . . 0
0 0 q . . . 0
...
...
...
. . .
...
0 0 0 . . . q
q p 0 . . . 0
 and M1 =

q p 0 . . . 0
0 0 0 . . . 0
...
...
...
. . .
...
0 0 0 . . . 0
0 q 0 . . . 0
 .
3.1. – The intermediate measure µ∗ – As will be shown in Theorem 4.8, there
are cases for which µ cannot be F-weak Gibbs for any “reasonable” s-fold net F. However,
the multifractal analysis of µ is still possible via introducing the intermediate probability
measure µ∗, which turns out to be weak Gibbs (Theorem 3.2) and equivalent to µ in a
”strong” sense (specified in Proposition 4.4). The measure µ∗ defined in (18) below, will
be given by an application of the process described in section 2.3.
To begin with, notice that the β-shift associated to the multinacci number is of finite
type, whence, by the result of Section 2.4, one can find a finite family of words {wj}j in
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i0
im ... i2 i21
p
q q
q
p
i0
im ... i2 i21
p
q
q
Figure 5: For β being the multinacci number of order m, we represent the
automaton of the relation · i⊲ · on I(β,2), for i = 0 (left) and i = 1(right).
the alphabet {0, 1} for which the system of affine contractions {R̂j = Rwj}j is adapted to
the unit interval. However, for the sake of simplicity, our family of words will be different
from the one obtained by the systematic approach presented in Section 2.4. This way we
obtain a family of just 2× 2 matrices.
Heuristically, our approach is based on the following two remarks. Denoting by
X =
(
1 0 0 0 · · · 0
0 0 1 0 · · · 0
)
,
one obtain first
XM0m =
(
pm 0
pqm−1 pqm−1
)
X .
Furthermore, since4 M0q1r1 ≺
 1 1 0 · · · 0... ... ... . . . ...
1 1 0 · · · 0
, for any q, r ≥ 0, it is also clear that
XM0q1r10 ≺
(
1 1
1 1
)
X.
Actually, there exists a family of words wj of the form either 0
m or 0x1y10, for which
the system {Rwj}j is adapted to the unit interval. To see this, notice that the algebraic
4Given two square matrices A = (ai,j) and B = (bi,j) with nonnegative entries, we write A ≺ B
whenever bi,j = 0 implies that ai,j = 0, for any i, j.
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property of β ensures that the semi-open intervals R1y10[0, 1[, for 0 ≤ y ≤ m − 2, form
a partition of [1/β, 1[. Moreover, R0m [0, 1[ and R0x [1/β, 1[, for 0 ≤ x ≤ m − 1, form
a partition of [0, 1[. For a suitable labelling of the words 0x1y10, let j = j(x, y) be the
integer such that
j − 1 := (m− 1)
(
(m− 1)− x
)
+ y . (17)
The uniqueness of the division of j − 1 by m − 1 with remainder implies (x, y) 7→ j is a
bijection from {0, . . . ,m−1}×{0, . . . ,m−2} onto {1, . . . ,m(m−1)}. Next, we consider
the adapted system R := {R̂j = Rwj}m(m−1)j=0 , where
w0 := 0
m and wj := 0
x(j) 1y(j)10 with

x(j) := (m− 1)−
[
j − 1
m− 1
]
y(j) := (m− 1)
{
j − 1
m− 1
}
(here, [ · ] and { · } stand respectively for the integral and the fractional part of a number).
Put Y =
(
1 0 0 · · · 0
0 1 0 · · · 0
)
; given two integers x and y, one has successively:
XM0x1 =

(
pxq px+1
0 0
)
Y if x < m− 2;(
pm−2q pm−1
0 qm−1
)
Y if x = m− 2;(
pm−1q pm
qm qm−1p
)
Y if x = m− 1;
and
YM1y0 =

(
p 0
0 q
)
X if y = 0;(
qyp qyp
0 0
)
X if y > 0.
Put α = (q/p)m−1; a straightforward computation yields the following
Lemma 3.1 For any j ∈ J :=
{
0, . . . ,m(m− 1)
}
one has XMwj = PjX , where
• P0 := pm
(
1 0
α α
)
when j = 0 (i.e., wj = 0
m);
• Pj := pmqj
(
1 1
α α
)
when 0 < j < m (i.e., wj = 0
m−11j−110);
• Pm := qm
(
1/α 1/α
0 1
)
when j =m (i.e., wj = 0
m−210);
• Pj := px(j)+1qy(j)+1
(
1 1
0 0
)
when m < j ≤m(m− 1).
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From here on, we will consider the basic intervals associated to the adapted system R.
For any word w ∈ J ∗ we denote [[w]] = R̂w[0; 1[; by (14) and Lemma 3.1,(
µ0[[w]]
µ2[[w]]
)
= Pw
(
µ0([0, 1])
µ2([0, 1])
)
.
(Recall that µi( · ) := µ( · ∩ [0, 1] + ii).) We introduce the probability
µ∗ :=
1
µ0([0, 1]) + µ2([0, 1])
(µ0 + µ2), (18)
so that, for any word w ∈ J ∗,
µ∗[[w]] = LPwR,
where
L = ( 1 1 ) and R =
1
µ0([0, 1]) + µ2([0, 1])
(
µ0([0, 1])
µ2([0, 1])
)
=
(
1− qm−1
qm−1
)
.
Now we are ready to formulate one of the central claims of the present paper:
Theorem 3.2 The Gibbs properties of µ∗ w.r.t. the net F associated to the adapted
system R, are the following:
(i) when m = 2, the measure µ∗ is weak Gibbs if p = q and Gibbs if p 6= q;
(ii) when m ≥ 3, the measure µ∗ is weak Gibbs if p = q and Gibbs if p > q.
Remark 3.3 The measure µ∗ is not even F-weak Gibbs when m ≥ 3 and p < q: consider
the basic interval [[ξ0 . . . ξ2n−1]] = [[m
n(m+ 1)n]]; then, it is clear that the ratio
µ∗[[ξ0 . . . ξ2n−1]]
µ∗[[ξ0 . . . ξn−1]]µ∗[[ξn . . . ξ2n−1]]
does not satisfy the condition
1
Kn
≤ µ∗[[ξ0 . . . ξ2n−1]]
µ∗[[ξ0 . . . ξn−1]]µ∗[[ξn . . . ξ2n−1]]
≤ Kn
together with limn
1
n
logKn = 0 (this will be explained in more detail in Remark 3.5). In
the case m ≥ 3 and p < q, the problem of the existence of a net F′ of [0, 1], w.r.t. which
µ∗ is F
′-weak Gibbs, remains open.
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Theorem 3.2 is a corollary of Theorem 3.4 below, whose formulation needs the explicit
expression for a potential Φ associated with µ∗.
3.2. – The potential associated to µ∗ – In order to compute the limit potential
of the n-step potential associated to the measure µ∗, we need some classical facts about
continued fractions which can be found in [24]. Let u0, u1, . . . and v0, v1, . . . be two infinite
sequences of real numbers, both assumed to be positive, except, possibly, u0 which is
allowed to be nonnegative. For any n ≥ 0 the positive reals pn and qn are defined by(
pn
qn
)
=
(
u0 v0
1 0
)(
u1 v1
1 0
)
· · ·
(
un vn
1 0
)(
1
0
)
, (19)
and by convention,
(
p−1
q−1
)
=
(
1
0
)
. Then pn/qn is the continued fraction associated with
u0, . . . , un and v0, . . . , vn in the usual sense: for any n ≥ 0,
pn
qn
= u0 +
v0
u1 +
v1
. . .
un−1 +
vn−1
un
(20)
(see [24] for the proof). A direct consequence of (19) is the following relation:(
u0 v0
1 0
)
· · ·
(
un vn
1 0
)
=
(
pn vnpn−1
qn vnqn−1
)
. (21)
Also, for n ≥ 1, we have {
pn = unpn−1 + vn−1pn−2
qn = unqn−1 + vn−1qn−2 .
(22)
Consider a special case of such continued fractions. Recall that α = (q/p)m−1; given
a sequence of integers a0, a1, . . . with a0 ≥ 0 and ai > 0 for i ≥ 1 and κ = 0 or 1, putun = α
1 + . . .+ αan and vn = α
an if n+ κ is even
un = 1/α
1 + . . .+ 1/αan and vn = 1/α
an if n+ κ is odd.
(23)
By convention, put u0 = 0 in either case when a0 = 0. Then the sequences (pn)
∞
n=−1
and (qn)
∞
n=−1 are defined by (22). The sequence (p2n/q2n)
∞
n=0 is nondecreasing while
(p2n+1/q2n+1)
∞
n=0 is nonincreasing, and p2n/q2n ≤ p2n+1/q2n+1. Moreover, setting ρ :=
min{√α, 1/√α}, for any n ≥ 1, one has
∣∣∣∣pnqn − pn−1qn−1
∣∣∣∣ ≤

ρa1+...+an
ρ2+2a0+an
if α 6= 1
1
a0 + . . .+ an
if α = 1.
(24)
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This is a property of the regular continued fractions when α = 1 (see, e.g., [15]) and
corresponds to part (ii) of Lemma 3.8 in case α 6= 1—see below. Analogously to the
regular continued fractions, we denote
[κ|a0; a1, . . . , an] = pn
qn
and

[κ|a0; a1, . . . , an,∞] = lim
k→∞
[κ|a0; a1, . . . , an, k]
[κ|a0; a1, a2, . . .] = lim
n→∞
[κ|a0; a1, . . . , an] .
We also define the matrix
Qκ(a0, . . . , an) =
(
u0 v0
1 0
)
· · ·
(
un vn
1 0
)
and, for any column vector
(
x
y
)
with nonnegative entries,[
κ|a0; a1, . . . , an|
(
x
y
)]
=
pn(x, y)
qn(x, y)
with
(
pn(x, y)
qn(x, y)
)
= Qκ(a0, . . . , an)
(
x
y
)
. (25)
Notice that if ∆ denotes
(
0 1
1 0
)
, then for any n ≥ 0,
(
un vn
1 0
)
=

∆
(
1
pm
P0
)an
, if n+ κ is even and(
1
qm
Pm
)an
∆, if n+ κ is odd.
This allows to compute the potential Φ : JN → R associated with µ∗ . To do so, let us
first introduce a suitable notation for the words in {0,m}∗: given ξ = 0 or m, we denote
by 〈ξ | a〉 the word ξa, for any nonnegative integer a. Furthermore, for any sequence of
nonnegative integers a1, . . . , an (n ≥ 2), we define the word 〈ξ | a1, . . . , an〉 by the induction
relation
〈ξ | a1, . . . , an〉 = 〈ξ | a1〉〈m− ξ | a2, . . . , an〉.
Before proving the uniform convergence of the n-step potential associated with µ∗, we
give an explicit formula for the limit potential which we denote by Φ. Given j ∈ J , we
distinguish between the same cases as in Lemma 3.1. Put
• Ξ(j) :=

pmα2 if j = 0 ;
pmqj(1 + α) if 0 < j <m ;
qm/α2 if j = m ;
px(j)+1qy(j)+1 if m < j ≤m(m− 1)
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and when 0 < j < m,
• Xj :=

(
1
α
)
if 0 < j < m ;(
1
0
)
if m < j ≤m(m− 1).
Given κ ∈ {0, 1}, we denote κ̂ = 1− κ and κ ⋆m stands for either 0 or m when κ is
either 0 or 1 respectively; hence, κ ⋆m is just ”multiplication” of κ by m, which is not
be confused with the concatenation κm.
Let JN∋ξ=wjω, with {0,m}∗∋w=〈κ⋆m | a1, . . . , an〉, j ∈ J \{0,m} and ω∈JN.
Assume κ = 0 (the case κ = 1 is symmetric); for k ≥ 1+a1+ . . .+an direct computation
yields
Φ(ξ) = φk(wjω) = log(p
m) + log
(
( 1 1 )Q0(a1, . . . , an)∆
1+nXj
( 1 1 )Q0(a1 − 1, . . . , an)∆1+nXj
)
= log Ξ(0) + log
(
( 1 0 )Q1(1, a1, . . . , an)∆
1+nXj
( 0 1 )Q1(1, a1, . . . , an)∆1+nXj
)
.
More generally, for κ ∈ {0, 1}, j ∈ J \{0,m} and ω ∈ JN,
• Φ(wjω)=log
(
Ξ(κ ⋆m)
[
κ̂|1; a1, . . . , an|∆κ̂+nXi
])
if w = 〈κ ⋆m | a1, . . . , an〉;
• Φ(jω) = log
(
Ξ(j)
)
;
• Φ(ω) =

log
(
Ξ(κ ⋆m)[κ̂|1; a1, . . . , an,∞]
)
if ω = 〈κ ⋆m | a1, . . . , an,∞〉
log
(
Ξ(κ ⋆m)[κ̂|1; a1, a2, . . .]
)
if ω = 〈κ ⋆m | a1, a2, . . . 〉.
We have sketched the proof of the pointwise convergence of the n-step potential φk
to the potential Φ whose expression is given above. Indeed, by (24), this is a simple
consequence of the convergence of the continued fractions involved. We need however
to show that the convergence is uniform; this is dealt with in the following theorem, by
means of considering the two alternative cases p 6= q and p = q.
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Theorem 3.4 Let ρ := min{√α, 1/√α} ≤ 1; there exists a constant K > 0 such that,
for any ω ∈ JN and any n ≥ 1, we have
‖φn − Φ‖∞ ≤

Kρn if p > q
Kρn if p 6= q and m = 2
K/n if p = q.
(26)
Remark 3.5 The potential Φ is continuous except when p < q and m ≥ 3, as in that
case Φ is discontinuous at ω = m∞. Indeed, as we have already noticed (see Remark 3.3),
µ∗ is not F-weak Gibbs if p < q and m ≥ 3. Let us also point out that Φ is Ho¨lder
continuous if either p > q or p 6= q and m = 2, yielding µ∗ to be F-Gibbs in these cases.
3.3. – Preliminary to proof of Theorem 3.4 – The key argument is based on the
fact that the pointwise convergence of the n-step potential to a continuous limit implies
the uniform convergence. To see this, let us define the n-step variation of an arbitrary
map f : Ω := AN → R with A := {0, . . . , s− 1}, by defining
Varn(f) = sup
{
f(ξ)− f(ξ0) ; (ξ, ξ0) ∈ AN ×AN and ξ0 . . . ξn−1 = ξ00 . . . ξ0n−1
}
.
It is clear that f is continuous if and only if limn→∞Varn(f) = 0.
Lemma 3.6 Suppose that S is an s.a.c. adapted to the interval [0, 1] and let η be a prob-
ability measure whose support is a subset of [0, 1]. If the n-step potential φn associated
to η converges to φ : Ω→ R pointwise, then ‖φn − φ‖∞ ≤ Varn(φ).
Proof. Given an arbitrary rank n and any ε > 0, the pointwise convergence of φn to φ
implies that for any ξ ∈ Ω, there exists an integer N(ξ) ≥ n such that
|φN(ξ)(ξ)− φ(ξ)| ≤ ε. (27)
Since the product space Ω is compact, there exists a finite set X ⊂ Ω such that
Ω =
⋃
ξ∈X
[[ξ0 . . . ξN(ξ)−1]]. (28)
In the product space Ω, the intersection of any pair of cylinders is either empty or coincides
with one of them, whence we may take a set smaller than X so that the union in (28)
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becomes disjoint. For any ω ∈ Ω put Xω,n = X ∩ [ω0 . . . ωn−1]. Then
exp (φn(ω)) =
η[[ω0 . . . ωn−1]]
η[[ω1 . . . ωn−1]]
=
∑
ξ∈Xω,n
η[[ξ0 . . . ξN(ξ)−1]]∑
ξ∈Xω,n
η[[ξ1 . . . ξN(ξ)−1]]
,
whence
min
ξ∈Xω,n
{
η[[ξ0 . . . ξN(ξ)−1]]
η[[ξ1 . . . ξN(ξ)−1]]
}
≤ exp (φn(ω)) ≤ max
ξ∈Xω,n
{
η[[ξ0 . . . ξN(ξ)−1]]
η[[ξ1 . . . ξN(ξ)−1]]
}
.
Since by definition
η[[ξ0 . . . ξN(ξ)−1]]
η[[ξ1 . . . ξN(ξ)−1]]
= exp
(
φN(ξ)(ξ)
)
,
we obtain, in view of (27),
min
ξ∈Xω,n
{φ(ξ)} − ε ≤ φn(ω) ≤ max
ξ∈Xω,n
{φ(ξ)}+ ε
and thus,
φ(ω)− Varn(φ)− ε ≤ φn(ω) ≤ φ(ω) + Varn(φ) + ε. (29)
Since (29) holds for an arbitrary ε > 0, we have |φn(ω)−φ(ω)| ≤ Varn(φ), which concludes
the proof.
In what follows, the sequences (un)
∞
n=0, (vn)
∞
n=0, . . . are always associated with κ ∈
{0, 1} and a0, a1, . . ., as in (23), (19) and (25). For any n ≥ 1, we introduce the following
quantity:
δn :=
∣∣∣∣pnqn − pn−1qn−1
∣∣∣∣ .
We need two lemmas which involve δn.
Lemma 3.7 For any integer n ≥ 1 and any column vector with nonnegative entries(
x
y
)
6=
(
0
0
)
, one has:
(i) :
∣∣∣∣pn(x, y)qn(x, y) − pnqn
∣∣∣∣ ≤ yvnxun + yvn · δn and (ii) : δn+1 ≤ vnunun+1 + vn · δn.
25
Proof. (i) By (21),
pn(x, y)
qn(x, y)
=
( 1 0 )
(
pn vnpn−1
qn vnqn−1
)(
x
y
)
( 0 1 )
(
pn vnpn−1
qn vnqn−1
)(
x
y
)
=
xpn + yvnpn−1
xqn + yvnqn−1
=
aqn
xqn + yvnqn−1
· pn
qn
+
yvnqn−1
xqn + yvnqn−1
· pn−1
qn−1
,
whence
pn(x, y)
qn(x, y)
− pn
qn
=
yvnqn−1
xqn + yvnqn−1
·
(
pn−1
qn−1
− pn
qn
)
and since qn ≥ unqn−1, we are done.
(ii) We obtain (ii) by simply applying (i) to the vector
(
x
y
)
=
(
un+1
1
)
.
Lemma 3.8 (i) : For an arbitrary rank n ≥ 1 we have δn+1 ≤ δn, and
δn ≤ ρ
a1+...+an
ρ2+2a0
in either of the following cases: n+ κ is even and α > 1; or n+ κ is odd and α < 1;
(ii) : if α 6= 1, then for any n ≥ 1,
δn ≤ ρ
a1+...+an
ρ2+2a0+an
;
(iii) : if α 6= 1, then there exists a constant K > 0 such that, for arbitrary rank n ≥ 1
and any integer 0 < a < an,∣∣∣[κ|a0; a1, . . . , an−1, an]− [κ|a0; a1, . . . , an−1, a]∣∣∣ ≤ K
ρ2a0
ρa1+...+an−1+a.
Proof. (i) : We are going to establish the inequality in (i) in the case when n + κ even
with α > 1; this implies the inequality in the opposite case, as the value of δn remains
the same whenever a pair (α, κ) is replaced by (α′ = 1/α > 1, κ̂ = 1− κ).
Assume now n+κ is even, and let k ≤ n be such that k+κ is even as well. Then, on one
hand, Lemma 3.7 (ii) implies
δk
δk−1
≤ vk−1
uk−1uk
≤ 1/α
ak−1
(1/α)αak
≤ 1
α(ak+ak−1)/2
,
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and on the other hand, since δk−1/δk−2 ≤ 1,
δn ≤ δn
δn−1
δn−2
δn−3
· · · δκ+2
δκ+1
δ1 ≤ δ1
α(an+an−1+...+aκ+1)/2
.
This proves (i), as δ1 = v0/u1 is bounded by α
1+a0 if κ = 0 and by 1/αa0+a1 ≤ α1+a0/αa1/2
if κ = 1.
(ii) and (iii) : Part (ii) is a straightforward consequence of (i) and the definition of
ρ. In order to prove (iii), we consider, for any integer 0 < a < a′, the quantity
δn(a, a
′) :=
∣∣∣[κ|a0; a1, . . . , an−1, a′]− [κ|a0; a1, . . . , an−1, a]∣∣∣ ≤ a′−1∑
i=a
δn(i, i+ 1).
Since [κ|a0; a1, . . . , an−1, i+ 1] = [κ|a0; a1, . . . , an−1, i, 1], we obtain, in view of (ii),
δn(i, i+ 1) ≤ ρa1+...+an−1+i/ρ2+2a0 ,
whence
δn(a, an) ≤
an−1∑
i=a
δn(i, i+ 1) ≤
{
∞∑
j=0
ρj−2
}
1
ρ2a0
ρa1+...+an−1+a.
The inequality in (iii) follows from the fact that ρ < 1.
Proof of Theorem 3.4. In view of Lemma 3.6, it suffices to establish the desired
estimate of Varn(Φ). Fix w ∈ J n; if w /∈ {0,m}n, then
sup
{
|Φ(ξ)− Φ(ξ′)| ; ξ, ξ′ ∈ [[w]]
}
= 0,
so from here on we assume that w ∈ {0,m}n. Let ξ ∈ [[w]] be of the form ξ = w′jω, where
w′ = 〈κ ⋆m | a1, . . . , ak〉
(with κ = 0 or 1), j ∈ J \{0,m} and ω ∈ JN (the case of ξ ∈ {0,m}N is handled in the
same way). Then there exist 0 < kn ≤ k and 0 < a′kn ≤ akn such that
w = ξ0 . . . ξn−1 = 〈κ ⋆m | a1, . . . , akn−1, a′kn〉
(note that n = a1 + · · ·+ a′kn). Put
φw = log
(
Ξ(κ ⋆m)[κ̂|1; a1, . . . , akn−1, a′kn]
)
.
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We have
Φ(ξ)− φw = Ak +Bk, where

Ak := log
(
[κ̂|1; a1, . . . , ak|∆κ̂+kXj]
[κ̂|1; a1, . . . , akn−1, akn]
)
,
Bk := log
(
[κ̂|1; a1, . . . , akn−1, akn ]
[κ̂|1; a1, . . . , akn−1, a′kn ]
) (30)
(notice that φw = Φ(w(m + 1)w(m + 1) . . .) in the case m ≥ 3). Lemma 3.8 (iii) now
yields
Bk ≤ K ρa1+···+akn−1+a′kn/ρ2 = K ρn−2. (31)
In order to establish a suitable upper bound of |Ak| in (30), we first note that if k > kn,
then by definition,
[κ̂|1; a1, . . . , ak|∆κ̂+kXj] = [κ̂|1; a1, . . . , akn , akn+1|Y ],
for some nonnegative column vector Y . Therefore, [κ̂|1; a1, . . . , ak|∆κ̂+kXj] lies between
[κ̂|1; a1, . . . , akn] and [κ̂|1; a1, . . . , akn , akn+1] and Lemma 3.8 (ii) yields
|Ak| ≤ ρa1+···+akn/ρ4 ≤ ρn−4. (32)
It remains to establish the upper bound for |Ak| in the case k = kn. Note that by
Lemma 3.7,
|Ak| ≤ ρ2
∣∣∣[κ̂|1; a1, . . . , ak|∆κ̂+kXj]− [κ̂|1; a1, . . . , ak]∣∣∣ ≤ ρ2 · vkx2
ukx1 + vkx2
· δk, (33)
where x1 and x2 are the coordinates of ∆
κ̂+kXj. Consider three different cases.
• The case α < 1. – On one hand, if κ̂+ k is odd, then
|Ak| ≤ ρ2δk ≤ ρa1+···+ak/ρ2. (34)
On the other hand, if κ̂+ k is even, then there exists a constant K ′ > 0 such that
|Ak| ≤ ρ2 vkx2
ukx1
δk−1 ≤ vkx2
ukx1
ρa1+...+ak−1/ρ2 ≤ K ′ρa1+...+ak , (35)
because vk/uk ≤ αak/α and
(
x1
x2
)
= Xj is either
(
1
α
)
or
(
1
0
)
. The claim now follows
from (34), (35) and the fact that α(a1+···+ak)/2 ≤ ρn.
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• The case α > 1 with m = 2. – If κ̂ + k is even, then
|Ak| ≤ ρ2δk ≤ ρa1+...+ak/ρ2. (36)
If κ̂+ k is odd, then
|Ak| ≤ ρ2 vkx2
ukx1
δk−1 ≤ vk
uk
· x2
x1
ρa1+...+ak/ρ2, (37)
as vk/uk ≤ α−ak/α−1 and
(
x1
x2
)
= ∆Xj is necessarily
(
α
1
)
(because m = 2). The claim
follows from (36), (37) and the fact that ρa1+···+ak ≤ ρn.
• The case α = 1. – By (30),∣∣∣Φ(ξ)− φw∣∣∣ ≤ ∣∣∣∣log(pknqkn
)
− log
(
pkn−1
qkn−1
)∣∣∣∣ +∣∣∣∣{log(pknqkn
)
− log
(
pkn−1
qkn−1
)}
−
{
log
(
p′kn
q′kn
)
− log
(
pkn−1
qkn−1
)}∣∣∣∣ ,
where p′kn/q
′
kn
denotes the continued fraction [1; a1, . . . , akn−1, a
′
kn
]. Since these continued
fractions are regular, it follows from the well known relations (see [15]) that
|Φ(ξ)− φw| ≤ 2
qknqkn−1
+
1
q′knqkn−1
.
By induction, qkn ≥ a1 + . . . + akn and q′kn ≥ a1 + · · · + akn−1 + a′kn = n, whence
|Φ(ξ)− φw| ≤ 3/n.
4 The multifractal analysis of the measure µ
4.1.– General case – The measure µ∗ is F-weak Gibbs in all the cases described in
Theorem 3.2, whence, in view of Theorem 1.4, the following claim holds:
Theorem 4.1 Let µ be the (p q)-distributed (β, 2)-Bernoulli convolution, where β is
the multinacci number of degree m ≥ 2, with an extra condition p ≥ q if m ≥ 3. The
multifractal domain Dom(µ∗) is a compact interval [α, α], where
−∞ < α := lim
q→+∞
τµ∗(q)
q
≤ lim
q→−∞
τµ∗(q)
q
=: α,
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and for any α ≤ α ≤ α,
dimH Eµ∗(α) = sup
q∈R
{αq − τµ∗(q)}.
We are now in position to state a multifractal formalism satisfied by the Bernoulli convo-
lution µ itself.
Theorem 4.2 Assume p ≥ q whenever m ≥ 3; then α < α < α whenever dimH Eµ(α) >
0, and for any α ≤ α ≤ α,
dimH Eµ(α) = sup
q∈R
{αq − τµ∗(q)}.
Remark 4.3 (1) : We would like to emphasize that there exist cases when τµ(q)is dif-
ferent from τµ∗(q). This has to do with the fact that the multifractal formalism in Theo-
rem 4.2 is not complete in the sense that Dom(µ) may differ from the compact interval
[α;α] = Dom(µ∗) (see Lemma 4.9).
(2) : Let µ′ denote the (q p)-distributed (β, 2)-Bernoulli convolution. Here one has
µ = µ′ ◦ S, where S is the symmetry: S(x) = αµ − x. This clearly implies that, for any
α ∈ R
dimH Eµ(α) = dimH Eµ′(α).
Therefore, when p < q and m ≥ 3, the multifractal formalism of µ is deduced by an
application of Theorem 4.2 to the measure µ′.
It remains to prove Theorem 4.2; actually, it is a consequence of Theorem 4.1 and
of the next proposition. Loosely speaking, the latter asserts that µ has a local Gibbs
structure whenever µ∗ has a global one (recall that the support of the measure µ is the
interval [0, αµ] with αµ = 1/(β − 1)).
Proposition 4.4 For any x in the support of µ, there exists a constant Kx such that
(i) : for r small enough,
1
Kx
≤ µ(Br(x))
µ∗(Br(x))
≤ Kx, if x ∈]0, 1[;
(ii) : for r small enough,
1
Kx
≤ µ(Br(x))
µ∗(Br(x− i2)) ≤ Kx, if x ∈]1;αµ[.
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Proof. (i) : Using the fact that µ and µ0 coincide on [0, 1[, we first compare their
values on the F-cylinders different from [[0k]] for any k ≥ 1. To do this, let w = 0kηw′, for
k ≥ 0, η 6= 0 and w′ a (possibly empty) word in J ∗; since ( 1 0 )P0 = pm ( 1 0 ) and
( 1 1 )P0 ≤ ( 1 1 ), we have
µ[[w]]
µ∗[[w]]
≥ ( 1 0 )P
k
0PηPw′R
( 1 1 )P k0PηPw′R
≥ pmk · ( 1 0 )PηPw′R
( 1 1 )PηPw′R
.
Moreover, ( 1 0 )Pη ≥ pmqm ( 1 1 ) and ( 1 1 )Pη ≤ ( 1 1 ), whence
µ[[w]]
µ∗[[w]]
≥ pm(k+1) · qm · ( 1 1 )Pw′Vρ
( 1 1 )Pw′Vρ
= pm(k+1) · qm.
Since the upper bound µ[[w]]/µ∗[[w]] ≤ 2 is always valid, we obtain
Ck+1 ≤ µ[[w]]
µ∗[[w]]
≤ 2, (38)
where C = (pq)m. Let 0 < x < 1 and let kx ≥ 1 be an integer such that x /∈ [[0kx ]];
any ball Br(x) ⊂ ]0, 1[ which does not intersect [[0kx+1]] can be tiled by countably many
cylinders of the form [[0kηw′]], where k ≤ kx, w 6= 0 and w′ ∈ J ∗. Now it follows from
(38) that
Ckx+1 ≤ µ(Br(x))
µ∗(Br(x))
≤ 2 . (39)
(ii) : Now, let x ∈ ]1, αµ[. The Bernoulli convolutions µ and µ′ associated with the
probability vectors (p, q) and (q, p) respectively, satisfy the relation µ = µ′ ◦ S, where
S(t) = αµ− t for any t ∈ [0, αµ]. Since x′ = S(x) belongs to ]0, 1[, there exists kx ≥ 1 such
that x′ /∈ [[0kx ]]; we apply (39) to the measures µ′ and µ′∗ at x′ and obtain
Ckx+1 ≤ µ
′(Br(x
′))
µ′∗(Br(x
′))
≤ 2 .
This yields (ii), as µ′(Br(x
′)) = µ(Br(x)), and
µ′∗(Br(x
′)) =
µ′(Br(x
′)) + µ′(Br(x
′ + i2))
µ′([0 ; 1]) + µ′([0 ; 1] + i2)
= λµ∗(Br(x− i2)),
where λ > 0 is a constant.
4.2.– Case of the Erdo˝s measure – As we have seen, “local” Gibbs properties of
the Bernoulli convolution in a multinacci base are sufficient to establish the multifractal
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formalism of the level sets with positive Hausdorff dimension. However, a natural question
would be to determine whether or not there exists a reasonable net with respect to which
the measure in question has a “global” Gibbs structure.
In the rest of the paper we concentrate on the case of the Erdo˝s measure, i.e. m = 2
or, equivalently, β = (1 +
√
5)/2. Following our notation introduced in Section 3.1, the
β-shift is associated with the two affine contractions:
R0(x) = x/β and R1(x) = x/β + 1/β.
The corresponding s.a.c. R consists of the three contractions:
R̂0(x)=R00(x)=x/β
2, R̂1(x)=R010(x)=x/β
3+1/β2, R̂2(x)=R10(x)=x/β
2+1/β.
It is adapted to the interval [0, 1] (see Figure 4). Recall that the measure µ is supported
by the interval [0, β]; to study the global Gibbs properties of µ, it is thus more convenient
to make an affine scale change from [0, 1] to [0, β]. Thus, instead of R we consider the
s.a.c. S = {S0, S1, S2} with
S0(x) = x/β
2, S1(x) = x/β
3 + 1/β, S2(x) = x/β
2 + 1.
Clearly, S is adapted to the interval [0; β] and we denote the associated 3-fold net by F˜.
For any word w ∈ {0, 1, 2}∗, we put [[[w]]] = Sw[0, β[; obviously, the set of [[[w]]] determines
the basic intervals of F˜. Moreover, any Borel measure ν on the real line is associated with
the measure ν˜ defined on an arbitrary interval J as follows: ν˜(J) = ν(J/β). This scale
change clearly implies that the measures µ˜0, µ˜2 and µ˜∗ satisfy, for any word w ∈ {0, 1, 2}∗,
the following matrix identities:(
µ˜0[[[w]]]
µ˜2[[[w]]]
)
= Pw
(
µ0([0, 1])
µ2([0, 1])
)
and µ˜∗[[[w]]] = ( 1 1 )Pw
(
p
q
)
,
where
P0 = p
2
(
1 0
q/p q/p
)
, P1 = p
2q
(
1 1
q/p q/p
)
, P2 = q
2
(
p/q p/q
0 1
)
.
We are going to use two key properties of this model. Firstly, the probability measure µ
satisfies the following well known self-similar equation:
µ = pµ ◦ R−10 + qµ ◦ R−11 .
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Secondly,
S0 = R00, S1 = R100 = R011, S2 = R11,
where the identity R100 = R011 plays a crucial role. Let J be a subinterval of [0, β]; then,
one has successively
• µ
(
S0(J)
)
= pµ
(
R
−1
0 R00(J)
)
+ qµ
(
R
−1
1 R00(J)
)
= pµ
(
R0(J)
)
= pµ˜0(J) ;
• µ
(
S1(J)
)
= pµ
(
R
−1
0 R011(J)
)
+ qµ
(
R
−1
1 R100(J)
)
= pµ
(
R11(J)
)
+ qµ
(
R00(J)
)
= pqµ
(
R1(J)
)
+ qpµ
(
R0(J)
)
= pq
(
µ˜0(J) + µ˜2(J)
)
;
• µ
(
S2(J)
)
= pµ
(
R
−1
0 R11(J)
)
+ qµ
(
R
−1
1 R11(J)
)
= qµ
(
R1(J)
)
= qµ˜2(J).
We conclude by the fact that, for any η ∈ {0, 1, 2} and any w ∈ {0, 1, 2}∗, one has
µ[[[ηw]]] = VηPw
(
p/(1− pq)
q/(1− pq)
)
, where
V0 = ( p 0 ) ;V1 = ( pq pq ) ;
V2 = ( 0 q ) .
(40)
Consider two subcases.
4.2.1.– The uniform case – We first consider the uniform Erdo˝s measure, i.e.,
p = q = 1/2. Then for η ∈ {0, 1, 2} and w ∈ {0, 1, 2}∗:
µ[[[ηw]]] = V ′ηPw
(
1
1
)
, where
V
′
0 = ( 1/3 0 )
V ′1 = ( 1/6 1/6 )
V ′2 = ( 0 1/3 )
and

P0 =
1
4
(
1 0
1 1
)
P1 =
1
4
(
1/2 1/2
1/2 1/2
)
P2 =
1
4
(
1 1
0 1
)
.
(41)
We are going to show that µ is F˜-weak Gibbs. Consider the probability measure µ˜∗
with the support equal to the interval [0, β] defined as follows: for any word w ∈ {0, 1, 2}∗,
µ˜∗[[[w]]] =
1
2
( 1 1 )Pw
(
1
1
)
. (42)
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By Theorem 3.4, µ˜∗ is a F˜-weak Gibbs measure with the potential Φ : {0, 1, 2}N → R; the
formula for Φ can in fact be given by means of regular continued fractions: let a0, . . . , a2n
be 2n integers (n ≥ 0) with a0, . . . , a2n−1 > 0 and a2n ≥ 0, when n ≥ 1. Then for any
ξ ∈ {0, 1, 2}N,
Φ(0a02a1 · · ·2a2n−10a2n1ξ) = Φ(2a00a1 · · ·0a2n−12a2n1ξ) = log
(
f(a0, . . . , a2n)/4
)
with f(0) = 1 and
f(a0, . . . , a2n) = 1 +
1
a0 +
1
. . .
+
1
a2n + 1
.
Theorem 4.5 The uniform Erdo˝s measure µ is a F˜-weak Gibbs measure of the poten-
tial Φ.
This theorem is a consequence of the fact that µ˜∗ is itself a F˜-weak Gibbs measure of Φ
and of the following proposition:
Proposition 4.6 For any ω ∈ {0, 1, 2}N and any integer n ≥ 1,
8
3(n+ 2)
≤ µ[[[ω0 · · ·ωn−1]]]
µ˜∗[[[ω0 · · ·ωn−1]]] ≤
8
3
.
Proof. Note first that µ[[[w]]]/µ˜∗[[[w]]] = 4/3, whenever w = 1w
′; moreover, if w = 0n
or 2n with n ≥ 1, then µ[[[w]]]/µ˜∗[[[w]]] = 8/(3(n + 2)). Now, given n ≥ 2, we assume
that w = ηaνw′ ∈ {0, 1, 2}n, with a < n. Without loss of generality we assume η = 0
and ν = 2 (the other cases with η ∈ {0, 2} and η 6= ν ∈ {0, 1, 2} are similar). It is
straightforward that µ[[[w]]]/µ˜∗[[[w]]] ≤ 8/3, so it remains to establish the lower bound of
µ[[[w]]]/µ˜∗[[[w]]]. As
Pw′
(
1
1
)
:=
(
x
y
)
,
we have
µ[[[w]]]
µ˜∗[[[w]]]
=
8
3 · 4a+1 ·
( 1 1 )
(
x
y
)
( 1 1 )P a0 P2
(
x
y
) = 8
3
· (x+ y)
(1 + a)(x+ y) + y
≥ 8
3(a+ 2)
.
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Since a < n, we conclude that µ[[[w]]]/µ˜∗[[[w]]] ≥ 83(n+2) .
We would like to stress that µ is not a F˜-Gibbs measure. Actually, if 0 := (ωi = 0)
∞
i=0
then, for any potential ψ : Σ→ R, we have
exp(Snψ(20)) =
exp(ψ(20))
exp(ψ(0))
{
exp(ψ(0))
}n
.
A direct computation, in view of (41), yields µ[[[20n−1]]] = n/(3 · 4n−1), for any n > 0; if µ
were a Gibbs measure of ψ, then there would exist a constant K > 1 such that for any
n ≥ 1,
1
K
≤ 1
n
·
{
4 · exp (ψ(0))
}n
≤ K,
which is impossible. Hence µ is not F˜-Gibbs.
Furthermore, in this specific case one can prove a much more refined result, namely
that µ is not Gibbs in a very strong sense—see Theorem 4.7 below.
Assume that E is an arbitrary s-fold net which is quasi-Bernoulli; if µ is E-Gibbs
then, in particular, it is E-quasi-Bernoulli and by Theorem 1.3 (i), its scale spectrum τµ
is differentiable on the whole real line. However, this is not the case, since it is known
[6, 7] that there exists qc < −2 such that τµ is not differentiable at qc.
Thus, we have proved
Theorem 4.7 There is no quasi-Bernoulli net with respect to which the uniform Erdo˝s
measure is quasi-Bernoulli.
4.2.2.– The nonuniform case – From now on we assume p 6= q. As the measure
µ˜∗ is F˜-Gibbs, its multifractal domain is a compact interval. In fact,
Dom(µ∗) = Dom(µ˜∗) := [α, α],
where
α = inf
x∈[0,β]
{
lim
r→0
log µ˜∗(Br(x))
log(r)
}
= inf
ω∈{0,1,2}N
{
lim
n→∞
log µ˜∗[[[ω0 · · ·ωn−1]]]
log |[[[ω0 · · ·ωn−1]]]|
}
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and
α = sup
x∈[0,β]
{
lim
r→0
log µ˜∗(Br(x))
log(r)
}
= sup
ω∈{0,1,2}N
{
lim
n→∞
log µ˜∗[[[ω0 · · ·ωn−1]]]
log |[[[ω0 · · ·ωn−1]]]|
}
.
Theorem 4.8 Assume that p 6= q; then there is no quasi-Bernoulli net with respect to
which the corresponding (nonuniform) Erdo˝s measure is quasi-Bernoulli or weak Gibbs.
If µ were a weak Gibbs measure w.r.t. a quasi-Bernoulli net of the interval [0, β], it
would be necessary that its multifractal domain were a compact interval. Moreover, by
Proposition 4.4, one would have
Dom(µ) = Dom(µ∗) = Dom(µ˜∗) = [α, α].
Thus, Theorem 4.8 would follow from
Lemma 4.9 If p 6= q then
Dom(µ) 6= Dom(µ∗) = Dom(µ˜∗) = [α, α].
Proof. Assume without loss of generality that p < q—the case p > q is handled by
considering the symmetry between the (p, q) and the (q p)-distributed Erdo˝s measure.
On one hand, given any ω ∈ {0, 1, 2}N, as is easy too see, there exists a constant K > 0
such that
µ˜∗[[[ω0 · · ·ωn−1]]] ≥ K(pq)n
so that
log µ˜∗[[[ω0 · · ·ωn−1]]]
log |[[[ω0 · · ·ωn−1]]]| ≤
logK + n log(pq)
2n log(1/β)
,
whence
α ≤ log(pq)
2 log(1/β)
. (43)
On the other hand, a direct computation yields that for any integer n ≥ 0,
µ[[[0n]]] = p2n−2 ( p 0 )
(
1 0
q/p q/p
)n−1(
p/(1− pq)
q/(1− pq)
)
= K ′p2n
so that
lim
r→0
log µ[[[0n]]]
log |[[[0n]]]| =
log p
log(1/β)
(44)
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Given any 0 < r < β, let nr be the integer satisfying 1/β
2(nr+1) ≤ r < 1/β2nr , whence
nr log(1/β
2)
log r
· log µ[[[0
nr ]]]
log |[[[0nr ]]]| ≤
log µ(Br(0))
log r
≤ (nr + 1) log(1/β
2)
log r
· log µ[[[0
(nr+1)]]]
log |[[[0(nr+1]]]| .
Since p < q, we have, in view of (43) and (44),
lim
r→0
logµ(Br(0))
log r
=
log p
log(1/β)
>
log(pq)
2 log(1/β)
≥ α.
Remark 4.10 One can prove that the multifractal domains of µ and µ∗ differ because of
the local dimension of µ at the point x = 0 if p < q and x = αµ if p > q. Therefore,
the multifractal domain of the nonuniform Erdo˝s measure is the disconnected union of an
interval and a singleton. More precisely,
Dom(µ) = [α, α] ∪ {α∗} with α∗ = max
{
log p
log(1/β)
,
log q
log(1/β)
}
A similar pattern holds in the case of the 3-fold convolution of the Cantor measure.
Namely, let γ denote the Cantor measure, i.e., the self-similar probability measure asso-
ciated with the two affine contractions
S0 : x 7→ x/3 and S1 : x 7→ x/3 + 2/3.
It can be easily checked that the 3-fold convolution measure γ′ := γ ∗ γ ∗ γ is none other
than the p-distributed (2, 3)-Bernoulli convolution with
p =
(
1
8
3
8
3
8
1
8
)
.
A detailed multifractal analysis of γ′ presented in [11] shows that the multifractal domain
Dom(γ′) is no longer a compact interval. Actually, Dom(γ′) is proved to be the union
of a compact interval and a singleton. This proves that γ′ is neither quasi-Bernoulli nor
weak Gibbs w.r.t. any given reasonable s-fold net of the unit interval.
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