 1 
Introduction
Most papers on discrete linear time-varying (LTV) systems theory discuss Kalman's state space systems over a base field F; compare Rugh's excellent book [21, pp.383-568] . The existence of (unique) states and output for given input and initial state are obvious for these systems. In this paper we consider arbitrary discrete LTV-behaviors. Our results are new also for the time-axis N of natural numbers and varying coefficients in a field, we prove the results, however, in much greater generality: The time axis N is replaced by any submonoid N of an abelian group, for instance by the r-dimensional lattices N := N r1 × Z r2 , r := r 1 + r 2 , of integers. Instead of a base field we employ an arbitrary commutative self-injective ring F, for instance a direct product of fields or a quasi-Frobenius ring or a finite factor ring Z/Zn of Z. We consider the F-module W := F N of functions from N to F as the canonical discrete signal module over the natural associated noncommutative ring A of difference operators with variable coefficients. Our main result Thm. 2.1 states that W is an injective A-left module and therefore also satisfies the fundamental principle (terminology of Ehrenpreis 1960): An inhomogeneous system of linear difference equations with variable coefficients has a solution if and only if the right side satisfies the canonical compatibility conditions. We also show in Thm. 2.3 that for the standard partial difference equations and in contrast to the case of constant coefficients the canonical signal module A W is not a cogenerator, cf. (22) . This signifies that the equations of a homogeneous system of linear partial difference equations with variable coefficients contain more information than the module of solutions of the system. In Section 4 we generalize previous work of many colleagues on one-dimensional discrete LTV-behaviors with periodic coefficients in a field, cf. for instance, [12] , [1] , [2] , to multidimensional behaviors on the lattice N = Z r with periodic coefficients in a quasi-Frobenius base ring F and to the associated ring A per of partial difference operators with periodic coefficients. Via Morita equivalence we show in Thms. 4.4, 4.6, 4.7 that Aper F N is an injective cogenerator and that every Aper F N -behavior is isomorphic to its stacked form that is a standard multidimensional behavior over a multivariate Laurent polynomial algebra. In Section 4.4 we also consider the case of periodic trajectories, cf. [23] . The Sections 3.1, 3.2 resp. 4 serve the proof of Thms. 2.1, 2.3 resp. 4.4, 4.6, 4.7. In Section 5 that was added in the revised version of this paper we explain the connection of the multidimensional theory of Section 4 with the previous work in [12] , [1] , [2] . Remark 1.1. (i) History: These remarks concern the history of the module-behavior duality. The standard operator algebra for linear systems of ordinary or partial difference or differential equations with constant coefficients in r independent variables is the commutative polynomial algebra A = F[s 1 , · · · , s r ] over a field F that acts on the canonical signal spaces W of r-variate sequences resp. smooth functions or distributions via partial shifts resp. differentiation. In [18] it was shown that these signal modules are injective cogenerators, cf. also (20) , and thus give rise to a categorical duality or very strong one-one correspondence between finitely generated (f.g.) Amodules and the solution spaces of these systems (terminology of Malgrange 1962), called behaviors by Willems. The proof of the injectivity for partial differential equations was outstanding analytic work by Ehrenpreis, Malgrange and Palamodov in the 1960s. The duality enables the translation of theorems and algorithms from Commutative Algebra and Homological Algebra into analytic and systems theoretic results. This procedure was and is called Algebraic Analysis, in particular by Pommaret and his student and coauthor Quadrat [19] and by other colleagues [20] from Systems The-ory and Computer Algebra. In 1959 Sato introduced the term Algebraic Analysis for the advanced algebraic theory of partial differential equations whose most significant progress is due to Kashiwara [11] , but it seems that the word was already used by Euler. The duality theory with its translation of algebra into systems theory has been used implicitly, but significantly already in Kalman's state space, Rosenbrock's polynomial matrix, Wolovich's differential operator and Willems' behavioral approach to LTI (linear time-invariant)-systems theory. For systems of equations with variable coefficients the associated rings A of operators are noncommutative and the relevant signal spaces are, in general, neither injective nor cogenerators, an exception is established in [9] . In many cases the operator ring A is a noetherian domain or, more specifically, an Ore algebra or multivariate skewpolynomial algebra [20, Def. 3.4] . There is a large body of results and algorithms on f.g. A-modules in the theory of Noncommutative Noetherian Rings and Computer Algebra [16] , [14] , [7] , [20] , [19] that can, however, be only partially translated into systems theoretic results and algorithms [20] , [19] . The term Algebraic Analysis and the suggestive systems theoretic terminology for purely algebraic objects are also used in this more general situation. For instance, a f.g. module resp. some of its distinguished elements are called a system resp. its inputs and outputs [8] . But one has always to keep in mind that the translation of those strong algebraic results into the behavior of actual signals is not obvious if the signal module is not injective. Rings of delay-differential or convolution operators are commutative domains, but not noetherian, and the module-behavior duality also holds only partially [10] , [20] , [6] . In the present paper the algebra A of difference operators is neither a domain nor noetherian and it is therefore rather surprising that the canonical signal module is injective.
(ii) Constructivity: The injectivity, even of a field as module over itself, is not a constructive property since, for instance, the Hahn-Banach theorem for infinite-dimensional vector spaces requires the nonconstructive axiom of choice or Zorn's Lemma. Therefore our main Thm. 2.1 is not constructive in general, even in the simplest case of Ex. 2.2 below. Since the ring A is not noetherian it is, in general, also impossible to compute the canonical compatibility conditions. To construct at least approximate solutions the theory of this paper has to be extended to topological rings of sequences, for instances the Banach algebras
All results on periodic multidimensional behaviors over constructive quasi-Frobenius rings like Z/Zn are, however, constructive and can be used with existing Computer Algebra packages, for instance [7] , [20] , [19] . We leave it to these or other experts to actually do this. of fields, especially an infinite power, is self-injective, but not a cogenerator ring [14, §19, Exercise 17 on p.539]. Linear difference equations with constant coefficients over commutative quasi-Frobenius base rings F were first studied by Russian coding theorists, in particular by Kurakin, Kuzmin, Mikhalev, Nechaev [17] , and later in behavioral systems theory, for instance by Liu, Lu, Oberst [15] , Kuijper, Pinto, Polderman, Rocha [13] , and in several papers by Zerz and her cooperator Wagner [23] , [24] . Let N be a submonoid of an abelian group, i.e., 0 ∈ N and N + N = N , and Z := N − N ⊇ N the subgroup generated by N . The standard examples for this situation are
Consider the standard signal F-module for discrete systems theory
of functions from N to F. For N := N r1 × Z r2 from (1) F N consists of the typical multivariate sequences. As usual the F-module of k × -matrices is denoted by F k× , in particular we obtain the modules F 1× resp. F := F ×1 of row resp. column vectors. We identify
The module F N is an F-algebra with the componentwise multiplication (ab)(t) := a(t)b(t) for a, b ∈ F N and the one-element (1) t∈N = (t → 1). Moreover N acts on F N by algebra endomorphisms via
The module F N with this additional structure is denoted by K. It gives rise to the noncommutative skew-monoid algebra or smash product [16, Thm. 1.5.4]
with the multiplication
By definition the family (q i ) i∈N is a K-basis of A with the multiplication q i q j = q i+j . Its introduction serves to transform the additive monoid N into the multiplicative monoid q i ; i ∈ N . In f = i∈N f i q i ∈ A almost all coefficients f i , i.e., up to finitely many, are zero by definition. If
is the usual power product of the x 1 , · · · , x r and this motivates the notation q i also for general N . For N = 0 the rings F N and A have zero-divisors. For nonnoetherian 
and makes W an A-left module, denoted by A W . The action is extended to the action R • w of a matrix R ∈ A k× on w ∈ W by
Theorem 2.1. For the signal module A W from (2) and (7) the following hold:
(1)The A-module W is injective, i.e., the functor
is exact or, equivalently, transforms injective A-linear maps into surjective F-linear maps.
(2) This implies that A W also satisfies the fundamental principle (terminology of Ehrenpreis 1960): For R ∈ A k× and u ∈ W k the inhomogeneous linear system
has a solution w ∈ W if and only if the given right side u satisfies the canonical compatibility conditions
This also holds if R is a row-finite matrix with infinitely many rows and columns, cf. Cor. 3.1.
The necessity of (11) for the existence of a solution w of R • w = u follows from
For N = N r1 × Z r2 (10) is the typical r 1 + r 2 -dimensional linear system of partial difference equations with variable coefficients. Example 2.2. In Thm. 2.1 consider the simple data
Then there is a solution w ∈ W of
(14) If in (13) f d (t) = 0 for all t then the standard recursive solution
holds. Thm. 2.1 implies that there is a solution w of f •w = u too if f d ∈ F N has many zeros provided u satisfies the necessary compatibility conditions g • u = 0 if gf = 0. Even in this simplest case of Thm. 2.1,(2), the existence of a solution w of f • w = u is not obvious. If f d (0) = 0 the solution w has to satisfy the linear equation
so the initial values w(0), · · · , w(d − 1) cannot be chosen arbitrarily.
If A W is any signal module and U ⊆ A 1× is a submodule with factor module M := A 1× /U there is the canonical F-isomorphism
The solution F-module U ⊥ of all linear equations ξ • w = 0, ξ ∈ U, is called the W -behavior defined by U or M , and U resp. M are called the equation module resp. system module of B. If U is finitely generated (f.g.) and U = A 1×k R, R ∈ A k× , for instance always if A is a left noetherian ring, then
These solution modules are ubiquitous in linear systems theory and explain the significance of the functor Hom A (−, W ) for this theory. The monoid F-algebra 
and the self-injectivity of F. In [5] an analogue of injectivity is proven for the noncommutative polynomial algebra F(t)[q; •] and suitably defined behaviors where F is a field and F(t) the field of rational functions in one indeterminate t with the action (i • a)(t) := a(t + i). There is no continuous analogue of Thm. 2.1 for differential LTV-systems
and the signal spaces C ∞ (R) or D (R) of smooth functions or distributions over appropriate operator rings of differential operators with variable coefficients. In the continuous case the signal space has to be enlarged to become injective over the larger ring of differential operators [9] , [22] , [4] . A module A W is called a cogenerator if for every A-module M the canonical A-linear Gelfand map
The cogenerator property of A W implies in (17) 
; ξ • B = 0 . So B determines U and U and B = U ⊥ contain the same information. If A W is an injective cogenerator then the functor (9) induces a duality (contravariant equivalence) between the category of f.g. A-left modules M = A 1× /U (algebra) and that of W -behaviors U ⊥ (engineering mathematics) [18] , and thus enables a strong use of algebraic tools for systems theoretic applications like in the standard LTI-systems theories. But also the injectivity alone like in Thm. 2.1 opens many such opportunities. If F is a cogenerator ring (20) implies that also F[N ] F N is an injective cogenerator.
If N is a finitely generated abelian group and F is a cogenerator ring then A W is a cogenerator if and only if N is finite.
In Section 4 we treat the case of periodic coefficients. We assume a quasi-Frobenius ring F, the group N := Z r and a subgroup L ⊆ N such that N := N/L is finite. This
We identify F N with the subalgebra of F N of L-periodic functions by
The finite group N acts on itself by translation and so does t ∈ N on i ∈ N by t + i := t + i. This action implies the action • of N on F N given by
This action gives rise to the skew-group algebra or smash product [16, §1.5.4]
The bijection N ∼ = q i ; i ∈ N , i → q i , is a group isomorphism. The ring A per has the commutative F-subalgebra
If β ρ , ρ = 1, · · · , r, is a Z-basis of L ∼ = Z r = N and
is the Laurent polynomial algebra in the x ρ over F and thus noetherian since the quasi- 
The assumptions of Section 2 concerning N and F are in force. We need several preparations concerning infinite-dimensional free modules that are exposed, for instance, in [4, §3.5.2.2]. If V is an F-module and Λ any index set then
is the F-module of all functions Λ → V . The support of w ∈ V Λ is the set 
If Γ is another set with its associated free module A (Γ) there is the canonical isomorphism between linear maps and matrices given by
The Γ × Λ-matrices with finite supp(R(γ, −)) for all γ ∈ Γ are called row-finite. In the sequel we choose one such row-finite matrix R ∈ A Γ×Λ . For every M ∈ A Mod with action • there is the canonical isomorphism
) γ∈Γ and we identify
With this identification the row-finite matrix R from (31) gives rise to the adjoint map
(33) This applies especially to the A-module W = F N . We identify
(34) The elements R(γ, λ) have the form
, and
we get
where
We conclude
Here we use the notation H · w for multiplication of infinite matrices with entries in F. Notice that the matrix H is row-finite since for fixed (γ, i) ∈ Γ × N almost all, up to finitely many, R(γ, λ) and almost all R(γ, λ) j are zero. The significance of equation (39) lies in the fact that it replaces the operator product R • w by the matrix multiplication H · w of matrices with coefficients in F. The matrix H gives rise to the exact sequence of F-modules and F-linear maps
(40) Recall that we identify Hom F (F (I) , F) = F I (cf. (32)). Since F F is assumed injective the duality functor
is exact. Applied to the exact sequence (40) of F-modules it furnishes the exact sequence of F-modules
where u = (u(γ, i)) (γ,i)∈Γ×N and u| ker(·H) has the form
Proof. (of Thm. 2.1) (1) (i) Let X ⊂ A (Λ) be any submodule. Choose a row-finite matrix R ∈ A Γ×Λ such that X = γ∈Γ AR(γ, −) ⊆ A (Λ) . Let ϕ ∈ Hom A (X, W ) be any A-linear map. We show in (ii) below that ϕ can be extended to an A-linear map ψ : A (Λ) → W with ψ|X = ϕ. For Λ = {1} and A (Λ) = A the submodule X is a left ideal of A with generators R(γ, 1), γ ∈ Γ. According to Baer's criterion for injectivity [14, Thm. 3.7] the extendability of each A-linear map ϕ : X → W to an A-linear map ψ : A → W implies the injectivity of A W .
(ii) We apply the exact sequence (42) to the chosen R. Define u ∈ W Γ by u(γ) := ϕ(R(γ, −)). In (iii) below we show that u| ker(·H) = 0. From this, (42) and (39) we conclude that there is w ∈ W Λ such that
(45) We show ηR = 0 by proving that for all λ ∈ Λ and all k ∈ N the coefficient of
u| ker(·H) = 0. Γ×Λ is any row-finite matrix and u ∈ W Γ is any right side the linear system
has a solution w ∈ W Λ if and only if u satisfies the canonical compatibility conditions
Proof. Recall that we identify
where inj(η) = η and Hom(inj, W ) : u → (η → η • u). As asserted we conclude
F N is not a cogenerator
We use a commutative self-injective ring F as before and a monoid N = N r1 × Z 
We conclude that
Hence
(ii) We define f 1 ∈ F N and f by
For arbitrary d ≥ 1 choose n with 1 ≤ d < 2 n − 1 and t := 2 n + 1. Then
Equations (55) and (57) imply Af A and M := A/Af = 0. (56) we show that the associated behavior
is zero. By decreasing induction the equation w(t − 1) = f 1 (t − 1)w(t), t ≥ 1, shows that w(t 0 ) = 0 for some t 0 implies w(t) = 0 for all t ≤ t 0 . But for all n and w ∈ B we have
(2) (i) In the next step we assume N = Z and define f
(60) We infer that w(t 0 ) = 0 for some t 0 ∈ Z implies w(t) = 0 for all t ≤ t 0 . But f
Since almost all g Z j are zero there is some n < 0 such that g Z n = 0. Equation (61) implies by increasing induction from n to 0 that
This contradicts (1)(ii) and hence
We assume that there is an
This assumption implies that A1 F N1 is not a cogenerator. In (1) and (2) above we have constructed such an f for the case that N 1 = N or N 1 = Z. We are going to derive the same for A F N . Define
We consider the behavior
Since B 1 = 0 this implies that also B = 0.
(ii) We show next that AF A. Assume
This contradicts the assumption A 1 f A 1 and hence
This implies that also A F N is not a cogenerator. If N = N r1 × Z r2 from (1) and r 1 + r 2 > 0 then N admits a representation N = N 1 × N 2 where N 1 = N or N 1 = Z. The application of (1), (2) and (3) 4 Partial difference equations with periodic coefficients over quasi-Frobenius rings
Morita equivalence
The assumptions and notations are those from (23)-(27). For notational simplicity we write again A := A per . The algebra A = F N from Section 3 is not used in the remainder of the paper. The elements of N = Z r are t, i, j, k, , m etc., the elements of N are t := t + L, i, j, k, , m. The F-algebra F N has its (finite) standard F-basis
The i are complete orthogonal idempotents of F N . From (25) we infer
Remark 4.1. If F = C is the field of complex numbers the functions in C N can be described by the discrete Fourier transform (DFT). Let d := (N ) be the order of N . Then there are nondegenerate symmetric biadditive resp. bimultiplicative forms j • k and < j, k >:
With these data the DFT and the Fourier inversion formula are given by the inverse isomorphisms
In the simplest case one has
In other words, the d-periodic functions a : Z → C with a(j) = a(j + d) for all j ∈ Z have the unique basis representation
Equation (70) implies the equivalence i∈N ,j∈N
Choose any section σ : N → N of the canonical map N → N/L such that
Hence A is a free Z-module with the finite basis i q σ(j) , i, j ∈ N . Since Z is noetherian so is A both as module over its center Z and as ring. We consider the signal F-module W = F N that is also an A-module with the action
The orthogonal idempotents i of K are also such in A and hence
(74) Here we used that q +/−σ(j) are invertible. So the direct summands A j of A are all isomorphic to A 0 . Since A is a progenerator of A Mod [14, p.54], i.e. a finitely generated projective module and generator, the cyclic module P := A 0 is also a progenerator. Consider the F-algebra B = Hom A (P, P ). It acts on P from the left via bx := b(x) for b ∈ B and x ∈ P and makes it an (A, B)-bimodule since a(bx) = ab(x) = b(ax) for a ∈ A, b ∈ B, x ∈ P . Let Mod B be the category of B-right modules. The bimodule P induces the Hom-functor
(75) According to the Morita equivalence theorems the following result holds: 
The quasi-inverse functor of Hom A (P, −) is the functor
(76) 3. The canonical map A → Hom B (P, P ), a → (x → ax), is a Z-algebra isomorphism.
We modify and simplify Result 4.2 due to the special P = A 0 : There is the standard algebra antiisomorphism
(77)
We compute 0 A, A 0 and 0 A 0 as free Z-modules:
Since Z is commutative the antiisomorphism Φ is indeed a ring isomorphism and left and right modules over
coincide. In particular, Mod B = Z Mod and A 0 is an (A, Z)-bimodule with the multiplications
(80) For every M ∈ A Mod we get the Z-isomorphism
With the preceding modifications Result 4.2 obtains the following form:
Corollary 4.3.
The functor
is a categorical equivalence, in particular exact and for M 1 , M 2 ∈ A Mod there is the Z-isomorphism
2. The quasi-inverse functor of M → 0 M is the functor
3. The canonical map
is a Z-algebra isomorphism.
Since A 0 has the Z-basis −k q σ(k) , k ∈ N , the Z-algebras in (85) are isomorphic to the matrix algebra Z N ×N .
Stacked modules and behaviors
For the A-signal module W = F N we compute 0 • W by
This identification signifies that w ∈ F L is extended to w ∈ F N by w|(N \ L) = 0.
Theorem 4.4. With the identification from (86) the signal modules
L is an injective cogenerator due to (20) or [15] the categorical equivalence from (82) implies that A F N is also an injective cogenerator.
Hence w j ∈ W = F L is given by and determines the values of w on the residue class
In the sequel we use the notations from (30) and (34) for finite index sets Λ and Γ.
is a finite family of generators of M , i.e., M = λ∈Λ Aw λ . Consider the free A-module A Λ = A (Λ) with the elements ξ = (ξ(λ)) λ∈Λ : Λ → A and the standard basis δ λ , λ ∈ Λ, with δ λ (µ) = δ λ,µ and ξ = λ∈Λ ξ(λ)δ λ . Define the canonical map
With the identifications from (34) we get
There results the Z-linear isomorphism (cf. (17))
The Z-module B is the A W -behavior associated to the equation module U or the system module M . Consider two f.g. A-modules A Λi /U i , i = 1, 2, with their associated behaviors
with ( ) where
(93) Since A W is an injective cogenerator standard algebraic arguments imply 
In other words, the functor M = A Λ /U → B := U ⊥ is a duality or contravariant equivalence from the category of A-modules with a given finite family of generators and the category of A W -behaviors.
We identify this free Z-module with Z N ×Λ via
The exact sequence of A-modules
(97) We define
As in (91) we also identify
In this case the Malgrange isomorphism (cf. (17), (92)) furnishes the Z-isomorphism
(100) The Z-module B is the Z W -behavior associated to the equation module U and the system module 0 M . Since Z W is an injective cogenerator due to (20) or [15] the assignment Y → Hom Z (Y, W ) establishes the standard duality between finitely generated modules over the Laurent polynomial algebra
and the associated Z W -behaviors.
Theorem and Definition 4.6. For the data from (90)-(100) there is the commutative diagram of Z-isomorphisms
, where
So the values w(j, λ)(t), t ∈ L, coincide with the values of w(λ) on the residue class j = L + σ(j). Therefore w and w resp. the A F N -behavior B and the Z F L -behavior B coincide up to a reordering of the components of the trajectories. The module 0 M resp. B are called the stacked form of M resp. B.
Proof. The commutativity of the diagram is a consequence of (89). The upper horizontal isomorphism follows from (88). Since the vertical maps are the Malgrange isomorphisms also the lower horizontal map is an isomorphism.
In other words, the behaviors defined by linear partial difference equations with periodic coefficients are fully reduced to well-studied multidimensional behaviors defined by such equations with constant coefficients. In Section 5 we explain the connection of our theory with the work of our predecessors in the one-dimensional case. We finally derive a kernel representation of B from a given one for B in (101): Since A is noetherian the submodule U is finitely generated. Therefore assume that U is given for finite Γ and R ∈ A Γ×Λ as
We write R(γ, λ) as
and compute the Z-generators of Z-submodule U = 0 U by
Theorem 4.7. In the Z-basis
of 0 A Λ the submodule U = 0 U is generated by the family
where R and t are taken from (103) and R from (104). For the A F N -behavior B and the Z F L -behavior B this implies the kernel representations
In the following fashion the behavior B is canonically an A W -behavior. Assume, more generally, any finite presentation or exact sequence of Z-modules
and the associated Z W -behavior
The Morita equivalence induces the exact sequences of A-modules
With
the exact sequence (110) implies the A W -behavior
Corollary 4.8. With the data from (108)-(112) any Z W -behavior C gives rise to the A W -behavior C 1 , and indeed C = C 1 with the identification
Corollary 4.9. For the A W -behavior B and Z W -behavior B from (107) Cor. 4.8 implies
(114) In particular, B is also canonically an A W -behavior. On the module level the isomorphism (114) corresponds to the A-linear isomorphism
Applications
Thms. 4.6 and 4.7 reduce the study of A W -behaviors to that of Z W -behaviors. Recall that every finitely generated (f.g.) A-module M admits the Z-decomposition 
Likewise, every M ∈ A Mod gives rise to the quotient Q-module S −1 M and the canonical map
tor A (M ) := ker(can M ) = {x ∈ M ; ∃s ∈ S with sx = 0} .
The latter submodule is the (A-)torsion submodule of M and M is called A-torsion resp. torsionfree if tor A (M ) = M resp. tor A (M ) = 0. Obviously tor A (A) = 0. For the commutative integral domain Z and a Z-module P the corresponding data are (ii) For an A-module M the isomorphism resp. inclusion
follow from (116) resp. (i). The submodule tor Z (M ) is an A-submodule of M and M/ tor Z (M ) is Z-torsionfree. Therefore there is a Z-monomorphism from this module into a free module and, due to
Associated with a f.g. A-module M are the module resp. behaviors (cf. Thm. 4.6)
Recall that the Z W -behavior B is autonomous resp. controllable if 0 M is Z-torsion resp. torsionfree. We use the same terminology for the isomorphic A W -behavior B. We finally consider input/output (IO) decompositions in the situation of Thm. 4.6 and 4.7. Such a decomposition for the behavior B ⊆ W N ×Λ is given by a disjoint decomposition
of the index set of the components w j,λ of the trajectories of B with the following properties: We decompose R and w accordingly, i.e.,
The defining properties of the IO decomposition are
The decomposition (121) with the property (123) is called an IO decomposition and B with this structure an IO behavior. In general, the behavior admits several IO decompositions. The IO decompositions depend on U or B, but not on the special choice of R. The unique matrix H ∈ quot(Z) out × inp with P H = Q does not depend on the special choice of R and is called the transfer matrix of the IO behavior B. The IO decomposition is also characterized by the properties that the projection
→ u, is surjective and
or, in module terms, that Z out /Z N ×Γ P is a torsion module and that
is exact. The surjectivity of proj : B → W inp and the autonomy of B 0 justify the term input for u: The components u(j, λ), (j, λ) ∈ inp, can be chosen arbitrarily and u is maximal with this property. In the language of Fliess the image C := im ((•(0, id)) ind ) ⊆ 0 M is called a control submodule and the u(j, λ), (j, λ) ∈ inp, are the associated controls. 
imply that the components w(λ)|(σ(j) + L), (j, λ) ∈ inp, of w ∈ B can be chosen arbitrarily and that these components are a maximal family with this property. In general, whole components w(λ) ∈ F N cannot be chosen as input.
Periodic trajectories
We assume a commutative cogenerator ring F or, equivalently, that F is an injective cogenerator as module over itself. The assumptions (23)-(27) are in force. Additionally we introduce the signal module
(127) The left ideal a := j∈L A(q j − 1) ⊂ A is indeed two-sided since q j ∈ Z = center(A) for j ∈ L and the map
is an F-algebra isomorphism by which we identify A/a = A, q j + a = q j . Left A-modules M are the same as left A-modules with aM = 0. Obviously Proof. This follows from N ∼ = Z m × tor(N ), Cor. 4.13 and (3) in Section 3.2.
Corollary 4.15. The A-module A 0 is a progenerator and Cor. 4.3 applies analogously, in particular,
The dual F-module A * := Hom F (A, F) has the dual basis δ (i,j) of the F-basis i q j defined by δ (i,j) ( k q ) := δ i,k δ j, .
Moreover A * is a left A-module via (aα)(b) := α(ba) for α ∈ A * and a, b ∈ A and also a right A-module via (αa)(b) = α(ab). Define 
Since F F is an injective cogenerator the dual module Hom F (A, F) is an injective Acogenerator. This standard result is shown as in (20) Proof. The isomorphisms A ∼ = A * and the preceding remark imply that A is a left and right A-injective cogenerator.
Relation to previous work
We describe the connection of the method of Section 4 with the important previous work for one-dimensional discrete LTV-behaviors with periodic coefficients in a field from, for instance, [12] , [1] and [2] . The assumptions are those of Section 4: 
The elements of N resp. L are generically denoted by t resp. by τ . The quoted papers use F = R or F = C and N = Z ⊃ L = Zn. We transfer the definitions of the quoted papers to the more general situation here. Since A and F[N ] act on F N so does Z = F[L]. The isomorphism
L×N , w → w, w(τ + σ(j)) = w(j)(τ ) = w(τ, j),
is
(136) Thus we may and do identify
(137) For any finite index set Λ the preceding identification implies
In this fashion the F[L]-isomorphisms
from (101) become the identities 
2. If F is a field this is the same as a closed F-subspace of B ⊆ F N ×Λ that is invariant under the action of L on F N .
3. If F is a field, N = Z ⊃ L = Zn and B ⊂ W N ×Λ is a closed subspace the invariance means q n • B = B. This is the case treated in [12] , [2] .
We use the identifications (140) and (95), i.e.,
The 
The matrix R has the unique representation R = j∈N j R j , R j ∈ F[N ] = ⊕ i∈N Fq i =⇒ (R • w)(t) = j∈N δ t,j (R j • w)(t) with δ t,j (R j • w)(t) = (R j • w)(t) if t = j or t ∈ σ(j) + L 0 if t = j or t ∈ σ(j) + L .
(144)
