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Abstract
Let A be a complex matrix of order n with eigenvalues λj (j = 1, 2, . . . , n) and m be any integer
satisfying rank A  m  n. The bound for
∑ |λj |2 by Kress, de Vries, and Wegmann is strengthened.
Furthermore, new bounds are presented to estimate the spectral radius of A using m and traces of A, A2, A∗A
and A∗A − AA∗. We also improve some Wolkowicz–Styan bounds and previous localization of eigenvalues
in rectangular or elliptic regions using traces. Several simple lower bounds for the spectral radius are given,
involving tr A, tr A2, tr A3, and m.
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1. Introduction
Traces of matrices are used in many results on localization of eigenvalues, e.g. [1–4]. Let A
be a complex matrix of order n with eigenvalues λj (j = 1, 2, . . . , n). Use ‖ · ‖ as the Euclidean
norm throughout.
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Eberlein [5] showed that
n∑
j=1
|λj |2  K = ‖A‖2 − ‖A
∗A − AA∗‖2
6‖A‖2 ,
while Kress et al. [6] gave a tighter bound:
n∑
j=1
|λj |2  KA =
(
‖A‖4 − 1
2
‖A∗A − AA∗‖2
)1/2
.
Wolkowicz and Styan [2] adopted KA, KB , KC as upper bounds respectively for
∑n
j=1 |λj |2,∑n
j=1(λj )2,
∑n
j=1(λj )2, where
KB =
{ 1
2 ((‖A‖2 + tr A2)2 − 12‖A∗A − AA∗‖2)1/2 if tr A2  0,
1
2 (‖A‖2 + trA2) − ‖A
∗A−AA∗‖2
12‖A‖2 otherwise,
KC =
{ 1
2 ((‖A‖2 − tr A2)2 − 12‖A∗A − AA∗‖2)1/2 if tr A2  0,
1
2 (‖A‖2 − tr A2) − ‖A
∗A−AA∗‖2
12‖A‖2 otherwise.
O. Rojo et al. applied in [3]
n∑
j=1
(λj )2  12 (K + tr A
2), (1a)
n∑
j=1
(λj )2  12 (K − tr A
2), (1b)
while they used the two inequalities below in [4]:
n∑
j=1
(λj )2  12 (KA + tr A
2), (2a)
n∑
j=1
(λj )2  12 (KA − tr A
2). (2b)
In Section 2, we give an upper bound for
∑ |λj |2 which is tighter than KA. Applying the
tighter bound, we develop upper bounds for the spectral radius, and improve some results in [1–4]
to localize the spectrum of a matrix. We also present some simple lower bounds for the spectral
radius in Section 3. The paper ends with several examples in Section 4.
2. Bounds for eigenvalues
We first present a new upper bound for
∑n
j=1 |λj |2. Define
c(A) =
((
‖A‖2 − |tr A|
2
n
)2
− 1
2
‖A∗A − AA∗‖2
)1/2
+ |tr A|
2
n
. (3)
Lemma 2.1. Let A be a complex matrix of order n with eigenvalues λj (j = 1, 2, . . . , n). Then
n∑
j=1
|λj |2  c(A), (4)
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n∑
j=1
(λj )2  12 (c(A) + tr A
2), (5a)
m∑
j=1
(λj )2  12 (c(A) − tr A
2). (5b)
Proof. Let
B = A − tr A
n
I,
where I is the identity matrix of order n. Then λj − tr An (j = 1, 2, . . . , n) are eigenvalues of B.
By Kress et al. [5], we have
n∑
j=1
∣∣∣∣λj − tr An
∣∣∣∣
2
=
n∑
j=1
|λj |2 − |tr A|
2
n

(
‖B‖4 − 1
2
‖B∗B − BB∗‖2
)1/2
= c(A) − |tr A|
2
n
.
Thus, the inequality (4) holds. Since
n∑
j=1
(λj )2 +
n∑
j=1
(λj )2 =
n∑
j=1
|λj |2,
n∑
j=1
(λj )2 −
n∑
j=1
(λj )2 = tr A2,
the inequalities (5a) and (5b) follow from (4). 
Lemma 2.2. Let A be a complex matrix of order n. Then
c(A)  KA  K, (6)
1
2
(c(A) + tr A2)  KB, (7a)
1
2
(c(A) − tr A2)  KC. (7b)
Equality holds on the left of (6) if and only if A is normal or tr A = 0. Equality holds on the right
of (6) if and only if A is normal.
Proof
c(A)  KA
⇐⇒ c2(A)  ‖A‖4 − 1
2
‖A∗A − AA∗‖2 i.e. ‖A‖2  c(A) or tr A = 0
⇐⇒ ‖A∗A − AA∗‖  0 or tr A = 0
KA  K
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⇐⇒ ‖A‖4 − 1
2
‖A∗A − AA∗‖2 
(
‖A‖2 − ‖A
∗A − AA∗‖2
6‖A‖2
)2
⇐⇒ ‖A
∗A − AA∗‖2
6
+ ‖A
∗A − AA∗‖4
36‖A‖4  0
⇐⇒ ‖A∗A − AA∗‖  0.
To prove the inequality (7a), it is sufficient to prove
1
2
(KA + tr A2)  KB. (8)
If tr A2 < 0, the right side of (6) implies (8). If tr A2 = 0, the inequality (8) collapses to
equality. Let x, y, z respectively denote ‖A‖2,tr A2, ‖A∗A − AA∗‖/√2 here. If tr A2 > 0,
the inequality (8) holds if and only if
√
x2 − z2 + y 
√
(x + y)2 − z2 if and only if
(
√
x2 − z2 + y)2  (x + y)2 − z2 i.e.√
x2 − z2  x if and only if
z2  0.
We omit the proof of (7b), which is similar to (7a). 
All equalities in Lemma 2.2 hold if A is normal.
Then our bound (4) strengthen bounds for ∑ |λj |2 by [5,6]. Lemma 2.2 also implies that our
upper bounds by (5) perform better than (1) and (2).
Following the idea of [1, Lemma 2.1, Lemma 2.2], we have
Lemma 2.3. If real numbers xj (j = 1, 2, . . . , m) satisfy x1  x2  · · ·  xm, then, for 1  k 
l  m,
1
l − k + 1
l∑
j=k
xj 
∑m
j=1 xj
m
+
(
m − l
ml
)1/2⎛⎜⎝ m∑
j=1
x2j −
(∑m
j=1 xj
)2
m
⎞
⎟⎠
1/2
, (9)
∣∣∣∣∣xk −
∑m
j=1 xj
m
∣∣∣∣∣ 
(
m − 1
m
)1/2⎛⎜⎝ m∑
j=1
x2j −
(∑m
j=1 xj
)2
m
⎞
⎟⎠
1/2
. (10)
Proof. Let ej (j = 1, 2, . . . , m) be the standard basis of the linear space Rm. Let
x =
m∑
j=1
xj ej , y =
1
l − k + 1
l∑
j=k
ej , C = I −
⎛
⎝ m∑
j=1
ej
⎞
⎠
⎛
⎝ m∑
j=1
e
T
j
⎞
⎠/m,
where I is the identity matrix of order m.
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Since C is positive semidefinite, it holds that
(x − λy)T C(x − λy) = xT Cx − 2λyT Cx + λ2yT Cy  0.
Take λ = y
T
Cx
y
T
Cy
, yielding
|yT Cx| 
√
y
T
Cy
√
x
T
Cx. (11)
Take k = 1 in (11) and use
1
l − k + 1
l∑
j=k
xj 
1
l
l∑
j=1
xj ,
then we obtain (9).
Take l = k in (11), that is (10). 
Now Lemmas 2.1 and 2.3 can work together to estimate the spectral radius. Define
fA(θ) = (e
iθ tr A)
m
+
(
m − 1
2m
)1/2 (
c(A) − |tr A|
2
m
+ 
(
e2iθ
(
tr A2 − tr
2A
m
)))1/2
.
Theorem 2.1. Let A be a complex matrix of order n with eigenvalues λj (j = 1, 2, . . . , n)
satisfying |λ1|  |λ2|  · · ·  |λn|, and let m be any integer such that rank(A)  m  n. Then
for any 1  k  m,∣∣∣∣λk − tr Am
∣∣∣∣ 
(
m − 1
2m
)1/2 (
c(A) − |tr A|
2
m
+
∣∣∣∣tr A2 − tr2Am
∣∣∣∣
)1/2
. (12)
ρ(A)  max
θ
fA(θ). (13)
Proof. Notice |λj | = 0(j > m). Observe that
2
⎛
⎜⎝ m∑
j=1
((eiθλj ))2 −
⎛
⎝ m∑
j=1
(eiθλj )
⎞
⎠
2/
m
⎞
⎟⎠
=
m∑
j=1
|λj |2 + 
⎛
⎝e2iθ m∑
j=1
λ2j
⎞
⎠− 1
m
∣∣∣∣∣∣
m∑
j=1
λj
∣∣∣∣∣∣
2
− 1
m

⎛
⎜⎝e2iθ
⎛
⎝ m∑
j=1
λj
⎞
⎠
2
⎞
⎟⎠
 c(A) + (e2iθ trA2) − 1
m
|tr A|2 − 1
m
(e2iθ tr2A)
 c(A) − |tr A|
2
m
+
∣∣∣∣tr A2 − tr2Am
∣∣∣∣ . (14)
Given (14), applying (10) to (eiθλj ) (j = 1, . . . , m) , where θ = − arg
(
λk − tr Am
)
, yields
(12).
Applying (14) without its last line, and substituting (eiθλj )(j = 1, . . . , m) for xj (j =
1, 2, . . . , n) in (10), where θ = −arg λk , we obtain
|λk|  fA(θ).
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Since ρ(A) = maxk |λk|, the inequality (13) holds. Existence of the maximum relies on the
evidence that the function fA(θ) is periodic and continuous over its real domain. 
The inequality (13) at once gives a simple upper bound for the spectral radius.
Corollary 2.1. Let A be a complex matrix of order n with m defined as in Theorem 2.1. Then
ρ(A)  |tr A|
m
+
(
m − 1
2m
)1/2 (
c(A) − |tr A|
2
m
+
∣∣∣∣tr A2 − tr2Am
∣∣∣∣
)1/2
. (15)
Given the conditions in Corollary 2.1, it can be concluded that
∣∣∣∣tr A2 − tr2Am
∣∣∣∣ =
∣∣∣∣∣∣
m∑
j=1
(
λj −
∑m
j=1 λj
m
)2∣∣∣∣∣∣ 
m∑
j=1
|λj |2 −
∣∣∣∑mj=1 λj ∣∣∣2
m
 c(A) − |tr A|
2
m
.
(16)
Due to Lemma 2.1 and (16), our estimate (15), when m = n, improves the bound below by [1,
Theorem 3.1, (3.12)]:
ρ(A)  |trA|
n
+
(
n − 1
n
)1/2 (
‖A‖2 − |tr A|
2
n
)1/2
. (17)
Moreover, there exist a series of theoretical upper bounds approaching to ρ(A).
Theorem 2.2. Let A be a complex matrix of order n with m defined as in Theorem 2.1. Define
matrix functions
f1(A) = |tr A|
m
+
(
m − 1
2m
)1/2 (
c(A) − |tr A|
2
m
+
∣∣∣∣tr A2 − tr2Am
∣∣∣∣
)1/2
,
f2(A) = |trA|
n
+
(
n − 1
n
)1/2 (
‖A‖2 − |tr A|
2
n
)1/2
.
Then
lim
t→+∞(f1(A
t ))1/t = ρ(A) = lim
t→+∞(f2(A
t ))1/t . (18)
Proof. Since c(A)  ‖A‖2 and |tr A|  √mc(A)  √m‖A‖ by (16), the inequalities (15) and
(16) yield
ρ(A) = (ρ(At ))1/t
 (f1(At ))1/t

(
1√
m
‖At‖ +
(
m − 1
m
)1/2 (
c(At ) − |tr A
t |2
m
)1/2)1/t
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
(
1√
m
‖At‖ +
(
m − 1
m
)1/2
‖At‖
)1/t

(
1 + √m − 1√
m
)1/t
‖At‖1/t .
Since limt→+∞ ‖At‖1/t = ρ(A) as Gelfand’s theorem in [7, p. 299], the left side of (18) is true.
The proof of the right side is similar. 
Now we try to get more information about maxθ fA(θ).
Theorem 2.3. Let A be a complex matrix of order n with m defined as in Theorem 2.1. If tr A2 =
tr2A
m
, then
ρ(A)  |tr A|
m
+
(
m − 1
2m
(
c(A) − |tr A|
2
m
))1/2
. (19)
Otherwise,
ρ(A)  max−1x1
{
p1
√
1 + x
2
+ p2
√
1 − x
2
+ √p3 + p4x
}
, (20)
where β = 12 arg
(
tr A2 − tr2A
m
)
, and
p1 = |(e
−iβ tr A)|
m
, p2 = |(e
−iβ tr A)|
m
,
p3 = m − 12m
(
c(A) − |tr A|
2
m
)
, p4 = m − 12m
∣∣∣∣tr A2 − tr2Am
∣∣∣∣ .
Proof. If tr A2 − tr2A
m
= 0, the inequality (13) yields (19). Otherwise, due to the fact that trigono-
metric functions are periodic and symmetric, we have
ρ(A) max
θ
fA(θ) = max
θ
fA(θ − β)
= max
θ
{
cos θ
m
(e−iβ tr A) − sin θ
m
(e−iβ tr A)
+
√
m − 1
2m
(
c(A) − |tr A|
2
m
+ cos 2θ
∣∣∣∣tr A2 − tr2Am
∣∣∣∣
)1/2}
= max
0θ π2
{
p1 cos θ + p2 sin θ +
√
p3 + p4 cos 2θ
}
.
Let x = cos 2θ . Then (20) is true. 
Theorem 2.4. Let A be a complex matrix of order n with m defined as in Theorem 2.1. If tr A = 0,
then
ρ(A) 
√
m − 1
2m
((
‖A‖4 − 1
2
‖A∗A − AA∗‖2
)1/2
+ |tr A2|
)1/2
. (21)
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Otherwise,
ρ(A)  max
0θ π2
{
cos θ
m
|tr A| +
(
m − 1
2m
)1/2 (
c(A) − |tr A|
2
m
+ |tr A|2
(
cos 2θ
(
 tr A
2
tr2A
− 1
m
)
+ sin 2θ
∣∣∣∣ tr A2tr2A
∣∣∣∣
))1/2}
. (22)
Proof. If tr A = 0, the inequality (21) follows from (13). Otherwise, letβ = arg tr A, then |tr A|2
tr2A
=
e−2iβ . Since trigonometric functions are periodic and symmetric, we have
ρ(A) max
θ
fA(θ) = max
θ
fA(θ − β)
= max
θ
{
cos θ
m
|tr A| +
(
m − 1
2m
)1/2
×
(
c(A) − |tr A|
2
m
+ |tr A|2
(
cos 2θ
(
 tr A
2
tr2A
− 1
m
)
− sin 2θ tr A
2
tr2A
))1/2}
= max
0θ π2
{
cos θ
m
|tr A| +
(
m − 1
2m
)1/2
×
(
c(A) − |tr A|
2
m
+ |tr A|2
(
cos 2θ
(
 tr A
2
tr2A
− 1
m
)
+ sin 2θ
∣∣∣∣ tr A2tr2A
∣∣∣∣
))1/2}
.

Corollary 2.2. Let A be a complex matrix of order n with m defined as in Theorem 2.1. Let
tr A2
tr2A
< 1
m
 12 . If
c(A) − |tr A|
2
m
 2m(m − 1)|tr A|2
(
tr A2
tr2A
− 1
m
)(
tr A2
tr2A
− 2m − 1
2m(m − 1)
)
, (23)
then
ρ(A) 
(
1
m − 1 −
tr A2
tr2A
)√
m − 1
2m
⎛
⎝c(A) − |tr A|
2
m
− |tr A|2
(
tr A2
tr2A
− 1
m
)
(
tr A2
tr2A
− 1
m
) (
tr A2
tr2A
− 1
m−1
)
⎞
⎠
1/2
. (24)
Otherwise,
ρ(A)  |tr A|
m
+
√
m − 1
2m
(
c(A) − |tr A|
2
m
+ |tr A|2
(
tr A2
tr2A
− 1
m
))1/2
. (25)
Proof. For simplicity, let
t = tr A
2
tr2A
, d = c(A) − |trA|
2
m
, s = |tr A|, x = cos θ.
Define
g(x) = sx
m
+
√
m − 1
2m
(d + s2(t − 1/m)(2x2 − 1))1/2.
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Then its derivative function is
g′(x) = s
m
+
√
m − 1
2m
2xs2(t − 1/m)(
d + s2(t − 1/m)(2x2 − 1))1/2 .
Given the conditions available, the inequality (22) is equivalent to
ρ(A)  max
0x1
g(x).
Notice that g′(0)  0. By resolving g′(x) = 0, we find the unique nonnegative critical point of
g(x):
x0 =
(
d − s2(t − 1/m)
2s2m(m − 1)(t − 1/m)(t − 1/(m − 1))
)1/2
.
If x0  1, i.e. (23), g(x) achieves its local maximum g(x0), which is the right hand of (24). If
x0 > 1, g(x) achieves its local maximum g(1), which is the right hand of (25). 
Some results of [1–4] can also be improved by applying Lemma 2.1.
Observing
∑m
j=1 |λj | 
√
m
∑m
j=1 |λj |2, we apply the inequality (9) respectively to |λj |,λj ,
λj (j = 1, 2, . . . , m) and simultaneously use Lemma 2.1. Then we get the following theorem.
Theorem 2.5. Let A be a complex matrix of order n with λj ,m defined as in Theorem 2.1. Let
uj , vj respectively denote the real and imaginary parts of the eigenvalues as follows:
u1  u2  · · ·  un and v1  v2  · · ·  vn.
Then, for any 1  k  l  m,
1
l − k + 1
l∑
j=k
|λj |
(
c(A)
m
)1/2
+
(
m − l
ml
)1/2 (
c(A) − |tr A|
2
m
)1/2
,
1
l − k + 1
l∑
j=k
uj 
tr A
m
+
(
m − l
2ml
)1/2 (
c(A) − |tr A|
2
m
+ 
(
tr A2 − tr
2A
m
))1/2
,
1
l − k + 1
l∑
j=k
vj 
tr A
m
+
(
m − l
2ml
)1/2 (
c(A) − |tr A|
2
m
− 
(
tr A2 − tr
2A
m
))1/2
.
According to Lemma 2.2 and (16), Theorem 2.5 improves [2, Theorem 3.1, the right side of
(3.1)].
As a matter of fact, the proof of [2, Theorem 3.2] also holds for a matrix whose characteristic
polynomial is real. Thus, substituting (c(A) − tr A2)/2 for KC as an upper bound of∑(λj )2
in that proof, we extend [2, Theorem 3.2, (3.6)] as below.
Theorem 2.6. Let A be a complex matrix of ordern with vj defined as in Theorem 2.5, and let
the characteristic polynomial of A be real. Let
p =
⎧⎨
⎩
[
n−1
2
]
if A is nonnegative,[
n
2
]
otherwise.
(26)
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Then for 1  k  l  p,
1
l − k + 1
l∑
j=k
vj 
1
2
√
l
(c(A) − tr A2)1/2. (27)
Particularly, for any 1  j  n,
|λj |  12 (c(A) − tr A
2)1/2. (28)
Applying the inequality (10) respectively to λj ,λj (j = 1, 2, . . . , m), and using (5a) and
(5b), we obtain
Theorem 2.7. Let A be a complex matrix with m defined as in Theorem 2.1. Then for any 1 
k  m,∣∣∣∣λk − tr Am
∣∣∣∣ 
(
m − 1
2m
)1/2 (
c(A) − |tr A|
2
m
+ 
(
tr A2 − tr
2A
m
))1/2
, (29a)
∣∣∣∣λk − tr Am
∣∣∣∣ 
(
m − 1
2m
)1/2 (
c(A) − |tr A|
2
m
− 
(
tr A2 − tr
2A
m
))1/2
. (29b)
Theorem 2.7, when m = n, improves [3, Theorem 6, Theorem 7] by Lemma 2.2 and (16).
Theorem 2.8. Let A be a complex matrix of order n with λj ,m defined as in Theorem 2.1. If its
characteristic polynomial is real, then λj (j = 1, 2, . . . , m) lie in the elliptic region(
x − tr A
m
)2
r2x
+ y
2
r2y
 1, (30)
where
rx =
(
m − 1
2m
)1/2 (
c(A) + trA2 − 2tr
2A
m
)1/2
,
ry =
(
m − 1
2m
)1/2 (
c(A) − tr A2
)1/2
.
Proof. By [4, Theorem 3.6], the eigenvalues λj (1  j  m) lie in the elliptic region defined by(
x − tr A
m
)2
ρ2x
+ y
2
ρ2y
 1,
where
ρx =
(
m − 1
m
)1/2⎛⎝ m∑
j=1
(λj )2 − (tr A)
2
m
⎞
⎠
1/2
,
ρy =
⎛
⎝m − 1
m
m∑
j=1
(λj )2
⎞
⎠
1/2
.
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By (5a) and (5b), we have ρx  rx and ρy  ry . Therefore, the eigenvalues λj (1  j  m) are
contained in the elliptic region determined by (30). 
Theorem 2.8 improves [4, Corollary 3.7, Corollary 3.8].
3. Lower bounds for the spectral radius
In this section we give some lower bounds for the spectral radius using traces.
Theorem 3.1. Let A be a complex matrix of order n with λj ,m defined as in Theorem 2.1. Then
ρ(A) 
( |tr2A − tr A2|
m(m − 1)
)1/2
, m  2; (31)
ρ(A) 
( |2tr A3 − 3tr A2 · tr A + tr3A|
m(m − 1)(m − 2)
)1/3
, m  3. (32)
Proof. Let λj (j = 1, 2, . . . , n) be defined as in Theorem 2.1. Notice that λj = 0(j > m). Let
st =
m∑
j=1
λtj ,
p(x) =
m∏
j=1
(x − λj ) = xm − σ1xm−1 + · · · + (−1)mσm.
According to Newton’s formulas [8, p200], we have
σ2 = s
2
1 − s2
2
, m  2;
σ3 = s3 − σ1s2 + σ2s13 =
2s3 − 3s2s1 + s31
6
, m  3.
Observing that st = tr At and σt = ∑ λj1λj2 · · · λjt (sum of all products of possible combination
of distinct t terms of roots of p(x)) due to Vieta’s Theorem, we see
|σ2| = |tr2A − tr A2|/2  |λ21|m(m − 1)/2 = ρ2(A)m(m − 1)/2,
|σ3| = |2tr A3 − 3tr A2 · tr A + tr3A|/6
 |λ31|m(m − 1)(m − 2)/6
= ρ3(A)m(m − 1)(m − 2)/6.
Therefore, the inequalities (31) and (32) hold. 
Theorem 3.2. Let A be a complex matrix of order n with λj ,m defined as in Theorem 2.1. If A
is normal, then
ρ(A)  ‖A‖√
m
. (33)
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If A is skew-symmetric, then
ρ(A) 
⎧⎨
⎩
‖A‖√
n
, if n is even,
‖A‖√
n−1 , if n is odd.
(34)
Proof. Since
m∑
j=1
|λj |2  m|λ1|2 = mρ2(A),
and
∑m
j=1 |λj |2 = ‖A‖2 due to normality of A, inequality (33) holds. The inequality (34) follows
from the fact that the rank of a skew-symmetric matrix can only be even. 
Theorem 3.3. Let A be a complex matrix of order n with λj ,m defined as in Theorem 2.1. Then
ρ(A) 
( |tr A · tr A2 − tr A3|
m(m − 1)
)1/3
, m  2. (35)
Proof. Since
|tr A · tr A2 − tr A3| =
∣∣∣∣∣∣
(
m∑
k=1
λk
)(
m∑
l=1
λ2l
)
−
m∑
j=1
λ3j
∣∣∣∣∣∣
=
∣∣∣∣∣
∑
k /=l
λkλ
2
l
∣∣∣∣∣
 m(m − 1)|λ31| = m(m − 1)ρ3(A),
the inequality (35) holds. 
The inequality (31) extends [9, Theorem 1, (4)], and the inequality (34) improves [9, Corollary
2, Corollary 3].
4. Examples
Example 1 [2, Example 4.1]. Wolkowicz and Styan estimate eigenvalues for the matrix
A =
⎛
⎝ 7 + 3i −4 − 6i −4−1 − 6i 7 −2 − 6i
2 4 − 6i 13 − 3i
⎞
⎠ .
Define λj , uj , vj as in Theorem 2.5. Their bounds include:
|λ1|  24.91, |λ2|  18.73, |λ3|  11.03,
(|λ1| + |λ2| + |λ3|)/3  12.55,
u1  13.81, u2  11.40, u3  9,
v1  11.49, v2  5.74, v3  −3.83,
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while applying Theorem 2.5 with m = 3, we obtain
|λ1|  24.2994, |λ2|  18.3229, |λ3|  12.3465,
(|λ1| + |λ2| + |λ3|)/3  12.3465,
u1  13.1756, u2  11.0878, u3  9,
v1  11.1998, v2  5.5999, v3  0.
The upper bound for the spectral radius by [1, Theorem 3.1, (3.12)] is 21.7279. The inequality
(15) gives a tighter estimate 20.1998. Moreover, the bounds for the spectral radius by Theorem
2.3 and Corollary 2.2 are both 14.8159. Their coincidence is necessary because both of them are
the maximum of the same function. The spectral radius is actually 12.7279.
Example 2 [3, Example 4.1]. Let
A =
⎛
⎝1 1 11 1 −1
0 1 1
⎞
⎠ .
From [3, Theorem 6], the eigenvalues λj satisfy
|λj − 1|  1.77169,
|λj − 1|  1.25277,
|λj |  1.25277.
By inequalities (12), (29a) and (29a) with m = 3, we obtain
|λj − 1|  1.18921.
|λj − 1|  1.18921, |λj |  1.18921.
Example 3 [4, Example 4.3]. Let
A =
⎛
⎜⎜⎝
0 0 0 1
1 0 0 2
1 0 0 1
−1 0 0 1
⎞
⎟⎟⎠ .
The elliptic region containing eigenvalues of A by [4, Corollary 2.4] is
(x − 0.25)2
1.4894882
+ y
2
1.7765342
 1.
From Theorem 2.8 with m = 4, we get a smaller region to cover the spectrum of A:
(x − 0.25)2
1.4780252
+ y
2
1.7669342
 1.
[4, Corollary 2.4] presents the following elliptic region covering nonzero eigenvalues:
(x − 0.5)2
1.1636362
+ y
2
1.4505342
 1.
Our corresponding region by Theorem 2.8 with m = 2 is
(x − 0.5)2
1.1538512
+ y
2
1.4426962
 1.
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Example 4. Though our lower bounds have no absolute advantage, they can sometimes perform
well. Let
A =
⎛
⎜⎜⎝
−4 −4 −8 −4
−2 −7 2 3
0 −1 3 4
3 −1 −4 7
⎞
⎟⎟⎠ .
We calculate lower bounds of ρ(A): 0.2500 by [2, Theorem 3.1, (3.2a)], 2.7122 by [9, Theorem
1, Theorem 3]. Let m = 4 here. Then our lower bounds are
2.4495 by (31),
4.6570 by (32),
4.7027 by (35).
Actually, the true spectral radius is 8.8934.
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