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INTRODUCTION
Les phénomènes non linéaires sont omniprésents dans le monde qui nous entoure. Il
suffit d’observer la nature pour s’en convaincre : la dynamique de la surface des océans,
l’ondulation des feuilles sous l’effet du vent, la feuille qui se détache de l’arbre et qui
suit tout au long de sa chute une trajectoire sinueuse complexe, la verse des blés, l’ar-
chitecture des branches d’un arbre ou encore les divers motifs des pelages de certains
animaux, tels que les girafes, les zèbres ou les léopards en sont quelques exemples très
visuels.
Cependant dès le XIXe siècle, des chercheurs ont saisi que la non-linéarité n’était pas
seulement visuelle. Ils ont alors consacré leurs travaux à la modélisation de divers phé-
nomènes via des systèmes d’équations différentielles non linéaires, tantôt déterministes,
tantôt stochastiques. Certains des exemples cités précédemment ont ainsi trouvé leurs
équivalences mathématiques [1–3]. C’est dans ce contexte qu’une importante littérature
a vu le jour dans des domaines largement pluridisciplinaires tels que la mécanique [4],
la physique [5] ou les sciences du vivant [6, 7]. Les neurosciences ont également attiré
très tôt de nombreux scientifiques qui se sont attachés à modéliser la dynamique non
linéaire des neurones. Si certains ont établi des modèles mathématiques [8–14], d’autres
ont proposé des circuits électroniques qui retranscrivent différentes propriétés de l’acti-
vité neuronale [15–21]. La flexibilité des structures électroniques a notamment permis de
donner suite aux expériences pionnières d’Hodgkin-Huxley, réalisées sur l’axone géant
d’un calamar. Ces démonstrateurs électroniques ont indubitablement participé à l’acqui-
sition par la communauté scientifique d’une meilleure connaissance des mécanismes de
transmission des influx nerveux.
Parallèlement, depuis le début des années 80, les possibles effets bénéfiques de per-
turbations stochastiques ont été mis en évidence dans les systèmes non linéaires. En
effet, les phénomènes désormais bien connus de résonance cohérente et de résonance
stochastique, ont respectivement permis d’établir qu’une quantité optimale de bruit pou-
vait améliorer la régularité de la réponse d’un système [22] ou maximiser la détection
d’un signal périodique de faible amplitude [23,24]. Depuis leurs découvertes, ces phéno-
mènes ont déjà fait l’objet d’intenses recherches théoriques [25–29], numériques [30–34]
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et expérimentales [35–38], dans divers domaines scientifiques et notamment dans les
systèmes neuronaux [39–42].
Plus récemment, d’autres phénomènes non linéaires ont été révélés, que ce soit à
partir de perturbations déterministes haute fréquence ou de bruit. Il a notamment été
montré qu’une amplitude particulière d’une perturbation déterministe haute fréquence
pouvait améliorer la détection d’une composante basse fréquence subliminale, via le
phénomène de résonance vibrationnelle [43]. En régime stochastique, à partir du phé-
nomène de résonance stochastique fantôme, des études ont permis de constater qu’une
quantité optimale de bruit pouvait permettre l’émergence dans la réponse d’un système
non linéaire, d’une composante fréquentielle absente de l’excitation [44]. Enfin, sur des
structures couplées, en considérant les mêmes types de perturbation, il a été établi que
la propagation d’une information basse fréquence pouvait être favorisée sous certaines
conditions [45–48]. Cependant, ces phénomènes de résonance vibrationnelle et de ré-
sonance stochastique fantôme, bien que déjà étudiés numériquement dans des modèles
neuronaux [49, 50], ou expérimentalement à partir de circuits électroniques ou de dispo-
sitifs optiques [51–54], n’ont jusqu’alors jamais fait l’objet d’études expérimentales réali-
sées sur des structures reproduisant une dynamique neuronale, telle que celle décrite par
le modèle de FitzHugh-Nagumo. Les travaux présentés dans ce manuscrit visent alors à
montrer les possibles effets bénéfiques de perturbations déterministes ou stochastiques
sur la réponse de différents systèmes non linéaires traduisant une dynamique neuronale.
À cet effet, des études numériques et expérimentales seront conjointement proposées
sur deux structures distinctes : un oscillateur électronique élémentaire de type FitzHugh-
Nagumo [55–57] et une ligne électrique constituée de 45 de ces oscillateurs couplés
résistivement. Pour répondre à notre problématique, nous proposons dans ce manuscrit
un découpage en six chapitres.
À l’issue de ce premier chapitre introductif, nous présenterons dans le chapitre 2 les
modèles théoriques sur lesquels nous réaliserons nos simulations numériques. Les deux
dispositifs expérimentaux correspondants seront également introduits dans ce chapitre.
Pour chacun de ces circuits, les équations qui régissent la dynamique de leurs tensions
seront déterminées et la correspondance avec le modèle normalisé sera établie. Pour
clore ce chapitre, nous préciserons les différentes composantes pouvant entrer dans la
constitution des stimuli qui exciteront nos deux circuits électroniques.
Dans le chapitre 3, nous proposerons une caractérisation de l’oscillateur élémentaire en
régime déterministe. Afin de mieux appréhender la réponse du système lorsqu’il est sou-
mis à une excitation bichromatique, c’est-à-dire constituée de deux fréquences, il sera
d’abord nécessaire d’analyser la bifurcation d’Andronov-Hopf et l’encodage d’un stimulus
sinusoïdal, en considérant respectivement une tension d’excitation continue et un signal
sinusoïdal. Puis, en présence d’un signal excitateur bichromatique, notre attention se por-
tera sur quelques phénomènes de résonance : la résonance vibrationnelle, la résonance
fréquentielle et la bi-résonance vibrationnelle.
3Le chapitre 4 sera quant à lui dédié aux effets du bruit sur la réponse de l’oscillateur
élémentaire. Suite à de brèves mises en œuvre des phénomènes bien connus de réso-
nance cohérente et de résonance stochastique, l’intérêt sera ensuite porté sur l’apport
d’une source de fluctuations aléatoires dans le cas d’une excitation bichromatique. Dans
un tel régime d’excitation, la riche dynamique du modèle de FitzHugh-Nagumo sera alors
étudiée pour deux configurations distinctes des composantes sinusoïdales. En premier
lieu, nous procéderons à l’analyse des effets du bruit sur l’existence de la résonance
vibrationnelle et sur la détection de la composante basse fréquence. Dans un second
temps, pour une toute autre configuration de l’excitation bichromatique, nous nous inté-
resserons à l’émergence d’une composante absente de l’excitation en mettant en œuvre
le phénomène de résonance stochastique fantôme.
Dans le chapitre 5, nous aborderons l’étude de la structure couplée. L’objectif sera de
déterminer si une perturbation déterministe haute fréquence ou une composante sto-
chastique peuvent ou non favoriser la propagation d’une information basse fréquence
dans une telle structure.
Enfin, ce manuscrit se terminera par une conclusion qui mettra l’accent sur les principaux
résultats obtenus au cours de cette thèse et sur les perspectives qui se dégageront.
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Afin de mener à bien nos études sur les possibles effets bénéfiques du bruit sur la
réponse d’un oscillateur non linéaire, puis sur la propagation de l’information dans les
réseaux électroniques non linéaires, nous avons eu recours à la conception de divers
circuits électroniques. Deux démonstrateurs expérimentaux ont ainsi vu le jour : une cel-
lule élémentaire, plus précisément un oscillateur de type FitzHugh-Nagumo, et une ligne
électrique constituée de 45 de ces oscillateurs couplés résistivement. En premier lieu, la
cellule élémentaire a été utilisée pour l’étude de divers phénomènes de résonance. La
ligne électrique nous a ensuite permis de réaliser nos investigations sur la propagation de
l’information, qu’elle soit assistée par un signal déterministe ou du bruit. Le développe-
ment d’une carte de mixage des excitations monochromatiques ou bichromatiques, tantôt
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déterministes, tantôt stochastiques, a également été nécessaire afin de mettre au point
nos différents protocoles expérimentaux. Dans un souci de clarté, ce dispositif de mixage
des excitations sera présenté dans l’Annexe C de ce manuscrit. Dans ce chapitre, nous
introduisons successivement le modèle théorique normalisé de FitzHugh-Nagumo, l’os-
cillateur électronique de type FitzHugh-Nagumo et la ligne électrique. La dernière partie
de ce chapitre sera quant à elle consacrée à la présentation des différentes excitations
qui seront utilisées tout au long de cette thèse. Nous détaillerons notamment les moyens
mis en œuvre pour obtenir expérimentalement les deux sources de bruit que nous utili-
serons : une source de bruit blanc et une source de bruit coloré.
2.1/ MODÈLE NORMALISÉ DE FITZHUGH-NAGUMO
Au cours du XXe siècle, afin de comprendre et mieux appréhender le monde qui nous
entoure, des chercheurs venant de tous horizons ont consacré leurs travaux à la mo-
délisation mathématique de notre quotidien via des systèmes d’équations différentielles
non linéaires, déterministes ou stochastiques. C’est dans ce contexte qu’une importante
littérature a pu se développer dans des domaines aussi variés que la physique, la chimie,
la biologie ou la géologie par exemple. Les neurosciences ont également attiré très tôt
l’attention de nombreux scientifiques dont les efforts ont notamment porté sur la modéli-
sation de la communication neuronale [8]. En 1963, le prix Nobel de physiologie ou mé-
decine récompense les travaux de Eccles J.C., Hodgkin A.L., et Huxley A.F. pour « leurs
découvertes concernant les mécanismes ioniques impliqués dans l’excitation et l’inhibi-
tion des portions périphérique et centrale de la membrane cellulaire des nerfs ». Le pre-
mier modèle décrivant l’activité neuronale était né [9]. Des simplifications ont ensuite été
apportées à ce modèle original d’Hodgkin-Huxley. Ainsi sont apparus chronologiquement
les modèles de FitzHugh-Nagumo [10,11], de Wilson-Cowan [12], de Morris-Lecar [13] et
de Hindmarsh-Rose [14] pour ne citer qu’eux. De nombreux travaux de recherche ont été
consacrés à l’étude du comportement du modèle de FitzHugh-Nagumo. En effet, malgré
son apparente simplicité, celui-ci permet de reproduire qualitativement les phénomènes
observés dans le modèle d’Hodgkin-Huxley et présente une excitabilité comparable. Sa
forme normalisée est la suivante :
dV
dt
  f V W  Et
dW
dt
  εV  γW, (2.1)
où f V   VV  aV  b est une fonction non linéaire cubique.
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Dans ce modèle :
- V est appelée variable rapide. Son évolution au cours du temps prend la forme
d’une onde de type potentiel d’action.
- La seconde variable, W, est qualifiée de variable lente et rend compte d’un point
de vue neuronal des échanges des ions Potassium.
- a et b représentent deux des trois racines de la fonction cubique f V qui modélise
la non-linéarité du système, la troisième racine étant nulle.
- ε est une constante qui permet de régler l’écart d’échelles de temps entre les deux
équations du système (2.1).
- γ est une constante qui permet d’ajuster le poids de la variable lente W par rapport
à la variable rapide V dans le plan [V,W] lors de la représentation du portrait de
phase.
- Et est le signal excitateur. C’est ce signal qui sera appliqué au système tout au
long de cette thèse. Selon l’étude réalisée, il pourra prendre différentes formes :
soit une tension constante, soit un signal mono- ou bi- chromatique avec ou sans
composante continue. Des sources de bruit blanc ou coloré pourront également
être ajoutées à Et pour étudier la réponse du système en présence d’une per-
turbation aléatoire.
Suite à cette présentation des équations différentielles du modèle théorique de FitzHugh-
Nagumo, dont l’une des particularités est de rendre compte de l’activité des neurones,
nous allons introduire un circuit électronique dont l’évolution des tensions est régie par
le même couple d’équations différentielles. Cette démarche de développement électro-
nique bio-inspiré nous permettra, tout au long de cette thèse, de comparer les résultats
issus d’un modèle réel analogique à des simulations numériques basées sur un modèle
neuronal. De cette façon, nous pourrons confirmer l’existence de certains phénomènes
et montrer que ceux-ci, visualisés au travers des circuits étudiés, sont conformes à la
réalité.
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2.2/ CELLULE ÉLECTRONIQUE DE FITZHUGH-NAGUMO
2.2.1/ CONTEXTE DE DÉVELOPPEMENT ET DESCRIPTION DE LA CELLULE
Tout d’abord, il est important de préciser que le développement de la cellule élec-
tronique de FitzHugh-Nagumo n’a pas commencé dans le cadre de cette thèse, mais
s’inscrit dans un cheminement scientifique plus ancien. L’objectif initial était de proposer
une alternative aux réalisations électroniques non linéaires existantes, tel que le circuit
de Chua, et de concevoir un système électronique répondant parfaitement au modèle
de FitzHugh-Nagumo [58]. Notons que cet oscillateur a ensuite servi de support aux
investigations expérimentales de G. Lassere durant les travaux de sa thèse intitulée « Im-
plémentation électronique d’un oscillateur non linéaire soumis au bruit : application à la
modélisation du codage neuronal de l’information » [59]. Ce circuit, modélisant une dyna-
mique neuronale, a d’abord été caractérisé en présence exclusive de bruit pour révéler
le phénomène de résonance cohérente [60,61], puis en présence d’un signal monochro-
matique bruité afin de mettre en évidence le phénomène de résonance stochastique. La
confirmation expérimentale des résultats issus de simulations numériques lors de ces
études devint alors possible [62,63].
FIGURE 2.1 – Photographie de l’oscillateur électronique de type FitzHugh-Nagumo construit au début de
cette thèse.
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FIGURE 2.2 – Schéma électrique de l’oscillateur électronique de type FitzHugh-Nagumo. Comme nous
le verrons par la suite, les paramètres γ et ε du modèle théorique (2.1) sont ajustés avec les résistances R0
et R, le condensateur C et l’inductance L. L’élément RNL encadré en pointillés permet de produire le courant
non linéaire INLV. Les sources de tension a et b fixent les racines de la non-linéarité cubique du modèle
de FitzHugh-Nagumo, tandis que Et constitue l’excitation du système dont on relève la réponse grâce aux
tensions V et X.
Dans cette thèse, afin d’imaginer la construction d’une ligne électrique par duplication
de l’oscillateur élémentaire, il nous a fallu retravailler la carte initialement développée [58],
tout d’abord en figeant quelques paramètres ajustés jusqu’alors par le biais de compo-
sants variables, puis en repensant les entrées-sorties afin de les rendre à la fois plus
accessibles et plus fonctionnelles par la suite. Ce travail d’ajustement réalisé, nous avons
réalisé la carte présentée sur la FIGURE 2.1. À l’aide de ce dispositif, il nous a été pos-
sible de considérer des stimuli plus complexes que ceux traités jusqu’alors, comme des
signaux bichromatiques par exemple, qui ont permis la mise en évidence des résonances
fréquentielle, vibrationnelle et stochastique fantôme [55–57]. Ces trois phénomènes non
linéaires sont différents de la résonance cohérente et de la résonance stochastique déjà
révélées dans un tel système, et feront l’objet d’études qui seront développées dans ce
manuscrit.
Le dispositif présenté sur la FIGURE 2.1 et représenté schématiquement sur la FIGURE
2.2 est composé de quatre branches parallèles où pourra être prélevée la tension V,
dont l’évolution est régie par la première équation du modèle de FitzHugh-Nagumo. Les
quatres branches qui constituent le circuit sont :
- Une résistance R0 en série avec la source de tension Et qui constituera l’excita-
tion du circuit et qui sera présentée ultérieurement. L’ensemble est parcouru par
un courant noté IR.
- Une bobine d’inductance L qui est traversée par un courant IL. Cette self-
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inductance est placée en série avec une résistance R aux bornes de laquelle sera
mesurée la tension X, qui correspondra, à un facteur d’échelle près, à la variable
W définie par la seconde équation du modèle de FitzHugh-Nagumo.
- Un condensateur de capacité C parcouru par un courant noté IC.
- Une résistance non linéaire notée RNL, composée principalement d’amplificateurs
opérationnels (TL081CN) et de multiplieurs analogiques (AD633JNZ), fournira la
non-linéarité cubique nécessaire au modèle de FitzHugh-Nagumo. Cet élément
non linéaire RNL, encadré en pointillés sur la FIGURE 2.2, délivre un courant INLV
qui passe au travers d’une résistance R0. L’Annexe A fournit le détail de la concep-
tion de l’élément non linéaire RNL et de la détermination de l’expression du courant
INLV. Dans cette annexe, il est montré que le courant INLV disponible au tra-
vers de la résistance R0 du circuit de la FIGURE 2.2 suit la loi cubique suivante :
INLV   VV  aV  b  VR0 . (2.2)
2.2.2/ DYNAMIQUE DE LA TENSION V
Établissons les expressions régissant la dynamique de notre circuit en lui appliquant les
lois de Kirchhoff. En premier lieu, nous travaillons uniquement sur la première équation
du modèle théorique (2.1). La loi des nœuds fait apparaître l’égalité suivante :
IR  IL  IC  INLV   0. (2.3)
Si l’on note texp le temps expérimental, et si l’on exprime les différents courants en fonction
des éléments du circuit, la relation (2.3) devient :
V  Et
R0

X
R
C
dV
dtexp
 INLV   0. (2.4)
Une simple réorganisation des termes de l’équation (2.4) conduit alors à :
R0C
dV
dtexp
  Et  V  R0
R
X  R0INLV. (2.5)
Afin de retrouver la première équation du système de FitzHugh-Nagumo (2.1), le chan-
gement de variables suivant s’impose :
W  
R0
R
X et t  
texp
R0C
. (2.6)
En appliquant le changement de variables (2.6), l’équation (2.5) devient :
dV
dt
  R0INLV  V W  Et. (2.7)
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Par identification avec la première équation du système (2.1), il apparaît alors que la non-
linéarité cubique f V du modèle normalisé de FitzHugh-Nagumo sera retranscrite dans
notre système expérimental par le terme R0.INLV  V de l’équation (2.7).
Par conséquent, en écrivant f V   R0.INLV  V, on déduit que pour implémenter la
fonction cubique f V nécessaire au modèle de FitzHugh-Nagumo (2.1), le courant non
linéaire traversant la résistance R0 de la FIGURE 2.2 doit obéir à :
INLV    f V  VR0
 
VV  aV  b  V
R0
, (2.8)
Ainsi, en substituant ce courant non linéaire (2.8) à l’expression (2.7), nous obtenons bien
la première équation du système de FitzHugh-Nagumo :
dV
dt
  f V W  Et. (2.9)
Au vu de la relation (2.9), notre dispositif expérimental nous permet donc de retranscrire
fidèlement la première équation du système (2.1). Montrons maintenant que l’évolution
de la tension X de notre circuit est régie, à un changement de variables près, par la
seconde équation du système de FitzHugh-Nagumo (2.1).
2.2.3/ DYNAMIQUE DE LA TENSION W
La loi des mailles appliquée à la branche inductive du circuit de la FIGURE 2.2 amène :
L
dIL
dtexp
  V  X. (2.10)
D’après la loi d’Ohm donnant le courant IL traversant la résistance R, nous avons :
L
R
dX
dtexp
  V  X. (2.11)
En utilisant le changement de variables (2.6), portant sur W et la variable temporelle
normalisée t, la relation (2.11) devient :
dW
dt
 
R20C
L
V  R
R0
W. (2.12)
Enfin, afin de faire apparaître les paramètres γ et ε du modèle de FitzHugh-Nagumo (2.1),
nous appliquons le changement de variables suivant :
γ  
R
R0
et ε  
R20C
L
, (2.13)
ce qui nous permet de retrouver la seconde équation du système de FitzHugh-Nagumo
(2.1) :
dW
dt
  εV  γW. (2.14)
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Au vu des relations (2.9) et (2.14), nous pouvons conclure que notre circuit électronique
va permettre de retranscrire expérimentalement la dynamique du système de FitzHugh-
Nagumo (2.1). Les paramètres γ et ε pourront être ajustés, via la relation (2.13), à l’aide
des résistances R et R0, du condensateurC et de la self-inductance L. Cet oscillateur élec-
tronique constituera l’élément de base qui sera dupliqué à 45 reprises, sans la moindre
modification, pour construire la ligne électrique présentée dans la sous-partie suivante.
Les schémas saisis pour la réalisation pratique de la cellule et de la ligne sont proposés
dans l’Annexe B de ce manuscrit.
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2.3/ LIGNE ÉLECTRIQUE DE FITZHUGH-NAGUMO CONSTITUÉE DE
45 CELLULES COUPLÉES
2.3.1/ DESCRIPTION DE LA LIGNE
Pendant cette thèse, nous avons conçu une ligne électrique de type FitzHugh-Nagumo
afin d’étudier des phénomènes de propagation non linéaire tels que la propagation vi-
brationnelle ou la propagation assistée par le bruit. À ce jour, différentes études basées
sur le principe de la résonance stochastique ont montré que le bruit pouvait, sous cer-
taines conditions, améliorer la détection et la propagation de signaux dans les systèmes
couplés [45, 46, 64–66]. Cependant, aucune réalisation électronique de type FitzHugh-
Nagumo n’a été considérée jusqu’alors. Pour pallier ce manque, nous avons couplé ré-
sistivement 45 cellules identiques à celle décrite dans la partie précédente selon le prin-
cipe illustré sur la FIGURE 2.3. Le travail d’ajustement réalisé au préalable sur la cellule
élémentaire (cf. sous-partie 2.2.1) a alors pris tout son sens et permis un développement
rapide de la ligne électrique grâce à l’assistance technique de M. Rossé, assistant ingé-
nieur au laboratoire LE2I. Il restait cependant à définir un cahier des charges strict quant
à l’introduction des signaux nécessaires aux études envisagées. Il était en effet important
d’anticiper dès l’étape de conception nos éventuels besoins futurs, ceci afin de faire de la
ligne électrique de FitzHugh-Nagumo un outil d’investigations expérimentales efficace et
fructueux sur le long terme.
La FIGURE 2.3, en plus d’illustrer le principe de construction utilisé, situe les grandeurs
électriques significatives et utiles à l’établissement des équations de la dynamique de
fonctionnement de la ligne électrique. La FIGURE 2.4 montre quant à elle l’une des trois
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FIGURE 2.3 – Schéma synoptique de la ligne électrique de FitzHugh-Nagumo. Le circuit de la FIGURE
2.2 constitue la cellule élémentaire qui est dupliquée et couplée au moyen de résistances R. Par souci de
clarté, seule la cellule n, encadrée en pointillés, et ses deux cellules voisines n 1 et n 1 sont représentées
sur cette figure. RNL correspond à l’élément non linéaire décrit précédemment et encadré en pointillés sur la
FIGURE 2.2.
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FIGURE 2.4 – Photographie de l’une des trois cartes constituant la ligne électrique de FitzHugh-Nagumo.
La carte est obtenue en dupliquant à 15 reprises la cellule élémentaire de la FIGURE 2.2 et en introduisant
un couplage inter-cellules résistif.
cartes de 15 cellules utilisées lors de nos investigations expérimentales.
2.3.2/ DYNAMIQUE DE LA TENSION Vn
En appliquant les lois de Kirchhoff sur le schéma synoptique de la ligne électrique de
la FIGURE 2.3, de la même façon que nous avons déterminé les équations régissant
l’évolution des tensions V et X de la cellule élémentaire, nous allons établir les équations
gouvernant l’évolution des tensions Vn et Xn, correspondant respectivement aux poten-
tiels V et X qui seront présents à la cellule n de la ligne. Commençons par déterminer
la dynamique de la variable rapide Vn. La loi des noeuds nous permet d’écrire l’égalité
suivante :
In1  In  IR  IL  IC  INLVn   0. (2.15)
La loi d’Ohm nous permet d’exprimer les courants In et In1 qui traversent les résistances
R, couplant la cellule n aux cellules voisines n  1 et n  1 :
In  
Vn1  Vn
R
, (2.16)
et
In1  
Vn  Vn1
R
. (2.17)
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Il suffit ensuite, pour la cellule n, d’exprimer les différents courants IR, IL et IC, fléchés sur
la FIGURE 2.3, en fonction des éléments du montage et des tensions Vn, Xn et Ent :
IR  
Vn  Ent
R0
, (2.18)
IL  
Xn
R
, (2.19)
IC   C
dVn
dtexp
. (2.20)
Pour rappel, le courant INLV traversant la résistance non linéaire RNL de la cellule élé-
mentaire obéit à la relation (2.2). Par conséquent, sur la FIGURE 2.3, à la cellule numéro
n de la ligne électrique, ce courant s’écrit :
INLVn   VnVn  aVn  b  VnR0 . (2.21)
En substituant dans l’égalité (2.15) les différents courants par leurs expressions respec-
tives (2.16) à (2.21), nous pouvons écrire :
R0C
dVn
dtexp
  VnVn  aVn  b  R0R Vn1  2Vn  Vn1  R0R Xn  Ent. (2.22)
Afin de normaliser ce système, nous introduisons un coefficient de couplage D et nous
effectuons un changement de variables portant sur la variable lente et le temps :
D  
R0
R
, Wn  
R0
R
Xn et t  
texp
R0C
. (2.23)
Le système (2.22) se met alors sous la forme normalisée :
dVn
dt
  VnVn  aVn  b  DVn1  2Vn  Vn1 Wn  Ent. (2.24)
Cette expression retranscrit l’évolution de la variable rapide du modèle de FitzHugh-
Nagumo lorsque celui-ci est considéré dans sa version couplée [11]. Exprimons main-
tenant la dynamique suivie par la variable lente Wn de ce système.
2.3.3/ DYNAMIQUE DE LA TENSION Wn
La loi des mailles appliquée sur la branche contenant l’inductance L et la résistance R
implique :
Vn  Xn   L
dIL
dtexp
. (2.25)
Or, le courant IL traversant l’inductance L étant identique au courant passant à travers la
résistance R, la loi d’Ohm nous donne IL   Xn~R, d’où :
Vn  Xn  
L
R
dXn
dtexp
. (2.26)
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En appliquant le changement de variables (2.23) portant sur le potentiel Xn et le temps
expérimental texp, nous pouvons écrire :
dWn
dt
 
R20C
L
Vn  RR0Wn. (2.27)
En utilisant le changement de variables (2.13) utilisé lors de l’étude de la cellule élémen-
taire, nous faisons apparaître les paramètres γ et ε :
dWn
dt
  εVn  γWn. (2.28)
En reprenant les expressions (2.24) et (2.28) décrivant respectivement les évolutions des
variables rapide Vn et lente Wn, nous obtenons le système couplé de FitzHugh-Nagumo
suivant :
dVn
dt
  VnVn  aVn  b  DVn1  2Vn  Vn1 Wn  Ent
dWn
dt
  εVn  γWn. (2.29)
Pour finir, une précision sur les conditions aux bords de la ligne est nécessaire. La pre-
mière et la dernière cellule (n   1 et n   45) ne sont couplées qu’avec un seul voisin de par
leur positionnement aux deux extrémités de la ligne, soit respectivement avec la cellule
n   2 et n   44. Les conditions aux bords s’écrivent alors :
dV1
dt
  V1V1  aV1  b  DV2  V1 W1  E1t
dW1
dt
  εV1  γW1. (2.30)
et
dV45
dt
  V45V45  aV45  b  DV45  V44 W45  E45t
dW45
dt
  εV45  γW45. (2.31)
À la vue des équations du modèle (2.29), nous pouvons conclure que notre ligne élec-
trique permet d’étudier expérimentalement la dynamique du système couplé de FitzHugh-
Nagumo. Diverses excitations Ent pourront alors être considérées. Afin de contrôler de
façon optimale ces signaux excitateurs et de développer des protocoles expérimentaux
fiables et reproductibles, nous avons conçu une carte qui facilite le mixage des différentes
sources pouvant entrer dans la composition des excitations Ent (tension continue, fonc-
tions sinusoïdales, bruit blanc, bruit coloré. . .). Dans la prochaine partie de ce manuscrit,
nous détaillons les enjeux liés à la conception de cette carte de mixage, ainsi que les
différentes excitations que nous serons amenés à considérer.
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2.4/ DESCRIPTION DES DIFFÉRENTES EXCITATIONS CONSIDÉ-
RÉES
Dans cette partie, nous détaillerons dans un premier temps les différentes compo-
santes des excitations Et et Ent qui interviendront au cours des différentes études
menées pendant cette thèse. Le stimulus Et sera appliqué en entrée de la cellule élé-
mentaire, tandis que les stimuli Ent seront appliqués aux différentes cellules de la ligne
électrique. Dans un second temps, nous présenterons les deux sources de bruit utilisées
pour introduire une composante stochastique dans ces excitations, à savoir des sources
de bruit blanc et de bruit coloré.
Les systèmes non linéaires présentent une grande variété de réponses possibles selon
l’excitation qui leur est appliquée. Contrairement aux systèmes linéaires, deux excitations
très proches peuvent provoquer des réponses très différentes. Il est donc nécessaire
de pleinement maîtriser l’introduction des excitations [67, 68], notamment dans le cas
d’équations différentielles stochastiques [69]. Dans ces conditions, afin de réaliser nos
expérimentations, il s’est avéré nécessaire de développer un dispositif nous permettant
de maîtriser au mieux nos signaux excitateurs. L’architecture électronique de ce dispositif
est détaillée dans l’Annexe C de ce manuscrit.
2.4.1/ DÉFINITION DE L’EXCITATION Et DE LA CELLULE ÉLÉMENTAIRE
Pour les travaux portant sur une cellule unique, un seul signal excitateur Et sera uti-
lisé. Celui-ci sera amené à être modifié selon l’étude réalisée ou le protocole expérimental
suivi. Dans un souci de cohérence, les notations détaillées dans ce paragraphe seront
cependant toujours respectées. Dans sa version complète, le stimulus Et s’écrit :
Et   E0  A cos2pi f1t  B cos2pi f2t  β ηwt1  α  ηctα, (2.32)
où α et β sont deux variables booléennes valant 0 ou 1. Les autres éléments entrant dans
la composition de l’expression (2.32) sont les suivants :
- E0 est une tension continue générée par une alimentation stabilisée. Comme nous
le verrons par la suite, en l’absence d’autre excitation (A   B   β   0), E0 permet de
choisir le mode de fonctionnement du modèle de FitzHugh-Nagumo (excitable, bis-
table ou oscillant). Au cours des différentes études présentées dans ce manuscrit,
cette composante E0 sera toujours non nulle.
- A cos2pi f1t est un signal sinusoïdal dit basse fréquence, d’amplitude A et de fré-
quence f1, qui sera obtenu à partir d’un générateur de fonctions. Lorsque cette
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composante sera considérée seule (B   0), nous parlerons de signal monochro-
matique.
- B cos2pi f2t est un second signal sinusoïdal, également fourni par un générateur
de fonctions. Il sera qualifié de signal haute fréquence, d’amplitude B et de fré-
quence f2 A f1. Quand cette seconde composante fréquentielle sera ajoutée au
signal basse fréquence A cos2pi f1t, nous parlerons alors de signal d’excitation
bichromatique ou biharmonique.
- ηwt est un bruit blanc gaussien.
- ηct est un bruit coloré, obtenu par un processus d’Ornstein-Uhlenbeck à partir
d’un bruit blanc [70].
Les protocoles expérimentaux permettant d’obtenir les sources de bruit ηwt et
ηct seront détaillés à la fin de ce chapitre.
D’après la relation (2.32), une excitation purement déterministe sera obtenue lorsque
β   0, tandis qu’une excitation stochastique sera obtenue lorsque β   1. Notons alors
que si β   1, les deux sources de bruit ne pourront toutefois pas être ajoutées en même
temps à l’excitation Et. Si α   0, un bruit blanc ηwt sera additionné aux composantes
déterministes du signal Et, tandis que si α   1, ce sera alors un bruit coloré ηct qui
entrera dans l’excitation Et.
2.4.2/ DÉFINITION DES EXCITATIONS Ent DES DIFFÉRENTES CELLULES DE LA
LIGNE
Le signal Et que nous venons de détailler suffit à l’excitation de la cellule élémen-
taire. En revanche, comme nous l’avons vu précédemment, la ligne est composée de 45
cellules et nécessitera donc, non plus une, mais 45 excitations Ent qui ne seront pas
toutes identiques. En effet, de la même façon qu’Ullner E. et al. lors de leur simulation de
la propagation d’une excitation dite basse fréquence à travers une chaîne d’oscillateurs
couplés [47], nous appliquerons sur les iexc premières cellules (n B iexc) une excitation
bichromatique et une excitation monochromatique sur les cellules suivantes (n A iexc).
En procédant ainsi, nous pourrons étudier expérimentalement à partir de la ligne élec-
trique les phénomènes de propagation vibrationnelle [47] et de propagation assistée par
le bruit [64]. Les excitations Ent se notent alors :
¢¨¨¦¨¨¤
Ent   E0  A cos2pi f1t  B cos2pi f2t  β ηwt, si n B iexc,
Ent   E0  B cos2pi f2t  β ηwt, si n A iexc. (2.33)
Comme précédemment, la variable booléenne β permet d’inclure, ou non, une compo-
sante stochastique aux excitations Ent. Notons cependant que lors de l’étude de la
structure couplée, dans le cas d’excitations stochastiques, nous présenterons unique-
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ment des études mettant en œuvre des sources de bruit blanc. Les différentes compo-
santes déterministes entrant dans la composition des excitations Ent sont strictement
identiques à celles décrites pour l’excitation Et, l’indice iexc nous permettant de délimi-
ter simplement les cellules qui seront excitées par un signal bichromatique, de celles qui
seront excitées par un signal monochromatique. Ainsi, nous choisirons la cellule iexc  1 à
partir de laquelle nous pourrons observer la propagation du signal basse fréquence as-
sistée par la composante haute fréquence et/ou la composante stochastique. Enfin, il est
à noter que le bruit blanc pourra dépendre de l’indice n selon l’étude réalisée. Par consé-
quent, en plus du cas où la même source de bruit perturbera toutes les cellules, il nous
sera possible d’étudier le cas où différents bruits blancs seront appliqués aux diverses
cellules de la ligne.
2.4.3/ GÉNÉRATION DES DIFFÉRENTES SOURCES DE BRUIT UTILISÉES
2.4.3.1/ GÉNÉRATION DU BRUIT BLANC ηwt
Dans cette sous-partie, nous détaillons la façon dont est produit expérimentalement le
bruit blanc qui sera considéré dans les excitations Et et Ent.
Par analogie avec le spectre de la lumière blanche qui contient toutes les fréquences lu-
mineuses avec la même intensité, un bruit blanc est une fonction aléatoire qui a la même
densité spectrale de puissance sur toutes les fréquences. Pratiquement, un tel bruit est
impossible à générer. En effet, une puissance constante sur une bande de fréquences
infinie entraînerait l’existence d’un signal à énergie infinie. En réalité, la densité spectrale
de puissance n’est constante que dans une bande de fréquences considérée. Présentons
l’approximation de source de bruit blanc que nous avons utilisée pendant cette thèse et
examinons en deux temps le caractère blanc et gaussien de ce signal aléatoire. La source
de bruit blanc utilisée lors de nos simulations suit la fonction d’autocorrélation suivante :
`ηwtexp, ηwtexpe   σ2δtexp  texp. (2.34)
Dans cette autocorrélation, σ représente la valeur efficace ou Root Mean Square (RMS)
du bruit.
Expérimentalement, notre générateur de bruit n’est autre qu’un ordinateur équipé d’une
sortie audio sur lequel nous exécutons un script MatLab produisant les valeurs des
échantillons numériques du bruit. Cette utilisation de la sortie de la carte son de l’ordina-
teur comme générateur de bruit a déjà été introduite lors de différentes études portant sur
la résonance stochastique et la résonance stochastique fantôme par exemple [71–74].
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FIGURE 2.5 – Représentation temporelle (a) et histogramme (b) du bruit blanc gaussien ηw (pour
σ   0.5 VRMS) obtenu à partir de la routine MatLab et relevé à l’oscilloscope via la sortie de la carte son de
l’ordinateur.
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FIGURE 2.6 – Spectre unilatéral de puissance du bruit blanc gaussien ηw obtenu à partir de la routine
MatLab et de valeur efficace σ   0.5 VRMS. Le spectre est calculé par un moyennage sur 200 réalisations à
l’aide d’un oscilloscope numérique.
Sur la FIGURE 2.5 (a), nous avons tracé le signal mesuré à l’oscilloscope (LeCroy Wa-
veRunner 6051) sur la sortie audio de l’ordinateur en fonction du temps sur un intervalle
de 150 ms, avec une valeur efficace σ   0.5 VRMS. À partir de cette allure temporelle, nous
vérifions que le bruit disponible en sortie de la carte son de l’ordinateur est centré, c’est-
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à-dire de valeur moyenne nulle. De plus, sur la FIGURE 2.5 (b), en considérant l’histo-
gramme du signal analogique prélevé sur la sortie audio de l’ordinateur, nous constatons
que sa loi de probabilité suit une loi gaussienne dont l’écart-type σ correspond bien à la
valeur RMS du bruit, soit 0.5 VRMS.
Enfin, pour déterminer la bande de fréquences où le bruit se comporte comme un bruit
blanc, nous avons utilisé un oscilloscope en mode analyseur de spectre pour visualiser le
spectre de puissance du signal audio disponible sur la sortie audio de l’ordinateur suite à
l’exécution du script MatLab. La FIGURE 2.6 présente le spectre unilatéral de puissance
obtenu après moyennage sur 200 réalisations. Nous constatons que dans la bande des
fréquences audibles [0 - 20 kHz], le bruit mesuré en sortie de la carte son de l’ordinateur
présente un niveau constant, tandis qu’au delà de cette bande, la puissance est nulle. Le
bruit est donc blanc sur la bande [0 - 20 kHz]. Afin de considérer ce bruit « suffisamment
blanc » lors de nos expériences, une fréquence maximum de 6.1 kHz sera utilisée pour
les stimuli déterministes ( f1 et/ou f2). Ainsi, un facteur supérieur à trois sera conservé
entre la fréquence du signal déterministe et la limite de la bande de fréquences dans
laquelle est défini notre générateur de bruit.
2.4.3.2/ GÉNÉRATION DU BRUIT COLORÉ ηct
Contrairement au bruit blanc, un bruit coloré voit son spectre de puissance varier selon
les fréquences. Pour les bruits caractéristiques, tels que le bruit rose ou le bruit brownien,
l’évolution de la puissance en fonction de la fréquence varie selon une décroissance en
1~ f β. Les bruits blanc, rose et brownien correspondent respectivement aux cas β   0,
β   1 et β   2.
Dans cette thèse, nous utiliserons un bruit coloré dont la fonction d’autocorrélation est
définie comme suit :
`ηctexp, ηctexpe   σ22τ e
Stexpt

exp S
τ , (2.35)
où τ est le temps de corrélation du bruit coloré et où ηctexp suit le processus d’Ornstein-
Uhlenbeck suivant :
dηctexp
dtexp
 
ψtexp
τ

ηctexp
τ
. (2.36)
Dans le processus (2.36), ψtexp est un bruit blanc identique à celui proposé dans la
sous-partie précédente, c’est-à-dire d’autocorrélation :
`ψtexp, ψtexpe   σ2δtexp  texp. (2.37)
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FIGURE 2.7 – Principe de génération expérimentale d’un bruit coloré de type Ornstein-Uhlenbeck. ηctexp
est obtenu en filtrant un bruit blanc ψtexp avec un filtre passe-bas du premier ordre réalisé avec un poten-
tiomètre P et un condensateur C.
En pratique, le processus d’Ornstein-Uhlenbeck correspond à un filtrage de type passe-
bas (d’ordre 1) d’un bruit blanc. Il nous suffira alors de générer un bruit blanc avec le
même protocole que celui décrit précédemment puis de le filtrer avec un passe-bas passif
composé d’un élément résistif variable P et d’une capacité C selon le principe de la
FIGURE 2.7. En effet, si on exprime le courant traversant le potentiomètre P, qui est le
même que celui qui traverse le condensateur C, on obtient :
ψtexp  ηctexp
P
 
dq
dtexp
, (2.38)
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FIGURE 2.8 – Spectres unilatéraux de puissance des bruits colorés obtenus après filtrage du bruit blanc
pour quatre temps de corrélation, à savoir 20 µs, 73 µs, 145 µs et 218 µs. Comme précédemment, les spectres
sont calculés par un moyennage sur 200 réalisations à l’aide d’un oscilloscope numérique.
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où q représente la charge du condensateur. En remarquant que q   Cηctexp, on obtient :
dηctexp
dtexp
 
ψtexp
PC

ηctexp
PC
. (2.39)
En identifiant les relations (2.36) et (2.39), on s’aperçoit que le temps de corrélation du
bruit coloré est ajusté grâce au produit des valeurs respectives de P et C, soit :
τ   PC. (2.40)
Les spectres obtenus pour quatre temps de corrélation différents sont représentés sur
la FIGURE 2.8. L’effet du filtrage est alors visible : plus le temps de corrélation est élevé,
moins la puissance du bruit est importante. La limite du bruit blanc sera atteinte lorsque
le temps de corrélation tendra vers zéro.
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Dans ce chapitre, nous étudions la réponse de la cellule élémentaire présentée dans
le chapitre précédent lorsque celle-ci est soumise à différentes excitations déterministes.
Nous allons successivement considérer une tension constante, une tension sinusoïdale
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et un signal composé de la somme de deux sinusoïdes. En premier lieu, la tension conti-
nue nous permettra de montrer les différents modes de fonctionnement du système ainsi
que l’existence de valeurs critiques entraînant le passage d’un mode de fonctionnement
à un autre (manifestation des bifurcations inférieure et supérieure d’Andronov-Hopf). À
partir de ces constatations, nous pourrons dans un second temps paramétrer notre sys-
tème de façon adéquate pour les études en régime dynamique, dans le cas d’un signal
excitateur monochromatique par exemple. La considération de tels stimuli, bien que leurs
effets soient déjà connus dans le modèle de FitzHugh-Nagumo, apportera les éléments
nécessaires à la compréhension des phénomènes non linéaires qui se déclenchent dans
le cas biharmonique. Parmi ces comportements non linéaires qui ont fait l’objet d’intenses
recherches depuis le début des années 2000, notre étude s’est d’abord concentrée sur le
phénomène générique de résonance vibrationnelle, puis sur la résonance fréquentielle et
la bi-résonance vibrationnelle ; des phénomènes dérivés de la résonance vibrationnelle.
3.1/ RÉPONSE DU SYSTÈME À UNE TENSION CONSTANTE
Dans cette partie, le signal excitateur sera uniquement composé d’une composante
continue. La relation (2.32) détaillée dans le chapitre précédent exprimant l’excitation
Et se réduit simplement à :
Et   E0. (3.1)
3.1.1/ DIFFÉRENTS RÉGIMES DE FONCTIONNEMENT
Lorsqu’il est soumis à une telle excitation, le système de FitzHugh-Nagumo présente
trois comportements bien distincts qui dépendent des intersections des nullclines du sys-
tème décrit ci-après :
dV
dt
  f V W  E0
dW
dt
  εV  γW. (3.2)
Les équations des nullclines correspondent à l’annulation des dérivées des variables V
et W données par les équations du système (3.2). Ainsi, elles s’écrivent respectivement :
W   f V  E0, (3.3)
W  
V
γ
. (3.4)
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FIGURE 3.1 – Tracé des nullclines d’équations (3.3) et (3.4) du modèle de FitzHugh-Nagumo, illustrant
les trois possibilités d’intersection propres à chaque régime de fonctionnement dans le cas où a   2 V et
b   2.6 V. (a) : le régime bistable est obtenu pour γ   0.53 et E0   1 V. (b) : le régime excitable est obtenu
pour γ   0.236 et E0   1 V. (c) : le régime oscillant est obtenu pour γ   0.195 et E0   1 V.
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FIGURE 3.2 – Chronogrammes des variables V et W issus de simulations numériques du système de
FitzHugh-Nagumo, illustrant les trois régimes de fonctionnement possibles dans le cas où a   2 V, b   2.6 V
et ε   3.706. Les conditions initiales Vtexptexp 0   0 et Wtexptexp 0   10 ont été prises pour montrer l’évolution
temporelle du système. (a) et (d) : le régime bistable est obtenu pour γ   0.53 et E0   1 V. (b) et (e) : le
régime excitable est obtenu pour γ   0.236 et E0   1 V. (c) et (f) : le régime oscillant est obtenu pour γ   0.195
et E0   1 V.
La nullcline d’équation (3.3) est appelée V-nullcline du fait que son expression provient
de l’annulation de la dérivée de la variable rapide V (dV~dt   0). Dans le plan [V, W], elle
correspond à la fonction cubique f V translatée verticalement de la valeur de la tension
E0. De la même façon, du fait que son expression provient de l’annulation de la dérivée
de la variable lente W (dW~dt   0), l’équation (3.4) est appelée W-nullcline. Dans le plan
[V, W], la fonction (3.4) prendra l’allure d’une droite de pente 1~γ et dont l’ordonnée à
l’origine sera nulle.
Le régime de fonctionnement du modèle de FitzHugh-Nagumo est imposé par le
nombre et la position des intersections des nullclines définies dans le plan [V, W] par
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les relations (3.3) et (3.4), c’est-à-dire par le choix des valeurs de E0 et γ puisque nous
figerons les valeurs des racines de la fonction cubique à a   2 V et b   2.6 V. La FIGURE
3.1 montre ainsi les trois différentes configurations d’intersection correspondant à chacun
des trois modes de fonctionnement possibles : bistable, excitable ou oscillant. Pour cha-
cun de ces régimes de fonctionnement, nous avons également reporté sur la FIGURE 3.2
les chronogrammes des tensions V et W qui ont été obtenus en simulant avec la même
condition initiale [V, W]t 0    0,10 le système d’équations différentielles normalisé de
FitzHugh-Nagumo (3.2). Il est à noter que nous avons fixé ε   3.706, ce qui correspond,
pour le modèle expérimental, aux valeurs de composants R0   1.33 kΩ, C   22 nF et
L   10.5 mH. De plus, notons que nous avons adopté une échelle de temps expérimen-
tale pour la présentation des chronogrammes via la dénormalisation texp   R0Ct.
Sur la FIGURE 3.1 (a), pour E0   1 V et γ   0.53, soit en choisissant R   700 Ω, trois
intersections sont repérées a1, a2 et a3, le fonctionnement est alors bistable. En effet,
les points a1 et a3 sont situés en dehors de la zone localisée entre les deux extrêmes
de la V-nullcline, ce sont les deux points stables vers lesquels le système convergera
en fonction de la condition initiale appliquée. Nous pouvons vérifier ceci sur les sous-
figures (a) et (d) de la FIGURE 3.2 où les niveaux atteints par V et W lorsque le système
se stabilise correspondent aux coordonnées de l’un des deux points stables (ici a3 avec
 Vtexp,Wtexptexp 0 = [0, 10]). Le point a2 est quant à lui considéré comme un point
instable de par son positionnement entre les deux extrema de la nullcline cubique.
Sur la FIGURE 3.1 (b), pour E0   1 V et γ   0.236, soit en choisissant R   314 Ω, un
seul point d’intersection apparaît lorsque les nullclines sont tracées simultanément dans
le plan [V, W]. Ce point noté b1 n’est pas situé entre les deux extrema de la nullcline cu-
bique, il s’agit donc d’un point stable vers lequel le système évoluera depuis sa condition
initiale en décrivant un potentiel d’action. Ce comportement est illustré par les sous-
figures (b) et (e) de la FIGURE 3.2 où un potentiel d’action est décrit depuis la condition
initiale  Vtexp,Wtexptexp 0 = [0, 10] avant que V et W atteignent respectivement des
niveaux correspondant aux coordonnées du point b1. C’est le régime excitable.
Enfin, sur la FIGURE 3.1 (c), pour E0   1 V et γ   0.195, soit en choisissant R   260 Ω,
cette fois encore un seul point d’intersection apparaît entre la V-nullcline et la W-nullcline.
Cependant, contrairement au cas excitable exposé précédemment, ce point noté c1 se
situe entre les deux extrema de la nullcline cubique, nous sommes donc en présence
d’un point instable. Le système est alors en régime oscillant. L’évolution temporelle du
système décrira alors des potentiels d’action de façon périodique quelle que soit la
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condition initiale, comme le montrent les sous-figures (c) et (f) de la FIGURE 3.2 où
 Vtexp,Wtexptexp 0 = [0, 10].
Nous venons de voir que la valeur des paramètres E0 et γ, c’est-à-dire de la résistance
R, permet d’imposer le régime de fonctionnement du système de FitzHugh-Nagumo ; la
transition du mode excitable vers le mode oscillant s’appelle la bifurcation d’Andronov-
Hopf. L’objet du prochain paragraphe est de déterminer théoriquement les valeurs des
paramètres du système qui induisent cette bifurcation.
3.1.2/ ÉTUDE ANALYTIQUE DE LA BIFURCATION D’ANDRONOV-HOPF
À partir de la méthode utilisée par Duan. F et al. [75] qui s’appuie sur la matrice de
Jacobi pour étudier la dynamique du modèle de FitzHugh-Nagumo en l’absence de bruit,
nous allons déterminer l’expression de la valeur critique Ec in f de la tension continue E0
qui mène à la bifurcation inférieure d’Andronov-Hopf, faisant passer le système du régime
excitable au régime oscillant et inversement.
Dans un souci de clarté, nous définissons deux fonctions FV,W et GV,W qui corres-
pondent respectivement à chacun des seconds membres des deux équations du modèle
de FitzHugh-Nagumo (3.2). Le système de FitzHugh-Nagumo s’écrit alors sous la forme
générique suivante :
dV
dt
  FV,W,
dW
dt
  GV,W, (3.5)
avec :
FV,W   f V W  E0,
GV,W   εV  γW. (3.6)
Pour déterminer la valeur critique Ec in f du paramètre E0 pour laquelle le système passe
du fonctionnement excitable au fonctionnement oscillant, il suffit de déterminer les coor-
données V,W de l’unique point d’intersection des nullclines qui constitue le point
d’équilibre du système. Il faut donc résoudre le système d’équations :
FV,W   0,
GV,W   0,
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soit :
f V W  E0   0,
W  
V
γ
.
(3.7)
La stabilité de ce point d’équilibre est dictée par le comportement de la matrice de Jacobi
[75], qui s’exprime sous la forme suivante :
J  

∂FV,W
∂V
∂FV,W
∂W
∂GV,W
∂V
∂GV,W
∂W

. (3.8)
En introduisant fvV   3V22Vabab, la dérivée de la fonction cubique par rapport
à V, la matrice J se note :
J  

fv 1
ε εγ

. (3.9)
Le paramètre E0 est ainsi choisi au point de la bifurcation d’Andronov-Hopf défini par
Tr[J] = 0 et det J > 0, où Tr et det correspondent respectivement à la trace et au détermi-
nant de la matrice J considérée. Il se trouve que cette condition det J = εγ fv  ε > 0 est
assurée car fv < 0 dans le cas où le système est dans le régime excitable.
Dans un premier temps, il convient donc d’exprimer la trace de J au point d’équilibre de
coordonnées V   V et W  W, lorsque E0 atteint la valeur critique Ec in f .
Avec Tr[J] = 0, on obtient fvV  εγ = 0, ce qui permet d’exprimer l’abscisse du point
d’équilibre V. En effet, il suffit de résoudre l’équation du second degré en V :
V2 
2
3
Va  b  ab  εγ
3
  0. (3.10)
Comme nous recherchons la valeur inférieure Ec in f de E0 conduisant à la bifurcation
d’Andronov-Hopf, nous sommes amenés à ne conserver que la racine négative suivante :
V  
a  b  »a2  b2  ab  3εγ
3
(3.11)
Dans un second temps, en utilisant le système d’équations (3.7), on obtient l’expression
de la valeur critique Ec in f du paramètre E0 pour laquelle le système bifurque, soit :
E0   Ec in f  
V
γ
 f V. (3.12)
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Finalement, en remplaçant V par l’expression (3.11) dans (3.12), l’expression de la va-
leur critique Ec in f peut alors se mettre sous la forme suivante :
Ec in f  
1
27γ
γa  b2a2  2b2  5ab  9a  b
»
a2  b2  ab  3γε 2a2γ  2b2γ  2γab  3γ2ε  9  . (3.13)
Jusqu’à présent, nous avons focalisé notre attention sur la valeur inférieure Ec in f de
la tension E0 qui mène à la bifurcation. Cependant, il est important de noter qu’il existe
une seconde valeur critique de la tension continue E0 qui produit un passage du régime
oscillant au régime excitable ; nous la noterons Ec sup. Nous pouvons déterminer son ex-
pression théorique en fonction des paramètres a, b, γ et ε en procédant de la même façon
que nous venons de le faire pour la bifurcation inférieure, mais en considérant cette fois
la racine supérieure du polynôme (3.10) :
V  
a  b  »a2  b2  ab  3εγ
3
. (3.14)
En prenant en compte la racine exprimée par la relation (3.14), l’amplitude critique Ec sup
menant à la bifurcation s’écrit après calculs :
Ec sup  
1
27γ
γa  b2a2  2b2  5ab  9a  b
»
a2  b2  ab  3γε 2a2γ  2b2γ  2γab  3γ2ε  9  . (3.15)
Les expressions (3.13) et (3.15) qui expriment respectivement les valeurs critiques in-
férieure et supérieure pour lesquelles le système passe d’un mode de fonctionnement à
un autre seront tracées dans le paragraphe suivant. La validité de notre approche ana-
lytique sera alors établie en procédant à la comparaison des résultats obtenus à partir
des relations théoriques (3.13) et (3.15), avec des données issues de simulations numé-
riques du système de FitzHugh-Nagumo et avec des résultats expérimentaux obtenus
avec l’oscillateur électronique élémentaire.
3.1.3/ VALIDATIONS NUMÉRIQUE ET EXPÉRIMENTALE DES EXPRESSIONS ANA-
LYTIQUES DE LA BIFURCATION D’ANDRONOV-HOPF
En utilisant un algorithme de résolution basé sur la méthode d’Euler, nous avons si-
mulé le système de FitzHugh-Nagumo (3.2) pour différentes valeurs du paramètre γ. En
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FIGURE 3.3 – Évolutions numérique (l) et expérimentale (+) de la valeur critique Ec in f de E0 menant à la
bifurcation inférieure d’Andronov-Hopf dans le modèle de FitzHugh-Nagumo. Pour faciliter la comparaison,
les résultats obtenus sont superposés à l’évolution théorique (3.13) tracée en trait plein. Les paramètres du
système sont : a   2 V, b   2.6 V et ε   3.706. ε est obtenu en fixant les valeurs des composants du circuit à
R0   1.33 kΩ, C   22 nF et L   10.5 mH.
procédant par dichotomie, nous avons alors déterminé pour chacune des valeurs de γ
les seuils Ec in f et Ec sup de la tension continue E0 qui conduisent au passage du régime
excitable à celui oscillant et vice-versa.
Expérimentalement, nous avons d’abord figé R0   1.33 kΩ, C   22 nF et L   10.5 mH
pour fixer ε à 3.706, puis réglé les générateurs de tension qui fixent les racines de la
non-linéarité à a   2 V et b   2.6 V. Nous avons ensuite ajusté le paramètre γ   R0~R,
dont nous avons fait varier la valeur grâce à la résistance R. Pour chacune des valeurs
de R, en l’absence de toute autre source d’excitation, nous avons recherché, par faibles
incréments successifs de la tension continue E0, les valeurs critiques Ec in f et Ec sup qui
permettent l’apparition ou la disparition des oscillations des tensions V et X que nous
avons visualisées à l’oscilloscope. Au cours de notre étude, les tensions d’alimentation
(15 V) ont limité la borne inférieure de γ à 0.08. En effet, en dessous de cette valeur,
la tension Ec in f déterminée en simulation devient inférieure à 15 V et n’est donc plus
accessible expérimentalement.
Sur les FIGURES 3.3 et 3.4, les résultats provenant des simulations numériques et des
manipulations sont superposés aux prévisions théoriques (3.13) et (3.15). Un intervalle
γ=[0.08 ; 0.25] est considéré afin de respecter les limitations du circuit et l’ordre de gran-
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FIGURE 3.4 – Évolutions numérique (l) et expérimentale (+) de la valeur critique Ec sup de E0 menant à la
bifurcation supérieure d’Andronov-Hopf dans le modèle de FitzHugh-Nagumo. Pour faciliter la comparaison,
les résultats obtenus sont superposés à l’évolution théorique (3.15) tracée en trait plein. Les paramètres du
système sont : a   2 V, b   2.6 V et ε   3.706. ε est obtenu en fixant les valeurs des composants du circuit à
R0   1.33 kΩ, C   22 nF et L   10.5 mH.
deur du paramètre γ qui sera utilisé par la suite. Deux frontières délimitant les change-
ments de mode de fonctionnement du système apparaissent distinctement. La cohérence
affichée par les résultats confirme la validité de notre étude analytique ainsi que la ca-
pacité de notre circuit à reproduire assez fidèlement les phénomènes observés dans le
modèle théorique de FitzHugh-Nagumo.
3.1.4/ ANALYSE QUALITATIVE DES SIGNAUX AU VOISINAGE DE LA BIFURCATION
D’ANDRONOV-HOPF
Nous pouvons étudier numériquement et expérimentalement le comportement des va-
riables V et W au voisinage des valeurs critiques Ec in f et Ec sup de la tension E0 qui
mènent à la bifurcation pour les paramètres qui seront utilisés le plus souvent dans cette
thèse, à savoir : a   2 V, b   2.6 V, ε   3.706 et γ   0.236.
En simulation, nous trouvons que si E0 >  Ec in f ;Ec sup    0.40 V;0.82 V alors le
système fonctionne en régime oscillant. Les sous-figures (a), (b) et (c) de la FIGURE 3.5
montrent respectivement le portrait de phase et l’évolution temporelle des variables V et
W obtenus à proximité de la bifurcation inférieure, pour E0   Ec in f   0.40 V. La variable
V prend la forme de potentiels d’action et le portrait de phase illustre des cycles limites
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FIGURE 3.5 – Signaux obtenus en simulations numériques à la limite des bifurcations inférieure et supé-
rieure d’Andronov-Hopf. (a), (b) et (c) : portrait de phase et allures temporelles de V et W obtenus lorsque
E0   Ec in f   0.40 V. (d), (e) et (f) : portrait de phase et allures temporelles de V et W obtenus lorsque
E0   Ec sup   0.82 V. Les paramètres du système sont : a   2 V, b   2.6 V, γ   0.236 et ε   3.706.
périodiques présentant une déformation caractéristique dans le coin inférieur gauche, au
niveau du point instable situé à l’intersection des nullclines. Les sous-figures (d), (e) et
(f) de la FIGURE 3.5 montrent quant à elles le portrait de phase et l’évolution temporelle
des variables V et W, obtenus aux environs de la bifurcation supérieure pour E0   Ec sup  
0.82 V. La variable V prend alors la forme de potentiels d’action renversés. Tout comme
dans le cas de la bifurcation inférieure, le portrait de phase montre une déformation
caractéristique à l’intersection des nullclines, située cette fois dans le coin supérieur droit
du plan [V, W].
Expérimentalement, nous configurons le circuit afin d’atteindre des conditions iden-
tiques à celles utilisées lors des simulations numériques. Ainsi, nous faisons corres-
pondre aux composants du circuit les valeurs nécessaires pour figer ε   3.706 et γ   0.236,
c’est-à-dire R0   1.33 kΩ, R   314 Ω, C   22 nF et L   10.5 mH. De plus, nous ré-
glons les générateurs de tension continue pour fixer a   2 V et b   2.6 V. Nous fai-
sons varier la tension constante E0 afin de déterminer les valeurs critiques menant à
la bifurcation d’Andronov-Hopf, le régime oscillant étant obtenu si E0 >  Ec in f ;Ec sup  
 0.31 V;0.80 V. Ces limites sont proches de celles obtenues précédemment par le
biais des simulations numériques du modèle (3.2). Les sous-figures (a), (b) et (c) de la
FIGURE 3.6 et les sous-figures (d), (e) et (f) de la FIGURE 3.6 montrent respectivement les
résultats obtenus expérimentalement lorsque E0   Ec in f   0.31 V et E0   Ec sup   0.80 V.
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FIGURE 3.6 – Relevés expérimentaux à la limite des bifurcations inférieure et supérieure d’Andronov-
Hopf. (a), (b) et (c) : portrait de phase et allures temporelles de V et W obtenus lorsque E0   Ec in f   0.31 V.
(d), (e) et (f) : portrait de phase et allures temporelles de V et W obtenus lorsque E0   Ec sup   0.80 V. Les
paramètres du système sont : a   2 V, b   2.6 V, γ   0.236 et ε   3.706. γ et ε sont obtenus en fixant les
valeurs des composants du circuit à R0   1.33 kΩ, R   314 Ω, C   22 nF et L   10.5 mH.
La seule différence notable avec les résultats issus des simulations se situe dans la forme
des potentiels d’action. En effet, expérimentalement nous constatons que les pointes de
l’onde décrite par V sont plus prononcées que lors des simulations. Cela se traduit par de
légères déformations des portraits de phase au niveau des valeurs maximale et minimale
de la variable rapide V.
Dans la suite de cette thèse, nous allons étudier le système de FitzHugh-Nagumo pour
différentes excitations en prenant toujours soin de nous placer à proximité de la bifurca-
tion d’Andronov-Hopf. Cependant, nous venons de voir que, pour un jeu de paramètres
figé, il existe deux valeurs de la tension continue E0 qui mènent à la bifurcation. Il convient
alors de restreindre notre étude à un seul voisinage de la bifurcation d’ Andronov-Hopf.
Utilisons les résultats issus des simulations numériques (cf. FIGURE 3.5) et les résultats
provenant de mesures réalisées sur le circuit (cf. FIGURE 3.6) pour justifier notre choix.
Premièrement, nous constatons que la même déformation des potentiels d’action expé-
rimentaux se produit que l’on soit au voisinage de l’une ou l’autre des bifurcations : la
conversion électronique du modèle théorique de FitzHugh-Nagumo n’est donc pas une
contrainte quant au choix de la valeur critique qui sera conservée. Ensuite, quelle que
soit la bifurcation considérée, nous constatons que l’amplitude et la fréquence des os-
cillations de V et W sont identiques et ne constituent donc pas un critère de sélection
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de la valeur critique. Il nous reste alors à prendre en compte la forme des ondes de la
variable rapide au voisinage des deux valeurs critiques. Comme nous l’avons évoqué pré-
cédemment, lorsque le paramètre E0 est ajusté proche de la limite haute, l’onde V décrit
des potentiels d’action renversés, contrairement au cas où E0 est approché de la limite
basse et où V décrit la forme classique de potentiels d’action. Pour cette raison, nous
considérerons tout au long de ce manuscrit la valeur critique inférieure de la bifurcation
d’Andronov-Hopf.
Dans cette partie, nous avons analysé le fonctionnement du modèle de FitzHugh-
Nagumo en le soumettant à une tension constante E0. Caractérisons maintenant son
comportement en régime dynamique.
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3.2/ RÉPONSE DU SYSTÈME À UNE EXCITATION MONOCHROMA-
TIQUE
En présence d’une excitation périodique, les modèles neuronaux révèlent une grande
variété de dynamiques qui ne sont pas toujours bien comprises. C’est pourquoi, depuis le
début des années 60, de nombreuses études théoriques, numériques et expérimentales
visent à donner des éléments de réponse quant à l’évolution temporelle de la réponse
de tels systèmes [76–79]. Suite aux travaux pionniers de Bullock T.H. montrant qu’à une
période de l’excitation 1~ f1 correspond une période 1~ f2 de la sortie du système [80],
Harmon L.D. introduit un ratio f2~ f1 traduisant le nombre de périodes de l’excitation né-
cessaire à la génération d’un potentiel d’action, et montre l’apparition d’un phénomène
qu’il qualifie d’ « insolite et insuspecté » [76]. Au cours de son étude expérimentale met-
tant en œuvre un circuit électronique à base de transistors, il expose qu’en fonction
de l’amplitude du signal excitateur, il existe des valeurs décimales du ratio f2~ f1 entre
les différentes valeurs entières attendues du ratio f1~ f2. Ce ratio définissant le nombre
de potentiels d’action générés par période de l’excitation est désormais mieux connu
sous le nom de mode-locking et a fait l’objet de diverses investigations : dans le mo-
dèle d’Hodgkin-Huxley d’abord, où des trains d’impulsions périodiques [76,77,81] et des
signaux sinusoïdaux déterministes [82–84] ou bruités [85] ont successivement été consi-
dérés ; dans les modèles de FitzHugh-Nagumo et de Bonhœffer-Van der Pol ensuite, où
les mêmes excitations ont révélé des résultats comparables [86–91].
Pour notre part, nous nous proposons d’étudier le comportement du circuit lorsqu’il est
excité par un signal sinusoïdal déterministe, et de montrer les différents modes obtenus
en fonction des paramètres de l’excitation Et. Le signal excitateur que nous utiliserons,
de valeur moyenne E0, d’amplitude A et de fréquence f1, s’écrit :
Et   E0  A cos2pi f1t, (3.16)
et le modèle normalisé (2.1) devient :
dV
dt
  f V W  E0  A cos2pi f1t
dW
dt
  εV  γW. (3.17)
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FIGURE 3.7 – Paramétrage du circuit en mode excitable. (a), (b) et (c) : portrait de phase et chrono-
grammes de V et W issus de simulations numériques du système de FitzHugh-Nagumo. (d), (e) et (f) :
relevés expérimentaux du portrait de phase et des chronogrammes des tensions V et W. Les paramètres du
système sont : E0   1 V, a   2 V, b   2.6 V, A   0 V, γ   0.236 et ε   3.706. γ et ε sont obtenus en fixant les
valeurs des composants du circuit à R0   1.33 kΩ, R   314 Ω, C   22 nF et L   10.5 mH.
3.2.1/ PARAMÉTRAGE DU SYSTÈME PAR RAPPORT À LA BIFURCATION
D’ANDRONOV-HOPF
Avant de considérer l’excitation (3.16), il est nécessaire de choisir la tension continue
E0 qui polarisera le circuit. Pour réaliser notre étude, nous souhaitons que, sans l’apport
de la fonction sinusoïdale (A   0), le circuit n’oscille pas et fonctionne en régime excitable.
Comme le montre la FIGURE 3.7, cette condition est respectée numériquement (sous-
figures (a), (b) et (c)) et expérimentalement (sous-figures (d), (e) et (f)) pour E0   1 V.
En effet, nous observons que les nullclines tracées sur la sous-figure (a) se coupent en
un seul point I situé en dehors des deux extrema de la nullcline cubique. Les niveaux
indiqués par les coordonnées de ce point stable I    1.6 V;6.76 V sont atteints par
les traces temporelles de V et W lorsque nous simulons le système (sous-figures (b) et
(c)), ainsi que lorsque nous visualisons à l’oscilloscope les tensions correspondantes de
notre circuit (sous-figures (e) et (f)). En conclusion, le stimulus sinusoïdal ajouté sera le
seul élément permettant au système de déclencher des potentiels d’action.
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3.2.2/ ANALYSE DE L’ENCODAGE DE L’EXCITATION MONOCHROMATIQUE
Afin d’identifier les influences conjointes de l’amplitude A et de la fréquence f1 du signal
excitateur Et sur la réponse du système, nous simulons le modèle (3.17) au moyen
d’une méthode d’Euler, pour les paramètres fixes suivants : E0   1 V, a   2 V, b   2.6 V,
γ   0.236 et ε   3.706. L’amplitude A variera de 0 à 3 V par pas de 50 mV, tandis que
la fréquence f1 évoluera dans un intervalle allant de 100 Hz à 35 kHz par incréments de
100 Hz. Pour chaque couple de valeurs ( f1, A), nous avons simulé le système et analysé
sa réponse en comptant le nombre M de potentiels d’action décrits par la variable rapide
du système pendant N périodes du signal excitateur Et. Nous avons alors calculé le
rapport D suivant :
D  
M
N
. (3.18)
Quelques valeurs caractéristiques de ce rapport D peuvent alors être définies :
- D   1 (M   1 ; N   1), soit un potentiel d’action par période du signal excitateur,
- D   0.5 (M   1 ; N   2) et D   0.33 (M   1 ; N   3), soit un potentiel d’action
respectivement toutes les deux ou trois périodes du signal sinusoïdal appliqué en
entrée,
- D   0, aucun potentiel d’action n’est généré, l’excitation Et est alors subliminale
ou subthreshold.
Deux ensembles de valeurs plus génériques peuvent également être définis :
- D A 1.5 correspond à un comportement où la variable rapide décrit plus d’un po-
tentiel d’action par période de l’excitation sinusoïdale. Par exemple D   3 et D   2,
soit respectivement trois (M   3) et deux (M   2) potentiels d’action par période
(N   1) du signal Et.
- D @ 0.33 indique le cas où quelques potentiels d’action sont générés en sortie
du système sans toutefois établir de motifs clairement définis dans le domaine
temporel.
L’évolution du rapport D est représentée en niveau de gris dans le plan [ f1, A] sur la FI-
GURE 3.8 (a) qui constitue le diagramme d’encodage du stimulus sinusoïdal d’amplitude
A et de fréquence f1. Grâce à nos simulations numériques, nous pouvons observer, selon
différents niveaux de gris, les zones prédéfinies (D   1, D   0.5 et D   0.33) qui corres-
pondent au déclenchement d’un potentiel d’action toutes les une, deux ou trois périodes
de l’excitation Et. De plus, la zone de paramètres représentée en blanc (D   0) cor-
respond quant à elle au cas où le système reste à l’état de repos. Notons également la
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FIGURE 3.8 – (a) Diagramme d’encodage d’un stimulus sinusoïdal. Le rapport D défini par l’expression
(3.18) est représenté en niveaux de gris dans le plan fréquence/amplitude de l’excitation monochromatique.
(b) Frontières donnant les transitions entre les différentes zones d’encodage du stimulus sinusoïdal dans le
plan fréquence/amplitude en simulation (trait plein) et expérimentalement (+). Les paramètres du système
sont : E0   1 V, a   2 V, b   2.6 V, γ   0.236 et ε   3.706. γ et ε sont obtenus en fixant les valeurs des
composants du circuit à R0   1.33 kΩ, R   314 Ω, C   22 nF et L   10.5 mH.
présence d’une zone de paramètres où le système déclenche plus d’un potentiel d’action
par période (D A 1.5), représentée en noir sur la FIGURE 3.8 (a) et qui s’étend sur une
très faible plage de fréquences f1. À l’opposé, la zone de paramètres représentée avec
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FIGURE 3.9 – Localisation de quatre couples ( f1, A) dans les diagrammes d’encodage et allures tem-
porelles correspondantes de la variable rapide obtenue numériquement (b, e, h et k) et expérimentalement
(c, f, i et l). (a), (b) et (c) : (1.1 kHz, 1.5 V). (d), (e) et (f) : (5 kHz, 1.5 V). (g), (h) et (i) : (11 kHz, 1.5 V). (j), (k) et
(l) : (16 kHz, 1.5 V). Les paramètres du système sont : E0   1 V, a   2 V, b   2.6 V, γ   0.236 et ε   3.706.
γ et ε sont obtenus en fixant les valeurs des composants du circuit à R0   1.33 kΩ, R   314 Ω, C   22 nF et
L   10.5 mH.
le niveau de gris le plus clair retranscrit une activité où la période de réponse du système
est au moins trois fois inférieure à la période de l’excitation, ce qui correspond à D @ 0.33.
Entre les différentes régions d’encodage, nous remarquons qu’il existe des zones de
transition plus ou moins larges que nous avons repérées en haut de la FIGURE 3.8 (a).
Ces zones de transition obtenues numériquement sont représentées par des traits pleins
sur la FIGURE 3.8 (b) et sont comparées aux frontières déterminées expérimentalement à
partir du circuit. Les différentes frontières présentent une bonne concordance, exception
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faite de celle séparant les zones D @ 0.33 et D   0. Cette disparité est essentiellement
due au bruit interne du circuit.
Afin d’illustrer la richesse des différentes réponses possibles du système en fonction
du ratio D, nous avons tracé l’évolution temporelle de la variable rapide sur laquelle nous
avons superposé le signal sinusoïdal excitateur pour quatre couples de valeurs ( f1, A).
Sur la FIGURE 3.9, pour chaque couple de valeurs, nous avons tout d’abord situé le point
de fonctionnement dans le plan [ f1, A] sur les sous-figures (a), (d), (g) et (j), cela afin de
repérer le mode de réponse temporelle attendu. Ensuite, nous avons tracé en simulation
numérique les allures temporelles de V correspondantes sur les sous-figures (b), (e), (h)
et (k), puis celles relevées à l’oscilloscope sur les sous-figures (c), (f), (i) et (l).
Lorsque nous considérons A   1.5 V et f1   1.1 kHz, d’après la sous-figure (a) de la FI-
GURE 3.9 le point de fonctionnement se situe dans la région D A 1.5. Nous constatons
effectivement que dans le domaine temporel représenté sur les sous-figures (b) et (c), le
système répond en délivrant deux potentiels d’action par période du signal excitateur.
Dans le second cas considéré, l’amplitude A est inchangée et la fréquence f1 est égale
à 5 kHz. Le point de fonctionnement se situe maintenant dans la zone D   1 de la sous-
figure (d) de la FIGURE 3.9. Ce qui est vérifié sur les sous-figures (e) et (f) où une période
du signal d’entrée est équivalente à une période du signal de sortie.
Pour le troisième cas étudié, l’amplitude A reste inchangée et la fréquence f1 est mainte-
nant égale à 11 kHz. D’après la sous-figure (g) de la FIGURE 3.9, il apparaît que le point
de fonctionnement se situe dans l’aire de réponse D   0.5. Ceci est corroboré par les
allures temporelles numérique et expérimentale de la variable rapide sur les sous-figures
(h) et (i). En effet, nous remarquons que la réponse du système n’est pas aussi rapide
que le signal sinusoïdal, il faut deux périodes de l’excitation pour égaler une période de
la réponse du système de FitzHugh-Nagumo.
Enfin, pour le dernier cas traité, l’amplitude A est toujours la même et la fréquence f1 vaut
désormais 16 kHz. Nous trouvons le point de fonctionnement dans la zone D   0.33 sur la
sous-figure (j) de la FIGURE 3.9. Bien que les potentiels d’action soient déformés sur les
sous-figures (k) et (l), la fréquence de réponse du système est bien trois fois inférieure à
la fréquence d’excitation.
Ces résultats, révélés en présence d’une excitation monochromatique déterministe,
participeront dans la suite de ce manuscrit à la compréhension d’un phénomène non
linéaire qui se déclenchera quant à lui en régime d’excitation bichromatique.
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3.3/ RÉPONSE DU SYSTÈME À UNE EXCITATION BICHROMATIQUE
L’importance des signaux bichromatiques ou biharmoniques n’est plus à démontrer. Ils
sont très utilisés en télécommunications par exemple, où des signaux d’information mo-
dulent des porteuses via les techniques de modulation d’amplitude et de fréquence. Ils
sont également très présents dans d’autres disciplines telles que la physique et la biolo-
gie : l’acoustique, l’optique, les neurosciences ou même encore l’étude de la propagation
des ondes hautes fréquences dans l’ionosphère en sont quelques exemples [92–95].
Au cours des 20 dernières années, les signaux biharmoniques ont été à l’origine
de divers phénomènes largement étudiés dans différents modèles non linéaires théo-
riques (pendule, équation de Duffing. . .) et expérimentaux (optique, mécanique, élec-
tronique. . .). Les modèles neuronaux n’ont pas fait figure d’exception et ont également
été soumis à de telles excitations pour révéler des réponses non linéaires. C’est pour-
quoi nous allons compléter l’étude en régime dynamique et déterministe du modèle de
FitzHugh-Nagumo en travaillant désormais en présence d’une excitation bichromatique.
Pour ce faire, nous ajoutons à l’excitation monochromatique précédente une seconde
fonction sinusoïdale d’amplitude B et de fréquence f2 ; l’excitation Et devient :
Et   E0  A cos2pi f1t  B cos2pi f2t. (3.19)
Le modèle normalisé (2.1) s’écrit alors :
dV
dt
  f V W  E0  A cos2pi f1t  B cos2pi f2t
dW
dt
  εV  γW. (3.20)
3.3.1/ RÉSONANCE VIBRATIONNELLE
3.3.1.1/ ÉTAT DE L’ART
La résonance vibrationnelle est un phénomène physique très étudié depuis le début du
XXIe siècle et la publication des travaux menés par Landa P.S. et McClintock P.V.E. [43].
Leurs travaux ont montré que la réponse d’un système soumis à l’excitation de deux
signaux de fréquences différentes était améliorée pour une amplitude particulière du si-
gnal ayant la fréquence la plus élevée. Leur démarche est basée sur l’approche numé-
rique d’un oscillateur bistable sur- ou sous-amorti. Ils montrent l’émergence d’une ré-
sonance vibrationnelle classique pour l’oscillateur sur-amorti et d’une bi-résonance pour
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l’oscillateur sous-amorti. Cette bi-résonance est attribuée au mélange de deux processus
d’oscillation, à savoir les oscillations à l’intérieur d’un seul puits du potentiel et les sauts
entre deux puits du potentiel. Ce n’est que l’année suivante que Gitterman M. fournira les
premiers éléments théoriques, via la méthode de séparation des échelles de temps, en
trouvant la relation liant les fréquences et les amplitudes des deux signaux excitateurs
pour satisfaire la condition nécessaire à l’occurrence de la résonance vibrationnelle [96].
Sont alors apparus, à la suite de ces investigations théoriques et numériques, les pre-
mières mises en évidence expérimentales de la résonance vibrationnelle. En 2002, Zai-
kin A.A. et al. prennent en compte l’influence d’un bruit multiplicatif sur la résonance
vibrationnelle au travers d’un dispositif électronique composé d’oscillateurs monostables
couplés [97]. Les auteurs illustrent que même en présence de bruit, la résonance vi-
brationnelle continue d’exister : une augmentation de l’amplitude haute fréquence mène
toujours à une variation non monotone de la réponse du système, avec un maximum
clairement défini. À partir de ces travaux, bien que la résonance vibrationnelle n’ait pas
besoin de composante stochastique pour se manifester, la prise en compte de l’influence
du bruit devient quasi-systématique au cours des différentes études publiées.
En 2003, Baltanás J.P. et al. proposent une étude de la résonance vibrationnelle dans
les systèmes bistables en alliant théorie, simulations et manipulations [98]. L’approche
théorique (séparation des mouvements lent et rapide) est réalisée à partir d’un oscillateur
sur-amorti bistable de Duffing et permet de confirmer la présence de la résonance vibra-
tionnelle dans les systèmes bistables. La même année, Ullner E. et al. décrivent quant
à eux la manifestation de la résonance vibrationnelle dans des systèmes excitables [47].
Expérimentalement et sans bruit d’abord, les auteurs mènent leur étude en utilisant pour
support un circuit électronique basé sur le circuit de Chua, avant de simuler dans un
second temps le système de FitzHugh-Nagumo sous l’influence d’un bruit additif. Enfin,
le dernier point soulevé par les auteurs est la propagation du signal basse fréquence le
long d’une chaîne d’oscillateurs excitables dont le comportement est régi par le modèle
de Barkley [99]. Les résultats clés de leurs travaux sont les suivants : la résonance vibra-
tionnelle se manifeste dans les systèmes excitables avec ou sans bruit. En présence de
bruit, la résonance stochastique peut être contrôlée par le signal haute fréquence, celui-ci
se substituant à une partie du bruit mis en jeu. Enfin, dans la chaîne d’oscillateurs ex-
citables, la résonance vibrationnelle améliore la propagation du signal basse fréquence
à travers le système, c’est la vibrational propagation. Pour finir, Chizhevsky V.N. et al.
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révèlent la résonance vibrationnelle dans un système optique pour la première fois [100].
Cette inspection exclusivement expérimentale, prenant en compte l’influence du bruit et
la symétrie du potentiel auquel est soumis le système, permet notamment de faire le
parallèle entre la résonance stochastique et la résonance vibrationnelle. Une nouvelle
méthode basée sur l’utilisation du rapport signal sur bruit est alors proposée pour quan-
tifier le phénomène.
Ces études pionnières dans le domaine de la résonance vibrationnelle ont suscité un
fort engouement de la communauté scientifique. Une quantité considérable de publica-
tions est alors venue garnir un état de l’art jusqu’alors peu développé. Ces articles per-
mettent d’apporter de nouveaux éléments utiles à la compréhension du phénomène et
des systèmes non linéaires selon les modèles et les paramètres utilisés.
L’optique est l’un des domaines où la résonance vibrationnelle a été amplement étu-
diée. Chizhevsky a notamment mené à bien diverses expertises du phénomène en utili-
sant une diode laser à cavité verticale émettant par la surface (VCSEL) [52, 101–107] et
a successivement montré tout au long de ses recherches de manière théorique, numé-
rique et expérimentale, la dégradation de la résonance vibrationnelle en présence d’un
bruit blanc additif, l’amélioration du rapport signal sur bruit obtenu en résonance vibration-
nelle par rapport à celui obtenu dans les mêmes conditions en résonance stochastique,
la présence de la résonance vibrationnelle pour un potentiel asymétrique ou encore la
possibilité d’utiliser la résonance vibrationnelle pour la détection de signaux apériodiques
de faibles amplitudes. Wickenbrock A. et al. ont, quant à eux, introduit la résonance vi-
brationnelle dans une structure optique dissipative et montré que leur dispositif pouvait
être vu comme un capteur capable de détecter des signaux de fréquences supérieures
aux fréquences internes du capteur [108]. Enfin, il a été montré, à partir d’un oscilla-
teur bistable sur- ou sous-amorti, qu’une forme de résonance vibrationnelle était possible
au second harmonique de la fréquence de l’excitation bichromatique la plus faible ; une
alternative particulièrement intéressante dans le domaine de l’optique non linéaire où il
est commun de générer des sources à l’harmonique de rang deux par des moyens plus
complexes [109].
D’autres domaines se sont prêtés à l’étude des procédés non linéaires. Les oscilla-
teurs de Duffing et de Van der Pol, introduits au début du siècle dernier, sont deux des
modèles qui permettent d’étudier la dynamique non linéaire. De nombreux systèmes cor-
respondent à de telles modélisations, c’est pourquoi les phénomènes de résonance y
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ont été largement analysés en fonction de nombreux paramètres. L’oscillateur bistable de
Duffing, sous l’influence d’une excitation biharmonique, a ainsi révélé l’existence de ré-
sonances dans la réponse du système lorsque la basse fréquence varie pour une haute
fréquence fixe et inversement. Les auteurs ont nommé ce phénomène comparable à la
résonance vibrationnelle : résonance conjuguée [110]. L’influence de la profondeur et de
l’espacement entre les puits du potentiel (asymétrie du potentiel), le coefficient d’amor-
tissement (ordre fractionnel) et les délais de rétroaction simple et multiple ont également
été étudiés à partir de l’oscillateur de Duffing [111–119]. Enfin, l’oscillateur de Duffing
a dernièrement servi de support pour illustrer une nouvelle application de la résonance
vibrationnelle dans le domaine de l’ingénierie. En considérant le signal haute fréquence
comme provenant de l’énergie cinétique d’un dispositif, les auteurs montrent que la com-
posante basse fréquence présente un caractère résonant en fonction de la quantité de
mouvement [120].
D’autres types d’oscillateurs ont été considérés : ainsi des oscillateurs multistables
simples [121], retardés [122] ou composés de deux oscillateurs anharmoniques couplés
[123–126] ; des systèmes excitables [127], monostables [128] ou bistables [129–131] ;
l’oscillateur de Morse [132] ; l’oscillateur quintique excité par un potentiel à simple puits
[133] ou par des potentiels à deux ou trois puits [134, 135] ; les systèmes sur-amortis
[136, 137] ; les systèmes discrets [138] et les systèmes anharmoniques d’ordre fraction-
nel [139] sont autant d’exemples de systèmes où la résonance vibrationnelle a pu être
montrée.
Les études de ce phénomène non linéaire se sont aussi exportées au domaine de la
biologie [140], et plus précisément sur les systèmes bio-inspirés permettant, par exemple,
de retranscrire l’activité des cellules au niveau des gènes [141–143], l’excitabilité des tis-
sus cardiaques ou la communication neuronale [144]. L’activité d’un neurone isolé a ainsi
été étudiée pour différents modèles neuronaux discrets ou de type FitzHugh-Nagumo
similaire à celui que nous considérons dans cette thèse [144–147]. Des variantes de
ce modèle de FitzHugh-Nagumo ont également été analysées, comme par exemple des
versions réduites à une seule équation [148], ou présentant un terme introduisant un
retard [149,150], avec des bruits additif et multiplicatif [151].
L’étude portant sur la résonance vibrationnelle que nous avons menée se situe à la
croisée des chemins des travaux théoriques et numériques basés sur des modèles neu-
ronaux [144–147], et des premiers travaux réalisés à partir de dispositifs électroniques
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(circuit de Chua et oscillateur sur-amorti de Duffing) [47, 98]. En effet, dans cette thèse,
nous proposons une étude expérimentale de la résonance vibrationnelle, basée sur un
modèle neuronal et validée par le biais de simulations numériques. L’originalité de notre
démarche, en plus de permettre une vérification expérimentale instantanée des phéno-
mènes observés en simulation, réside dans l’importance des circuits électroniques pour
le développement de nouvelles applications bio-inspirées [152–154].
Dans ce chapitre, nous considérerons exclusivement le cas sans bruit, l’influence de
celui-ci étant traitée dans le chapitre suivant. Nous y verrons que le bruit pourra donner
naissance à d’autres phénomènes plus riches d’application comme la résonance sto-
chastique fantôme par exemple.
3.3.1.2/ PARAMÈTRES D’ÉTUDE DE LA RÉSONANCE VIBRATIONNELLE
Afin d’étudier la résonance vibrationnelle, le circuit est excité par deux signaux pro-
venant de générateurs de fonctions utilisés à deux fréquences différentes, l’une basse
fréquence f1   502 Hz et l’autre haute fréquence f2   6.1 kHz. Ces fréquences ont été
choisies de telle sorte que lors des relevés des spectres à l’oscilloscope, la fréquence
d’intérêt f1 soit un multiple de la résolution fréquentielle de l’appareil.
Notre étude consiste à analyser le comportement du circuit quand l’amplitude B du si-
gnal haute fréquence varie et que l’amplitude du signal basse fréquence reste inchangée
(A   0.8 V). Les paramètres de notre modèle sont les suivants : a   2 V, b   2.6 V,
E0   1 V, γ   0.24 et ε   4.249.
Les paramètres normalisés γ et ε ont été légèrement modifiés par rapport aux études
précédentes. En effet, nous avons changé la valeur de l’inductance L et de la résistance
R située sur la même branche du circuit électronique de FitzHugh-Nagumo. Ainsi, dans
cette partie, nous avons choisi R   320 Ω et L   9.16 mH tandis que les composants
R0   1.33 kΩ et C   22 nF demeurent inchangés. Les comportements observés précé-
demment au niveau des nullclines et des bifurcations sont identiques, la seule différence
se situant au niveau des valeurs critiques Ec in f et Ec sup, qui ont sensiblement varié et
valent désormais respectivement 0.24 V et 0.69 V numériquement et 0.14 V et 0.68 V
expérimentalement.
48 CHAPITRE 3. ÉTUDE D’UNE CELLULE SOUMISE À UNE EXCITATION DÉTERMINISTE
3.3.1.3/ MANIFESTATION TEMPORELLE DE LA RÉSONANCE VIBRATIONNELLE
La FIGURE 3.10 montre les signaux obtenus en simulation numérique ainsi que ceux
observés à l’oscilloscope lors des manipulations réalisées avec la structure électronique
pour différentes valeurs de l’amplitude haute fréquence B. Précisons que nous avons
choisi l’origine du temps texp   0 de façon arbitraire afin de mettre en avant la forte cor-
respondance entre les évolutions temporelles du modèle (3.20) simulé numériquement
et les tensions visualisées à l’oscilloscope.
Nous constatons sur les sous-figures (a) et (b) de la FIGURE 3.10 que lorsque l’am-
plitude B de la seconde composante sinusoïdale est nulle, le système ne génère pas
de potentiel d’action. C’est dans cette configuration que nous avons paramétré le sys-
tème, seule l’amplitude B permettant ainsi le déclenchement de potentiels d’action. En
augmentant légèrement l’amplitude B de la composante haute fréquence, des potentiels
d’action présentant une faible régularité apparaissent à la sortie du système. En effet,
comme le montrent les sous-figures (c) et (d) de la FIGURE 3.10, des potentiels d’action
ne sont pas générés à chaque période de l’excitation basse fréquence. Au contraire, sur
les sous-figures (e) et (f), pour une valeur intermédiaire de l’amplitude B, la fréquence f1
devient visible sur les séries temporelles. Sur les sous-figures (g) et (h) obtenues pour
une valeur spécifique de l’amplitude B, des potentiels d’action sont générés régulièrement
pendant une demi-période de l’excitation basse fréquence tandis qu’aucun n’est produit
pendant la seconde demi-période. Pour mieux illustrer cet effet, nous avons superposé
une onde sinusoïdale de fréquence f1 sur les sous-figures (g) et (h). Enfin, comme le
montrent les sous-figures (i) et (j), lorsque l’amplitude de la composante haute fréquence
devient trop importante, la sortie du système contient alors essentiellement la fréquence
propre du système mesurée à 6 kHz, si bien que la composante basse fréquence f1 tend
à disparaître.
Au vu du comportement de l’évolution temporelle de la variable rapide V, il semble
exister une valeur particulière de l’amplitude B du signal haute fréquence qui maximise
la présence de la basse fréquence f1. Recherchons cette amplitude optimale Bopt de
l’ondulation haute fréquence en analysant maintenant le comportement de la composante
fréquentielle f1 du spectre unilatéral d’amplitude de V.
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FIGURE 3.10 – Évolution temporelle de la variable rapide V en simulation numérique (gauche) et
manipulation (droite) pour différentes valeurs de l’amplitude haute fréquence B. (a) et (b) : B   0 V.
(c) et (d) : B   0.27 V. (e) et (f) : B   0.4 V. (g) et (h) : B   0.66 V. (i) et (j) : B   1.5 V. Un signal si-
nusoïdal de fréquence f1 est superposé sur les sous-figures (g) et (h). Les paramètres du système sont :
a   2 V, b   2.6 V, E0   1 V, A   0.8 V, f1   502 Hz, f2   6.1 kHz, γ   0.24 et ε   4.249. γ et ε sont obtenus
en fixant les valeurs des composants du circuit à R0   1.33 kΩ, R   320 Ω, C   22 nF et L   9.16 mH.
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3.3.1.4/ MANIFESTATION FRÉQUENTIELLE DE LA RÉSONANCE VIBRATIONNELLE
Nous pouvons quantifier la résonance vibrationnelle à partir des signaux précédents,
en calculant la réponse Q du système à la fréquence f1 qui est définie par [47] :
Q  
¼
Q2sin  Q
2
cos, (3.21)
avec
Qsin  
ω1
pin
2pin~ω1
S
0
Vt sinω1t dt,
Qcos  
ω1
pin
2pin~ω1
S
0
Vt cosω1t dt,
(3.22)
où ω1   2pi f1.
En somme, Q correspond à la valeur estimée à la fréquence f1 du spectre unilatéral
d’amplitude du signal Vtexp. Sur la FIGURE 3.11, nous avons représenté les spectres
obtenus en simulation numérique et ceux calculés avec l’oscilloscope en considérant
successivement les cinq amplitudes B du signal haute fréquence de la FIGURE 3.10.
Nous constatons alors que l’amplitude Q du spectre de la variable rapide V estimée à la
fréquence f1 évolue de façon non monotone selon l’amplitude B qui est appliquée. Dans
le même temps, nous remarquons que cette amplitude Q semble atteindre un maximum
pour une valeur optimale de B. En effet, en augmentant l’amplitude B progressivement,
nous observons sur les sous-figures (a), (b) et (c) que l’amplitude de la raie à la fréquence
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FIGURE 3.11 – Spectres unilatéraux d’amplitude de la variable rapide V issus de simulations numé-
riques (trait plein) et relevés expérimentaux (+) pour différentes valeurs de l’amplitude B. (a) : B   0 V.
(b) : B   0.27 V. (c) : B   0.4 V. (d) : B   0.66 V. (e) : B   1.5 V. Les paramètres du système sont : a   2 V,
b   2.6 V, E0   1 V, A   0.8 V, f1   502 Hz, f2   6.1 kHz, γ   0.24 et ε   4.249. γ et ε sont obtenus en fixant
les valeurs des composants du circuit à R0   1.33 kΩ, R   320 Ω, C   22 nF et L   9.16 mH.
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FIGURE 3.12 – Amplitude Q de la composante spectrale basse fréquence f1 de la réponse du système
en fonction de l’amplitude B de la composante haute fréquence de l’excitation bichromatique appliquée. Les
résultats de la simulation numérique (trait plein) sont comparés aux points de mesure expérimentaux (+).
Les paramètres sont : a   2 V, b   2.6 V, E0   1 V, A   0.8 V, f1   502 Hz, f2   6.1 kHz, γ   0.24 et ε   4.249.
γ et ε sont obtenus en fixant les valeurs des composants du circuit à R0   1.33 kΩ, R   320 Ω, C   22 nF et
L   9.16 mH.
f1   502 Hz croît régulièrement, puis atteint un maximum sur la sous-figure (d) avant de
décroître pour une valeur plus importante de l’amplitude B (sous-figure (e)). Il existe donc
une valeur optimale Bopt de l’amplitude haute fréquence B qui maximise l’amplitude Q de
la composante basse fréquence f1 de la réponse du système.
Afin de déterminer cette amplitude optimale Bopt, nous avons tracé l’évolution de l’am-
plitude Q de la composante spectrale f1 en fonction de l’amplitude haute fréquence B
sur la FIGURE 3.12. Les résultats obtenus à partir du circuit confirment ceux obtenus en
simulation numérique : il existe bien une résonance. En effet, il apparaît que lorsque l’am-
plitude B croît dans l’intervalle  0.2 V; 1.4 V, Q augmente d’abord jusqu’à atteindre une
valeur maximum, avant d’entamer une évolution monotone décroissante : nous sommes
en présence du phénomène de résonance vibrationnelle. La valeur maximum atteinte par
Q pour une amplitude B   Bopt révélant la résonance vibrationnelle dans le cas détermi-
niste sera notée dans la suite de cette thèse QVR. En simulation numérique, une valeur
maximum QVR   0.81 V est atteinte pour une amplitude haute fréquence Bopt   0.66 V,
tandis qu’expérimentalement la valeur maximale atteinte est QVR   0.78 V pour une ampli-
tude haute fréquence Bopt   0.7 V. Ces valeurs QVR et Bopt que nous venons de détermi-
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ner, nous seront notamment utiles par la suite au cours de l’étude en régime stochastique.
En effet, celles-ci nous permettront d’interpréter les effets des différentes sources de bruit
sur la résonance vibrationnelle.
Jusqu’à présent, nous avons considéré une fréquence f1 bien inférieure à la fréquence
f2 qui était fixe. Affranchissons nous désormais de cette condition et étudions les effets si-
multanés des variations de B et f2 sur la réponse du modèle de FitzHugh-Nagumo (3.20),
ce qui nous permettra de mettre en évidence les phénomènes de résonance fréquentielle
et de bi-résonance vibrationnelle.
3.3.2/ RÉSONANCE FRÉQUENTIELLE
3.3.2.1/ INTRODUCTION DU PHÉNOMÈNE
La résonance fréquentielle est un phénomène dérivé de la résonance vibrationnelle
pour lequel le système est toujours soumis à l’excitation de deux signaux déterministes de
fréquences différentes. L’originalité de ce phénomène réside dans le fait que la réponse
du système peut être améliorée en fonction du couple de valeurs amplitude/fréquence de
la seconde composante sinusoïdale d’expression B cos2pi f2t. Ce phénomène montre
une amélioration de la résonance vibrationnelle lorsque la valeur de la fréquence haute
est égale à la valeur de la fréquence basse ou à l’un de ses multiples ou sous-multiples
[148].
Concernant la résonance fréquentielle, jusqu’à la publication de nos travaux [55], l’état
de l’art faisait uniquement état de simulations numériques menées sur un système de
type Nagumo, c’est-à-dire dans la version de FitzHugh-Nagumo ramenée à une seule
équation [148]. Il est donc apparu comme naturel de prouver l’existence de ce phéno-
mène dans le modèle complet de FitzHugh-Nagumo par le biais de simulations numé-
riques dans un premier temps, puis expérimentalement à l’aide de l’oscillateur électro-
nique de FitzHugh-Nagumo.
3.3.2.2/ ANALYSE NUMÉRIQUE DE LA RÉSONANCE FRÉQUENTIELLE
Afin de mettre en évidence la résonance fréquentielle, il nous faut analyser les effets
simultanés de l’amplitude B et de la fréquence f2 du signal haute fréquence sur la compo-
sante spectrale Q. La représentation en trois dimensions de la FIGURE 3.13, obtenue en
simulation numérique, nous donne une vue d’ensemble de l’influence conjointe des para-
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FIGURE 3.13 – Amplitude Q de la composante spectrale basse fréquence f1 de la réponse du système,
en fonction de l’amplitude B et de la fréquence f2 du signal haute fréquence appliquée au système. Les
simulations numériques sont obtenues pour : a   2 V, b   2.6 V, E0   1 V, A   0.8 V, f1   502 Hz, γ   0.24
et ε   4.249.
mètres B et f2 sur l’amplitude Q de la composante spectrale f1 de la réponse du système.
Il apparaît alors clairement que, pour une fréquence f2 donnée du signal haute fréquence,
il existe une valeur de l’amplitude B qui maximise la réponse Q qui, pour rappel, est esti-
mée à la fréquence f1. Nous sommes alors en présence d’une résonance vibrationnelle
classique. La FIGURE 3.14 montre plus en détail le comportement du système pour une
gamme de fréquences f2 réduite à l’intervalle [0 ; 2.5 kHz]. Ce zoom fait alors apparaître
plus distinctement la caractéristique principale de la résonance fréquentielle : la réso-
nance vibrationnelle est améliorée lorsque la fréquence f2 est sous-multiple, multiple ou
égale à la fréquence f1. En effet, à la surface deux-dimensions de la FIGURE 3.14 cor-
respondant au fond continu, se superposent des raies présentes aux fréquences sous-
multiples, multiples ou égale à la fréquence basse f1, soit  f1~3 ; f1~2 ; f1 ; 2 f1 ; 3 f1=
167 Hz ; 251 Hz ; 502 Hz ; 1004 Hz ; 1506 Hz. Il est à noter que le cas monochro-
matique, où f2   f1, est particulier et conduit à une croissance monotone de Q lorsque
l’amplitude B augmente. Pour comprendre ce comportement, il suffit de remarquer que Q
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FIGURE 3.14 – Amplitude Q de la composante spectrale basse fréquence f1 de la réponse du système en
fonction de l’amplitude B et de la fréquence f2 du signal haute fréquence. Les fréquences f2 favorables à l’ap-
parition de la résonance fréquentielle sont repérées au moyen d’indicateurs. Les simulations sont obtenues
pour a   2 V, b   2.6 V, E0   1 V, A   0.8 V, f1   502 Hz, γ   0.24 et ε   4.249.
constitue la valeur du spectre d’amplitude à la fréquence f1 de la sortie du système. Par
conséquent, augmenter l’amplitude B de l’excitation sinusoïdale d’entrée de fréquence
f2, lorsque f2   f1, ne peut qu’accroître la valeur de Q.
3.3.2.3/ MISE EN ÉVIDENCE EXPÉRIMENTALE DE LA RÉSONANCE FRÉQUENTIELLE
La réalisation d’une représentation selon trois dimensions à partir de données expé-
rimentales étant trop fastidieuse, afin de montrer expérimentalement la résonance fré-
quentielle, nous avons opté pour une représentation selon deux dimensions que nous
détaillons ci-après.
Pour chaque valeur de la fréquence f2 dans l’intervalle [0 ; 10 kHz], nous avons relevé
la valeur maximale atteinte par Q lorsque l’amplitude B varie. Nous avons notamment
identifié ces valeurs maximales Q, respectivement observées pour des valeurs particu-
lières de la fréquence f2. Les mesures expérimentales et les simulations numériques,
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FIGURE 3.15 – Mise en évidence de la résonance fréquentielle en simulation numérique (trait plein) et
en manipulation (+). Pour chaque valeur de la fréquence f2 de l’excitation bichromatique Et, nous avons
reporté Q, la valeur maximale de Q atteinte en faisant varier l’amplitude B. Les paramètres du système
sont : a   2 V, b   2.6 V, E0   1 V, A   0.8 V, f1   502 Hz, γ   0.24 et ε   4.249. γ et ε sont obtenus en fixant
les valeurs des composants du circuit à R0   1.33 kΩ, R   320 Ω, C   22 nF et L   9.16 mH.
rassemblées sur la FIGURE 3.15 montrent que Q évolue peu en fonction de f2. Cepen-
dant, comme attendu, à un fond continu ( 0.6 V) se superposent des raies localisées
aux valeurs où la fréquence f2 est sous-multiple, multiple ou égale à la fréquence f1.
Comme pour l’étude purement numérique, nous avons rendu visibles ces fréquences fa-
vorables à l’apparition de la résonance fréquentielle en les pointant à l’aide de flèches
sur la FIGURE 3.15. Pour la raison évoquée précédemment, le cas où la fréquence f2 est
égale à la fréquence f1 permet d’atteindre la valeur de Q la plus élevée (théoriquement
infinie) ; expérimentalement la saturation du circuit nous limite cependant, mais nous per-
met tout de même d’atteindre une valeur Q  2.9 V. Par ailleurs, nous vérifions que la
résonance fréquentielle permet une amélioration de la résonance vibrationnelle. En effet,
lorsque la fréquence f2 est égale à f1~2 ou 2 f1, nous relevons respectivement à partir des
données expérimentales, les valeurs de Q suivantes : Q   0.85 V et Q   0.92 V. Ces
valeurs sont strictement supérieures à la valeur QVR déterminée en manipulation lors de
l’étude de la résonance vibrationnelle, qui pour rappel, était QVR   0.78 V. Ce constat est
confirmé par les résultats des simulations numériques puisque nous relevons, pour f2 va-
lant f1~2 et 2 f1, les valeurs Q   0.9 V et Q   1.05 V qui sont plus élevées que le niveau
atteint lors des simulations numériques du phénomène de résonance vibrationnelle, soit
QVR   0.81 V.
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Un autre phénomène non linéaire mettant en jeu l’influence conjointe des paramètres B
et f2 de la seconde composante sinusoïdale a montré qu’il était possible, en faisant varier
l’amplitude B pour une fréquence f2 figée, d’obtenir une seconde résonance du paramètre
Q : il s’agit de la bi-résonance vibrationnelle [147]. Ce phénomène ne constitue pas une
amélioration de la résonance vibrationnelle en soi puisque la seconde résonance révélée
ici sera de moindre amplitude par rapport au niveau maximal QVR déterminé précédem-
ment. En outre, contrairement à la résonance fréquentielle où nous avons utilisé deux
fréquences multiples l’une de l’autre, la bi-résonance vibrationnelle est étudiée lorsque
les fréquences qui constituent l’excitation biharmonique sont très différentes. Le cas où
f2 Q f1 fait donc l’objet de la prochaine sous-partie de ce manuscrit.
3.3.3/ BI-RÉSONANCE VIBRATIONNELLE
3.3.3.1/ INTRODUCTION DU PHÉNOMÈNE
La bi-résonance vibrationnelle est, après la résonance fréquentielle, un second phéno-
mène non linéaire dérivé de la résonance vibrationnelle. Il se manifeste également dans
les systèmes excitables en présence d’une excitation bichromatique. En considérant à
nouveau l’amplitude Q du spectre de la réponse du système à la plus basse fréquence
de l’excitation biharmonique, Yang J. et al. ont montré que celui-ci pouvait atteindre plu-
sieurs maxima locaux selon le couple de valeurs amplitude/fréquence de la seconde
composante sinusoïdale, d’où le terme bi-résonance vibrationnelle [147]. Ce phénomène
se distingue de la résonance vibrationnelle et de la résonance fréquentielle par le fait que
cette fois, les deux fréquences f1 et f2 de l’excitation bichromatique sont très éloignées
l’une de l’autre, ce qui se traduit par f2 Q f1. Les auteurs ont mis en avant que les maxima
locaux de Q pouvaient être prédits à l’aide de la réponse du système à une excitation mo-
nochromatique. Leur étude, entièrement basée sur des simulations numériques du sys-
tème de FitzHugh-Nagumo, nous a amené à effectuer une vérification expérimentale de
ce phénomène. L’objet de cette partie, en plus de montrer le phénomène de bi-résonance
expérimentalement, sera de confirmer qu’il est possible de le prédire conformément aux
observations de Yang J. et al..
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FIGURE 3.16 – Évolution de l’amplitude Q de la composante spectrale basse fréquence f1 de la réponse
du système en fonction de l’amplitude B et de la fréquence f2 de la composante haute fréquence appliquée
au système. Les simulations numériques sont obtenues pour : a   2 V, b   2.6 V, E0   1 V, A   0.8 V,
f1   502 Hz, γ   0.24 et ε   4.249.
3.3.3.2/ MISES EN ÉVIDENCE NUMÉRIQUE ET EXPÉRIMENTALE DE LA BI-RÉSONANCE
VIBRATIONNELLE
La fréquence f1 demeurant égale à 502 Hz, pour observer la multi-résonance, il suf-
fit de tracer l’évolution de la composante spectrale Q sur une plus grande gamme de
fréquences f2 que celle que nous avons considérée jusqu’alors, de telle sorte que la
condition f2 Q f1 soit remplie. Nous avons donc décidé de faire varier cette fréquence
f2 dans l’intervalle [5 kHz ; 40 kHz], l’amplitude B variant quant à elle dans un intervalle
[0 V ; 6 V]. Ces plages de paramètres nous garantissent que le circuit électronique ne
saturera pas et fonctionnera correctement lors de l’étude expérimentale. La FIGURE 3.16
montre ainsi l’évolution de Q dans le plan [ f2, B] en simulation numérique. Il apparaît que
si l’on fixe la fréquence f2 et qu’on laisse varier l’amplitude B, l’amplitude Q de la com-
posante spectrale f1 peut présenter un ou plusieurs maxima locaux. C’est le cas exposé
sur les sous-figures (a) et (b) de la FIGURE 3.17 obtenues respectivement en simulation
et avec le circuit pour une fréquence fixe f2   40 f1   20.08 kHz. La composante Q atteint
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FIGURE 3.17 – (a) et (b) : Amplitude Q de la composante spectrale basse fréquence f1 de la réponse du
système lorsque B varie en simulation numérique (gauche) et en manipulation (droite). Nous avons repéré
les points d’intérêts qui correspondent aux chronogrammes présentés sur les sous-figures (c) à (g). Ampli-
tudes B considérées pour les évolutions temporelles de la variable rapide V en simulation, (c) : B   1.4 V,
(e) : B   3 V, (g) : B   4.4 V et (i) : B   5.5 V ; et en manipulation, (d) : B   1.2 V, (f) : B   2.5 V, (h) : B   3.9 V
et (j) : B   5.5 V. Les paramètres du système sont : a   2 V, b   2.6 V, E0   1 V, A   0.8 V, f1   502 Hz,
f2   40. f1   20.08 kHz, γ   0.24 et ε   4.249. γ et ε sont obtenus en fixant les valeurs des composants du
circuit à R0   1.33 kΩ, R   320 Ω, C   22 nF et L   9.16 mH.
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deux maxima locaux pour deux valeurs de l’amplitude B.
À titre d’exemple, nous avons analysé les séries temporelles de V aux points d’inté-
rêt révélés sur les sous-figures (a) et (b) de la FIGURE 3.17, à savoir : aux sommets
des deux résonances, entre les résonances et après la seconde résonance. Les résul-
tats que nous avons obtenus en simulation numérique et à partir du circuit électronique
pour f2   40 f1   20.08 kHz sont respectivement présentés à gauche et à droite de la FI-
GURE 3.17. Sur les sous-figures (a) et (b), pour plus de clarté nous avons fait apparaître
distinctement la correspondance entre les points d’intérêts et le nom des sous-figures
associées, ainsi les sous-figures (c) et (d), (e) et (f), (g) et (h) et enfin (i) et (j) de la
FIGURE 3.17 fonctionneront par paire. Bien qu’un léger décalage soit visible, les compor-
tements observés en simulation et en pratique sont similaires.
Ainsi, si nous considérons la première amplitude B qui maximise l’amplitude Q de la
composante spectrale f1, l’évolution temporelle de la variable rapide V présente un ca-
ractère périodique de fréquence fondamentale f1. Nous avons illustré cet effet sur les
sous-figures (c) et (d) de la FIGURE 3.17 où nous avons superposé une onde sinusoï-
dale de fréquence f1 à la trace de Vtexp. Ensuite, en augmentant l’amplitude B, les
sous-figures (e) et (f) de la FIGURE 3.17 montrent que la sortie du système n’est plus
synchronisée avec la composante basse fréquence appliquée en entrée. La variable ra-
pide oscille alors à la fréquence propre du système. Puis en considérant une amplitude
de B qui permet d’atteindre la seconde résonance visible sur les sous-figures (a) et (b)
de la FIGURE 3.17, nous constatons qu’à nouveau la réponse du système se synchronise
à la fréquence f1. Comme pour la première résonance, nous avons illustré cet effet en
superposant sur les sous-figures (g) et (h) de la FIGURE 3.17 une onde sinusoïdale de
fréquence f1 à l’évolution temporelle de la variable rapide V. Enfin, lorsque l’amplitude B
devient trop importante, nous remarquons sur les sous-figures (i) et (j) de la FIGURE 3.17
que le système se remet à osciller à la fréquence propre du système et que la fréquence
f1 n’est plus aussi apparente.
3.3.3.3/ PRÉDICTIONS NUMÉRIQUE ET EXPÉRIMENTALE DES DIFFÉRENTES RÉSO-
NANCES
Regardons maintenant si, comme évoqué par Yang J. et al. [147], les différentes ré-
sonances du paramètre Q provoquées par l’excitation bichromatique peuvent être pré-
dites en analysant le diagramme d’encodage d’un stimulus sinusoïdal. Pour rappel, nous
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FIGURE 3.18 – Prédiction de la multi-résonance vibrationnelle en comparant les évolutions des grandeurs
Q et D en fonction de la fréquence f2. (a) : résultats de simulations numériques. (b) : résultats expérimentaux.
Dans chaque cas, la courbe en trait gras représente la grandeur Q obtenue pour une excitation bichromatique
A cos2pi f1t  B cos2pi f2t, avec A   0.8 V, f1   502 Hz et B   1.5 V. Les courbes en traits fins correspondent
au rapport D obtenu pour une excitation monochromatique B cos2pi f2t, avec B   1.5 V. Les paramètres du
système sont : a   2 V, b   2.6 V, E0   1 V, γ   0.24 et ε   4.249. γ et ε sont obtenus en fixant les valeurs
des composants du circuit à R0   1.33 kΩ, R   320 Ω, C   22 nF et L   9.16 mH.
avons présenté ce type d’encodage au début de ce chapitre, dans la sous-partie 3.2.2,
en soumettant notre système à une excitation monochromatique. Nous avons d’abord
montré qu’en fonction de l’amplitude A et de la fréquence f1 d’un signal excitateur de
type A cos2pi f1t, le système répondait selon des motifs (structures temporelles) prédé-
finis. Nous avons ensuite introduit un ratio D   M~N qui retranscrit numériquement les
différentes structures observables, puis tracé l’évolution de ce paramètre D dans le plan
fréquence/amplitude : des frontières se sont alors nettement dégagées. Montrons main-
tenant que ces frontières permettent de prédire les multiples résonances de la grandeur
Q lorsque le système est soumis à un régime d’excitation bichromatique.
Sur la FIGURE 3.18, nous traçons le ratio D (trait fin) en fonction de la fréquence f2
d’un signal excitateur monochromatique B cos2pi f2t, puis nous superposons l’ampli-
tude spectrale Q (trait épais) déterminée à partir d’un signal excitateur bichromatique
A cos2pi f1t  B cos2pi f2t. La sous-figure 3.18 (a) présente les résultats provenant des
simulations numériques tandis que la sous-figure 3.18 (b) montre les résultats expéri-
mentaux. Des disparités entre les résultats numériques et expérimentaux apparaissent.
Néanmoins, nous constatons que ces différences n’influent pas sur l’apparition du phé-
nomène de résonances multiples. En effet, lorsque la fréquence f2 varie en respectant
f2 Q f1, pour une amplitude B donnée, le paramètre Q montre plusieurs résonances. Ces
dernières se situent systématiquement aux transitions du ratio D qui a été introduit pour
expliquer le fonctionnement du système en régime d’excitation monochromatique.
Nous avons voulu confirmer numériquement et expérimentalement que le ratio D pou-
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FIGURE 3.19 – Prédiction de la multi-résonance vibrationnelle en comparant les évolutions des grandeurs
Q et D en fonction de la fréquence f2 pour (a) et (b) : B   3.2 V ; (c) et (d) : B   5 V. Les résultats de simulations
numériques sont présentés à gauche, tandis que les résultats expérimentaux sont présentés à droite. Dans
chaque cas, la courbe en trait gras représente la grandeur Q obtenue pour une excitation bichromatique
A cos2pi f1t  B cos2pi f2t, avec A   0.8 V, f1   502 Hz et B   1.5 V. Les courbes en traits fins correspondent
au rapport D obtenu pour une excitation monochromatique B cos2pi f2t, avec B   1.5 V. Les paramètres du
système sont : a   2 V, b   2.6 V, E0   1 V, γ   0.24 et ε   4.249. γ et ε sont obtenus en fixant les valeurs
des composants du circuit à R0   1.33 kΩ, R   320 Ω, C   22 nF et L   9.16 mH.
vait permettre la prédiction des multiples résonances de la grandeur Q pour d’autres
valeurs de l’amplitude B de la composante sinusoïdale haute fréquence. La FIGURE 3.19
montre l’effet précédemment observé pour deux nouvelles valeurs de B, soit B   3.2 V
sur les sous-figures (a) et (b) et B   5 V sur les sous-figures (c) et (d) : chacune des
résonances de Q correspond effectivement à un changement de valeur du rapport D.
Encouragés par ces résultats, nous avons voulu avoir une vue plus globale de la multi-
résonance vibrationnelle dans tout le plan [ f2, B]. Cependant, la représentation de don-
nées expérimentales par des graphiques selon trois dimensions étant trop fastidieuse,
nous avons limité notre étude au cas numérique. Les sous-figures (a) et (b) de la FI-
GURE 3.20 montrent les évolutions dans le plan fréquence/amplitude des grandeurs Q (à
gauche) et D (à droite). Au regard des allures observées, la corrélation des évolutions
de ces deux grandeurs est indéniable. Dans tout le plan de paramètres [ f2, B], il apparaît
que les maxima locaux de l’amplitude spectrale Q à la fréquence f1 de la réponse du sys-
tème, sont localisés aux différents changements de motif décrits par la variable V dans
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FIGURE 3.20 – Prédiction de la multi-résonance vibrationnelle en comparant les évolutions des grandeurs
Q et D dans le plan   f2, B. (a) : amplitude Q de la composante spectrale basse fréquence f1 de la réponse
du système, en fonction de l’amplitude B et de la fréquence f2 d’une excitation bichromatique A cos2pi f1t 
B cos2pi f2t, avec A   0.8 V et f1   502 Hz. (b) : évolution du rapport D en fonction de l’amplitude B et de
la fréquence f2 d’une excitation monochromatique B cos2pi f2t. Les simulations numériques sont obtenues
pour : a   2 V, b   2.6 V, E0   1 V, γ   0.24 et ε   4.249.
le domaine temporel.
Jusqu’à présent, nous avons considéré différentes excitations déterministes qui ont
permis le déclenchement de divers phénomènes non linéaires. Nous avons montré suc-
cessivement les effets sur le modèle de FitzHugh-Nagumo d’une tension continue, d’un
signal purement sinusoïdal et d’un signal composé de la somme de deux composantes
sinusoïdales. Ceci nous a permis d’étudier la bifurcation d’Andronov-Hopf, de décrire
l’encodage d’un stimuli sinusoïdal, de montrer le phénomène générique de résonance
vibrationnelle, de résonance fréquentielle et de multi-résonance vibrationnelle.
Les signaux déterministes ne sont pas les seuls à provoquer des réponses particu-
lières dans les systèmes non linéaires, c’est également le cas des signaux chaotiques et
du bruit [155, 156]. L’étude du système de FitzHugh-Nagumo lorsqu’il est soumis à des
excitations similaires à celles utilisées dans ce chapitre et auxquelles nous avons ajouté
une composante stochastique fait l’objet de notre prochain chapitre.
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Étudions maintenant les effets du bruit sur la réponse de la cellule élémentaire. De
façon contre-intuitive, il a été montré que le bruit pouvait, sous certaines conditions, être
utile et améliorer la réponse de quelques systèmes physiques non linéaires. Les premiers
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travaux faisant état d’une perturbation utile sont ceux de Benzi R. et al., qui montrent que
lorsqu’un système dynamique est soumis aux actions conjointes d’une force périodique
et d’une perturbation aléatoire, son spectre de puissance montre une résonance qui est
atteinte pour une valeur optimale de la perturbation [156]. Les auteurs révèlent alors le
phénomène de résonance stochastique et ouvrent une nouvelle voie visant à considérer
l’apport du bruit, d’ordinaire indésirable dans les systèmes. Cette démarche permet no-
tamment de se rapprocher de la modélisation des systèmes naturels où les perturbations
sont omniprésentes. La prise en compte du bruit lors des investigations de la réponse des
systèmes non linéaires a permis de révéler des phénomènes différents de la résonance
stochastique. La résonance cohérente [22] et la résonance stochastique fantôme en sont
quelques exemples [157].
Dans ce chapitre, nous allons poursuivre la logique entreprise dans le chapitre précé-
dent et étudier les effets du bruit dans le système de FitzHugh-Nagumo en le soumettant
à différentes excitations stochastiques. Chronologiquement, nous analyserons dans un
premier temps la réponse du système en présence exclusive de bruit, ceci afin de mettre
en avant le phénomène de résonance cohérente. Nous considérerons ensuite un signal
monochromatique auquel nous ajouterons un bruit blanc ou coloré pour vérifier l’exis-
tence du phénomène bien connu de résonance stochastique. Ce cheminement nous mè-
nera logiquement à l’étude du cas bichromatique qui constituera le cœur de ce chapitre.
Nous présenterons alors tour à tour les effets du bruit sur la résonance vibrationnelle
étudiée dans le chapitre précédent et la résonance stochastique fantôme.
4.1/ RÉPONSE DU SYSTÈME EN PRÉSENCE EXCLUSIVE DE BRUIT :
DIFFÉRENTES FORMES DE MANIFESTATION DE LA RÉSO-
NANCE COHÉRENTE
4.1.1/ INTRODUCTION ET CONTEXTE D’ÉTUDE
La résonance cohérente est un phénomène non linéaire déclenché en présence ex-
clusive de bruit qui consiste en l’existence d’un maximum de régularité dans la réponse
du système pour une valeur optimale de bruit [22]. L’intérêt de la communauté scienti-
fique pour ce phénomène fut éveillé lors de la mise en évidence de celui-ci pour rendre
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compte de l’activité des neurones en l’absence de stimuli, ainsi que des mécanismes
causant l’apnée en état de mort clinique [158, 159]. Se sont ensuite succédées de nom-
breuses études dans divers modèles neuronaux (Hodgkin-Huxley, FitzHugh-Nagumo,
Morris-Lecar) [25, 30, 39] et sur différentes structures électroniques [37, 38, 160, 161] où
la résonance cohérente a pu être montrée.
L’oscillateur électronique de FitzHugh-Nagumo que nous utilisons a confirmé l’appa-
rition de la résonance cohérente lors de sa caractérisation en présence exclusive de
bruit [60–62]. En effet, lorsque une excitation de type Et   E0  ηwt a été appliquée,
une valeur particulière de la perturbation ηwt a permis de visualiser un maximum de ré-
gularité dans l’évolution de la réponse temporelle dans un premier temps, une régularité
également observée à partir des portraits de phase dans un second temps. Le phéno-
mène a ensuite été quantifié au moyen d’indicateurs courants dans la littérature, à savoir
le temps de corrélation et le coefficient de variation que nous définirons dans la suite de
ce chapitre.
Avant toute chose, replaçons cette étude dans son contexte en précisant que cette
thèse a débuté par l’analyse du phénomène de résonance cohérente qui avait déjà fait
l’objet de la thèse de G. Lassere [59, 60]. L’objectif était alors principalement de se fa-
miliariser avec le circuit électronique et les protocoles expérimentaux [62]. Avant de s’in-
téresser à des excitations bichromatiques plus complexes et de mener nos travaux sur
des phénomènes plus riches d’applications tels que la résonance vibrationnelle et la ré-
sonance stochastique fantôme, il semble opportun de présenter l’étude des différentes
formes de résonance cohérente réalisée pendant cette thèse. En particulier, nous propo-
sons de comparer expérimentalement la forme classique de résonance cohérente étu-
diée par G. Lassere à une autre forme de résonance cohérente qui consiste à considérer
la source de bruit comme agissant sur la non-linéarité du modèle de FitzHugh-Nagumo
et non plus sur la tension continue E0 [63].
Nous avons ainsi été amenés à modifier le modèle de FitzHugh-Nagumo en ajoutant
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FIGURE 4.1 – Schéma électrique de l’oscillateur de type FitzHugh-Nagumo modifié pour l’étude de la
résonance cohérente. Expérimentalement, pour considérer l’influence du paramètre α, il a suffi de ne jamais
activer les sources ηNLt et ηwt simultanément.
une source de bruit ηNLt qui agit sur la non-linéarité selon le principe ci-après :
dV
dt
  VV  aV  b  ηNLt1  α W  E0  ηwtα
dW
dt
  εV  γW. (4.1)
Ainsi, lorsque α est égal à 1, la forme classique de résonance cohérente peut être étu-
diée, la source de bruit ηwt étant active et perturbant la polarisation E0 du modèle. En
revanche, lorsque α est égal à 0, c’est la non-linéarité du modèle qui est perturbée par
une source ηNLt et une autre sorte de résonance cohérente pourra ainsi être mise en
évidence.
Le circuit électronique correspondant au modèle (4.1) est représenté sur la FIGURE
4.1. L’ unique différence par rapport au circuit électronique utilisé jusqu’alors se situe au
niveau de la résistance non linéaire RNL, où désormais une source de bruit blanc ηNLt
est sommée avec le générateur de tension continue b modélisant l’une des racines de
la non-linéarité cubique. Les paramètres ε et γ utilisés pour réaliser notre étude portant
sur la résonance cohérente seront sensiblement différents de ceux utilisés au chapitre
précédent puisque, désormais, l’inductance L et la résistance R valent respectivement
10 mH et 320 Ω, ce qui implique γ   0.24 et ε   3.9 d’après la relation (2.13).
Comme expliqué au chapitre 2 de ce manuscrit, γ et ε interviennent dans les expres-
sions théoriques (3.13) et (3.15) qui donnent les deux valeurs critiques Ec in f et Ec sup
de la tension E0 pour lesquelles le circuit change de régime de fonctionnement en l’ab-
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sence de toute autre excitation. Par conséquent, changer γ et ε modifie inévitablement
les valeurs Ec in f et Ec sup. Expérimentalement, en appliquant les nouveaux paramètres
considérés, le système reste en régime oscillant si la tension E0 est comprise dans l’in-
tervalle  Ec in f ;Ec sup    0.25 V;0.6 V. Ces grandeurs sont du même ordre que celles
déterminées à partir des relations théoriques (3.13) et (3.15) pour a   2 V et b   2.6 V,
soit  Ec in f ;Ec sup    0.15 V;0.6 V.
4.1.2/ ANALYSE TEMPORELLE DES SIGNAUX
Tout au long de notre étude, les sources de bruit ηwt et ηNLt d’intensité σ ne seront
jamais appliquées simultanément. En revanche, nous présenterons les résultats obtenus
pour chacune des sources considérée individuellement sur les mêmes figures afin de
faciliter la comparaison des comportements observés. Enfin, rappelons que tous les ré-
sultats présentés dans cette partie sont exclusivement issus d’expérimentations réalisées
à partir du circuit électronique.
Commençons par étudier le comportement temporel de la variable rapide V du mo-
dèle de FitzHugh-Nagumo en présence exclusive de bruit. Sur la FIGURE 4.2, pour trois
amplitudes RMS des deux sources de bruit appliquées successivement, nous avons re-
levé à l’oscilloscope les évolutions temporelles de la variable rapide V et les portraits de
phase correspondants. Sur les sous-figures (a), (b) et (c) de la FIGURE 4.2 apparaissent
respectivement les résultats obtenus quand seule la source de bruit ηwt est ajoutée à
la tension continue E0 pour trois valeurs caractéristiques de l’amplitude RMS de bruit σ,
soit σ   0.35 VRMS, σ   0.7 VRMS et σ   1.05 VRMS. De la même façon, sur les sous-figures
(d), (e) et (f) de la FIGURE 4.2, nous avons représenté les chronogrammes et plans de
phase de la réponse du système lorsque seule la source de bruit ηNLt agit sur la non-
linéarité avec des valeurs RMS valant respectivement σ   0.05 VRMS, σ   0.2 VRMS et
σ   0.66 VRMS.
Pour les faibles valeurs RMS de chacune des deux sources de bruit, comme le montrent
les sous-figures (a) et (d) de la FIGURE 4.2, les potentiels d’action ne sont pas générés
à des intervalles de temps réguliers. Par ailleurs, pour les plus fortes amplitudes RMS de
chacune des deux sources de bruit, les sous-figures (c) et (f) de la FIGURE 4.2 montrent
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que le déclenchement des potentiels d’action semble principalement gouverné par le
bruit. En revanche, pour des valeurs efficaces de bruit intermédiaires comme celles uti-
lisées pour obtenir les sous-figures (b) et (e) de la FIGURE 4.2, nous constatons que la
régularité de la réponse du système est la meilleure. Un premier constat s’impose : un
maximum de régularité de la réponse du système peut être atteint, que le bruit agisse
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FIGURE 4.2 – Mise en évidence expérimentale de la résonance cohérente pour deux sources de bruit
appliquées différemment. Les séries temporelles et les portraits de phase correspondants sont représentés
pour trois valeurs de bruit distinctes. Sur les sous-figures (a), (b) et (c) un bruit ηwt agit sur l’excitation
Et avec respectivement σ   0.35 VRMS, σ   0.7 VRMS et σ   1.05 VRMS. Sur les sous-figures (d), (e) et (f)
un bruit ηNLt agit sur la racine b de la non-linéarité du modèle de FitzHugh-Nagumo avec respectivement
σ   0.05 VRMS, σ   0.2 VRMS et σ   0.66 VRMS. Les paramètres utilisés lors des manipulations sont : a   2 V,
b   2.6 V, E0   0.3 V, γ   0.24 et ε   3.9. γ et ε sont obtenus en fixant les valeurs des composants du circuit
à R0   1.33 kΩ, R   320 Ω, C   22 nF et L   10 mH.
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sur l’excitation Et ou sur la racine b de la non-linéarité, révélant ainsi, dans les deux
cas, l’effet de résonance cohérente. Notons que l’amplitude de bruit nécessaire pour at-
teindre ce maximum de régularité est inférieure dans le cas d’un bruit agissant sur la
non-linéarité. En effet, la résonance cohérente classique nécessite une valeur efficace
de bruit optimale de 0.7 VRMS, contre 0.2 VRMS pour une résonance cohérente obtenue
avec un bruit sur la non-linéarité.
En ce qui concerne les portraits de phase, il ressort que le bruit agissant sur la non-
linéarité mène à une trajectoire plus fine dans le coin supérieur droit que dans le coin
inférieur gauche, ce qui signifie que ce type de perturbation aléatoire agit principalement
lorsque le système est proche de son état de repos, soit juste avant qu’un potentiel d’ac-
tion ne soit déclenché. De plus, l’analyse des sous-figures (b) et (e) de la FIGURE 4.2
montre que l’amplitude et la durée des potentiels d’action sont moins sujets à variation
en présence du bruit ηNLt. Nous pouvons donc nous attendre à obtenir une meilleure
régularité dans ce cas.
4.1.3/ ÉVALUATION QUANTITATIVE DES DEUX FORMES DE RÉSONANCE COHÉ-
RENTE
Dans cette partie, nous évaluerons quantitativement les différentes formes de réso-
nance cohérente observées précédemment afin de mieux les confronter. Sous l’influence
d’une fluctuation aléatoire, l’intervalle de temps séparant deux potentiels d’action consé-
cutifs nous renseigne sur la régularité du système et nous permet de définir le coefficient
de variation Rp [22,162] :
Rp  
»
vartp`tpe , (4.2)
où l’intervalle de temps entre deux potentiels d’action consécutifs tp est une variable aléa-
toire de moyenne `tpe et d’écart-type »vartp. Une faible valeur de Rp indique alors une
bonne régularité du système. En effet, ce coefficient sera nul dans un cas parfaitement
périodique, tandis qu’un comportement très irrégulier sera renseigné par une forte valeur
de Rp. Enfin, pour déterminer les valeurs de tp, notons que nous avons considéré l’exis-
tence d’un potentiel d’action à partir du dépassement par la variable rapide Vt du seuil
Vth   0 V.
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FIGURE 4.3 – Évaluation quantitative des deux formes de résonance cohérente à l’aide de l’évolution du
coefficient de variation Rp sur la sous-figure (a), et du temps de corrélation τc sur la sous-figure (b) en fonction
de la valeur RMS de bruit σ. Les courbes en pointillés sont obtenues en présence d’un bruit ηNLt perturbant
la non-linéarité, tandis que les courbes en trait plein ont été relevées en présence d’un bruit ηwt agissant
sur l’excitation Et. Les paramètres utilisés lors des manipulations sont : a   2 V, b   2.6 V, E0   0.3 V,
γ   0.24 et ε   3.9. γ et ε sont obtenus en fixant les valeurs des composants du circuit à R0   1.33 kΩ,
R   320 Ω, C   22 nF et L   10 mH.
Sur la FIGURE 4.3 (a), nous avons représenté l’évolution du coefficient Rp en fonction
de l’amplitude RMS du bruit σ : en trait plein lorsque la source ηwt est active, en poin-
tillés lorsque la source ηNLt perturbe la non-linéarité. Il résulte, dans un premier temps,
que pour les deux sources de bruit, il existe une valeur particulière de l’amplitude σ qui
minimise Rp. Par ailleurs, nous remarquons que la valeur minimale atteinte par la courbe
en pointillés est inférieure à celle atteinte par la courbe en trait plein, ce qui indique qu’une
meilleure régularité est obtenue dans le cas où le bruit ηNLt est pris en compte. Pour
finir, il apparaît que l’amplitude de bruit nécessaire à la minimisation du coefficient de va-
riation Rp est plus faible lorsque le bruit agit sur la non-linéarité plutôt que sur l’excitation
Et. En effet, les valeurs des amplitudes RMS qui permettent d’atteindre un maximum de
régularité valent 0.2 VRMS dans le cas où le bruit agit sur la racine de la fonction cubique,
contre 0.7 VRMS lorsque le bruit agit sur l’excitation.
Du fait que les neurones encodent l’information à l’aide de l’intervalle de temps entre
deux potentiels d’action consécutifs, le coefficient de variation est un indicateur approprié
au contexte neuronal. Cependant, la détermination du coefficient de variation fait interve-
nir une opération de seuillage qui ne tient pas compte de la forme de l’onde produite par
le système. Par conséquent, il peut sembler tout aussi pertinent de prendre en compte
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l’autocorrélation normalisée définie comme suit :
Cτ   `ÇVtÇVt  τe`ÇVt2e , (4.3)
avec ÇVt   Vt  `Vte, et où la notation `.e indique un moyennage.
Cette autocorrelation normalisée permet de définir le temps de corrélation de la façon
suivante [22] :
τC   S
ª
0
C2tdt. (4.4)
Sur la FIGURE 4.3 (b), nous distinguons que le temps de corrélation τc révèle un ca-
ractère résonant en fonction de l’évolution de l’amplitude RMS du bruit, et ce, quelle que
soit la source de fluctuation considérée. À nouveau, le maximum de régularité est obtenu
lorsque le bruit agit sur la non-linéarité. De plus, nous remarquons que les valeurs de σ
qui maximisent le temps de corrélation τc sont sensiblement identiques à celles qui mini-
misent le coefficient de variation Rp. En effet, pour une amplitude σ  0.2 VRMS du bruit
perturbant la non-linéarité, un niveau maximum du temps de corrélation égal à 0.152 ms
est atteint, tandis que lorsque le bruit agit sur l’excitation Et, une amplitude σ  0.7 VRMS
est nécessaire pour atteindre la valeur optimale de τc égale à 0.1 ms.
Dans cette partie, nous avons étudié la réponse de l’oscillateur électronique de
FitzHugh-Nagumo en présence exclusive de bruit et mis en avant deux types de réso-
nance cohérente. La première est la plus classique et se manifeste lorsque une source de
fluctuation aléatoire est ajoutée à la première équation du modèle normalisé de FitzHugh-
Nagumo, tandis que la seconde a montré que les effets bénéfiques du bruit pouvaient être
supérieurs lorsque le bruit agit sur la non-linéarité du système. Dans les systèmes non li-
néaires, le bruit offre une dynamique qui peut être plus riche encore. Étudions ce point en
prenant désormais en compte des excitations plus complexes qu’une source de tension
constante, soit des signaux mono- ou bi-chromatiques.
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4.2/ RÉPONSE DU SYSTÈME À UNE EXCITATION MONOCHROMA-
TIQUE BRUITÉE : MANIFESTATION DE LA RÉSONANCE STO-
CHASTIQUE
4.2.1/ CONTEXTE GÉNÉRAL
L’investigation de la réponse des systèmes non linéaires en présence de bruit a révélé
divers phénomènes, dont la résonance stochastique. Ce phénomène est mis en œuvre
lorsqu’une fluctuation aléatoire, telle que du bruit, améliore la réponse d’un système non
linéaire à un signal injecté cohérent et de faible amplitude [23, 33, 156, 163]. Cette si-
gnature non linéaire fut initialement introduite par Nicolis C. et al. [164] et Benzi R. et
al. [165] au début des années 80 afin de décrire la dynamique des climats. Les auteurs
démontrent que la récurrence des ères glaciaires est un phénomène périodique ( 100000
ans) qui provient de l’interaction non linéaire entre un signal cohérent, associé au mou-
vement de la Terre, et un signal aléatoire associé à des perturbations atmosphériques
dont l’amplitude favorise l’arrivée d’une ère glaciaire. Suite à cette mise en évidence de
la résonance stochastique dans le domaine de la climatologie, une multitude d’études
montrant les applications de ce phénomène se sont succédées et se succèdent encore
aujourd’hui. L’intense bibliographie qui en découle permet à l’heure actuelle de considérer
la résonance stochastique comme une discipline à part entière. Au regard du plan suivi
dans cette thèse, il paraît impossible de passer sous silence ce phénomène. Cependant,
l’étude qui sera présentée ici ne saurait être perçue comme une étude exhaustive de la
résonance stochastique, mais plutôt comme inhérente à l’étude du cas bichromatique qui
constitue le coeur de ce manuscrit. L’introduction qui suit a donc pour but de présenter la
résonance stochastique dans le contexte qui est le nôtre, à savoir la mise en œuvre expé-
rimentale de phénomènes de résonance dans un oscillateur électronique dont l’évolution
des tensions est régie par un modèle neuronal.
Dans le domaine des neurosciences, les premiers travaux théoriques faisant état de la
résonance stochastique furent réalisés à partir de systèmes bistables modélisant de fa-
çon grossière le comportement des systèmes neuronaux [41,42]. Le modèle de FitzHugh-
Nagumo ne fut considéré que plus tardivement, en étant successivement exposé à des
bruits blancs [166,167] et colorés [88,168–170]. Dans le même temps fut publiée la pre-
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mière mise en évidence expérimentale de la résonance stochastique réalisée à partir d’un
système biologique [171]. La conjecture présentée par les auteurs y était la suivante : les
cellules mécano-réceptrices d’une écrevisse utilisent une source de fluctuations externe
pour détecter de très faibles mouvements d’eau qu’elle ne pourrait percevoir en l’absence
de bruit.
Enfin, en ce qui concerne la mise en évidence de la résonance stochastique à partir
de dispositifs électroniques, diverses structures ont pu être utilisées [35, 36, 172–175].
Nous nous attacherons de notre côté à montrer cet effet dans un oscillateur électronique
de type FitzHugh-Nagumo. Par ailleurs, toutes sortes de mesures de performance ont
pu être utilisées pour montrer ce phénomène. Pour notre part, nous conserverons celle
utilisée précédemment pour montrer la résonance vibrationnelle, c’est-à-dire l’amplitude
Q de la composante spectrale de la fréquence qui excite le système.
4.2.2/ PARAMÉTRAGE DU SYSTÈME POUR OBSERVER LA RÉSONANCE STO-
CHASTIQUE
Dans le contexte d’étude de la résonance stochastique, nous sommes amenés à ana-
lyser la réponse du système lorsque nous lui appliquons l’excitation sinusoïdale bruitée
suivante :
Et   E0  A cos2pi f1t  ηwt1  α  ηctα, (4.5)
avec α   0 ou α   1. Le bruit blanc ηwt est ajouté lorsque α prend la valeur 0, tandis que
le bruit coloré ηct est appliqué quand α est égal à 1.
Pour rappel, le bruit blanc ηwt sera caractérisé par sa valeur efficace σ et son autocor-
rélation :
`ηwtexp, ηwtexpe   σ2δtexp  texp. (4.6)
Quant au bruit coloré ηct, conformément au processus d’Ornstein-Uhlenbeck, il sera
obtenu à partir du filtrage passe-bas d’un bruit blanc identique à ηwt. Son autocorréla-
tion sera ainsi notée :
`ηctexp, ηctexpe   σ22τ e
Stexpt

exp S
τ , (4.7)
où τ est le temps de corrélation du bruit coloré.
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FIGURE 4.4 – Amplitude Q de la composante spectrale f1 de la variable rapide V en fonction de la valeur
efficace σ pour différents temps de corrélation : τ   0 µs (bruit blanc), τ   20 µs, τ   72 µs, τ   145 µs et
τ   218 µs. Les sous-figures (a) et (b) présentent respectivement les simulations numériques et les résultats
expérimentaux. Les paramètres du système sont : a   2 V, b   2.6 V, E0   1 V, A   0.8 V, f1   502 Hz,
γ   0.24 et ε   4.249. γ et ε sont obtenus en fixant les valeurs des composants du circuit à R0   1.33 kΩ,
R   320 Ω, C   22 nF et L   9.16 mH.
Pour réaliser nos investigations, nous configurons le système de telle sorte qu’en pré-
sence exclusive de la composante continue E0 (A   0, ηwt   ηct   0), le système soit
en régime excitable. Pour la valeur de γ considérée durant cette étude, soit γ   0.24,
nous avons ainsi choisi E0   1 V. Nous ajoutons ensuite la composante sinusoïdale
A cos2pi f1t en prenant soin de choisir l’amplitude A et la fréquence f1 de façon à ce que,
en l’absence de bruit (ηwt   ηct   0), cette excitation purement déterministe soit insuffi-
sante pour déclencher le moindre potentiel d’action en sortie du système. Ces conditions
sont réunies en fixant l’amplitude A à 0.8 V et la fréquence f1 à 502 Hz, paramètres pour
lesquels l’excitation sinusoïdale est subliminale. Regardons si le bruit, qu’il soit blanc
ou coloré, permet ainsi au système de répondre en déclenchant des potentiels d’action
synchronisés à la fréquence d’excitation f1. Pour ce faire, nous étudierons l’évolution de
l’amplitude de Q en fonction de l’amplitude de bruit σ.
4.2.3/ ANALYSE SPECTRALE DE LA RÉSONANCE STOCHASTIQUE
Sur la FIGURE 4.4, l’amplitude Q de la composante spectrale f1 est fonction de la valeur
efficace σ des différents bruits pris en compte : un bruit blanc et un bruit coloré pour lequel
nous avons successivement considéré quatre temps de corrélation. Pour plus de lisibilité,
les résultats provenant des simulations numériques et ceux issus de mesures réalisées
sur le circuit sont présentés sur deux sous-figures distinctes. Ainsi, sur la sous-figure (a)
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de la FIGURE 4.4 apparaissent les comportements révélés par une intégration numérique
des équations différentielles décrivant le modèle de FitzHugh-Nagumo, tandis que sur la
sous-figure (b) de la FIGURE 4.4, sont présentés les points de mesure expérimentaux.
Premièrement, il apparaît que quel que soit le bruit ajouté à l’excitation Et, l’amplitude
Q présente un caractère résonant en fonction de σ. Par ailleurs, il est manifeste que le
bruit blanc permet d’obtenir la meilleure détection de la fréquence f1 dans le spectre de
la variable V. En effet, plus le temps de corrélation du bruit est élevé, moins la valeur
maximale atteinte par l’amplitude Q est importante.
Par ailleurs, nous remarquons que l’optimisation de la réponse du système nécessite
une valeur σ de plus en plus importante à mesure que le temps de corrélation du bruit
augmente. Cette observation peut trouver une explication à l’aide de l’autocorrélation
du processus d’Ornstein-Uhlenbeck que nous avons rappelée par la relation (4.7). La
puissance totale de bruit injectée dans le circuit est égale à σ2~2τ. Nous comprenons
alors qu’en augmentant le temps de corrélation τ, pour une valeur efficace de bruit blanc
σ fixe, la réduction de la puissance de bruit injectée est inévitable.
Nous avons présenté dans cette partie la réponse du système lorsqu’il est soumis à
une excitation monochromatique bruitée. Que ce soit en présence d’une source de bruit
blanc ou bien coloré, nous avons montré, via le phénomène de résonance stochastique,
qu’il existe une amplitude RMS σ particulière qui permet de maximiser la détection de la
fréquence de la composante sinusoïdale dans le spectre de la variable V. Ceci illustre
parfaitement le fait que le bruit peut, sous certaines conditions, jouer un rôle bénéfique
dans les systèmes non linéaires.
Après cette étude préliminaire du cas monochromatique, intéressons-nous à présent à
l’influence de bruit en présence d’une excitation bichromatique et étudions la richesse de
la dynamique que ces signaux révèlent dans le modèle de FitzHugh-Nagumo [56].
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4.3/ RÉPONSE DU SYSTÈME À UNE EXCITATION BICHROMATIQUE
BRUITÉE
4.3.1/ ANALYSE SPECTRALE À LA BASSE FRÉQUENCE f1
Nous excitons désormais le système avec le signal bichromatique bruité suivant :
Et   E0  A cos2pi f1t  B cos2pi f2t  ηwt1  α  ηctα, (4.8)
avec α   0 ou α   1. Le bruit blanc ηwt est ajouté lorsque α prend la valeur 0, tandis que
le bruit coloré ηct est appliqué quand α est égal à 1.
Les bruits blanc et coloré restent définis par les autocorrélations (4.6) et (4.7) rappelées
au début de la partie précédente.
Afin de mettre en avant les effets du bruit sur la résonance vibrationnelle, nous confi-
gurons le système comme à la partie 3.3 de ce manuscrit qui était consacrée à l’étude
de ce phénomène dans le cas purement déterministe. Plus précisément, le système est
placé en régime excitable (E0   1 V pour γ   0.24) et la composante sinusoïdale basse
fréquence A cos2pi f1t est choisie de telle sorte qu’en l’absence de la seconde compo-
sante sinusoïdale et du bruit (B   0, ηwt   ηct   0), l’excitation Et soit subliminale.
Cette condition est respectée en fixant A   0.8 V et f1   502 Hz.
L’amplitude B du signal déterministe haute fréquence B cos2pi f2t ainsi que les ampli-
tudes RMS des sources de bruit ηwt et ηct seront, quant à elles, les éléments qui
varieront selon l’étude réalisée. Notons que la fréquence f2 restera figée à 6.1 kHz du-
rant toute l’étude présentée dans cette partie dédiée aux effets du bruit sur la résonance
vibrationnelle.
4.3.1.1/ BRUIT BLANC D’AMPLITUDE RMS FIXE : CONDITION D’EXISTENCE DE LA RÉ-
SONANCE VIBRATIONNELLE
Dans un premier temps, vérifions si le phénomène de résonance vibrationnelle subsiste
dans un environnement soumis à un bruit blanc, c’est-à-dire en imposant α   0 dans
l’expression (4.8). Il s’agit donc de fixer la valeur efficace de bruit σ et d’étudier l’évolution
de l’amplitude spectrale Q en fonction de l’amplitude B de la composante sinusoïdale
haute fréquence.
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FIGURE 4.5 – Amplitude Q de la composante spectrale basse fréquence f1 de la réponse du système en
fonction de l’amplitude de la composante haute fréquence de l’excitation bichromatique bruitée appliquée.
Les résultats des simulations numériques (a) sont comparés aux points de mesure expérimentaux (b) pour
différentes valeurs efficaces de bruit : σ   0.1 VRMS, σ   0.3 VRMS, σ   0.5 VRMS, σ   0.7 VRMS et σ  
1 VRMS. La courbe de résonance vibrationnelle obtenue au chapitre 3 en régime déterministe (σ   0 VRMS)
est superposée en gris. Les paramètres du système sont : a   2 V, b   2.6 V, E0   1 V, A   0.8 V,
f1   502 Hz, f2   6.1 kHz, α   0, γ   0.24 et ε   4.249. γ et ε sont obtenus en fixant les valeurs des composants
du circuit à R0   1.33 kΩ, R   320 Ω, C   22 nF et L   9.16 mH.
Sur la FIGURE 4.5, nous avons tracé le réseau de courbes donnant le comportement
de Q en fonction de B lorsque le niveau de bruit σ est constant. Les résultats issus
de simulations numériques et les courbes relevées expérimentalement sont respective-
ment présentés sur les sous-figures (a) et (b). Que ce soit numériquement ou bien ex-
périmentalement, nous avons considéré les mêmes valeurs efficaces de bruit, à savoir
σ   0.1 VRMS, σ   0.3 VRMS, σ   0.5 VRMS, σ   0.7 VRMS et σ   1 VRMS. Afin de faci-
liter la comparaison avec l’étude déterministe du phénomène proposé dans le chapitre
précédent, nous avons rappelé, sur la FIGURE 4.5, les résultats obtenus pour σ   0 VRMS.
Premièrement, nous constatons que le bruit n’est pas un frein à l’apparition de ce phé-
nomène non linéaire. En effet, pour σ   0.1 VRMS ou σ   0.3 VRMS, les courbes donnant
l’évolution de Q en fonction de B montrent l’existence d’une résonance : il existe alors
une valeur particulière de l’amplitude B qui maximise l’amplitude spectrale Q. Cepen-
dant, pour des amplitudes de bruit plus importantes telles que σ   0.5 VRMS, σ   0.7 VRMS
et σ   1 VRMS, nous remarquons que l’amplitude spectrale Q est une fonction monotone
décroissante de l’amplitude B de la composante haute fréquence : le phénomène de
résonance vibrationnelle disparaît alors totalement. Nous en déduisons qu’il existe une
amplitude de bruit critique au delà de laquelle le phénomène de résonance vibration-
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nelle ne peut plus apparaître. Par ailleurs, le réseau de courbes présenté sur la FIGURE
4.5 montre que la valeur maximale Q de Q atteinte en l’absence de bruit (σ   0 VRMS)
n’est jamais dépassée en présence de bruit, et ceci quelle que soit la valeur efficace
de bruit considérée. Par conséquent, nous pouvons conclure que le bruit blanc ne per-
met pas d’améliorer la résonance vibrationnelle. Enfin, si l’on considère les valeurs effi-
caces de bruit autorisant l’apparition de la résonance vibrationnelle, soit σ   0.1 VRMS et
σ   0.3 VRMS, les courbes de la FIGURE 4.5 montrent que plus σ est élevé, moins l’am-
plitude B du signal haute fréquence devra être importante pour atteindre la résonance et
maximiser Q. En réalité, l’apport du bruit peut être vu comme se substituant à la compo-
sante haute fréquence, d’où le comportement observé.
Cette dernière remarque nous mène naturellement à étudier le comportement du sys-
tème en fonction de l’amplitude σ du bruit lorsque l’amplitude B est figée. Nous étudions
ce point dans le paragraphe suivant.
4.3.1.2/ BRUIT BLANC D’AMPLITUDE RMS VARIABLE : CONDITION D’AMÉLIORATION DE
LA DÉTECTION DE LA BASSE FRÉQUENCE f1
Dans ce paragraphe, nous établissons les conditions qui permettent au système de
FitzHugh-Nagumo de tirer profit d’un bruit blanc pour améliorer la détection de la fré-
quence f1 présente dans le signal excitateur bichromatique (4.8). Pour ce faire, nous
proposons d’analyser l’évolution de l’amplitude spectrale Q en fonction de la valeur effi-
cace de bruit σ, lorsque l’amplitude B de la composante haute fréquence est maintenue
constante.
La FIGURE 4.6 regroupe les courbes donnant l’évolution de Q en fonction de σ pour
différentes amplitudes B, à savoir B   0 V, B   0.22 V, B   0.3 V, B   0.33 V, B   0.7 V
et B   1 V. Notons que le cas où B   0 V correspond au cas monochromatique étudié à
la partie 4.2 de ce manuscrit, étude au cours de laquelle nous avons mis en évidence le
phénomène de résonance stochastique.
Pour expliquer les différents comportements observés en simulation numérique sur la
sous-figure (a) de la FIGURE 4.6 et expérimentalement sur la sous-figure (b) de la FIGURE
4.6, il convient, dans un premier temps, de rappeler la valeur Bopt de l’amplitude B de la
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FIGURE 4.6 – Amplitude Q de la composante spectrale basse fréquence f1 de la réponse du système en
fonction de la valeur efficace σ du bruit blanc appliqué. Les résultats des simulations numériques (a) sont
comparés aux points de mesure expérimentaux (b) pour différentes amplitudes B : B   0.22 V, B   0.3 V,
B   0.33 V, B   0.7 V et B   1 V. Les résultats obtenus précédemment dans le cas monochromatique (B   0 V)
sont superposés. Les paramètres du système sont : a   2 V, b   2.6 V, E0   1 V, A   0.8 V, f1   502 Hz,
f2   6.1 kHz, α   0, γ   0.24 et ε   4.249. γ et ε sont obtenus en fixant les valeurs des composants du circuit à
R0   1.33 kΩ, R   320 Ω, C   22 nF et L   9.16 mH.
composante haute fréquence qui maximisait le paramètre Q en l’absence de bruit via le
phénomène de résonance vibrationnelle. Au chapitre 3, à configuration similaire, nous
avons montré que cette valeur optimale Bopt permettant d’obtenir la plus haute valeur de
Q valait 0.66 V numériquement et 0.7 V expérimentalement. Le réseau de courbes de la
FIGURE 4.6 peut ainsi être interprété en fonction de la valeur de B par rapport à cette
valeur optimale Bopt. Quatre types de réponses se dégagent :
- Lorsque l’amplitude B de la composante haute fréquence du signal bichromatique
est nulle (B   0 V), nous retrouvons la forme classique de la résonance stochas-
tique : une quantité optimale de bruit maximise la réponse du système à la basse
fréquence f1.
- Si l’amplitude B du signal haute fréquence est en dessous de la valeur optimale
Bopt déterminée en régime déterministe (B @ Bopt), le système est paramétré de
façon sous optimale. Par conséquent, l’ajout de bruit pourra permettre une amé-
lioration de la réponse du système. Cet effet est visible sur les courbes résonantes
de la FIGURE 4.6 donnant l’évolution de Q en fonction de σ pour B   0.22 V,
B   0.3 V et B   0.33 V. Par ailleurs, notons que plus l’amplitude B est distante de
Bopt, moins la valeur maximale atteinte par Q est importante et plus la valeur effi-
cace de bruit σ nécessaire pour atteindre ce maximum est élevée. En conclusion,
80 CHAPITRE 4. ÉTUDE D’UNE CELLULE SOUMISE À UNE EXCITATION STOCHASTIQUE
l’amélioration des performances du système par ajout de bruit est d’autant moins
prononcée que le système est contraint à la sous-optimalité.
- Lorsque le système est paramétré de façon optimale en l’absence de bruit (B  
Bopt), aucune amélioration n’est désormais à attendre en ajoutant du bruit. En
effet, d’après la FIGURE 4.6, pour B   0.7 V, Q devient une fonction monotone
décroissante, l’augmentation de σ dégrade progressivement la détection de la fré-
quence f1 dans la réponse du système.
- Enfin, quand l’amplitude B excède la valeur optimale Bopt obtenue en régime déter-
ministe, le bruit ne permet pas d’améliorer la réponse du système. En effet, pour
B   1 V, la FIGURE 4.6 montre que la dynamique de Q en fonction de σ suit une
trajectoire monotone décroissante.
Toutes ces observations tendent à montrer que pour que le bruit ait un effet bénéfique, il
faut que le système soit paramétré de telle sorte qu’il soit en condition de sous-optimalité
en régime déterministe.
4.3.1.3/ BRUIT COLORÉ DE PARAMÈTRES VARIABLES : CONDITION D’AMÉLIORATION DE
LA DÉTECTION DE LA BASSE FRÉQUENCE f1
Dans ce paragraphe, afin de considérer l’influence d’un bruit coloré sur la résonance
vibrationnelle, l’excitation Et définie par la relation (4.8) est considérée en figeant dé-
sormais α   1. Conformément à nos constatations sur les effets d’un bruit blanc sur ce
phénomène, nous allons successivement prendre deux amplitudes B de la composante
haute fréquence. La première valeur, B   0.1 V est inférieure à Bopt et place donc le sys-
tème en condition de sous-optimalité en l’absence de bruit. La seconde valeur sera quant
à elle choisie supérieure à Bopt et sera fixée à 1 V. Le bruit coloré étant caractérisé par
son amplitude σ et son temps de corrélation τ, nous étudierons l’évolution de l’amplitude
spectrale Q en fonction de σ pour différentes valeurs de τ. Les sous-figures (a) et (c) de
la FIGURE 4.7 montrent les résultats obtenus lors de la réalisation des simulations numé-
riques pour les deux amplitudes B étudiées, tandis que les sous-figures (b) et (d) de la
FIGURE 4.7 permettent de comparer ces résultats à ceux provenant des expérimentations
réalisées à partir du circuit électronique.
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Cette étude fait ressortir que la coloration du bruit ne dénature pas les observations
réalisées dans le paragraphe précédent en présence d’un bruit blanc. En effet, nous
constatons qu’en fonction des variations de la valeur efficace du bruit σ et du placement
de l’amplitude B par rapport à l’amplitude critique Bopt, le comportement de la réponse du
système à la fréquence f1 reste identique, à savoir :
- pour une valeur de l’amplitude B inférieure à Bopt, les sous-figures (a) et (b) de
la FIGURE 4.7 révèlent qu’indépendamment du temps de corrélation, il est pos-
sible d’atteindre un maximum de l’amplitude spectrale Q pour une valeur de σ
différente de zéro, maximum après lequel l’augmentation de l’amplitude du bruit
σ ne fait plus que dégrader la réponse du système à la fréquence f1. En ce qui
concerne la coloration du bruit à proprement parler, les constats sont identiques à
ceux formulés lors de l’étude de la résonance stochastique en présence d’un bruit
coloré. Le bruit blanc permet d’atteindre les valeurs les plus élevées de Q. En effet,
plus le temps de corrélation est élevé, moins la valeur maximale atteinte par Q est
importante. Enfin, il est une nouvelle fois confirmé que les propriétés du processus
d’Ornstein-Uhlenbeck impliquent que l’amplitude de bruit nécessaire à l’optimisa-
tion de l’amplitude Q est d’autant plus importante que le temps de corrélation est
grand ;
- pour une valeur de l’amplitude B supérieure à Bopt, les courbes monotones dé-
croissantes observées sur les sous-figures (c) et (d) de la FIGURE 4.7 indiquent,
quant à elles, que, quel que soit le temps de corrélation considéré, la contribution
du bruit ne permettra pas d’améliorer la réponse du système à la fréquence f1. En
revanche, nous constatons que pour une amplitude de bruit donnée, plus le temps
de corrélation est élevé, meilleur est le niveau atteint par l’amplitude Q.
Dans cette étude, en considérant un signal bichromatique, nous avons montré que
la résonance vibrationnelle continue d’exister dans un environnement bruité. Pour une
amplitude RMS de bruit constante, cela s’est notamment traduit par l’apparition d’une
résonance de la réponse du système à la fréquence f1 pour une amplitude B particulière.
Les signaux bichromatiques sont également à l’origine d’un autre type de résonance,
qui se manifeste à une fréquence absente de l’excitation lorsque les fréquences misent
en jeu permettent une interférence constructive. Ce phénomène, couramment nommé
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FIGURE 4.7 – Amplitude Q de la composante spectrale basse fréquence f1 de la réponse du système en
fonction de l’amplitude σ du bruit appliqué, en considérant successivement τ   0 µs (bruit blanc), τ   20 µs,
τ   72 µs, τ   145 µs et τ   218 µs. Les résultats des simulations numériques (a) et (c) sont comparés aux
points de mesure expérimentaux (b) et (d) pour deux amplitudes B : (a) et (b) B   0.1 V, (c) et (d) B   1 V.
Les paramètres du système sont : a   2 V, b   2.6 V, E0   1 V, A   0.8 V, f1   502 Hz, f2   6.1 kHz, α   1,
γ   0.24 et ε   4.249. γ et ε sont obtenus en fixant les valeurs des composants du circuit à R0   1.33 kΩ,
R   320 Ω, C   22 nF et L   9.16 mH.
dans la littérature résonance stochastique fantôme [157], fait l’objet de l’étude présentée
ci-après.
4.3.2/ ANALYSE À UNE FRÉQUENCE ABSENTE DE L’EXCITATION : RÉSONANCE
STOCHASTIQUE FANTÔME
4.3.2.1/ INTRODUCTION DU PHÉNOMÈNE DE RÉSONANCE STOCHASTIQUE FANTÔME
En 2002, Chialvo D.R. et al. [157] considèrent l’interaction dans les systèmes non li-
néaires du bruit et de signaux périodiques composés de plusieurs composantes harmo-
niques. Ils mettent alors en évidence le phénomène de résonance fantôme. Ce phéno-
mène, désormais mieux connu dans la littérature sous le nom de ghost stochastic reso-
nance (résonance stochastique fantôme), a fait l’objet de nombreuses recherches dans
de vastes domaines allant de la biologie à la géophysique.
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Pour une valeur optimale de bruit, la résonance stochastique fantôme montre l’émer-
gence, dans la réponse du système, d’une fréquence dite « fantôme » du fait que celle-ci
est totalement absente des excitations appliquées en entrée. La mise en œuvre de la
résonance stochastique fantôme repose sur la présence de deux ingrédients indispen-
sables, à savoir : une interférence linéaire entre les excitations présentes à l’entrée du
système, d’une part, et une détection non linéaire des interférences constructives nées
des différentes fréquences introduites en entrée d’autre part. Cette détection pourra, par
exemple, être réalisée au moyen d’un seuil franchi pour une quantité suffisante de bruit.
La résonance stochastique fantôme a été introduite afin d’expliquer comment les neu-
rones du système sensoriel perçoivent la périodicité de sons complexes [44,157,176]. En
effet, à partir d’un modèle de neurone simpliste (système seuillé) excité par une somme
de signaux sinusoïdaux et du bruit, Chialvo D.R. a pu mettre en avant la correspondance
entre la dynamique de la résonance stochastique fantôme et les expériences de Shou-
ten [177, 178]. Celles-ci visent à montrer que la tonalité perçue par les auditeurs est liée
à la différence des tons mis en jeu et non pas aux tons eux-mêmes. Ces expériences ont
plus récemment motivé l’étude de la perception des sons au niveau de l’oreille interne
à partir de la modélisation de la cochlée. À l’aide de cette modélisation, des travaux ont
montré la mise en oeuvre de la résonance stochastique fantôme dans le système auditif
humain [179, 180], et ont ainsi ouvert la voie à de possibles applications bio-inspirées.
Des phénomènes non linéaires comparables à la résonance stochastique fantôme ont
par ailleurs été mis à jour en procédant à l’étude du système visuel, ou plus récem-
ment encore, en considérant le principe de contraction des muscles [181,182]. Quelques
années après les travaux publiés par Chialvo D.R., Braun H. et al. ont introduit la réso-
nance stochastique fantôme dans le domaine de la géophysique [183, 184]. Ils ont alors
mis en correspondance la dynamique du phénomène et les évènements de Dansgaard-
Oeschger. Ces évènements périodiques (période de 1470 ans) correspondent aux chan-
gements climatiques observés lors de la seconde moitié de la dernière ère glaciaire. La
conjecture des auteurs est que ces changements climatiques peuvent être liés à d’autres
évènements dont les périodicités sont différentes, à savoir : 87 et 210 ans. Ces périodes,
sous multiples dix-sept et sept de 1470 ans sont respectivement liées à des périodes de
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cycles solaires de Gleissberg (87 ans) et de Suess ou De Vries (210 ans).
D’autres études portant sur la résonance stochastique fantôme ont par ailleurs vu
le jour en électronique [54, 71, 185], en optique [53, 186, 187] et en neurosciences
[50, 188–191]. Celles-ci ont permis de mieux comprendre son fonctionnement et d’ex-
pliquer des phénomènes naturels tels que ceux cités précédemment. Enfin, précisons
que récemment, Rajamani et al. ont montré une variante de la résonance stochastique
fantôme à partir d’un oscillateur de Duffing, en remplaçant le bruit nécessaire à l’appari-
tion du phénomène par un signal déterministe de haute fréquence [192].
Les différentes études menées sur la résonance stochastique fantôme ont permis de
mieux connaître les spécificités qui lui sont propres et les paramètres nécessaires à son
observation. Le nombre de composantes sinusoïdales constituant l’excitation, le choix
des valeurs des fréquences d’excitation, multiples ou non l’une de l’autre, ou encore l’ab-
sence de bruit lorsque l’excitation considérée est suprathreshold (au dessus du seuil
d’activation) sont autant de cas de figure ayant attiré l’attention de la communauté scien-
tifique.
Dans cette partie, nous montrerons et nous quantifierons l’effet de résonance stochas-
tique fantôme dans le circuit électronique de FitzHugh-Nagumo. Bien que, pour quantifier
ce phénomène, la solution la plus souvent retenue dans la littérature consiste à analyser
l’histogramme donnant la répartition de l’intervalle des temps séparant deux potentiels
d’action consécutifs, pour notre part, nous ne nous bornerons pas uniquement à cette
méthode. En effet, nous proposerons également de mesurer l’amplitude spectrale à la
fréquence fantôme dans la réponse du système. Par ailleurs, l’influence d’un bruit coloré
sur l’apparition de ce phénomène sera également considérée. L’originalité de notre dé-
marche se situe donc tant dans la mise en œuvre expérimentale du phénomène et de
son estimation dans le domaine fréquentiel que dans la prise en compte de la coloration
du bruit.
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4.3.2.2/ CHOIX DES FRÉQUENCES DE L’EXCITATION ET PRÉDICTION THÉORIQUE DE LA
FRÉQUENCE FANTÔME
Dans ce paragraphe, nous rappelons l’expression théorique établie par Chialvo D.R. et
al. [157]. Celle-ci permet de prédire la valeur fr de la fréquence fantôme attendue lors-
qu’un système non linéaire est soumis à une excitation bichromatique de fréquences f1
et f2 perturbée par une fluctuation aléatoire. Nous considérons l’excitation bichromatique
bruitée définie par la relation (4.8), mais dans laquelle les fréquences f1 et f2 seront très
proches et choisies en fonction d’une fréquence f0 et d’un décalage en fréquence ∆ f qui
seront fixés, ainsi :
f1   k f0  ∆ f
f2   k  1 f0  ∆ f , (4.9)
où k est un entier strictement supérieur à 1. Le cas où le décalage en fréquence ∆ f sera
nul constituera le cas harmonique, tandis que le cas où ce décalage en fréquence sera
différent de zéro correspondra au cas inharmonique.
Afin d’établir la valeur de la fréquence fantôme fr, Chialvo D.R. et al. ont considéré la
partie déterministe de l’excitation bichromatique sous la forme du résultat de la modula-
tion d’une onde porteuse par un signal d’information sinusoïdal. Les auteurs partent du
postula simple que le bruit favorisera le plus vraisemblablement une réponse du système
non linéaire aux instants correspondants aux deux maxima locaux les plus significatifs du
signal modulé : la fréquence fantôme est alors égale à l’inverse du temps entre ces deux
maxima locaux les plus significatifs.
Dans le cas où le décalage fréquentiel ∆ f appartient à l’intervalle  0; f0, cette méthode
permet d’écrire la fréquence fantôme sous la forme [157] :
fr   f0 
∆ f
k  12
. (4.10)
Il est à noter que, dans le cas harmonique (∆ f   0), la fréquence fantôme fr correspond à
la fréquence f0, c’est-à-dire, d’après la relation (4.9), à la différence des deux fréquences
d’excitation f2  f1.
Dans le cas inharmonique (∆ f x 0), la fréquence fantôme ne correspond plus à la
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différence f2  f1, mais à la valeur donnée par la relation (4.10). Dans le cas où le dé-
calage fréquentiel ∆ f n’est plus compris dans l’intervalle  0; f0, il suffit de réécrire les
fréquences f1 et f2 sous la forme :
f1   k f0  ∆ f   k  n f0  ∆ f 
f2   k  1 f0  ∆ f   k  1  n f0  ∆ f , (4.11)
où n est le plus proche entier du rapport ∆ f ~ f0 et où ∆ f  appartient à l’intervalle  0; f0,
puisque ∆ f   n f0  ∆ f . On obtient alors l’expression générique d’estimation de la fré-
quence fantôme :
fr   f0 
∆ f  n f0
k  n  0.5
, où n est le plus proche entier du rapport ∆ f ~ f0. (4.12)
Dans les paragraphes qui suivent, nous proposons de vérifier expérimentalement et
numériquement que, dans le modèle de FitzHugh-Nagumo, le bruit, qu’il soit blanc ou
coloré, permet l’apparition d’une fréquence fantôme dans les cas d’une excitation harmo-
nique (∆ f   0) ou d’une excitation inharmonique (∆ f x 0). De plus, nous vérifierons que
cette fréquence de résonance est correctement prédite par la relation générique (4.12)
établie par Chialvo D.R. et al. [157].
4.3.2.3/ RÉSONANCE STOCHASTIQUE FANTÔME DANS LE MODÈLE DE FITZHUGH-
NAGUMO : CAS HARMONIQUE
Dans le cas harmonique, le décalage en fréquence ∆ f est nul, et les fréquences f1 et
f2 de l’excitation bichromatique se réduisent alors à :
f1   k f0 et f2   k  1 f0, (4.13)
la fréquence fantôme étant fr   f0. Nous avons choisi de traiter le cas k   2 et f0   300 Hz,
ce qui conduit aux fréquences :
f1   2 f0   600 Hz et f2   3 f0   900 Hz. (4.14)
Le système est toujours excité avec le signal Et défini par la relation (4.8), c’est-
à-dire avec une composante continue E0 qui impose le régime de fonctionnement, un
signal bichromatique et un bruit d’amplitude σ. Ce bruit pourra être blanc pour α   0,
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ou coloré par un processus d’Ornstein-Uhlenbeck de temps de corrélation τ, pour α   1.
Comme précédemment, l’excitation Et doit être subliminale en l’absence de toute autre
excitation. Par conséquent, le système est paramétré en régime excitable, ce qui est
réalisé en imposant E0   1 V pour un paramètre γ du modèle de FitzHugh-Nagumo fixé
à γ   0.24. De plus, les amplitudes A et B des composantes sinusoïdales constituant le
signal bichromatique sont choisies égales et telles que, en l’absence de bruit, l’excitation
Et ne permette pas le déclenchement de potentiels d’action en sortie du système. Nous
fixons ainsi A   B   0.3 V pour garantir que l’excitation Et soit subliminale en l’absence
de bruit.
Notre système paramétré dans ces conditions, nous étudions en premier lieu le com-
portement de la variable rapide V dans le domaine fréquentiel, en fonction de l’amplitude
σ d’un bruit qui pourra être blanc ou coloré. Nous notons Q0, Q1 et Q2 les niveaux re-
levés dans le spectre unilatéral d’amplitude, respectivement aux fréquences f0, f1 et f2.
Sur la FIGURE 4.8, nous présentons les évolutions de ces trois grandeurs en simula-
tion et en manipulation en fonction de l’amplitude σ d’un bruit blanc et de quatre bruits
colorés de temps de corrélation différents. Premièrement, il apparaît aussi bien numéri-
quement qu’expérimentalement, et quel que soit le temps de corrélation considéré, que
des résonances aux fréquences f1 et f2 de l’excitation bichromatique se révèlent sur les
sous-figures (a), (b), (c) et (d) de la FIGURE 4.8. De façon plus surprenante, comme nous
pouvons le voir sur les sous-figures (e) et (f) de la FIGURE 4.8, une résonance plus étroite
et moins prononcée que les deux premières se manifeste également à la fréquence f0,
pourtant absente du signal excitateur. Ce comportement résonant du spectre à cette fré-
quence reflète alors l’existence d’une quantité optimale de bruit permettant une meilleure
révélation de la fréquence fantôme f0. Par ailleurs, si l’on compare les différentes courbes
de résonance présentées sur la FIGURE 4.8, nous concluons que le bruit blanc permet
de révéler les plus fortes résonances de Q0, Q1 et Q2. À nouveau, nous remarquons que
l’amplitude de bruit nécessaire pour optimiser la réponse du système est d’autant plus
grande que le temps de corrélation du bruit coloré est important.
Jusqu’à présent, nous avons utilisé un critère spectral pour montrer l’existence de la
fréquence f0. Cependant, la plupart des travaux consacrés à la résonance stochastique
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FIGURE 4.8 – Évolution des amplitudes Q1, Q2 et Q0 du spectre de la variable rapide V respectivement
relevées aux fréquences f1, f2 et f0 en simulations numériques (gauche), et mesurées expérimentalement
(droite), en fonction de l’amplitude σ du bruit, pour différents temps de corrélation : τ   0 µs (bruit blanc),
τ   20 µs, τ   72 µs, τ   145 µs et τ   218 µs. (a) et (b) : amplitude Q1 du spectre à la fréquence f1. (c) et
(d) : amplitude Q2 du spectre à la fréquence f2. (e) et (f) : amplitude Q0 du spectre à la fréquence fantôme
f0. Les paramètres du système sont : a   2 V, b   2.6 V, E0   1 V, A   B   0.3 V, f1   2 f0   600 Hz,
f2   3 f0   900 Hz, γ   0.24 et ε   3.71. γ et ε sont obtenus en fixant les valeurs des composants du circuit à
R0   1.33 kΩ, R   320 Ω, C   22 nF et L   10.5 mH.
fantôme ont plutôt recours à un critère basé sur l’analyse statistique des séries tempo-
relles de la sortie du système non linéaire étudié. Dans le système de FitzHugh-Nagumo,
cette méthode plus traditionnelle consiste alors à considérer l’évolution temporelle de
la variable rapide V et à analyser la distribution statistique de l’inverse des intervalles
de temps séparant deux potentiels d’action successifs. Pour obtenir les instants de pro-
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FIGURE 4.9 – Différentes densités de probabilité montrant comment se répartit la fréquence de production
des potentiels d’action. Les résultats issus des simulations numériques sont présentés à gauche et comparés
à droite aux relevés expérimentaux pour les valeurs efficaces de bruit suivantes : (a) et (b) : σ   0.1 VRMS.
(c) et (d) : σ   0.15 VRMS. (e) et (f) : σ   0.22 VRMS. Pour chaque loi de probabilité, nous avons inséré le
chronogramme correspondant de la variable V, tout en superposant sur celui-ci un sinus de fréquence f0.
Les paramètres du système sont : a   2 V, b   2.6 V, E0   1 V, A   B   0.3 V, f1   2 f0   600 Hz,
f2   3 f0   900 Hz, γ   0.24 et ε   3.71. γ et ε sont obtenus en fixant les valeurs des composants du circuit à
R0   1.33 kΩ, R   320 Ω, C   22 nF et L   10.5 mH.
duction des potentiels d’action, nous définissons qu’un potentiel d’action est produit à
chaque fois que la variable rapide Vt dépasse un seuil Vth que nous fixons à 0 V.
Comme nous avons établi que le bruit blanc permettait d’obtenir une meilleure détec-
tion de la fréquence fantôme, conservons dans un premier temps cette source de bruit
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ηwt. L’inverse de l’intervalle de temps entre deux potentiels d’action consécutifs consti-
tue alors une variable aléatoire qui peut être interprétée comme une fréquence à laquelle
sont produits les potentiels d’action. La loi de probabilité de cette variable aléatoire est
présentée à la FIGURE 4.9 pour trois différentes valeurs efficaces du bruit blanc. Les
sous-figures à gauche sont issues de simulations numériques, tandis que les résultats
expérimentaux correspondants sont présentés à droite. Sur chacune des sous-figures,
nous avons inséré le chronogramme de la variable rapide V ainsi qu’une onde sinusoï-
dale de fréquence f0. Ceci nous permettra de mieux visualiser la synchronisation de la
variable rapide Vt avec la fréquence fantôme f0.
Pour la plus faible valeur efficace σ de bruit blanc considérée, nous remarquons sur les
sous-figures (a) et (b) de la FIGURE 4.9 que la génération des potentiels d’action n’est pas
principalement synchronisée à la fréquence fantôme f0. En effet, bien que les distributions
obtenues à partir de simulations numériques et expérimentalement soient non nulles au
voisinage de la fréquence f0, d’importantes raies localisées aux fréquences f0~2, f0~3
et autres sous-multiples sont visibles. En augmentant la valeur efficace du bruit, nous
constatons sur les sous-figures (c) et (d) de la FIGURE 4.9 que les distributions sont plus
denses que précédemment à proximité de la fréquence fantôme f0, et nettement moins
aux différentes fréquences sous-multiples de f0. Cela se traduit au niveau des chrono-
grammes de la variable rapide V par la génération de potentiels d’action toutes les une
ou deux périodes de l’onde sinusoïdale de fréquence f0. Enfin, pour la plus forte valeur
efficace de bruit considérée, les sous-figures (e) et (f) de la FIGURE 4.9 montrent que la
dynamique de V est principalement régie par le bruit. Cela implique que les distributions
sont étalées sur une gamme de fréquences plus importante, et non plus concentrées à
proximité de la fréquence fantôme f0 ou de l’une de ses sous-multiples. Il existe donc une
valeur efficace de bruit qui maximise la synchronisation de la production de potentiels
d’action au rythme de la fréquence fantôme, révélant ainsi le phénomène de résonance
stochastique fantôme.
Nous pouvons quantifier cet effet en définissant trois grandeurs P0, P1 et P2 qui corres-
pondent aux probabilités respectives d’observer que des potentiels d’action sont produits
à des fréquences de l’ordre de 5% de la fréquence fantôme, soit f0  5% ; 5% de la
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FIGURE 4.10 – Évolution, en fonction de l’amplitude σ du bruit, des probabilités P0, P1 et P2 de déclencher
des potentiels d’action à des fréquences respectivement de l’ordre de : (a) et (b) : f0  5% ; (c) et (d) :
f1  5% ; (e) et (f) : f2  5% en simulations numériques (gauche), et mesurées expérimentalement (droite)
pour différents temps de corrélation τ   0 µs (bruit blanc), τ   20 µs, τ   72 µs, τ   145 µs et τ   218 µs.
Les paramètres du système sont : a   2 V, b   2.6 V, E0   1 V, A   B   0.3 V, f1   2 f0   600 Hz,
f2   3 f0   900 Hz, γ   0.24 et ε   3.71. γ et ε sont obtenus en fixant les valeurs des composants du circuit à
R0   1.33 kΩ, R   320 Ω, C   22 nF et L   10.5 mH.
fréquence de la composante basse fréquence, soit f1  5% ; et 5% de la fréquence de la
composante haute fréquence, soit f25%. La FIGURE 4.10 présente les résultats issus de
simulations numériques (à gauche) et de relevés expérimentaux (à droite) en présence
d’un bruit blanc, puis d’un bruit coloré pour lequel le temps de corrélation a successive-
ment pris quatre valeurs. Tout comme lors de l’étude du comportement du spectre de la
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variable V, les probabilités P0, P1 et P2 montrent une évolution non monotone en fonction
de l’amplitude de bruit : il existe une quantité de bruit optimale qui permet une meilleure
détection des fréquences f0, f1 et f2, et ce, quel que soit le temps de corrélation consi-
déré. Notons également que lorsque la probabilité P0 est maximale, les niveaux atteints
par les probabilités P1 et P2 sont très faibles, ce qui signifie que la probabilité que le
système réponde à une fréquence présente dans l’excitation est quasiment nulle, d’où
l’effet de résonance stochastique fantôme. Enfin, l’impact de la coloration du bruit sur les
probabilités P0, P1 et P2 est identique à celui observé lors de l’étude des spectres de la
variable V. En effet, même si des comportements résonants peuvent être observés aux
trois fréquences d’intérêt, nous constatons que leurs détections sont supérieures dans le
cas d’un bruit blanc et que leurs maxima respectifs sont atteints pour des valeurs de σ
de plus en plus importantes à mesure que τ augmente.
4.3.2.4/ RÉSONANCE STOCHASTIQUE FANTÔME DANS LE MODÈLE DE FITZHUGH-
NAGUMO : CAS INHARMONIQUE
Dans le cas inharmonique, le décalage fréquentiel ∆ f est désormais différent de zéro.
Il en résulte que les deux fréquences de l’excitation bichromatique s’écrivent alors :
f1   k f0  ∆ f et f2   k  1 f0  ∆ f en conservant k   2 et f0   300 Hz. (4.15)
Pour montrer expérimentalement et numériquement comment évolue la valeur de la fré-
quence fantôme fr en fonction du décalage fréquentiel ∆ f , nous procédons de la même
façon que Chialvo D.R. et al. [157]. Ainsi, l’amplitude σ du bruit est choisie fixe, de telle
sorte qu’elle maximise la probabilité P0 d’observer la fréquence fantôme dans le cas
harmonique (∆ f   0). D’après l’étude présentée sur la FIGURE 4.10 du paragraphe pré-
cédent, nous sommes donc amenés à fixer l’amplitude σ du bruit selon le temps de
corrélation τ du bruit considéré. Il faudra donc choisir σ   0.14 VRMS pour le bruit blanc,
σ   0.2 VRMS pour un bruit coloré de temps de corrélation τ   20 µs et σ   0.7 VRMS pour
un bruit coloré de temps de corrélation τ   145 µs.
Pour chacune de ces trois sources de bruit, nous avons étudié, en fonction du décalage
fréquentiel ∆ f , la façon dont se comporte la probabilité d’observer la génération de poten-
tiels d’action à une fréquence donnée. À cet effet, nous avons adopté une représentation
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en niveau de gris de la loi de probabilité dans le plan [∆ f , fréquence de génération des
potentiels d’action]. Cette représentation nous permettra de valider nos résultats numé-
riques et expérimentaux, puisqu’il sera possible de tracer dans ce même plan, l’évolution
de la fréquence fantôme prédite par la relation théorique (4.12) établie par Chialvo D.R.
et rappelée ci-dessous :
fr   f0 
∆ f  n f0
k  n  0.5
, où n est le plus proche entier du rapport ∆ f ~ f0. (4.16)
La FIGURE 4.11 présente les diagrammes en niveau de gris des lois de probabilité dans
le plan [∆ f , fréquence de génération des potentiels d’action]. Les diagrammes obtenus
par le biais de simulations numériques sont présentés à gauche, alors que ceux calculés
suite à l’acquisition de signaux expérimentaux sur le circuit électronique sont présentés
à droite. Un bruit blanc d’amplitude σ   0.14 VRMS a été ajouté à l’excitation Et pour
révéler les résultats présentés sur les sous-figures (a) et (b), tandis que des bruits colorés
de temps de correlation τ   20 µs et τ   145 µs, et d’amplitudes respectives σ   0.2 VRMS
et σ   0.7 VRMS, ont été ajoutés à l’excitation Et pour parvenir à ceux proposés sur
les sous-figures (c) à (f). Comme on peut le voir, les lignes pointillées qui modélisent,
pour différentes valeurs de n, les prédictions théoriques des fréquences de résonance
estimées à partir de la relation (4.16) correspondent bien à une partie des fréquences
présentes dans les lois de probabilité numériques et expérimentales, représentées sur
leurs diagrammes respectifs par le niveau de gris le plus clair. Cette correspondance
valide notre étude aussi bien pour un bruit blanc que pour un bruit coloré.
Dans le cas d’un bruit blanc, quel que soit le décalage en fréquence ∆ f , nous remar-
quons sur les sous-figures (a) et (b) de la FIGURE 4.11 que les fréquences les plus pro-
bables de génération de potentiels d’action sont uniquement localisées aux fréquences
fr, fr~2 et fr~3. Par ailleurs, en présence d’un bruit coloré, il apparaît sur les sous-figures
(c)-(f) de la FIGURE 4.11, qu’à mesure que le temps de corrélation augmente, les proba-
bilités suivant les relations théoriques sont représentées par des zones de plus en plus
étroites, et des nuances de gris de plus en plus sombres, traduisant ainsi des niveaux
de probabilité de plus en plus faibles. D’autre part, il apparaît également que la région
des fréquences sous-multiples de la fréquence de résonance devient, quant à elle, de
plus en plus dense. En effet, sur les sous-figures (c) et (d), pour τ   20 µs, outre l’aug-
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FIGURE 4.11 – Diagramme représentant en niveau de gris la probabilité d’observer la génération de
potentiels d’action à une fréquence donnée en fonction du décalage fréquentiel ∆ f . Les sous-figures (a) et
(b) présentent respectivement les résultats de simulation et les résultats expérimentaux en présence d’un
bruit blanc. De façon analogue, les résultats obtenus en présence d’un bruit coloré de temps de corrélation
τ   20 µs ou τ   145 µs, sont respectivement présentés sur les sous-figures (c)-(f). Les lignes pointillées
de chaque diagramme correspondent aux prédictions théoriques de la fréquence fantôme fr calculées par
la relation (4.16). Dans chacun des cas, l’amplitude de bruit est figée à la valeur permettant la meilleure
détection de la fréquence f0 sur la FIGURE 4.10, soit σ   0.14 VRMS pour le bruit blanc, σ   0.2 VRMS pour le
bruit coloré avec τ   20 µs et σ   0.7 VRMS pour le bruit coloré avec τ   145 µs. Les paramètres du système
sont : a   2 V, b   2.6 V, E0   1 V, A   B   0.3 V, f1   2 f0   600 Hz, f2   3 f0   900 Hz, γ   0.24 et ε   3.71.
γ et ε sont obtenus en fixant les valeurs des composants du circuit à R0   1.33 kΩ, R   320 Ω, C   22 nF et
L   10.5 mH.
mentation de la densité autour des fréquences fr~2 et fr~3, nous remarquons également
l’apparition de probabilités non nulles autour des fréquences fr~4 et fr~5. Enfin, sur les
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sous-figures (e) et (f), pour τ   145 µs, nous remarquons que les probabilités autour de
la fréquence de résonance fr sont désormais très faibles, et que celles-ci se concentrent
alors principalement aux fréquences d’ordre inférieur ou égale à fr~2.
Au cours des chapitres 3 et 4 de ce manuscrit, nous avons étudié la dynamique d’un
oscillateur élémentaire de type FitzHugh-Nagumo en présence de toutes sortes d’excita-
tions déterministes puis stochastiques. Outre les études préliminaires nous ayant permis
de caractériser la bifurcation d’Andronov-Hopf traduisant la transition de l’état de repos à
l’état d’activation, puis l’analyse de l’encodage d’un stimulus sinusoïdal purement déter-
ministe, nous nous sommes attachés à montrer par le biais de simulations numériques
et expérimentalement les diverses possibilités d’améliorer l’un des paramètres de la ré-
ponse du système. Pour ce faire, nous avons, par exemple, considéré l’influence d’une
seconde composante sinusoïdale dite haute fréquence dans le cas déterministe, ou bien
les effets de différentes sources de fluctuation en régime stochastique. Dans le prochain
chapitre de ce manuscrit, nous proposons d’analyser l’action de telles excitations en ne
considérant non plus une cellule élémentaire mais une ligne électrique constituée de 45
cellules couplées résistivement. L’objet de notre étude sera alors de déterminer s’il est
possible d’optimiser la propagation de potentiels d’action tout au long d’une chaîne d’os-
cillateurs, que ce soit avec ou sans bruit.
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Récemment, des études portant sur la résonance vibrationnelle ont été réalisées à
partir de structures de neurones couplés. À cet effet, des réseaux présentant des topo-
logies plus ou moins complexes ont été utilisés. On peut par exemple citer le small-world
network [193–195], le random network [193], le modular network [194], le feedforward
network [196], ou encore le scale-free network [197]. Au cours de ces travaux, l’intérêt
des auteurs s’est essentiellement porté sur les effets des paramètres des différentes to-
pologies sur la réponse du système. Ainsi, la taille du réseau [193–195], le nombre de
voisins connectés [193, 194], le nombre et la structure des sous-ensembles constituant
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un réseau [194], la probabilité de connectivité d’une cellule avec une autre [193–196],
ainsi que le type ou la force de couplage [194, 195, 197, 198] sont autant d’éléments qui
ont été analysés. Jusqu’à présent, ces études portant sur la résonance vibrationnelle
dans des structures de neurones interconnectés sont principalement menées à partir de
simulations numériques.
L’objet du présent chapitre est de conduire une étude expérimentale, validée par des
simulations numériques, sur les possibles apports de la résonance vibrationnelle dans
un système couplé. À l’image des travaux de simulation numérique menés sur le modèle
Barkley par Ullner et al. [47], nous choisissons d’étudier expérimentalement la propaga-
tion d’une information au travers d’une chaîne d’oscillateurs de type FitzHugh-Nagumo
couplés et en partie soumis à une excitation bichromatique. En complément de cette
étude déterministe, nous proposerons également d’analyser les effets de deux types de
bruit sur la propagation de l’information dans cette chaîne d’oscillateurs ; des bruits tem-
porel ou spatio-temporel, c’est-à-dire des sources respectivement identiques ou indépen-
dantes d’un site à l’autre de la ligne. Notons dès à présent que les effets de la coloration
du bruit ne seront pas traités dans ce chapitre.
Au cours du chapitre 2, nous avons établi les équations qui régissent la dynamique des
tensions Vn de notre structure expérimentale, nous les rappelons ci-après :
dVn
dt
  f Vn  DVn1  2Vn  Vn1 Wn  Ent
dWn
dt
  εVn  γWn, (5.1)
avec f Vn   VnVn  aVn  b.
Pour mémoire, les paramètres normalisés D, γ et ε sont ajustables par l’intermédiaire des
valeurs des composants, selon le changement de variables suivant :
D  
R0
R
, γ  
R
R0
et ε  
R20C
L
. (5.2)
Les cellules qui composent notre dispositif expérimental sont couplées avec la même
valeur de résistance R, et donc le même couplage D. Notons qu’au cours de notre étude,
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nous serons amenés à ponctuellement considérer différentes valeurs de couplage D. Par
ailleurs, les paramètres γ   0.24 et ε   3.71 sont également communs aux différentes
cellules qui constituent la ligne électrique. Ceux-ci sont ajustés en utilisant des compo-
sants R0, R, C et L de mêmes valeurs d’un site à l’autre, soit R0   1.33 kΩ, R   320 Ω,
C   22 nF et L   10.5 mH. D’autre part, les cellules sont homogènes au niveau de leur
non-linéarité. À cet effet, nous avons fixé pour chacune d’entre elles les mêmes racines a
et b de la fonction non linéaire f Vn. Comme lors des chapitres précédents, ces racines
sont respectivement réglées au moyen d’alimentations stabilisées à a   2 V et b   2.6 V.
Enfin, les iexc premières cellules de la ligne ne sont pas excitées de la même façon que
les suivantes. La distribution des excitations est la suivante :
¢¨¨¨
¦¨¨¨
¤
Ent   E0  A cos2pi f1t  B cos2pi f2t  β ηwt, si n B iexc,
Ent   E0  B cos2pi f2t  β ηwt, si n A iexc, (5.3)
où β est une variable booléenne permettant l’ajout du bruit ηwt.
Au regard de la relation (5.3), toutes les cellules sont soumises à une tension constante
E0. Pour les paramètres a, b, γ et ε considérés et en l’absence de toute autre excitation
(A   B   β   0), cette composante continue E0, fixée ici à 1.3 V, placera les cellules
en régime excitable dans le cas de cellules isolées (D   0). En revanche, seules les
iexc premières cellules seront soumises à la composante sinusoïdale basse fréquence
A cos2pi f1t, dont la fréquence f1 et l’amplitude A ne permettront pas le déclenchement
de potentiels d’action en l’absence de la composante haute fréquence ou du bruit. Tout au
long de notre étude, la composante basse fréquence constituera le signal d’information
que nous tenterons de propager au travers des différentes cellules de la ligne électrique.
Dans cette intention, nous présenterons dans ce chapitre deux types de perturbation fa-
vorisant la propagation, l’une déterministe (β   0), l’autre stochastique (β   1). En régime
déterministe dans un premier temps, par le biais du phénomène de propagation vibra-
tionnelle [47], nous tenterons de propager la composante de fréquence f1, en utilisant
l’apport d’une seconde composante, de fréquence f2 fixe et d’amplitude B variable. Dans
un second temps, nous ajouterons une composante stochastique aux excitations Ent,
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et tenterons via le phénomène de propagation assistée par le bruit [64], de propager cette
composante de fréquence f1.
5.1/ PROPAGATION ASSISTÉE PAR UNE PERTURBATION HAUTE
FRÉQUENCE DÉTERMINISTE
Dans cette partie, les cellules de la ligne sont excitées sans bruit, en imposant β   0
dans la distribution spatiale des excitations que nous avons définie via la relation (5.3).
Le paramétrage de la ligne électrique détaillé en introduction de ce chapitre place l’en-
semble des cellules de la ligne en régime excitable et soumet les iexc premières cellules
à une excitation A cos2pi f1t subliminale. Nous nous proposons ici d’étudier comment se
comporte la ligne en fonction de l’amplitude B de la seconde composante sinusoïdale.
5.1.1/ ÉTUDE SPATIO-TEMPORELLE DU COMPORTEMENT DE LA LIGNE
Dans un premier temps, nous avons analysé les évolutions spatiale et temporelle de
la ligne en relevant les tensions Vnt aux différents nœuds n de la ligne, en fonction de
l’amplitude B de la composante haute fréquence. Expérimentalement, pour prélever la
tension Vnt en chaque nœud n de la ligne, nous avons eu recourt à un module Natio-
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FIGURE 5.1 – Évolution spatio-temporelle de l’état de la ligne, paramétrée en condition de non-
propagation de la composante basse fréquence initiée sur les iexc premières cellules. (a) : simulation nu-
mérique ; (b) : relevé expérimental. Les paramètres du système sont : a   2 V, b   2.6 V, E0   1.3 V,
A   0.8 V, f1   502 Hz, B   0 V, iexc   15, γ   0.24, ε   3.71 et D   1.33. Les constantes γ, ε et D sont obtenues
en fixant les valeurs des composants du circuit à R0   1.33 kΩ, R   320 Ω, C   22 nF, L   10.5 mH et R   1 kΩ.
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nal Instrument interfacé avec le logiciel MatLab. Il est à noter que, comme la fréquence
d’échantillonnage du module National Instrument diminue lorsque le nombre d’entrées
mises en service augmente, nous avons été contraint de relever les tensions Vnt toutes
les quatre cellules, et non toutes les cellules. L’acquisition de ces tensions Vn durant un
intervalle de temps donné nous a permis de reconstruire l’évolution spatio-temporelle de
l’état de la ligne. Pour ce faire, nous avons représenté le niveau de la tension Vn en fonc-
tion du temps et du numéro de cellule n à l’aide d’une échelle de gris. La FIGURE 5.1
montre les diagrammes spatio-temporels ainsi obtenus en simulation numérique (a) et
expérimentalement (b) pour B   0 V, c’est-à-dire sans la composante haute fréquence.
En l’absence de celle-ci, aucun potentiel d’action n’est généré sur les iexc premières cel-
lules, ni sur les suivantes qui restent à l’état de repos : la fréquence basse de l’excitation,
pourtant perceptible sur les iexc premières cellules, ne se propage pas.
Étudions alors qualitativement l’influence de l’amplitude B du signal haute fréquence
sur la propagation de la composante basse fréquence dans la ligne. Sur la FIGURE 5.2,
pour quatre valeurs de l’amplitude B, les évolutions spatio-temporelles de la ligne obte-
nues à partir de simulations numériques et expérimentalement sont respectivement pré-
sentées à gauche et à droite. Pour ces représentations spatio-temporelles, nous utilisons
désormais une échelle de gris plus large que celle utilisée sur la FIGURE 5.1. À présent
le noir et le blanc correspondent respectivement à des tensions de 3 V et 2.5 V. Ainsi,
l’intervalle de niveau de gris [3 V ; 2.5 V] sera parfaitement adapté pour la représenta-
tion des potentiels d’action qui seront déclenchés dans le système. Les allures observées
numériquement et expérimentalement sont similaires. En premier lieu, il apparaît sur les
sous-figures (a) et (b) de la FIGURE 5.2, que pour une faible valeur de l’amplitude B
(B   0.2 V), aucun potentiel d’action n’est déclenché sur les iexc premières cellules. On
retrouve le comportement que nous avions observé à la FIGURE 5.1, lorsque la compo-
sante haute fréquence était absente : la composante basse fréquence ne se propage pas.
Pour une amplitude B désormais égale à 0.35 V, les sous-figures (c) et (d) de la FIGURE
5.2 montrent que des couples de potentiels d’action sont générés sur les iexc premières
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FIGURE 5.2 – Évolutions spatio-temporelles de l’état de la ligne pour différentes amplitudes B de la
composante haute fréquence. Les simulations numériques sont présentées à gauche, tandis que les relevés
expérimentaux correspondants sont présentés à droite. (a) et (b) : B   0.2 V ; (c) et (d) : B   0.35 V ; (e) et
(f) : B   0.5 V ; (g) et (h) : B   1.25 V. Les paramètres du système sont : a   2 V, b   2.6 V, E0   1.3 V,
A   0.8 V, f1   502 Hz, f2   6.1 kHz, iexc   15, γ   0.24, ε   3.71 et D   1.33. Les constantes γ, ε et D sont
obtenues en fixant les valeurs des composants du circuit à R0   1.33 kΩ, R   320 Ω, C   22 nF, L   10.5 mH et
R   1 kΩ.
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cellules avec une périodicité de 2 ms, correspondant à la période de la composante basse
fréquence f1   502 Hz. Nous remarquons que les ondes produites se propagent jusqu’au
bout de la ligne à une vitesse constante. Pour une amplitude intermédiaire de valeur
B   0.5 V, les diagrammes des sous-figures (e) et (f) de la FIGURE 5.2 montrent que les
iexc premières cellules déclenchent des potentiels d’action pendant une demi-période de
l’excitation basse fréquence. Cependant, notons que contrairement à la simulation numé-
rique, expérimentalement, l’onde produite sur les iexc premières cellules ne se propage
pas jusqu’à la dernière cellule du dispositif. Enfin, pour la valeur de l’amplitude B la plus
importante, soit B   1.25 V, la fréquence f1 disparait des diagrammes spatio-temporels
des sous-figures (g) et (h) de la FIGURE 5.2. La fréquence propre du système se retrouve
dans les oscillations des cellules situées au delà de la cellule numéro iexc.
Au vu des comportements spatio-temporels observés, il semble qu’il existe une valeur
optimale de l’amplitude B de la composante haute fréquence qui favorisera la propagation
de la composante basse fréquence dans le réseau. Le paragraphe qui suit est consacré à
la quantification de cet effet de propagation assistée par la perturbation haute fréquence,
phénomène encore appelé propagation vibrationnelle.
5.1.2/ ANALYSE SPECTRALE DE LA PROPAGATION ASSISTÉE PAR LA COMPO-
SANTE HAUTE FRÉQUENCE : PROPAGATION VIBRATIONNELLE
Afin de quantifier la présence de la basse fréquence dans le réseau, il paraît naturel
d’analyser le spectre unilatéral d’amplitude de la tension Vn, défini par :
Qn f    2 U f  S TF Vntexp S, (5.4)
où U f  est une fonction de Heaviside et où S TF Vntexp S représente la transformée de
Fourier de la tension Vntexp.
Au cours de notre étude, nous relèverons la valeur Qn f1 du spectre unilatéral d’ampli-
tude à la basse fréquence f1 et analyserons son évolution en fonction de l’amplitude B de
la perturbation haute fréquence.
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FIGURE 5.3 – Spectres unilatéraux d’amplitude des cellules n   1, n   20 et n   40 observés en simulations
numériques (trait plein) et relevés expérimentalement (+) pour différentes amplitudes B de la composante
haute fréquence. (a) : B   0.2 V ; (b) : B   0.35 V ; (c) : B   0.5 V et (d) : B   1.25 V. Les paramètres du
système sont : a   2 V, b   2.6 V, E0   1.3 V, A   0.8 V, f1   502 Hz, f2   6.1 kHz, iexc   15, γ   0.24,
ε   3.71 et D   1.33. Les constantes γ, ε et D sont obtenues en fixant les valeurs des composants du circuit
à R0   1.33 kΩ, R   320 Ω, C   22 nF, L   10.5 mH et R   1 kΩ.
Sur la FIGURE 5.3, en considérant successivement les différentes amplitudes B utili-
sées pour produire les diagrammes spatio-temporels exposés sur la FIGURE 5.2, nous
présentons les spectres d’amplitude obtenus aux cellules n   1, n   20 et n   40. Les
spectres qui proviennent de simulations numériques sont tracés au moyen de traits pleins,
tandis que ceux qui ont été relevés à l’aide de l’oscilloscope lors des manipulations sont
représentés avec des croix. Aussi bien numériquement qu’expérimentalement, les com-
portements révélés par les spectres sont conformes aux allures observées lors de l’ana-
lyse des diagrammes spatio-temporels de la FIGURE 5.2. En effet, pour les différentes
amplitudes B traitées, les spectres d’amplitude relevés aux cellules n   1, n   20 et n   40
reflètent bien la présence ou l’absence de la fréquence f1. Ainsi, les sous-figures (a) et (d)
de la FIGURE 5.3 illustrent, respectivement pour B   0.2 V et B   1.25 V, que la fréquence
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f1 n’est perceptible que sur les premières cellules de la ligne lorsque l’amplitude de la
composante haute fréquence est trop faible ou trop importante. Pour ces valeurs de l’am-
plitude B, l’information ne se propage pas au delà de la cellule numéro iexc. En revanche,
d’après les sous-figures (b) et (c) de la FIGURE 5.3 obtenues pour les valeurs intermé-
diaires de l’amplitude de la composante haute fréquence, c’est-à-dire pour B   0.35 V
et B   0.5 V, nous remarquons la présence d’une raie à la fréquence f1 dans le spectre
des cellules numéro 20 et 40. Cela traduit que, pour une amplitude B de la composante
haute fréquence adéquate, l’information de fréquence f1 peut se propager jusqu’à des
cellules qui ne sont pas soumises à une telle fréquence d’excitation. Conformément à
nos constatations précédentes, dans le cas où B   0.5 V, bien que l’information se pro-
page jusqu’au bout de la ligne en simulation numérique, il apparaît sur la sous-figure (c)
de la FIGURE 5.3, que celle-ci ne se propage pas jusqu’à la quarantième cellule dans le
dispositif expérimental.
Sur la FIGURE 5.4, nous montrons l’évolution de l’amplitude du spectre à la fréquence
f1 pour les différentes cellules du réseau, en fonction de l’amplitude B du signal haute
fréquence. Bien que les allures observées numériquement et expérimentalement soient
comparables, nous remarquons cependant que nos résultats expérimentaux présentent
une résonance plus étroite et moins prononcée qu’en simulation. En effet, à partir des
simulations numériques, nous constatons que la composante de fréquence f1 se pro-
page jusqu’en bout de ligne si l’amplitude B est comprise dans l’intervalle [0.3 V ; 0.55 V],
tandis qu’expérimentalement, cet intervalle se réduit à [0.3 V ; 0.45 V]. Cette différence
de largeur de l’intervalle de l’amplitude B favorisant la propagation de l’information ex-
plique les disparités constatées lors des analyses des diagrammes spatio-temporels et
des spectres obtenus pour la valeur d’amplitude B   0.5 V. Enfin, au vu des résultats
présentés sur les sous-figures (a) et (b) de la FIGURE 5.4, nous pouvons conclure qu’il
existe une valeur Bopt de l’amplitude de la perturbation déterministe haute fréquence qui
optimise la propagation de l’information dans le réseau. En effet, numériquement et ex-
périmentalement, c’est pour Bopt   0.45 V que l’information se propage jusqu’au bout de
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la ligne, en maximisant la valeur du spectre Qn f1. Par la suite, cette amplitude Bopt nous
servira de repère pour paramétrer le système en régime stochastique.
Nous avons également étudié la façon dont le couplage D affecte ce phénomène de
propagation assistée par une perturbation haute fréquence. Sur la FIGURE 5.5, pour deux
nouvelles valeurs de couplage, à savoir D   0.604 et D   2.83, les simulations numé-
riques et les expérimentations associées illustrent les cas où un couplage faible ou fort,
empêche ou favorise la propagation de l’information basse fréquence dans la ligne élec-
trique. En effet, dans le cas d’un couplage faible entre les cellules, nous remarquons
sur les sous-figures (a) et (b) de la FIGURE 5.5, que la présence de la fréquence f1 est
uniquement significative sur les iexc premières cellules qui sont excitées par le signal bi-
chromatique. Concernant les cellules situées au delà de la cellule iexc, nous remarquons
que l’apport de la seule composante haute fréquence ne permet pas la propagation de
la composante basse fréquence. En revanche, il apparaît sur les sous-figures (c) et (d)
de la FIGURE 5.5, qu’en présence d’un fort couplage entre cellules voisines, la compo-
sante de fréquence f1 se propage jusqu’aux cellules excédant iexc grâce à l’apport de la
perturbation haute fréquence. À titre de comparaison avec le couplage D   1.33 consi-
déré sur la FIGURE 5.4, une gamme plus importante de l’amplitude B permet désormais
la propagation de cette composante jusqu’en bout de ligne, puisque Qn f1 x 0 pour
B >  0.3 V ; 0.7 V.
Jusqu’à présent, nous avons considéré des excitations Ent purement déterministes.
Pour un couplage adéquat, nous avons montré qu’une amplitude appropriée d’une per-
turbation sinusoïdale haute fréquence pouvait assister la propagation d’une information
basse fréquence initiée sur les premières cellules d’un réseau de neurones de type
FitzHugh-Nagumo. Dans la partie qui suit, nous nous proposons d’étudier si le bruit peut
également autoriser la propagation de cette information basse fréquence en complément
de la perturbation déterministe haute fréquence.
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FIGURE 5.4 – Propagation de la composante basse fréquence assistée par la perturbation haute fré-
quence d’amplitude B pour un couplage D   1.33. (a) : simulation numérique ; (b) : relevé expérimental. Les
paramètres du système sont : a   2 V, b   2.6 V, E0   1.3 V, A   0.8 V, f1   502 Hz, f2   6.1 kHz, iexc   15,
γ   0.24 et ε   3.71. Les constantes γ, ε et D sont obtenues en fixant les valeurs des composants du circuit à
R0   1.33 kΩ, R   320 Ω, C   22 nF, L   10.5 mH et R   1 kΩ.
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FIGURE 5.5 – Influence du couplage sur le phénomène de propagation assistée par la perturbation haute
fréquence d’amplitude B. Les résultats des simulations numériques sont tracés à gauche, tandis que ceux
qui sont issus d’expérimentations sont représentés à droite. (a) et (b) : D   0.604 ; (c) et (d) : D   2.83. Les
paramètres du système sont : a   2 V, b   2.6 V, E0   1.3 V, A   0.8 V, f1   502 Hz, f2   6.1 kHz, iexc   15,
γ   0.24 et ε   3.71. Les constantes γ et ε sont obtenues en fixant les valeurs des composants du circuit à
R0   1.33 kΩ, R   320 Ω, C   22 nF et L   10.5 mH.
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5.2/ PROPAGATION ASSISTÉE PAR LE BRUIT
Afin d’étudier si le bruit peut participer à la propagation de l’information basse fréquence
en complément de la perturbation haute fréquence, nous fixons la variable β à 1 dans
l’expression de la distribution des excitations (5.3), qui devient alors :
¢¨¨¨
¦¨¨¨
¤
Ent   E0  A cos2pi f1t  B cos2pi f2t  ηwt, si n B iexc,
Ent   E0  B cos2pi f2t  ηwt, si n A iexc, (5.5)
où ηwt est une source de bruit blanc gaussien, de fonction d’autocorrélation :
`ηwtexp, ηwtexpe   σ2δtexp  texp. (5.6)
Tout d’abord, nous considérerons que la même source ηwt sera appliquée sur l’en-
semble des cellules qui constituent la ligne. Cette composante stochastique ne dépen-
dant que du temps, nous la qualifierons donc de bruit temporel. Ensuite, le bruit sera
considéré comme spatio-temporel. En simulation numérique, il sera obtenu en considé-
rant des sources de bruit indépendantes d’un site à l’autre, tandis qu’expérimentalement
nous l’approximerons par quatre sources distinctes respectivement appliquées toutes les
quatre cellules [72].
La ligne restera paramétrée de la même façon que lors de l’étude déterministe que
nous avons menée dans la partie 5.1 de ce manuscrit et nous conserverons la valeur
de couplage entre les différentes cellules D   1.33. Nous considérerons successivement
deux valeurs spécifiques de l’amplitude B de la composante haute fréquence :
- Le premier cas de figure, obtenu pour B   0.15 V, sera qualifié de sous-optimal. En
effet, comme le montrent les diagrammes spatio-temporels de la FIGURE 5.6, dans
de telles conditions d’excitation, la propagation de l’information basse fréquence
dans le réseau en l’absence de bruit est inexistante.
- Le second cas de figure, obtenu pour B   0.4 V, sera quant à lui qualifié de quasi-
optimal. En l’absence de bruit, comme indiqué par la FIGURE 5.7, la composante
haute fréquence permet à la composante basse fréquence de se propager le long
de la ligne électrique via le déclenchement de potentiels d’action.
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FIGURE 5.6 – Diagramme spatio-temporel de la ligne montrant la non-propagation de la composante
basse fréquence pour un milieu paramétré de façon sous-optimale (B   0.15 V). (a) : simulation numérique ;
(b) : relevé expérimental. Les paramètres du système sont : a   2 V, b   2.6 V, E0   1.3 V, A   0.8 V,
f1   502 Hz, B   0.15 V, f2   6.1 kHz, iexc   15, σ   0 VRMS, γ   0.24, ε   3.71 et D   1.33. Les constantes γ,
ε et D sont obtenues en fixant les valeurs des composants du circuit à R0   1.33 kΩ, R   320 Ω, C   22 nF,
L   10.5 mH et R   1 kΩ.
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FIGURE 5.7 – Diagramme spatio-temporel de la ligne montrant la propagation de la composante basse
fréquence pour un milieu paramétré de façon quasi-optimale (B   0.4 V). (a) : simulation numérique ; (b) :
relevé expérimental. Les paramètres du système sont : a   2 V, b   2.6 V, E0   1.3 V, A   0.8 V, f1   502 Hz,
B   0.4 V, f2   6.1 kHz, iexc   15, σ   0 VRMS, γ   0.24, ε   3.71 et D   1.33. Les constantes γ, ε et D sont
obtenues en fixant les valeurs des composants du circuit à R0   1.33 kΩ, R   320 Ω, C   22 nF, L   10.5 mH et
R   1 kΩ.
5.2.1/ BRUIT TEMPOREL
5.2.1.1/ PARAMÉTRAGE SOUS-OPTIMAL : PROPAGATION ASSISTÉE PAR LE BRUIT
La perturbation haute fréquence ne permettant pas à elle seule la propagation de l’in-
formation basse fréquence, nous nous proposons d’analyser si un bruit temporel peut en
partie se substituer à la perturbation haute fréquence et autoriser la propagation. À cet
effet, nous avons étudié le comportement spatio-temporel de la ligne pour quatre valeurs
efficaces du bruit σ caractéristiques.
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La FIGURE 5.8 regroupe les diagrammes spatio-temporels de l’état de la ligne obtenus
à partir de simulations numériques et relevés expérimentalement en prenant successive-
ment σ   0.1 VRMS, σ   0.25 VRMS, σ   0.4 VRMS et σ   0.8 VRMS. Les résultats issus des
simulations sont présentés à gauche, tandis que les expérimentations correspondantes
sont proposées à droite. Sur les FIGURES 5.8 (a) et (b), en ajoutant un bruit d’ampli-
tude σ   0.1 VRMS, nous remarquons que seulement quelques potentiels d’action sont
générés sur les iexc premières cellules et se propagent jusqu’en bout de ligne. Dans cet
environnement peu bruité, il apparaît que les potentiels d’action déclenchés sur les iexc
premières cellules ne sont qu’occasionnellement synchronisés avec la fréquence basse
d’excitation f1. En augmentant la valeur efficace σ du bruit à 0.25 VRMS, nous remarquons
sur les iexc premières cellules des FIGURES 5.8 (c) et (d) que la génération de potentiels
d’action s’effectue désormais au rythme de la basse fréquence, c’est-à-dire avec une pé-
riodicité de 2 ms. Bien que l’ensemble des potentiels d’action produits ne se propagent
pas jusqu’au bout de la ligne, nous distinguons cependant que les cellules situées en
bout de ligne semblent synchroniser leur réponse avec la basse fréquence f1. De plus,
il est à noter que de nouveaux potentiels d’action, non initiés sur les iexc premières cel-
lules, peuvent également naître dans le réseau et se propager jusqu’au bout de la ligne.
Pour une valeur efficace σ du bruit s’élevant à σ   0.4 VRMS, les FIGURES 5.8 (e) et (f)
montrent qu’en dépit d’une synchronisation manifeste de la réponse des iexc premières
cellules avec la basse fréquence f1, celle-ci n’est pas conservée jusqu’en bout de ligne.
Enfin, pour une valeur efficace du bruit trop importante, soit σ   0.8 VRMS, nous remar-
quons sur les FIGURES 5.8 (g) et (h) que le déclenchement des potentiels d’action est
principalement gouverné par le bruit.
Afin de quantifier cet effet de propagation assistée par le bruit, nous avons également
analysé le comportement spectral de la ligne. La FIGURE 5.9 regroupe les spectres uni-
latéraux de puissance PS n f  des cellules n   1, n   20 et n   40 obtenus numériquement
et expérimentalement pour les quatre valeurs efficaces de bruit qui ont été précédem-
ment considérées pour construire les diagrammes spatio-temporels de la FIGURE 5.8. À
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FIGURE 5.8 – Évolutions spatio-temporelles de l’état de la ligne pour différentes valeurs efficaces σ
du bruit temporel, dans le cas d’un milieu paramétré de façon sous-optimale (B   0.15 V). Les simulations
numériques sont présentées à gauche, tandis que les relevés expérimentaux correspondants sont présentés
à droite. (a) et (b) : σ   0.1 VRMS ; (c) et (d) : σ   0.25 VRMS ; (e) et (f) : σ   0.4 VRMS ; (g) et (h) : σ   0.8 VRMS.
Les paramètres du système sont : a   2 V, b   2.6 V, E0   1.3 V, A   0.8 V, f1   502 Hz, B   0.15 V,
f2   6.1 kHz, iexc   15, γ   0.24, ε   3.71 et D   1.33. Les constantes γ, ε et D sont obtenues en fixant les
valeurs des composants du circuit à R0   1.33 kΩ, R   320 Ω, C   22 nF, L   10.5 mH et R   1 kΩ.
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FIGURE 5.9 – Spectres unilatéraux de puissance des cellules n   1, n   20 et n   40 observés en
simulations numériques (trait plein) et relevés expérimentalement (+) pour différentes amplitudes σ du bruit
temporel. Le milieu est paramétré de façon sous-optimale (B   0.15 V). (a) : σ   0.1 VRMS ; (b) : σ   0.25 VRMS ;
(c) : σ   0.4 VRMS et (d) : σ   0.8 VRMS. Les paramètres du système sont : a   2 V, b   2.6 V, E0   1.3 V,
A   0.8 V, f1   502 Hz, B   0.15 V, f2   6.1 kHz, iexc   15, γ   0.24, ε   3.71 et D   1.33. Les constantes γ,
ε et D sont obtenues en fixant les valeurs des composants du circuit à R0   1.33 kΩ, R   320 Ω, C   22 nF,
L   10.5 mH et R   1 kΩ.
nouveau, les résultats issus des simulations sont représentés par des traits pleins, tandis
que les expérimentations associées sont superposées avec des croix. La présence de la
basse fréquence dans le réseau se manifeste par l’existence d’une raie à la fréquence f1
dans le spectre. Il apparaît que son amplitude est d’autant plus grande que la synchroni-
sation était visible dans les diagrammes spatio-temporels de la FIGURE 5.8. Cependant,
nous remarquons que plus la valeur efficace σ du bruit est élevée, plus le niveau du fond
de bruit du spectre augmente. Ainsi, comme dans la plupart des études consacrées à
la propagation assistée par le bruit, [45, 46, 64–66], nous allons tenir compte de ce phé-
nomène en mesurant le rapport signal sur bruit à la fréquence d’intérêt. La FIGURE 5.10
illustre, à partir du spectre de puissance de la cellule n   20 obtenu pour σ   0.25 VRMS,
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FIGURE 5.10 – Principe d’estimation du rapport signal sur bruit.
la méthode selon laquelle nous estimons le rapport signal sur bruit, parfois noté SNR.
Le spectre de puissance étant exprimé en dBm, le rapport signal sur bruit peut être sim-
plement calculé, en dBm ou en dB, en réalisant la différence entre l’amplitude de la raie
présente à la fréquence f1 et le niveau du fond de bruit constant d’où émerge cette raie.
Sur la FIGURE 5.11 (a), suite à la simulation du modèle théorique, nous présentons
l’évolution du rapport signal sur bruit estimé à la fréquence f1, en fonction de la valeur
efficace du bruit σ, sur l’ensemble des cellules de la ligne. En revanche, la fastidiosité
des manipulations en régime stochastique nous a contraint à restreindre l’étude expéri-
mentale à seulement trois cellules caractéristiques. Ainsi, seuls les rapports signal sur
bruit des cellules n   1, n   20 et n   40 sont respectivement proposés aux FIGURES 5.11
(b), (c) et (d) en fonction de l’intensité de bruit σ. Afin de faciliter l’exploitation de ces ré-
sultats, nous avons superposé les simulations correspondantes au moyen de traits pleins
sur chacune des sous-figures. Les comportements observés à partir des simulations nu-
mériques et des expérimentations sont similaires. Ils sont de deux types :
- Pour les iexc premières cellules excitées avec les deux composantes spectrales
f1 et f2, du fait que la fréquence f1 est déjà présente, l’ajout de bruit n’apporte
pas d’amélioration particulière. En effet, d’après la FIGURE 5.11 (b) proposant le
comportement de la première cellule, le rapport signal sur bruit décroît rapidement
pour les faibles valeurs efficaces de bruit et semble ensuite se stabiliser et tendre
vers une valeur. Cela traduit que le SNR sur la première cellule est relativement
peu sensible au niveau de bruit pour la gamme de bruit comprise dans l’intervalle
 0.2 VRMS ; 1 VRMS.
- Le comportement est tout autre pour le quasi-restant de la ligne, uniquement sou-
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FIGURE 5.11 – Propagation assistée par un bruit temporel dans le cas d’un paramétrage sous-optimal de
la ligne électrique (B   0.15 V). (a) : évolution du rapport signal sur bruit calculé en simulation numérique pour
l’ensemble des cellules en fonction de σ. (b), (c) et (d) : rapports signal sur bruit respectivement relevés aux
cellules n   1, n   20 et n   40 en fonction de σ. Les résultats des simulations numériques sont représentés
par des traits pleins tandis que les manipulations associées sont superposées avec des marqueurs (+). Les
paramètres du système sont : a   2 V, b   2.6 V, E0   1.3 V, A   0.8 V, f1   502 Hz, B   0.15 V, f2   6.1 kHz,
iexc   15, γ   0.24, ε   3.71 et D   1.33. Les constantes γ, ε et D sont obtenues en fixant les valeurs des
composants du circuit à R0   1.33 kΩ, R   320 Ω, C   22 nF, L   10.5 mH et R   1 kΩ.
mis à l’excitation du bruit et de la composante haute fréquence : en complément
de la composante haute fréquence, le bruit permettra à la composante basse fré-
quence de se propager dans le réseau. En effet, pour les cellules non soumises à
l’excitation basse fréquence et suffisamment éloignées de la frontière virtuelle que
représente iexc, le SNR évolue de façon non monotone en fonction de l’amplitude
σ du bruit. Ainsi, les rapports signal sur bruit des cellules n   20 et n   40 présen-
tés sur les FIGURES 5.11 (c) et (d) révèlent une résonance qui se traduit par une
maximisation pour une valeur optimale de l’amplitude de bruit estimée à 0.2 VRMS.
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Ce dernier point est confirmé par l’évolution du rapport signal sur bruit présenté pour
l’intégralité de la ligne sur la FIGURE 5.11 (a). En effet, nous constatons que le rapport si-
gnal sur bruit de toutes les cellules situées au delà de iexc est maximisé pour σ   0.2 VRMS.
Cela confirme l’existence d’une valeur particulière de bruit qui améliore la propagation de
la composante basse fréquence dans la ligne.
5.2.1.2/ PARAMÉTRAGE QUASI-OPTIMAL : PROPAGATION DÉGRADÉE PAR LE BRUIT
Dans la partie précédente, l’amplitude B de la perturbation haute fréquence n’était pas
ajustée de façon optimale. Cela a permis au bruit de participer utilement à la propagation
de la composante basse fréquence dans le réseau. Désormais, nous allons analyser
comment le bruit altère cette propagation lorsque l’amplitude B est choisie au voisinage
de l’amplitude Bopt. Pour rappel, cette amplitude Bopt   0.45 V qui favorise la propagation
de la composante basse fréquence en l’absence de bruit a été déterminée dans la sous-
partie 5.1.2.
La FIGURE 5.12 présente, pour ce paramétrage quasi-optimal de la perturbation haute
fréquence, l’évolution du rapport signal sur bruit dans la ligne en fonction de la valeur
efficace de bruit σ. La simulation de la FIGURE 5.12 (a) montre que, quelle que soit la
cellule considérée, le rapport signal sur bruit revêt une allure strictement décroissante
lorsqu’il est tracé en fonction de la valeur efficace du bruit. Cependant, notons que les
iexc premières cellules, soumises à l’excitation de la basse fréquence f1, suivent une dé-
croissance moins prononcée de leur rapport signal sur bruit, que les cellules situées au
delà et qui ne sont pas sujettes à cette fréquence d’excitation. Les résultats expérimen-
taux relevés aux cellules n   1, n   20 et n   40 sont respectivement présentés sur les
sous-figures (b), (c) et (d) de la FIGURE 5.12. Ceux-ci confirment le comportement ob-
servé numériquement sur l’ensemble de la ligne : le bruit dégrade la propagation de la
composante basse fréquence si l’amplitude de la perturbation haute fréquence n’est pas
paramétrée de façon sous-optimale.
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FIGURE 5.12 – Propagation dégradée par un bruit temporel dans le cas d’un paramétrage quasi-optimal
de la ligne électrique (B   0.4 V). (a) : évolution du rapport signal sur bruit calculé en simulation numérique
pour l’ensemble des cellules en fonction de σ. (b), (c) et (d) : rapports signal sur bruit respectivement relevés
aux cellules n   1, n   20 et n   40 en fonction de σ. Les résultats des simulations numériques sont repré-
sentés par des traits pleins tandis que les manipulations associées sont superposées avec des marqueurs
(+). Les paramètres du système sont : a   2 V, b   2.6 V, E0   1.3 V, A   0.8 V, f1   502 Hz, B   0.4 V,
f2   6.1 kHz, iexc   15, γ   0.24, ε   3.71 et D   1.33. Les constantes γ, ε et D sont obtenues en fixant les
valeurs des composants du circuit à R0   1.33 kΩ, R   320 Ω, C   22 nF, L   10.5 mH et R   1 kΩ.
5.2.2/ BRUIT SPATIO-TEMPOREL
Nous avons établi dans les parties précédentes qu’en ajoutant la même source de bruit
aux différentes excitations Ent appliquées à l’ensemble des cellules de la ligne, la pro-
pagation de l’information pouvait être rendue possible selon le paramétrage déterministe
initial. Pour cela, nous avons distingué dans deux parties bien distinctes le cas d’un pa-
ramétrage sous-optimal de la perturbation haute fréquence du cas quasi-optimal. L’objet
de cette partie consiste à étudier l’impact d’un bruit que nous considérons désormais
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spatio-temporel sur la propagation de l’information.
5.2.2.1/ PARAMÉTRAGE SOUS-OPTIMAL : PROPAGATION ASSISTÉE PAR LE BRUIT
Dans le cas d’un paramétrage sous-optimal (B   0.15 V), comme le montraient les
diagrammes spatio-temporels de la FIGURE 5.6, aucun potentiel d’action n’était généré
sur les iexc premières cellules. Dans cette configuration, nous avons relevé les com-
portements spatio-temporels observés pour quatre valeurs efficaces d’un bruit spatio-
temporel. Pour la plus faible valeur de σ prise en compte, à savoir σ   0.15 VRMS, sur les
FIGURES 5.13 (a) et (b), bien que la composante aléatoire soit suffisante pour permettre
le déclenchement de potentiels d’action sur les iexc premières cellules, ceux-ci sont peu
fréquents et la synchronisation de la réponse des différentes cellules avec la fréquence
f1 est par conséquent très faible. Pour la seconde valeur efficace de bruit considérée aux
FIGURES 5.13 (c) et (d), soit σ   0.4 VRMS, nous remarquons que des trains de potentiels
d’actions sont générés sur les iexc premières cellules au rythme de la fréquence basse
d’excitation f1. Ceux-ci se propagent ensuite jusqu’en bout de ligne en conservant cette
synchronisation avec la fréquence f1. Enfin, pour les valeurs efficaces de bruit les plus
importantes, il apparaît sur les sous-figures (e) à (h) de la FIGURE 5.13 que la synchroni-
sation des iexc premières cellules avec la fréquence f1 reste perceptible. Cependant, nous
constatons que cette synchronisation tend à disparaître au cours de la propagation et à
mesure que le niveau de bruit σ augmente. Au regard de ces résultats, la valeur efficace
0.4 VRMS semble donc être la quantité optimale du bruit spatio-temporel qui permet à la
composante basse fréquence de se propager dans le réseau.
À présent, vérifions si les observations tirées des diagrammes spatio-temporels de la
ligne se confirment par une analyse spectrale. Pour les mêmes valeurs efficaces de bruit
que celles utilisées pour produire les diagrammes spatio-temporels de la FIGURE 5.13,
nous avons calculé les spectres de puissance unilatéraux des cellules n   1, n   20 et
n   40. La FIGURE 5.14 présente au moyen de traits pleins les résultats obtenus à partir
de simulations numériques, tandis que les mesures expérimentales sont superposées
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FIGURE 5.13 – Évolutions spatio-temporelles de l’état de la ligne pour différentes valeurs efficaces σ du
bruit spatio-temporel, dans le cas d’un milieu paramétré de façon sous-optimale (B   0.15 V). Les simulations
numériques sont présentées à gauche, tandis que les relevés expérimentaux correspondants sont présentés
à droite. (a) et (b) : σ   0.15 VRMS ; (c) et (d) : σ   0.4 VRMS ; (e) et (f) : σ   0.7 VRMS ; (g) et (h) : σ   1 VRMS.
Les paramètres du système sont : a   2 V, b   2.6 V, E0   1.3 V, A   0.8 V, f1   502 Hz, B   0.15 V,
f2   6.1 kHz, iexc   15, γ   0.24, ε   3.71 et D   1.33. Les constantes γ, ε et D sont obtenus en fixant les valeurs
des composants du circuit à R0   1.33 kΩ, R   320 Ω, C   22 nF, L   10.5 mH et R   1 kΩ.
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FIGURE 5.14 – Spectres unilatéraux de puissance des cellules n   1, n   20 et n   40 observés en
simulations numériques (trait plein) et relevés expérimentalement (+) pour différentes amplitudes σ du bruit
spatio-temporel. Le milieu est paramétré de façon sous-optimale (B   0.15 V). (a) : σ   0.15 VRMS ; (b) :
σ   0.4 VRMS ; (c) : σ   0.7 VRMS et (d) : σ   1 VRMS. Les paramètres du système sont : a   2 V, b   2.6 V,
E0   1.3 V, A   0.8 V, f1   502 Hz, B   0.15 V, f2   6.1 kHz, iexc   15, γ   0.24, ε   3.71 et D   1.33. Les
constantes γ, ε et D sont obtenues en fixant les valeurs des composants du circuit à R0   1.33 kΩ, R   320 Ω,
C   22 nF, L   10.5 mH et R   1 kΩ.
avec des croix. Comme dans le cas du bruit temporel, la cohérence entre les spectres
relevés et les allures spatio-temporelles de l’état de la ligne sont indéniables. Au vu de
la FIGURE 5.14, nous remarquons en premier lieu, qu’une valeur intermédiaire de bruit
de l’ordre de 0.4 VRMS permet de maximiser la réponse à la fréquence f1 des cellules
situées au delà de la cellule numéro iexc, c’est-à-dire des cellules non excitées par cette
composante basse fréquence. Dans un second temps, nous constatons sur la FIGURE
5.14 que la différence entre les niveaux atteints par les raies à la fréquence f1 et le
fond de bruit d’où elles émergent sont globalement plus importantes que celles relevées
sur la FIGURE 5.9, pour le même paramétrage sous-optimal, mais en présence du bruit
temporel. Il semble donc que le bruit spatio-temporel produise une meilleure amélioration
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FIGURE 5.15 – Propagation assistée par un bruit spatio-temporel dans le cas d’un paramétrage sous-
optimal de la ligne électrique (B   0.15 V). (a) : évolution du rapport signal sur bruit calculé en simulation
numérique pour l’ensemble des cellules en fonction de σ. (b), (c) et (d) : rapports signal sur bruit respective-
ment relevés aux cellules n   1, n   20 et n   40 en fonction de σ. Les résultats des simulations numériques
sont représentés par des traits pleins tandis que les manipulations associées sont superposées avec des
marqueurs. Les paramètres du système sont : a   2 V, b   2.6 V, E0   1.3 V, A   0.8 V, f1   502 Hz,
B   0.15 V, f2   6.1 kHz, iexc   15, γ   0.24, ε   3.71 et D   1.33. Les constantes γ, ε et D sont obtenues en
fixant les valeurs des composants du circuit à R0   1.33 kΩ, R   320 Ω, C   22 nF, L   10.5 mH et R   1 kΩ.
de la propagation de la composante basse fréquence que le bruit temporel.
Vérifions les constatations formulées à partir des spectres de puissance, en traçant à
la FIGURE 5.15 l’évolution des rapports signal sur bruit de l’ensemble des cellules, en
fonction de la valeur efficace du bruit σ. Si l’on compare les courbes des rapports si-
gnal sur bruit obtenues avec un bruit spatio-temporel à celles présentées à la FIGURE
5.11 pour un bruit temporel, deux principales différences se manifestent. Premièrement,
comme nous l’avons évoqué à la vue des spectres de puissance, le bruit spatio-temporel
permet d’obtenir des rapports signal sur bruit sensiblement plus élevés sur l’ensemble
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des cellules pour une valeur σ donnée. Enfin, nous remarquons que la largeur de l’in-
tervalle du niveau de bruit σ permettant la propagation de l’information jusqu’au bout
de la ligne est plus large que celui obtenu en présence du bruit temporel. En effet,
sur la FIGURE 5.15 (a), en bout de ligne, le rapport signal sur bruit est non nul pour
σ >  0.1 VRMS ; 0.7 VRMS, alors qu’en présence d’un bruit temporel cet intervalle se
réduisait à σ >  0.075 VRMS ; 0.55 VRMS.
5.2.2.2/ PARAMÉTRAGE QUASI-OPTIMAL : PROPAGATION DÉGRADÉE PAR LE BRUIT
Reprenons le paramétrage quasi-optimal (B   0.4 V), c’est-à-dire lorsque l’amplitude
B de la perturbation haute fréquence est choisie au voisinage de la valeur qui optimise
la propagation de la composante basse fréquence en l’absence de bruit σ. Pour rappel,
cette configuration initiale a été illustrée à la FIGURE 5.7. Ici, nous focalisons notre étude
sur l’évolution des rapports signal sur bruit, calculés sur l’ensemble des cellules en fonc-
tion de la valeur efficace du bruit. Une nouvelle fois, nous reconnaissons une allure que
nous avons déjà rencontrée à la FIGURE 5.12 en présence d’un bruit temporel. En effet,
la réponse de l’ensemble des cellules à la fréquence f1 est optimale en l’absence de bruit
(σ   0), puis à mesure que la valeur efficace du bruit augmente, nous observons une
décroissance monotone du rapport signal sur bruit, indiquant que le bruit, même de type
spatio-temporel, n’améliore pas la propagation de la composante basse fréquence dans
le réseau.
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FIGURE 5.16 – Propagation dégradée par un bruit spatio-temporel dans le cas d’un paramétrage quasi-
optimal de la ligne électrique (B   0.4 V). (a) : évolution du rapport signal sur bruit calculé en simulation
numérique pour l’ensemble des cellules en fonction de σ. (b), (c) et (d) : rapports signal sur bruit respective-
ment relevés aux cellules n   1, n   20 et n   40 en fonction de σ. Les résultats des simulations numériques
sont représentés par des traits pleins tandis que les manipulations associées sont superposées avec des
marqueurs (+). Les paramètres du système sont : a   2 V, b   2.6 V, E0   1.3 V, A   0.8 V, f1   502 Hz,
B   0.4 V, f2   6.1 kHz, iexc   15, γ   0.24, ε   3.71 et D   1.33. Les constantes γ, ε et D sont obtenues en
fixant les valeurs des composants du circuit à R0   1.33 kΩ, R   320 Ω, C   22 nF, L   10.5 mH et R   1 kΩ.
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CONCLUSION ET PERSPECTIVES
6.1/ CONCLUSION
Au commencement de cette thèse, le double objectif qui m’a été confié consistait à
étudier expérimentalement les effets de différents stimuli, qu’ils soient déterministes ou
stochastiques, sur les réponses de deux structures électroniques distinctes. La première
d’entre elles, un oscillateur non linéaire de type FitzHugh-Nagumo, a également servi
d’élément de base à la conception de la seconde, obtenue quant à elle en couplant 45
de ces cellules élémentaires. À l’aide de ces dispositifs électroniques, mon projet consis-
tait alors à valider expérimentalement l’existence de divers phénomènes non linéaires,
apparaissant notamment dans différents modèles neuronaux. Concernant le modèle de
FitzHugh-Nagumo, rappelons que ces phénomènes étaient jusqu’alors essentiellement
décrits dans la littérature par le biais d’études théoriques et numériques.
Dans le chapitre 2 de ce manuscrit, suite à l’introduction du modèle théorique de
FitzHugh-Nagumo, nous avons établi la correspondance entre celui-ci et les équations dif-
férentielles qui régissent la dynamique des tensions d’intérêts de chacun de nos circuits.
Cette approche de développement électronique bio-inspiré nous a notamment permis de
proposer une démarche où nous avons systématiquement vérifié que les résultats obte-
nus lors de nos expérimentations étaient comparables à ceux issus de simulations nu-
mériques. Tout au long de cette thèse, nous avons ainsi pu prouver que les phénomènes
observés expérimentalement à partir de dispositifs électroniques étaient conformes à la
réalité.
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En régime déterministe, la première manifestation non linéaire qui a retenu notre at-
tention fut la résonance vibrationnelle [43]. En effet, avant cette thèse, l’essentiel des
confirmations expérimentales concernant ce phénomène étaient obtenues à partir d’un
système optique : une diode laser à cavité verticale émettant par la surface [52,100–104].
En dépit d’un état de l’art pourtant fourni et rapportant des études numériques accom-
plies sur le modèle de FitzHugh-Nagumo, aucun dispositif expérimental fidèle à ce mo-
dèle théorique n’était mentionné jusqu’alors. Seulement deux réalisations électroniques
étaient répertoriées : un dispositif non linéaire basé sur le circuit de Chua [47] et un cir-
cuit retranscrivant la dynamique d’un oscillateur de Duffing suramorti [98]. Nos lectures
nous ont ensuite naturellement mené à considérer de nouveaux paramètres de fonc-
tionnement, cela afin de mettre en avant des phénomènes non linéaires dérivés de la
résonance vibrationnelle, à savoir : la résonance fréquentielle [148] et la bi-résonance
vibrationnelle [147]. Cependant, dans le but d’étudier et de comprendre ces phénomènes
de résonance ayant pour point commun de se manifester en présence d’une excitation
bichromatique, nous avons d’abord été amenés à caractériser notre dispositif en pré-
sence d’excitations moins complexes : une tension continue et un signal sinusoïdal. En
effet, la considération de tels stimuli, bien que leurs effets sur le modèle de FitzHugh-
Nagumo soient déjà connus, fut nécessaire pour mieux appréhender la réponse du sys-
tème lorsque celui-ci est soumis à une excitation bichromatique.
Ainsi, en ouverture du chapitre 3 de ce manuscrit, en présence d’une tension continue,
nous avons rappelé et illustré les différents régimes de fonctionnement du modèle de
FitzHugh-Nagumo : bistable, excitable et oscillant. Dans la continuité, nous nous sommes
ensuite intéressés à la bifurcation d’Andronov-Hopf menant du mode excitable vers le
mode oscillant, et inversement. En nous appuyant sur des travaux théoriques réalisés
sur un système sensiblement différent du nôtre [75], nous avons déterminé les expres-
sions des valeurs critiques inférieures et supérieures de cette bifurcation en fonction des
paramètres de notre modèle. Les expressions théoriques ainsi établies ont ensuite été
validées au moyen de simulations numériques et d’expérimentations.
Dans la suite du chapitre 3, nous avons ajouté à la tension continue précédente une
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première composante sinusoïdale. Pour ce régime dynamique, nous avons commencé
par étudier l’encodage d’un tel stimulus. Nous avons notamment déterminé la zone où
les influences conjointes de la composante continue et des caractéristiques de l’onde si-
nusoïdale (amplitude, fréquence) ne permettent pas le déclenchement de potentiels d’ac-
tion en sortie du système. Ce type d’excitation, dite subliminale, nous a ensuite été utile
pour le paramétrage du dispositif lors de nos études mettant en œuvre un signal excita-
teur bichromatique. D’autre part, nous avons analysé les allures temporelles de la tension
de sortie du système en fonction des paramètres de l’excitation sinusoïdale. Nous avons
alors retrouvé les résultats déjà bien connus concernant la synchronisation du déclen-
chement des potentiels d’action, phénomène connu sous le nom de mode-locking [76].
Ces résultats ont pris toute leur importance lors d’une étude visant à prédire les multiples
résonances du système pouvant apparaître en régime d’excitation bichromatique.
Enfin, l’ajout de la seconde composante sinusoïdale nous a ramené à l’une des
études prépondérantes de ce manuscrit : la caractérisation de la réponse du modèle
de FitzHugh-Nagumo lorsqu’il est soumis à une excitation bichromatique déterministe.
Comme énoncé précédemment, la résonance vibrationnelle est le premier phénomène
sur lequel nous avons concentré notre attention. Celui-ci se manifeste lorsque la réponse
d’un système soumis à l’excitation de deux signaux de fréquences différentes est amé-
liorée pour une amplitude particulière du signal ayant la fréquence la plus élevée. Initia-
lement révélé par Landa P.S. et McClintock P.V.E. [43], la résonance vibrationnelle fait
encore à l’heure actuelle l’objet d’intenses recherches. Cependant, à ce jour, nos tra-
vaux constituent la seule considération expérimentale basée sur le modèle de FitzHugh-
Nagumo [56,199]. En premier lieu, nous avons vérifié qu’une valeur particulière de l’am-
plitude de la composante ayant la fréquence la plus élevée, permettait une génération
de potentiels d’action synchronisés avec la fréquence d’excitation la plus basse. Suite
à cette confirmation, nous avons cherché si cette amplitude particulière de la compo-
sante haute fréquence maximisait la présence de la basse fréquence dans le spectre
du signal de sortie de notre circuit. Nous avons alors constaté que le niveau atteint à la
basse fréquence de la réponse du système variait non linéairement selon l’amplitude de
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la composante haute fréquence qui était appliquée. En effet, une amplitude optimale de la
composante haute fréquence maximisait la présence de la composante basse fréquence
dans la réponse du système.
En ne considérant désormais plus la fréquence de la seconde composante sinusoï-
dale fixe, un nouveau phénomène non linéaire est apparu : la résonance fréquentielle.
L’originalité de ce phénomène réside essentiellement dans le fait que la résonance vi-
brationnelle peut être améliorée si la fréquence haute d’excitation est égale à l’un des
multiples ou sous-multiples de la fréquence basse d’excitation. Lorsque nous avons initié
nos travaux sur ce phénomène, la littérature faisait simplement état de simulations nu-
mériques réalisées sur un modèle d’oscillateur suramorti bistable [148]. De ce fait, nous
avons proposé d’étudier numériquement et expérimentalement ce phénomène au travers
du modèle de FitzHugh-Nagumo [55, 200]. En analysant l’évolution de la réponse à la
basse fréquence d’excitation dans le spectre du signal de sortie du système en fonc-
tion des effets simultanés de l’amplitude et de la fréquence de la seconde composante
sinusoïdale, nous avons notamment montré que pour chaque fréquence considérée, il
existe une amplitude qui maximise cette composante spectrale. Par ailleurs, il est ap-
paru que pour quelques valeurs spécifiques de la fréquence de la seconde composante
sinusoïdale, lorsque celle-ci est sous-multiple, égale ou multiple de la fréquence basse
d’excitation, la résonance vibrationnelle pouvait être nettement améliorée.
La dernière étude que nous avons menée en régime déterministe sur l’oscillateur élé-
mentaire porte sur la bi-résonance vibrationnelle. Cet effet se manifeste en présence
d’une excitation bichromatique, lorsque plusieurs maxima locaux sont atteints à la basse
fréquence d’excitation dans la réponse du système, selon la fréquence et l’amplitude
de la seconde composante sinusoïdale. Tout comme la résonance fréquentielle, la bi-
résonance vibrationnelle peut être vue comme un phénomène dérivé de la résonance
vibrationnelle. Cependant, la bi-résonance vibrationnelle se distingue des autres phéno-
mènes par le fait que les deux fréquences d’excitation sont désormais très éloignées
l’une de l’autre. Suite à une étude purement numérique où Yang L. et al. montraient, à
partir d’un modèle de FitzHugh-Nagumo seuillé, que les résonances de la réponse d’un
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système excitable pouvaient être prédites par les changements de mode-locking [147],
nous avons pu confirmer expérimentalement que le fonctionnement du système en ré-
gime d’excitation monochromatique permettait bien de prédire la multi-résonance vibra-
tionnelle observée à partir d’un signal excitateur bichromatique.
Dans le chapitre 4 de ce manuscrit, nous avons montré que le bruit pouvait aussi provo-
quer des réponses particulières dans les systèmes non linéaires. Comme dans le chapitre
3, nous avons commencé par considérer l’excitation stochastique la plus simple possible,
puis nous l’avons progressivement complexifiée en lui ajoutant, une à une, chacune des
composantes sinusoïdales. Pour chacun des stimuli ainsi obtenus, nous nous sommes
attachés à montrer les phénomènes se déclenchant dans de telles conditions d’excita-
tion. Ainsi, nous avons successivement évoqué la résonance cohérente, la résonance
stochastique, les effets du bruit sur la résonance vibrationnelle et enfin la résonance sto-
chastique fantôme. Le nombre considérable de contributions faisant état de simulations
de systèmes neuronaux ou d’expérimentations réalisées à partir de circuits électroniques
dans le cadre des deux premiers phénomènes cités nous a mené à concentrer notre at-
tention sur les deux suivants. La considération d’une excitation bichromatique bruitée
nous a notamment donné l’occasion d’étudier des phénomènes illustrant la riche dyna-
mique du modèle de FitzHugh-Nagumo.
Tout d’abord, nous avons proposé une étude complémentaire sur la résonance vibra-
tionnelle en nous intéressant aux effets du bruit sur la réponse du système à la fréquence
basse du stimulus d’excitation. Afin d’établir les conditions d’existence du phénomène de
résonance vibrationnelle dans un milieu bruité, nous avons successivement considéré
différentes amplitudes d’un bruit blanc lorsque l’amplitude du signal haute fréquence va-
rie, puis nous avons étudié le comportement du spectre d’amplitude du signal de sortie
du système à la fréquence basse d’excitation. Au vu des allures résonantes obtenues
pour les faibles valeurs de bruit, nous avons conclu que le bruit n’était pas un frein à la
manifestation de la résonance vibrationnelle. Cependant, nous avons constaté que plus
les valeurs de l’amplitude de bruit étaient importantes, plus les niveaux atteints par la
réponse du système à la basse fréquence d’excitation diminuaient. De ce fait, c’est en
128 CHAPITRE 6. CONCLUSION ET PERSPECTIVES
régime déterministe que nous avons observé la meilleure résonance vibrationnelle. En
revanche, il est apparu que dans un milieu fortement bruité, le phénomène disparaissait
totalement. Plus précisément, nous avons déterminé la valeur critique de l’amplitude de
bruit pour laquelle la résonance vibrationnelle ne pouvait plus se manifester. Par la suite,
en figeant successivement différentes amplitudes de la composante haute fréquence,
nous avons constaté que l’amélioration par le bruit de la détection de la composante
basse fréquence n’était possible qu’en cas de paramétrage déterministe sous-optimal.
Dans ce cas, le bruit a pu être d’autant plus bénéfique, que l’amplitude de la composante
haute fréquence était éloignée de celle qui maximisait la réponse du système en régime
déterministe. Enfin, nous avons tiré les mêmes conclusions, que ce soit en présence d’un
bruit coloré ou d’un bruit blanc. Par ailleurs, les effets de la coloration du bruit à propre-
ment parler ont révélé que les niveaux atteints par la réponse du système à la basse
fréquence d’excitation étaient d’autant plus faibles que le temps de corrélation du bruit
était important.
Pour une toute autre configuration de l’excitation bichromatique, nous nous sommes
ensuite intéressés à l’émergence dans la réponse du système d’une fréquence absente
du signal excitateur pour une quantité optimale de bruit : c’est le phénomène de réso-
nance stochastique fantôme. En 2002, Chialvo D.R. et al. ont établi une relation théo-
rique permettant d’estimer la valeur théorique de la fréquence de résonance, que les fré-
quences d’entrée soient harmoniques ou inharmoniques [157]. Le modèle de FitzHugh-
Nagumo n’ayant pas encore été considéré expérimentalement, nous nous sommes donc
proposés de caractériser cet effet dans notre dispositif expérimental, en présence d’un
bruit blanc ou coloré [57,201].
Dans le cas de fréquences d’excitation harmoniques, en considérant des sources de
bruit blanc puis coloré, nous avons montré qu’une quantité optimale de bruit permettait
de maximiser la présence de la fréquence fantôme dans le spectre du signal de sortie du
système. Puis, de façon plus conventionnelle pour ce phénomène, nous nous sommes
intéressés à l’analyse statistique du signal de sortie de notre système. À nouveau, nous
avons observé qu’une valeur adéquate d’un bruit blanc ou coloré permettait d’augmenter
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la probabilité d’observer un déclenchement de potentiels d’action synchronisés avec la
fréquence fantôme.
Enfin, dans le cas de fréquences d’excitation inharmoniques, c’est-à-dire présentant un
décalage fréquentiel, nous avons montré par une analyse statistique que le déclenche-
ment des potentiels d’action était conforme à la prédiction des fréquences de résonance
théoriques énoncée par Chialvo D.R. et al. [157].
Le chapitre 5 du présent manuscrit était consacré à l’étude de la structure couplée dé-
veloppée au cours de cette thèse. Nous nous sommes attachés à étudier la propagation
d’une information basse fréquence dans la ligne électrique, en considérant successive-
ment l’apport d’une perturbation déterministe haute fréquence, puis d’une perturbation
stochastique.
En soumettant les premières cellules de la ligne à une information basse fréquence
subliminale, nous avons établi que la composante haute fréquence permettait de propa-
ger cette information jusqu’à des cellules où elle n’était pas appliquée. Ce phénomène
est connu dans la littérature sous le nom de propagation vibrationnelle [47]. Que ce soit
dans le domaine temporel ou fréquentiel, nous avons montré qu’une amplitude particu-
lière de la composante haute fréquence maximisait la présence de la composante basse
fréquence en bout de ligne. Sur les cellules où l’information n’était pas appliquée, cela
s’est traduit dans le domaine temporel par la génération de potentiels d’action synchroni-
sés avec la composante basse fréquence, tandis que dans le domaine fréquentiel, cela
s’est manifesté par l’émergence, dans les spectres, d’une raie à cette fréquence. Suite
à l’obtention de ces résultats, nous nous sommes attachés à analyser les effets du cou-
plage sur la propagation de l’information. Nous avons établi qu’un couplage respective-
ment faible ou fort entre deux cellules voisines, empêchait ou favorisait la propagation de
l’information dans la ligne.
Concernant la perturbation stochastique, nous avons successivement considéré des
bruits temporel et spatio-temporel. Pour chacune de ces sources de bruit, nous avons
discerné deux cas, l’un correspondant à un paramétrage déterministe sous-optimal de la
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ligne électrique, l’autre correspondant quant à lui à une configuration quasi-optimale de
la ligne électrique. Pour une configuration sous-optimale, les deux sources de bruit nous
ont permis de montrer qu’une source de fluctuations aléatoires pouvait se substituer, en
partie, à la perturbation déterministe haute fréquence et ainsi favoriser la propagation de
l’information en bout de ligne. En revanche, pour un milieu paramétré de façon quasi-
optimale, nous avons constaté qu’aucun bénéfice n’était à attendre du bruit. À mesure
que celui-ci augmente, la propagation de la composante basse fréquence est dégradée.
Enfin, pour une configuration initiale donnée, la comparaison des résultats obtenus à
partir de sources de bruit temporel et spatio-temporel a permis de tirer deux conclusions.
Premièrement, le bruit spatio-temporel permet d’obtenir des rapports signal sur bruit en
bout de ligne supérieurs à ceux obtenus avec un bruit temporel. Deuxièmement, une plus
large gamme d’amplitude du bruit spatio-temporel favorise la propagation de l’information
en bout de ligne.
6.2/ PERSPECTIVES
À ce jour, les perspectives envisageables en prolongement de nos recherches sont
de deux types. Certaines viendront compléter les analyses initiées pendant cette thèse
tandis que d’autres pointeront sur de nouveaux phénomènes.
Concernant le premier axe de développement, conformément aux études envisagées
dès la conception de la structure couplée [58], il sera intéressant d’étudier les effets de
l’inhomogénéité du couplage dans la ligne sur la propagation de l’information. Dans un
second temps, à l’image de nombreux travaux qui montrent l’occurrence de la résonance
vibrationnelle dans des structures de neurones couplés, nous pensons qu’il nous sera
possible de proposer une étude expérimentale réalisée sur diverses topologies de réseau
[193].
Dans le cadre d’une cellule élémentaire, des études complémentaires pourront être
proposées sur le phénomène de résonance stochastique fantôme, notamment en propo-
sant des expérimentations avec un signal excitateur comprenant plus de deux compo-
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santes. Par ailleurs, il serait également intéressant de mettre en œuvre une résonance
fantôme déterministe, obtenue à partir d’un paramétrage initial suprathreshold [185].
Enfin, une autre piste nous mène à un nouveau phénomène peu étudié jusqu’alors,
la diversity-induced resonance [202]. Ce phénomène tend à montrer qu’une disparité
intermédiaire entre les différents éléments d’une structure couplée permet d’améliorer
la réponse du système à une excitation subliminale. Ce phénomène permet notamment
un rapprochement avec la réalité, où les systèmes naturels qui composent un ensemble
présentent des disparités.
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A
GÉNÉRATION DU COURANT NON
LINÉAIRE INLV
De nombreux travaux ont porté sur la réalisation de circuits électroniques non linéaires.
Pour ces circuits, la principale difficulté repose sur le développement d’éléments présen-
tant des caractéristiques courant-tension non linéaires. Parmi les solutions existantes,
l’une des techniques de conception consiste à utiliser des multiplieurs analogiques pour
fournir la caractéristique polynomiale désirée [36,37,98,204]. Dans cette thèse, la carac-
téristique courant-tension nécessaire à la construction de l’oscillateur de type FitzHugh-
Nagumo présenté au chapitre 2 obéit à INLV    VV aV bV~R0. Nous détaillons
dans cette annexe la façon dont est obtenu ce courant à l’aide de multiplieurs analo-
giques.
A.1/ PRINCIPE DE GÉNÉRATION DU COURANT NON LINÉAIRE
Générateur de fonction
     polynômiale P(V)
R0
V VS = P(V)
E S
v
INL(V)
RNL
INL(V)
E
v
V ≡
FIGURE A.1 – Modélisation de l’élément non linéaire RNL de l’oscillateur de FitzHugh-Nagumo, permettant
de déterminer la fonction polynômiale nécessaire à l’obtention du courant non linéaire INLV.
Selon le principe illustré sur la FIGURE A.1 [204], il s’agit de reboucler la sortie PV
d’un générateur de fonction polynomiale à son entrée V, par l’intermédiaire d’un élément
résistif R0. D’après la loi des mailles, nous obtenons la relation :
PV   V  R0INLV. (A.1)
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166 ANNEXE A. GÉNÉRATION DU COURANT NON LINÉAIRE INLV
En ce qui nous concerne, afin de retranscrire la non-linéarité du modèle théorique de
FitzHugh-Nagumo, il nous a fallu obtenir un courant INLV obéissant à :
INLV   VV  aV  b  VR0 . (A.2)
En substituant le courant (A.2) dans l’expression (A.1), le polynôme PV à produire
devait être de la forme :
PV   2V  VV  aV  b. (A.3)
Pour reproduire expérimentalement l’expression théorique (A.3) du polynôme PV, un
montage à base d’amplificateurs opérationnels et de multiplieurs analogiques à été mis
en œuvre. La suite de cette annexe est consacrée au détail de la structure proposée.
A.2/ COURANT NON LINÉAIRE EXPÉRIMENTAL
Comme le montre la FIGURE A.2, la structure qui compose l’élément non linéaire RNL
peut être scindée en trois blocs distincts :
- bloc I : création d’une fonction carrée de la forme W1   V  aV  b,
- bloc II : création d’une fonction cubique de la forme W2   VV  aV  b,
- bloc III : mise en forme de la fonction cubique pour obtenir le polyôme PV décrit
par la relation (A.3).
Les sorties des blocs I, II et III sont respectivement notées W1, W2 et PV. Les fonction-
nements de ces blocs sont détaillés ci-après.
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FIGURE A.2 – Élément non linéaire RNL de l’oscillateur électronique de type FitzHugh-Nagumo permettant
d’obtenir le courant INLV décrit par la relation (A.2).
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A.2.1/ FONCTION CARRÉE DE LA FORME W1   V  aV  b
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FIGURE A.3 – Connexions du multiplieur analogique AD633JN pour réaliser un montage variable scale
factor (facteur d’échelle variable) selon la documentation du constructeur [203].
La documentation constructeur de l’AD633JN nous indique qu’avec un montage tel
que celui présenté sur la FIGURE A.3, la fonction de transfert du multiplieur analogique
comporte un facteur d’échelle 1~10 V1 et obéit à :
W  
X1  X2Y1  Y2
10V
.
R1  R2
R1
 S , (A.4)
avec R1 B 1 kΩ et R2 B 100kΩ.
En imposant S   0 V, R1   1 kΩ et R2   9 kΩ, le facteur d’échelle 1~10 V1 des multiplieurs
analogiques est compensé et la sortie W se réduit alors à W   X1  X2Y1  Y2. En
procédant de la sorte, concernant le multiplieur analogique présent dans le bloc I de la
FIGURE A.2, la sortie W1 s’exprime en fonction des entrées :
W1   V  aV  b. (A.5)
A.2.2/ FONCTION CUBIQUE DE LA FORME W2   VV  aV  b
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FIGURE A.4 – Connexions basiques du multiplieur analogique AD633JN pour réaliser une multiplication
selon la documentation du constructeur [203].
La documentation constructeur de l’AD633JN [203] nous indique qu’avec une configu-
ration telle que celle présentée sur la FIGURE A.4, la fonction de transfert du multiplieur
analogique est la suivante :
W  
X1  X2Y1  Y2
10V
 Z (A.6)
Ainsi, en reliant à la masse les broches 2, 4 et 6 correspondant respectivement aux en-
trées X1, X2 et Z, la sortie W2 du bloc II de la FIGURE A.2 est égale à :
W2  
VV  aV  b
10
. (A.7)
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A.2.3/ MISE EN FORME DE LA FONCTION CUBIQUE POUR OBTENIR LE POLY-
NÔME PV
10kΩ1kΩ
1kΩ
4.5kΩ _
P(V)
V +
R1 R2
R3
R4
W2
FIGURE A.5 – Amplificateur de différence pour la mise en forme du polynôme PV.
Le bloc III de la FIGURE A.2 est un montage amplificateur de différence réalisé à partir
d’un simple amplificateur opérationnel de type TL081CN. Sur ce montage, repris sur la
FIGURE A.5 ci-dessus, du fait de la contre-réaction négative, la sortie PV peut être
obtenue très simplement sous la forme suivante :
PV   R1  R2
R1
R4
R3  R4
V 
R2
R1
W2. (A.8)
En considérant R1   1 kΩ, R2   10 kΩ, R3   4.5 kΩ, R4   1 kΩ et en remplaçant W2 par
son expression (A.7), l’expression de PV devient :
PV   2V  VV  aV  b. (A.9)
L’expression expérimentale du polynôme PV, décrite par l’équation (A.9), correspond
alors à la relation théorique (A.3) définie précédemment. Cette correspondance peut être
vérifiée sur la caractéristique courant-tension présentée sur la FIGURE A.6. En effet, il ap-
paraît que les points issus de mesures expérimentales (croix) sont superposés à la pré-
diction théorique tracée en trait plein. La structure électronique proposée pour construire
l’élément RNL permet donc une modélisation fidèle de la non linéarité nécessaire au mo-
dèle normalisé de FitzHugh-Nagumo.
-2 0 2
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V [V]
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]
FIGURE A.6 – Caractéristique courant-tension de la résistance non linéaire RNL avec a   2.03 V, b  
2.53 V et R0   1.33 kΩ.
B
SCHÉMAS ÉLECTRIQUES DE LA
CELLULE ÉLÉMENTAIRE ET DE LA
LIGNE
Dans cette annexe, nous introduisons les schémas électriques ayant servis à la
conception des dispositifs électroniques développés pendant cette thèse. Ainsi, dans
les parties B.1 et B.2, nous présentons respectivement les schémas saisis par Matthieu
Rossé, assistant ingénieur au laboratoire LE2I, pour la conception de l’oscillateur élé-
mentaire de type FitzHugh-Nagumo et de la ligne électrique.
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B.1/ CELLULE ÉLÉMENTAIRE
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C
ARCHITECTURE ÉLECTRONIQUE DE LA
CARTE DE MIXAGE DES EXCITATIONS
C.1/ DESCRIPTION DE LA CARTE DE MIXAGE DES EXCITATIONS
Dans cette annexe, nous présentons l’architecture électronique proposée pour produire
les différentes excitations utilisées tout au long de la thèse, que ce soit pour l’oscillateur
élémentaire ou la ligne constituée d’oscillateurs couplés. En ce qui concerne le signal
Et excitant l’oscillateur élémentaire de type FitzHugh-Nagumo, il pourra être obtenu
simplement à partir du montage sommateur encadré en pointillés sur la FIGURE C.1,
tandis que l’ensemble des signaux excitateurs Ent nécessaires aux études du com-
portement de la ligne électrique sera généré à partir de la totalité des blocs constituant
la carte de mixage des excitations de la FIGURE C.1. La composition du circuit est la
suivante :
- Trois entrées notées d1, d2 et d3 reçoivent les composantes déterministes des ex-
citations Et et Ent que nous souhaitons générer. Pour rappel, dans leurs ver-
sions déterministes respectives, ces excitations peuvent être composées de la
combinaison d’une tension continue (d1) et d’un ou deux signaux sinusoïdaux (d2
et d3) de fréquences différentes. L’entrée d4 permettant l’ajout d’une composante
supplémentaire ne sera pas utilisée au cours de cette thèse.
- Ces entrées (d1, d2, d3 et d4) sont immédiatement suivies d’interrupteurs indépen-
dants, notés K1, K2, K3 et K4. Ceux-ci permettent de créer n’importe quelle com-
binaison en appliquant, ou non, les différentes composantes déterministes sur les
entrées des montages sommateurs.
- Quatre entrées notées η1, η2, η3 et η4 reçoivent quant à elles les composantes
stochastiques des excitations Et et Ent que nous souhaitons générer. Deux
raisons nous ont amené à utiliser quatre entrées : premièrement, lorsqu’un même
bruit est appliqué sur les différentes cellules de la ligne électrique, nous évitons les
problèmes liés à la consommation de courant en utilisant les sorties de plusieurs
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FIGURE C.1 – Schéma électrique de la carte de mixage des excitations. L’excitation Et nécessaire à
la cellule élémentaire est générée à partir du circuit encadré en pointillés. Les excitations Ent nécessaires
aux cellules de la ligne électrique seront disponibles sur les huit sorties de cette carte.
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FIGURE C.2 – Photographie de la carte de mixage des excitations.
amplificateurs opérationnels ; deuxièmement, cela nous offre la possibilité d’appli-
quer des bruits qui ne sont pas identiques sur les différentes cellules ; la source
de bruit est alors appelée spatio-temporelle.
- Pour un bruit ηk avec k=1, 2, 3 ou 4, deux étages apparaissent successivement :
un étage d’amplification faisant intervenir une résistance Rbk et un potentiomètre
Pbk, suivi d’un étage de coloration du bruit lorsque l’interrupteur Kbk est orienté
vers le bas ; le bruit reste blanc sinon. La coloration du bruit est réalisée au moyen
d’un filtre passe-bas passif faisant intervenir un potentiomètre Pk et une capacité
Ck.
- Après une adaptation d’impédance réalisée par un montage suiveur, les entrées
η1, η2, η3 et η4, éventuellement amplifiées et/ou filtrées, sont suivies d’interrupteurs
notés I1, I2, I3 et I4 qui permettent d’appliquer, ou non, les différentes compo-
santes stochastiques sur les entrées des montages sommateurs. Bien qu’ils ne
soient pas structurellement liés, en pratique, nous considérerons toujours que les
interrupteurs Kb1, Kb2, Kb3 et Kb4 fonctionnent ensemble.
À partir des quatre signaux déterministes d1, d2, d3 et d4 disponibles après les inter-
rupteurs K1, K2, K3 et K4 et des quatres fluctuations aléatoires disponibles après les
interrupteurs I1, I2, I3 et I4, la carte de mixage des excitations, dont la réalisation pratique
est présentée sur la FIGURE C.2, produit les différents signaux excitateurs nécessaires à
nos études sur la structure couplée :
- Quatre signaux de sortie sont repérés S 1, S 2, S 3 et S 4. D’après la FIGURE C.1,
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selon les états des différents interrupteurs Kn et Kbk (0 si ouvert et 1 si fermé), les
sorties S k prennent la forme suivante :
S k   
n 4
Q
n 1
Kndn   ηwkKbk  ηck1  Kbk .Ik, (C.1)
avec k=1, 2, 3 ou 4, et où Ik représente l’état de l’interrupteur qui permet d’ajouter,
ou non, les différentes sources de bruit, offrant ainsi la possibilité de produire des
excitations purement déterministes. Comme énoncé précédemment, le bruit intro-
duit sera blanc (ηwk) ou coloré (ηck) selon la position de l’interrupteur préliminaire
Kbk.
Nous constatons alors que les composantes déterministes de chacun des signaux
S k seront identiques, seules les composantes stochastiques des signaux S k chan-
geront lorsque k variera. Ainsi, nous retrouverons η1 dans la sortie S 1, η2 dans la
sortie S 2, etc.
- Quatre signaux de sortie sont repérés S 1, S

2, S

3 et S

4. Ils seront les mêmes que
les excitations S k, à l’exception que le signal sinusoïdal déterministe (basse fré-
quence) appliqué sur l’entrée d2 ne sera pas ajouté. L’expression (C.1) devient
alors :
S k    Q
n>1,3,4
Kndn   ηwkKbk  ηck1  Kbk .Ik, (C.2)
avec k=1, 2, 3 ou 4.
À partir de la structure proposée sur la FIGURE C.1, nous obtenons alors les excita-
tions bichromatiques (S k) et les excitations monochromatiques (S k) que nous applique-
rons respectivement sur les premières cellules (n B Iexc) et les suivantes (n A Iexc). Pour
pallier l’infériorité du nombre de signaux fournis par la carte de mixage des excitations par
rapport au nombre de cellules à exciter, chaque signal sera appliqué avec une périodicité
de quatre cellules.
Dans la partie C.2 suivante, nous présentons le schéma électrique saisi par Matthieu
Rossé, assistant ingénieur au laboratoire LE2I, pour la conception de cette carte de
mixage des excitations.
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Résumé :
Ce manuscrit présente des travaux de recherche visant à montrer les possibles effets bénéfiques de
perturbations déterministes ou stochastiques sur la réponse de différents systèmes non linéaires. À cet effet,
des études numériques et expérimentales sont conjointement proposées sur deux structures distinctes : un
oscillateur électronique élémentaire de type FitzHugh-Nagumo et une ligne électrique constituée de 45 de ces
oscillateurs couplés résistivement.
Dans un premier temps, la caractérisation de l’oscillateur élémentaire est réalisée en régime déterministe. En
présence d’une excitation bichromatique, c’est-à-dire constituée de deux fréquences, il est notamment montré
que lorsque la composante de fréquence la plus faible est subliminale, sa détection en sortie du système
peut être maximisée pour une amplitude particulière de la seconde composante, qui agit alors comme une
perturbation haute fréquence. Par la suite, il est établi que ce phénomène de résonance vibrationnelle peut
être amélioré pour quelques fréquences spécifiques de cette perturbation déterministe ; on parle alors de
résonance fréquentielle. Par ailleurs, en introduisant une composante stochastique dans l’excitation, les effets
induits par des sources de bruit blanc et coloré sur la résonance vibrationnelle sont d’abord exposés. Puis, pour
une toute autre configuration de l’excitation bichromatique, l’attention est ensuite portée sur le phénomène de
résonance stochastique fantôme. Contrairement aux autres phénomènes de résonance introduits dans ce
manuscrit, celui-ci se distingue par le fait que la fréquence d’intérêt en sortie du système ne fait désormais
plus partie du stimulus d’excitation.
Enfin, la dernière partie de ce manuscrit est consacrée à l’étude de la structure couplée. Il est montré que
la propagation d’une information à travers les cellules de la ligne peut être améliorée via les phénomènes
de propagation vibrationnelle et de propagation assistée par le bruit. Ceux-ci se produisent sous certaines
conditions, lorsque le système est respectivement sous l’influence d’une perturbation déterministe haute
fréquence ou d’une source de bruit.
Mots-clés : dynamique non linéaire, FitzHugh-Nagumo, circuit électronique, perturbation déterministe, bruit
blanc, bruit coloré, processus d’Ornstein-Uhlenbeck, résonance vibrationnelle, résonance fré-
quentielle, résonance stochastique fantôme, propagation vibrationnelle, propagation assistée
par le bruit.
Abstract:
This manuscript presents research aiming to show possible positive effects of deterministic and stochastic
perturbations on the responses of different nonlinear systems. To that end, both numerical and experimental
studies were carried out on two kinds of structures : an elementary electronic FitzHugh-Nagumo oscillator and
an electrical line developed by resistively coupling 45 elementary cells.
In the first section, the elementary cell characterization was undertaken in a deterministic regime. In the
presence of a bichromatic stimulus, it is shown that when the low frequency component is subthreshold,
its detection can be maximized for an optimal magnitude of the second component thanks to vibrational
resonance. Next, it is established that this resonance may be enhanced for specific frequencies of the second
component ; this phenomenon is referred to as frequency resonance. Furthermore, white and colored noise
sources effects on vibrational resonance are reported. Then, for any other bichromatic excitation configuration,
attention was focused on ghost stochastic resonance. Contrary to the other phenomena introduced in this
manuscript, this one differs in the fact that the frequency of interest in the system output is here not applied on
the input.
Finally, the last part of the manuscript is devoted to the study of the coupled structure. It is shown that
information propagation through line cells can be enhanced by vibrational propagation and noise assisted
propagation phenomena. These nonlinear effects respectively occur when the system is under a high
frequency deterministic perturbation or a random noise source.
Keywords: nonlinear dynamics, FitzHugh-Nagumo, electronic circuit, deterministic perturbation, white noise,
colored noise, Ornstein-Uhlenbeck process, vibrational resonance, frequency resonance, ghost
stochastic resonance, vibrational propagation, noise assisted propagation.
