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1. Introduction
Let X and Y be complex Banach spaces. We denote the set of all bounded linear operators from X
into Y byB(X, Y) and byB(X)whenX = Y . ForA ∈ B(X, Y), letσ(A),R(A) andN (A) be the spectrum,
the range and the null space of A, respectively. The identity on X is denoted by IX or I if there does not
exist confusion. If the lower limit of a sum is bigger than its upper limit, we always define the sum to
be 0. For example, we define sum
∑k−2
l=1 ∗ = 0 for k ≤ 2. We also use A0 = I for any operator A.
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Recall that an element B ∈ B(X) is the Drazin inverse of A ∈ B(X) provided that
Ak+1B = Ak, BAB = B and AB = BA
hold for some nonnegative integer k. The smallest k in the previous definition is called the Drazin
index of A, and will be denoted by ind(A). If A has the Drazin inverse, then the Drazin inverse of A is
unique and is denoted by AD. It is well-known that, if A ∈ B(X) has the Drazin inverse, then 0 is not the
accumulation point of the spectrum σ(A) (see [4,26,27]). In the case where ind(A) ≤ 1, AD is called
the group inverse of A and is denoted by A#. In particular, A is invertible if and only if ind(A) = 0. If A is
Drazin invertible, then the spectral idempotent Aπ of A corresponding to {0} is given by Aπ = I−AAD.
The operatormatrix formofAwith respect to the space decompositionX = N (Aπ )⊕R(Aπ ) is defined
by A = A1 ⊕ A2, where A1 is invertible and A2 is nilpotent (see [1,3,35]).





with bounded linear operators A ∈ B(X), B ∈ B(Y, X), C ∈ B(X, Y) and D ∈ B(Y). The Drazin inverse
has applications in a number of areas such as differential and difference equations, Markov chains and
control theory (see [4]). Many authors (see [1,3,6–23,26,25,27,30,32,33,35–42]) have considered this
problem and presented formulae for the Drazin inverse under specific conditions. We list some cases:
(i) BC = 0, DC = 0 (see [19]);
(ii) BCA = 0, BD = 0 and BC nilpotent (see [9] );
(iii) BC = 0, BDC = 0 and BD2 = 0 (see [25]);
(iv) A = I, DC = 0 ( or BD = 0), (see [7]);
(v) SπCAD = 0, AπBSD = 0, SDCAπ = 0, ADBSπ = 0 (see [18]);
(vi) AAπB = 0, CAπB = 0, BCAAD = 0, DCAAD = 0 (see [32]).
The Schur complement S = D − CA−1B is a basic tool in many areas of matrix analysis, and is a rich
source of matrix inequalities. When it is extended to more general settings, the generalized Schur
complement S = D − CADB plays an important role in the representations for MD and M# (see
[1,3,10,18–22,29–33,35–41]). The idea of using the Schur complement technique to deal with matrix
problems is classical. It was certainly known by Sylvester in 1851 [39], and probably due to Gauss. A
famous determinantal identity presented by Schur in 1917 [37] was referred to as the formula of Schur
by Gantmacher [28, p. 46]. Since then, many properties and applications of the Schur complement
(resp. generalized Schur complement) were established and can be found in [1–4,10,11,18,30,35,43].
The Drazin inverses for generalized Schur complement S = D − CADB being nonsingular or S = 0
have been studied by Wei [40], Wei and Diao [41] and Miao [36]. Hartwig et al. in [30, Theorem 4.1]
gave an expression for theDrazin inverse ofM under the assumptions S = 0, CAπB = 0 and AAπB = 0.
Deng et al. [22] obtained the explicit representations forMD under the case that,
CAπB = 0, BCAπ = 0, CAAπ = DCAπ and S is either nonsingular or zero.
Martínez-Serrano and Castro-González in [35] gave representations forMD under different one-sided
conditions,
(i) A2AπB = 0, CAAπB = 0, BCAπB = 0 and S = 0;
(ii) CAπB = 0, CAAπB = 0, A2AπB = 0 and S is nonsingular,
which generalize the results in [30]. In a recent paper [10, Theorems 2.2 and 2.6], Castro-González and
Martínez-Serrano presented expressions for the Drazin inverse MD in the case when S = D − CADB
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is group invertible. Also, they developed conditions under which the group inverse M# exists and
obtained a formula for its computation.
The aim of this paper is to establish explicit representations for the Drazin inverse MD and the
group inverseM# under the more general case that S = D − CADB is Drazin invertible, which covers
the cases that S is group invertible or S is equal to zero. The formulae for the Drazin inverse and the
group inverse of 2 × 2 block-operator matrix under some conditions are obtained.
To conclude this section, we recall the following properties of Drazin inverse, which will be used
later.
Lemma 1. Let A ∈ B(X) be Drazin invertible and ind(A) = n.
(i) If there exists an invertible operator S such that SAS−1 = B, then ind(B) = n.
(ii) For a nonnegative integer m, Am+1AD = Am if and only if m ≥ n.
(iii) A− A2AD is nilpotent and ind(A− A2AD) = n. In particular, A− A2AD = 0 if and only if A is group
invertible.
2. Splitting
Throughout this paper, some notations are used. LetM be defined as in (1.1), A and the generalized
Schur complement S = D − CADB be Drazin invertible with ind(A) = m and ind(S) = n. Let
X1 = N (Aπ ), X2 = R(Aπ ), Y1 = N (Sπ ) and Y2 = R(Sπ ).
Then X = X1 ⊕ X2 and Y = Y1 ⊕ Y2. In this case, A and S have the forms
A = A1 ⊕ A2 with A1 invertible, Am2 = 0 and AD = A−11 ⊕ 0,
S = S1 ⊕ S2 with S1 invertible, Sn2 = 0 and SD = S−11 ⊕ 0.
(2.1)
Using the decomposition X ⊕ Y = X1 ⊕ X2 ⊕ Y1 ⊕ Y2, we have
M =
⎛⎜⎜⎜⎜⎜⎜⎝
A1 0 B1 B3
0 A2 B4 B2
C1 C3 D1 D3














Since the generalized Schur complement is,












⎛⎝D1 − C1A−11 B1 D3 − C1A−11 B3
D4 − C4A−11 B1 D2 − C4A−11 B3
⎞⎠ .
Comparing the two sides of the above equation, we have
D1 = C1A−11 B1 + S1, D2 = C4A−11 B3 + S2, D3 = C1A−11 B3 and D4 = C4A−11 B1.
Define I0 = I⊕
⎛⎝0 I
I 0
⎞⎠⊕ I. It is clear that I0, an operator from X1⊕X2⊕Y1⊕Y2 onto X1⊕Y1⊕X2⊕Y2,
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I0MI0 =
⎛⎜⎜⎜⎜⎜⎜⎝
I 0 0 0
0 0 I 0
0 I 0 0
0 0 0 I
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
A1 0 B1 B3
0 A2 B4 B2
C1 C3 C1A
−1





1 B3 + S2
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
I 0 0 0
0 0 I 0
0 I 0 0




A1 B1 0 B3
C1 C1A
−1
1 B1 + S1 C3 C1A−11 B3
0 B4 A2 B2
C4 C4A
−1
1 B1 C2 C4A
−1











1 B1 + S1










1 B3 + S2








M = I0M0I0 = I0
⎛⎝A0 B0
C0 D0




A role of I0 is to re-arrange the blocks of a 4× 4 matrixM. The same sub-blocks in A, B, C and D build
up new matrices A0, B0, C0 and D0, respectively. For example, the elements in B0 come from all the
(1, 2)-blocks of A, B, C andD, respectively. Such re-arrangement is reversible. I0 can recover all entries






A1 0 B1 0
0 0 0 0
C1 0 D1 0
0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎠ =
⎛⎝ A(I − Aπ ) (I − Aπ )B(I − Sπ )







0 0 0 B3
0 0 0 0
0 C3 0 D3
0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎠ =
⎛⎝ 0 (I − Aπ )BSπ







0 0 0 0
0 0 B4 0
0 0 0 0
C4 0 D4 0
⎞⎟⎟⎟⎟⎟⎟⎠ =
⎛⎝ 0 AπB(I − Sπ )
SπC(I − Aπ ) SπD(I − Sπ )
⎞⎠ ,
(2.6)






0 0 0 0
0 A2 0 B2
0 0 0 0





Basedonthis technique,wecanpresentanexpression for the inverseofA0.Since theSchurcomplement
of A1 in A0 is (C1A
−1





⎛⎝A−11 + A−11 B1S−11 C1A−11 −A−11 B1S−11
−S−11 C1A−11 S−11
⎞⎠ . (2.7)
The expression (2.7) is named as the Banachiewicz–Schur form of the operator A0 and can be found in


























Using the rearrangement of I0 and the representations in (2.1) and (2.2), we get
R =
⎛⎝AD + ADBSDCAD −ADBSD
−SDCAD SD
⎞⎠ . (2.10)
The expression (2.10) is called the generalized-Banachiewicz-Schur form of the operatorM and can be
found in some recent papers (see [10,21,30,35,40]). In particular, if ind(A) ≤ 1 and ind(S) ≤ 1, R can
be rewritten as
R =
⎛⎝A# + A#BS#CA# −A#BS#
−S#CA# S#
⎞⎠ .
For convenience, we still say that R has the form (2.10) in this special case. Next we introduce one
lemma which will be used later.












⎞⎠ = A˜R and RA˜R = R.
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⎛⎝AAπ − AπBSDCAπ AπBSπ
SπCAπ SSπ
⎞⎠ and Φ˜ = A˜2+ B˜Γ˜ π C˜+
⎛⎝Aπ 0
0 Sπ
⎞⎠. Using the re-arrangement
of I0, we have








(b3) Let ψ0 = I + A−10 B0C0A−10 and W0 = I + ADBSπCAD. If CAπB = 0, then ψ0 is invertible if and
only if W0 is invertible. In addition, if Γ˜
D = 0, then Φ˜ is invertible if and only if W0 is invertible and




where R is defined as in (2.10) and W = W−10 ⊕ I.
Proof. We only prove items (b1), (b2) and (b3). The other results are easy to obtain.
(b1) By (2.8), we know that S0 =
⎛⎝A2 − B4S−1C3 B2
C2 S2







0 0 0 0
0 A2 − B4S−1C3 0 B2
0 0 0 0
0 C2 0 S2
⎞⎟⎟⎟⎟⎟⎟⎠ =
⎛⎝AAπ − AπBSDCAπ AπBSπ
SπCAπ SSπ

















⎛⎝A20 + B0Sπ0 C0 0
0 I




(b3) By (2.1)–(2.7), if CA
πB = 0, then C3B4 = 0. A direct computation shows that
W0 = I + ADBSπCAD =
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ψ0 = I + A−10 B0C0A−10 = I + A−10













We conclude that ψ0 is invertible if and only ifW0 is invertible. In addition, if Γ˜
D = 0, then
Φ˜ = A˜2 + B˜Γ˜ π C˜ +
⎛⎝Aπ 0
0 Sπ




⎛⎝A20 + B0C0 0
0 I
⎞⎠ I0.
Hence, Φ˜ is invertible if and only ifW0 is invertible. Moreover, by Lemma 1 we have
Φ˜−1 = I0




⎛⎝A−10 ψ−10 A−10 0
0 I

























⎞⎠ (by Lemma 2(a1))




whereW = W−10 ⊕ I. 
To prove the main result, more lemmas are needed. For a triangular matrix, the following result,
which was proved in [34] for matrices, had been extended to bounded linear operators [26,27] and to
arbitrary elements in a Banach algebra [5].
Lemma 3 [27, Theorem 5.1]. Let A ∈ B(X) and D ∈ B(Y) be Drazin invertible with ind(A) = m and













AiB(DD)i+2 − ADBDD. (2.13)










⎞⎠ ,where Y = (A#)2BDπ + AπB(D#)2 − A#BD#.
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We also need the following results.
Lemma 4 [17, Corollary 2.1]. Let M have the form (1.1), ind(A) = m and ind(D) = n.
(i) If BC = 0 and DC = 0, then MD =
⎛⎝ AD X
C(AD)2 Y + DD
⎞⎠ , where X is defined by (2.13), Y =
CXDD + CADX.
(ii) If BC = 0 and BD = 0, then MD =
⎛⎝AD (AD)2B
U V + DD





i=0 (DD)i+2CAiAπ − DDCAD.
Other expressions for the group inverse of a block-operator matrix were developed in [1,3,8,12,15,
31]. Recently, the group inverse of a 2 × 2 block-operator matrix for two special cases was studied by
Castro-González and Vélez-Cerrada [8], Bu et al. [3], respectively.
Lemma 5 [8, Theorem 2.2]. Let M have the form (1.1), A be invertible and D = CA−1B. Let ψ =





The following result was shown in [3] for matrices. Using the definition of the group inverse, we
will generalize it to the case of operators.
Lemma 6 [3, Theorem 3.1]. Let M have the form (1.1) and S = D − CA−1B. If S# exists, then M is group














⎞⎠Φ−1 (0 BS#) .
(2.14)
Proof. Denote the right side of (2.14) by X . If Φ = A2 + BSπC is invertible, the proofs of
XM = MX =
⎛⎝ AΦ−1A AΦ−1BSπ
SπCΦ−1A SπCΦ−1BSπ + SS#
⎞⎠ , XMX = X
are easy to check (see also the proof of [3, Theorem 3.1]).







SπCΦ−1A SπCΦ−1BSπ + SS#
⎞⎠ = 0. By Lemma
1(iii), we know thatM is group invertible andM# = X . 
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3. Main results
In this section, let the generalized Schur complement S = D − CADB have the form (2.1). We first
derive the representations forMD with the case ind(S) = n. The notations in Section 2 are adopted.
Theorem 7. Let M be defined as in (1.1) such that ind(A) = m and ind(S) = n. If
CAπB(I − Sπ ) = 0, AAπB(I − Sπ ) = 0, SSπC = 0,




⎞⎠ R + I










where R is defined as in (2.10).
Proof. By (2.1) and (2.2), since BSπC(I − Aπ ) = 0 and CAπB(I − Sπ ) = 0, BiC4 = 0 and CiB4 =
0, (i = 2, 3). Since SSπC = 0 and AAπB(I − Sπ ) = 0, S2C2 = 0, S2C4 = 0 and A2B4 = 0. Under these
assumptions, we have B0C0 = 0 and D0C0 = 0 by (2.4). Note that⎛⎝A2 B2
0 S2
⎞⎠k =
⎛⎝Ak2 ∑k−1l=0 Ak−1−l2 B2Sl2
0 Sk2
⎞⎠ = 0 for k ≥ m + n.
















































D0 is nilpotent and ind(D0) ≤ m + n + 2. By Lemma 4, item (i)
MD0 =
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Multiplying I0 from both sides and using the re-arrangement effect of I0, by (2.6),





By (2.6) again and Lemma 2(a1), we get the desired result (3.1). 
We remark that Theorem 7 extends some results in the literature. If generalized Schur complement
S is invertible, then Theorem 7 turns into Theorem 3.1 in [30]. If AπB = 0 and SπC(I − Aπ ) = 0 in























Sπ SlCAk−1−l Sπ Sk
⎞⎟⎟⎠ .































Sπ SlCAk−1−l Sπ Sk
⎞⎟⎟⎠


















AlBSπ Sk−1−lC AπAkB + k−1∑
l=0
AlBSπ Sk−1−lD
Sπ SkC Sπ SkD
⎞⎟⎟⎠ Rk+2 + R.













It is clear that B0C0 = 0 andDD0 = 0with ind(D0) ≤ m+n. Since Sπ SC(I−Aπ ) = 0,wegetD0C0 = 0.




⎞⎠ R + I







These results, in some sense, are more general than [40, Theorem 1]. In fact, if ind(S) = 0, that is, S is
invertible, then Sπ = 0 and the result (3.3) and (3.4) reduce to
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In addition, if CAπ = 0, then MD = R. The necessary and sufficient conditions for the existence as
well as the expressions of the group inverseM# are presented as follows.
Theorem8. LetM be defined as in (1.1) such that Γ˜ =
⎛⎝AAπ − AπBSDCAπ AπBSπ
SπCAπ SSπ
⎞⎠ has a group inverse.




is invertible. In this case,
M# = (˜A + Γ˜ π C˜) · Φ˜−1 · (˜A + B˜Γ˜ #C˜) · Φ˜−1 · (˜A + B˜Γ˜ π )
−Γ˜ #C˜ · Φ˜−1 · (˜A + B˜Γ˜ π ) − (˜A + Γ˜ π C˜) · Φ˜−1 · B˜Γ˜ # + Γ˜ #.
(3.5)
Proof. Using the representation (2.3), it is clear that M is group invertible if and only if M0 is group








Thus Φ˜ is invertible if and only if Φ0 is invertible. Since Γ˜ is group invertible, we get S0 is group











⎞⎠Φ−10 (A0 B0Sπ0 )−
⎛⎝ A0
Sπ0 C0
⎞⎠Φ−10 (0 B0S#0 ) .
Hence,
M# = I0M#0 I0 = I0
⎡⎣⎛⎝ A0 0
Sπ0 C0 0























= (˜A + Γ˜ π C˜) · Φ˜−1 · (˜A + B˜Γ˜ #C˜) · Φ˜−1 · (˜A + B˜Γ˜ π ) ( by (2.6), Lemma 2(b1), (b2))
−Γ˜ #C˜ · Φ˜−1 · (˜A + B˜Γ˜ π ) − (˜A + Γ˜ π C˜) · Φ˜−1 · B˜Γ˜ # + Γ˜ #. 
From Theorem 8, the expression Γ˜ =
⎛⎝AAπ − AπBSDCAπ AπBSπ
SπCAπ SSπ
⎞⎠ plays an important role in the
representation ofM#. In the case of Γ˜ = 0, we give more detailed representations forM#.
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Theorem 9. Let M be defined as in (1.1) such that Γ˜ = 0 and CAπB = 0. Then
M# exists if and only if W0 = I + ADBSπCAD is invertible.




⎞⎠ R + I





where R is defined as in (2.10) and W = W−10 ⊕ I.
Proof. Using the representations (2.3), it is obvious thatM is group invertible if and only ifM0 is group
invertible. Since Γ˜ = 0, by Lemma 2, item (b1), we have S0 = D0 − C0A−10 B0 = 0. Since CAπB = 0,
by Lemma 2, item (b3), ψ0 = I + A−10 B0C0A−10 is invertible if and only if W0 = I + ADBSπCAD is


























= W · R · W, whereW = W−10 ⊕ I.
Hence, by Lemma 5 and using the representations in (2.6) and (2.9),
M# = I0M#0 I0 = I0




−1 C0A−10 (ψ0A0ψ0)−1A−10 B0
















⎡⎣⎛⎝ 0 AπB(I − Sπ )
SπC(I − Aπ ) SπD(I − Sπ )
⎞⎠ R + I
⎤⎦ · W · R · W ·
×
⎡⎣I + R
⎛⎝ 0 (I − Aπ )BSπ
(I − Sπ )CAπ (I − Sπ )DSπ




⎞⎠ R + I




⎞⎠⎤⎦ . (by Lemma 2(a1)). 
In Theorem 9, since AADW0 = W0AAD andW = W−10 ⊕ I, by Lemma 2(a1), we have⎛⎝AAD 0
0 SSD
⎞⎠WR = WR





⎞⎠ = RW .
Since Γ˜ = 0 and CAπB = 0, by Lemma 2(b3), Φ˜−1 =
⎡⎣A˜2 + B˜Γ˜ π C˜ +
⎛⎝Aπ 0
0 Sπ
⎞⎠⎤⎦−1 = R · W · R +
⎛⎝Aπ 0
0 Sπ
⎞⎠ . By Lemma 2, items (a1)–(a3), (b2), we get
(˜A + C˜) · Φ˜−1 · A˜ · Φ˜−1 · (˜A + B˜)
= (˜A + C˜) ·
⎡⎣R · W · R +
⎛⎝Aπ 0
0 Sπ
⎞⎠⎤⎦ · A˜ ·
⎡⎣R · W · R +
⎛⎝Aπ 0
0 Sπ
⎞⎠⎤⎦ · (˜A + B˜)

















⎞⎠ R + I





Hence, (3.6) can also be written as M# = (˜A + C˜) · Φ˜−1 · A˜ · Φ˜−1 · (˜A + B˜), where A˜, B˜ and C˜ are
defined as in (2.6). If A and S are group invertible, AπB = 0 and SπCAπ = 0, it is not difficult to obtain
D0 − C0A−10 B0 = 0. A corollary is easily derived from Theorem 9.
Corollary 10. Let M be defined as in (1.1) such that A and S are group invertible.




⎞⎠ R + I









⎞⎠ R + I





where R is defined as in (2.10).
Our conditions AπB = 0, CAπ = 0, SπCAπ = 0 and BSπC = 0 in Corollary 10 can be formulated
geometrically as
R(B) ⊂ R(A), N (A) ⊂ N (C), R(CAπ ) ⊂ R(S) and R(SπC) ⊂ N (B).
Theorem 11. Let M be defined as in (1.1) such that A and S are group invertible, BC is Drazin invertible,
AπB(I − Sπ ) = 0 and SπC(I − Aπ ) = 0. Then
M# exists if and only if Aπ (BC)πB = 0 and SπC(BC)π = 0.
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In this case, M# is given by




⎛⎝ 0 BSπ (CB)π
CAπ (BC)π DSπ (CB)π
⎞⎠
+
⎛⎝ 0 Aπ (BC)DB
SπC(BC)D 0
⎞⎠ ,
where R is defined as in (2.10).
Proof. Using the representations (2.3) and (2.4), if AπB(I − Sπ ) = 0 and SπC(I − Aπ ) = 0, then




⎞⎠ . As A0 is invertible, by Lemma 3, we know thatM#0 exists if and only if D#0 exists. The







(see [13, Theorem 2.1] for the case of matrix and [23, Theorem 2.2] for the case of operator). Note that
D0 − D20DD0 =







Hence, by Lemma 1(iii), M# exists if and only if M#0 exists, if and only if D0 − D20DD0 = 0, which is
equivalent to Aπ (BC)πB = 0 and SπC(BC)π = 0.
For the representation forM#, by Lemma 1 and Lemma 3,
M# = I0M#0 I0 = I0
⎛⎝A0 B0
0 D0
⎞⎠# I0 = I0






















⎞⎠ I0 = R
⎡⎣I −
⎛⎝ 0 (I − Aπ )BSπ
(I − Sπ )CAπ (I − Sπ )DSπ




⎛⎝ 0 (I − Aπ )BSπ




⎛⎝ 0 Aπ (BC)DB
SπC(BC)D 0
⎞⎠




⎛⎝ 0 BSπ (CB)π
CAπ (BC)π DSπ (CB)π
⎞⎠
+
⎛⎝ 0 Aπ (BC)DB
SπC(BC)D 0
⎞⎠ . 
Under some conditions, we show that, ifM is group invertible, then A and S must be group invert-
ible.
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Theorem 12. Let M be defined as in (1.1) such that AπB = 0 and SπC(I − Aπ ) = 0. Then
M# exists if and only if A# and S# exist with SπCAπ = 0.
Hence, if A and S are group invertible such that AπB = 0 and SπC = 0, then
M# =
⎛⎝A# + A#BS#CA# −A#BS#
−S#CA# S#
⎞⎠⎛⎝I − A#BS#CAπ A#BSπ
S#CAπ I
⎞⎠ . (3.7)
Proof. By Lemma 1(i),M# exists if and only ifM#0 exists. To show thatM
#
0 exists, by Lemma 1(iii), we
needonly toprove thatM0−M20MD0 = 0.SinceAπB = 0and SπC(I−Aπ ) = 0,wehaveB2 = 0, B4 = 0
and C4 = 0 by (2.1) and (2.2). Hence, C0 = 0 and D0 =
⎛⎝A2 0
C2 S2
⎞⎠ by (2.4). Note that A2 and S2 are
nilpotent. D0 is a lower triangular nilpotent matrix and, by Lemma 3,































where m =ind(A) and n =ind(S). Hence, we obtain that M#0 exists if and only if D0 = 0, i.e., A2 =
0, S2 = 0 and C2 = 0. These are equivalent to that A#, S# exist and SπCAπ = 0. Now, if A and S are
group invertible such that AπB = 0 and SπC = 0, by (3.3), we have






























Theorem 12 is an extension of [10, Theorem 2.2] and [38, Theorem 3.3]. Furthermore, we have the
following result.
Theorem 13. Let M be defined as in (1.1) such that AπB = BSπ = 0 and Sπ SC(I − Aπ ) = 0. Then
M# exists if and only if A# and S# exist with SπCAπ = 0.




⎞⎠ R + I





where R is defined as (2.10).
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⎞⎠ = 0. By Lemma 4(i),




⎛⎝ A20 A0B0 + B0D0


















































Hence, M#0 exists if and only if D0 = 0. This implies that M# exists if and only if A#, S# exist and
SπCAπ = 0. For the expression ofM#, applying AAπ = 0 in (3.4) gives (3.9). 
4. Concluding remarks
We conclude this paper with several remarks.
First, in Theorem 11, if we replace AπB(I − Sπ ) = 0 with the stronger condition AπB = 0, then the
group inverseM# reduces to
M# = R
⎛⎝I − BSπC(BC)D 0
−DSπC(BC)D I − CAπB(CB)D
⎞⎠
+R2
⎛⎝ 0 BSπ (CB)π
CAπ (BC)π DSπ (CB)π
⎞⎠+
⎛⎝ 0 Aπ (BC)DB
SπC(BC)D 0
⎞⎠
= R + R2
⎛⎝ 0 BSπ
CAπ DSπ
⎞⎠ , where R is defined as in (2.10). (4.1)
In fact, if AπB = 0, then Aπ (BC)π = Aπ [I − BC(BC)D] = Aπ . Moreover, since SπC(I − Aπ ) = 0 and
SπC(BC)π = 0 in Theorem 11, we get
SπC = SπCAπ = SπCAπ (BC)π = SπC(BC)π = 0, Sπ (CB)π = Sπ [I − CB(CB)D] = Sπ ,
whence (4.1) easily follows.
Theorems 11 and 12, from different perspectives (for Theorem 11, BC is Drazin invertible, while
Theorem 12 doesn’t need such a condition), investigate the conditions underwhich the group inverses
exist and give their expressions.Moreover, Theorem12 implies that, if A, B are group invertible, AπB =
0 and SπC = 0 in Theorem 7, then (3.1) actually is a group inverse.
FromTheorems7,11and12, it is easy toprove thatMD (resp.M#)has thegeneralized-Banachiewicz–
Schur form (2.10) if AπB = 0, CAπ = 0 and S is invertible.
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DπC(A#)2 + (D#)2CAπ − D#CA# D#
⎞⎠ ,
which had been given by Hartwig and Shoaf [31, Theorem 1]. Corollary 10 and Theorems 11–13 give
various conditions under which the group inverse exists. If group invertible operator A and S satify
AπB = BSπ = 0 and SπC = 0, then Corollary 10 and Theorems 11–13 reduce to




If AπB = BSπ = 0 and SπC = CAπ = 0, then Corollary 10 and Theorems 11– 13 reduce to
M# =
⎛⎝A# + A#BS#CA# −A#BS#
−S#CA# S#
⎞⎠ ,
which is still called the generalized-Banachiewicz–Schur formofM. Corollary 1 in [40] has shown that,
if S is invertible, AπB = 0 and CAπ = 0, then MD has the form (2.10). From above explanation we
know, if A and S are group invertible, AπB = BSπ = 0 and SπC = CAπ = 0, then (2.10) actually is a
group inverse.
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