We describe a general algebraic formulation for a wide range of combinatorial problems including Satisfiability, Graph Colorability and Graph Isomorphism. In this formulation each problem instance is represented by a pair of relational structures, and the solutions to a given instance are homomorphisms between these relational structures. The corresponding decision problem consists of deciding whether or not any such homomorphisms exist. We then demonstrate that the complexity of solving this decision problem is determined in many cases by simple algebraic properties of the relational structures involved. This result is used to identify tractable subproblems of Satisfiability, and to provide a simple test to establish whether a given set of Boolean relations gives rise to one of these tractable subproblems.
Introduction
In this paper we show how a very wide range of combinatorial problems, including Satisfiability, Graph Colorability and Graph Isomorphism can be expressed very naturally in the framework of universal algebra. In this framework, each instance of a problem is speci ed by a pair of relational structures. The rst element of this pair indicates which subsets of variables in the problem are constrained in some way. The second element of the pair indicates which combinations of values are allowed for these subsets. A solution to the problem instance is a homomorphism between the two structures.
By expressing problems in this standard form, we are able to obtain general results about a wide range of combinatorial problems. In particular, we describe a partial ordering on problem classes arising from the algebraic properties of the relations involved, and show that this ordering is a re nement of the notion of reducibility. Using these results we are able to establish that the complexity of certain classes of decision problems is completely determined by these simple algebraic properties of relations.
As an example of this, we consider the complexity of the Generalized Satisfiability problem, rst described by Schaefer in 1978 14] . Each instance of this problem is speci ed by a formula in propositional logic containing relation symbols corresponding to some xed set of Boolean relations. Schaefer demonstrated that the problem of determining whether such a formula has a satisfying truth assignment is NP-complete, except when the set of allowed relations satis es one of the following six conditions:
1. Every relation holds when all variables are False. 2. Every relation holds when all variables are True. 3. Every relation is de nable by a formula in conjunctive normal form in which each conjunct has at most one negated variable. 4. Every relation is de nable by a formula in conjunctive normal form in which each conjunct has at most one unnegated variable. 5. Every relation is de nable by a formula in conjunctive normal form in which each conjunct contains at most 2 literals. 6. Every relation is the set of solutions of a system of linear equations over the nite eld GF (2) . In this paper, we show how this result can be derived from the algebraic structure of Boolean relations. This result allows us to describe an e cient test which can be applied to any set of Boolean relations in order to determine whether or not they lie within one of these tractable classes. 
De nitions and Examples

Relations and Relational Structures
We rst de ne the basic terminology of relations and functions.
De nition 2.1 For any set A and any natural number n, A n denotes the set of all n-tuples of elements of A. Elements of A n will be written ha 1 ; a 2 ; : : : ; a n i.
A subset of A n is called an`n-ary relation over A' 1 
.
For any binary relation R, the set fa j 9ha; bi 2 Rg is called the`domain' of R, and the set fb j 9ha; bi 2 Rg is called the`range' of R.
The following binary relations will be of special interest in this paper: If it is the case that f(a) = f(a 0 ) implies a = a 0 , then f is said to be`injective'.
De nition 2.4 An`n-ary operation' on a set A is a function ' : A n ! A.
If hha 1 ; a 2 : : : :; a n i; a n+1 i 2 ' then we write '(a 1 ; a 2 ; : : :; a n ) = a n+1 . If '(a; a; : : :; a) = a, for all a 2 A, then ' is said to be`idempotent'. If '(a 1 ; a 2 ; : : :; a n ) 2 fa 1 ; a 2 ; : : : ; a n g, for all a 1 ; a 2 ; : : :; a n 2 A, then ' is said to bè conservative'.
We will sometimes want to refer to operations with special properties, as speci ed in the following de nition.
De nition 2.5 Let ' be an n-ary operation from A n to A. Example 2.7 A (directed) graph is a relational structure with a single binary relation specifying which vertices are adjacent. It is usually written hV; Ei.
A complete graph on n vertices, denoted K n , corresponds to a relational structure hV; 3 V i, where V is a set of cardinality n, and 3 V is the disequality relation over V 
Combinatorial Problems
In this section we will demonstrate that a wide variety of standard combinatorial problems can be conveniently expressed as subproblems of the following very general problem class. This allows us to develop a common algebraic theory, in the remainder of the paper, which is applicable to all of these problems. consists of a formula, F, in propositional logic, which is the conjunction of a set of clauses, C. Each clause in C is a disjunction of literals, where a literal is either a propositional variable or its negation. The question is whether there is an assignment of truth values to the variables in F such that F is true. This can be expressed as the GCP instance hhV; E c (c 2 C)i; hf0; 1g; R c (c 2 C)ii, where V is the set of propositional variables used in F, each E c = fhx 1 ; x 2 ; : : :; x (c) ig, where 
Subproblems with restricted constraints
It is clear from the examples above that GCP is NP-hard.
In the rest of the paper we shall examine how restricting the relational structures allowed in problem instances a ects the complexity of this decision problem.
In particular, we shall investigate the e ect of restricting the relational structures allowed in the second component of each problem instance. We therefore de ne the following family of subproblems of GCP 
3 Reductions between problems
In this section we investigate reductions between the subproblems of GCP de ned above.
In order to quantify the complexity of these reductions we need to de ne the`size' of a problem instance. In order to do this, we shall assume, for simplicity, that the relational structures in a problem instance are speci ed by giving an explicit list of all the tuples in all of the relations. The size of a problem instance will be taken to be the length of the string containing this list of tuples. We now establish a much more powerful result, which gives very general conditions under which logarithmic-space reductions can be obtained. In order to describe these conditions, we rst de ne the set of relations which can be`generated' from a given set of relations.
De nition 3.2 The set of relations which is`generated' by a set of relations, ? over a set D, denoted ? , is de ned to be the smallest set of relations such that: Boolean relations which can be de ned by a binary disjunction involving 2 distinct variables. 2 
); { fh1ig (truncation of fh0; 0i; h1; 0i; h1; 1ig \ fh0; 1i; h1; 0i; h1; 1ig 2 2 ).
2 contains all possible binary relations over f0; 1g (which can all be obtained by intersection from elements of 2 .) 2 contains a large number of ternary relations, including the following: { fh0; 0; 0i; h1; 1; 0i; h0; 0; 1i; h1; 1; 1ig (extension of fh0; 0i; h0; 1i; h1; 1ig \ fh0; 0i; h1; 0i; h1; 1ig 2 2 ); { fh0; 0; 0i; h1; 0; 1i; h0; 1; 0i; h1; 1; 1ig (permutation of the above relation); { fh0; 0; 0i; h1; 1; 1ig (intersection of the above 2 relations).
It is left as an exercise for the reader to establish which other ternary relations belong to 2 (but see Example 4.9 below).
2
Now we show how the fact that one set of constraints can be generated from another can be used to obtain a logarithmic-space reduction. If is empty, then every relation in S 2 is an element of ? 0 . Hence the result holds when is empty. Now assume that contains n > 0 operations, and assume that the result holds for all shorter sequences.
Let 0 be the sequence consisting of the rst n ? 1 operations of , and let ? 0 0 be the set of relations constructed from ? by the operations in 0 .
We may assume, without loss of generality, that every C 2 ? 0 occurs in S 2 , since for each C which is not a relation of S 2 we can simply extend S 2 by adding the relation C and extend S 1 by adding a corresponding empty relation. Since ? 0 is nite, this process can be carried out in constant space.
There are 4 cases to consider, depending on the type of the nal operation of . (permutation) If the nal operation of is a permutation, then S 2 has a relation C which is obtained by permuting some element of ? 0 0 . By applying the inverse permutation to C and the corresponding relation in S 1 we obtain a new problem instance P 0 with the same set of solutions as P but belonging to GCP(? 0 0 ).
(extension) If the nal operation of is an extension, then S 2 has a relation C which is obtained by extending some element of ? 0 0 . By truncating C and the corresponding relation in S 1 we obtain a new problem instance P 0 with the same set of solutions as P but belonging to GCP(? 0 0 ). (truncation) If the nal operation of is a truncation, then S 2 has a relation C which is obtained by truncating some element C 0 2 ? 0 0 . We construct a new problem instance P 0 by modifying P as follows. Replace C with C 0 , and replace the corresponding relation E in S 1 with a new relation E 0 which is constructed as follows. For each e 2 E, add a new element v e to the universe of S 1 , and set E 0 = fhv 1 ; v 2 ; : : : ; v r ; v e i j hv 1 ; v 2 ; : : :; v r i 2 Eg
It follows from the above construction that P 0 has a solution if and only if P has a solution, but P 0 belongs to GCP(? 0 0 ). (intersection) If the nal operation of is an intersection, then S 2 has a relation C which is obtained by intersecting two elements C 1 and C 2 of ? 0 0 . By replacing C with the pair of relations C 1 ; C 2 , and replacing the corresponding relation E of S 1 with two copies of E, we obtain a new problem instance P 0 with the same set of solutions as P but belonging to GCP(? 0 0 ). In all cases, we have shown that there is a logarithmic-space reduction from P to a problem instance P 0 in GCP(? 0 0 ). Hence, by the inductive hypothesis, and the transitivity of logarithmic-space reductions 12], there is a logarithmic-space reduction from P to some problem instance in GCP(?).
In order to use this result we need to be able to establish whether a given nite set of relations, ? 0 , can be generated from another set of relations ?. In the next section we shall show that this can be determined from simple algebraic properties of ? and ? 0 .
Algebraic properties of relations
The algebraic properties described in this section concern closure operations on sets of relations.
First, we note that any operation on a set can be used to de ne an operation on tuples over that set, by applying the operation at each coordinate position separately, as described in the following de nition:
De nition 4.1 Let R be a relation of arity r over a set D, and let ' be a k-ary operation on D. Example 4.2 The (unique) majority operation on the set f0; 1g is the dual discriminator, f0;1g (see De nition 2.5). We will denote this operation simply by .
The relation C given in Example 2.22 is closed under , since applying the operation to any 3 elements of C, as described in De nition 4.1, yields an element of C. For '(?) = ff'(t) j t 2 Cg j C 2 ?g: If every C 2 ? is closed under ', then GCP(?) is logarithmic-space equivalent to GCP('(?)). Proof: Any instance P = hS 1 ; S 2 i of GCP(?) can be transformed in logarithmic-space to an instance P 0 of GCP('(?)), by replacing each relation C of S 2 by the relation '(C). If C is closed under ', then '(C) C, so any solution to P 0 is a solution to P. Conversely, if h is a solution to P, then 'h, (the composition of h and '), is a solution to P 0 . Hence, the transformation which maps P to P 0 is a logarithmic-space reduction.
Similarly, there is a logarithmic-space reduction from any instance P 0 of GCP('(?)) to an instance P of GCP(?).
De nition 4.5 Let ? be a set of relations over a set D.
De ne ? to be the set of all operations, ', on D such that every relation in ? is closed under '.
De nition 4.6 Let be a set of operations on a set D. The mappings and establish a Galois connection between sets of relations and sets of operations 2, 10] . By making use of this Galois connection we can obtain considerable insight into the relationship between di erent combinatorial problems, as the next results indicate. First, we show that if all the relations in some set are closed under some operation, then so are all the relations generated by that set. Lemma Denote the elements of S by t 1 ; t 2 ; : : : ; t m , where t i = ht i1 ; t i2 ; : : : ; t is i. Let t 0 = ht 01 ; t 02 ; : : : ; t 0s i be any element ofŜ, and consider the binary relation de ned by = fhht 11 We now show that 2 ? . Assume for contradiction that some C 2 ? is not closed under . By appropriate extensions, truncations and permutations of C we could then obtain a relation C 0 2 ? which was a superset of S, but remained not closed under . However, this implies that t 0 6 2 C 0 , hence t 0 6 2Ŝ, which contradicts the choice of t 0 . 5. a semiprojection; or 6. a non-identity unary operation. Furthermore, if ? contains any operations which are not essentially unary, then it is straightforward to show, by considering such an operation of the smallest possible arity, that ? contains an operation in one of the rst ve of these classes 15].
In the next section we show that each of these possibilities for ? is associated in a very natural way with a well-known complexity class.
Determining complexity
We now examine each of the 6 possibilities for ? described in Theorem 4.12, and investigate the implications for the complexity of the corresponding problem class, GCP(? 
Conclusion
The results presented in this paper lay the foundation for a novel algebraic theory of complexity in combinatorial problems.
We have established a strong link between the study of algebraic closure operations and the study of computational complexity. We have also demonstrated the application of the results derived in this paper to an important special case.
These results also give considerable insight into more general cases, when jDj > 2. For example, it was shown in 6] that all the classes of tractable constraints which have been identi ed for the Constraint Satisfaction problem (Example 2.20) are characterised by simple algebraic closure properties.
We expect the link between algebraic properties of relations and computational complexity described above to lead to considerable further progress in understanding the boundary between tractable and intractable combinatorial problems. For example, this work may provide a useful approach to combinatorial problems whose complexity is not yet fully characterised, such as Graph Homomorphism to a xed directed graph 1].
