Multiple outcomes multivariate meta-analysis (MOMA) is gaining in popularity as a tool for jointly synthesizing evidence coming from studies that report effect estimates for multiple correlated outcomes. Models for MOMA are available for the case of the pairwise meta-analysis of two treatments for multiple outcomes. Network meta-analysis (NMA) can be used for handling studies that compare more than two treatments; however, there is currently little guidance on how to perform an MOMA for the case of a network of interventions with multiple outcomes. The aim of this paper is to address this issue by proposing two models for synthesizing evidence from multi-arm studies reporting on multiple * To whom correspondence should be addressed.
INTRODUCTION
When studies report on multiple outcomes for each patient, a joint, multivariate meta-analysis (multiple outcomes multivariate meta-analysis, MOMA) can be used to incorporate all possible correlations in order to perform a simultaneous synthesis of all data for all outcomes. The effects of disregarding all possible correlations by performing a series of independent, univariate analyses have been explored and may include a loss of precision and an increase of selective reporting bias (Kirkham and others, 2012; Riley, 2009 ). There are two types of correlations to consider: within-study correlations of the estimated relative treatment effects on the multiple outcomes, reflecting the fact that the same patients report on each of these outcomes and between-study correlations of the true relative treatment effects on the different outcomes, reflecting the way these true effects depend on each other when measured in different setting. Many estimation methods for MOMA models have been suggested in recent years, both in a frequentist and a Bayesian setting (Jackson and others, 2013; Riley and others, 2007a; Wei and Higgins, 2013b ; for reviews, see Jackson and others, 2011; Mavridis and Salanti, 2013) .
Currently available models for performing an MOMA of randomized trials focus on the case of metaanalysis for studies that compare only two treatments and report on multiple, possibly correlated outcomes. As in practice, many alternative treatments exist for the same condition, network meta-analysis (NMA) is increasingly gaining in popularity as it allows the synthesis of data over a network of treatments compared in studies for a certain outcome (Dias and others, 2013; Lu and Ades, 2004; Salanti, 2012; Salanti and others, 2008) . It is therefore desirable to extend MOMA methods for multiple-treatment comparisons. To our knowledge, there is no general model available for performing a joint, multiple-outcome NMA for multi-arm studies, that incorporates both within-and between-studies correlations (multiple outcomes network meta-analysis, MONMA), for binary, continuous and time-to-event outcomes. In this paper, we propose two different modeling approaches to perform such an analysis. The first approach is based on making a set of simplifying assumptions to model both within-and between-studies correlation coefficients. The second approach is a generalization of a bivariate model proposed by Riley and others that allows for a single correlation coefficient to model the overall correlation, an amalgam of the within-and between-study correlations (Riley and others, 2008) . We fit the models in a Bayesian framework that offers flexibility in incorporating prior beliefs and allows for a straightforward inclusion of studies that do not report on all outcomes, as well as accounting for uncertainty in parameter estimates.
The paper is structured as follows: in Section 2, we describe the data we used to illustrate our methods. In Section 3, we present the two approaches and discuss the technicalities of fitting the models. In Section 4, we apply the methods to our data to produce estimates for outcome-specific relative treatment effects and evaluate the relative ranking of the treatments for each outcome. In Section 5, we present our conclusions, discuss the limitations of the models and suggest areas for future research.
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O. EFTHIMIOU AND OTHERS
EXAMPLE: THE ACUTE MANIA DATASET
The dataset we used as an example is a network of 68 studies comparing 13 active antimanic drugs and placebo for acute mania (Cipriani and others, 2011) . The majority of the studies had two arms (50 studies) and there were 18 three-arm studies. The primary outcomes of interest were efficacy and treatment discontinuation (acceptability) after 3 weeks. Acceptability was estimated as the number of patients leaving the study early for any reason, before or after having a response to the treatment, out of the total number of randomized patients. All-cause discontinuation from allocated treatment may be due to a number of reasons, such as adverse effects, inefficacy, other reasons not related to treatment (e.g. moving away, protocol violation), or a combination of the above. Efficacy was reported either as dichotomous outcome (number of patients who responded to treatment, defining response as a reduction of at least 50% in manic symptoms from baseline to week 3) or as continuous outcome (mean change scores on a standardized rating scale for mania after 3 weeks). Although we recognize that outcome dichotomization may lose some information, in this paper we use data on efficacy as a dichotomous outcome as it may be easier to interpret clinically and allows us to illustrate our methodology for two related binary outcomes, a frequent scenario encountered by researchers. Only a few patients did not provide data for response to treatment and their outcome was coded as treatment failure; an imputation assumption that has been shown to be sensible (Spineli and others, 2013) . Among the included studies, only 65 contributed with data for at least one of the outcomes of interest: 18 studies (28%) did not report usable data on response, while only one study did not report information on the number of dropouts (1.5%). Efficacy and acceptability outcomes are generally expected to be negatively correlated; although early full response to the treatment may be a cause for leaving the study prematurely, more often it is reasonable to assume that more efficacious treatments are associated with a lower dropout rate. Within-study correlations were not reported in any of the studies and individual patient data (IPD) which could be used to estimate within-study correlations were not available. The dataset included a total of 69 head-tohead comparisons for response and 100 for dropout. In Section 1 of the supplementary material available at Biostatistics online, we provide a table with all head-to-head comparisons for each outcome, along with the odds ratios and their 95% confidence interval. The initial analysis consisted of two independent network meta-analyses, one for each outcome (Cipriani and others, 2011) . As both outcomes are crucially important for clinical decision making, the ranking of the treatments was presented for both efficacy and acceptability in a two-dimensional scatter plot (Figure 6 in Cipriani and others) so that efficacious treatments with high tolerability could be identified. This is a suboptimal approach and the rankings of the treatments for each outcome can be better estimated jointly in a MONMA model to account for the correlation in the outcomes. This is especially important here as 19 studies provide data on only one of the two outcomes, and MONMA can "borrow strength" from these studies even for the missing outcomes.
METHODS
First, we revise the models used for performing an MOMA when only two treatments are compared. We then generalize these methods for a network of interventions that includes multi-arm studies.
Pairwise multivariate meta-analysis of multiple outcomes
Suppose we have a total of N S studies comparing two treatments (e.g. a new treatment versus a placebo) with respect to two different but correlated outcomes, denoted with R and D. We denote the observed treatment effects in study for outcomes R and D with y i,R and y i,D respectively; in our example, these are the log odds ratio estimates comparing the two treatments for R and D, but in other situations they could be mean difference or log hazard ratio estimates, for example. The bivariate random effects meta-analysis model is:
The parameters β R and β D are the true mean relative treatment effects, which summarize how the treatment performs on average across studies for each outcome. We can rewrite (3.1) using matrix notation as Y = Xβ + δ + ε. Assuming all studies report both outcomes, Y is the 2N S -imensional vector of the observed effects, β is the vector (β R , β D ), X is the (N S × 2) design matrix, and δ and ε are the vectors of random effects (reflecting between-study variability) and random errors (reflecting within-study sampling variability), respectively. In the meta-analysis model of (3.1), we must incorporate the correlations between the outcomes, both within and between studies. We assume multivariate normal distributions for ε and δ, so that and ε ∼ N (0, ) and δ ∼ N (0, Δ), with and Δ being the within-and between-study variancecovariance matrices. The variance-covariance matrix for the random effects takes a block-diagonal form:
The above 2N S × 2N S matrix involves the heterogeneity standard deviations for each outcome, τ R and τ D , and the between-studies correlation coefficient, ρ τ . Note that this between-studies variance-covariance matrix is block-diagonal with identical (2×2) matrices in its diagonal. The parameters ρ τ , τ R , and τ D need to be estimated from the model. In a frequentist framework options include restricted maximum likelihood and methods of moments; here, we focus on a Bayesian framework estimated using Markov Chain Monte Carlo (described in Section 4). The random errors variance-covariance matrix is also block diagonal:
In this matrix, ρ i is the within-study correlation coefficient, and σ are often available, but few studies, if any, would provide enough information to estimate the within-study correlation coefficient ρ i and the majority of meta-analyses do not have access to IPD that would enable its estimation. Within a Bayesian framework, we can give prior distributions to all the correlation coefficients entering (3.3) in order to perform a full multivariate meta-analysis. One can model these coefficients in a variety of ways, e.g. assume all ρ i to be equal (ρ i = ρ∀i), assume a different coefficient depending on study characteristics, place a vague or informative prior on each ρ i , etc.
Following a different approach, Riley and others (2008) proposed an alternative model for bivariate random effects pairwise meta-analysis that allows for a single coefficient to model the overall correlation, an amalgam of the correlations within and between studies. Instead of modeling Σ and Δ separately, they assume an overall variance-covariance matrix Ω, so that Y = Xβ + η with η ∼ N (0, Ω). This matrix Ω is again block diagonal with each block corresponding to a study, so that Ω = Diag(Ω 1 , 2 , . . . , N S ) For a study i,
The ρ h i coefficient in (3.4) is the overall correlation in study i, a hybrid of the within-and betweenstudy correlation coefficients. We can again model the different ρ h i in a variety of ways, depending on the nature of the data, e.g. ρ h i = ρ ∀ i. The ψ parameters model for the variation additional to the sampling error that enters due to heterogeneity, and they are similar to the τ parameters of (3.2), but not directly equivalent unless the within-study variances are small relative to the between-study variances in model (3.2). The clear advantage of model (3.4) is that the within-study correlations are no longer needed.
NMA for two correlated outcomes
The two models described in the previous section can be easily extended to perform a meta-analysis for a network of treatments, if all included studies have just two treatments arms. These models, however, cannot handle the case of studies comparing more than two treatments.
In this section, we present two models for performing an NMA of studies with multiple arms reporting on two correlated outcomes, generalizing the models presented in Section 3.1. The outcomes can be binary (and relative treatment effect can be measured as log odds ratios or log risk ratios), continuous (effects measured as mean differences or standardized mean differences) or time to event (effects measured as log hazard ratios). Note that in order to use the standardized mean difference for a continuous outcome a large sample approximation is required. For more details, see Section 3 of supplementary material available at Biostatistics online. In the acute mania example, the outcomes are identified as the binary response to the treatment (R) and dropout rate (D). We exemplify the methodology for the case of networks containing studies with a maximum of three arms. We assume a random effects model and that the consistency equations (β XY,R = β XZ,R − β YZ,R ) hold for all treatments X, Y and Z ; similarly for outcome D.
Model 1:
Simplifying the variance-covariance matrices. The first method is based on simplifying the within-and between-study variance-covariance matrices so that the number of parameters needed is minimized, eases computational burden and potential estimation difficulties. Let us start by considering a network of studies reporting on the correlated outcomes R and D for a network of N T different treatments The model is Y = Xβ + δ + ε with Y the vector of the observed effects, X the design matrix, β the vector of the basic parameters, i.e. the N T − 1 parameters for the comparison of each treatment versus the reference (Lu and Ades, 2004; Salanti and others, 2008) , δ the vector of random effects, and ε the vector of random errors (Dias and others, 2013; Salanti and others, 2008) . The design matrix X describes the structure of the network and embeds the consistency equations (Salanti and others, 2008) ; it maps the observed comparisons into the basic parameters. For example, if A is chosen to be the reference treatment, a study comparing B to C for outcome R provides information for a linear combination of two basic parameters as
For a two-arm study i that compares treatments A and B the random errors are assumed to follow a multivariate normal distribution,
2). Note that this matrix is always positive definite for −1 < ρ τ < 1. In NMA, it is often assumed that the heterogeneity is independent of the comparison being made (Salanti and others, 2008) 
for every pair of treatments A, B, and we also assume this here. For a three-arm study i that compares treatments A, B and C, the random effects are again assumed to follow a multivariate normal distribution 4×4) ). Assuming equal heterogeneities between treatment comparisons and equal correlations between random effects of different comparisons and different outcomes, i.e. corr (δ i,AB,R , δ i,AC,D ) = corr(δ i,AB,D , δ i,AC,R ), we show in Section 2 of supplementary material available at Biostatistics online that the Δ (4×4) matrix takes the following form:
When a considerable amount of data is available and the network is very dense (i.e. many studies connecting pairs of interventions) then the assumptions we used to reduce the number of model parameters might not be necessary, e.g. if there are at least three studies per comparison, then different heterogeneity variances can be used. However, real-life networks of interventions tend to be poorly connected and the median number of studies per comparison has been found to be low, equal to two studies (Nikolakopoulou and others, 2014) . In Section 2 of supplementary material available at Biostatistics online, we present how Δ is modeled when correlations between different treatments and different outcomes are not equal. Note that the variance-covariance matrix as defined above is always positive definite. This matrix contains three parameters that need to be estimated: the heterogeneity variance τ 2 R for outcome R, the heterogeneity variance τ 2 D for outcome D, and the between-studies correlation coefficient ρ τ , the same three parameters as in (3.2), assumed the same for each treatment comparison.
The random errors are also assumed to follow a multivariate normal distribution. For a three-arm study i that compares treatments A, B and C for response (R) and dropout (D), we assume (
The variance-covariance matrix Σ i is:
The σ and κ coefficients in Σ i can be readily estimated if arm-level data are available. In the acute mania example, the variance of the log OR of the AB comparison for response (R) can be estimated asσ In what follows, we present a method for dealing with the remaining correlation terms within Σ i . We start by assuming that there are two different types of within-study correlation coefficient for every study i: ρ * i that correlates relative treatment effects of different outcomes for the same treatment comparison and enters the variance-covariance matrices for both two-and three-arm studies, and ρ * * i that correlates relative treatment effects for different comparisons and different outcomes within the same study and enters only the (4 × 4) matrices of the three-arm studies. This means that:
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The within-study variance-covariance matrix for a two-arm study i comparing treatments A and B for two outcomes is:
For a three-arm study comparing treatments A, B, and C for two outcomes, the matrix of (3.6) becomes:
It is very often the case that study arms are balanced in numbers of patients randomized. Then, for treatments that are not very different in efficacy and dropout (e.g. drugs from the same class) we can assume that
This assumption will not be reasonable if trials are imbalanced or compare very different treatments. Insight on the validity of this assumption can be obtained from the data after scanning for important differences among the estimated variances across studies. If we choose to employ this assumption, the model is considerably simplified as it implies that ρ * * i = 1/2ρ * i (see Section 3 of supplementary material available at Biostatistics online). Consequently, an estimate of the variance-covariance matrix for the three-arm study i after Assumptions 1 and 2 is as follows:
In the last line, we have renamed ρ * i to ρ i , in order to simplify notation and to highlight that the correlation coefficient is equivalent to the one presented in (3.3). It is important to note that Assumption 2 does not mean that we force all study variances to be equal: the diagonal elements ofΣ i are distinct and are estimated from the studies. We employ this assumption only for the offdiagonal elements of the variance-covariance matrix so that all correlations are functions of a single parameter ρ i . Consequently, all elements ofΣ i,1 and Σ i,2 in (3.8) can be estimated when arm-level data are available. The assumption of equal variances within a multi-arm study can be omitted, if it is deemed inappropriate. In Section 3 of supplementary material available at Biostatistics online, we present the most general form of the variance-covariance matrix for different variances and compute general relations between the correlation coefficients it contains. This, however, results in a rather complicated structure for the Σ i matrix and we will not consider it in this paper.
To summarize, we have expressed all within-study variance-covariance matrices utilizing a set of correlation coefficients ρ i , one for every study i, that measure the correlation between the relative treatment effects of the two outcomes R and D for the same treatment comparison. These coefficients might be available in study reports or can be deducted from empirical evidence and expert opinion (Efthimiou and others, 2014; Riley, 2009 ). If IPD are available then the correlation coefficient can be estimated (Bujkiewicz and others, 2013) . A joint NMA of the two outcomes can be performed within a Bayesian framework after assigning prior distributions to the ρ i . These priors can be either uninformative or can be defined after consulting with clinicians (Wei and Higgins, 2013b) . We have a number of options on how to model these coefficients. The simplest one is to assume ρ i = ρ, common correlation for all studies. We could alternatively assume correlation coefficients across studies to share a common distribution. Another choice would be to have different ρ i 's for different group of studies. For example, we could assume a coefficient ρ Act−Pl for placebo-controlled studies, and another ρ Act−Act for head-to-head studies that compare only active treatments; this would be based on the assumption that the two relative effect measures are differently correlated when one of the treatments compared is the placebo.
One technical implication that comes up is that the positive definiteness of the within-study variancecovariance matrix is not guaranteed for three-arm studies. The estimated matrixΣ i for the random errors in (3.8) is not always positive definite, as it depends on the data and on an arbitrary parameter ρ i . One way to overcome this problem is to compute the four eigenvalues λ i, j ofΣ i for every study i, with j = 1, 2, 3, and 4, and truncate them to zero, replacingΣ i = j max(0, λ i, j )v i,j v i,j , with v i,j the corresponding eigenvectors as in Jackson and others (2010) . This, however, might be difficult to implement, particularly if a Bayesian software is used. Here, we propose a different way of dealing with this problem: we can truncate the correlation coefficient for every study so that the positive definiteness of the variance-covariance matrix is ensured. If for example we assume a uniform (−1, 1) prior distribution for each ρ i , we must truncate:
The limits l i and u i are the lowest and highest values of ρ i that lead to a positive-definite matrix. That means that we need to compute those values for all three-arm studies: it can be easily achieved by checking the corresponding eigenvalues of the variance-covariance matrix, as a positive-definite matrix has only positive eigenvalues. In Section 4 of supplementary material available at Biostatistics online, we provide a program in R software that computes the limits l i and u i for every three-arm study. Wei and Higgins discuss other approaches to ensure positive-definite matrices including Cholesky paramaterization and spherical decomposition (Wei and Higgins, 2013a) .
Model 2:
Extending the alternative MOMA model. In this section, we discuss a second method for performing an MONMA, by extending Riley's and others alternative model (Riley and others, 2008) . The model described in Section 3.1 is Y = Xβ + η, with η ∼ N (0, ), where, as in the case of pairwise meta-analysis the matrix is block diagonal. For a two-arm study, the variance-covariance matrix is as given in (3.4). As we show in Section 5 of supplementary material available at Biostatistics online, if we are willing to employ Assumption 2 for a three-arm study i comparing treatments A, B and C for two outcomes, then its variance-covariance matrix i is given by:
Here we have defined ζ i,AB,R = σ of this approach is that the variance-covariance matrix is always positive-definite, so a multivariate metaanalysis can be readily performed without further complications. As described in the previous section, the equal variance assumption (Assumption 2) can be omitted if the studies are imbalanced or the treatments have significant differences in the measured effects, leading, however, to a much more complicated Ω i variance-covariance matrix.
4. APPLICATION TO ACUTE MANIA DATASET: NMA FOR RESPONSE AND DROPOUT
Model fit and analysis plan
We fit both models in a Bayesian framework using the OpenBUGS software. Prior distributions must be assigned to all model parameters. The parameters τ R , τ D of the first model and ψ R , ψ D of the second can be assigned minimally informative prior distributions. If there is no prior information on the correlation of the outcomes, an uninformative U (−1, 1) prior can be used on all correlation coefficients. If external information is available on these coefficients, e.g. elicited from experts in the field, it can be used to inform ρ or ρ h . In our example, the correlation between response and dropout rate is expected to be negative so we assigned appropriate negative priors to parameters ρ i (the within-study correlations between outcomes, assumed equal across studies), ρ τ (the between-study correlation in outcomes), and ρ h (the overall correlation). However, the robustness of conclusions to this assumption could be checked if desired. In order to rank the treatments with respect to the response and the dropout rate, we computed the surface under the cumulative ranking curve, SUCRA (Salanti and others, 2011) , for each treatment and for each outcome. For treatment A, outcome R, SUCRA is defined as
with cum
A,R k denoting the probability of A ranking among the best k treatments for outcome R. SUCRA values lie between 0 (when the treatment is certain to be the worst for the outcome) and 1 (when the treatment is certain to be the best for the outcome). It is a transformation of the mean rank which takes uncertainty of estimation into account. All results pertain to 1 000 000 iterations and thinning of 100 after a 5000 burn-in period; the thinning was deemed necessary since a preliminary analysis showed a high auto-correlation in the chains. The code used is provided in Sections 6 and 7 of supplementary material available at Biostatistics online. We explored the following analysis scenarios: I. Univariate (independent) NMA of response and dropout rate separately, assuming τ R , τ D ∼ U (0, 1). This corresponds to setting all correlations equal to zero. II. MONMA following the approach of Section 3.2.1 with minimally informative priors for the heterogeneity parameters:
, and (a) assuming a negative common ρ i = ρ with ρ ∼ U (−1, 0); (b) assuming a strongly informative, negative, and common ρ ∼ U (−0.7, −0.5); (c) assuming a common fixed ρ i = ρ with ρ = −0.7; and (d) assuming two different within-studies correlation coefficients ρ i : one for the studies comparing two active treatments, which we denote as ρ Act−Act , and another for the studies comparing active treatments to placebo, ρ Act−Pl . This distinction could be based on the assumption that the two relative treatment effects are differently correlated when one of the treatments compared is the placebo. For both parameters, we used a uniform negative, U (−1, 0), prior distribution. III. MONMA following the approach in Section 3.2.2, assuming a common correlation coefficient and the following prior distributions for the parameters of the model:
In order to evaluate our assumption of a negative correlation coefficient within and across studies we fitted MONMA model following the approach of Section 3.2.1 with ρ i = ρ with ρ ∼ U (−1, 1) and ρ τ ∼ U (−1, 1) .
Results
The median posterior values for ρ and ρ τ when non-informative U (−1, 1) priors are used were −0.33 and −0.84 with 95% credible intervals [−0.66;0.14] and [−0.99;−0.38] , respectively. These values corroborate our prior belief of a negative association between dropout and efficacy. In Table 1 , we present the mean posterior estimates and 95% credible intervals for the parameters in each model. An interesting observation is that the heterogeneity variances τ 2 R and τ 2 D are invariant across the different models. This may be due to the large number of studies available in this meta-analysis. The mean estimates for the correlation coefficients are well below zero (e.g. the between-study correlation ranges from −0.56 for scenario II.c up to −0.82 for scenario II.a). The posterior median value for the overall correlation ρ h in model III is −0.51 (95% credible intervals [−0.68;−0.29] ), a value lying between the estimates of the two correlation coefficients for the multivariate model II.a (−0.34 for ρ and −0.82 for ρ τ ). This is reasonable since ρ h is an overall correlation coefficient that amalgamates the within-and between-studies correlations measured by ρ and ρ τ . In Figure 1 , we present the summary odds ratios for both outcomes for each treatment versus placebo and for models I, II.b, and III. In Section 8 of supplementary material available at Biostatistics online, we present the results from fitting each model in detail. The multivariate approach has a minimal effect on the summary results for the dropout outcome compared with the univariate. That is expected (Riley and others, 2007a) since this outcome was reported in all studies except one, and thus inferences do not gain much through the joint analysis in terms of the posterior estimates and precision for this outcome. In contrast, the posterior summary ORs for the response to treatment outcome have considerable gain in precision when we use a multivariate rather than univariate model. This gain arises because 28% of the studies did not report on response, and thus the multivariate models additionally borrow strength from the correlated dropout outcome in these studies (Riley and others, 2007a) . The gain in precision is larger as within-study correlation coefficient moves away from zero; the decrease in the width of the confidence intervals of the ORs compared with the results from the univariate approach is on average 8.4% for analysis II.a, 12% for II.b, 12.1% for II.c, 8.2% for II.d, and 10.8% for model III. Note that apart from differences in precision gain there are small changes in the point estimates for most odds ratios among the MONMA models (see Section 8 of supplementary material available at Biostatistics online).
In Figure 2 , we present the relative ranking of treatments for response and dropout, for models I, II.b and III, based on the SUCRA value for each outcome. Treatments near the upper right corner are the best when both acceptability and efficacy outcomes are considered jointly important; those near the bottom left corner (dark areas of the plots) are the worst. Note that Gabapentin is not present in the graph, since it was only reported for dropout. Regardless of the choice of model, OLA has the highest ranking across both outcomes jointly. However, the ranking of some other treatments is affected by the choice of multivariate rather than univariate, especially in regard the response outcome which (through correlation) is able to borrow strength from the more complete acceptability outcome. This use of additional information leads to (small) differences in the multivariate and univariate mean posterior estimates and precision of the summary ORs for response, and this has an impact on the relative ranking of the treatments for this outcome. For example, Carbamazepine ranks as the best treatment in terms of response with the univariate model but it falls to the fourth place when we consider a within-study correlation coefficient ρ = −0.7.
DISCUSSION
We have developed two models for meta-analyzing evidence from multi-arm studies reporting multiple correlated outcomes in a network of interventions. Our models require minimum aggregated-level information, are independent of the mechanism that induces the correlations, and are applicable to any NMA with multiple continuous, dichotomous, or time-to-event outcomes; that is the majority of the NMA applications (Nikolakopoulou and others, 2014) .
The set of models we present provides a unified way of handling multiple outcomes in the presence of multi-arm studies using only a handful of parameters. Choice between the two models may be informed by various factors. The first MONMA model accounts for within-study variances (sampling error), betweenstudy variance (heterogeneity) as well as within and between-studies correlation. The second (alternative) model includes both within-and between-study variances, but uses a single correlation parameter ρ h . Thus, the second model can be viewed as an approximation of the first MONMA model, with the latter having a more detailed likelihood structure. The second model can be used in the common situation when within-study covariances (the κ parameters in (3.6)) are not available from all studies or cannot be reliably obtained from external data or expert opinion. Ease of application is another consideration when choosing between the two models. The first model is more difficult to implement as it has a richer structure and investigators need to ensure the positive definiteness of the variance-covariance matrix.
Although NMA is an increasingly popular technique, few attempts have been made so far to combine it with multiple outcomes models. Our models are more general than those currently available in the literature. Welton and others (2008) presented an MONMA model applicable to NMA with two-arm studies only. Hong and others (2013) presented methods for synthesizing multiple outcomes for multiple competing treatments, but their approach completely ignores within-study correlations and we do not recommend it. Madan and others (2014) presented an approach for modeling multiple outcomes reported over multiple follow-up times; their models are applicable only for repeated measurements for a binary outcome and requires arm-level data.
Our models perform better than the univariate one in terms of precision; this gain, however, does not come without a cost. The complexity of the multivariate analysis is an important limitation, and the difficulty in implementing the models rises as the number of outcomes of interest or the number of arms of the studies in the network grows. When only a small number of studies do not report on all outcomes, the gain in precision can be trivial, rendering the use of multivariate methods redundant. The models are also limited by the assumptions we used to simplify the structure of the variance-covariance matrices; in supplementary material available at Biostatistics online, we offer guidance for the case the analyst is unwilling to employ these assumptions. The gain in power by joint modeling of correlated outcomes is sometimes too small to justify the increased modeling complexity (Trikalinos and others, 2013) . Multivariate metaanalysis might provide more powerful results when several studies provide only one of the outcomes and in the presence of selective outcome reporting (Copas and others, 2014; Kirkham and others, 2012) . We recommend to consider both multivariate and univariate approaches, to ascertain if clinical conclusions about the ranking of treatments for each outcome remain consistent under different model assumptions.
Despite their limitations the two presented models are to our knowledge the first attempts for meta-analyzing data from networks of interventions comprising multi-arm studies that report on multiple correlated outcomes. Efthimiou and others (2014) have developed a framework that utilizes expert clinical opinion about quantities easily understood by clinicians (such as proportions) to impute unreported correlation parameters. Their method is applicable only for binary outcomes measured with odds ratios. In the present approach, we provide two general models for all types of outcomes assuming that the within-study correlations are known or directly informed by external evidence (model 1) or completely unknown (model 2). Finally since MONMA is a new, largely unexplored area, there are still many open areas for research. A possible extension would be to include IPD, either exclusively or in a combination with aggregated data. Furthermore, our models could be implemented in popular statistical software making MONMA more easily accessible to review authors.
SUPPLEMENTARY MATERIAL
Supplementary material is available at http://biostatistics.oxfordjournals.org
