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 平成 25 年 3 ⽉に校内 LAN システムを更新した．基幹サーバ周りの更新を中⼼に⾏い，仮想インフラ
ストラクチャを新規に導⼊した． 
 
２.校内 LAN システム更新の基本的な考え⽅ 
 以前のシステムは，様々な問題が顕在化していた．基幹サーバは 2 台構成で，1 台のサーバ上に複数
のサービスが稼働していた．そのため，ハード的な障害の際には，全サービスに影響が出てしまってい

















・物理サーバ    3 台 
・共有ストレージ   1 台 
・バックアップストレージ  2 台 
・管理サーバ    1 台 
・無停電電源装置   2 台 
・仮想プラットフォーム   1 式 
・サーバ接続ネットワークスイッチ  2 台 
 
(2)グループウェアシステム 
・グループウェアサーバ   1 台 





ックを，それぞれ表 1，表 2，表 3 に⽰す． 
表 1 物理サーバスペック 
CPU Xeon E5-2650 2GHz×2(16 コア) 
メモリ 48GB(PC3-12800 RDIMM) 
PCI Express SAS ホストバスアダプタ 2 ポート×2 
NIC 1Gbps×5 （管理⽤:1，タグ VLAN:2，DMZ:2） 
ハイパーバイザ VMware vSphere Hypervisor(ESXi5.1) 
 
表 2 共有ストレージスペック 
ホスト接続 6G SAS 
HDD 900GB(10krpm)SAS×12 RAID6 1TB(7.2krpm) SAS×7 RAID5 
NIC 1Gbps×2 （管理⽤:2） 
 
表 3 バックアップストレージスペック 
CPU Xeon E5-2403 1.80 GHz(4 コア) 
メモリ 8GB(PC3L-10600R RDIMM) 
HDD 900GB(10krpm)SAS×8  RAID5 












サーバのバックアップ保管⽤に利⽤する．各ストレージの⽤途を表 4 に⽰す． 
 




バックアップストレージ 1 基幹サーバの待機仮想サーバと将来のバックアップ先 
バックアップストレージ 2 バックアップ領域 
 
4.3 管理サーバ 
管理サーバは，VMware vCenter によって物理サーバやストレージ等，仮想インフラストラクチャの 














・DNS サーバ    4 台（外部 2 台，内部 2 台） 
・NTP サーバ    2 台 
・メールサーバ    5 台（外部公開⽤ 2 台，教職員⽤ 2 台，学⽣⽤ 1 台） 
・ウェブプロキシサーバ   2 台 
・事務⽤ AD サーバ   2 台 
・ウェブサーバ    1 台 
・グループウェアサーバ   1 台 
・グループウェア全⽂検索サーバ  1 台 
・バックアップサーバ   1 台 
・監視サーバ    1 台 
１つのサービスに対して，仮想サーバが２台あるものは 2 台で 1 システムとして動作し，冗⻑化を図
っている．ウェブプロキシは VRRP（Virtual Router Redundancy Protocol）によって，2 台のサーバ
を仮想的に 1 台と⾒なし，障害時には待機系へと⾃動的に切り替わる．教職員⽤メールサーバは HA ク
ラスタによってサービスの死活監視を⾏いながら稼働し，障害時にはウェブプロキシと同じく⾃動的に
切り替わる．またメールデータに関しては，DRBD（Distributed Replicated Block Device）によりネ
ットワークを介してデータを冗⻑化している．DNS サーバは通常のマスター/スレーブ構成，NTP サー
バはデータを持たないため，DNS のラウンドロビンにより冗⻑化を⾏っている． 
















1. 利⽤者は図 2 の「仮想サーバ利⽤申請書」を提出する 
2. 総合情報処理センターで仮想サーバに CPU・ストレージを割当てる 
3. 利⽤者は OS のインストールを⾏う 











図 2 仮想サーバ利⽤申請書 
７.まとめ 
今回，仮想インフラストラクチャが導⼊され，サーバの柔軟な運⽤が可能となった． 
以前のシステムと⽐べ，1 サービスを複数サーバで冗⻑化する構成へと変わったため，導⼊当初は多
少トラブルもあった．現在では安定して稼働しており，テスト機を含むと 33 の仮想サーバが稼働して
いる． 
今後は，まだ仮想化されていない学内サーバを集約し，学内システムの効率的な運⽤を⽬指す．また，
仮想サーバ構築に関する講習会を開催し，学内で利⽤拡⼤に努めたい． 
 
 
