Generally only the asymptotic expectation and the asymptotic variance of the estimator of the ratio of two means are considered. In the present paper, the estimate of the asymptotic density function of the estimator of the ratio is presented. In fact, in different situations having the same asymptotic expectation and variance of the estimator, the density function may differ in a considerably way especially with respect to the skewness. Confidence intervals for the ratio of two means which keep in consideration the shape of the distribution, proposed by Galeone, are reported.
Introduction
Often it is required to estimate the ratio of two means or the ratio of two totals. The estimator is a ratio of two random variables normally or asymptotically normally distributed. So the characteristics of the estimator of a ratio is connected with the ratio of two normal random variables. The distribution of the ratio of two normal random variables was studied by Geary (1930) , Fieller (1932) , Marsaglia (1965 , 2006 ), Frosini (1970 and many others. In 1986 two papers due to Aroian and Oksoy et Aroyan proposed the Distribution Function of the ratio of two normal random variables.
Taking into account the result of Aroian and Oksoy, in the present paper we consider an estimate of the density function of the estimator of a ratio of two means. Then we present some examples in which the asyntotic variance of the estimator of the ratio is constant but the distributions has quite different shape especially with respect to the skewness.
Then in section 4 a proposal due to Galeone (2007) of confidence intervals for the ratio of two means which keep in account of the characteristics of the distribution of the estimator of a ratio is reported. = Aroian (1986) and Oksoy et Aroyan (1986) about the Distribution Function (DF) of the ratio of two correlated Normals, we can obtain the distribution of the r.v. 
and where, according to the indication of Kotz et al (2000) , The density function is the following: We wish to present some proves in order to understand if this approximation is acceptable.
Now we compute
And we compare corresponding probabilities in a Normal distribution in different situations having the same ( ) First of all, we consider the index proposed by Bowley in 1901 (Brentari, 1990) sk ( 
Example 3
The first case has 2 x CV =1 e. The examples above considered show the importance of considering the exact distribution of the estimator of R and not only the variance of the estimator.
The Confidence interval for R based on the exact distribution or the estimator
As discussed previously, none of the moments of W n exists, and thus it is impossible to infer from the mean value E(W n ) and variance Var(W n ). Cochran (1977) , in order to construct the confidence intervals for R, uses a Normal distribution having asymptotic expected value R and Var (W n ).
The Fieller method refers to a general approach to obtain the confidence region for the ratio of the means in a Bivariate Normal distribution. Fieller (1940) introduced this method for the first time in his paper on the standardization of insulin. Subsequently, in another paper, the problem was described by the same author with more details (1954) , and a new expression for the ratio of the means as a linear combination of rvs made relatively simple the computation of confidence intervals of the ratio. Fieller method has been used as a touchstone by several authors (Finney 1964 , Rao 1965 , Kendall and Stuart 1961 , because of its importance in examining the general techniques for constructing confidence intervals using resampling techniques, such as the jackknife or bootstrapping. However, there are a few degenerate cases for which the confidence region is not an interval, so that practical interpretation of the results is impossible. In fact, the existence of a bounded ( ) 1 α − % confidence interval for R with Fieller method is not always guaranteed.
Gardiner at al. (2001) proved that the confidence interval is bounded if and only if the estimated 2 X is significantly different from zero at level α .
In order to always obtain the existence of a bounded ( ) Galeone (2007) proposed the following confidence intervals for R, that can be obtained by using the inverse cumulative density function of W n , as followed: It is possible to observe that the averages width of the intervals of the two methods are very closed.
Conclusions
The present paper shows the importance of considering the real distribution of the estimator of R.
In fact the distribution of the estimator of the ratio of two means or of two totals is useful also to build the confidence intervals for the parameter R. The method proposed by Cochran based on the Normal distribution does not consider the exact distribution of the estimator but only the asymptotic variance of the estimator. Here we show that we can have the same asymptotic variance of the estimator of the ratio of two totals in situations where the estimator has different distribution.
The method, proposed by Galeone, here considered always exists while the method of Fieller, generally used in order to build confidence intervals, sometimes presents problems. When the two methods exist, they supply confidence intervals very closed.
