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Solving Incremental Optimization Problems via
Cooperative Coevolution
Ran Cheng, Mohammad Nabi Omidvar, Amir H. Gandomi, Bernhard Sendhoff, Stefan Menzel and Xin
Yao, Fellow, IEEE
Abstract—Engineering designs can involve multiple
stages, where at each stage, the design models are in-
crementally modified and optimized. In contrast to tradi-
tional dynamic optimization problems where the changes
are caused by some objective factors, the changes in such
incremental optimization problems are usually caused by the
modifications made by the decision makers during the design
process. While existing work in the literature is mainly
focused on traditional dynamic optimization, little research
has been dedicated to solving such incremental optimization
problems. In this work, we study how to adopt cooperative
coevolution to efficiently solve a specific type of incremental
optimization problems, namely, those with increasing deci-
sion variables. First, we present a benchmark function gener-
ator on the basis of some basic formulations of incremental
optimization problems with increasing decision variables
and exploitable modular structure. Then, we propose a
contribution based cooperative coevolutionary framework
coupled with an incremental grouping method for dealing
with them. On one hand, the benchmark function generator
is capable of generating various benchmark functions with
various characteristics. On the other hand, the proposed
framework is promising in solving such problems in terms
of both optimization accuracy and computational efficiency.
In addition, the proposed method is further assessed using
a real-world application, i.e., the design optimization of a
stepped cantilever beam.
Index Terms—incremental optimization problem, coopera-
tive coevolution, variable grouping, experience based opti-
mization
I. INTRODUCTION
OPTIMIZATION problems are widely seen in vari-ous areas of science and engineering. Some of the
optimization problems have static objective functions,
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whereas the others have dynamic objective functions
changing over time, known as the dynamic optimization
problems (DOPs) [1]. Generally speaking, the changes
in DOPs may affect the objective functions, the decision
variables, or the constraints, where the reasons causing
such changes can be attributed to the variance of avail-
able resources, the arrival of new jobs, the environmental
changes, etc [2]. For such DOPs, a widely accepted
assumption is that they must be solved online as time
goes by [3]. In other words, since the changes are caused
by some objective factors, there are often some hard
constraints in computational time for each optimization
period.
While the changes in traditional DOPs are caused
by some objective factors, there exist another kind of
optimization problems with dynamic changes made by
the decision maker via incremental modifications. In
general, the incremental modifications can be the ad-
dition/removal of decision variables from the objective
function or the available constraints. For example, in
truss topology optimization, the truss structures can
be incrementally optimized by adding nodes and bars
into the truss structure [4]; in aerodynamic shape opti-
mization, the aerodynamic shape can be incrementally
optimized by adding design parameters into the sim-
ulation system [5], [6]. Such problems are incrementally
modified by adding decision variables. For simplicity, we
denote such problems as the incremental optimization
problems (IOPs for short) hereafter.
Objective Function
Decision Maker
Final Solution
Modification Optimization
Fig. 1. Illustration to the optimization process of an incremental
optimization problem with increasing decision variables
(IOP).
As illustrated in Fig. 1, solving an IOP often in-
volves two iterative steps: optimization and modifica-
tion, where the decision maker incrementally modifies
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the objective function by adding more decision variables.
At each design stage, the objective function is optimized
and its result is given back to the decision maker. Sub-
sequently, the decision maker may change the design
by modifying the objective function on the basis of
the optimization results. This incremental optimization
process continues until the decision maker is satisfied
with the final solution.
Broadly speaking, the IOPs can be seen as a special
type of the time-linkage problems (DTPs), where the
future behavior of a system is influenced by the decision
made at each time stage [7], [8]. When solving DTPs, a
problem solver is expected to take the problem changes
into account and make corresponding predictions [9]. In
practice, however, it is difficult to make such predictions
due to the black-box nature of the problem. Even worse,
an algorithm can be deceived to make wrong predictions
causing it to perform worse than the case where no
predictor is used [10]. Particularly, the modifications in
IOPs are not likely to be predictable as they are made by
the decision makers according to personal preferences,
which makes existing prediction-based approaches inef-
fective in solving IOPs.
To solve an IOP, a naive approach is to iteratively re-
run the optimizer once the objective function is modified.
However, performing such iterative re-optimizations can
be time-consuming, especially when the function evalua-
tions are computationally expensive [11]. Therefore, it is
of particular interest to investigate ways of optimizing
IOPs efficiently by saving redundant re-optimizations.
Since the objective function of an IOP is incrementally
developed over several stages, intuitively, part of the
results obtained at each stage should be reusable in
future optimization attempts. This is due to the fact that
incremental modifications may not completely change
the original objective function, and such a special prop-
erty is worth taking advantage of when solving IOPs.
From the experience-based optimization point of
view [12], the historical optimization results can be
considered as useful experience to guide the optimiza-
tion of IOPs at a later design stage. The key issue
in experience-based optimization is how to make use
of historical information to guide future optimization,
either implicitly or explicitly. For example, Sushil Louis
borrowed the idea from the case-based reasoning, where
the previously obtained solutions are injected into the
search process to improve the performance on syntac-
tically similar problems [13]. This can be seen as an
implicit way to use historical information.
In IOPs, the dependence between the newly added
decision variables and the previous ones, namely, the
variable interactions, can be important information to
guide future optimization. Despite that information such
as variables’ interaction pattern is not known a priori, for-
tunately, the variable interaction techniques allow us to
explicitly extract valuable structural information about a
black-box problem and turn it into a gray-box one [14],
[15]. Therefore, in this work, we propose to solve the
IOPs via cooperative coevolution (CC) [16], where the
variable interaction information is considered as the
experience acquired during the incremental optimization
process.
The CC framework was initially proposed to decom-
pose the decision vector of an optimization problem
into a group of smaller components, thus breaking the
original optimization problem into a set of simpler ones.
Since the decision vector of a given problem can be
partially nonseparable due to variable interactions, a
major challenge of using the CC framework is to find
a proper decomposition. One classic method is known
as the random grouping [17]–[19], where the decision
variables are randomly grouped into different groups,
and thus the variable interactions are taken into con-
sideration implicitly. By contrast, the other way is to
detect the variable interactions in an explicit manner
and form the groups accordingly. As a representative
method of such, differential grouping (DG) (as well as its
variants) can identify the nonseparable (i.e. interacting)
components with high accuracy [20], [21]. As reported
in the recent literature [22], such CC algorithms are
promising in solving partially separable problems.
By adopting the CC framework coupled with vari-
able grouping, we propose to incrementally detect the
interactions between the incremental modifications and
the objective function of an IOP, such that the decision
variables of an IOP can be incrementally grouped and
optimized. To be specific, the main contributions of this
work are as follows.
1) Basic formulations of generic IOPs are presented.
A generic IOP is defined as a single-objective
optimization problem (SOP) with several design
stages, where at each stage, the objective function is
incrementally modified by introducing additional
decision variables into the objective function. To
describe the incremental modifications in IOPs, we
present three different modification types by con-
sidering the interactions between added decision
variables and those in the original problem.
2) A benchmark generator for IOPs is developed.
In order to represent different modification types
in IOPs using benchmark functions, we propose
a method based on the Givens rotation for con-
trolling the variable interactions. On the basis of
the proposed benchmark generator, we further
instantiate seven representative benchmark func-
tions, which not only cover different modification
types but also have various properties in terms of
separability and modality.
3) A contribution-based cooperative coevolution
(CBCC) [23] framework is proposed for
solving IOPs. The proposed CBCC framework
automatically detects the interactions between
the newly added decision variables and those
in the original problem, thus determining which
decision variables of the modified problem should
remain unchanged and which should be re-
IEEE TRANSACTIONS ON EVOLUTIONARY COMPUTATION, VOL. , NO. , MONTH YEAR 3
optimized. By considering the contributions of the
modified parts and the unchanged parts, the CBCC
framework adaptively allocates the computational
resources (i.e. fitness evaluations) to improve the
optimization efficiency.
The remainder of the paper is organized as follows.
Section II covers the required background, including the
fundamental concepts relating to variable interaction,
and brief introductions to cooperative coevolution and
variable grouping. Section III presents the basic for-
mulation of IOPs together with a benchmark function
generator. Section IV elaborates a contribution-based co-
operative coevolutionary (CBCC) framework for solving
IOPs, and an incremental grouping (IG) algorithm for
variable interaction analysis and problem decomposi-
tion. Section V presents the experimental results, where
several representative benchmark functions are gener-
ated using the proposed generator, and the proposed
CBCC method is assessed and compared with other
representative algorithms on the benchmark functions
as well as a real-world engineering problem. Finally, the
paper is concluded in Section VI.
II. BACKGROUND
An incrementally modified optimization problem
(IOP) can be referred to as a single-objective optimization
problem (SOP) involving multiple design stages, where
there are incremental decision variables added to the ob-
jective function at each stage. Without loss of generality,
an SOP1 can be defined as:
arg min
x
f(x),
s.t. x ∈ X ,
(1)
where X ⊂ RD is the decision space and x =
(x1, x2, ..., xD)
⊤ ∈ X is the decision vector, and D is the
number of decision variables.
In traditional single-objective optimization, a decision
vector can be optimized as a whole if the dimension is
not large, but when it comes to large-scale optimization
which can involve hundreds or even thousands of de-
cision variables, the decision vector is usually decom-
posed into a set of components to break a large-scale
problem into a set of simpler subproblems [24], [25].
Since such variable grouping techniques can be also
applied to solving IOPs, this section will present some
related background knowledge, including the variable
separability as well as cooperative coevolution.
A. Variable Interaction
A decision variable xi is known as separable iff:
arg min
x
f(x) =
(
arg min
xi
f(x), arg min
∀xj,j 6=i
f(x)
)
, (2)
1This work only considers minimization problems with box con-
straints.
Algorithm 1: (x⋆, f⋆) = CC(f )
1 /*Main Framework of CC*/
2 P← randomized initial population;
3 c← randomized initial context vector;
4 //grouping stage
5 G = Grouping(f);
6 //optimization stage
7 while Termination Condition is Not Satisfied do
8 for κ = 1 to |G| do
9 (P, c) = Optimizer(P, c, Gκ);
10 x
⋆ = c ; f⋆ = f(x⋆) ;
11 return (x⋆, f⋆);
which means that there does not exist any other decision
variable interacting with xi.
Based on the definition of separability, a problem f(x)
is known as fully separable iff:
arg min
x
f(x)=
(
arg min
x1
f(x1, . . . ), . . . , arg min
xD
f(. . . , xD)
)
,
(3)
where there does not exist any interaction between any
pair of decision variables in x. By contrast, a problem
f(x) is known as fully nonseparable if every pair of
decision variables interact with each other.
However, if only part of the decision variables are
separable while the others are nonseparable, the problem
is known as partially nonseparable:
arg min
x
f(x)=
(
arg min
x1
f(x1, . . . ), . . . , arg min
xm
f(. . . ,xm)
)
,
(4)
where x1, . . . ,xm are disjoint sub-vectors of x, and 2 ≤
m ≤ D. A problem is partially additively separable if:
f(x) =
m∑
i=1
fi(xi) , (5)
where xi are mutually exclusive decision vectors of fi,
and m is the number of independent components.
B. Cooperative Coevolution
As shown in Algorithm 1, the main framework of co-
operative coevolution (CC) consists of two main stages:
the grouping stage and the optimization stage. In the
grouping stage, the whole decision vector is decomposed
into several components. At the grouping stage, the
decision variables are divided into a number of variable
groups, where the grouping information is stored in G.
Ideally, each decision variable should only interact with
other decision variables inside the same group, but not
with those in any other group. Such groups are also
known as the nonseparable (or interacting) groups. In
order to determine the nonseparable groups, Omidvar
et al. proposed the differential grouping (DG) method
on the basis of the following theorem [20]:
Theorem 1: Let f(x) be an additively separable func-
tion. ∀a, b1 6= b2, δ ∈ R, δ 6= 0, if the following condition
holds
∆δ,xp [f ](x)|xp=a,xq=b1 6= ∆δ,xp [f ](x)|xp=a,xq=b2 , (6)
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then xp and xq are nonseparable, where
∆δ,xp [f ](x) = f(. . . , xp + δ, . . . )− f(. . . , xp, . . . ), (7)
refers to the forward difference of f with respect to
variable xp with interval δ.
The quantities in (6) are real-valued numbers; there-
fore, the equality check cannot be evaluated exactly over
the floating-point number field on computer systems.
Consequently, the equality check needs to be converted
to an inequality check by introducing a sensitivity pa-
rameter: |∆(1) − ∆(2)| > ǫ, to check if two variables
are interacting. Here, ∆(1) and ∆(2) denote the left and
right hand side of (6) respectively. In the absence of
representation and roundoff errors, ǫ can be theoretically
set to zero; however, this is not usually the case and the
optimal value of ǫ is often a nonzero positive number.
This parameterization makes DG sensitive to choices of ǫ
whose optimal value may vary from function to function
and difficult to tune by practitioners. To alleviate this
problem, Omidvar et al. proposed DG2 [21], a parameter-
free version of version of DG, which automatically sets ǫ
by estimating the bounds on the computational roundoff
errors to maximize the accuracy of variable interaction
detection.
Using the variable grouping information, at the op-
timization stage, the decision variables in each non-
separable group (i.e. Gκ) are iteratively optimized in a
coevolutionary manner, where the optimizer can be any
derivative-free single-objective optimization algorithm.
Here the assumption is that the objective function is
fixed, and the decomposition is valid throughout the
optimization process. However, this is not the case with
IOPs, which results in a total failure of classic CC with
the existing decomposition methods. In this paper, we
propose a modified version of differential grouping,
termed the incremental grouping (IG), which checks
the variable interaction pattern of the decision variables
added at two neighboring stages during an incremental
design and optimization process. This allows for a more
informed optimization of the modified problem based
on the solutions obtained prior to any modification of
the objective function.
III. PROBLEM DEFINITION
A. Basic Formulations
An IOP can be formulated as a special SOP with T
number of design stages:
F = (f1(x1), ..., f t(xt), ..., fT (xT )), (8)
where t = 1, ..., T , and xt = (x1, x2, ..., xdt)
⊤ ∈ Rd
t
is
the decision vector having a size of dt at design stage
t. At each stage t ≥ 2, since the objective function is
modified by adding more decision variables, the size of
x
t is increased as follows:
dt = dt−1 +∆dt, (9)
where ∆dt is the number of added decision variables at
design stage t.
As xt is generated by adding more decision vari-
ables into xt−1, the objective function f t is also mod-
ified on the basis of f t−1. In practice, since different
modifications can result in different interactions be-
tween the added decision variables (denoted as ∆xt =
(xdt−1+1, xdt−1+2, ..., xdt)
⊤) and the original decision
variables xt−1, we consider the following three scenarios
as possible modifications.
• Modification Type I: ∆xt do not interact with xt−1. In
this scenario, since none of the decision variables in
∆xt interacts with those in xt−1, the incremental de-
cision vector ∆xt can be optimized independently.
• Modification Type II:∆xt partially interacts with xt−1.
In this scenario, only some of the decision variables
in ∆xt interact with those in xt−1 and the rest are
independent.
• Modification Type II: ∆xt fully interact with xt−1. In
this scenario, since each decision variable in ∆xt
interacts with at least one decision variable in xt−1,
∆xt has to be optimized together with part of xt−1
inside the same variable groups.
Based on the above formulations, we further present
how to design benchmark functions for IOPs in the next
section.
B. Benchmark Function Generator
In benchmark function designs of SOPs, variable in-
teraction (refer to Section II-A) is one of the most im-
portant characteristics to be taken into consideration. As
suggested by the benchmark design principles in [25],
while the separable functions can be simply generated by
weighted aggregations of separable base functions (e.g.
the Sphere function), the nonseparable functions should
be generated by rotating the fitness landscapes of some
special base functions (e.g. the Elliptic function).
Moreover, since the separability properties are also
closely related to variable interactions, in order to cover
the three different modification types presented above,
we adopt the following benchmark function generator:
F =


f1(x1) = g(R1(x1 − o1))
...
f t(xt) = g(Rt(xt − ot))
...
fT (xT ) = g(RT (xT − oT ))
, (10)
where g is the base function scalable to the number of
decision variables, ot is the shift vector determining the
location of the global optimum of the variables added at
stage t, and Rt is a rotation matrix that causes variable
interaction.
As an important property of IOPs, the objective func-
tion f t (t ≥ 2) at each design stage is modified on
the basis of its previous version f t−1. To reflect such a
property, both ot and Rt can be incrementally modified
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using iterative functions. These modifications are such
that the location of the current optimal solution stays
the same while the interaction pattern of the variables
may change. Therefore, ot can be iteratively modified
as:
o
t =
[
o
t−1
∆ot
]
, (11)
where t = 1, ..., T , ∆ot ∈ Rd
t
is the optimal position
of the added decision variables. It is worth noting that
in this study we do not change the position of the
global optimum over time. Neither the benchmark nor
the proposed framework limit the study of moving
optima within an incremental optimization context. It
is indeed possible to use the proposed framework for
such a purpose; however, tracking optima is a matter of
component optimizer rather than the framework itself.
Therefore, to keep the focus of this study on the effect
of adding variables on problem structure, we limit our
study to problems with fixed optima. It should be noted
that this does not necessarily mean a static landscape.
Indeed the rotation of the landscape and the partial
interaction of the newly added decision variables with
the previous ones change the fitness of the previously
obtained solutions. The focus of this study is to detect
and respond to such changes rather than tracking op-
tima.
In order to generate the rotation matrix Rt which
determines the variable interactions, there are several
basic requirements to be satisfied. First, as a rotation
matrix, Rt must always be an orthogonal matrix with dt
column vectors. Second, as the number of dt increases
(refer to (9)), the size of Rt should also increase cor-
respondingly. Third, considering the three modification
types presented in Section III-A, Rt must be generated
by considering the variable interaction between any pair
of decision variables. To this end, we propose a method
based on the Givens rotation [26] for the incremental
modifications of Rt.
??????? ?? ???
??????? ?? ???
???????
??
?
??
???????
??
?
??
Fig. 2. An illustrative example of the Givens rotation, where G12 =
G(1, 2, π
4
) and G23 = G(2, 3,
π
4
) are two rotation matrices generated
using Eq. (12) with D = 3.
Given two decision variables xi and xj , the xi-xj plane
can be rotated by an angle of θ using the rotation matrix
generated as:
G(i, j, θ) =


1 · · · 0 · · · 0 · · · 0
...
. . .
...
...
...
0 · · · cos θ · · · − sin θ · · · 0
...
...
. . .
...
...
0 · · · sin θ · · · cos θ · · · 0
...
...
...
. . .
...
0 · · · 0 · · · 0 · · · 1


D×D
, (12)
where cos θ and sin θ are at the intersections of the ith
and jth rows and columns of an D-dimensional identity
matrix. As illustrated in Fig. 2, the Givens rotation is
used to rotate the plane containing any two coordinate
axes (i.e. decision variables).
Now that the Givens rotation allows us to rotate
the plane containing any pair of coordinate axes, we
can control the variable interactions by generating the
rotation matrix correspondingly. Since the definition of
IOPs mandates an increase in the dimensionality of the
decision vector xt, the rotation matrix Rt−1 must be
extended by adding ∆dt additional dimensions so that
its dimension conforms with that of xt:
R
t
0 =
[
R
t−1
0
0 ∆It
]
, (13)
where ∆It is a ∆dt-dimensional identity matrix, such
that the original variable interactions reflected by Rt−1
stay unchanged. Then, we perform a series of Givens
rotations on Rt0 to generate the new rotation matrix R
t:
R
t =
∏
p∈Pt,q∈Qt
G(p, q, θp,q)×R
t
0, (14)
where Pt and Qt contain the indices of each pair of
interacting decision variables, and the interaction degree
is controlled by the rotation angle θp,q. In this way, R
t
can be incrementally modified by specifying Pt, Qt and
θp,q at each design stage t. To cover the three different
modification types mentioned before, and to control the
extent to which the new decision variables and the
previous ones interact, the sets Pt and Qt should be
specified as follows:
Pt ⊂ {dt−1 + 1, dt−1 + 2, ..., dt}, (15)
and
Qt ⊂ {1, 2, ..., dt−1}, (16)
with
|Pt| = |Qt| = rt ×∆dt, (17)
where r ∈ [0, 1] is a parameter controlling the ratio of
the new decision variables added at stage t that interact
with the previous ones.
Using the generators above, the benchmark functions
can be instantiated by specifying the following tuple:
(T, d1,∆dt, g, θp,q, r
t), (18)
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where d1 and ∆dt are the initial dimensionality and
incremental dimensionality as defined in (9), g is the base
function as defined in (10), θp,q is the rotation angle as
defined in (14), and rt is the interaction ratio as defined
in (17). In Section V, we will instantiate some benchmark
functions using the proposed generator.
IV. METHOD
The prime challenge of solving IOPs is the efficient
handling of incremental modifications. A naive approach
to dealing with such incremental modifications is to treat
the modified problem at each design stage as a com-
pletely new one and opt for its re-optimization. How-
ever, this can discard any useful information contained
within the previously obtained solutions to a previous
design formulation. It is clear that the extent to which the
previous solutions can be useful for the next formulation
is dependent on the type of incremental modifications
it entails. As was mentioned in the previous section,
variable interaction is an important factor determining
how the optimal value of each decision variable may
change through the addition of new variables. Indeed,
in this context, it is precisely the variable interaction
pattern of the newly added design variables with the
previous ones that cause the change. The aim of this
section is to propose a method for exploiting variable
interaction information for an efficient handling of in-
cremental modifications.
In the absence of variable interaction information, it
is difficult to devise an efficient strategy to deal with
incremental modifications. The new variables are either
completely independent of the previous ones, or interact
with the previous ones in a partial or full manner (see
Sec III). In a white-box problem full variable interaction
pattern might be known; however, the complexity of the
problem or lack of an algebraic form for the objective
function can turn the problem into a black-box one.
Variable interaction analysis allows us to extract valuable
structural information about the problem and turn it into
gray-box optimization [14], [15]. For this purpose, we
propose a modified DG2 [21], termed the incremental
grouping (IG) method, to suit IOPs. Further details
about variable interaction analysis are given later in this
section.
Once the variable interaction structure is inferred, it
is natural to opt for a framework that facilitates the
incorporation of such structural information. One such
framework is CC [16] which allows an optimization
problem to be broken down into its constituent com-
ponents and be optimized cooperatively in a round-
robin fashion. This property is of great importance for
solving IOPs. CC not only allows us to preserve previous
solutions obtained for an earlier design, but also allows
for a seamless transition to the next design stage by
treating new design variables as a new component. The
round-robin coordination policy of CC allows the new
and old components to be optimized collaboratively.
A major drawback of traditional CC for solving IOPs,
however, is its suboptimal component selection policy
(i.e., the round-robin strategy). This policy distributes
the computational resources equally among components
wasting a considerable amount of resources when com-
ponents have nonuniform contributions towards im-
proving the overall solution quality [27]. Although the
issue of imbalance has been studied in the general con-
text of single objective optimization [28]–[31], its effect is
more pronounced when dealing with IOPs due to their
unique features:
• Non-uniform dimensionality of components: In
IOPs, the decision variables added at each design
stage can be treated as a separate component. It
is not uncommon to have a different number of
decision variables added at each design stage. The
variable interaction analysis may also result in com-
ponents with different sizes depending on the un-
derlying interaction pattern.
• Dynamics of the optimization process, and discrep-
ancy among convergence behavior of components:
First, due to the incremental nature of the design
process in IOPs, the decision variables added at
earlier design stages are often optimized longer. De-
pending on their variable interaction pattern, some
of the decision variables belonging to earlier design
stages may converge to their optima not requir-
ing further optimization, thus leading to marginal
contribution to the convergence of the objective
function at later design stages. Second, the newly
added decision variables often have the highest
contribution, especially at the beginning of a design
stage. Third, previously converged variables may
interact with the ones added upon reformulation,
which requires further optimization, thus leading to
a transition from low to high contribution.
Contribution-based cooperative coevolution (CBCC)
[23], [32] is an improved CC framework whose compo-
nent selection policy is based on the contribution of com-
ponents towards improving the overall solution quality,
which makes CBCC a good fit for solving IOPs. It is clear
that CBCC requires an estimation for the contribution of
each component, but due to the nature of the problem,
the actual contribution of each component is not directly
observable. For a partially separable problem, it is possi-
ble to obtain a reliable estimation for the contribution of
a component by recording its improvement after a round
of optimization while keeping all other components
constant. As was mentioned previously, in this paper we
convert a black-box problem into a gray-box problem by
means of variable interaction analysis, which allows us
to minimize the inter-component dependence to obtain
an accurate estimation of contributions.
The decomposition strategy that we devise in this pa-
per is to analyze the interaction of the decision variables
added at design stage t with respect to the previous
components formed by gradual analysis of the objective
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Algorithm 2: Gt = IG(f t,Gt−1, dt−1, dt)
1 /*Pseudo Code of Incremental Grouping*/
2 Θ← an uninitialized dt × dt interaction matrix;
3 initialize Θtij ,∀i, j ∈ {1, . . . , d
t−1} using Gt−1;
4 Θij = 1,∀i, j ∈ {d
t−1 + 1, . . . , dt};
5 for i = dt−1 + 1 to dt do
6 for j = 1 to dt−1 do
7 Θtij = InteractionDetection(f
t, i, j);
8 Gt = ConnectedComponents(Θ) ;
9 return Gt;
function at all previous design stages, i.e., 1, . . . , t− 1.
Algorithm 2 contains the details of the proposed
incremental grouping (IG) method used in this paper
to decompose IOPs. The algorithm takes as input f t
which is the objective function at design stage t, Gt−1
the previous decomposition used at stage t − 1, and
the dimensionality of the objective function at design
stages t− 1 and t (i.e., dt−1 and dt respectively). In other
words, the purpose of this procedure is to analyze the
variable interaction relationship of the decision variables
({dt−1 + 1, . . . , dt}) with respect to all previous decision
variables ({1, . . . , dt−1}) belonging to f t−1 and change
the problem decomposition accordingly.
To be specific, Algorithm 2 works by constructing
a binary variable interaction matrix Θ which is then
processed as an adjacency matrix to form all the inde-
pendent variable components. First, Θ is initialized to
represent Gt−1 which contains the decomposition prior
to the design change. More specifically, Θij is set to one
if the ith and the jth decision variables belong to the
same component in Gt−1, and zero otherwise. If Gt−1 is
an empty set, then all entries of Θ will be set to zero. On
line 4, the entries of Θ that belong to the newly added
decision variables are all set to one due to the nonsep-
arability assumption mentioned previously. Then, in the
nested loops, the interaction of all newly added decision
variables ({dt−1+1, . . . , dt}) is checked against all previ-
ous decision variables ({1, . . . , dt−1}). This is done using
the InteractionDetection function, which returns
one if an interaction is detected and zero otherwise.
The mechanism used in InteractionDetection is
directly borrowed from the DG2 method [21], which
is based on the differential grouping theorem (Theo-
rem 1). Finally, the connected components are detected
and returned by taking Θ as an adjacency matrix and
processed using ConnectedComponents which is a
classic graph partitioning algorithm [33].
Algorithm 2 differs from its predecessor, namely, the
DG2 method, in two major ways. First, it works pro-
gressively during the course of optimization and is in-
voked every time the problem formulation is changed by
the inclusion of new decision variables to the objective
function. Second, instead of performing a full pair-wise
analysis of the decision variables, it only analyzes the
new decision variables with respect to the previous ones,
Algorithm 3: (x⋆, f⋆) = CBCC(F, pe)
1 /*Main Framework of the proposed CBCC*/
2 t = 1;
3 Gt =
{
{1, . . . , dt}
}
;
4 P
t ← randomized initial population;
5 c
t ← randomized initial context vector;
6 ∆
t ← component contributions initialized to ∞;
7 f tc = f
t(ct);
8 while the termination criteria is not reached do
9 κ = ComponentSelector(∆t);
10 while κ is the best component according to ∆t do
11 //optimization
12 (Pt, ct) = Optimizer(Pt, ct,Gtκ);
13 //contribution calculation
14 f tp = f
t
c ; f
t
c = f
t(ct); ∆κ = f
t
p − f
t
c ;
15 if rand() < pe then
16 ∆i =∞,∀i ∈ {1, . . . , |G|} ;
17 //new design stage
18 if F has switched to a new design stage then
19 t = t+ 1;
20 Gt = IG(f t,Gt−1, dt−1, dt);
21 P
t ← extending Pt−1 to match dt;
22 c
t ← extending ct−1 to match dt;
23 ∆
t ← extending ∆t−1 to match |Gt|;
24 x
⋆ ← ct ; f⋆ ← f t(x⋆) ;
25 return (x⋆, f⋆);
which makes it faster than DG2. To be exact, for transi-
tions t ∈ {2, · · · , T }, Algorithm 2 requires ∆dt(dt−1 + 1)
evaluations whenever the design is changed by adding
∆dt new decision variables to the objective function.
Additionally, it requires d1 extra evaluations for the first
transition (t = 1→ t = 2).
As mentioned previously, the incremental grouping
method denoted by Algorithm 2 is invoked repeatedly
within the CBCC framework at the beginning of each
new design stage to find how the newly added decision
variables interact with the previous ones, such that
the results obtained from the previous stages can be
reused in the new stage. In this paper, we modify the
framework in [32] as our proposed CBCC framework for
solving IOPs, where the details are given in Algorithm 3.
The proposed CBCC framework differs from its original
version in the following ways. First, all its components
(i.e. Gt, Pt, ct, ∆t) are modified to be extendable to
suit IOPs. Second, the component selection policy of the
proposed algorithm is improved to maintain a better
exploration/exploitation balance. Third, the use of pe is
modified such that when it is set to 1 it acts like canonical
CC and when set to 0 it becomes a greedy algorithm.
Finally, the IG method is iteratively invoked during
the incremental optimization process. To be specific, the
proposed CBCC framework takes as input the objective
function F following the notation used in (8) and the
parameter pe which determines the extent to which the
algorithm optimizes the most contributing component in
a greedy manner (exploitation) or allows all components
to get a chance to update their contribution (exploration).
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On lines 2-7 of Algorithm 3, the framework is initial-
ized. Similar to Algorithm 2, Gt on line 3 is a set of sets
defining how the problem should be decomposed. In
the first design stage (t = 1), the objective function (f1)
is assumed to be fully nonseparable; therefore, the only
component that the algorithm begins with is {1, . . . , d1},
where d1 is the dimensionality of f1. The vector ∆t
records the latest contribution of all components to the
convergence of f t at each design stage. Therefore, the
size of∆t is equal to the cardinality of Gt. As can be seen,
the contributions are initialized to infinity to guarantee
that all components are optimized at least once. It is
clear that the contributions will be updated in the main
loop (lines 8-23) whenever a component is selected for
optimization.
The CBCC framework works by finding the com-
ponent with the largest contribution (κ). This is done
using the ComponentSelector function which simply
returns the index of the component with maximum
contribution value to the convergence of f t according
to ∆t. The selected component is optimized while its
contribution is larger than all other components (line
10). The Optimizer function is any optimizer of choice
which optimizes the component κ for a certain number
of iterations. Once the component κ is optimized, its
contribution is updated and set to the magnitude of
improvement before and after optimization (lines 12-14).
This exploitation strategy is broken with probability pe
to give all components a chance to be optimized, which
is done by setting the contribution of all components to
∞.
Whenever the IOP is switched to a new design stage,
the IG function is invoked to analyze the relationship
between the new decision variables and the previous
ones. Correspondingly, the dimensionality of Pt, ct, and
∆
t are updated to match the dimensionality of f t and
the most recent number of components. It is clear that the
new decision variables added to each candidate solution
are initialized within the respective bounds for each
dimension, and the new decision variables on the context
vector are also initialized in a similar manner. Finally,
the dimensionality of ∆t is changed to match the new
cardinality of Gt while preserving the contribution of
previous components and initializing the new ones to∞.
The above procedure is repeated until the design process
of the given IOP is finalized and the termination criteria
are reached.
V. EXPERIMENTAL STUDY
In this section, we will conduct a series of experiments
to assess the performance of the proposed CBCC frame-
work for solving IOPs. First, we will instantiate some
test functions using the benchmark function generator
proposed in Section III-B. Second, we will perform some
empirical comparisons using the instances of the bench-
mark functions. Finally, the proposed CBCC framework
is further assessed using a real-world application, i.e.,
the design optimization of a stepped cantilever beam.
A. Benchmark Functions
As summarized in Table S-I in the supplementary
document, we have instantiated seven benchmark func-
tions using the benchmark generator as given in Sec-
tion III-B. The four base functions are selected among
the most commonly used ones in benchmark function
designs [25], [34], [35]. More importantly, all of the four
functions are originally separable but become nonsep-
arable after landscape rotations [36], which meets the
requirement as mentioned in Section III-B. For simplic-
ity, the rotation angles θp,q are all randomized within
(0, π2 ), and the number of design phases T is set to
3 for all instances. The benchmark functions presented
in Table S-I in the supplementary document cover the
three modification types described in Section III-A, each
exhibiting various modality and separability features. In
what follows, we explain how these functions fit into the
three modification types.
1) Modification Type I: For IOPs with Modification
Type I (e.g. F1 and F2), the incremental modifications will
not affect the variable interactions in the original prob-
lem. In this case, the optimum of the original problem
is fully reusable at the new design stage. To be specific,
we consider the following two scenarios:
• Fig. 3(a) shows a case where the new decision
variables added at the latest design stage do not
interact with each other or with any of the variables
from previous stages. This means that each variable
can be optimized independently;
• Fig. 3(b) shows a case where the decision variables
added at the latest stage are fully nonseparable,
while having no interaction with any of the vari-
ables from previous stages. This means that the
new variables can be treated as a nonseparable
component and be optimized independently of the
other variables.
2) Modification Type II: For IOPs with Modification
Type II (e.g. F1 to F6), the incremental modifications will
partially affect the variable interactions in the original
problem. In this case, the optimum of the original prob-
lem is only partially reusable at the new design stage. To
be specific, we consider the following three scenarios:
• As shown in Fig. 3(c), the problem is initialized with
a relatively large number of decision variables but
modified with small increments;
• As shown in Fig. 3(d), the problem is initialized with
a relatively small number of decision variables, but
modified with big increments;
• As shown in Fig. 3(e), the problem is initialized and
modified with even scales.
3) Modification Type III: As shown in Fig. 3(f), for
IOPs with Modification Type III (e.g. F7), the incremen-
tal modifications will completely change the variable
interactions in the original problem. In this case, the
problem is fully changed and thus has to be completely
re-optimized.
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(f) Modification Type III (F7)
Fig. 3. Variable interactions of IOPs with different modification types.
Different design stages are marked by the dashed lines.
B. Empirical Comparisons
Using the benchmark functions as given in the previ-
ous subsection, this subsection presents some empirical
comparisons to demonstrate the effectiveness of the pro-
posed CBCC method. To begin with, we first introduce
the methods in comparison. Then, the empirical compar-
isons mainly consist of two parts. First, we assess the
general performance of CBCC on the benchmark func-
tions given a specific number of fitness evaluations as the
termination condition. Second, we further investigate the
convergence speed of CBCC by setting specific accuracy
levels.
1) Methods in comparison: In addition to the proposed
CBCC method, we use three other methods to conduct
the empirical comparisons, including the original CC
method, an incremental method, and a naive method:
• The CC method: The classic CC framework as given
by Algorithm 1 is adopted, where each incremental
component is considered as an independent variable
group. Here all components are optimized equally
in a round-robin fashion.
• The incremental (INC) method: Each incremental
component is optimized completely independently.
Once the problem is modified, the method automat-
ically switches to the new optimization stage and
merely focuses on the newly added component.
• The naive method: As indicated by its name, this
method simply treats the modified problem as a
new one and performs a complete re-optimization
of the modified problem.
In order to deal with the incrementally increased scales
of IOPs, the decision vectors in each method are also
incrementally increased. The component optimizer used
by all methods mentioned above is SaNSDE [37]. For fair
comparisons, the random seed of the random generator
in SaNDE is set to the same value in each method, such
that SaNDE performs the same stochastic behaviors. The
population size of SaNDE is set to 50, and it is run
for 50 iterations on any component upon selection. In
practice, any other problem-specific optimizer is also
applicable. For example, if the problem exhibits other
forms of dynamism such as moving optima, dynamic op-
timization algorithms capable of tracking optima, such
as multi-population methods [1], can be used as the
component optimizer. For the proposed CBCC method,
the parameter pe is set to 0.2 in all the experiments, and
the sensitivity analysis of pe can be found in Section S-II
in the supplementary document.
2) General Performance: To assess the general perfor-
mance of the proposed CBCC method, we conduct some
empirical comparisons with the CC method, the INC
method, and the Naive method on the seven benchmark
functions (F1 to F7). To obtain statistical results, each
method is run for 31 independent times on each test
function. For each run, we use a maximum number of
5000D fitness evaluations (FEs) as the final termination
condition and assume that the decision-maker will make
modifications on the given IOP once a number of 5000dt
FEs is reached at each stage. In this way, a fixed number
of FEs is used by each method at each stage, and thus
guaranteeing the fairness of the comparisons.
Table I2 contains the experimental results for assessing
the performance of CBCC in comparison with the three
methods mentioned above. At the initial stage (i.e. Stage
1), the four methods have obtained exactly the same
results on each test function. This is due to the fact that
we have set the random seed of the random generator
to the same value for the SaNSDE optimizer adopted
in each method. However, as the test functions are
incrementally modified at later stages (i.e. Stage 2 and
Stage 3), the proposed CBCC method shows significantly
better general performance than the other three methods.
2A complete table containing other descriptive statistics is given in
Table S-III in the supplementary document.
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TABLE I
THE STATISTICAL RESULTS OF OPTIMIZATION ERRORS OBTAINED BY
THE CBCC, CC, INCREMENTAL (INC) AND NAIVE METHODS ON THE
BENCHMARK TEST FUNCTIONS. MEDIANS BASED ON 31 INDEPENDENT
RUNS. BEST MEDIAN RESULTS ARE HIGHLIGHTED.
Stage 1 Stage 2 Stage 3
Fun. All Algs. CBCC CC INC Naive CBCC CC INC Naive
F1 0.00e0 0.00e0 1.66e-18↑ 0.00e0≈ 6.98e-26↑ 4.45e-28 3.51e-11↑ 0.00e0↓ 5.99e-15↑
F2 2.48e1 5.39e1 5.94e1↑ 4.81e1↓ 1.70e2↑ 8.48e1 1.07e2↑ 7.27e1↓ 3.60e2↑
F3 1.69e5 2.25e4 6.26e4↑ 7.11e4↑ 6.68e4↑ 7.38e3 2.65e4↑ 5.61e4↑ 8.26e4↑
F4 1.30e0 1.76e1 1.66e2↑ 2.03e2↑ 3.14e1↑ 1.25e2 1.04e3↑ 1.20e3↑ 2.71e2↑
F5 3.49e4 5.42e3 7.17e4↑ 2.09e4↑ 1.94e4↑ 1.77e0 3.01e4↑ 1.86e4↑ 1.45e3↑
F6 2.48e1 1.10e2 1.08e2≈ 9.15e1↓ 1.71e2↑ 1.56e2 1.73e2↑ 1.58e2≈ 3.43e2↑
F7 1.37e0 3.14e1 3.14e1≈ 4.13e3↑ 3.14e1≈ 5.12e1 5.22e1↑ 3.03e3↑ 5.58e1↑
w/t/l — 5/2/0 4/1/2 6/1/0 — 7/0/0 4/1/2 7/0/0
TheWilcoxon signed-rank test at significance level of 5% is performed to compare the results
obtained by the CBCC method and the others.
↑,≈and ↓ : CBCC performs statistically significantly better, equal and worse.
w/t/l: The number of results where CBCC statistically wins/ties/loses in the comparisons
with other methods.
Hilighted entires are significantly better than the rest based on multiple comparison with
Holm p-value correction.
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Fig. 4. Components selected by CC and INC to undergo optimization
at different stages of the incremental design process.
For F1 and F2, the proposed CBCC outperforms the
CC and Naive methods, but is outperformed by the
INC method. In this scenario, the decision variables in
each incremental component can be naturally optimized
independently, while the incremental grouping in CBCC
will spend some extra function evaluations on variable
interaction detections, thus reducing the total FEs used
for optimization. By contrast, the INC method directly
considers each incremental component to be indepen-
dent, which is coincidentally consistent with the ideal
grouping.
Given the fact that both CC and INC methods adopt
the same grouping strategy, an interesting observation
is that the INC method still significantly outperforms
the CC method. On problems with Modification Type
I (F1 and F2), the incremental components are of equal
importance; therefore, the strategy adopted by INC is the
most efficient due to an overall even allocation of FEs
upon termination of the algorithm. CC, however, gives
an equal chance to all components available at stage
t, which results in an uneven resource allocation with
a bias towards giving more resources to components
belonging to earlier design stages. This observation can
be further confirmed by Fig. 4, where the CC method
iteratively switches between the three incremental com-
ponents, but the INC method merely focuses on the
incremental component at each stage.
For F3 to F6, the proposed CBCC method significantly
outperforms the other three methods. The advantages of
CBCC mainly lie in two aspects. First, CBCC performs
incremental variable grouping to determine if the newly
added decision variables interact with the previous ones,
such that the nonseparable variable groups can be opti-
mized in a cooperative manner. Second, CBCC performs
adaptive allocation of the FEs to different nonseparable
variable groups, such that the decision variables making
more contributions to the convergence of the objective
function (e.g. the newly added decision variables at
each stage) will have a higher priority to be optimized.
By contrast, none of the other three methods is able
to handle the incremental modifications in F3 to F6
properly.
Finally, for the fully nonseparable function F7, the INC
method is significantly outperformed by the other three
methods. It is interesting to see that the performance
of the INC method on F7 is exactly opposite to its
performance on F1 and F2. This is due to the fact that
the INC method consistently considers each incremental
component to be independent, while F7 happens to be
a fully nonseparable function. In fact, regardless of the
variable interactions between the incremental compo-
nents, the CC and INC methods always adopt the same
grouping strategies on all of the seven test functions as
demonstrated in Fig. 4. This indicates that the CC and
INC methods lack robustness or generality when applied
to different problems.
By contrast, as evidenced by Fig. 5, the proposed
CBCC method shows robust performance on various
types of problems by adaptively grouping the decision
variables and allocating the FEs. To be specific, for fully
separable problems, the CBCC method uniformly allo-
cates the FEs to the optimization of three variable groups
(Fig. 5(a)); for problems with a large initial component
and small incremental components, the CBCC method
mainly focuses on the first variable group (Fig. 5(b));
for problems with a small initial component and large
incremental components, the CBCC method mainly fo-
cuses on the second and third variable groups (Fig. 5(c));
and for fully nonseparable problems (Fig. 5(d)), CBCC’s
performance is similar to that of the Naive method. It
should be noted that CBCC has an advantage over the
Naive method even on a fully nonseparable problem
because it does not completely re-initialize the solutions
obtained prior to a change, while the Naive method
completely re-optimizes the problem after a change. This
is also evident from Table I. Finally, the convergence
profiles in Fig. S-1 in the supplementary document also
indicate the robust performance of CBCC on various test
functions.
It should be noted that CBCC uses the incremental
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Fig. 5. Components selected by CBCC to undergo optimization at different stages of the incremental design process.
TABLE II
THE ACCURACY LEVELS FOR TEST FUNCTIONS F1 TO F7.
Function F1 F2 F3 F4 F5 F6 F7
Accuracy Level 10−10 102 104 102 104 104 104
grouping (IG) method presented in the previous section.
Since the focus of this work is on analyzing the effect of
an incremental design process, we limited our study to
IG which analyzes the interaction of the newly added
decision variables with respect to the previous ones
from an earlier stage. One could easily opt to analyze
the internal structure of a component at the expense of
some additional computational cost. However, finding
the optimal decomposition of a component is beyond
the scope of this work. For the sake of completeness,
we included some preliminary results in the supple-
mentary material to compare the two strategies. The
results in Table S-IV suggest that the two strategies
perform statistically similar on small- to medium-scale
problems with IG having a slight advantage. Given the
computational advantage of IG over DG, we expect the
gap to become wider on large-scale problems. In what
follows, we will investigate the convergence speed of
CBCC by conducting additional experiments.
3) Convergence Speed: In practice, the decision-maker
may not make incremental modifications to an IOP
until the optimization results are satisfactory at a certain
design stage. Therefore, the convergence speed (in terms
of FEs) can be an important criterion when solving IOPs.
In order to assess the convergence speed of the proposed
CBCC method, we conduct additional experiments as
given next.
First, we define some accuracy levels for each test
function as listed in Table II. We assume that, during
the optimization process, it is automatically switched
to the next stage once the accuracy level is reached.
We still run each method for 31 independent times and
record the success rate (SR) and computational cost with
respect to the accuracy levels. In order to guarantee
that there is sufficient FEs for each method to reach the
TABLE III
THE MEAN RESULTS OF THE SUCCESS RATE (SR) AND
COMPUTATIONAL COST OF THE CBCC, CC, INCREMENTAL (INC) AND
NAIVE METHODS ON THE BENCHMARK TEST FUNCTIONS. BEST
RESULTS ARE HIGHLIGHTED.
Stage 1 Stage 2 Stage 3
Fun. Stats. All Algs. CBCC CC INC Naive CBCC CC INC Naive
F1
Cost 3.31e+4 7.24e+4 9.75e+4 6.76e+4 8.35e+4 1.19e+5 1.94e+5 1.03e+5 1.62e+5
SR 100% 100% 100% 100% 100% 100% 100% 100% 100%
F2
Cost 2.07e+4 9.28e+4 9.50e+4 1.60e+6 5.80e+5 2.01e+5 2.29e+5 3.00e+6 3.00e+6
SR 100% 100% 100% 22% 83% 100% 100% 0% 0%
F3
Cost 7.15e+5 7.41e+5 7.56e+5 7.51e+5 8.91e+5 7.59e+5 7.92e+5 7.71e+5 1.01e+6
SR 100% 100% 100% 100% 100% 100% 100% 100% 100%
F4
Cost 2.55e+3 1.02e+4 8.73e+5 1.00e+6 1.85e+4 2.53e+5 3.00e+6 3.00e+6 2.75e+6
SR 100% 100% 12% 0% 100% 100% 0% 0% 12%
F5
Cost 2.84e+5 3.11e+5 4.00e+5 3.03e+5 4.06e+5 3.42e+5 4.99e+5 3.21e+5 4.80e+5
SR 100% 100% 100% 100% 100% 100% 100% 100% 100%
F6
Cost 2.07e+4 1.40e+5 1.24e+5 1.82e+6 3.73e+5 4.56e+5 5.45e+5 3.00e+6 3.00e+6
SR 100% 100% 100% 9% 96% 100% 93% 0% 0%
F7
Cost 7.39e+3 1.74e+4 2.14e+4 4.00e+5 2.13e+4 3.02e+4 4.61e+4 1.66e+6 4.12e+5
SR 100% 100% 100% 80% 100% 100% 100% 45% 90%
SR: The success rate calculated by SR = NSR
NR
, whereNR denotes the total number of
runs andNRS denotes the number successful runs having reached the predefined accuracy
levels.
Cost: The minimum number of FEs cost by each method to reach the predefined accuracy
levels.
Highlighted entires are significantly better based on a series of Wilcoxon signed-rank tests
with Holm p-value adjustment.
accuracy levels, we set the maximum number of FEs
to 50000dt (10 times as large as what was used in the
previous experiment) for each stage. If the maximum
number of FEs is exceeded, the optimization process will
automatically switch to the next stage.
As demonstrated by the results summarized in Ta-
ble III, CBCC generally achieves the best overall per-
formance in terms of convergence speed. At Stage 1,
all four methods obtained the same results due to the
same random seed used in the SaNSDE optimizer. At
Stage 2 and Stage 3, the advantage of CBCC start to
emerge, resulting in a high success rate and a lower
computational cost. An interesting observation is that
INC is also outperformed by CBCC on the multimodal
function F2 in terms of the success rate. This is due
to the fact that CBCC has a good chance to escape
from local optima when switching between different
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Fig. 6. Average computational costs needed by each method to reach
the predefined accuracy levels at the end of the final optimization stage
(Stage 3).
variable groups, while INC is unable to improve the
solution quality once trapped in local optima, even if
a large number of FEs are given. As further evidenced
by Fig. 6, CBCC shows clear advantages over the other
three methods on the difficult multimodal functions F2,
F4, F6, and F7 by reaching the designated accuracy levels
with fewer evaluations. By contrast, the four methods
show similar convergence speed on unimodal functions
such as F1, F3, and F5. This indicates the better potential
of CBCC in dealing with complicated problems with
limited computational costs.
C. Design Optimization of a Stepped Cantilever Beam
In this section, we investigate the efficacy of the pro-
posed algorithm on a structural engineering problem.
The case study is about the design of a stepped cantilever
beam [38], which has applications in aeronautical engi-
neering for rotor shaft design, in mechanical engineering
for designing robot arms, and in civil engineering for
beam design. The objective is to minimize the weight of
the beam such that it is capable of bearing a concentrated
load at its end while satisfying a set of mechanical con-
straints. The cantilever beam comprises a set of segments
each having a variable cross-section area defined by a
radius (ri) and its length (li) (Fig. 7). This is a scalable
design problem whose granularity can be adjusted by
allowing the total number of segments to change in an
iterative design process. The objective function of this
problem is defined as follows:
min f(r, l) = ρ
n∑
i=1
liπr
2
i , (19)
where ρ is the density, li is the length of the ith segment,
and ri is the radius of the ith cross-section area.
This problem must satisfy a series of stress constraints
such that the bending stress in each beam segment (σi)
must be less than a predefined allowable stress (σa).
Fig. 7. Schematic of the stepped beam design problem with circular
sections.
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Fig. 8. Variable interaction structures of the 10, 20 and 30-dimensional
cantilever beam problems.
Therefore, the solutions should also satisfy the following
n nonlinear constraints:
gi(ri) =
σi
σa
− 1 ≤ 0, (20)
where,
σi =
Miri
Ii
, (21)
Mi = F (L+ (1− i)li), (22)
Ii = π
r4i
4
, (23)
and L is the total length of the beam, F the concentrated
force at its end, and Ii the moment of inertia of the
ith segment. To satisfy the stress constraints, we used
a penalty function approach to penalize the infeasible
solutions.
In addition to the above, the physics of the problem
also mandates that the segments closer to the fixed end
have a larger cross-section, i.e., r1 ≥ r2 ≥ · · · ≥ rn
(see Fig. 7). This is due to the fabrication condition
and the fact that a more distant load causes a larger
bending stress. To satisfy this condition, the objective is
reformulated such that the radius of each segment, with
the exception of the first segment, is defined with respect
to its adjacent segment closer to the restraining wall.
ri = r1
i−1∏
j=1
pj, for i ∈ {2, . . . , n}, (24)
where 0 < r1 ≤ 30, and 0 < pj ≤ 1. For this particular
experiment, we set L = 500 (cm), σa = 14000 (N/cm
2),
and the concentrated force F = 50000 (N). It is also
customary in structural design to assume l1 = · · · = ln =
L
n
. Therefore, the final objective function will have the
following form f(r1, p1, . . . , pn−1).
To compare the performance of the algorithms, the
cantilever beam problem is solved incrementally starting
with 10 segments in the first design stage. The design
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TABLE IV
PERFORMANCE OF CBCC, CC, INC, AND NAIVE ALGORITHMS ON A
CANTILEVER BEAM WITH CIRCULAR CROSS-SECTIONS.
Fun. Stats. CBCC CC INC Naive
Stage 1
Median 1.94e+05 1.94e+05 1.94e+05 1.94e+05
Mean 1.95e+05 1.95e+05 1.95e+05 1.95e+05
StDev 5.10e+03 5.10e+03 5.10e+03 5.10e+03
Feasible (%) 100% 100% 100% 100%
Stage 2
Median 2.47e+05 3.84e+05 5.30e+09 1.80e+13
Mean 2.86e+05 3.94e+05 5.30e+09 1.52e+13
StDev 8.66e+04 6.76e+04 1.36e+09 7.24e+12
Feasible (%) 100% 100% 0% 16%
Stage 3
Median 4.62e+05 5.69e+05 2.86e+10 2.54e+13
Mean 4.83e+05 5.64e+05 2.80e+10 2.52e+13
StDev 9.57e+04 6.01e+04 6.75e+09 1.78e+12
Feasible (%) 100% 100% 0% 0%
Highlighted entires are significantly better based on a series of Wilcoxon signed-rank tests
with Holm p-value adjustment.
The values are based on the penalized values of the objective function.
is subsequently refined by increasing the number of
segments to 20 and 30 in the second and the third
stages respectively. In other words, d1 = 10, d2 = 20,
and d3 = 30. The variable interaction analysis us-
ing DG2 shows that the cantilever beam has a par-
tially separable objective function with the first 5 vari-
ables having interactions, while all other variables are
detected to be separable (Fig. 8). Therefore, the fi-
nal decomposition for CBCC and CC is as follows
G1 = {{1, . . . , 10}},G2 = {{1, . . . , 10}, {11, . . . , 20}},G3 =
{{1, . . . , 10}, {11, . . . , 20}, {21, . . . , 30}}. Similar to other
experiments in this paper, the population size is set to 50.
To test if the compared methods are able to perform fast
convergence, the maximum number of objective function
evaluations is set to 500D, and the increments occur at
every 500dt evaluations.
The experimental results for the CBCC, CC, INC, and
Naive algorithms are given in Table IV. The results are
based on 31 independent runs and the highlighted en-
tries are statistically significant using a series of Wilcoxon
signed-rank tests with Holm p-value correction based
on a 95% confidence interval. As can be seen, CBCC
outperforms all other algorithms at the end of the second
and the third stages.
The table also contains the percentage of feasible
solutions for each algorithm. The cantilever beam prob-
lem has a very small feasible region. A Monte Carlo
simulation using 1e9 sample points results in only 318
feasible solutions to be sampled randomly for a 10-
dimensional version of the problem. The number of
randomly sampled feasible solutions for the 20- and 30-
dimensional cases drops to zero. The results in Table IV
clearly shows the benefit of using an incremental ap-
proach for solving such highly constrained problem. As
can be seen, all algorithms have a 100% success rate
at the first stage. However, at the second and third
stages, the performance of INC and Naive algorithms
deteriorate significantly resulting in almost no feasible
solution being found by the two algorithms. By contrast,
CBCC and CC have a 100% success rate across all
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Fig. 9. The convergence profile of each method applied to the real-
world application problem.
stages. Although INC also optimizes the problem in an
incremental manner, its greedy nature does not allow the
previous components to be optimized after an increment.
As indicated by Fig 9, CBCC and CC show similar con-
vergence speed; by contrast, INC and Naive completely
fail to converge at the second and third stages.
VI. CONCLUSIONS
In this work, we have investigated how to efficiently
solve a specific type of IOPs with increasing decision
variables. First, we have represented some basic formu-
lations of IOPs. Then, on the basis of the basic formula-
tions, we designed a benchmark function generator for
generating benchmark functions of IOPs. By taking the
special property of IOPs, we have proposed a contri-
bution based cooperative coevolution (CBCC) method.
As part of the CBCC method, an incremental grouping
(IG) method has also been proposed to deal with the
incremental modifications.
As experimental studies, we assessed both the bench-
mark function generator and the proposed CBCC
method. To cover different types of incremental mod-
ifications as given in the basic formulations of IOPs,
we generated seven benchmark functions using the pro-
posed generator. Using the seven benchmark functions,
we have also conducted some experimental comparisons
between the proposed CBCC method and three other
typical methods. Our experimental results have demon-
strated the robust performance of the proposed CBCC
method. Furthermore, the performance of the proposed
CBCC method has also been assessed on a real-world
application.
As pointed out in the introduction, this work falls
into the general scope of the experience-based opti-
mization [12], where the motivation is to use the ex-
perience acquired in historical design stages to guide
future optimization. As a specific instance, we have
considered the variable interaction information as the
important experience in solving IOPs, and we have
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adopted the CC framework as the solver to make use of
such experiences. In the future, we would like to further
improve the efficiency of the proposed CBCC framework
and the IG method in terms of the cost of function
evaluations, which can be particularly meaningful when
dealing with computationally expensive IOPs. It is also
worth noting that the IOPs studied in this work is just
one of the many possible scenarios where incremental
modifications are made. Real-world problems could also
involve incrementally added constraints, and solving
such problems may require specially tailored constraint
handling methods.
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