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We theoretically report that, with in-plane magnetization, the quantum anomalous Hall effect
(QAHE) can be realized in two-dimensional atomic crystal layers with preserved inversion symmetry
but broken out-of-plane mirror reflection symmetry. We take the honeycomb lattice as an example,
where we find that the low-buckled structure, which makes the system satisfy the symmetric criteria,
is crucial to induce QAHE. The topologically nontrivial bulk gap carrying a Chern number of C = ±1
opens in the vicinity of the saddle points M , where the band dispersion exhibits strong anisotropy.
We further show that the QAHE with electrically tunable Chern number can be achieved in Bernal-
stacked multilayer systems, and the applied interlayer potential differences can dramatically decrease
the critical magnetization to make the QAHE experimentally feasible.
PACS numbers: 73.22.-f, 73.43.-f, 71.70.Ej, 68.65.Ac
I. INTRODUCTION
Quantum anomalous Hall effect (QAHE), manifest-
ing itself as quantized Hall conductance and vanish-
ing longitudinal conductance, has attracted broad in-
terests recently.1 In analogy to the quantum Hall ef-
fect from strong out-of-plane magnetic field, the QAHE
has been intensively studied by introducing out-of-
plane ferromagnetism in various systems, such as three-
dimensional (3D) topological insulator thin films,1–6
quantum-well based structures7,8 and atomic crystal lay-
ers, e.g. honeycomb-lattice systems.1,9–14 Experimen-
tally, by employing ferromagnetic insulating substrates,
AHE has been reported in graphene though much efforts
are still required to realize the quantized version.15–18
For such systems, a perpendicular magnetic field is usu-
ally required to align the magnetization of the system
that prefers the in-plane orientation. This inspired us to
think whether it is possible to realize QAHE by using in-
plane magnetization. To the best of our knowledge, ex-
cept limited studies in quantum well based structures,7,8
the QAHE from in-plane magnetization has not been re-
ported in the 2D atomic crystal layers.
By using of symmetry analysis, we investigate the pos-
sibility of realizing QAHE from in-plane magnetization
in atomic crystal layers and show that the QAHE can
occur in systems with preserved inversion symmetry but
breaking out-of-plane mirror reflection symmetry. We
numerically verified that the QAHE cannot appear in a
planar honeycomb lattice, e.g. graphene, but can be re-
alized in low-buckled honeycomb-lattice systems like sil-
icene. With an in-plane magnetization of proper orien-
tation, the topologically nontrivial bulk gap hosting the
QAHE with a Chern number of C = ±1 opens up around
the M points, the saddle points with strong anisotropy,
FIG. 1: (color online) (a) Schematic of the top view of low-
buckled honeycomb lattice. A and B denote the A/B sublat-
tices while ±δi (i = 1-3) are the next-nearest-neighbor sites of
the site A. φ indicates the orientation of the in-plane magne-
tization. (b) Local distribution of the intrinsic-Rashba SOC
(λRx, λRy) in momentum space.
which is completely different from other models of QAHE
from out-of-plane magnetization with band gap open-
ing around the isotropic Dirac points.1,8–12,19 We further
show that, for QAHE in Bernal-stacked multilayer sys-
tems, the Chern number of higher values can be achieved
and can be tuned via electrical means. The applying of
interlayer potential differences dramatically decrease the
lowest critical magnetization strength to make the QAHE
experimentally feasible.
This paper is organized as follows. In Sec. II, we dis-
play the model of our calculation. Section III shows the
possibility of realizing QAHE by in-plane magnetization
by symmetric analysis. The numerical results of mono-
layer and multilayer systems are presented in Sec. IV and
Sec. V, respectively. We summarize in Sec. VI.
2II. MODEL
For the monolayer low-buckled honeycomb lattice with
in-plane magnetization, the general pi-band tight-binding
Hamiltonian can be written as following,10,11
H = H0 +HI +HIR +HM +HAB +HER, (1)
where
H0 = −t
∑
〈ij〉
c†i cj ,
HI = itI
∑
〈〈ij〉〉
νijc
†
iszcj ,
HIR = −itIR
∑
〈〈ij〉〉
µijc
†
i (s× dˆij)zcj ,
HM = λ
∑
i
c†imˆ · s ci,
HAB = ∆
∑
i∈A
c†ici −∆
∑
i∈B
c†i ci,
HER = itER
∑
〈ij〉
c†i (s×dˆij)·zˆ cj .
Here, c†i = (c
†
i↑, c
†
i↓)
T is the creation operator for an
electron at the i-th site with ↑ and ↓ representing the
spin up and down states. The first term H0 stands
for the nearest-neighbor hopping with an amplitude of
t while the second term HI is the intrinsic spin-orbit
coupling (SOC) of honeycomb lattice, where νij =
di × dj/|di × dj| with di,j being two nearest bonds con-
necting the next-nearest neighbor sites. These two terms
correspond to the Hamiltonian of a planar honeycomb
lattice like graphene with out-of-plane mirror reflection
symmetry (i.e. z → −z).20 This symmetry can be broken
by the low-buckled structure, which is reflected by the
intrinsic-Rashba SOC HIR displayed as the third term
where µij = ±1 for A/B sublattices, s are spin-Pauli
matrices, and dˆij is a unit vector pointing from site j
to i. The orientation and strength of the effective spin-
orbit field of intrinsic-Rashba SOC in the reciprocal space
have been displayed in Fig. 1b where one can find that
the SOC strength vanishes at M , K/K ′, and Γ points
[See more details in Appendix A].
The first three terms correspond to the pristine low-
buckled honeycomb lattice while the last three ones can
be applied externally. HM represents the in-plane mag-
netization, with the strength and orientation being sepa-
rately λ and mˆ = (cosϕ, sinϕ, 0) as displayed in Fig. 1a.
HAB stands for the staggered sublattice potential while
the last term HER is the extrinsic-Rashba SOC comes
from the structural inversion asymmetry, which, differ-
ent from the intrinsic one, breaks not only the out-of-
plane mirror reflection symmetry but also the inversion
symmetry.
For the Bernal-stacked bilayer system, the tight-
TABLE I: Parity of in-plane (out-of-plane) magnetization H‖
(H⊥), intrinsic (extrinsic) Rashba SOC HIR (HER), staggered
AB sublattice potentials HAB, velocity v, momentum k, and
electric field E under the symmetric operations of time re-
versal T , out-of-plane mirror reflection Mz, and inversion I.
+/− indicates even/odd parity.
H‖ H⊥ HIR HER HAB v k E
T − − + + + − − +
Mz − + − − + + + +
I + + + − − − − −
binding Hamiltonian can be expressed as
HBL = H
T +HB + t⊥
∑
i∈T,j∈B
(c†i cj +H.c.) (2)
+ U/2
∑
i∈T
c†ici − U/2
∑
i∈B
c†i ci,
where HT(B) denotes the Hamiltonian for the top (bot-
tom) monolayer low-buckled honeycomb lattice. t⊥ is
the interlayer hopping energy between ‘dimer’ sites, i.e.
the two atomic sites with the atom at lower layer being
directly below that at the upper layer.21 And U corre-
sponds to the interlayer potential difference from out-of-
plane electric field. For Bernal-stacked multilayer sys-
tems, the Hamiltonian can be obtained similarly with
only the interlayer hopping between ‘dimer’ sites being
included.
III. SYMMETRY ANALYSIS
We begin from symmetry analysis of the Hamiltonian
and the corresponding Berry curvature Ωn(k) = Ω
z
n(k)zˆ
based on the anomalous velocity in the presence of in-
plane electric field E,22
vn(k) =
∂εn(k)
~∂k
− e
~
E ×Ωn(k). (3)
The integration of Ωzn(k) over the first Brillouin zone is
Chern number that characterizes the topological prop-
erty of the n-th band.23,24 We focus on the operations
of inversion I, time reversal T , and out-of-plane mirror
reflection Mz, i.e. z → −z. Under these operations,
the parities of velocity v, momentum k, and electric
field E are listed in Tab. I. We first consider a planar
honeycomb lattice with vanishing intrinsic-Rashba SOC,
e.g. graphene, which is invariant under these three op-
erations. In the presence of in-plane magnetization, the
tight-binding Hamiltonian reads
H1 = H0 +HI +H‖ (4)
where H‖ corresponds to the magnetization term HM
with ‖ being employed to emphasize its in-plane orienta-
tion. Since the in-plane magnetization has odd parities
under both T and Mz operations while has even parity
3FIG. 2: (color online) (a-d): Band structures of low-buckled honeycomb lattice in the presence of different in-plane mag-
netization strengths of λ/t = 0.0 (a), 0.5 (b), 1.0 (c) and 1.5 (d) at the orientation of φ = pi/6. With the increase of λ, a
topological phase transition occurs accompanying with a bulk band gap closing (c) and reopening (d). (e) and (f): Berry
curvature distribution in the Brillouin zone for the insulating states shown in (b) and (d). (g) and (h): The corresponding
zigzag-ribbon band structures for the systems shown in (b) and (d). Red lines in (f) highlight the chiral gapless edge modes of
the QAHE. In our calculations, the SOCs are chosen to be tI = tIR = 0.03t.
under inversion I as shown in Tab. I, H‖ cannot break
the invariance of the system under the joint operation of
T ⊗Mz ⊗ I, which makes Ωzn(k) vanishes over the first
Brilliouin zone as shown below.
Under the operation of T ⊗Mz ⊗I, one can find that
the left-handed side of Eq. (3) is invariant while the other
side changes to ∂εn(k)
~∂k − e~ (−E) ×Ωn(k) since only the
in-plane electric field has odd parity under the joint op-
eration of T ⊗ Mz ⊗ I. The invariance of the system
under this symmetry requires that the
∂εn(k)
~∂k
− e
~
E ×Ωn(k) = ∂εn(k)
~∂(k)
− e
~
(−E)×Ωn(k).
(5)
Therefore, the Berry curvature mush vanish over the
whole first Brillouin zone and thus the Chern number
is zero. This conclusion is consistent with the analy-
sis on the in-plane anti-ferromagnetism induced Berry
curvature.26
In order to induce nonzero Berry curvature, the joint
symmetry of T ⊗Mz ⊗ I in graphene must be broken.
One possible method is to break the inversion symme-
try I by introducing staggered sublattice potential term
HAB. With this term, however, the system is still invari-
ant under the operation of T ⊗Mz. Through a similar
analysis, one can find that this symmetry guarantees the
oddness of the Berry curvature Ωzn(k) as function of mo-
mentum k. Therefore, the Chern number obtained by
integrating Ωzn(k) over the first Brillouin zone vanishes.
Up to now, one can conclude that, in order to induce
nonzero Chern number, the symmetries of the system
under both T ⊗Mz ⊗ I and T ⊗Mz must be broken
simultaneously.
Fortunately, this symmetric criteria can be met by in-
troducing, instead of HAB, intrinsic-Rashba SOC from
the low-buckled structure, which is odd under Mz while
is even under inversion I. Thus, its combination with
in-plane magnetization as shown in Eq. (1) breaks both
symmetries of T ⊗Mz and T ⊗Mz⊗I leading to nonzero
Berry curvature that is even function of momentum guar-
anteed by the inversion symmetry. Therefore, nonzero
Chern number is possible, corresponding to QAHE in in-
sulator and AHE in metal.
In addition to the intrinsic-Rashba SOC, the extrinsic-
Rashba SOC HER from structural inversion asymmetry,
e.g. from substrate, also has odd parity under out-of-
plane mirror reflection Mz. However, different from the
intrinsic one, it is also odd under the inversion I and
therefore, its combination with in-plane magnetization
preserves the the joint symmetry of T ⊗Mz ⊗I leading
to zero Berry curvature.
In contrast to the in-plane one, the out-of-plane mag-
netization itself breaks both the joint symmetry of T ⊗
Mz⊗I and T ⊗Mz simultaneously. Thus, together with
either intrinsic- or extrinsic-Rashba SOC, it can lead to
nonzero Berry curvature, which is also an even function
of k guaranteed by the invariance of the Hamiltonian
under either I or Mz ⊗ I.9,11 Such differences between
in-plane and out-of-plane magnetizations in symmetry
completely distinguish our model from the others in the
literature. In the following, we numerically verify the
QAHE from in-plane magnetization in low-buckled hon-
eycomb lattice without staggered sublattice potential and
extrinsic-Rashba SOC based on Eq. (1).
4IV. MONOLAYER CASE
In the following calculations, we do not include the
staggered sublattice potential as well as the extrinsic-
Rashba SOC unless otherwise noted. We set the nearest-
neighbor hopping energy t as the energy unit. Without
loss of generality, the strengths of intrinsic and intrinsic-
Rashba SOCs are set to be tI = tIR = 0.03t in all our
calculations.
A. Numerical results
We first calculate the band structure via exact diag-
onalization of the above Hamiltonian with the magneti-
zation orientation being ϕ = pi/6. At λ = 0, a band
gap opens up at valleys K/K ′ (see Fig. 2a), harbouring
a 2D Z2 topological insulator.
25 When a nonzero mag-
netization λ < t is applied, the doubly-degenerate bands
are split into two species as highlighted in blue and red,
which are characterized by different band gaps ∆1 and ∆2
as displayed in Fig. 2b. However, this insulating phase
with broken time-reversal symmetry is topologically triv-
ial characterized by vanishing Chern number of C = 0
that can be obtained by integrating the Berry curvature
shown in Fig. 2e.23,24 This can be further verified by the
absence of gapless edge modes of the ribbon band struc-
ture (Fig. 2g). When the magnetization reaches a criti-
cal value of λ = t, the band gap ∆1 is nearly unchanged
while ∆2 is completely closed at M points as displayed
in Fig. 2c. For even larger magnetization strength, i.e.
λ > t, the degeneracies at the saddle points M are lifted
and the band gap ∆2 reopens, which changes the Berry-
curvature distribution as shown in Fig. 2f. One can find
that the Berry curvature is negative for M1 and M3 but
positive for M2 giving rise to a negative Chern number
of C = −1. Moreover, in the corresponding ribbon band
structure, chiral gapless edge modes emerges as displayed
in Fig. 2h in red. These characters indicates the forma-
tion of a QAHE.
We further consider the dependence of the topological
phase on the magnetization orientation. Figure 3a shows
the band gap as well as the topological phase of the sys-
tem in mx-my plane with (mx, my)=λ(cosϕ, sinϕ). In
this figure, the central white dot denotes the Z2 topo-
logical insulator phase at λ = 0. For λ < t, the insu-
lating phase of vanishing Chern number C = 0 occurs
independent of magnetization orientation. The increase
of magnetization induces band gap closing at λ = t but
reopening for λ > t that hosts QAHE characterized by
Chern numbers of C = ±1 as labelled in Fig. 3a. Dif-
ferent from the case of λ < t, the reopened band gap
is strongly dependent on the magnetization orientation
ϕ and vanishes at ϕ = npi/3 (n = 0-5) as shown by
the white dashed lines separating QAHEs with opposite
Chern numbers of C = ±1. This dependence of Chern
number on ϕ is consistent with the symmetry analysis in
Refs. [7] and [27].
FIG. 3: (a) Phase diagram of the low-buckled honeycomb lat-
tice with (mx,my)=λ(cosϕ, sinϕ). The white dot at the cen-
ter indicates the 2D Z2 topological insulator at λ = 0. When
0 < λ < t, the system is a trivial insulator. When λ > t, the
system is a QAHE with alternating Chern numbers C=±1.
Dashed lines indicate the phase boundaries. (b) Contour-plot
of the amplitude of intrinsic SOC in momentum space. The
first Brillouin zone is denoted by solid lines, and the intrin-
sic SOC vanishes along dashed lines. In our calculation, the
SOCs are chosen to be tI = tIR = 0.03t.
B. Low energy effective Hamiltonian
Here, we stress that the intrinsic-Rashba SOC from
the low-buckled structure plays an important role in the
reopening of band gap ∆2. As shown in Fig. 3b, the
amplitude of intrinsic SOC is momentum-dependent and
vanishes at high-symmetric lines connecting Γ and M
points as denoted by purple dashed lines. In the absence
of intrinsic-Rashba SOC, this feature leads to the forma-
tion of Dirac points at Γ-M lines whenever the magneti-
zation λ > t [See more details in Appendix B]. Thus, the
QAHE cannot form without intrinsic-Rashba SOC. To
better demonstrate this point, the low-energy effective
Hamiltonians around M points are provided as below
hM1(q, ϕ) = +[mσz + aσx + b(ϕ)σy ],
hM2(q, ϕ) = −[mσz + aσx + b(ϕ+ pi/3)σy], (6)
hM3(q, ϕ) = −[mσz + aσx + b(ϕ− pi/3)σy],
where the unit of momentum is set to be 1/
√
3a0 with
a0 being the nearest-neighbor distance. σx,y,z are Pauli
matrices and the mass term m = −δλ + t(3q2y − q2x)/4
shows strongly anisotropic momentum dependence with
δλ = λ − t. a = 4qxtI and b = tIR(3qy sinϕ − qx cosϕ)
are separately contributed from intrinsic and intrinsic-
Rashba SOCs. The detailed method to obtain the effec-
tive Hamiltonian is attached in Appendix D.
After a direct diagonalization, the eigenenergies for
each M point are obtained to be ε± = ±
√
m2 + a2 + b2,
which is consistent with the particle-hole symmetry that
assures the symmetry of band structure about the Fermi-
level εF = 0. Thus, the band gap closing conditions can
be obtained by solving the equation of ε± = 0. Since the
three effective Hamiltonians share similar form, we take
hM1 as an example and find that the band gap closing
occurs when (i) δλ = 0 at (qx, qy) = (0, 0) for any ϕ,
corresponding to the critical points of topological phase
transition from a trivial insulator (δλ < 0) to a QAHE
5FIG. 4: Chern number C1,2,3 contributed from Berry curva-
ture in the vicinity of M1,2,3 points by using the low-energy
effective Hamiltonian as a function of the direction of the
magnetization for δλ = −0.05t (a) and 0.05t (b). Only the
Chern numbers for 0 ≤ ϕ ≤ pi are plotted for simplicity since
Ci(ϕ) = −Ci(ϕ + pi) with i = 1-3. In our calculation, the
SOCs are chosen to be tI = tIR = 0.03t.
(δλ > 0); (ii) δλ > 0 along the direction of ϕ = 0, pi at
(qx, qy) = (0,±
√
4δλ/3), indicating the band gaps close
at ϕ = 0, pi that correspond to two phase boundaries
separating QAHEs with C = ±1. By further including
the phase boundaries obtained through solving ε± = 0
aroundM2 andM3, one can find that there are totally six
linear phase boundaries corresponding to the six dashed
white lines in Fig. 3b. It is noteworthy that the ε± = 0 is
always solvable for δλ > 0 whenever a = 0 or b = 0. This
indicates that a gapless metallic phase occurs for λ > t in
the absence of either intrinsic or intrinsic-Rashba SOC,
reflecting the significance of the coexistence of these two
kinds of SOCs in the formation of QAHE.
To further clarify the contributions of the three M
points to the resulting QAHE, we illustrate the Chern
number dependence on the magnetization orientation ϕ
for δλ < 0 and δλ > 0 as shown in Fig. 4 by integrating
the Berry curvatures contributed from M1,2,3.
23,24 For
δλ < 0, the Chern numbers contributed from M1,2,3 can
be described by a sinusoidal function of ϕ, i.e. C1 =
C0 sinϕ and C2,3 = C0 sin(ϕ ∓ 2pi/3) with C0 ≃ 0.2 (see
Fig. 4a). By summing up these analytical expressions,
the total Chern number is shown to be C = ∑i Ci = 0,
indicating a topologically trivial insulator. For δλ > 0, as
shown in Fig. 4(b), the Chern number contributed from
each M point is changed approximately by 1 or −1 de-
pending on ϕ, leading to a nonzero total Chern number
of C = ±1 and thus a QAHE.
These 2×2 effective Hamiltonians can be alternatively
expressed as d · σ where σ = (σx, σy , σz) are the Pauli
matrices and d = (a, b,m) represents the pseudospin tex-
ture1 that is intimately related to Chern number by the
formula
C = − 1
8pi2
∫
d2kdˆ · ∂qx dˆ× ∂qy dˆ. (7)
with dˆ being the unit vector of d. In previous litera-
tures on the quantum anomalous Hall effect (QAHE),1
the topologically nontrivial low-energy Hamiltonian car-
ries a Chern number of either an integer or half-integer
FIG. 5: (color online) Pseudospin texture around M1 based
on effective Hamiltonian HM1 with ϕ = pi/6 and magnetiza-
tion strength of (a) λ = 0.95t, and (b) λ = 1.05t. In our
calculations, the SOCs are chosen to be tI = tIR = 0.03t.
with the corresponding pseudospin texture in momen-
tum space being either a Skyrmion or a Meron,28 e.g.
Haldane’s model,19 BHZ model,2 and Rashba SOC based
model in honeycomb lattice.9,14 However, the pseudospin
texture (a, b,m) in our proposed model is completely dif-
ferent from that of a Skyrmion or Meron, and shows
strong anisotropy as plotted in Figs. 5a and 5b for λ < t
and λ > t respectively based on hM1 . In these figures,
the arrow represents the in-plane components (a, b) while
the color stands for the out-of-plane component m. Such
pseudospin texture with strong anisotropy corresponds
to non-vanishing Chern number but neither an integer
nor half-integer for both λ < t and λ > t. This charac-
ter, which is intimately related to the strong anisotropic
momentum dependence of hMi (i = 1-3), makes our low-
energy model strongly distinct from previous models of
realizing QAHE in the literature.1,2,9,19
C. Extrinsic-Rashba SOC
In this section, we study the effect of extrinsic-Rashba
SOC, which is inevitably introduced in the 2D system
with a substrate that breaks the mirror-reflection sym-
metry. In contrast to the QAHE induced by out-of-plane
magnetization where extrinsic-Rashba SOC is essential,9
our results show that the extrinsic-Rashba is detrimental
to the in-plane magnetization induced QAHE.
In the presence of extrinsic-Rashba SOC, we can obtain
the modified low-energy effective Hamiltonian aroundM
points by employing similar procedures mentioned in Ap-
pendix D. We take M1 as an example, for which the ef-
fective Hamiltonian displayed in Eq. (6) is modified to
be
hRM1(q) = u1σ +mσz + aRσx + bσy, (8)
where an additional term appears with 1σ being the unit
matrix and u = −tER[
√
3qx sinϕ/2+(1+4/
√
3)qy cosϕ].
This term breaks the particle-hole symmetry of the
Hamiltonian and thus the band gap is no longer sym-
metric about the Fermi level. Moreover, the extrinsic-
Rashba SOC also changes a to be aR = a + 2tER sinϕ
while leaves m and b being unaffected. The modification
6FIG. 6: (color online) Band structure evolution of chiral-stacked bilayer structure of low-buckled honeycomb lattice under an
in-plane magnetization with ϕ = pi/6 for different magnetization amplitudes, i.e. (a) λ = 0, (b) λ = 0.5t, (c) λ = 1.1t, and (d)
λ = 1.3t. (a) Solid red circles show the energy levels at M point labelled by A, B, A′, and B′. Insets of (c) and (d) zoom out
the band structure around M . In our calculation, we set intrinsic and intrinsic-Rashba SOCs as tI = tIR = 0.03t.
of a can shrink the bulk band gap if a and sinϕ have
opposite signs. For the case of δλ > 0 and ϕ 6= npi/3
(n = 0-5), the direct band gap closes when tER satisfies
the equation of δλ = [tER/(4tI)]
2 cos 2ϕ. This equation is
solvable when cos 2ϕ > 0 with the solution correspond-
ing to the critical extrinsic-Rashba SOC strength of the
phase transition from QAHE to topologically trivial in-
sulator. If cos 2ϕ < 0, the solution will appear around
M2 orM3, which indicates that a topological phase tran-
sition can always be found as tER increases and thus the
extrinsic-Rashba SOC is detrimental to the QAHE.
Nevertheless, we can eliminate the effect of extrinsic-
Rashba SOC by sandwiching the low-buckled honeycomb
lattice symmetrically between two ferromagnetic insulat-
ing substrates. The symmetric structure can not only
strongly suppress the extrinsic-Rashba SOC but also en-
hance the proximately induced magnetization in the low-
buckled honeycomb lattice.
V. MULTILAYER CASES
So far, we have verified that the in-plane magneti-
zation induced QAHE can be formed in low-buckled
honeycomb-lattice systems. However, a daunting chal-
lenge for realizing this QAHE is the extremely large mag-
netization that is comparable to the hopping energy t.
Hereinbelow, we show that the lowest critical magneti-
zation for realizing QAHE can be effectively reduced in
Bernal-stacked multilayer systems. Let us first take the
bilayer system as an example and adopt the same SOC
parameters as those in monolayer case.
We first study the band structure evolution for dif-
ferent magnetization strengths λ with ϕ = pi/6. When
λ = 0, a topologically trivial band gap is opened at K
and K ′ points by SOCs as shown in Fig. 6a. The bilayer
system gives rise to two sets of conductance and valence
bands with a small energy splitting. The eigenenergies at
M point for one set are labelled as A/A′ while that for the
other set are labelled as B/B′. Due to the inversion sym-
metry and Kramers degeneracy, in this figure each band
is two-fold degenerate, which can be lifted in the presence
of magnetization and a topologically trivial band gap ap-
pears in the presence of both SOCs as shown in Fig. 6b.
When the magnetization strength increases to the regime
that leads to the closing of band gap between B and B′
points but leaves A and A′ points untouched as shown in
Fig. 6c, the topological phase transition to QAHE with
C = −1 occurs. When the magnetization strength further
increases to close both band gaps between B/B′ points
and A/A′ points, the QAHE with C = −2 appears (see
Fig. 6d).
By varying λ and ϕ, we calculate the bulk band gaps
and the Chern numbers as shown in Fig. 7a, which shows
the same angular dependence as that of the monolayer
system. However, different from monolayer system, ad-
ditional topological phases arise with Chern numbers of
C = ±2. Moreover, topological phase transition from
C = 0 to C = ±1 appears at the critical magnetization
λC1 ≃ 0.8t, which is smaller than that in the monolayer
case. It is noteworthy that the critical magnetization
strengths to induce QAHEs with different Chern num-
bers are determined by the energy differences between
A/A′ or B/B′ in the absence of magnetization, which is
tunable via interlayer potential differences from electrical
gating in Bernal stacked multilayer systems. This pro-
vides a possible way to further reduce the critical mag-
netization.
By applying an interlayer potential differences U , we
calculated the critical magnetizations for bilayer systems
as displayed in Fig. 7b, where one can find that the in-
crease of U can extremely decrease the critical magneti-
zation λC1 , while correspondingly enlarges λC2 that sep-
arates the topological phases of C = ±1 and ±2. There-
fore, the QAHE with C = ±1 can be achieved at a rather
smaller magnetization in the presence of a considerable
electric field. In addition, the dependence of λC1,2 on
interlayer potential difference also makes it possible to
realize the QAHE with electrically tunable Chern num-
ber. Inset of Fig. 7b shows that the topological phase
transitions are independent of the amplitudes of SOCs.
The cases for Bernal-stacked multilayer systems are
similar to bilayer one. As highlighted by the solid lines in
Fig. 7c, large-Chern-number QAHEs appear for n-layer
systems as the magnetization λ increases with the upper
limit of C = n. When an interlayer potential difference
7FIG. 7: (a) Phase diagram of the bilayer low-buckled
honeycomb-lattice in the mx-my plane. Dashed lines indi-
cate the phase boundaries. Chern numbers are labelled in the
QAHE regions accordingly. (b) Evolution of critical phase
boundaries λC1,C2 as a function of the inter-layer potential
difference. (c) Chern number C as a function of the ampli-
tude of magnetization λ at fixed ϕ = −pi/6 for different layers.
Solid and dashed curves correspond to U = 0 and U = 0.05t,
respectively. (d) The lowest critical magnetization amplitude
to induce the QAHE of C = ±1 as a function of the layer num-
ber n at fixed ϕ = −pi/6 for different potential differences. In
our calculation, the SOCs are chosen to be tI = tIR = 0.03t.
U is applied, the critical magnetization is decreased (in-
creased) for smaller- (larger-) Chern-number QAHEs (see
the dashed lines in Fig. 7c). For λC1 , the lowest magneti-
zation required to induce the QAHE with C = ±1, we find
that it decreases slowly as the layer thickness increases
for U = 0 as shown by the light blue line of Fig. 7d.
When the applied potential difference U gradually in-
creases, λC1 can be dramatically decreased for multilayer
systems as illustrated in Fig. 7d. These findings strongly
suggest that a multilayer low-buckled honeycomb-lattice
system under proper perpendicular electric field is a more
ideal and more experimentally feasible platform to realize
the QAHE from in-plane magnetization.
VI. SUMMARY AND DISCUSSIONS
In this paper, by using symmetry analysis, we have
theoretically revealed the fact that, in 2D case, nonzero
Chern number can only occur in systems breaking both
symmetries of T ⊗ Mz ⊗ I and T ⊗ Mz. These two
symmetries are simultaneously broken by out-of-plane
magnetization while are preserved for in-plane one. This
makes the QAHE from in-plane magnetization can only
be realized in systems with certain constrains, like in the
atomic crystal layers with preserved inversion symme-
try but broken out-of-plane mirror reflection symmetry.
Such differences between in-plane and out-of-plane mag-
netizations in symmetry distinguish our model from the
previous ones to realize QAHE in the literature. We
numerically verified the realization of QAHE in honey-
comb lattice of low-buckled structure, in which the band
gap hosting QAHE occurs in the vicinity of time-reversal
symmetricM points where the electronic structure shows
strong anisotropy and exhibits magnetization-orientation
dependent non-integer Chern number.
Experimentally, the in-plane magnetization could be
introduced by applying an in-plane magnetic field
that cannot form Landau levels in the ultrathin films
or proximately coupling with ferromagnetic insulating
substrates,15,16 where a symmetric setup with the low-
buckled honeycomb-lattice system sandwiched by two
identical ferromagnetic insulating layers is required to
eliminate the influence of extrinsic-Rashba SOC that is
detrimental to the QAHE from in-plane magnetization.
However, the extremely large magnetization strength re-
quired, i.e. λC1 = t, makes the experimental realization
of the QAHE in monolayer system difficult.
There are two possible ways to overcome this diffi-
culty. One is to decrease the nearest-neighbor hopping
energy t by, e.g. constructing artificial organometallic
material with low-buckled honeycomb structure, where
the effective nearest-neighbor hopping energy t is rela-
tively weak and exchange field is rather strong and can
even be much larger than t.29 The other one is to con-
sider Bernal-stacked multilayer systems, where the criti-
cal magnetization λC1 gradually decreases along with the
increase of system thickness and could be further dramat-
ically reduced by applying interlayer potential differences
via vertical electric field. Our studies together with the
recent experimental realization of Bernal-stacked multi-
layer silicene30–33 strongly suggest the QAHE from in-
plane magnetization could be experimentally achievable
in such system with a vertical electric field.
Apart from the half-filled low-buckled honeycomb lat-
tice (e.g. silicene, gemanene, and stanene), there are
plenty of atomic crystal layers satisfy the symmetrical
criteria discussed above, such as, organometallic materi-
als, bismuth bilayer, black and blue phersphorene.1 The
QAHE from in-plane magnetization may also be real-
ized in these systems and their hybridized structures,
where the magnetization required may be small enough
to be experimentally feasible. Furthermore, such symme-
try analysis on Berry curvature is not limited to QAHE.
With nonzero Berry curvature that is even function of
momentum, the AHE is also expected in metallic system
with in-plane magnetization.
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Appendix A: Tight-binding Hamiltonian in
momentum space
We first consider the low-buckled honeycomb lattice
with in-plane magnetization and neglecting the staggered
sublattice potential as well as the extrinsic-Rashba SOC.
In the absence of extrinsic-Rashba SOC and staggered
sublattice potential, the real-space tight-binding Hamil-
tonian of Eq. (1) can be expressed in the momentum
space by doing a Fourier transform:
H(k) =


λI −η λRA 0
−η∗ −λI 0 λRB
λ∗RA 0 −λI −η
0 λ∗RB −η∗ λI

 . (A1)
Here, η = t
∑
i exp(ik · δ′i), λI = −2tI
∑
i sin(k · δi) are
respectively the kinetic energy and intrinsic SOC terms,
where δi (i = 1-3) are the vectors pointing from A site
to three nearest A sites as displayed in Fig. 1a while δ′i
(i = 1-3) are the vectors pointing from the A site to its
three nearest B sites. λRA,RB = mx− imy± (λRx− iλRy)
couples the spin-up and -down states at A (B) sub-
lattice where (mx,my) = λ(cosϕ, sinϕ) and λRx,Ry =
±2tIR
∑
i sin(k · δi)δˆix,iy with δˆix,iy being the x and y
components of unit vector δi/|δi|. Therefore, each term
in H(k) is momentum-dependent. For example, we have
plotted the distribution of intrinsic SOC λI and intrinsic-
Rashba SOC in the momentum space as respectively
shown in Figs. 3b and 1b in the main text. We find that
the strength of intrinsic SOC vanishes along the high-
symmetric lines connecting Γ and M points while that
of intrinsic-Rashba SOC vanishes at M , K/K ′, and Γ
points.
Appendix B: Band structure
With the Hamiltonian in momentum space, we can
study the influence of each term on the electronic struc-
ture. In Fig. S8d, we first display the band cross-
ing points in the absence SOCs for different magneti-
zation strength λ. We find that, when the magnetization
strength λ < t, the band crossing points circle around K
and K ′ points. When λ = t, the crossing points lie at the
straight lines linking nearest M points as shown by light
blue lines. When λ > t, however, the crossing points
circle around Γ point rather than K/K ′ points. Then
we take λ = 1.5t as an example with the magnetization
direction being ϕ = pi/6 and show the band structure
evolution. In the absence of both types of SOC, the band
structure is displayed in Fig. S8a, where band crossings
appear. The presence of intrinsic SOC can only lift the
degeneracies of crossing points away from Γ-M lines while
the band crossings at these lines still preserve giving rise
to Dirac points (see Fig. S8b). These Dirac points origi-
nate from the vanishing strength of intrinsic SOC along
Γ-M lines as displayed in Fig. 3b of main text. However,
the presence of intrinsic-Rashba SOC can move the de-
generacy points away from Γ-M lines and hence a bulk
band gap can be opened in the presence of both SOCs as
displayed in Fig. S8c. This bulk band gap is topologically
nontrivial to host a Chern number of C = −1 that can be
calculated by using the method shown in the following.
For an insulator with breaking time-reversal symme-
try, the topological property is usually characterized by
Chern number that can be calculated by
C = 1
2pi
∑
n
∫
BZ
d2kΩn, (B1)
where the summation is over all occupied valence bands
in the first Brillouin zone, and Ωn is the Berry curvature
for the n-th band in momentum space23,24 that can be
expressed as:
Ωn(k) = −
∑
n′ 6=n
2Im〈ψnk|vx|ψn′k〉〈ψn′k|vy|ψnk〉
(εn′ − εn)2 , (B2)
where vx(y) is the velocity operator along x(y) direction.
The absolute value of C corresponds to the number of
gapless chiral edge states along any sample boundary of
the corresponding 2D system.
Appendix C: Low-energy effective Hamiltonian
To further analyze the influence of various SOCs, mag-
netization strength and orientation, we present the low-
energy effective Hamiltonians around the three inequiv-
alent M points, i.e. M1,2,3 points displayed in Fig. 2e of
the main text. We take M1 as an example whose mo-
mentum is denoted by kM1 . Based on the Bloch states
{|M1, q, A, ↑〉, |M1, q, B, ↑〉, |M1, q, A, ↓〉, |M1, q, B, ↓〉} at
momentum k = kM1 + q, the low-energy 4 × 4 Hamil-
tonian around M1 point with kM1 ≫ q can be approxi-
mately written as:
HM1(q) =


4tIqx ηr λRAr 0
η∗r −4tIqx 0 λRBr
λ∗RAr 0 −4tIqx ηr
0 λ∗RBr η
∗
r 4tIqx

 (C1)
where ηr = t(1 +
q2y−3q2x
12 +
2iqy√
3
)e
i4pi
3 , λRAr = λe
−iϕ −
tIR(3qy − iqx), and λRBr = λe−iϕ + tIR(3qy − iqx). The
unit of momentum is set to be 1/
√
3a0 with a0 being the
nearest-neighbor distance in the low-buckled honeycomb
9FIG. 8: (color online) (a)-(c) Band structure evolution of monolayer low-buckled system under an in-plane magnetization
(ϕ = pi/6 and λ = 1.5t) for different intrinsic and intrinsic-Rashba SOCs, i.e. (a) tI = tIR = 0, (b) tI = 0.03t and tIR = 0,
and (c) tI = tIR = 0.03t. (d) Band crossing points in the absence of both intrinsic and intrinsic-Rashba SOCs for different
magnetization strengths denoted by different colors. The straight lines linking nearest M points in light blue correspond to the
case with λ = t.
lattice. Through analyzing the basis functions under a
six-folder rotation operation, we find that the basis func-
tions in the vicinity ofM2 andM3 can be related to that
of M1 via the following transformation:


|M2, q, A, ↑〉
|M2, q, B, ↑〉
|M2, q, A, ↓〉
|M2, q, B, ↓〉

 = Cˆ−16


e−ipi/6
e−ipi/6
eipi/6
eipi/6




|M1, Cˆ6q, A, ↑〉
|M1, Cˆ6q, B, ↑〉
|M1, Cˆ6q, A, ↓〉
|M1, Cˆ6q, B, ↓〉

 ,
and


|M3, q, A, ↑〉
|M3, q, B, ↑〉
|M3, q, A, ↓〉
|M3, q, B, ↓〉

 = Cˆ6


eipi/6
eipi/6
e−ipi/6
e−ipi/6




|M1, Cˆ−16 q, A, ↑〉
|M1, Cˆ−16 q, B, ↑〉
|M1, Cˆ−16 q, A, ↓〉
|M1, Cˆ−16 q, B, ↓〉

 .
where the phases e±ipi/6 in the expression for M2 (M3) come from rotation about zˆ-axis by ∓pi/3 on the spin states
while the Cˆ6 is an operator of the rotation about zˆ-axis by pi/3 on the vectors in real space or momentum space. For
simplicity, we use U21 and U31 to represent the above two square matrices. As a result, the Hamiltonian around M2
can be obtained as follows
〈M2, q, i|H |M2, q, j〉 = U21(i,m)′〈M1, Cˆ6q,m|Cˆ6HCˆ−16 |M1, Cˆ6q, n〉U21(j, n).
It is noteworthy that the real-space Hamiltonian H(tI, tIR, λ, ϕ) shown in Eq. (A1) is not an invariant under the Cˆ6 or
Cˆ−16 operation, which not only interchanges the A and B sublattices making tIR become −tIR since µij has opposite
signs for A and B sublattices but also changes the orientation of magnetization ϕ to ϕ∓ pi/3. This indicates that
HM2(q, i, j) = U
T†
21 (i,m)HM1(−tIR, Cˆ6q,m, n, ϕ+ pi/3)UT21(n, j)
HM2(q) = U
T†
21 HM1(−tIR, Cˆ6q, ϕ+ pi/3)UT21.
The effective Hamiltonian around M3 can be obtained in a similar manner, which can be expressed as follows
HM3(q) = U
T†
31 HM1(−tIR, Cˆ−16 q, ϕ− pi/3)UT31.
With these 4×4 Hamiltonians obtained by expanding the momentum around threeM points, we can further derive
the effective Hamiltonian of the low-energy two bands by using the second-order perturbation theory.14 We still take
M1 as an example. For δλ≪ t with δλ = λ− t, the Hamiltonian exhibited above can be divided into two parts:
HM1(q) = H
0
M1 +H
′
M1
=


0 te
i4pi
3 ϕ 0
te−
i4pi
3 0 0 ϕ
ϕ∗ 0 0 te
i4pi
3
0 ϕ∗ te−
i4pi
3 0

+


λI −δη δλRA 0
−δη∗ −λI 0 δλRB
δλ∗RA 0 −λI −δη
0 δλ∗RB −δη∗ λI

 (C2)
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where H0M1 is the dominated part contributed from the major terms of both nearest-neighbor hopping and in-plane
magnetization with ϕ = te−iϕ. H ′M1 is the perturbation part originating from SOCs and minor terms of both hopping
energy and magnetization with δλRA,RB = δλe
−iϕ ∓ tIR(3qy − iqx) and δη = −t(2iqy/
√
3 − q2x/4 + q2y/12)e
i4pi
3 . The
main partHM1 can be easily diagonalized with eigenenergies being {0, 0,−2t, 2t} and the corresponding eigenfunctions
being {ξ+ ⊗ ζ−, ξ− ⊗ ζ+, ξ− ⊗ ζ−, ξ+ ⊗ ζ+} where ξ± = 1/
√
2(±e i4pi3 |A〉+ |B〉) and ζ± = 1/
√
2(±e−iϕ| ↑〉+ | ↓〉). One
can find that the first two basis functions correspond to the low-energy part while the other two basis functions are
the high-energy part. After a unitary transformation, we can express the Hamiltonian of Eq. (C2) in the basis of
these four functions with well separated low- and high-energy parts. Then we can obtain the low-energy two-band
effective Hamiltonian by using the second-order perturbation theory introduced in Ref. [14]. In the vicinity of M1,
the effective Hamiltonian can be derived to be:
hM1(q) = mσz + aσx + bσy (C3)
where m = −δλ + (3q2y − q2x)/4, a = 4qxtI, and b = tIR(3qy sinϕ − qx cosϕ) with σx,y,z being Pauli matrices. These
two basis functions are mainly contributed from {ξ+ ⊗ ζ−, ξ− ⊗ ζ+}. By employing similar procedure, the effective
Hamiltonian of M2 and M3 can be obtained that can be written as below
hM2(q) = [δλ− t(q2x/2 + qxqy
√
3/2)]σz + 4(−qx/2 +
√
3qy/2)tIσx
− [(2qx +
√
3qy) cosϕ+
√
3qx sinϕ]tIRσy (C4)
hM3(q) = [δλ− t(q2x/2− qxqy
√
3/2)]σz + 4(−qx/2−
√
3qy/2)tIσx
+ [(2qx −
√
3qy) cosϕ−
√
3qx sinϕ]tIRσy. (C5)
We find that through a coordinate transformation that changes q to Cˆ−16 q (Cˆ6q) in hM2 (hM3), these two low-energy
two-band effective Hamiltonian can be expressed as follows by using similar parameters in Eq. (C3)
hM2(q) = −[mσz + aσx + b(ϕ+ pi/3)σy]
hM3(q) = −[mσz + aσx + b(ϕ− pi/3)σy]. (C6)
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