Abstract
Introduction
Image segmentation in a particular feature subspace is a fairly well understood problem [13] . However, it is well known that operating in only a single feature subspace, e.g. color, texture, etc, seldom yields a good segmentation for real images. In the simple case given in Figure 2 , segmenting in either the color or the texture subspace does not yield all of the regions. However, combining information from multiple subspaces in an optimal manner is a difficult problem to solve algorithmically. Although there is recent interest in combining two subspaces of information, primarily color and texture [1, 4] , we are unaware of any general technique for combining multiple subspaces.
The obvious approach one might take to combine information from multiple subspaces is to construct a large feature vector with components from each of the subspaces, and then employ a standard segmentation approach. However, it is not clear that such an approach makes good use of each subspace, and the curse of dimensionality may render the problem intractable.
In this paper we propose a method that fuses separate segmentations from multiple subspaces into one final segmentation. The fusion is performed in the graph-cuts based energy minimization framework [3, 10] ; such an energy minimization approach attempts to capture the global structure of an image where local techniques would fail.
Related Work
The literature on image segmentation is dense. Here, we sample relevant papers. Jain et al. [8] provide a complete survey of data clustering techniques. Our approach uses the normalized cuts [12] image segmentation in each subspace independently. This approach is one of a class of techniques characterized by Weiss [13] as an eigendecomposition of the affinity matrix. 1 The normalized cuts technique is also used in [11] where the authors provide a technique for combining texture information and brightness information for image segmentation.
The strength of energy minimization techniques lie in their ability to model global image structure on which local methods would normally fail. However, before the recent work by Boykov et al. [3, 2] , energy minimization algorithms were typically solved through simulated annealing methods which rendered them computationally intractable. Their framework provides an approximate solution to the minimization in polynomial time. While not all energies can be minimized using graph cuts, Kolmogorov and Zabih [10] define the class of energy functions which are graph representable and thus can be minimized using graph cuts. The graph cut minimization techniques have been successfully applied to image restoration [3] , stereo [9] , and joint stereo-background separation [7] .
Approach
We propose a technique that computes segmentations in multiple separate subspaces and then fuses them in a man-ner that attempts to capture the global image structure. The thrust of our work is to select an appropriate subspace for regions in the image based on the underlying image structure in that region. We propose a general energy minimization algorithm that computes this selection, or labeling.
We first concentrate on our approach for combining the results of segmentation algorithms. To this end, let S be the set of labels for the considered subspaces and I be the set of image pixel locations. For every subspace s ∈ S we define two functions: the quality function 2 Q s : I → [0, 1] and the segmentation C s : I → Z s with the restriction that
Intuitively, the quality function should measure the expectation that a pixel neighborhood will yield a promising segmentation. Q is the set of quality functions {Q s , s ∈ S} over all subspaces and C is similarly the set of segmentations {C s , s ∈ S} over all subspaces. One can employ a variety of techniques to compute Q and C; in Section 3 we provide the complete algorithm and examples of techniques to compute Q and C in Section 4.1.
Labeling via Energy Minimization
As discussed in [10] , there is a certain class of energy functionals that can be minimized using graph cuts. The energy function we choose belongs to that class of functionals. The input to the energy minimization algorithm is the set of quality measures Q and segmentations C. The output is to associate a labeling L : I → S for each pixel i ∈ I that is the best subspace from the set of subspaces S. We assume that the clustering obtained in each subspace is the optimal one for that subspace. Thus, wherever the quality measure is good for a particular subspace, the clustering for that subspace will also be good. Based on [3] , the energy functional that we minimize is
where N is the neighborhood over a set of pixels, V i,j is the discontinuity preserving smoothness or the interaction term between neighboring pixels i and j. It is defined based on the clustering in each of the subspaces. We simplify the notation
where C Li denotes the clustering in the subspace with label L at pixel i, k 2 > k 1 and δ is the Kronecker delta function.
2 0 being the best quality and 1 the worst quality.
Intuitively, the interaction term (2) attempts to preserve the boundary at L i and L j if either subspace segmentation C Li or C Lj indicates a boundary. Additionally, it enforces smoothness in the labeling by linking adjacent pixels. We include a detailed discussion of the interaction term in [5] .
The energy function we use satisfies the constraint defined in [10] . Due to space limitations, the proof is included in [5] . In order to minimize this energy functional, we create a set of graphs as outlined in [3] without the a-nodes and perform α-expansion 3 at every step to compute the labeling that minimizes the energy.
Fusion of Subspaces
The final step of our algorithm performs the fusion of the subspace segmentations C based on the labeling L. Each pixel i ∈ I in the final segmentation is assigned to the region based on its labeling L(i) and the subspace segmentation C L(i) :
Note that a boundary in L creates a boundary in the final segmentation. Likewise, note that boundaries in the highest quality regions (over which L is constant) are preserved. To reduce noise, we first median filter L.
The Complete Algorithm
The complete segmentation algorithm is presented in Figure 1 . We initially compute a standard single-subspace segmentation using the normalized cuts algorithm [12] and a pixel-coefficient for each subspace that measures the subspace quality. These two quantities drive the energy minimization which assigns a per-pixel subspace label that is then used in a fusion procedure. We employ the standard normalized cuts algorithm [12] to compute subspace segmentation (C k , k ∈ S) and choose to use the dominant 6 eigenvectors of the affinity matrix instead of performing explicit recursion. We follow the same formula to compute the affinity matrix A as [12] ; namely, we populate the entries of A as the product of the feature subspace similarity term and the clamped spatial proximity term. Specifically, for pixels i and j let X ij = X(i) − X(j) 2 where X(i) is the spatial location of pixel i,
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where F(i) is the feature vector based on feature subspace (see Section 4.1 for examples of F) and r is the neighborhood truncation threshold. We follow [12] in our choices of parameters, r, σ F , σ X : 5, 0.01, 4.0 respectively.
Experiments
In this paper, we consider techniques and results for the color and texture feature subspaces only; however, there is no inherent limitation in our approach limiting it to these two subspaces. We present results for both synthetic and real data.
Subspace Definitions
In both the color and texture subspaces, we use an intuitive approach to measuring quality (Q c and Q t ): the variance of the image I. For the color subspace, regions with low color variance are expected to yield good segmentation. We take a conservative measurement and use the color-channel with the worst variance. Let i ∈ I be a pixel in the image, N i be a neighborhood of pixels about i, µ
is a plane of the color image or grayscale, and σ
By convention (Section 2.1), we define quality 0 as best quality and 1 as worst quality. Let η be a threshold on the max color variance allowed (we use 0.2 in our experiments).
For the color and texture subspaces, we define F(i) as follows:
h, s, v are the HSV values.
, where the g k are the Gabor convolution kernels [6] at various scales and orientations. In our implementation we use 4 scales and 6 orientations. Figure 2 shows the result of our algorithm on a synthetic image that contains three regions: one from the texture domain and two from the color domain. It is clearly visible that fusing the subspaces improves the segmentation significantly over either the color or texture subspace alone. Figure 3 shows the result of subspace fusion on a real zebra image. The segmentation in both the color and texture subspaces is shown with the resultant segmentation obtained by subspace fusion.
Results
It is important to note that the segmentation in the texture subspace in the zebra image is not very good as the segmentation was run on a very low resolution image (i.e. 100x80) where the texture information is subdued. We expect that on higher resolution images the results would be much better, but due to the high computation cost involved with segmenting high resolution images, we currently restrict ourselves to low resolution images.
Conclusion and Future Work
In this paper we have presented a technique for image segmentation which employs information from multiple subspaces. We make two contributions: First, we propose a technique to measure subspace quality based on the expectation that a local image neighborhood will yield a good segmentation for a given subspace. Second, we propose a novel use of the graph-cut based energy minimization framework [3] to fuse the subspace segmentations into a final segmentation.
Presently, we show techniques and results for the color and texture subspaces. However, there is no inherent limitation in our approach limiting it to these two subspaces.
For future work, we plan to experiment with additional subspaces: reconstruction geometry for multiple cameras, contours, neighborhood statistics, etc. Also, the texture subspace we are currently using is based on the Gabor filter response which assumes a repetitive texture. However, for cases with scale-varying texture, this measure will perform poorly. Alternatively, since the Gabor convolution provides a measure for repetitiveness, a better quality measure would be one that judges a neighborhood's repetitiveness. We are currently investigating both scale invariant repetitive texture measures and the use of Fourier analysis for computing a measure of repetitiveness. For the graph cut results, we plan to study the effect of using different size neighborhoods.
