This letter revisits a recently proposed precoding design for massive multiple-input multiple-output (MIMO) systems that is based on the use of an instantaneous total power constraint. The main advantages of this technique lie in its suitability to the recently proposed single radio frequency MIMO transmitter coupled with a very-high power efficiency. Such features have been proven using simulations for uncorrelated channels. Based on tools from random matrix theory, we propose in this letter to analyze the performance of this precoder for more involved channels accounting for spatial correlation. The obtained expressions are then optimized in order to maximize the signalto-interference-plus-noise ratio (SINR). Simulation results are provided in order to illustrate the performance of the optimized precoder in terms of peak-to-average power ratio and SINR.
I. INTRODUCTION
M ASSIVE multiple-input multiple-output (MIMO) systems are considered as a promising technology in modern wireless networks [1] - [4] . By using a very large number of antennas and intelligent precoding schemes at the base station (BS), these systems can focus energy in small spatial regions thereby reducing the inter-user interference and at the same time the energy consumption. One important challenge in massive MIMO systems is to deal with multiple-access interference (MAI). For downlink transmissions, MAI mitigation can be accomplished at the BS using precoding techniques. The precoding design can be based on average or instantaneous constraints. The use of instantaneous constraints is more interesting from a practical standpoint, as it allows to take into account the presence of power amplifiers. If each antenna is fed by a separate power amplifier, then a per-antenna power constraint should be used. In case a single power amplifier is employed for all antennas, implying the use of a single radio frequency (RF) chain, the use of a total power constraint becomes more appropriate.
The latter case has recently been studied in [5] and [6] , wherein the proposed scheme was shown to exhibit a higher power efficiency as compared to its predecessors, in addition to a lower peak-to-average ratio. Nevertheless, being based on the use of an instantaneous power constraint, the resulting precoder involves solving a fixed point equation, which does not facilitate the carrying out of performance analysis. This motivates our work. In particular, using tools from random matrix theory, we analyze the asymptotic performance of the scheme of [6] . This allows us to accurately approximate its performances under more involved channels considering the spatial correlation, but more importantly, it provides us insights into the asymptotic behavior of the parameters intervening in the precoder of [6] and allows its optimization in terms of maximizing the SINR.
The remainder of the letter is organized as follows. The next section introduces the system model and formulates the problem. In Section III, the optimal parameters of the precoding design are determined in the asymptotic regime. Simulations results are presented in Section IV while some conclusions and implications are drawn in Section V. Note that some proofs are omitted for space limitation and can be found in the extended version [7] .
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a single cell massive MIMO system where a BS equipped with M antennas communicates with K < M single antenna UEs. The channel vector is modeled as
where R ∈ C M × C M is the spatial correlation matrix and z k ∼ CN (0, I). We assume that R is the same for all the UEs, an assumption which has been considered in several previous works [8] , [9] . For notational convenience, we define c = K M . The received signal vector y at all the UEs is:
where x is the precoded vector at the BS, H = [h 1 , · · · , h K ] is the channel matrix and n ∼ CN (0, σ 2 I) stands for the additive white Gaussian noise. We assume that the BS performs precoding, implying that x is the precoding output of a data vector u, before being transmitted via the channel. We assume that the BS employs Gaussian codebooks, that is, u ∼ CN (0, I). The instantaneous transmit power at the BS is given by P = x H x.
The output vector x of the precoding is designed in such a way to minimize a squared distortion measure. In particular, it is given as the solution of the following problem: where P a is the maximum allowed transmit power and γ is a design parameter which has a direct effect on the performance of the system. In fact, by increasing γ the power of the desired signal √ γ u increases but also the interference H H x − √ γ u increases. On the other hand, by decreasing γ , the interference reduces and the desired signal power decreases. This tradeoff will be addressed later by computing the optimal γ that maximizes the SINR.
The main difference between the precoding solving (3) and the classical precoding techniques proposed within the framework of massive MIMO systems lies in the use of an instantaneous power constraint instead of an average power constraint. If the average power constraint were used, then the precoding would reduce to the ZF precoding. The precoding solving (3) has been determined in [6] , where it has been proven that the solution is as follows: Define
Vector b corresponds to the zero forcing (ZF) solution. As reported in [6] , by applying the method of Lagrange multipliers, it can be shown that x is a stationary point of φ(x) if and only if
where δ ≥ 0 is the Lagrange multiplier. Let x * denotes the optimal solution of (3). Then, two cases should be considered:
This shows that depending on P a , the optimal precoding can be either the ZF precoder or the regularized zero-forcing precoder. The solution of (3) can be thought of as a clipping algorithm, returning the ZF precoding if this latter exhibits a power less than P a or the RZF precoding otherwise. When the RZF is used, a scalar δ must be selected so that the total transmit power is equal to P a . The work in [6] suggests to determine δ numerically, which does not give insights on the optimal choice of γ . To overcome this issue, we resort to tools from random matrix theory and assume that M and K increase with the same pace. This allows us to compute a deterministic equivalent approximating the SINR. Maximizing the obtained expression, an optimal value for γ can be thus derived. More details in this respect will be provided in the next section.
III. ASYMPTOTIC ANALYSIS

A. Deterministic Equivalent of δ
In this section, we will only treat the case in which b H b > P a since, otherwise, the lagrangian multiplier δ is known to be equal to zero. If b H b > P a , the transmit power can be expressed as:
In the first step, we compute a deterministic equivalent of the transmit power for a fixed δ > 0. For notational convenience, we define ρ = δ K .
Proposition 1: Let α(t) be the unique solution to the following fixed-point equation:
In the asymptotic regime, we have
and
.
with T(t) = (I M + tR 1+tα(t) ) −1 . Proof: The result is obtained by direct application of the result of [9, Th. 8] .
For fixed γ and in the case b H b ≥ P a , as per the design procedure described in the previous section, the instantaneous optimal ρ is selected so that: P(ρ ) = P a .
It can be shown that P(ρ) is a strictly decreasing function. As a consequence, a deterministic equivalent for ρ , ρ, is solution to the following equation:
It is worth pointing out that the use of ρ instead of ρ might be not a good idea in practice, since it might for some channel realizations lead to an instantaneous power that is higher than P a . This value can be, however, leveraged in order to determine the optimal value of γ that maximizes the power efficiency and the SINR.
B. Optimal γ
In this section, we consider the SINR of all users defined as [6] :
A deterministic equivalent of the SINR is given in the following proposition.
Proposition 2: In the asymptotic regime, we have
Proof: See Appendix A in extended version [7] .
With the asymptotic equivalent of the SINR and the transmit power at hand, we are now in position to determine the optimal γ : Proposition 3: The optimal γ that maximizes the SINR in the asymptotic regime is:
Proof: See Appendix B in extended version [7] .
C. Particular Case: R = I M Interestingly, it turns out that in the case where R = I M , the transmit power and the SINR admit explicit closed-form expressions that do not required solving fixed-point equations.
Proposition 4: In the case where R = I M , the expressions of P(ρ) and SINR simplify to:
where
Proof: See Appendixes C and D in extended version [7] . From equation (11), the optimal γ that maximizes the SINR can be determined by optimizing overρ. Note that function
This can be easily shown by taking the second derivative. Besides, it can be easily checked that g ( σ 2 P a ) = 0. Hence,ρ that maximizes the SINR isρ = σ 2 P a and the optimal γ is such as γ = Pā
IV. POWER EFFICIENCY ANALYSIS
Assuming that the maximum allowed transmit power is P a , the average power efficiency can be expressed as
where η a is the efficiency of the power amplifier [6] . As per the design procedure described in Section II, quantity (x ) H x is given by:
where A denotes the indicator function of set A. It follows, thus, that the average power efficiency writes as:
. In case of uncorrelated channels (R = I M ), variable Z is known to follow a scaled F -distribution [6] , [10] . However, when the channels are correlated, finding a closed-form expressions for Z might be not possible, the main difficulty lying in the characterization of the distribution Y. To handle this case, we will use the asymptotic approximation developed in [11] . Prior to that, we shall define the following notations. For s ≥ 0, we define I erg (s) as:
where t(s) is the unique solution to:
For y > 0, define s 0 as the unique positive solution in s to the following equation:
Then, up to an error of order O(K −1 ), the asymptotic pdf of Y is given by [11] :
while the asymptotic pdf of Z can be evaluated numerically using the following formula:
With the distribution of Z on hand, the power efficiency η t in (12) of this precoding scheme is in its turn computed numerically.
V. NUMERICAL RESULTS
In this section, numerical results are presented in order to illustrate the valuable implications of our theoretical results. Moreover, Montecarlo simulations are used to validate the analysis in the asymptotic regime. In all figures, the results are obtained by averaging over 1000 different channel realizations. In all simulations, the covariance matrix is modeled as:
where a ∈ C is the (complex) correlation coefficient of neighboring antenna and x * denotes the complex conjugate of x. This is known as the exponential correlation model [12] . Without loss of generality, we assume that P a = 1. We first consider a massive MIMO system with 80 antennas at the BS and 40 UEs. Fig. 1 plots the SINR at left Y-axis and the power efficiency η t at the right Y-axis versus 1 c −1 γ for different values of the noise variance and different covariance matrices. It is important to note from this figure that there exists an optimal γ that maximizes the SINR and which depend on the noise variance, the channel covariance matrix and the ratio between K and M. Given all the required parameters, we are able to determine the optimal γ as shown in the previous section. Moreover, we observe that the power efficiency increases slightly with the correlation coefficient. However, the increase in power efficiency is negligible compared to the loss on SINR. In fig. 2 , we plot the SINR versus the number of the BS antennas M for a fixed number of UEs K = 40. We compare the performance of the considered precoding technique when the optimal γ is used and when an arbitrary γ is chosen. It is observed that our proposed γ provides a considerable increase in performance. Fig. 3 plots the maximum SINR of the single-RF system and the SINR of classical MIMO with MMSE precoding at left Y-axis versus M when K = 10 and σ 2 = 1. The PAPR of the single-RF transmitter is plotted at the right Y-axis. In this letter, the PAPR is defined as: PAPR = P a E(x H x) . This is actually because of the structure of the assumed transmitter which has only one central power amplifier. Thus, the peak to average of aggregated power on all the antennas should be taken into account. It is observed that the single-RF transmitter has very low PAPR and exhibits an interesting gain in terms of SINR compared with the optimal MMSE precoding. The proposed precoding reduces slightly the performance while reducing significantly the PAPR.
VI. CONCLUSION
In this letter, we have studied the performance of a recently proposed precoding scheme for single-RF massive MIMO system. Unlike classical methods of precoding design, a more realistic model for power amplifiers is used by considering a peak power constraint. Using tools from random matrix theory, we have derived deterministic approximations of the optimal parameters of the considered precoding technique. It was shown that this precoding scheme has low PAPR and good SINR compared to the classical MMSE precoder.
