This study investigates the effects of varying sampling intervals on the long memory characteristics of certain stochastic processes. We find that although different sampling intervals do not affect the decay rate of discrete time long memory autocorrelation functions in large lags, the autocorrelation functions in short lags are affected significantly. The level of the autocorrelation functions moves upward for temporally aggregated processes and downward for systematically sampled processes, and these effects result in a bias in the long memory parameter. For the ARFIMA(0,d,0) process, the absolute magnitude of the long memory parameter, |d|, of the temporally aggregated process is greater than the |d| of the true process, which is greater than the |d| of the systematically sampled process. We also find that the true long memory parameter can be obtained if we use a decay rate that is not affected by different sampling intervals.
Introduction
An important class of time series models are the so-called long memory processes which were introduced by Mandelbrot and Van Ness (1968) , Granger and Joyeux (1980) , and Hosking (1981) . A simple property of long memory processes is that whilst the autocorrelations decrease, they decrease very slowly. Therefore, the past influences the future in a manner reminiscent of chaotic processes.
It is interesting to notice that many of the empirical studies use temporally aggregated data, such as monthly time series, for the test of long memory process. We now have available financial data that are sampled on many different frequencies. Consider foreign exchange data for example. This is now available on a quote-by-quote or trade-by-trade basis.
It is also available on daily, weekly, and even much lower frequencies. This availability naturally raises questions of temporal aggregation in long memory processes. Ding, Granger and Engle (1992) conjectured that temporal aggregation does not change the long memory property of the return series. Recently, Chambers (in press ) shows that at low frequencies, the decay rate of the spectral density functions of long memory processes is not affected by sampling intervals. Therefore, the true long memory parameter can be estimated by considering low frequencies regardless of the sampling interval.
A sampling interval which is different from the dynamics of the true process affects the model specification of long memory processes. However, both the frequencies of the true process and the effects of the sampling interval on the model specification of long memory processes are not known. In this situation, an appropriate long memory model which takes into account the sampling interval is impossible. Most empirical studies which use long memory processes do not consider changes in model specification from varying sampling intervals. For this reason, we assume that the sampling interval does not change the model specification for a long memory process and investigate changes in the long memory parameter. Thus, our focus is whether or not there is a change in the long memory parameter when different sampling intervals are used.
In what follows, we extend Chambers (in press) results by using both time and frequency domain analysis in discrete time long memory processes 1 . Firstly, the effects of systematic sampling and temporal aggregation on discrete time long memory processes are presented in an analytical way; autocovariance, autocorrelation, and spectral density functions are derived for the systematically sampled and temporally aggregated long memory processes. Then, Monte Carlo simulations using frequency domain maximum likelihood estimation methods are used for the finite sample properties of systematic sampling and temporal aggregation effects on discrete time long memory processes.
Our study confirms the results of Chambers (in press), in that the decay rate of discrete time long memory spectral density functions at low frequencies (or equivalently, the decay rate of discrete time long memory autocorrelation functions in large lags) is not affected by systematic sampling or temporal aggregation. However, significant effects of systematic sampling or temporal aggregation are found in the autocorrelation functions at short lags, which result in either upward or downward movements in the level of autocorrelation function. We find that the effects are different for systematically sampled and temporally aggregated long memory processes. The absolute value of the autocorrelation coefficient of systematically sampled long memory processes becomes smaller as the sampling interval increases, while the absolute value of the autocorrelation coefficient of temporally aggregated long memory processes becomes larger as the sampling interval increases. These effects result in a bias in the long memory parameter 2 . In systematically sampled long memory processes, the long memory parameter is always biased towards zero as the sampling interval increases, while in temporally aggregated long memory processes the absolute value of the long memory parameter, |d|, is larger than its true value. Although it is not reported in this paper, we find that there is no temporal aggregation effect on continuous time long memory processes.
We also investigate whether or not the true long memory parameter can be obtained from the decay rate of long memory spectral density functions at low frequencies in finite samples. For this purpose, we use the semiparametric regression model suggested by Geweke and Porter-Hudak (1983) . Our simulation results using the semiparametric regression for discrete time long memory processes show that the estimation biases are much less than the biases of ML estimates. Therefore, the true long memory parameter can be estimated in temporally aggregated long memory processes. However, the standard deviation of the estimates is very large and significant estimation bias still exists in systematically sampled long memory processes.
Discrete Time Long Memory Processes
A model appears to be more attractive when just one parameter is used for long range dependence. A long memory process is characterized as a process that should explain long range dependence between observations more effectively than conventional short memory processes. There are two major models for long memory process, continuous time models such as the fractional Gaussian noise (FGN) model introduced by Mandelbrot and Van Ness (1968) , and discrete time models such as the autoregressive fractionally integrated moving average (ARFIMA) model introduced by Granger and Joyeux (1980) and Hosking (1981) .
Although the FGN model has the benefit that it can be used together with ordinary Brownian motion, the ARFIMA model is generally preferred to the FGN model. The main reason is that the former can describe economic and financial time series better than the latter. Moreover, the ARFIMA model is a generalisation of the more familiar autoregressive integrated moving average (ARIMA) model; it captures both long and short memory, and it is easier to use than the FGN model.
Discrete time long memory processes have much more flexibility than ARIMA (p,d,q) models. The order of integration in the ARIMA process is confined only to integer values such as 0 or 1. In this process a shock has mean-reversion with an exponential decay rate when d=0, but has infinite persistence when d=1. This knife-edge distinction between ARIMA(p,0,q) and ARIMA(p,1,q) may be too narrow. Long memory processes add more flexibility by allowing for fractional orders of integration such as 0≤d≤1.
A discrete time long memory process (fractionally integrated process), which was introduced by Granger and Joyeux (1980) and Hosking (1981) , is defined to be a discrete time stochastic process which is represented as
where L is the lag operator, u t is an independent identically distributed random variable, and -0.5<d<0.5 3 . Using the binomial series expension, the fractional difference operator ∇ d can be represented as
where ( ) is the gamma function. Γ ⋅ The infinite moving average representation of x t may be denoted by
where ψ ψ
as j via Stirling's approximation.
The autocovariance, autocorrelation and spectral density functions of the fractionally integrated process for s≥0 and 0<ω≤π are
where s is a lag between observations, ω is a frequency, and σ u 2 is a variance of u t . We can see that the autocorrelations of the fractionally integrated series decline at a slower rate than that of the autoregressive moving average (ARMA) model. The autocorrelation function (5) decays at a hyperbolic rate, while that of the ARMA model decays exponentially.
Fractionally integrated processes show different characteristics depending on the parameter d. A fractionally integrated process is covariance stationary and invertible when -0.5 < < 0.5 d , and it is a long memory process when d lies between 0 and 0.5. The fractional differencing parameter d is defined by the behaviour of the series up to infinite cycles. As d goes to 0.5, the decay rate of the impact of a unit innovation becomes slower. Hence, the fractional differencing parameter d decides the decay of the system's response to the innovation. Sowell (1990) shows that, while the variance of the partial sums of variables grows linearly with number of observations when d = 0, it grows faster than a linear rate when 0<d<0.5. On the other hand, when -0.5<d<0, the process has short memory since each shock is negatively correlated with the others, thus making the variance of the partial sums of variables less than the variance of the individual shock.
Fractionally integrated processes can easily be generalised to the ARFIMA (p,d,q) process. More formally, -0.5<d<0.5, and all the roots of Φ(L) and Θ(L) lie outside of the unit circle. In the ARFIMA model, d may be chosen to describe the autocorrelation structure of distant observations of a time series, while the θ and φ parameters can be chosen to describe the low lag autocorrelation structure.
Therefore, the ARFIMA model not only overcomes the drawbacks that Mcleod and Hipel (1978) point out but also generalises the Box-Jenkins ARIMA model where only integral differencing is allowed.
The Effects of Systematic Sampling and Temporal Aggregation on Discrete Time Long Memory Processes
The sampling interval of observed economic and financial time series (e.g., daily, weekly, and monthly) does not necessarily correspond to the true unknown interval. We conjecture that the sampling interval is longer than the true interval, resulting in temporal aggregation in flow time series and systematic sampling in stock time series. We next investigate the effects of systematic sampling and temporal aggregation on discrete time long memory processes under the assumption that the sampling interval is longer than the true interval.
This section shows the effects of systematic sampling and temporal aggregation on discrete time long memory processes: a systematically sampled ARFIMA(0,d,0) process and a temporally aggregated ARFIMA(0,d,0) process. For these two processes, properties such as autocovariance, autocorrelation, and spectral density functions are derived. The underlying process is simply thought of as a series of logarithmic changes of the original positive time series at discrete time intervals. For example, it is a return in financial markets or a growth rate in economics.
In the assumption above, η is a sampling interval. More specifically, η is the number of times the dynamics of the true underlying process take place between observations. When η=1, the observed time series is equivalent to the true process. When η is a positive integer greater than 1, then the time series is observed less frequently than the frequency of the true process.
The true underlying process can be partially observed in two ways, systematic sampling and temporal aggregation. A systematically sampled process is a sequence of the true process at observation points and, thus, consists of every other η of the true process. A temporally aggregated process is a sequence of the aggregated true process between sampling intervals. Therefore, if the dynamics of the true process take place at every day, for example, the systematically sampled process is like observing a daily process every Monday but not on other days and the temporally aggregated process is a weekly return process. When the true process has 1/η dynamic periods, the discrete true ARFIMA (0,d,0) process, x t DF , is defined as
where ε t is a white noise sequence with variance σ 2 . Note that the variance σ 2 is measured with time interval 1/η. When we assume that the frequency of the process defined in section 2 is 1/η , the variance of the white noise, σ u 2 , in section 2 is identical to σ 2 in equation (8).
Thus, without loss of generality, we assume σ σ u 2 2 = throughout this section.
We represent a theorem concerning autocovariance, autocorrelation, and spectral density functions of a systematically sampled ARFIMA(0,d,0) process. This generalises theorem 1 (a) of Chambers (in press), where he derives the spectral density functions of a systematically sampled ARFIMA(0,d,0) process.
Theorem 1 Systematically Sampled ARFIMA(0,d,0) Process
Under assumption 1 and definition 1, the discrete systematically sampled ARFIMA (0,d,0) process, x t DSF , is represented as
, and spectral density functions, S DSF ( , ) ω η , of x t DSF for s≥0, η≥1, and 0<ω≤π are given by
where η is a sampling interval, s is a lag between observations, ω is a frequency, and σ 2 is a variance of ε t .
Proof : See the Appendix.
The properties of the discrete systematically sampled ARFIMA(0,d,0) process have a sampling interval η that the true discrete ARFIMA(0,d,0) process does not have (see equations (4), (5), and (6)). The true process is observed differently by the sampling interval.
As pointed out in Chambers (in press), the decay rate in the spectral density function at low frequencies, -2d, is the same as that of the true ARFIMA(0,d,0) process. The autocorrelation function for large s also confirms that the decay rate is not changed by systematic sampling (compare equation (11) with equation (5)).
However, the absolute value of the autocorrelation function of the systematically sampled process is always less than that of the true ARFIMA ( , up to (η−1)/η lags.
We present a theorem concerning autocovariance, autocorrelation, and spectral density functions of a temporally aggregated ARFIMA(0,d,0) process. This generalises theorem 1 (b)
of Chambers (in press), where he only derives spectral density functions of temporally aggregated and systematically sampled ARFIMA(0,d,0) processes.
Theorem 2 Temporally Aggregated ARFIMA(0,d,0) Process
Under assumption 1 and definition 1, the discrete aggregated ARFIMA (0,d,0) process, x t DAF , is defined as
The autocovariance,
, and spectral density functions,
, and 0<ω≤π are given by 
for large s using Taylor series up to second order,
Proof : See the Appendix. 1 2 1 (16) is always larger than its true
. This is shown in figure 2 process is larger than that of its true process. We present our conclusions in Proposition 1.
Proposition 1

Systematic Sampling Effect
In the discrete systematically sampled ARFIMA (0,d,0) 
Temporal Aggregation Effect
In the discrete aggregated ARFIMA (0,d,0) 
where
is a spectral density function, and
.., and -1 T . Fox and Taqqu (1986) prove that the estimates obtained using only the last term of equation (18) are consistent and asymptotically normal. These results are extended by Dahlhaus (1989) as in equation (18). Cheung and Diebold (1994) compare the exact time domain ML estimates of Sowell (1992a) with the approximate frequency domain ML estimates of Fox and Taqqu (1986) . When the mean of a process is known, the time domain ML estimates are superior. However, time domain ML estimates with a known mean are not feasible in practice. Time domain ML estimates with a sample mean do not seem to be preferred to frequency domain ML estimates. In addition, when the sample size is more than 150 and d>0, there is little difference between the two, and the frequency domain ML estimates are less biased than the time domain ML estimates. Therefore, Cheung and Diebold (1994) suggest that the frequency domain ML estimation method is an attractive and efficient alternative when large sample sizes are used. Hauser (1992) and Lee (1994) . Therefore, when as in this study T=1000, it becomes impractical to use the Cholesky decomposition.
The GAUSS computer package is used for all computations. We use the same GAUSS code as Lee (1994) Sampling intervals of η = 1, 5, 10, 15, 20 are explored. First, a sample size of T=1,000 is generated and then, the original time series are transformed into systematically sampled or temporally aggregated processes. Systematically sampled processes are obtained by using the following formulation:
where x t s ,η is a systematically sampled process with a sampling interval η and x t is the originally generated series. When η=1, the frequencies of the true process are the same as the observation frequencies. However, when η>1, the transformed process becomes a systematically sampled process with sampling interval η. To explore temporal aggregation effects, the original process is temporally aggregated as follows 6 :
Since the sample size decreases according to the increase in the sampling interval, the sample sizes for the sampling intervals η=1, 5, 10, 15, 20 are 1,000, 200, 100, 66, 50, respectively.
For the ARFIMA(0,d,0) process, equation (18) process are consistent with those of Hauser (1992) and Lee (1994) . As expected, the estimation bias and standard deviation of estimates tend to increase, as the sample size becomes smaller. Table 2 shows the simulation results for the finite sample properties of the systematically sampled process. As explained in the previous section, for the systematically sampled process, long memory parameters are biased toward zero. The finite sample properties of the systematic sampling effects can be summarised as follows. Firstly, the systematic sampling effect appears in the ARFIMA(0,d,0) process. When the dynamics of the true process are more frequent than the observations of the process, the estimates of the observed systematically sampled process are always biased toward zero. Table 2 shows that the bias is larger in -0.5<d<0 than in 0<d<0.5. This is because in -0.5<d<0, long memory processes have similar properties to those of short memory processes.
Our second investigation looks at the temporal aggregation effects, see table 3. As expected, in the aggregated ARFIMA(0,d,0) process, the aggregation effect has upward bias.
The simulation results support what we found in the section 3, that is, the absolute magnitude of the long memory parameter, |d|, of the aggregated ARFIMA(0,d,0) process is greater than the |d| of the true ARFIMA(0,d,0) process. Table 3 show that the magnitude of the bias depends on the sampling interval; the bias of the aggregated ARFIMA(0,d,0) process increases as η increases. However, after some sampling intervals, it shows little difference. This can be explained by the autocorrelation function of (16). As η becomes infinitely large, the limiting autocorrelation function can be represented as Therefore, for an infinitely large η the autocorrelation is not a function of η. Note that the above limiting autocorrelation function is the same as that of the discrete time fractional Gaussian noise process, see Mandelbrot and Van Ness (1969) . The dynamics of the true process which have an infinitestimal interval in continuous time long memory processes are equivalent to an infinitely large η in discrete time long memory processes.
Further Considerations
Chambers (in press) shows that the true long memory parameter d can be estimated regardless of sampling interval, since the decay rates of the spectral density function are not affected by systematic sampling or temporal aggregation. Our results agree with his for both spectral density and autocorrelation functions; see equations (11), (12) . As presented in equation (23), the semiparametric method of GPH uses only the decay rate of fractionally integrated processes. Since systematic sampling and temporal aggregation do not affect the decay rate of the true long memory process, the GPH method is a more appropriate method to estimate the true unobserved long memory parameter than parametric methods such as those used in the previous subsection. Table 4 represents finite sample properties of GPH's estimates. The estimation bias is small and seems robust to changes in sample size and d 10 . The standard deviation is also robust to the changes in the value of the true parameter. However, the standard deviations are larger than those of the ML estimates in table 1 and seem very large for small samples. This is because the number of periodograms used in GPH estimation is only T 0.5 . Therefore, the MSEs of the GPH estimates are high compared with those of ML estimates and the GPH estimates are not efficient for small samples 11 .
Let us first consider the finite sample properties of systematically sampled processes. Table 5 shows that the estimation bias is still present. Although the estimation biases are less than that of the ML estimates (see table 2), they are still very large. In addition, for negative d values, there is little difference between GPH and ML estimates. This may be because for negative d, the discrete time long memory process has the properties of a short memory process rather than those of a long memory process. However, as expected, for a temporally aggregated long memory process, using low frequencies gives estimates close to the true long memory parameter. Table 6 shows that the bias of estimates obtained using low frequencies is small in the aggregated long memory process.
Therefore, for the finite samples considered in this study, the true d may not be obtained when observed time series are systematically sampled. On the other hand, for the temporally aggregated time series, we may obtain the true d by considering low frequencies.
However, note that standard deviations are relatively very high in the GPH's semiparametric estimates.
Chambers (in press) concentrates only on the decay rate of long memory processes near the zero frequency and suggests that the true long memory parameter can be estimated using the decay rate of the spectral density function at low frequencies. Our finite sampling simulations show that GPH semiparametric estimates using only low frequencies may fail to obtain the true long memory parameter when the observed time series is systematically sampled or the number of observations is small. In addition, the true long memory parameter may not be obtained when -0.5<d<0.
Conclusion
This study investigated the effects of systematic sampling and temporal aggregation on long memory processes under the assumption that there was no change in model specification caused by systematic sampling or temporal aggregation. From the theoretical explanation in section 3 and the simulations conducted in section 4, the following results are obtained: for the ARFIMA(0,d,0) process, the absolute value of the long memory parameter, |d|, of the temporally aggregated process is larger than the |d| of the true process which is larger than the |d| of the systematically sampled process.
Our results are consistent with those of Chambers (in press) and Ding, Granger and Engle (1992) who conjecture that temporal aggregation does not change the decay rate of autocorrelations. One of the interesting properties of discrete time long memory processes is that although the autocorrelation level is affected by systematic sampling or temporal aggregation, the decay rate of the autocorrelations in remote lags or equivalently, the decay rate of spectral densities at low frequencies is not affected by the sampling interval. For the finite samples used in this study, GPH's semiparametric regression gives a long memory parameter close to its true value for the temporally aggregated process, while the estimates are still biased toward zero for the systematically sampled long memory process.
However, it is worth pointing out that the autocorrelation function of discrete time long memory processes shifts downwards or upwards by systematic sampling or temporal aggregation. In this respect, although we may estimate the true long memory parameter using the decay rates, we conclude that the sampling interval does impact on the long memory parameter if we do not consider the changes in model specification. Empirical studies on the existence of long memory processes in economic and financial time series may be affected by the sampling interval. The probability that we find evidence of a long memory process increases as the sampling interval increases for a temporally aggregated time series, if there exists long memory. Our results in section 4 do suggest that for a large number of observations such as in financial time series, the true long memory parameter may be estimated using the semiparametric regression of Geweke and Porter-Hudak (1983) .
NOTES
1 The results for continuous time long memory processes can be obtained from the author on request.
2 We use 'bias' for the difference between the true long memory parameter values and the long memory parameter values of the systematically sampled or temporally aggregated long memory processes. 'Bias' used in this study means a model misspecification bias. We use 'estimation bias' for the difference between the true values and the estimated parameter values to differentiate the 'bias' in this study. The spectral density function of x DSF in equation (12) 
APPENDIX
(9.122, p1068, Gradshteyn and Ryzhik, 1994) .
The autocorrelation function in equation (11) x , where s is a lag between observations. That is,
This is actually the same as equation (4) as explained after Definition 1 of page 10. Then the autocovariance function of 
using the following Lemma of Sowell (1990) twice;
The variance function of Using the following equation (see 8.334, p946, Gradshteyn and Ryzhik, 1994 )
Since η is a positive integer, equation (A7) is the same as equation (A8). Equating and rearranging the two equations, we have
The autocorrelation function of 
