Abstract Four different error-forecast updating models are investigated in terms of their capability of providing real-time river flow forecast accuracy superior to that of rainfall-runoff models applied in the simulation (nonupdating) mode. The first and most widely used is the single autoregressive (AR) model, the second being an elaboration of that model, namely the autoregressive-threshold (AR-TS) updating model. A fuzzy autoregressive-threshold (FU-AR-TS) updating model is proposed as the third form of model, the fourth and final error-forecast updating model applied being the artificial neural network (ANN) model. In the application of these four updating models, the lumped soil moisture accounting and routing (SMAR) conceptual model has been selected to simulate the observed discharge series on 11 selected test catchments. As expected, it is found that all of these four updating models are very successful in improving the flow forecast accuracy, when operating in real-time forecasting mode. A less expected, but nonetheless welcome, result is that the three updating models having the most parameters, i.e. AR-TS, FU-AR-TS, and ANN, do not show any considerable advantages in improving the real-time flow forecast efficiency over that of the simple standard AR model. Thus it is recommended that, in the context of real-time river flow forecasting based on error-forecast updating, modellers should continue to use the AR model.
INTRODUCTION
When conceptual rainfall-runoff models are intended for use in an actual real-time forecasting situation they are generally associated with an updating procedure
Open for discussion until I February 2003 whereby, at the time of making the forecast, errors already observed in the recent unupdated forecasts are used to modify the forecast about to be made. These simulation errors of the rainfall-runoff models can be due to, for example, inadequacies in the model structure, incorrect estimation of the model parameters, errors in the data applied to the model, or indeed the absence of any substantial, consistent, or coherent relationship in the data used to calibrate the models (Kachroo & Liang, 1992) . Through the analysis of the persistence structure of these errors, an updating procedure can be established. Although the ultimate objective of the updating procedure is to improve the flow forecast by using the recent values of the observed discharges, one can also use one or more of other factors, such as rainfall (including that over the lead time of the forecast), soil moisture content, model parameter estimates, and simulated (nonupdated) flow values of a rainfall-runoff model (Georgakakos & Smith, 1990; WMO, 1992) .
Probably the most popular updating scheme is that achieved through the indirect updating of the outputs (i.e. the simulated discharges) of the rainfall-runoff model by a time-series model of the forecast error series, usually an autoregressive (AR) model (WMO, 1992) . A real-time forecasting procedure, using the AR model for updating, consists of three steps (WMO, 1992; Kachroo & Liang, 1992) . The first step is to calibrate the selected, substantive rainfall-runoff model in order to obtain its estimates of the observed river flows. The second step is to calibrate and use the corrective AR model to forecast the simulation errors of the substantive model. The third and final step is to combine the discharge forecast from the substantive model and the corresponding error forecast from the error model, in order to obtain the updated discharge forecast, i.e. the final real-time output of the forecasting procedure.
If there is significant persistence in the simulation forecast error series, the updated forecast, resulting from the coupling of the rainfall-runoff model and its corresponding AR updating model for the real-time flow forecasting, generally shows a significant improvement on the flow forecasts as compared to the simulation (i.e. nonupdating) mode (WMO, 1992) . However, in some cases, the updated flow forecasts can still strongly deviate from the observed flow series. Such failures of updating schemes can generally be attributed to two causes, one being a poor performance of the rainfallrunoff (substantive) model, and the other being the inadequacy or inefficiency of the AR updating model in exploiting the information content of the forecast error series. So, apart from making efforts to improve the forecast simulation efficiency of the rainfall-runoff model, hydrologists also seek to identify more efficient forecast updating procedures.
While extensive reports of conceptual model intercomparison studies abound in the literature (e.g. WMO, 1975; Franchim* & Pacciani, 1991) , intercomparison studies concentrating on real-time forecasting and forecast updating methods, such as that of WMO (1992) , are rare. Studies are often devoted to testing the efficacy of individual newly proposed updating models or procedures, based on fuzzy systems, neural networks, Kalman filter, etc. (e.g. Chang & Chen, 2001; O'Connor et al., 2001) , or to developing short-term rainfall prediction models for input to a real-time flood forecasting procedure (e.g. Toth et al., 2000) , without emphasis on the model intercomparison aspects. Major intercomparison studies are generally instigated by international agencies, such as WMO, or as a component of a national review of the technical factors affecting flood impact mitigation, often in response to social and political pressure, arising from the occurrence of catastrophic flooding.
In this study, four different updating models are investigated and their results compared: the most widely used single autoregressive (AR) model, the autoregressivethreshold (AR-TS) updating model (Suebjakla, 1996) , the fuzzy autoregressivethreshold (FU-AR-TS) updating model and the artificial neural network (ANN) model. The concepts underlying the last three updating models, i.e. AR-TS, FU-AR-TS, and ANN, are explained below. As a baseline updating procedure, against which the performance of models can be compared, the results of fitting an AR model to the observed discharge series are used.
In the AR-TS updating model, as proposed by Suebjakla (1996) , the elements of the single time series of errors (or residuals) of the substantive flow simulation model are subdivided into different bands, depending on the selected threshold magnitudes, not of the error series, but rather of the flows to which they correspond. For each such band, a separate standard AR model is used in fitting and forecasting the simulation errors. This concept is analogous to that of identifying separate response functions, as in the CLS-TS/Multilinear rainfall-runoff model of Kachroo & Natale (1992) , appropriate to selected bands of streamflow magnitude.
However, as in the case of the CLS-TS/Multilinear models, there is a serious discontinuity problem associated with the AR-TS updating model arising from the fact that the model errors, corresponding to flows contiguous in time and having nearly the same magnitude, may be allocated to different bands to which totally different AR equations apply for updating. Such abrupt changes in the error-forecast series, arising from the use of the different sets of AR coefficients (i.e. parameters) in the transitions of each band, may well adversely affect the forecast accuracy. To address this discontinuity problem in the AR-TS updating model, a fuzzy autoregressive-threshold (FU-AR-TS) model for error-forecast updating is proposed and its performance evaluated. In contrast to the AR-TS model, in which each simulation error value belongs to one band only, in the case of the FU-AR-TS model each simulation error value can belong to all bands but with different grades of membership. Thus, the FU-AR-TS updating model can smoothe out and virtually eliminate the discontinuity problem occurring in the AR-TS model.
The use of the ANN model is prompted by the experiences that these models have an inherent ability to capture the nonlinear relationships involved and are very flexible in structure (Hsu et al, 1995; Imrie et al, 2000; . So, if some kind of nonlinear relationship exists among the forecast error series of the substantive model, an ANN updating model can be expected to capture nonlinearity and perform better in updating than the linear AR model.
Another updating technique that has generated considerable attention in recent decades is that of the Kalman filter, based on the celebrated pioneering work of Kalman (1960) and Kalman & Bucy (1961) . Although widely and successfully applied in many fields, including that of real-time flood forecasting (e.g. Szôllôsy-Nagy, 1976; Maissis, 1977; Georgakakos, 1987 Georgakakos, , 1988a , the Kalman filter is not being used in the present paper. Despite the initial high expectations raised among hydrologists concerning the efficacy of the Kalman filter as an updating tool for flood forecasting, some reservations concerning its absolute superiority in that context have emerged.
For example, O'Connell & Clarke (1981) found that, in a model comparison study, a simple two-parameter conceptual rainfalF-runoff model, with a conventional calibration procedure, coupled with an AR updating component, produced results nearly as good as those obtained by using several quite complex models that incorporated the Kalman filtering algorithm or its variations. In fact, when an autoregressive moving average (ARMA) model is used and the data are considered to be free of measurement errors, the minimum mean-square error forecasts obtained by using the conventional Box-Jenkins-type time series forecasting method (Box & Jenkins, 1976 ) are found to be virtually identical with those obtained by using the Kalman filtering technique.
Szôllôsi-Nagy (1987) coupled the Discrete Linear Cascade Model (DCLM) (Szôllôsi-Nagy, 1982), i.e. a matrix formulation of the discretely-coincident form of the classic Nash-Gamma equal-reservoir cascade model, with an AR error-updating model, all expressed in state variable formulation, thereby facilitating the application of the Kalman filter. He demonstrated convincingly the improvement of the Kalman filter forecast over that of the DCLM without updating and interpreted these results as a vindication of the Kalman fïlter as a superior forecast updating tool. What he did not show, however, was that the updated forecasts produced by the AR model, coupled to the DCLM, are practically identical to his Kalman filter results. Ahsan & O'Connor (1994) demonstrated theoretically that, assuming the absence of measurement error in the outflows, which is the implicit assumption made in calculating the forecast errors, the application of the general Kalman filter becomes redundant or "degenerate", producing forecasts not significantly superior to those achieved using the simple AR model. Indeed, with far less effort, similar forecast efficiency can be obtained using the corresponding linear difference equation form of the DCLM (O'Connor, 1982) .
In this study, the four selected updating models are first described in mathematical terms. Secondly, the corresponding procedures for the longer lead-time updating, i.e. for a forewarning period of more than one-step-ahead, are explained. Thirdly, the soil moisture accounting and routing (SMAR) rainfall-runoff conceptual model is used to simulate the discharge series on 11 selected test catchments, and then, for each catchment, all four updating models are employed to update the discharge estimates of the SMAR model. Finally, conclusions are made on the basis of comparing the results from the different updating models.
THE AR UPDATING MODEL
The calibration procedure of the standard AR model in updating the simulation errors of a rainfall-runoff model is summarized below. Firstly, the simulation errors of the rainfall-runoff (substantive) model are obtained as:
where e-, denotes the simulation error of the selected substantive model, Q-, is the observed discharge, and Q { is the estimated discharge.
If the mean value of the simulation error series of the calibration period, ë, is not equal to zero, then that mean should be subtracted from the simulated errors to produce a corresponding zero-mean time series, e,:
Thus, the AR updating model at the current time step i is: (3), one can obtain the Yule-Walker estimates of the parameters by replacing the theoretical autocorrelations by their respective estimates (obtained from the £, time series) (Box & Jenkins, 1976, p. 55) . In practice, however, the AR parameters a\, a 2 , ..., a p are generally estimated by the ordinary least squares (OLS) method, for the chosen value of order/?, by treating equation (3) as a linear regression.
Clearly, the AR error-forecast updating procedure is successful only when the structure of the simulation-mode forecast error time series exhibits high persistence (serial correlation), i.e. when it retains a deterministic characteristic that the substantive model failed to abstract from the data, but which can still be captured substantially by matching its persistence structure to that of the AR error model. Shamseldin & O'Connor (1999 , 2001 ) noted that the mathematical formulation of the AR error-forecast updating model is itself a special limiting case of the more general input-output structure of the linear autoregressive exogenous-input (ARXM) model, also known as the linear transfer function model (LTFM). In this ARXM forecast updating procedure, the simulation mode (i.e. nonupdated) discharge time series Q, produced by the substantive rainfall-runoff model constitutes the exogenous input which, together with the recently observed discharges Q { .\, Qj. 2 , Qis, etc. as inputs, provide the updated discharge forecast Q : series as the output. Thus, whereas the AR error-updating model provides estimates of the simulation forecast errors that must be added to the corresponding simulated discharges to provide the updated forecasts, the ARXM model provides such forecasts directly.
The ARXM model-output updating procedure was originally suggested by Peetanonchai (1995) and subsequently investigated by Abdelrahman (1995) , Shamseldin (1996) , and Shamseldin & O'Connor (1999) . Incorporating a residual updated discharge forecast error term, e" this model has the form :
where Q, is the observed discharge, Q j is the simulation mode discharge forecast of the substantive model, p and q are the orders of the autoregressive and the exogenous input parts of the ARXM, respectively, and at and bk are the corresponding coefficient parameters of the two parts, respectively. Clearly, if p = q, b 0 = 1 and a* = bk for k-1, ...,p, the ARMX model becomes the AR model of the error series e-" whereas if bk= 0 for k= 0, ..., q, it becomes the naïve AR updating model. As equation (4) is a multiple-linear-regression type of model, the parameters of the ARXM can be estimated directly using the OLS method. Although used the ARXM updating model as their benchmark updating procedure (mainly because the inputs used in that model are the same as those used for forecast updating with a neural network), the simpler AR model is selected here. This choice is dictated by the model parsimony and the findings of Shamseldin (1996) that, for updating the discharge forecasts of a singleinput rainfall-runoff model, the ARXM procedure is not significantly more efficient than the conventional AR model.
THE AR-TS UPDATING MODEL
To calibrate the AR-TS updating model, the first step is to decide on the threshold values of the flows. Normally, two threshold values are used, denoted by Q, s .\ and Q ts . 2 (where Q, s : 2 > Qts-\), to divide the flows into three bands of magnitude, i.e. Low flow, Medium flow, and High flow. In order to achieve model parsimony, these threshold values are selected by trial and error rather than by optimization in the model calibration process. For the second step, the zero-mean time series e, of equation (2) is also divided into three corresponding bands according to the corresponding flow magnitudes, e.g. all of the e, errors corresponding to the High flow discharge values are classified as High flow and assigned to the corresponding High flow error series band only. This gives three separate component error series, one each for Low flow, Medium flow, and High flow, such that their sum gives the zero-mean time series £,. As the objective is to fit a separate AR model to each component error series for the purpose of real-time error-forecast estimation, the selected thresholds Q ls .\ and Q ts -2 are compared against the corresponding estimated flow Q : rather than the observed flow Qi, because, at the time of making the forecast, only the estimated flows over the forecast lead time are available.
At the third step, for each band, a separate standard AR model is calibrated for each component error series and used for forecasting the zero-mean time series e" the programming algorithm being as follows: 
In the above algorithm, a,^ represents the regression coefficients of one of the three AR models, where j denotes the band number (1 to 3 for low, medium and high flows, respectively), A: is a dummy variable of summation; and p is the order of the error model, i.e. the number of coefficients or parameters used in the y'th AR model (1 <k<p).
THE FU-AR-TS UPDATING MODEL
In the AR-TS model discussed above, the flow regime is divided into three independent bands, nonoverlapping in time, by two threshold discharge values, with each discharge belonging to only one band. As discussed in the introduction, such a partition of the flow regime is "crisp" and can cause a discontinuity problem between bands. In an attempt to solve this discontinuity problem, a fuzzy theory, called the Takagi-Sugeno fuzzy theory (Takagi & Sugeno, 1985) , is introduced into the above AR-TS model to take more realistic account of the effects of the flow magnitude on the catchment response and hence on the simulation errors. This newly proposed updating model is called the fuzzy autoregressive-threshold (FU-AR-TS) model. The core of the FU-AR-TS model consists of the identification of the membership functions, the Takagi-Sugeno fuzzy inference rules, and the crisp model output.
The membership functions
According to the fuzzy theory (Zimmermann, 1985; Yen & Langari, 1999) , the discharges are no longer divided into three nonoverlapping bands, but are instead labelled with appropriate linguistic terms. The terms Low flow, Medium flow, and High flow, which are used in the AR-TS updating model, are also adopted as the linguistic terms for the FU-AR-TS model. In this context, each discharge value can be associated with any of the above terms, but with different grades of membership, defined as:
where %A(Q) represents the grade of membership for which the discharge Q can be labelled with the linguistic term A, the value of % lying between zero and unity. For example, the assumed membership functions % of the discharge Q, for each of the three selected linguistic terms, are defined as follows (see Fig. 1 ):
X Medium Vk:)
Discharge Q Fig. 1 The membership functions % of the discharge Q for three linguistic terms (where Q a , Q h , Q c and Q d are threshold values, and Q a < Q b < Q c < QJ).
where Q (15) where Q cali is the average value of the observed discharge series in the calibration period.
The determination of the membership functions, as well as the associated parameters (e.g. threshold values) involves subjective decisions based on individual experience. To reduce subjectivity, one can choose suitable membership functions and associated parameters in terms of the ultimate model objective through comparisons of the forecast updating efficiency.
The Takagi-Sugeno fuzzy inference rules
The first-order Takagi-Sugeno (TS1) fuzzy system has wide application in simulating and forecasting time series (Takagi & Sugeno, 1985; Takagi & Hayashi, 1991; Jang, 1993; Fiordaliso, 1998; Yen & Langari, 1999) . have employed the first-order Takagi-Sugeno fuzzy system as a method of combining the flow forecasts from several different rainfall-runoff models to produce a consensus forecast, thereby enhancing the simulation flow forecasting accuracy. In this study, it is employed for simulating the zero-mean series £;. As three linguistic terms are used to describe the status of the discharge values, three IF-THEN rules are necessary to construct the TS1 fuzzy inference system. These are: (18) where ê ; , is the output from Rule / (/ = 1,2, and 3).
For Rule / (/= 1, 2, and 3), its "applicability degree", which is denoted by a/, is determined according to the membership value that the input Q t belongs to the fuzzy set represented by the /th linguistic term. Thus, one obtains:
The crisp output of the TS1 fuzzy system
The crisp output of the above TS1 fuzzy system, having three IF-THEN rules, is given by the weighted average:
where ê. is the estimate for the zero-mean series £,. It is seen that the crisp output of the TS1 fuzzy system is the sum of the outputs from each IF-THEN rule weighted by the corresponding applicability degree. Once the estimate ê. for the zero-mean series £,• has been determined, then the FU-AR-TS updated discharge forecast is calculated in exactly the same way as that using the AR-TS model.
Relationship of the FU-AR-TS model to the AR-TS model
The FU-AR-TS updating model, consisting of three elements: the membership functions, the IF-THEN inference rules, and the crisp output, is more flexible than the AR-TS updating model and it circumvents the threshold discontinuity problem. It should be noted that, in the definition of the membership functions for the FU-AR-TS model, if Q a = Qt and Q c = Qd, then the FU-AR-TS model becomes the AR-TS model. In this sense, the AR-TS updating model can be considered as being a special limiting case of the FU-AR-TS model.
THE ARTIFICIAL NEURAL NETWORK (ANN) UPDATING MODEL
The ANN technique has recently been commonly used in hydrology, largely because the ANN models can capture the nonlinear relationships involved. Examples of applications can be found in such references as: Hsu et al. (1995) , Minns & Hall (1996) , Shamseldin (1997) , Campolo et al. (1999) , Gautam et al. (2000) , Imrie et al. (2000) , and . In this study, a three-layer feed-forward ANN model is proposed for simulating the time series e, (cf. Fig. 2 ). The ANN structure in Fig. 2 can be represented as  ANN(», m, 1) , where p is the number of inputs, this being the same as the;? value used in the other three forecast updating models, m is the number of neurons used in the hidden layer, which takes a value of 3 in this study, and 1 represents the single output, i.e. the ê, series. The number of weights used in the ANN(p, m, 1) is (p +\)m + (m + 1). In the case of p = 3 and m = 3, the total number of weights is 16, i.e. the case is more overparameterized than both the AR-TS and the FU-AR-TS updating models.
Given the number of input nodes, the number of hidden nodes determines the complexity of the ANN, i.e. the more hidden nodes, the more weights to be optimized. Even though increasing the number of hidden nodes can improve the performance of the ANN in the calibration period, it also produces instability in the results of the ANN in the verification period. As yet, there is no clear rule on how to achieve the right balance between parsimony in the number of the ANN weights and the optimum model efficiency. In the current study, the number of hidden nodes in the ANN is determined through a manual trial method, with the aim of achieving a high model efficiency while using a small number of hidden nodes.
The relationship between the input and output of the ANN model in Fig. 2 can be expressed generally as: ê,=^ANN (£,-,, e, 2 ,...e,.^)
where F A NN represents the mathematical structure implied in the ANN model. Fig. 2 The artificial neural network (ANN) updating model structure.
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CALCULATION OF SIMULATION EFFICIENCY
After using any of the above four updating models to get the estimate of the error series £,, the simulated value for the model error e, is simply calculated as:
where ê, is the final estimate of the error series of the substantive rainfall-runoff model. Finally, the simulation flow forecast is updated, at each time step, by adding the simulated error to the flow estimate produced by the substantive model, i.e.:
â=â+ê,
where Q i is the updated forecast of the flow. The tuning of coefficients at (k= 1, ..., p) in the single AR model is normally achieved by the OLS method. The tuning of the AR coefficients aj^, in the case of both the AR-TS and the FU-AR-TS updating models, and of the weights used in the ANN updating model, is done by the Simplex method, with the objective of achieving the maximum value of the Nash & Sutcliffe (1970) model efficiency index R 2 , defined in percentage form as:
where Q c . iti is the average value of the observed discharge series in the calibration period. Many model forecast performance criteria are available (e.g. WMO, 1975; Nëmec, 1984; WMO, 1992; ASCE, 1993; Legates & McCabe, 1999; Beran, 1999) , corresponding to different objectives and different perspectives, the Nash-Sutcliffe index R' probably being the most widely used and perhaps the most important global index for assessing the flood forecasting efficiency. As Kachroo & Natale (1992) , Legates & McCabe (1999) , and others have reported, it is a rather crude index, being oversensitive to extreme values, because of the squared differences in the definition, while being insensitive to additive and proportional differences between model predictions and observations. This feature will lead to the increasing influence of large floods on the calibrated parameter values and thereby enhance the forecast accuracy of the larger floods. It is noted that as R 2 approaches 100%, all other forecast performance criteria also approach their optimum values. Despite its recognized limitations, the R~ criterion is adopted as the main forecasting efficiency index in this study, supplemented by the simple "index of volumetric fit" (IVF, defined as the ratio of the total forecast volume to the corresponding total observed volume), and also by subjective visual comparisons of the simulated and observed discharge hydrographs.
THE LEAD-2 AND LEAD-3 ERROR-FORECAST UPDATING
All of the procedures described above involve just one-step lead-time updating by estimating the simulation forecast error of the substantive model. Thus, they are considered as basic lead-1 updating procedures, the one step for all of the catchments considered in this study being the one-day data interval. In the following, some standard formulae are presented for the multiple-lead-time estimation of the forecast error series, i.e. for the forecast of lead times greater than a single time step, such as one hour or one day, depending on the data time interval used.
The lead-2 error estimate has the form:
ê,. +1 = a,ê, +a 2 e,_, +... + a p E i _ p+l (27) where ê, is estimated by equation (3). Similarly, for the lead-3 updating, the same AR model has the form: where ê, and e /+1 are estimated by equations (3) and (27), respectively. Since both the AR-TS and the FU-AR-TS models are based on a set of AR models, one for each band of the error series £,-, the updating form of equations (27) and (28) 
È«/fê +1
where Q i in equations (19) to (21) is replaced by Q M . For the ANN model, the lead-2 updated error forecast can be expressed as:
where ê,-is estimated by equation (23). For the lead-3 case, the ANN model is:
ê,-+2 =^ANN(ê (+1 »ê i ,e,._ 1 ...e,._ p+2 ) (34) where s. and e /+] are estimated by equations (23) and (33), respectively.
APPLICATION OF THE FOUR UPDATING MODELS
Eleven catchments are selected to test the potential of the four updating models, daily data being used in each case. The hydrological characteristics of these catchments and the basic data information are listed in Table 1 . As stated earlier, the SMAR conceptual model (Kachroo, 1992) is the rainfall-runoff model selected for nonupdating mode simulation in this study. Shamseldin et al. (1997) also used the SMAR model to simulate the discharge series on those same 11 catchments, and these simulated discharge series have been used the present study. All four updating models, i.e. AR, AR-TS, FU-AR-TS, and ANN, with the order/» = 3 or 4, are used to update the outputs from the SMAR model. For the selected 11 catchments, the empirically determined number of hidden nodes adopted in the ANN is either 2 or 3. The results are listed in Tables 2-5 . For comparison, the average forecast improvements, in terms of the model efficiency R~ (%), by all four updating models on the forecasts of the SMAR model, are listed in Table 6 . As a graphical demonstration, the observed, simulated, and updated hydrographs of the Sunkosi-1 catchment are plotted in Fig. 3 . From the results listed in Tables 2-5 , it is concluded that all the four updating methods can effectively improve the flow forecasting efficiency by means of simulating the nonupdated-forecast errors of the SMAR model. As an example, consider the performance of the AR model. In the calibration period, its improvement, in terms of the model efficiency index R~, is 7.10, 4.18 and 3.37% for the lead-1, lead-2, and lead-3 cases, respectively. In the verification period, the improvement in terms of R 2 by the AR model is 18.86, 12.17 and 9.30% for the lead-1, lead-2, and lead-3 cases respectively, i.e. even higher than in the calibration period. However, it may be seen from Table 6 that the improvements, in terms of the model efficiency index R~, by all four updating models, are more or less at the same level. In terms of the index of volumetric fit (JVF), it is also found that the four updating methods produce nearly the same results, all around the optimum IVF value of unity. This means that the AR-TS model, the FU-AR-TS model, and the ANN model, all of which use at least triple the number of parameters of the single AR model, have not shown any substantial advantages over the single AR updating model in improving the flow forecast accuracy. In the light of the above findings, it would appear that neither the "magnitude effect of flow on forecast errors", as catered for in both the AR-TS model and the FU-AR-TS model, nor the possible nonlinear relationships between the forecast errors, supposedly captured by the ANN model, really matter in the updating practice.
RESULTS OF THE NAÏVE BASELINE FLOW FORECASTING MODEL
In all of the above four error-forecast models, the real-time river flow forecasting is achieved through the simulation of the forecast errors of the substantive model, e.g. the SMAR model in this case, which is an indirect method of updating the simulated discharges. Probably the most naïve baseline flow-forecasting model is that which involves fitting an AR model directly to the discharges rather than to some other variables, i.e.:
For the lead-2 updating, this naïve river flow forecasting model may be expressed as:
For the lead-3 updating, this naïve baseline model is:
The results, in terms of the values of the simulation efficiency index R 2 (%) of this naïve river flow forecasting model, are presented in Table 7 . This simple AR model, fitted only to the observed discharge series, performs, especially for the lead-1 forecasting and Sunkosi-1 catchment, far worse than the other four updating models, all based on the outputs of the SMAR model. For example, the values of i? 2 obtained by all previous four updating models, in the case of lead-1 updating, are all above 91%, while the corresponding result of this naive model is just 76.06%. It is clear that, generally, the naive baseline model described by equations (35)^(37) is not very useful in practical flow forecasting, particularly for longer forecast lead times. This simply indicates that the SMAR model, which uses the rainfall and evaporation data as inputs, coupled with the AR-error-updating procedure, gives a much better real-time forecast than that of the naïve AR model of the observed discharge series.
CONCLUSIONS AND DISCUSSIONS
Past experiences have shown that in real-time flow forecasting, the simple autoregressive (AR) model is very efficient in simulating the forecast errors from the substantive model operating in the simulation (i.e. nonupdating) mode (WMO, 1992) . The authors examined whether such recent mathematical tools, as fuzzy system and artificial neural network (ANN) models, now widely used in hydrology, can produce more efficient updating schemes than the single AR updating model.
It is found that all the four updating methods considered can effectively improve the real-time flow forecasting efficiency by simulating the forecast errors of the SMAR model. However, it is also found that the improvements, in terms of the model efficiency index R~, are nearly at the same level for all updating models. This means that, the AR-TS model, the FU-AR-TS model, and the ANN model, all of which use triple the number of parameters of the single AR model, have not shown any considerable advantages over that AR updating model. It is also demonstrated that the naïve AR updating model of the observed flows shows very low forecast efficiency, especially for the higher lead times. This confirms that the SMAR model abstracts useful forecasting information from the rainfall and evaporation data beyond that contained in the measured discharge series alone.
The results also indicate that neither the "magnitude effect of flow on forecast errors" embodied in both the AR-TS model and the FU-AR-TS model, nor the possible nonlinear relationships between the forecast errors inherent in the ANN model seem to matter greatly in the updating practice. Three possible explanations are advanced. Firstly, the optimized parameter values found by the optimization algorithms may not be real global optima. This is because large numbers of parameters used in the AR-TS, the FU-AR-TS or the ANN models can lead to a complex topography of the objective function, being difficult for the optimization algorithms to search (Xiong & O'Connor, 2000) . Secondly, the models are not sensitive to any causal relationship between the simulation errors and the flow magnitudes or to the form of any nonlinear relationship between the simulation errors of the substantive (SMAR) model. Finally, even if the causal relationship between the simulation errors and the flow magnitudes and the nonlinear relationship between the simulation errors are significant, such relationships may be time-varying and hence cannot be reflected adequately by the fixed parameters values in the models tested.
In the light of the above, the overall conclusion is that, among the error-forecast estimation procedures considered, the single Autoregressive (AR) model is still a very effective tool for the real-time flow forecasting and its long-standing popularity is well deserved. The now popular maxim that "Small is beautiful!" would seem to be apt in the context of flow error-forecast estimation where, by "small", we mean "model parsimony". The old adage "Keep it simple!" is still sound advice.
