Abstract Assume that a sequence of observations (X n ; n ≥ 1) forms a strictly stationary process with an arbitrary univariate cumulative distribution function. We investigate almost sure asymptotic behavior of proportions of observations in the sample that fall into a random region determined by a given Borel set and a sample quantile. We provide sufficient conditions under which these proportions converge almost surly and describe the law of the limiting random variable.
Introduction
Let (X n ; n ≥ 1) be a sequence of random variables (rv's) with common cumulative distribution function (cdf) F, and X 1:n ≤ X 2:n ≤ · · · ≤ X n:n be the order statistics corresponding to the sample (X 1 , X 2 , . . . , X n ). For a Borel set A ⊂ R and 1 ≤ k ≤ n we define a rv K k:n (A) = #{ j ∈ {1, . . . , n}; X k:n − X j ∈ A}
(1) case; see, for example, a short description of the developments in this area given in Dembińska (2014b) . Yet, over the period of the last ten years, several papers dealing with the quantile case have appeared. Dembińska et al. (2007) , Pakes (2009) , Iliopoulos et al. (2012) , (Dembińska 2012a (Dembińska , b, 2014b , Hashorva et al. (2013) and Nagaraja et al. (2015) presented various limiting properties of K k n :n (A) in the quantile case under the condition that (X n ; n ≥ 1) is a sequence of iid rv's. Dembińska and Jasiński (2016) quited the iid assumption and, under a weaker hypothesis that (X n ; n ≥ 1) is a strictly stationary and ergodic sequence, discussed the existence of the almost sure limit of the proportions K k n :n (A)/n as n → ∞. In particular they gave sufficient conditions for K k n :n (A)/n to converge or diverge almost surely and established the limit in the case of convergence. The aim of this paper is to provide a generalization of the convergence result to strictly stationary but not necessarily ergodic sequences. Under the mild assumption that (X n ; n ≥ 1) forms a strictly stationary process, we will give general conditions under which K k n :n (A)/n converges almost surely as n → ∞. We will also describe the distribution of the limiting rv using the idea of conditional quantile. The paper is organized as follows. In Sect. 2, we start with some preliminaries on conditional quantiles and ergodic theory. Next, in Sect. 3, under assumption that the underlying sequence of rv's forms a strictly stationary process, we provide sufficient conditions for the existence of the almost sure limit of the proportions K k n :n (A)/n and establish the law of the limiting rv. Finally in Sect. 4, we give examples of application of theorems from Sect. 3 to some special cases of strictly stationary sequences. It is worth pointing out that in our derivations we do not assume that the cdf F is continuous. We present results which are also valid for discontinuous and discrete F.
Throughout the paper we focus on the central case so we require that (k n ; n ≥ 1) is a sequence of integers such that 1 ≤ k n ≤ n for all n ≥ 1 and k n /n → λ ∈ (0, 1) as n → ∞.
We assume that the rv's X n , n ≥ 1, exist in a probability space (Ω, F, P) . By R and N we denote the sets of real numbers and positive integers, respectively. We write x − A for the set {x − a; a ∈ A} and ∂ A for the boundary of the set A. By a.s.
−→ we denote almost sure convergence and a.s. stands for almost surely. Moreover, when different probability measures appear, to avoid confusion, we write P-a.s.
−→ and E P for almost sure convergence and expectation with respect to the measure P, respectively, and we say that an event A is true P − a.s. if P(A) = 1. Next, when confusion can arise, we add a superscript to a, b) indicates that this rv arises from the sequence W = (W n , n ≥ 1). Finally, I (·) stands for the indicator function, that is I (x ∈ A) = 1 if x ∈ A and I (x ∈ A) = 0 otherwise. Definition 1 Suppose X is a rv on a probability space (Ω, F, P), G ⊂ F is a σ -field and λ ∈ (0, 1). We say that a rv Q λ is a conditional λth quantile of X with respect to G and write Q λ = π λ (X |G) if and only if the following two conditions are satisfied:
Here are some elementary properties of conditional quantiles, relevant to our applications. Parts 1-3 of Theorem 1 with λ = 1/2 were proved by Tomkins (1975) ; see his Theorems 1, 3 and 2(i), respectively. The same reasoning applies to the case of λ = 1/2. Part 4 of Theorem 1 is just an easy observation. For more properties of conditional quantiles, we refer the reader to Tomkins (Tomkins 1975 (Tomkins , 1978 and Ghosh and Mukherjee (2006) .
Theorem 1
By part 2 of Theorem 1 we can introduce the following definition of uniqueness of conditional quantile.
Definition 2 We will say that a conditional λth quantile Q λ of X given G is unique if, given any other conditional λth quantile Q λ of X given G, we have
Let us point out two simple examples of unique conditional quantiles.
Example 1 If X is G-measurable then by part 3 of Theorem 1 for any λ ∈ (0, 1), a conditional λth quantile of X given G is unique.
Example 2 If G is the trivial σ -algebra {∅, Ω}, then for every rv X and λ ∈ (0, 1), π λ (X |G) is constant and therefore by part 4 of Theorem 1 a conditional λth quantile of X given G is unique if and only if a (usual) λth quantile π X λ of X is unique, that is if and only if
where F is the cdf of X .
To state and prove our results we will also use some concepts and facts from the ergodic theory. Throughout this paper (R N , B(R N ), Q) denotes a probability triple, where R N is the space of sequences of real numbers (x 1 , x 2 , . . .), B(R N ) stands for the Borel σ -field of subsets of R N and Q is a stationary probability measure on
where
The class of all almost invariant events for Q is denoted by I. We will use the following well-known properties of I; see, for example, Durrett (2010, Chapter 6) and Shiryaev (1996, Chapter V) .
The measure Q is ergodic if and only if every I-measurable rv is Q-a.s. constant.
We conclude this section with a theorem describing the almost sure behavior of central order statistics from strictly stationary processes. This result will be used in the next section where it will enable us to establish conditions that guarantee the almost sure convergence of the proportions K k n :n (A)/n as n → ∞. 
If (k n , n ≥ 1) is a sequence of integers satisfying (2) and the conditional λth quantile
The proof of Theorem 3 was given by Dembińska (2014a) .
The ergodic theorem for relative frequencies
If a sequence of integers (k n , n ≥ 1) is such that (2) holds, then
whenever X n , n ≥ 1, are iid rv's with unique λth quantile and the Borel set A satisfies Pr(X 1 ∈ γ λ − ∂ A) = 0; see Dembińska (2012b) . Moreover Dembińska and Jasiński (2016) proved that the above result remains true if we replace the iid assumption with the assumption that (X n , n ≥ 1) is a strictly stationary and ergodic process. The aim of this section is to provide a complete generalization of this result by quiting the ergodicity assumption. The most important novelty of this generalization is that in the stationary case the limit in (4) need not to be a constant as it is in the stationary and ergodic case. Namely in the stationary case the limit can be a non-degenerate rv.
To simplify the proof of the main result, we first limit our attention to sets A of the form A = (a, b) , where −∞ ≤ a < b ≤ ∞. To shorten notation, we will write ((a, b) ).
Theorem 4 Under the assumptions of Theorem
provided that
Proof By the definition
The idea is to use the classic strong ergodic theorem to establish the a.s. limit of the averages in the RHS of (7). Yet, we cannot apply this theorem directly, because the elements of the sum in (7) might not form a strictly stationary process. In order to solve this problem we will replace Y k n :n by a suitably chosen I-measurable rv. Fix ε > 0. Since by Theorem 3,
we have Q-almost surely, for all sufficiently large n,
Let
Then
the next-to-last equality being a consequence of (3) and part 2 of Theorem 2. Therefore (8) can be rewritten as
where Z i , i ≥ 1, satisfy (9) and hence form a strictly stationary process on (R N , B(R N ), Q). Since E Q (|Z |) ≤ 1, the classic strong ergodic theorem (see, for example, Durrett 2010, p. 333) gives
It follows that, for all sufficiently large n,
and hence that
In the same manner we can show that
By (10), (11) and the countability of N we see that Q-almost surely, for all m ≥ 1,
Letting m → ∞ and using the dominated convergence theorem for conditional expectations, we get
Assumption (6) now shows that
which clearly forces (5), and the proof is complete.
We present below our main result.
Theorem 5 Under the assumptions of Theorem 3,
provided that A is a Borel subset of real numbers satisfying
Proof We will apply similar arguments to that used in the proof of Theorem 2.1 of Dembińska and Jasiński (2016) . Let us first recall that any open subset of real numbers can be represented as a countable union of disjoint open intervals. Hence, in particular
where it is understood that (a, a) = ∅. Therefore
the last equality beeing a consequence of Theorem 4. By linearity and the monotone convergence theorem for conditional expectations, we get
where the last equality follows from (13). We have thus proved that for any Borel set A satisfying (13), we have
Note that (14) gives (15) because ∂(R\A) = ∂ A and therefore (13) holds also with A replaced by R\ A.
Combining (14) with (15) establishes the desired convergence.
Although Theorem 5 is formulated in terms of sequences of rv's defined on the probability space (R N , B(R N ), Q), it can be used to derive a more general result for strictly stationary sequences existing in any probability space.
Theorem 6 Let X = (X n ; n ≥ 1) be a strictly stationary sequence and let Q be the stationary measure on (R N , B(R N )) defined by
If (k n , n ≥ 1) is a sequence satisfying (2) and the conditional λth quantile π λ (Y |I) of Y given I is unique, and (13) holds, then there exists a rv W such that
Moreover, the joint distribution of the rv W and (K
Proof First, let us recall that the almost sure convergence of the sequence (X n , n ≥ 1) to a rv X is entirely determined by the joint distribution of (X, X 1 , X 2 , . . .), because X n a.s.
−→ X if and only if lim n→∞
Pr sup
Next, note that the sequences (X n ; n ≥ 1) and (Y n ; n ≥ 1) have the same distribution since, for all B ∈ B(R N ),
. .) ∈ B).
Therefore the Q-almost sure convergence of the sequence
We conclude this section with an observation that under some additional condition, assumption (13) in Theorems 5 and 6 can be relaxed as shown in the following result.
Theorem 7 Theorems 5 and 6 continue to hold if we additionally assume that, for all sufficiently large n,
and replace (13) by the condition that the set A ⊂ R can be represented as
where the Borel sets B and C satisfy
Proof First note that because, by (18) , the stationarity of the measure Q and (22), we have, for all sufficiently large n,
Therefore Theorem 5 and (22) give
where + and − correspond to conditions (19) and (20), respectively.
Examples
We will apply results of the previous section to two families of strictly stationary processes. The first family consists of strictly stationary and ergodic sequences of rv's. Note that in particular it contains all sequences of iid rv's (Grimmet and Stirzaker 2004, p. 399) . The second family is the class of sequences of identical rv's that is the class of sequences of perfectly dependent variates.
Strictly stationary and ergodic sequences
Let X = (X n , n ≥ 1) be a strictly stationary and ergodic process. Then the measure Q defined in (16) is not only stationary but also ergodic. Consequently, by part 3 of Theorem 2, the rv π λ (Y |I), where Y is defined in (17), is constant Q-a.s., and hence by part 4 of Theorem 1
It follows that, for any Borel set B,
Next, since the measure Q is ergodic, the conditional expectation
; see Grimmet and Stirzaker (2004, p. 400) . Therefore
since Y and X 1 have the same distribution by (17) and (16).
Thus in the strictly stationary and ergodic case we have, for any Borel set B,
and then Theorem 6 reduces to Corollary 1 Let X = (X n , n ≥ 1) be a strictly stationary and ergodic process and (k n , n ≥ 1) be a sequence of integers satisfying (2). If the λth quantile π X λ of X 1 is unique and A is a Borel subset of real numbers such that
then we have
Thus we have recovered Theorem 2.1 of Dembińska and Jasiński (2016) . Similarly, we can show that Theorem 2(b) of Dembińska (2012b) can be deduced from Theorem 7.
Sequences of identical variates
Let X be some rv and X n = X for all n ≥ 1. Clearly (X n , n ≥ 1) is strictly stationary. Moreover, assume that (k n , n ≥ 1) is a sequence of integers satisfying (2). Then, for any n ≥ 1, we have X k n :n = X and
where A is a Borel subset of real numbers. Below we will show that the application of Theorems 6 and 7 leads to the same conclusion.
To this end recall that in the case of identical variates we have I = B(R N ), see, for example Dembińska (2014a) . Therefore, by part 3 of Theorem 1, the conditional λth quantile of Y given I is unique and and we see that Theorem 6 implies (25) provided that 0 / ∈ ∂ A.
To handle the case when 0 ∈ ∂ A we will use a specialized extension of Theorem 6, namely Theorem 7. Note that (18) holds. If 0 / ∈ A then A = B ∪ C, where B = ∅ and C = A satisfy (21) and (22) . Hence the assumptions of Theorem 7 are fulfilled and using this result we obtain K X k n :n (A) n a.s.
which agrees with (25). If in turn 0 ∈ A, then we write
Since 0 / ∈ R\A, (26) gives K X k n :n (R\A)/n a.s.
−→ 0. By (1), K X k n :n (R)/n = 1 for all positive integers n. From (27) it follows that K X k n :n (A) n a.s.
Thus we arrived at (25).
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