We propose an offline change detection method for the famous Cox-Ingersoll-Ross model based on a continuous sample. We develop one-and two-sided testing procedures for both drift parameters of the process. The test process is based on estimators that are motivated by the discrete time least-squares estimators, and its asymptotic distribution under the no-change hypothesis is that of a Brownian bridge. We prove the asymptotic weak consistence of the test, and derive the asymptotic properties of the change-point estimator under the alternative hypothesis of change at one point in time.
Introduction
We consider the well-known Cox-Ingersoll-Ross (CIR) model dX t = (a − bX t ) dt + σ X t dW t , t ∈ [ , ∞),
where a ∈ ( , ∞), b ∈ ( , ∞), σ ∈ ( , ∞) and (W t ) t∈[ ,∞) is a standard Wiener process. This model is widely used in financial mathematics and therefore detecting a change in its parameters is of crucial importance. We are interested in detecting a change in the parameters a and b, and for brevity we will use θ := (a, b) ⊤ . Change detection in σ is not necessary, since we can establish almost surely, whether σ is constant across our sample. Indeed, the volatility parameter σ can be calculated almost surely from an arbitrarily small part of a continuous sample, see, e.g., [1, Remark 2.6] or [18, remark after Theorem 3.6] . The constraints on the parameter values ensure the ergodic behavior of our process; for details see Theorem 2.2 below. These constraints also ensure that any solution of (1.1) starting from a nonnegative value stays nonnegative almost surely; see Proposition 2.1. The process was proposed as an interest rate model by Cox, Ingersoll and Ross [4] and is one of the standard "short rate" models in financial mathematics. The statistical properties of the model have therefore been extensively studied: Overbeck [17] provided estimators based on continuous-time observations, while the low-frequency discrete-time CLS estimators were proposed by Overbeck and Rydén [18] . High-frequency estimators were proposed by Ben Alaya and Kebaier [2, 3] , whose results we will require occasionally.
There are a handful of change detection tests for the CIR process in the literature: Schmid and Tzotchev [21] used control charts and a sequential method (i.e., an online procedure, which is in contrast to our offline one, where we assume the full sample to be known before starting investigations). They also supposed noisy observations, which will not be our interest. Guo and Härdle [8] used the local parameter approach based on approximate maximum likelihood estimates. In essence, they wanted to find the largest interval for which the sample fits the model. Also, they used a discrete sample, whereas we will use a continuous one. The main result of our paper is that we were able to prove some asymptotic properties of the testing procedure under the Gyula Pap: Bolyai Institute, University of Szeged, Hungary, e-mail: papgy@math.u-szeged.hu *Corresponding author: Tamás T. Szabó: Bolyai Institute, University of Szeged, Hungary, e-mail: tszabo@math.u-szeged.hu alternative hypothesis as well as the null hypothesis. We believe this to be important because, if investigated only under the null hypothesis, a change-detection procedure is essentially a model-fitting test, and results under the alternative are necessary to verify its use for the more special task of change detection.
A large part of change detection procedures concerns discrete time processes and the most attention is received by autoregressive processes and observations of independent and identically distributed random variables (for a thorough overview, see [5] ). In contrast, branching processes, where the stochastic autoregression mechanism makes calculations more complicated, are less deeply explored. A similar dichotomy can be observed for continuous time change detection, where more regular processes and sequential analysis receive most of the attention. The CIR process, which can be constructed as a limit of branching processes, presents a more challenging problem since many standard results are not directly applicable to it, chiefly because the diffusion coefficient is not Lipschitz continuous. Thus, in our investigations we had to rely more on our approach to change detection in branching processes [19] than on standard tools for continuous time processes. In particular, the proof of Lemma 7.2, which we believe to be a new result, has been essential for the results under the hypothesis of a single abrupt change in the parameters.
The statistical problem we are concerned with is the following: we would like to test the null hypothesis H : (X t ) t∈[ ,T] is the path of a CIR process against the alternative hypothesis
In general, we will be interested in asymptotic results as T → ∞.
The layout of the paper is the following: In the remainder of the present Section 1 we will explain our notations. Section 2 will deal with the basic finite-sample and asymptotic properties of the CIR process and establishes the tools for our proofs. We will introduce our parameter estimators in Section 3 and derive their strong consistency. We will not investigate them in more detail than necessary since we will only use them to construct the test process. We construct our test process and describe the test procedures in Section 4, where we also obtain the asymptotic distribution of the test process under H 0 . Section 5 contains the first of our two asymptotic results -namely, the weak consistence of the test. The second result, which concerns the properties of the change-point estimator under H A , is stated and proved in Section 6. Finally, the lemmas necessary for the proofs of the main theorems have been collected in Section 7. We considered some of the calculations too cumbersome for publication, therefore we included them on arXiv in [20] .
Notations
In the following we describe our basic notations. Let ℕ, ℤ + , ℝ, ℝ + and ℝ ++ denote the sets of positive integers, nonnegative integers, real numbers, nonnegative real numbers and positive real numbers, respectively. For x, y ∈ ℝ we will use x ∧ y := min(x, y) and x ∨ y := max(x, y). By ‖x‖ and ‖A‖ we denote the Euclidean norm of a vector x ∈ ℝ d and the induced matrix norm of a matrix A ∈ ℝ d×d , respectively. We will denote the i-th unit vector by e i . We will use the Landau asymptotic notation for rates of convergence: for a stochastic process X t the notation X t = O ℙ (g(t)) means that the collection of measures
is tight for some t ∈ ℝ + . Unless otherwise noted, asymptotic statements are to be understood as T → ∞.
As for the probabilistic setup, (Ω, F, (F t ) t∈ℝ + , ℙ) will always be a filtered probability space satisfying the usual conditions, i.e., (Ω, F, ℙ) is complete, the filtration (F t ) t∈ℝ + is right-continuous and F contains all the ℙ-null sets in F. We will repeatedly work with continuous martingales; as usual, their quadratic variation will be denoted by ⟨ ⋅ ⟩.
Preliminaries
In this section we recall that the process exhibits ergodic behavior, with the stationary distribution having sufficiently high moments, and the expectation of X t converges to its limit sufficiently fast as well.
In our first proposition we give some well-known properties of the solution of (1.1) (see [3, 4, 6] ).
Proposition 2.1. For any random variable ξ independent of (W t ) t∈ℝ + and satisfying ℙ(ξ ∈ ℝ + ) = , there is a (pathwise) unique strong solution (X t ) t∈ℝ + of the SDE (1.1) with X = ξ . Further, we have ℙ X t ∈ ℝ + for all t ∈ ℝ + = and the following equalities:
The conditional distribution of X t on X s , where s < t, is noncentral chi-squared and we have
Now we recall the existence of a unique stationary distribution and the ergodicity of the CIR process. The proof can be combined from [6] , [4, (20) ], and [11] .
Then we have the following results: (i) X t D → X ∞ as t → ∞, and X ∞ has Gamma distribution with parameters a/σ and b/σ , hence
(ii) Supposing that the random initial value X has the same distribution as X ∞ , the process (X t ) t∈ℝ + is strictly stationary.
Corollary 2.3. In the setting of Proposition 2.1 we have
Hence,
Construction of parameter estimators
Change detection in a parameter of a stochastic process commonly involves finding a suitable estimator for the parameter, and indeed, the procedure frequently exploits the structure of this estimator repeatedly. Our estimators will be motivated by the least-squares method, but we will not define them as solutions to a leastsquares problem. Instead, first we introduce least-squares estimators based on low-frequency discrete time observations, then we will introduce our estimators as a formal analogy. An LSE of (a, b) based on a discrete time observation (X i ) i∈{ , ,...,n} can be obtained by solving the extremum problem
This is a simple exercise, which has the well-known solution
A heuristic motivation behind these estimators can be found, e.g., in [9, p. 178]. By a formal analogy, we introduce the estimator of (a, b) based on a continuous time observation
which is true a.s. To condense our notation, we will use
Remark 3.2. These estimators are the same asâ c (T) andb c (T) in [18] ; this can be verified by a simple calculation. This means that even though they were introduced formally, our estimates have statistical meaning: they are the high-frequency limits of the conditional least-squares estimates introduced for discrete observations; furthermore, they are strongly consistent. [17] also provides the more standard ML estimates, but we did not choose them because they include the term ∫ T X − s ds, whose moments are rather difficult to handle and require additional constraints on the value of a.
Using the SDE (1.1), one can check that
which is, again, true a.s. In further calculations we will use
Construction of the test process
Let us fix a time horizon T ∈ ℝ ++ . Our test process will be introduced as a formal analogy to the efficient score vector, as is done in [7] . For this, we note that the estimator (â T ,b T ) can also be represented as a solution to a least-squares problem, namely,
This can be compared with the maximum likelihood estimator (â MLE T ,b MLE T ) given by
where the log-likelihood function Λ a,b,T has the form
see, for example, [17] . Taking the partial derivatives of the log-likelihood function with respect to our parameters a and b, we arrive, for time tT, t ∈ [ , ], at the process
is a martingale. Instead of the maximum likelihood estimators we useθ T from (3.1), so, based on the similarity between the two least-squares problems, we will use the process tT −X s dM s as an analog of the true efficient score vector process. The information contained in a continuous sample (X u ) u∈[ ,tT] is the quadratic variation of the efficient score vector process, namely,
For each s ∈ ℝ + , replacing the parameters by their estimates in M s , we obtain an estimateM
Our test process will be the estimated efficient score vector multiplied by the square root of the inverse of the information matrix, i.e.,M (T)
This process can also be written in CUSUM form aŝ
The following result shows that we can deduce the limiting distribution of our test process under the null hypothesis. The Brownian bridge as a limit appears in numerous similar testing procedures in various setups, see [7] and, for an overview, [5] .
Then
with the notations from (3.2) and (3.3). In the following, E denotes the 2-dimensional identity matrix. From the preceding calculations it follows that, for every t ∈ [ , ], we havê 
and
where (W t ) t∈[ , ] is a 2-dimensional standard Wiener process. We begin with the proof of (4.3). The convergence is a simple consequence of the central limit theorem for continuous local martingales, see [10, special case of Corollary VIII.3.24]. The process (T − / d tT ) t∈ [ , ] is a locally square-integrable martingale, therefore we only need to check the pointwise convergence of the quadratic variation. Using (iii) from Theorem 2.2 it is easy to show that, for every t ∈ [ , ], we have
For (4.2), introduce
and note that due to Theorem 2.2 we have T − Q T a.s.
→ Q. Now, first observe that
For this transformation to be sensible, we needed to extend Q s /s continuously to s = , but this can be done since all components of I s /s have a finite upper limit at almost surely (i.e., the powers of X ). Since the last factor converges to ‖Q − ‖ almost surely, for (4.2) it is sufficient to show that
To exploit the almost sure convergence of Q T /T, we note that Q T /T a.s.
Now let us introduce K := sup s∈[T,∞)
‖Q s /s‖. This supremum is finite almost surely since Q s /s is continuous on ℝ + and has a finite limit at infinity almost surely. Now we observe, for an arbitrary ε > , that
Dividing the last probability according to the value of K, we have
All three terms in the last expression tend to zero as T → ∞, therefore (4.2) is proved.
Testing procedures
Let us denote the components of the test process (
Based on Theorem 4.1, we can develop the following tests with a significance level of α.
Test 1 (one-sided):
If it is clear that, in case of a change, a ὔ < a ὔὔ , reject H if the infimum of (M (T) t, ) t∈ [ , ] is smaller than C (α), where C (α) can be obtained from the distribution of the infimum of a standard Brownian bridge. The same test can be applied to the supremum (for a ὔ > a ὔὔ ) and to (M (T) t, ) t∈ [ , ] (for a change in b).
Test 2 (two-sided):
Reject H if the supremum of (|M (T) t, |) t∈ [ , ] is greater than C (α), where C (α) can be obtained from the distribution of the supremum of the absolute value of a standard Brownian bridge. The same test can be applied to (|M (T) t, |) t∈ [ , ] (for a change in b). Naturally, the test for a and b can be applied simultaneously, in which case the significance levels for the individual tests have to be modified accordingly, in order to produce an overall significance level of α.
Asymptotic consistence of the test
Before stating our results under the alternative hypothesis, we need to examine the ergodicity results that we can use more closely. Let us take two parameter vectors: θ ὔ and θ ὔὔ . Furthermore, we take two random variables, X ὔ ∞ and X ὔὔ ∞ , such that they are distributed according to the stationary distributions corresponding to θ ὔ and θ ὔὔ , respectively. Let us take a process (X t ) t∈ℝ + such that it evolves according to (1.1) with parameters θ ὔ until t = ρT and with parameters θ ὔὔ thereafter. This implies that the calculation of the martingale M should also be different according to whether t < ρT. We will thus use
for s < ρT and s ⩾ ρT, respectively. We would like to apply the ergodic theorem (i.e., Theorem 2.2) separately to the process before and after the change-point (i.e., ρT). However, we cannot do this directly for the second part because the initial distribution may depend on T. However, we do have
Indeed, for an arbitrary ε > , we have
where P * is the distribution of X ὔ , P ρT X is the distribution of X ρT and ‖ ⋅ ‖ is the total variation norm. The first term converges to zero because the CIR process is positive Harris recurrent [11, Theorem 2.5] . This implies ergodicity by [16, Theorem 6.1] , since in this case the -skeleton (i.e., the process (X i ) i∈ℤ + ) is clearly irreducible because the support of the distribution of X conditionally on X is ℝ + . In the second term the measure is finite, while the integrand is bounded by and converges to zero pointwise, therefore (5.1) is proved by the Lebesgue Dominated Convergence Theorem. The same line of reasoning can be used to apply the strong law of large numbers for continuous local martingales (see [15, special case of Lemma 17.4], with weak convergence) and the central limit theorem for continuous local martingales (see [10, special case of Corollary VIII.3.24.]), after the point of change. Let us now introduce d [a,b] 
With these notations, we haveθ [ρT,T] ).
With the help of the ergodic theorem, we can see that this quantity has a finite weak limit
. Furthermore, the information matrix will have a weak limit in this case, namely,
.
Armed with these tools, we can derive the asymptotic behavior of the supremum of the components
of the test process. 
If ψ i > , then we have sup
On the other hand, if ψ i < , we have
Remark 5.2. We can easily see that in the special case of Theorem 5.1 when only a changes from a ὔ > to a ὔὔ > , we have ψ = (a ὔ − a ὔὔ )e ⊤ I − /
Similarly, if only b changes from b ὔ to b ὔὔ , we have
Corollary 5.3. If ψ i ̸ = , then forM (T) t,i the two-sided test and the appropriate one-sided test described in Section 4.1 are asymptotically weakly consistent, that is, ℙ(H is rejected) → as T → ∞.
Remark 5.4. This theorem does not prove the consistence of our test if ψ i = . This degenerate case is indeed possible, but characterizing it is not easy since the matrices Q ὔ and Q ὔὔ depend on θ ὔ and θ ὔὔ in a nontrivial manner. What we can easily see is that when the change occurs in the same direction in a and b (including the case when only one of them changes) this is not a problem. If the changes are in opposite directions, however, then there is a point where they "cancel out" and we cannot prove the conclusion of our theorem. If only one parameter changes, we can see that the sign of the corresponding ψ i (i.e., ψ for a an ψ for b) depends on the direction: it is negative in case of an upwards change and positive in case of a downwards change. This gives us the possibility to design one-sided tests, as described in Section 4.1.
Proof. We will only prove the assertion for i = and ψ > , the other cases are completely analogous. By the definition ofM (T) t , we have
We need to show that the supremum of this expression is ψ + o ℙ ( ). It is easily verifiable that
We can also see
(this corresponds to taking the lower limit of the integral in the definition of S i ( , b, θ) as a instead of zero). Now we can write
|S ( , tT)|.
The first term is o ℙ ( ) according to Lemma 7.4 with γ = . The third and the fourth terms are o ℙ ( ) by Lemma 7.3 and Lemma 7.5, respectively. Now we turn to the second term. Let us notice that Q ὔ and Q ὔὔ are both symmetric, which we will exploit repeatedly. Clearly,
and so
Similarly,
We have exploited the fact that, by an easy calculation,
The first term is obviously zero, with the supremum attained at t = ρ; the other two terms are bounded by (2.4) . This concludes the proof for the first term in (5.3) .
All that remains is showing that the second term in (5.3) is o ℙ ( ). For this purpose, consider, with the L -norm ‖ ⋅ ‖ and its induced matrix norm ‖ ⋅ ‖ * , that sup t∈ [ , ] T − e I T T
which is clearly o ℙ ( ) since the first factor is o ℙ ( ) (note that I is invertible, hence we can use (5.2) and the continuous mapping theorem), the second factor is finite, and the third has just been shown to be K + o ℙ ( ) for some constant K. This completes the proof.
Estimation of the change point
The natural estimate of the change point if a ὔ > a ὔὔ , i.e., when a downward change in a is being tested, isρ T T, whereρ
Clearly, this is a well-defined, finite quantity, sinceM (T) t, has continuous trajectories almost surely. If we are looking for an upward change in a, i.e., a ὔ < a ὔὔ , then the appropriate estimate is
For a change in b, the appropriate estimates are, for a downward and upward change, respectively,
corresponding to the different tests described in Section 4.1. 
Proof. We will prove the assertion only for a downward change in a, and the estimate defined in (6.1) -as for = . (6.3)
First we prove (6.2). We observe
We apply the decompositions (5.3) and (5.4) to obtain
In the first term we take the probability of a deterministic event, therefore it is either or ; we show that for sufficiently large K and N it is . Actually, this is the same statement in continuous time as [19, Lemma 7.7] , and the proof is also essentially the same. The fourth term in (6.4) converges to zero as T → ∞ for any K. Indeed, we have
where the right-hand side is bounded as T → ∞, and θ −θ T → a.s., which is sufficient. For the third term in (6.4) we use Lemma 7.6 and for the second one we can use Lemma 7.8. The only term that remains in (6.4) is the last one. This can be handled by the same method that we applied at the end of the proof of Theorem 5.1.
For the second equation we observe Proof. We show the first convergence only. We note
Cov(X u , X v ) du dv and similarly for Var(∫ t X s ds). From here, the proof could be finished simply by referring to [18, (B.3) and (B.5)]. However, we have chosen to detail our calculations (at least for Cov(X u , X v )), because we will require the details later on. Using (2.1), we can write 
