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We propose a general method of constructing Wannier functions in disordered systems directly out
of energy eigenstates. This method consists of two successive operations: (i) a phase transformation
setting the proper localization center; (ii) the mixing of adjacent states in energy to sufficiently
minimize the spread of the Wannier functions. The latter operation can be well approximated
by a band matrix, further facilitating the calculation. Detailed implementation of our method is
illustrated with one dimensional systems; the generalization to higher dimensions is straightforward.
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I. INTRODUCTION
In periodic systems, e.g., crystalline, the Bloch eigen-
states, which are extended in space while localized in
energy, naturally form a complete basis. A proper uni-
tary transformation of the Bloch basis can be made to
give rise to an equivalent representation with the basis of
Wannier functions (WFs), which are localized in space1.
The WFs offer an insightful picture of chemical bonds,
serve as the center of modern theory of polarization2,3,
and are the basis for an efficient linear-scaling algorithms
in electric-structure calculations4,5. In particular, they
act as bedrock in the construction of model Hamilto-
nian, such as the Bose-Hubbard model in cold atomic
physics6,7.
It has been proven that for periodic system with time
reversal symmetry, there always exists a set of exponen-
tially localized WFs, which is associated with the an-
alytical behavior of the corresponding Bloch states8–14.
Nonetheless, the arbitrariness in the phase as well as the
weights of the Bloch states makes the unitary transfor-
mation non-unique, thus prohibiting the achievement of
the ‘optimal’ WFs. A variety of methods have been pro-
posed to remove such arbitrariness, among which Kohn’s
scheme8 is exact however applicable only in one dimen-
sional system with inversion symmetry. The widely-used
maximal localization procedure of Marzari and Vander-
bilt relies on a numerical minimization15,16.
Recently, efforts have been made to generalize the
Wannier representation to disordered system17–22. The
motivation is of two folds. First, there are always
disorders in real materials, making the understanding
of disordered system being of fundamental importance.
Second, most recently, the development in cold atom
experiments23,24 offers the possibility of a full control of
disorder, both on the type and the intensity, calling for
the accurate mapping from continuous system to lattice
model. In the presence of point defect or a more general
weak disorder17–19, studies support the existence of a set
of localized WFs. Further research reveals that the es-
sential obstruction of the construction of WFs is of topo-
logical origin and suggests that the localization property
of WFs is a direct consequence of the existence of an en-
ergy gap rather than the perfect crystalline order12,13,17.
This implies the existence of localized basis for a general
disordered system as long as the energy gap is preserved.
Such localized basis is called generalized Wannier func-
tions (GWFs).
Unlike the periodic case, how to obtain the optimal
GWFs is still open though the existence has been proven.
One solution arises by treating the disordered system a
unit cell embedded in a larger periodic system20 and ex-
pecting the bulk properties being captured through such
approximation. Following this line, the Wannier function
as well as the existing methods of construction still ap-
plies. Other attempts focus on the direct dealing with
the disordered systems themselves. In a recent work21, a
method based on the projection operator25 is proposed
by Zhou and Ceperley to deal with general disordered
optical lattice.
In this work we propose an alternative method to con-
struct GWFs of non-periodic system. We deal with di-
rectly the eigenstates of the disordered system and de-
compose the unitary transformation into two successive
operations: (i) a phase transformation; (ii) a transfor-
mation relating the states adjacent in energy space. The
latter is approximated by a band matrix with the ele-
ments determined through a minimization of the spread
of GWFs. The implementation of our method is illus-
trated in detail with one dimensional systems, where ex-
ponentially localized GWFs are achieved. Our method
has potential applications in a wide range of areas. In
the field of ultracold atomic gas, it facilitates the map-
ping of continuous systems to discrete models22,23,26. In
the field of condensed matter physics, our method can
be used to calculate GWFs for disordered systems and
materials with large unit cells.
This paper is organized as follows. In Sec. II, we de-
scribe the general scheme of our method. In Sec. III,
we give a detailed illustration on the implementation of
our method in the one dimensional systems. Afterward,
we discuss at what strength of the disorder our method
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2begins to fail in Sec. IV. We finally conclude in Sec. V.
II. METHOD
Wannier functions form a complete orthonormal basis
of a Hilbert space; they are related to the energy eigen-
states φm(r) via a unitary transformation,
Wn(r) =
∑
m
Snmφm(r) , (1)
where m labels different energy eigenstates and n marks
different WFs. Such a unitary transformation also holds
within a subspace of the Hilbert space which is spanned
by a group of energy eigenstates that are well separated
from other energy states by finite energy gap(s). In the
familiar case of periodic system, the energy eigenstates
are Bloch waves. When only a single isolated Bloch band
is considered, the WFs take the form of the Fourier trans-
formation of Bloch states,
Wn(r) =
1√
N
∑
km
e−ikm·Rnψkm(r) (2)
Comparing Eq. (2) with Eq. (1), we find Snm being sim-
ply the phase term 1√
N
e−ikm·Rn and energy eigenstate
φm being Bloch states ψkm . km’s are the Bloch wave
vectors and are discrete due to the periodic box bound-
ary condition. Rn’s are the lattice locations.
We consider a slightly perturbed periodic system de-
scribed by H = H0 + λH1 (λ  1) with H0 periodic
and H1 disordered. This situation was studied by Geller
and Kohn19 with the perturbation theory. It is sug-
gested that up to the first order of λ, the transforma-
tion matrix remains the same as its periodic counter-
part while the formal Bloch states are substituted by
the so called Generalized Bloch Functions (GBFs), i.e.,
|ψk〉 = |ψ0k〉+λ
∑
k6=k′
〈ψ0
k′ |H1|ψ0k〉
E0k−E0k′
. Clearly, the main cor-
rection arises from those states which are close in energy
due to the factor 1
E0k−E0k′
. This perturbation theory does
not hold for cases with stronger disorder. However, the
idea that transformation from periodic system to disor-
dered system is supposed to be continuous sheds light on
how to deal with systems with strong disorder.
We propose that the transformation S in Eq. (1) can
be decomposed into two successive operations as
Snm =
∑
l
TnlUlm (3)
where Tnl =
1√
N
e−ikl·Rn is a phase term, being the same
as that in Eq. (2). Though physically speaking, a ‘wave
vector’ kl no longer exists in the presence of disorder,
such a phase transform T is proven to be helpful to set
the Wannier centers correctly, paving the way for further
processing as stated in the following section. U is a gen-
eral matrix mixing different φm’s. Inspired by the per-
turbational treatment of Geller and Kohn19, we assume
that U is a band matrix, since only states sufficiently
close in energy contribute the most. This greatly facili-
tates our numerical calculation. Finally, the explicit form
of U is obtained under the requirement that GWFs are
sufficiently localized. This is accomplished by the mini-
mization of a Wannier spread function Ω. In this work a
common form of Ω is used15,
Ω =
∑
n
[〈Wn|r2|Wn〉 − 〈Wn|r|Wn〉2] = r2 − r¯2 (4)
Actually other definitions are tried such as Ω =∑
n[
∫ |Wn(r−Rn)|4dr] and they work as well as Eq. (4).
We emphasize that our method proceeds directly with
energy eigenstates and shall apply to systems with strong
disorder, which is out of the reach of perturbational the-
ory. Furthermore, an explicit minimization is used and
supposed to provide better localization than that from
imaginary evolution21.
FIG. 1: (Color online) Energies of eigenstates calculated
in real space by finite-difference method for 11 wells (cosine
shape) with periodic boundary condition. The black dots
correspond to periodic case, while the magenta squares, blue
down triangles and red up triangles correspond to potentials
with 2%, 10% and 30% disorder in well depth. The inset is a
schematic diagram shows the energy plot in k space for peri-
odic system. Points A, B and C show typical correspondence
between eigenstates calculated in real space and Bloch states
in the k space.
III. EXAMPLES
In this section we illustrate our method with examples.
Without loss of generality, we choose the disordered po-
tential as a series of cosine-type wells of random depths,
Vn(x) = An[cos(2pix/a)− 1] , (5)
where n marks the index of wells and a is the lattice
constant. The disorder manifests itself in the lattice
3FIG. 2: (Color online) Wannier functions in disordered potentials in Eq.(5). a = 1 and A = 5. (a)2% disordered system
(η = 0.02). (b)10% disordered system (η = 0.1). (a1) Absolute value of WFs located at x0 = 9.5 (the dashed straight lines
denote the unit cell WF located). The green line is the WF of the periodic system, plotted as an ideal case for comparison and
other lines are of disordered system; the blue line is the WF after initial TU0 transformation but before functional optimization;
the cyan line is optimized WF using bandwidth b=8 band matrix; and the red line is also optimized WF but using bandwidth
b=16 band matrix. The inset shows log plot of the localization functional Ω as a function of iteration loop number n and 300
is the total number of optimization loops; again the cyan line for b=8 and the red line for b=16.(a2) shows log plot of the same
WF in (a1). (b1)(b2) show plots for 10% disordered system corresponding to (a1)(a2), but the cyan line is for b=12, the red
line for b=22 and total optimization loop number is 1000.
strength,
An = A[1 + η ·Rn] , (6)
where A is a constant for well depth and Rn denotes a
sequence of random numbers between -0.5 and 0.5. η
denotes the relative strength of disorder. For example,
we refer to η = 0.1 as a 10% disorder. We use A = 5 and
a = 1 in our examples.
We begin with the periodic system, i.e., η = 0. The
system is solved directly in real space for 11 wells with
periodic boundary condition. The obtained energy lev-
els are ordered in increasing sequence. The group of the
lowest eigen-energies are shown in Fig. 1 and they con-
stitute a sampling of the complete lowest Bloch band
with each point corresponding to Ek with different k.
The same energy spectrum is shown in the inset in the
k space as black dots. The degenerate pairs (e.g., B,C
) in the spectrum is related by a time reversal opera-
tion as Ek = E−k. We emphasize that the eigenstates
obtained in our calculations are real functions and the
degenerate pair are the real and imaginary part of Bloch
functions (ψk, ψ−k) rather than Bloch functions them-
selves. A typical example is given in the inset, where B
and C mark the corresponding eigenstates respectively
and their linear combinations leads to Bloch functions.
Such fact makes the transformation U block diagonal as
U0 = diag(1, U
1
0 , U
2
0 · · · ) with each block
U j0 =
(
1 i
1 −i
)
(7)
4FIG. 3: (Color online) (a) Log plot of the localization functional Ω as a function of iteration loop number n for 10% disordered
system. Ω all decreases exponentially when loop number n increases and larger bandwidth leads to better optimized value of
Ω. (b) Log plot of optimized Ω as a function of bandwith b. The blue line is for the 2% disordered case corresponding to the
y axis on the left hand side and the red line is for the 10% disordered case corresponding to the y axis on the right hand side.
such that ψki =
∑
j{U0}ijφj . Then Eq. (1) becomes
Wn(r) =
∑
m,j
Tnm{U0}mjφj(r) (8)
where Tnm =
1√
N
e−ikm·Rn . Note that an additional
procedure following the scheme of Kohn8 could further
eliminate the sign uncertainty of eigenstates, thus com-
pletes our method without any further calculation. We
refer to Appendix A 1 for more details.
When η 6= 0, disorder manifests itself in the breaking
of degeneracy between pairs such as B and C, which is
clearly seen from the 2%, 10% and 30% disordered cases
in Fig. 1. The tendency that stronger disorder leads to
a severer modification of energy spectrum is also seen.
Since we only aim to provide a simple and clear illus-
tration of our proposal, disorders of moderate strength
with the energy sequence as well as a finite band gap
being preserved are of concern in this section. Further
discussion on strong disorder is given in the following sec-
tion. In the present case, the transformation T is fixed as
Tnm =
1√
N
e−ikm·Rn with km still being the wave vector
of the periodic counterpart. U has to be determined nu-
merically with the bandwidth b a variational parameter
itself (e.g., b = 1 for a tridiagonal matrix). We adopt a
steepest descent algorithm to iteratively achieve the min-
imization of Ω with U = U0 initially. More details are
presented in Appendix A 2.
Typical generalized Wannier functions localized in spe-
cific wells are obtained. As an example, the GWF at
localization center x0 = 9.5 is plotted in Fig. 2. Com-
parison is made between periodic (η = 0) and weak dis-
ordered (η = 0.02) cases. Fig. 2(a2) is the log plot of
Fig. 2(a1) for a clearer sight. We find that the GWFs
(blue and red lines) are well localized within the well (see
the dashed lines), sharing the same localization center as
well as a similar exponentially decaying behavior as their
periodic counterpart (see the green lines). Apparent de-
viations appear in tails where the localization seem to be
polynomial. However, the distant tails reside almost 10
wells away from the localization center, leaving the subse-
quent overlap integral negligibly small and are expected
not to cause significant effect. In this sense, we conclude
that the GWFs show a comparable localization property
as the WFs in accordance with the anticipation of pertur-
bation analysis8. The GWFs obtained through an initial
TU0 transformation but without further functional min-
imization procedure are also plotted (see the blue lines).
Though poor localization is shown, the proper Wannier
centers are captured, based on which further optimiza-
tion turns out to be possible.
Results of stronger disorder (η = 0.1) are presented
in Fig. 2(b1,b2). On the one hand, the corresponding
GWFs show an exponential localization comparable to
the periodic counterpart as well. On the other hand,
stronger disorder manifests itself in the severer deviation
of the distant tail as well as the appearance of comparable
peaks around the Wannier center (see blue lines) before
optimization. Following this trend, larger disorder is ex-
pected to cause the smearing of the Wannier center and
the prohibition of the further optimization. This will be
discussed later in more detail.
The Wannier spread function Ωs as function of itera-
tion number n are plotted in the insets of in Fig. 2(a1,b1)
for both disordered cases. Rapid convergence with an ex-
ponential form and a final achievement to saturations for
all choices of bandwidths is clearly seen. This provides a
complementary evidence to the validity of our proposal.
Note the trend that larger bandwidth leads to smaller
saturation of Ω (thus more localized GWFs) with increas-
ing iterations is resulted from larger functional space for
optimization other than the specific algorithm we choose.
5In other words, the optimal choice of GWFs has been ob-
tained within a given bandwidth.
We emphasize that although only GWFs localized in a
specific cell (x0 = 9.5) are shown and compared for sim-
plification, we calculate all the GWFs at the same time.
Optimized GWFs for disordered case, despite the extent
of disorder, all exhibit the same level of localization prop-
erty as that for the periodic case within about 15 nearby
unit cells. This shows the validity of our method.
In addition, the band matrix approximation of U is
also checked. Recall the intuitive picture drawn from
the perturbation theory that the eigenstates close in en-
ergy contribute most to the construction of GBFs. Two
facts are thus expected for a general disorder. First, a
matrix of finite bandwidth is sufficient for the achieve-
ment of optimal WFs. Second, the bandwidth increases
as the increment of disorder strength. The former fact
is verified in Fig. 3(a), where the evolution of Wannier
spread Ω with respect to iterations are shown for differ-
ent bandwidths. On the one hand, more localized GWFs
which can be inferred from decreasing Ω are achieved as
bandwidth b increases. This is consistent with physical
intuition. On the other hand, the approaching to sat-
urations of Ω with respect to increasing b indicates the
final convergence. This property is further demonstrated
from Fig. 3(b) where the spread Ω as a function of band-
width is shown for weak and relative stronger disorder.
In weak disorder case (blue dots), the existence of an op-
timal bandwidth b = 8 can be inferred which leads to a
satisfactory description of GWFs. In strong disorder case
(red dots), the optimal bandwidth turn out to be b = 12.
This provides a direct evidence for the second fact. If
we look back at Fig. 2 (a2,b2), the almost overlapping
of results from different bandwidths (red and cyan lines)
supports the choice of optimal bandwidth. The band-
width restriction can be further released as a trade-off
between localization and calculation.
IV. DISCUSSION
Our method is rooted in a new perspective that the
unitary transformation S from energy eigenstates to
Wannier functions in periodic systems consists of two
operations T and U0: S = TU0. To construct GWFs
in disordered systems is to generalize U0 to a band ma-
trix U .
The initial TU0 transformation sets the correct local-
ization centers for the GWFs, then the GWFs are made
more localized by a straightforward optimization. It ap-
pears that it is the TU0 transformation that underlies the
wide adaptability of our method. With this in mind, we
turn to stronger disordered cases to further inspect our
method.
We focus on functions just after the initial TU0 trans-
formation, without being further optimized, for a specific
cell located at x0 = 14.5. A series of such GWFs corre-
sponding to different strengths of disorder are illustrated
FIG. 4: (Color online) WFs after initial transformation for
different extents of disordered systems. All of them are ex-
pected to localized at x0=14.5 where the corresponding atom
located (lattice constant a=1). Clearly when disorder is as
large as 30% or larger, this initial WF loses the localization
center and thus fails to work as a good starting point of func-
tional optimization.
in Fig. 4 for comparison. Apparently, the TU0 transfor-
mation captures the anticipated localization center for
cases with disorder from 0 up to 20%. However, if the
adjacent cell at x0 = 13.5 is also inspected, clues may
be found that an additional peak arises with increasing
strength in the wake of increasing disorder. This ad-
ditional peak becomes comparable with that in the lo-
calization center, e.g., the 20% case (see the pink line).
Eventually, in a case with 30% disorder, the additional
peak prevails and the anticipated localization is com-
pletely shifted to x0 = 13.5. In this case, the following
optimization procedure fails to achieve an exponentially
localized GWFs.
We conjecture that this phenomenon results from the
band mixing that some wells may be sufficiently shallow
with its lowest energy level residing in a higher band of
the system, leading to the insufficient description with
only the lowest band. So the failure in the very example
is nothing but an indication that higher bands should be
taken into account.
Note that in the examples shown above the average
well depth is 10, i.e. constant A in Eq. (6) equals to 5,
and our method works well for disorder up to about 15%.
While numerical calculations also shows that for smaller
average well depth, our method can endure larger disor-
der, e.g. for systems with average well depths equal to 6
and 2, it works well for disorder as large as 25% and 40%
respectively. Moreover, although periodic boundary con-
dition is adopted in the examples, our method also works
well with infinite boundary condition, which is often the
case in cold atom experiment.
One may doubt that whether the Anderson localiza-
tion (AL)27 which is inevitable in sufficiently disordered
system (in 1D, it appears as long as the presence of disor-
6der) will prevent us from getting a ‘Bloch-like’ function
from the TU0 transformation on the eigenstates. Our
numerical results show that within disorder strength up
to 10%, eigenstates well expand through more than 100
unit cells, indicating the appearance of AL in a region
greatly larger than the WFs, which are supposed to be
localized in only several unit cells. Thus with regard to
the disorder considered in the present text, no significant
effect caused by AL should be taken into account.
V. CONCLUSION
We have proposed an alternative method to construct a
set of exponentially localized general Wannier functions
in disordered systems. Detailed illustration is given in
terms of examples, showing the advantages of high effi-
ciency in calculation as well as broad applicability from
weakly perturbed system to system with large disorder
beyond perturbation method. The band matrix approxi-
mation provides a balance between calculation and accu-
racy. The generalization to higher dimension is straight-
forward, though only 1D is of consideration for simplicity.
Our proposal can find its applications in a wide range of
areas, providing a new method of constructing GWFs for
disordered systems and large supercells in real materials
and also facilitating the mapping from continuous to dis-
crete model in cold atomic physics.
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Appendix A: Method Details
In this Appendix, details of the eliminating of phase
arbitrariness in Bloch functions as well as the steepest
descend method which have been omitted in the main
text are represented. This finally completes our proposal.
1. Initial TU0 Transformation
In Sec. III, Eq. (7) is used to transform eigenstates
calculated in real space to Bloch states. However, free-
dom remains during this process described as:(
ψk1i
ψk2i
)
= U i0
(
φ2i
φ2i+1
)
(A1)
with k1i = −k2i = ±ki. But the choice of U i0 still remains
some freedoms. Apart from an overall arbitrary phase,
U i0 could be either A or AB, given that
A =
(
1 i
1 −i
)
;B =
(
0 1
1 0
)
(A2)
resulting in different choices of ψ+ki or ψ−ki . Thus ad-
ditional procedure is needed to obtain a proper sequence
of ψk and eliminate the corresponding arbitrary overall
phase. The procedures can be described as follows:
Step 1: Make φm(x = 0) is positive (real itself).
Step 2: Transform from φ to ψk in pairs. (choose ei-
ther A or AB to be U i0)
7Step 3: Check the sign of wave vector k from ψk and
resort the sequence of ψk to be consistent with T matrix
in Eq. (3).
Step 4: Gauge choice: make ψk(x = x0) is real and
positive. (x0 is the lowest point of V)
The gauge in step 4 follows the suggestion of Kohn8,18
in constructing WFs for periodic and symmetric poten-
tial, which still works in our scheme. After these four
steps, for periodic system, S = TU0 directly transforms
eigenstates to WFs without further calculation, while for
non-periodic systems, we take S = TU0 serve as an initial
transformation, followed by a numerical minimization of
the spread function.
Note that in step 3, wave vector k is determined as the
phase change from ψ(x)|x1 to ψ(x)|x1+a, where a is the
lattice constant. For non-periodic system, similar ‘wave
vectors’ can be obtained by taking the average of ‘k value’
(obtain from every x) over the whole space. Such wave
vector are used only in the present process with the the
signs help to determine the propagation direction of this
‘Bloch-like’ state. Note that km used in Tnm = e
−ikm·Rn
is still the k value of the corresponding periodic case,
which evenly divides the Brillouin zone.
2. Functional Optimization
During the functional optimization of Ω, successive op-
erations on U is exerted as
U0 → U1 → · · · → Un, S = T lim
n→∞Un (A3)
Algorithm as simple as Steepest Descent method (SD)
turns out to work well in our examples. More efficient
algorithms may be chosen, however, this is more of a
technique problem and out the scope of the present pa-
per.
During an update from Uj to Uj+1, our task is to de-
termine the steepest gradient direction of Ω as a function
of U . We use
Uj+1 = e
dUjUj (A4)
where dUj is anti-Hermitian, i.e. dU
†
j = −dUj , which
guarantees the unitarity of Uj+1:
Uj+1U
†
j+1 = e
dUjUjU
†
j (e
dUj )† = edUje−dUj = I (A5)
As an anti-Hermitian matrix, only the elements in the
upper band (or lower band) of dU are independent pa-
rameters. Usually dU is set to be a band matrix with
bandwidth b (both upper and lower bandwidth). Then
edU and subsequent Uj+1 are in general matrix with
bandwidth larger than b. However, if we keep to only
the first order approximation, b still make sense.
