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Abstract
In this paper we compute the Parker vectors of the general and special linear groups, and
of the affine groups, considered as permutation groups on the set of the vectors on which they
act. The Parker vector of a permutation group, as we recall in the first section, is a sequence
of natural numbers enumerating the orbits of the actions of G on the set of cycles appearing
in its elements. In giving an explicit and constructive way of computing these Parker vectors,
we get some insight on the cycle structure of the elements of these groups, and on possible
representatives for their conjugacy classes.
© 2003 Elsevier Science Inc. All rights reserved.
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1. Definitions and standard properties
Parker vectors were introduced by Richard A. Parker, who gave their definition
and some results about them.
In this section we are going to recall the definition of Parker vectors and their
standard properties, without any proof. They can be found in [1,4]. An extension to
infinite permutation groups is studied in [6].
Let G be a permutation group of degree n. We can identify it with a subgroup
of Sn, the symmetric group on n points. Define Ci to be the set of all the cycles
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of length i appearing in the elements of G, written as products of disjoint cycles,
and define C :=⋃ni=1 Ci . Obviously, this set is non-empty as, for all G, C1 ={(1), (2), . . . , (n)}, these cycles appearing in the identity element.
We can define in a natural way an action of G on the set C: given g ∈ G and
(a1, a2, . . . , ak) ∈ C, we set
(a1, a2, . . . , ak)
g := (a1g, a2g, . . . , akg). (1)
Equivalently, we can say that the action is defined by conjugation (in Sn, as a single
cycle is not in general an element of G).
It is obvious from the definition and from elementary properties of conjugacy in
Sn that each orbit of this action must be contained in one of the Ci’s. Call pi(G) (or
simply pi , when no possible misunderstanding arises) the number of orbits of this
action that are contained in Ci ; that is, the number of orbits on i-cycles.
Then the sequence p(G) = (p1(G), p2(G), . . . , pn(G)) is the Parker vector of
the group G.
In a few cases, the Parker vector of a group is readily computed: for instance,
since two cycles are conjugate in Sn if and only if they have the same length, we can
conclude that the Parker vector of Sn is (1, 1, . . . , 1) (n components).
The main result about Parker vectors is the following:
Theorem 1 (Parker’s lemma). Let G and Ci be as above. Let ck(g) be the number of
k-cycles of the element g ∈ G. Then the number of orbits of G on Ck is
pk(G) = 1|G|
∑
g∈G
kck(g). (2)
A straightforward consequence of the fact that
∑n
k=1 kck(g) = n, for each g ∈ G,
and of the lemma is the following:
Corollary 2. The number of orbits of G on C is equal to n.
In other words, the sum of the components of p(G) is equal to n.
Let us remark that, by taking k = 1 in the statement of Parker’s lemma, we recover
the so-called Burnside lemma (or orbit-counting lemma):
Number of orbits of G = p1(G) = 1|G|
∑
g∈G
c1(g) = 1|G|
∑
g∈G
fix(g), (3)
where fix(g) is the number of points fixed by g, which is equal to the number of
1-cycles in its cycle decomposition.
As a first, elementary, application of Parker’s lemma, we can compute the Parker
vector of a cyclic group of prime order p, Cp (in its natural action on p points). In
such a group the identity has p1-cycles, whereas any other element has exactly one
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p-cycle. So we get p1(Cp) = 1, pp(Cp) = p − 1, and pk(Cp) = 0 for other values
of k. Thus, in this case, pk is equal to the number of elements of order k. It can be
shown (see [3]) that this is the case for all cyclic groups in their regular actions and,
more generally, for all regular groups.
As another example, let us consider the alternating groups An. In these groups,
cycles of all lengths less than or equal to n− 2 appear. If n is odd, an (n− 1)-cycle
(with a 1-cycle) is an odd permutation, so pn−1(An) = 0 (n odd), whereas there are at
least two conjugacy classes of n-cycles (in Sn, the cycles (1 2 · · · (n− 2) (n− 1) n)
and (1 2 · · · (n− 2) n (n− 1)) are conjugate by an odd permutation). So, pn(An) =
2 (n odd), and by Corollary 2, p(An) = (1, 1, . . . , 1, 0, 2) (n odd).
If n is even, an analogous argument leads to p(An) = (1, 1, . . . , 1, 2, 0) (n even).
2. Parker vectors of general linear groups
2.1. The general result
We give a procedure to find the Parker vector of the general linear group GL(n, q),
in its action on the non-zero vectors of GF(q)n, where q is a prime power, and to
obtain an explicit representative for each orbit.
Theorem 3. Let pk be the number of square d × d matrices of the form

0 1 0 . . . 0
0 0 1 0
...
...
.
.
.
...
0 0 . . . 0 1
a0 . . . ad−1

 (4)
with entries from GF(q), a0 /= 0, d less than or equal to n, and (multiplicative) order
equal to k. For d = 1, take all “1 × 1 matrices” (a), a ∈ GF(q)∗. Then (p1, p2, . . . ,
pqn−1) is the Parker vector of GL(n, q) in its action on GF(q)n \ {0}.
Taking a longest cycle from each such matrix (written in its cycle form as a
permutation of the vectors) gives a complete set of representatives for the orbits
of GL(n, q) on C (the set of its cycles).
The proof consists of the following remarks and lemmas. We are going to deter-
mine the Parker vector of GL(n, q) by an inductive argument (on n).
1. GL(1, q)∼=Cq−1, so that its Parker vector is known.
2. Call rank of a cycle of an element of GL(n, q) the dimension of the vector sub-
space generated by the vectors appearing in it, and denote the rank of a cycle γ
by rkγ . Call rank of an element the maximum rank of its cycles.
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Obviously, two conjugate cycles have the same rank. So “being conjugate”, as
an equivalence relation, is a refinement of “having the same rank” (as well as of
“having the same length”).
3. It suffices to Parker-classify the maximum rank cycles in GL(n, q), and add the
numbers of orbits on them to the Parker vector of GL(n− 1, q), in order to get
the Parker vector of GL(n, q).
More formally:
Lemma 4. p(GL(n, q)) = p(GL(n− 1, q))+ (s1, . . . , sqn−1), where si is the
number of orbits of GL(n, q) on its i-cycles of rank n.
Proof. If we denote the Parker vector of GL(n− 1, q) and that of GL(n, q) by
(pi) and (p˜i) respectively, then what we have to show is p˜i |rkγ<n = pi |rkγ<n, for
all i. Observe that GL(n− 1, q) does not contain cycles with rank greater than or
equal to n.
• p˜i |rkγ<n  pi |rkγ<n
This means that increasing the number of cycles of a given length does not
increase the number of orbits: informally, any “new” cycle is conjugate to an
“old” one.
Indeed, fix a basis {v1, . . . , vn−1} for the space GF(q)n−1 and extend it to a
basis for V ∼=GF(q)n by adding a vector vn. Consider a cycle γ = (w1, . . . , wk,∑
ik aiwi, . . .) of an element of GL(n, q) such that rkγ = k < n, that is,{w1, . . . , wk} are linearly independent. So, there exists an element g ∈ GL(n, q)
such that γ g = (v1, . . . , vk,∑ik bivi, . . .), and this is a cycle appearing in an
element of GL(n− 1, q).
• p˜i |rkγ<n  pi |rkγ<n
We want to prove that the “new” elements do not conjugate cycles not already
conjugated. By contradiction, assume
γ ∼n−1 δ, γ ∼n δ (5)
for some γ, δ cycles in GL(n− 1, q); in other words, that there exists g ∈
GL(n, q) \ GL(n− 1, q) such that γ g = δ.
By the remarks in the first part of the proof, the subspaces generated by the vec-
tors appearing in γ and δ may be supposed to be subspaces of 〈v1, . . . , vn−1〉.
Furthermore, rkγ = rkδ (otherwise they cannot be conjugated anywhere). So
(denoting by r their common rank):
γ ∼ (v1, . . . , vr , w, . . .)
δ ∼ (v1, . . . , vr , u, . . .)
with w, u ∈ 〈v1, . . . , vr 〉. Thus, if they are conjugated at all (that is, by an el-
ement of GL(n, q)), they must be so already in GL(n− 1, q). In fact, an ele-
ment of GL(n, q), restricted to an invariant subspace of dimension r , gives an
element of GL(r, q) < GL(n− 1, q). 
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Let us explicitly state
Corollary 5. The first n− 1 components of the Parker vector of GL(n− 1, q)
and those of GL(n, q) are equal.
Proof. This immediately follows from the previous lemma, and from the fact
that, by their definition, s1 = · · · = sn−1 = 0. 
4. By 3. one can consider just (the cycles appearing in the cycle structure of) matrices
of the form (4), with a0 /= 0.
That it must be so is shown by observing that a maximum rank element in GL(n, q)
(that is, an element containing a cycle with rank n) can be written in the form
(4), which is indeed a matrix mapping e1 → e2, e2 → e3, . . . , en−1 → en, en →∑
i ai−1ei , where {ei} is the canonical basis. This is a kind of canonical form
for maximum rank elements (more about this later).
5. In what follows, let m = deg(GL(n, q))− deg(GL(n− 1, q)).
At this point, to inductively get the Parker vector of GL(n, q) knowing that of
GL(n− 1, q), we just have to check m elements of GL(n, q). In fact, by what
precedes, it suffices to Parker-classify the matrices of the form (4) with d = n.
Their number is exactly qn−1(q − 1) = m; they are all non-conjugate because
the characteristic polynomial of (4) is xn −∑n−1i=0 aixi , and they all have distinct
characteristic polynomials. The following lemma allows us to check the order of
such matrices rather than their cycle lengths.
Lemma 6. If A is a maximum rank element of GL(n, q) then its order is equal to
the length l of its longest cycle. This is the length of the maximum rank cycles.
Proof. Let γ be a maximum rank cycle, and let l be its length. Then o(A)  l.
On the other hand, γ determines the group element in which it appears (it gives
the images of the elements of a basis). So for each vector v of the vector space
on which GL(n, q) is acting, Alv = v, because this is true for the basis vectors;
hence o(A)  l. 
Here a worked out calculation of the above procedure follows. Consider the group
GL(2, 3).
The matrices satisfying the hypotheses of the theorem are the following: (1),
(−1),
(
0 1
1 0
)
,
(
0 1
1 1
)
,
(
0 1
1 −1
)
,
(
0 1
−1 0
)
,
(
0 1
−1 1
)
,
(
0 1
−1 −1
)
.
It is readily checked that their orders are 1, 2, 2, 8, 8, 4, 6, and 3, respectively. So
the Parker vector of GL(2, 3) is (1, 2, 1, 1, 0, 1, 0, 2).
Analogously, we get for the matrices of dimension 3 the orders 3, 4 (twice), 6
(three times), 8 (four times), and 13 and 26 (four times each) which, put in “vectorial”
form and added to p(GL(2, 3)), gives p(GL(3, 3)) = (1, 2, 2, 3, 0, 4, 0, 6, 0, 0, 0, 0,
4, 0, . . . , 0, 4) (26 components).
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2.2. The rôle of pqn−1
The last component of the Parker vector of the general linear group can be explic-
itly computed, and the way to do this can shed some light on its meaning.
Proposition 7. pqn−1(GL(n, q)) = ϕ(qn − 1)/n, where ϕ is the Euler (totient)
function.
Proof. The key remark is that a (qn − 1)-cycle in GL(n, q) is a Singer cycle of
this group. The theory of Singer cycles (see for instance [8] or [7]) tells us that the
characteristic polynomial of such a cycle (which is equal to its minimal polynomial)
is
∏n−1
i=0 (x − ωq
i
) for some ω primitive element of GF(qn) (by identifying the space
V ∼=GF(q)n on which the group acts with the field GF(qn)). In other words, the
linear transformation corresponding to a Singer cycle has the n distinct eigenvalues
ω, ωq , . . . , ωq
n−1
. Therefore a conjugacy class of Singer cycles is determined by n
primitive elements (related as above). On the other hand the primitive elements are,
all in all, ϕ(qn − 1), the number of generators of GF(qn)∗ ∼=Cqn−1. Thus, there are
ϕ(qn − 1)/n conjugacy classes of Singer cycles. 
We could rephrase the previous proof in a language closer to permutation groups’.
Again identifying V with GF(qn), any possible (qn − 1)-cycle is conjugate to one
of the form
(1, ω, ω2, . . . , ωq
n−2), (6)
where ω is a primitive element of the field. So, of course, for any i such that
(i, qn − 1) = 1, (1, ωi, ω2i , . . . , ω(qn−2)i ) is also a (qn − 1)-cycle. Therefore, we
have ϕ(qn − 1) cycles of this form and, again by the standard results about Singer
cycles, it suffices to check when two of these ϕ(qn − 1) cycles of length qn − 1 are
conjugate.
Consider the cycles
(1, ω, ω2, ω3, . . .),
(1, ωq, ω2q, ω3q, . . .),
(1, ωq2, ω2q2 , ω3q2, . . .),
. . . ,
(1, ωqn−1, ω2qn−1 , ω3qn−1, . . .).
(7)
They are all conjugate to (6), for instance by the map ϕ: GF(qn) → GF(qn) defined
by α → αq (a Frobenius automorphism), and its powers.
Analogously, for any i as above, a conjugacy class of (qn − 1)-cycles is
{(1, ωi, ω2i , . . .), (1, ωiq, ω2iq , . . .), . . . , (1, ωiqn−1, ω2iqn−1, . . .)}. (8)
So, each conjugacy class has exactly n elements of this type, and the number of
conjugacy classes is as expected.
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Of course, it is not by chance that this number is equal to the number of primitive
polynomials of degree n over GF(q). In fact, the set of roots (in GF(qn)) of such a
polynomial is in bijection with the set of (qn − 1)-cycles in a conjugacy class (for
instance, {ω,ωq, ωq2 , . . . , ωqn−1} with (7)).
This could give still another proof of the proposition, using the classical fact that
a matrix in GL(n, q) has order qn − 1 if, and only if, it is similar to the companion
matrix of a primitive polynomial (see for instance [9]).
2.3. Non-zero components
The paper [10] by Niven, giving explicitly the multiplicative orders for the ele-
ments of GL(n, q), together with the Theorem 3 connecting them to the components
of the Parker vector, gives directly which components of the vector are non-zero.
For instance Niven obtains, as possible orders for the elements of GL(5, 3), 18,
24, 78, 80, 104, 242 and their divisors. So pk(GL(5, 3)) = 0 when k is not one of
these numbers.
2.4. Aside on canonical forms
Using a quite standard terminology, we can say that the vector space GF(q)n
is cyclic for an element of the form (4), mapping e1 → e2, e2 → e3, . . . , en−1 →
en, en →∑i ai−1ei , or the element itself can be said to be cyclic. So, the matrix
(4) is exactly the rational canonical form for a cyclic element. Thus, what we are
doing is choosing all canonical cyclic elements of GL(i, q) for i = 1, . . . , n and
classifying them according to their orders; in other words, we are looking for all the
A ∈ GL(i, q) for which GF(q)i is cyclic and order-classifying them.
In general, we can study how far we can get towards reconstructing conjugacy
classes of elements of a groups by knowing the conjugacy classes on the cycles. In
a sense, one could hope to reconstruct a generic element of G (say of degree n) by
looking at all possible ways of decomposing it in cycles, having pi(G) choices for
the i-cycles.
In other words, consider all partitions ofn = c1 + 2c2 + · · · + ncn such that ci = 0
ifpi = 0, and try to “assemble” elements with such a cycle structure choosing for each
i-cycle among up to pi possibilities; of course not all “assemblings” are possible.
For instance, in Sn all possible ways of assembling cycles are found. In most
groups this is not the case, and this is the object of an ongoing research. What pre-
cedes describes the situation for the linear groups.
2.5. Final remarks
Before closing this section, we mention another way to compute the Parker vec-
tors of the linear groups GL(n, q). Fripertinger (in [2]) computes the cycle indices
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of the linear (and other) groups. As is shown in [1] (and further studied in [3] or
[5]), one can in a direct way obtain the Parker vector of a group from its cycle index;
so it is in principle sufficient to work with the expression given by Fripertinger to
get the Parker vectors. The difficulties are just technical, and this method is less
“constructive” than the one outlined in this section. It could be interesting to compare
the efficiency of the two methods, implemented as computer routines (Fripertinger
gives some examples of computing times with SYMMETRICA routines).
3. Parker vectors of other linear and affine groups
The work done in the Section 2 allows us to easily find the Parker vectors of other
related groups, first of all the special linear groups SL(n, q) and the affine groups
AGL(n, q).
The main point has been that the study and the classification of some particular,
easily detectable, elements of GL(n, q) allows us to deduce the Parker vector of the
group. So, if a subgroup of GL(n, q) can be defined in terms of some properties of
its elements, we can try to count the matrices described in Theorem 3 with these
additional properties. If we get as many matrices as the degree of the group we are
investigating, we have indeed got representatives for all the orbits, by virtue of the
corollary to Parker’s lemma. Otherwise, further analysis is needed.
Arguments of this kind give us the next theorems.
Theorem 8. For each k ∈ {1, 2, . . . , qn−1} consider the set of matrices defined in
Theorem 3. Let rk be the number of such matrices admitting 1 as an eigenvalue. Then
(r1, r2, . . . , rqn−1) is the Parker vector of AGL(n− 1, q) in its action on GF(q)n−1.
The second part of the above mentioned theorem holds by substituting AGL(n− 1,
q) for GL(n, q).
Proof. The group AGL(n− 1, q) is isomorphic to the subgroup H of GL(n, q)
consisting of the matrices with block form(
1 u
0 A
)
, (9)
where u is an element of GF(q)n−1 (in row form), and A is an element of GL(n−
1, q), having the matrix (9) correspond to the affine transformation v → vA+ u.
The subgroup H is of course also equivalent to AGL(n− 1, q) as a permutation
group, with H acting on the subset {(1, c1, . . . , cn−1)} ⊂ GF(q)n.
The elements of H are exactly, up to equivalence, the matrices admitting 1 as an
eigenvalue.
So, reasoning as in Theorem 3, we only need to Parker-classify the matrices of
the form (4) having 1 as an eigenvalue.
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We conclude by remarking that such matrices number exactly qn−1. In fact, for
a matrix of the form (4) to have an eigenvalue equal to 1, it must have (x − 1) as
a factor of its characteristic polynomial (the coefficients of which, we recall, are
just given by the entries in the last row). So, it is enough to enumerate the monic
polynomials, without 0 as a root, with degree at least 1 and at most n− 1, plus the
constant 1. They are
1 +
n−1∑
i=1
(q − 1)qi−1 = 1 + qn−1 − 1 = qn−1.  (10)
For instance, one can easily see with this method that
p(AGL(2, 3)) = (1, 1, 2, 1, 0, 2, 0, 2). (11)
When we try to study SL(n, q) using an approach similar to the one shown, we
apparently run into some difficulties, ultimately due to the fact that, unlike what hap-
pens for the other groups we have considered, an element of SL(n, q), restricted to
an invariant subspace of GF(q)n of dimension d , does not give in general an element
of SL(d, q). So we cannot simply count matrices of a particular form of all sizes
up to n. However, any element of GL(m, q) (m < n) can be extended to an element
of SL(n, q). So we have to consider p(GL(n− 1, q)), that is the classification of all
cycles of rank less than n, and add to it the contribute given by cycles of rank n.
To find this, consider again the matrices of the form (4) of dimension n, with the
added requisite for the determinant to be 1 that is, for a0 to be (−1)n+1.
Now, for each cycle (v1, v2, . . . , vn,
∑
aivi+1, . . .) appearing in a permutation
corresponding to one of these matrices, we have q − 1 non-conjugate cycles (includ-
ing it):(
v1, v2, . . . , vn−1, bvn, (−1)n+1v1 +
n−2∑
i=1
aivi+1 + an−1bvn, . . .
)
, (12)
(b ∈ GF(q) \ {0}).
In fact, an element conjugating(
v1, v2, . . . , vn−1, bvn, (−1)n+1v1 +
n−2∑
i=1
aivi+1 + an−1bvn, . . .
)
(13)
and(
v1, v2, . . . , vn−1, cvn, (−1)n+1v1 +
n−2∑
i=1
aivi+1 + an−1cvn, . . .
)
(14)
with b /= c, is either the matrix D = diag(1, 1, . . . , 1, c/b) (which has determinant
different from 1) or D composed with some power of
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
0 1 0 . . . 0
0 0 1 0
...
...
.
.
.
...
0 0 . . . 0 c
(−1)n+1
c
a1
c
. . .
an−2
c
an−1


, (15)
the matrix which represents the cycle (14) and which has determinant equal to 1. In
both cases the conjugating element is in GL(n, q) \ SL(n, q). So all these
cycles belong to elements with the same determinant, 1, and are all non-conjugate
in SL(n, q).
So, for each of the qn−1 possible last rows of (4) (those with fixed first entry
equal to (−1)n+1) we have exhibited q − 1 non-conjugate cycles. In all, these are
(q − 1)qn−1 non-conjugate cycles of rank n which, together with the qn−1 − 1 cy-
cles of lesser rank already considered (the ones coming from GL(n− 1, q)), give a
complete set of representatives for the action of SL(n, q) on its cycles.
To summarise:
Theorem 9. Let sk be the number of matrices of the form (4)with dimension d = n,
a0 = (−1)n+1, and (multiplicative) order equal to k. Then the kth component of
the Parker vector of SL(n, q) is pk(SL(n, q)) = pk(GL(n− 1, q))+ (q − 1)sk. The
second part holds by substituting SL(n, q) for GL(n, q).
For instance, as we have seen in the previous section, p(GL(2, 3)) = (1, 2, 1, 1, 0,
1, 0, 2); the matrices described in the theorem, for q = 3 and n = 3, are

0 1 00 0 1
1 0 0

 ,

0 1 00 0 1
1 0 1

 ,

0 1 00 0 1
1 0 −1

 ,

0 1 00 0 1
1 1 0

 ,

0 1 00 0 1
1 1 1

 ,

0 1 00 0 1
1 1 −1

 ,

0 1 00 0 1
1 −1 0

 ,

0 1 00 0 1
1 −1 1

 ,

0 1 00 0 1
1 −1 −1

 (16)
with orders 3, 8, 13, 13, 13, 6, 8, 4, 13, respectively; so s3 = s4 = s6 = 1, s8 = 2,
s13 = 4, the other si’s being 0. Thus, p(SL(3, 3)) = (1, 2, 1 + 2 · 1, 1 + 2 · 1, 0, 1 +
2 · 1, 0, 2 + 2 · 2, 0, . . . , 0, 0 + 2 · 4, 0, . . . , 0) = (1, 2, 3, 3, 0, 3, 0, 6, 0, . . . , 0, 8,
0, . . . , 0), with 8 in the 13th position. For the sake of completeness, p(SL(2, 3)) =
(1, 1, 2, 2, 0, 2, 0, 0).
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