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Abstract
In this thesis, we prove several identities involving Ramanujan’s general theta function. In
Chapter 2, we give proofs for new Ramanujan type modular equations discovered by Somos
and establish applications of some of them. In Chapter 3, we will give proofs for several
Dedekind eta product identities which Somos discovered through computational searches and
which Choi discovered in his work on basic bilateral hypergeometric series and mock theta
functions. In Chapter 4, we derive new identities related to the Ramanujan-Go¨llnitz-Gordon
continued fraction that are similar to those for the famous Rogers-Ramanujan continued frac-
tion. We give a new proof of the 8-dissection of the Ramanujan-Go¨llnitz-Gordon continued
fraction and also show that the signs of the coefficients of power series associated with this
continued fraction are periodic with period 8. In Chapter 5, we prove several infinite series
identities involving hyperbolic functions and hypergeometric functions by using the classical
and quartic theories of theta functions. In Chapter 6, we study a new function called a
quartic analogue of Jacobian theta functions. Finally, Chapter 7 is devoted to establishing
new identities related to the Borweins’ cubic theta functions and Ramanujan’s general theta
function. We also give equivalent combinatorial interpretations of such identities.
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Chapter 1
Introduction
In his notebooks and his lost notebook, Srinivasa Ramanujan developed numerous mathe-
matical results involving theta-functions. Among those results, many of them are related to
modular equations, the Ramanujan-Go¨llnitz-Gordon continued fraction, and infinite series.
We now provide some definitions and preliminary results. As customary and throughout
this thesis, we assume that |q| < 1 and use the standard notation
(a; q)n :=
n−1∏
k=0
(1− aqk), (a; q)∞ :=
∞∏
n=0
(1− aqn),
and
(a1, a2, . . . , ak; q)∞ := (a1; q)∞(a2; q)∞ · · · (ak; q)∞.
For |ab| < 1, Ramanujan’s general theta-function f(a, b) is given by
f(a, b) :=
∞∑
n=−∞
an(n+1)/2bn(n−1)/2. (1.0.1)
Jacobi’s triple product identity [9, p. 35] is given by
f(a, b) = (−a; ab)∞(−b; ab)∞(ab; ab)∞. (1.0.2)
The three most important special cases of f(a, b) [9, p. 36] are
ϕ(q) := f(q, q) =
∞∑
n=−∞
qn
2
= (−q; q2)2∞(q2; q2)∞, (1.0.3)
1
ψ(q) := f(q, q3) =
∞∑
n=0
qn(n+1)/2 =
(q2; q2)∞
(q; q2)∞
, (1.0.4)
and
f(−q) := f(−q,−q2) =
∞∑
n=−∞
(−1)nqn(3n−1)/2 = (q; q)∞. (1.0.5)
where the product representations in (1.0.3)–(1.0.5) follow from (1.0.2). After Ramanujan,
we define
χ(q) := (−q; q2). (1.0.6)
Ramanujan recorded several identities for f(a, b), ϕ(q), ψ(q), and f(−q). The following
lemma provides such identities.
Lemma 1.0.1 ([9, p. 48]). Let Un = a
n(n+1)/2bn(n−1)/2 and Vn = an(n−1)/2bn(n+1)/2 for each
integer n. Then
f(U1, V1) =
k−1∑
r=0
Urf
(
Uk+r
Ur
,
Vk−r
Ur
)
, (1.0.7)
for every positive integer k.
Lemma 1.0.2 ([9, p. 34]). We have
f(a, b) = f(b, a), (1.0.8)
f(1, a) = 2f(a, a3), (1.0.9)
f(−1, a) = 0, (1.0.10)
and if n is an integer, then
f(a, b) = an(n+1)/2bn(n−1)/2f(a(ab)n, b(ab)−n). (1.0.11)
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Lemma 1.0.3 ([9, pp. 39–40]). We have
ϕ(q)ψ(−q) = f(q)f(−q2), (1.0.12)
ϕ(q)ϕ(−q) = ϕ2(−q2), (1.0.13)
ψ(q)ψ(−q) = ψ(q2)ϕ(−q2), (1.0.14)
ϕ(q)ψ(q2) = ψ2(q), (1.0.15)
ϕ(q) + ϕ(−q) = 2ϕ(q4), (1.0.16)
ϕ(q)− ϕ(−q) = 4qψ(q8). (1.0.17)
The complete elliptic integral of the first kind K(k) is defined by
K := K(k) :=
∫ pi/2
0
dθ√
1− k2 sin2 θ
,
where 0 < k < 1 is called the modulus of K, and the complementary modulus k′ is defined
by k′ :=
√
1− k2. Let K, K ′, L, and L′ denote complete elliptic integrals of the first kind
associated with the moduli k, k′, l, and l′, respectively. Suppose that
n
K ′
K
=
L′
L
(1.0.18)
holds for some positive integer n. Then a modular equation of degree n is a relation between
the moduli k and l which is induced by (1.0.18). Ramanujan expressed his modular equations
in terms of α and β, where α = k2 and β = l2. We say that β has degree n.
If q = exp(−piK ′/K), then one of the fundamental properties of elliptic functions affirms
that [9, p. 101]
ϕ2(q) =
2
pi
K(k) = 2F1
(
1
2
,
1
2
; 1; k2
)
, (1.0.19)
where 2F1
(
1
2
, 1
2
; 1;x
)
denotes an ordinary hypergeometric function with |x| < 1.
Ramanujan also recorded several fomulas for ϕ, ψ, f , and χ at different arguments in
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terms of α, q, and z := 2F1
(
1
2
, 1
2
; 1;α
)
by using (1.0.19). The following lemmas provide such
formulas. First, we give evaluations for ϕ.
Lemma 1.0.4 ([9, p. 122]). If α, q, and z are defined as above, then
ϕ(q) =
√
z, (1.0.20)
ϕ(q2) =
√
z
{
1
2
(
1 +
√
1− α)}1/2 , (1.0.21)
ϕ(q4) =
1
2
√
z
(
1 + (1− α)1/4) , (1.0.22)
ϕ(q1/2) =
√
z
(
1 +
√
α
)1/2
, (1.0.23)
ϕ(−q) = √z(1− α)1/4, (1.0.24)
ϕ(−q2) = √z(1− α)1/8, (1.0.25)
ϕ(−q1/2) = √z (1−√α)1/2 . (1.0.26)
Next, the following are evaluations for ψ.
Lemma 1.0.5 ([9, p. 123]). In the notation above, we have
ψ(q) =
√
1
2
z
(
αq−1
)1/8
, (1.0.27)
ψ(q2) =
1
2
√
z
(
αq−1
)1/4
, (1.0.28)
ψ(q8) =
1
4
√
z
{
1− (1− α)1/4} q−1, (1.0.29)
ψ(q1/2) =
√
z
{
1
2
(
1 +
√
α
)}1/4 (
αq−1
)1/16
, (1.0.30)
ψ(−q1/2) = √z
{
1
2
(
1−√α)}1/4 (αq−1)1/16 . (1.0.31)
Finally, we give formulas for f and χ.
Lemma 1.0.6 ([9, p. 124]). We have
f(q) =
√
z2−1/6
{
α(1− α)q−1}1/24 , (1.0.32)
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f(−q) = √z2−1/6(1− α)1/6 (αq−1)1/24 , (1.0.33)
f(−q2) = √z2−1/3 {α(1− α)q−1}1/12 , (1.0.34)
f(−q4) = √z4−1/3(1− α)1/24 (αq−1)1/6 , (1.0.35)
χ(q) = 21/6
{
α(1− α)q−1}−1/24 , (1.0.36)
χ(−q) = 21/6(1− α)1/12 (αq−1)−1/24 , (1.0.37)
χ(−q2) = 21/3(1− α)1/24 (αq−1)−1/12 . (1.0.38)
Suppose β is of degree n over α. If q is replaced by qn above, then the same formulas hold
with β in place of α and zn := 2F1
(
1
2
, 1
2
; 1; β
)
in place of z.
In Chapter 2, our purpose is to prove new Ramanujan type modular equations which we
call P–Q modular equations. In his notebook [33], [10, pp. 204–237], Ramanujan stated
23 beautiful modular equations of a type that we now describe. These modular equations
involve quotients of the function f(−q) at certain arguments. For example [10, p. 206], let
P =
f(−q)
q1/6f(−q5) and Q =
f(−q2)
q1/3f(−q10) .
Then
PQ+
5
PQ
=
(
Q
P
)3
+
(
P
Q
)3
. (1.0.39)
Note that these modular equations are also called Schla¨fli-type. Since the publication of
[10], several authors, including N. D. Baruah [5, 6], M. S. Mahadeva Naika [29, 30], and
K. R. Vasuki [37], have found additional modular equations of the type (1.0.39).
In Chapter 3, we prove several new Dedekind eta product identities which Michael Somos
discovered through computational searches; for example,
η(q2)η(q6)η(q10)η(q30) = η(q)η(q12)η(q15)η(q20) + η(q3)η(q4)η(q5)η(q60),
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where
η(q) := q1/24f(−q).
Furthermore, we prove identities of a similar type discovered by Youn-Seo Choi in his work
on basic bilateral hypergeometric series and mock theta functions.
In Chapter 4, new properties for the Ramanujan-Go¨llnitz-Gordon continued fraction are
presented, in particular, fractorizations. These are similar to the fractorization of the famous
Rogers-Ramanujan continued fraction. We also provide a new proof of the 8-dissection of
the Ramanujan-Go¨llnitz-Gordon continued fraction by using the technique that Andrews
and Berndt use to prove the 5-dissection of the Rogers-Ramanujan continued fraction, see
[2, p. 109]. Moreover, we show that this 8-dissection yields immediately the sign of the
coefficients of power series associated with this continued fraction being periodic with period
8.
In Chapter 5, we derive new infinite series identities which are similar to those of Ra-
manujan recorded in his notebooks, for instance [9, p. 132]
∞∑
k=1
k3
sinh(ky)
=
z4x
8
,
where
z := z(x) := 2F1
(
1
2
,
1
2
; 1;x
)
,
and
y := pi
z(1− x)
z(x)
.
We can also prove these kinds of identities where 2F1
(
1
2
, 1
2
; 1;x
)
is replaced by 2F1
(
1
4
, 3
4
; 1;x
)
.
In Chapter 6, we study a new function, namely,
ϑ(q2, q4, x1, x2, x3) :=
∞∑
a,b,c=−∞
q
1
2
(a+c)2
2 q
1
2
(a+b)2+ 1
2
(b+c)2
4 x
a
1x
b
2x
c
3,
6
where
q2 := exp
(
−pi 2F1(
1
2
, 1
2
; 1; 1− α2)
2F1(
1
2
, 1
2
; 1;α2)
)
and
q4 := exp
(
−pi
√
2
2F1(
1
4
, 3
4
; 1; 1− α4)
2F1(
1
4
, 3
4
; 1;α4)
)
.
Some propertities analogous to those of classical Jacobian theta functions are established
here.
In Chapter 7, we prove several identities related to one of the three most special cases of
Ramanujan’s general theta function, f(−q), and one of the Borweins’s cubic theta functions,
namely,
a(q) :=
∞∑
m,n=−∞
qm
2+mn+n2 .
We also establish combinatorial interpretations of these identities.
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Chapter 2
P–Q Modular Equations
M. Somos recently used a computer to discover 21 new elegant modular equations in the
spirit of the 23 original modular equations found by Ramanujan. He has a large list of
eta-product identities, and he runs PARI/GP scripts to look at each identity to see if it
is equivalent to an identity in P–Q forms. The purpose of this chapter is to prove these
modular equations found by Somos. Some of Somos’s equations are simple consequences of
others, and we do not record them here. Moreover, some of our proofs are similar to each
other, and so, in the interest of brevity and avoiding the repetition of ideas, we provide
proofs for only six of the equations and simply indicate the basic ideas for remaining proofs.
In Section 2.2, we establish combinatorial interpretations of some of our identities.
2.1 Main Theorems
In this section, we will employ the theory of modular equations to prove some of Somos’s
discoveries. The modular equations here appear in terms of Ramanujan’s general theta
functions instead of moduli via the relation (1.0.19), Lemma 1.0.4, Lemma 1.0.5 and Lemma
1.0.6. First, we establish some elementary modular equations.
Theorem 2.1.1. (i) If
P =
f 2(−q2)
f 2(q2)
and Q =
f 2(q4)
qf 2(−q16) ,
8
then
PQ+
4
PQ
=
Q
P
− 4
(
P
Q
)
.
(ii) If
P =
ϕ(−q2)
ϕ(q4)
and Q =
ϕ(q2)
qψ(q8)
,
then
PQ+
8
PQ
=
Q
P
+ 4
(
P
Q
)
.
Proof of (i). Recall from Entry 24(ii) in Chapter 16 of Ramanujan’s second notebook [33],
[9, p. 39] that
f 3(−q) = ϕ2(−q)ψ(q). (2.1.1)
By (1.0.23), (1.0.26), (1.0.30), (1.0.31), and (2.1.1),
f(−q1/2) = √z(1−√α)1/3
{
1
2
(
1 +
√
α
)}1/12
(αq−1)1/48, (2.1.2)
and
f(q1/2) =
√
z(1 +
√
α)1/3
{
1
2
(
1−√α)}1/12 (αq−1)1/48. (2.1.3)
Next, by (1.0.32), (1.0.36), (2.1.2), and (2.1.3),
P =
{
1−√α
1 +
√
α
}1/2
and Q = 2α−1/4.
Finally,
P 2Q2 + 4 =
1−√α
1 +
√
α
4α−1/2 + 4 =
4√
α
− 4 (1−
√
α)
1 +
√
α
= Q2 − 4P 2,
which completes the proof.
Proof of (ii). The proof is similar to (i), but we use (1.0.21), (1.0.22), (1.0.25), and (1.0.29).
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Next, we establish some of Somos’s modular equations of degree 3.
Theorem 2.1.2. (i) Let
P =
χ(−q4)
χ(−q) and Q =
χ(−q12)
χ(−q3) .
Then
PQ− 2q
PQ
=
(
Q
P
)2
+ q
(
P
Q
)2
.
(ii) Let
P = χ3(q) and Q = χ3(q3).
Then
PQ− 8q
PQ
=
(
Q
P
)2
+ q
(
P
Q
)2
.
(iii) Let
P =
f(−q)
f(−q4) and Q =
f(−q3)
f(−q12) .
Then
PQ+
4q
PQ
=
(
Q
P
)2
+ q
(
P
Q
)2
.
(iv) Let
P =
f(q)
f(−q) and Q =
f(q3)
f(−q3) .
Then
2
(
PQ− 1
PQ
)
= −
(
Q
P
)2
+
(
P
Q
)2
.
(v) Let
P =
ϕ(q)
ϕ(q3)
and Q =
ψ(q2)
ψ(q6)
.
Then
PQ− 3q
PQ
=
Q
P
+ q
(
P
Q
)
.
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(vi) Let
P =
ϕ(−q)
ϕ(−q3) and Q =
ϕ(q)
ϕ(q3)
.
Then
Q
P
+
P
Q
= −PQ+ 3
PQ
.
Proof of (i). First, rewrite the desired equation in the form
P 3Q3 − 2qPQ = Q4 + qP 4.
Then
P 6Q6 − 4qP 4Q4 + 4q2P 2Q2 = Q8 + 2qP 4Q4 + q2P 8,(
P 6Q6 + 4q2P 2Q2
)2
=
(
Q8 + 6qP 4Q4 + q2P 8
)2
,
P 12Q12 + 16q4P 4Q4 = Q16 + 12qP 4Q12 + 30q2P 8Q8
+ 12q3P 12Q4 + q4P 16. (2.1.4)
Let R = P 4 and S = Q4. Then (2.1.4) becomes
R3S3 + 16q4RS = S4 + 12qRS3 + 30q2R2S2 + 12q3R3S + q4R4. (2.1.5)
From Entry 25(iii) in Chapter 16 [9, p. 40], (1.0.21) and (1.0.25),
ϕ2(−q−4) = ϕ(−q−2)ϕ(q−2) = z (1− α)1/8
(
1
2
(
1 +
√
1− α))1/2,
and from Entry 24(iii) in Chapter 16 [9, p. 39],
χ(−q−4) = ϕ(−q
−4)
f(−q−4)
11
=√
z (1− α)1/16 {1
2
(
1 +
√
1− α)}1/4
√
z4−1/3 (1− α)1/24 (αq−1)1/6
= 25/12 (1− α)1/48 (1 +√1− α)1/4 (αq−1)−1/6 .
Then
R = P 4 = 2q1/2
1 +
√
1− α
(1− α)1/4 α1/2
and S = Q4 = 2q3/2
1 +
√
1− β
(1− β)1/4 β1/2
. (2.1.6)
Now from (5.2) and (5.3) in [9, p. 233],
α =
(m− 1)(3 +m)3
16m3
, β =
(m− 1)3(3 +m)
16m
,
1− α = (m+ 1)(3−m)
3
16m3
, and 1− β = (m+ 1)
3(3−m)
16m
,
(2.1.7)
where m = z1/z3. For convenience, set
x = {m(m+ 1)(3−m)}1/2 , y = (m+ 1)(m− 1)(3 +m)(3−m),
r =
(
4m2 + (3−m)x)2 , s = (4m+ (m+ 1)x)2 , (2.1.8)
t = 16m2 + 4(3−m)x+ 4m(m+ 1)x+ (m+ 1)2(3−m)2.
Then by (2.1.6)–(2.1.8), we have
R2 =
16mqr
x(3−m)(m− 1)(3 +m)3 , R
4 =
162m2q2r2
my(3−m)2(m− 1)(3 +m)5 ,
S2 =
16q3s
x(m+ 1)(m− 1)3(3 +m) , S
4 =
162q6s2
my(m+ 1)2(m− 1)5(3 +m) ,
and
RS =
16mq2t
y(m− 1)(3 +m) .
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Then the right side of (2.1.5) becomes
F (R, S) := S4 + 12qRS3 + 30q2R2S2 + 12q3R3S + q4R4
=
162q6s2
my(m+ 1)2(m− 1)5(3 +m) +
16212mq6ts
xy(m+ 1)(m− 1)4(3 +m)2
+
16230m2q6t2
y2(m− 1)2(3 +m)2 +
16212m2q6tr
xy(3−m)(m− 1)2(3 +m)4
+
162m2q6r2
my(3−m)2(m− 1)(3 +m)5 . (2.1.9)
Factoring out
162q6
mxy2(m− 1)3(3 +m)3 on the right side of (2.1.9), we have
F (R, S) =
162q6
mxy2(m− 1)3(3 +m)3
{
x(3−m)2(3 +m)4s2
+ 12m2ty(3−m)(3 +m)2s+ 30m3t2xy(m− 1)2(3 +m)2
+ 12m3ty(m+ 1)(m− 1)2r +m2x(m+ 1)2(m− 1)4r2}
=:
162q6
mxy2(m− 1)3(3 +m)3U. (2.1.10)
Next, expanding U in terms of m and x, we find that
U = 26244m3 − 17496m4 + 52488m5 + 767880m6 + 1367928m7
+ 1085832m8 + 750888m9 − 163176m10 + 54392m12 − 83432m13
+ 40216m14 − 16888m15 + 3160m16 − 72m17 − 8m18 − 4m19
+ 6561m2x− 5832m4x+ 217728m5x+ 512892m6x+ 715392m7x
+ 398664m8x+ 165120m9x+ 118438m10x− 55040m11x
+ 44296m12x− 26496m13x+ 6332m14x− 896m15x− 8m16x+m18x
= 16m4t3x+m2txy2(m− 1)2(3 +m)2.
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Using the calculation above in (2.1.10), we conclude that
F (R, S) =
162q6
mxy2(m− 1)3(3 +m)3
(
16m4t3x+m2txy2(m− 1)2(3 +m)2)
=
(16mq2t)
3
y3(m− 1)3(3 +m)3 +
162mq6t
y(m− 1)(3 +m)
= R3S3 + 16q4RS. (2.1.11)
Recall that F (R, S) is defined in (2.1.9). Then, by (2.1.11), this establishes the equation
(2.1.5). To obtain the desired result, we need to reverse the argument in (2.1.4) and take
square roots. To resolve the sign of the square root in each case, we examine the series
expansions for P and Q. We then see that we must take the positive root in each instance,
and so we complete the proof of (i).
Proof of (ii). By (1.0.36),
P =
√
2 {α(1− α)ey}−1/8 and Q =
√
2
{
β(1− β)e3y}−1/8 ,
where α and β have degrees 1 and 3, respectively. Let m be the multiplier. Now from (5.1)
in [9, p. 232],
(
(1− β)3
1− α
)1/8
=
m+ 1
2
,
(
(1− α)3
1− β
)1/8
=
3−m
2m
,(
β3
α
)1/8
=
m− 1
2
and
(
α3
β
)1/8
=
3 +m
2m
.
(2.1.12)
It follows that, by (2.1.12),
P 3
Q
=
8m2
9−m2 (2.1.13)
and
P
Q3
=
m2 − 1
8q
. (2.1.14)
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From (2.1.13), we have m2 =
9P 3
P 3 + 8Q
and from (2.1.14), we have m2 =
8qP
Q3
+ 1. Then
9P 3
P 3 + 8Q
=
8qP
Q3
+ 1,
or
P 3Q3 − 8qPQ = Q4 + qP 4. (2.1.15)
This is equivalent to the identity claimed in the theorem.
Proof of (iii). By (1.0.33) and (1.0.35),
P = 21/2q1/8
(
1− α
α
)1/8
and Q = 21/2q3/8
(
1− β
β
)1/8
,
where α and β have degrees 1 and 3, respectively. Then
P 3Q3 + 4qPQ = 8q3/2
{
(1− α)(1− β)
αβ
}1/8({
(1− α)(1− β)
αβ
}1/4
+ 1
)
.
By Entry 5(ii) in Chapter 19 of Ramanujan’s second notebook [9, p. 230], we obtain
P 3Q3 + 4qPQ = 8q3/2
{
(1− α)(1− β)
α3β3
}1/8
.
Finally, by Entry 5(ix) in Chapter 19 [9, p. 231],
P 3Q3 + 4qPQ = 4q3/2
{α(1− β)}1/2 + {β(1− α)}1/2
(αβ)1/2
= Q4 + qP 4.
This completes the proof.
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Proof of (iv). The proof is similar to (iii). We employ (1.0.32), (1.0.33) and (2.1.12).
Proof of (v). The proof is similar to (iii). We employ (1.0.20), (1.0.28) and Entry 5(x) in
Chapter 19 [9, p. 231], which is
mα1/2 − β1/2 = 3
m
β1/2 + α1/2,
where α, β and m are as in the proof of (iii).
Proof of (vi). The proof is similar to (iii). We employ (1.0.20), (1.0.24) and Entry 5(x) in
Chapter 19 [9, p. 231], which is
m(1− α)1/2 + (1− β)1/2 = 3
m
(1− β)1/2 − (1− α)1/2,
where α, β and m are as in the proof of (iii).
We next establish a P–Q modular equation of degree 4. This modular equation also lacks
symmetry.
Theorem 2.1.3. If
P =
ψ(q)
ϕ(−q8) and Q = χ(−q)χ(−q
8),
then
(PQ)2 − 4q
(PQ)2
=
Q
P
− 2q
(
P
Q
)
.
Proof. By (1.0.25), (1.0.27), (1.0.37), and (1.0.38),
P =
√
m2−1/2
{
α
1− β
}1/8
q−1/8 and Q = 21/2
{
(1− α)2(1− β)
αβ2
}1/24
q3/8,
where α and β have degrees 1 and 4, respectively, and m = z1/z4 is the multiplier. Then
P 4Q4 − 4q − PQ3 + 2qP 3Q
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= q
{
−4− 2√m
(
1− α
β
)1/4
+m3/2
(
α(1− α)1/4
β1/4(1− β)
)1/3(√
m
(
1− α
β
)1/4
+ 1
)}
. (2.1.16)
By (24.18) and (24.19) in Chapter 18 [9, pp. 214–215],
√
m = 1 + β1/4 and
√
m (1− α)1/4 + β1/4 = 1. (2.1.17)
Then by (2.1.16) and (2.1.17),
P 4Q4 − 4q − PQ3 + 2qP 3Q
= q
{
−2
√
m
β1/4
+m3/2
(
α
β1/4(1− β)
)1/3(
1−√β
m
)1/3(
1
β1/4
)}
=
q
√
m
β1/4
m
(1 +√1− α)
(
1 + (1− α)1/4
)(
1− (1− α)1/4
)
mβ1/4(1 +
√
β)
1/3 − 2
 . (2.1.18)
By (24.20) in Chapter 18 [9, p. 215],
1 + (1− α)1/4 = 2√
m
and
1 +
√
1− α
1 +
√
β
=
2
m
. (2.1.19)
Then by (2.1.18) and (2.1.19),
P 4Q4 − 4q − PQ3 + 2qP 3Q = q
√
m
β1/4

4√m
(
1− (1− α)1/4
)
β1/4
1/3 − 2
 . (2.1.20)
Employing (2.1.17) in (2.1.20), we arrive at
P 4Q4 − 4q − PQ3 + 2qP 3Q = q
√
m
β1/4

(
4
(
1 + β1/4
)− 4 (1− β1/4)
β1/4
)1/3
− 2

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= 0.
This yields the desired identity.
The last theorem for this section provides a P–Q modular equation of degree 5.
Theorem 2.1.4. If
P =
f(q)
f(−q2) and Q =
f(q5)
f(−q10) ,
then
(PQ)2 − 4q
(PQ)2
=
(
Q
P
)3
+ q
(
P
Q
)3
.
Proof. By (1.0.32) and (1.0.34),
P =
21/6q1/24
{α(1− α)}1/24
and Q =
21/6q5/24
{β(1− β)}1/24
,
where β has degree 5 over α. Let m = z1/z5 be the multiplier. Then
P 5Q5 − 4qPQ = 2
2/3q5/4
{αβ(1− α)(1− β)}5/24
{
2− 2 {16αβ(1− α)(1− β)}1/6
}
. (2.1.21)
By Entries 13(i), 13(xiii), and 13(iv) in Chapter 19 of Ramanujan’s second notebook [9,
pp. 280–282],
2− 2 {16αβ(1− α)(1− β)}1/6 = 1 + (αβ)1/2 + {(1− α)(1− β)}1/2
=
m
2
+
5
2m
− 1
= 21/3
{
α5(1− α)5
β(1− β)
}1/24
+ 21/3
{
β5(1− β)5
α(1− α)
}1/24
.
Using the last identity in (2.1.21), we conclude that
P 5Q5 − 4qPQ = 2
2/3q5/4
{αβ(1− α)(1− β)}5/24
(
21/3
{
α5(1− α)5
β(1− β)
}1/24
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+21/3
{
β5(1− β)5
α(1− α)
}1/24)
= Q6 + qP 6. (2.1.22)
Hence we obtain the desired result.
2.2 Applications
The purpose of this section is to establish some applications of new P–Qmodular equations
in partition theory.
Theorem 2.2.1. Let Sk denote the set consisting of 3k copies of the odd positive integers
for k = 1, 2, 3, 4. Let A(N) be the number of partitions of N into distinct parts, which are
elements in S3 that are not multiples of 3, and elements in S4 that are multiples of 3. Let
B(N) be the number of partitions of N − 1 into distinct parts, which are elements in S1 that
are not multiples of 3. Let C(N) be the number of partitions of N − 1 into distinct parts,
which are elements in S4 that are not multiples of 3, and elements in S2 that are multiples
of 3. Let D(N) be the number of partitions of N into distinct parts, which are elements in
S2 that are multiples of 3. Then
A(N) = 8B(N) + C(N) +D(N).
Proof. By (1.0.6), the equation (2.1.15) in Theorem 2.1.2(ii) can be written as
(q; q2)9∞(q
3; q6)9∞ + 8q(q; q
2)3∞(q
3; q6)3∞ + q(q; q
2)12∞ = (q
3; q6)12∞,
that is,
(q; q2)9∞(q
3; q6)9∞ + 8q(q, q
5; q6)3∞(q
3; q6)6∞ + q(q, q
3, q5; q6)12∞ = (q
3; q6)12∞,
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or
(q, q5; q6)9∞(q
3; q6)12∞ + 8q(q, q
5; q6)3∞ + q(q, q
5; q6)12∞(q
3; q6)6∞ = (q
3; q6)6∞. (2.2.1)
The partition identity in the theorem is obtained directly from the last equality by q replaced
by −q.
Example. Let N = 4. Then A(4) = 234, B(4) = 1, C(4) = 226, and D(4) = 0. The
representations are given by
4 = 3α + 1β, where α ∈ {1, 2, . . . , 12} and β ∈ {1, 2, . . . , 9}
= 1ω + 1 + 1γ + 1δ, where ω, , γ, δ ∈ {1, 2, . . . , 9}, and ω, , γ, δ are distinct,
3 = 11 + 12 + 13,
3 = 31 = 32 = 33 = 34 = 35 = 36
= 1α + 1β + 1γ, where α, β, γ ∈ {1, 2, . . . , 12}, and α, β, γ are distinct.
Theorem 2.2.2. Let Sk denote the set consisting of 3k copies of the odd positive integers
for k = 1, 2, 3, 4. Let A(N) be the number of partitions of N into elements in S1 that are
not multiples of 3. Let B(N) be the number of partitions of N − 1 into elements in S3 that
are not multiples of 3, and elements in S4 that are multiples of 3. Let C(N) be the number
of partitions of N − 1 into elements in S2 that are multiples of 3. Let D(N) be the number
of partitions of N into elements in S4 that are not multiples of 3, and elements in S2 that
are multiples of 3. Then
A(N) + 8B(N) + C(N) = D(N).
Proof. We divide (2.2.1) by (q, q5; q6)12∞(q
3; q6)12∞. We find that
1
(q, q5; q6)3∞
+
8q
(q, q5; q6)9∞(q3; q6)12∞
+
q
(q3; q6)6∞
=
1
(q, q5; q6)12∞(q3; q6)6∞
.
The proposed result follows readily from the above equation.
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Example. Let N = 4. Then A(4) = 15, B(4) = 177, C(4) = 6, and D(4) = 1437. The
representations are given by
4 = 1α + 1β + 1γ + 1δ, where α, β, γ, δ ∈ {1, 2, 3},
3 = 1α + 1β + 1γ, where α, β, γ ∈ {1, 2, . . . , 9},
= 31 = 32 = · · · = 312,
3 = 31 = 32 = 33 = 34 = 35 = 36,
4 = 3α + 1β, where α ∈ {1, 2, . . . , 6} and β ∈ {1, 2, . . . , 12},
= 1ω + 1 + 1γ + 1δ, where ω, , γ, δ ∈ {1, 2, . . . , 12}.
Theorem 2.2.3. Let A(N) denote the number of partitions of N + 1 into parts that are
congruent to ±3 or 6 modulo 12 with two distinct colors, say blue and green, and parts that
are congruent to ±1, ±2 or ±5 modulo 12. Let B(N) denote the number of partitions of N
into parts that are congruent to ±3 or 6 modulo 12 with six distinct colors, say blue, green,
red, silver, indigo and orange, and parts that are congruent to ±1, ±2 or ±5 modulo 12 with
three distinct colors, say yellow, violet and pink. Let C(N) denote the number of partitions
of N + 1 into parts that are not congruent to 0 modulo 4 with four distinct colors, say blue,
green, red and silver. Let D(N) denote the number of partitions of N into parts that are
congruent to ±3 or 6 modulo 12 with four distinct colors, say blue, green, red and silver.
Then
A(N) + 4B(N) = C(N) +D(N).
Proof. The identity in Theorem 2.1.2(iii) can be expressed via (1.0.5) as
(q; q)3∞(q
3; q3)3∞
(q4; q4)3∞(q12; q12)3∞
+ 4q
(q; q)∞(q3; q3)∞
(q4; q4)∞(q12; q12)∞
=
(q3; q3)4∞
(q12; q12)4∞
+ q
(q; q)4∞
(q4; q4)4∞
. (2.2.2)
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Multiplying both sides of (2.2.2) by
(q12; q12)4∞(q
4; q4)4∞
(q3; q3)4∞(q; q)4∞
,
we have
(q12; q12)∞(q4; q4)∞
(q3; q3)∞(q; q)∞
+ 4q
(q12; q12)3∞(q
4; q4)3∞
(q3; q3)3∞(q; q)3∞
=
(q4; q4)4∞
(q; q)4∞
+ q
(q12; q12)4∞
(q3; q3)4∞
.
After simplification, we arrive at
1
(q3, q6, q9; q12)2∞(q, q2, q5, q7, q10, q11; q12)∞
+
4q
(q3, q6, q9; q12)6∞(q, q2, q5, q7, q10, q11; q12)3∞
=
1
(q, q2, q3; q4)4∞
+
q
(q3, q6, q9; q12)4∞
,
which gives the desired partition identity.
Example. Let N = 3. Then A(3) = 5, B(3) = 25, C(3) = 101, and D(3) = 4. The
representations are given by
4 = 3b + 1 = 3g + 1 = 2 + 2 = 2 + 1 + 1 = 1 + 1 + 1 + 1,
3 = 3b = 3g,= 3r = 3s = 3i = 3o
= 2α + 1β, where α, β ∈ {y, v, p}
= 1α + 1β + 1γ, where α, β, γ ∈ {y, v, p},
4 = 3α + 1β = 2α + 2β, where α, β ∈ {b, g, r, s}
= 2α + 1β + 1γ, where α, β, γ ∈ {b, g, r, s}
= 1α + 1β + 1γ + 1δ, where α, β, γ, δ ∈ {b, g, r, s},
3 = 3b = 3g = 3r = 3s.
Theorem 2.2.4. Let S1 denote the set consisting of six copies, say in colors blue, green,
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white, silver, cyan and red, of the odd positive integers and, let S2 denote the set consisting
of six copies, say in colors yellow, pink, orange, indigo, violet and navy, of the odd positive
integers that are multiples of 5. Let A(N) be the number of partitions of N+1 into distinct
parts, which are elements in S1 ∪ S2, except red and navy colors. Let B(N) be the number
of partitions of N into distinct parts, which are black and yellow elements in S1 ∪ S2. Let
C(N) be the number of partitions of N + 1 into distinct parts, which are elements in S2. Let
D(N) be the number of partitions of N into distinct parts, which are elements in S1. Then
A(N) = 4B(N) + C(N) +D(N).
Proof. We transcribe P and Q in Theorem 2.1.4 by using (1.0.5) to find that
P =
(q; q)∞
(q2; q2)∞
= (q; q2)∞ and Q =
(q5; q5)∞
(q10; q10)∞
= (q5; q10)∞.
Hence (2.1.22) becomes
(q; q2)5∞(q
5; q10)5∞ + 4q(q; q
2)∞(q5; q10)∞ = (q5; q10)6∞ − q(q; q2)6∞. (2.2.3)
This immediately yeilds the partition identity in the theorem by q replaced by −q .
Example. Let N = 4. Then A(4) = 30, B(4) = 1, C(4) = 0, and D(4) = 26. The
representations are given by
4 = 1b + 1g + 1w + 1s = 1b + 1g + 1w + 1c = 1b + 1g + 1s + 1c
= 1b + 1w + 1s + 1c = 1g + 1w + 1s + 1c
= 3α + 1β, where α, β ∈ {b, g, w, s, c},
3 = 3b,
3 = 3b = 3g = 3w = 3s = 3c = 3r
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= 1α + 1β + 1γ, where α, β, γ ∈ {b, g, w, s, c} and α, β, γ are distinct.
Theorem 2.2.5. Let S1 denote the set consisting of six copies, say in colors blue, green,
white, silver, cyan and red, of the odd positive integers and let S2 denote the set consisting
of six copies, say in colors yellow, pink, orange, indigo, violet and navy, of the odd positive
integers that are multiples of 5. Let A(N) be the number of partitions of N into black and
yellow elements in S1 ∪ S2. Let B(N) be the number of partitions of N − 1 into elements
in S1 ∪ S2, except red and navy colors. Let C(N) be the number of partitions of N − 1 into
elements in S2. Let D(N) be the number of partitions of N into elements in S1. Then
A(N) + 4B(N) + C(N) = D(N).
Proof. Divide (2.2.3) by (q; q2)6∞(q
5; q10)6∞ and obtain
1
(q; q2)∞(q5; q10)∞
+
4q
(q; q2)5∞(q5; q10)5∞
=
1
(q; q2)6∞
− q
(q5; q10)6∞
.
We achieve the proposed formula in the theorem.
Example. Let N = 4. Then A(4) = 2, B(4) = 40, C(4) = 0, and D(4) = 162. The
representations are given by
4 = 3b + 1b = 1b + 1b + 1b + 1b,
3 = 3b = 3g = 3w = 3s = 3c = 3r
= 1α + 1β + 1γ, where α, β, γ ∈ {b, g, w, s, c},
4 = 3α + 1β, where α, β ∈ {b, g, w, s, c, r},
= 1ω + 1 + 1γ + 1δ, where ω, , γ, δ ∈ {b, g, w, s, c, r}.
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Chapter 3
Dedekind Eta Product Identities
In this chapter, we will give proofs of Dedekind eta product identities discovered by M.
Somos in the first section and discovered by Y.-S. Choi in the second section. The Dedekind
eta function is defined by
η(q) := q1/24f(−q).
For our convenience, we write
ηn := η(q
n). (3.0.1)
Furthermore, for any positive integers n, m, we define ηn,m as
ηn,m := ηn,m(q) := q
n
2
P2(mn )f(−qm,−qn−m)
f(−qn) , (3.0.2)
where P2(t) = {t}2−{t}+ 16 is called the second Bernoulli function, and {t} := t− [t] is the
fractional part of t.
3.1 Somos’s Identities
Theorem 3.1.1. The following identities hold:
(i)
η2η6η10η30 = η1η12η15η20 + η3η4η5η60, (3.1.1)
(ii)
η1η3η5η15 + 2η2η6η10η30 = η1η2η15η30 + η3η5η6η10, (3.1.2)
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(iii)
η2η7η9η28η36η126 = η1η4η14η18η63η252 + η2η6η14η18η42η126, (3.1.3)
(iv)
η21η4η
2
7η28 + 2η1η
2
4η7η
2
28 = η
3
2η
3
14, (3.1.4)
and
(v)
η21η8η32 + 2η2η
2
16η32 = η2η
2
4η32 + 4η2η8η
2
64. (3.1.5)
Proof of (i). We rewrite the identity (3.1.1) in the form
f(−q2)f(−q6)f(−q10)f(−q30) = f(−q)f(−q12)f(−q15)f(−q20)
+ qf(−q3)f(−q4)f(−q5)f(−q60). (3.1.6)
Let α, β, γ, δ be of the first, third, fifth, and fifteenth degrees, respectively. Let m denote the
multiplier connecting α and β, and let m′ be the multiplier relating γ and δ. Then applying
(1.0.33)–(1.0.35) to the terms of (3.1.6), we find that
f(−q2)f(−q6)f(−q10)f(−q30)
= 2−4/3
√
z1z3z5z15{αβγδ(1− α)(1− β)(1− γ)(1− δ)}1/24,
f(−q)f(−q12)f(−q15)f(−q20)
= 2−5/3
√
z1z3z5z15{αδ(1− β)(1− γ)}1/24{βγ(1− α)(1− δ)}1/6,
and
qf(−q3)f(−q4)f(−q5)f(−q60)
= 2−5/3
√
z1z3z5z15{αδ(1− β)(1− γ)}1/6{βγ(1− α)(1− δ)}1/24.
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Recall from Entries 11(i) and 11(ii) in [9, p. 383], respectively that
({αδ}1/8 + {(1− α)(1− δ)}1/8) = √m′
m
and ({βγ}1/8 + {(1− β)(1− γ)}1/8) = √m
m′
.
We find that
({αδ}1/8 + {(1− α)(1− δ)}1/8) ({βγ}1/8 + {(1− β)(1− γ)}1/8) = 1.
If we expand and rearrange this modular equation, then we arrive at
1− {αβγδ}1/8−{(1− α)(1− β)(1− γ)(1− δ)}1/8
= {βγ(1− α)(1− δ)}1/8 + {αδ(1− β)(1− γ)}1/8. (3.1.7)
Note that Entry 11(xiv) in [9, p. 385] is
1− {αβγδ}1/8−{(1− α)(1− β)(1− γ)(1− δ)}1/8
= 21/3{αβγδ(1− α)(1− β)(1− γ)(1− δ)}1/24. (3.1.8)
Then combine (3.1.7) and (3.1.8) to obtain
21/3{αβγδ(1− α)(1− β)(1− γ)(1− δ)}1/24
= {βγ(1− α)(1− δ)}1/8 + {αδ(1− β)(1− γ)}1/8, (3.1.9)
which is equivalent to (3.1.6). We complete the proof.
Proof of (ii). Let α, β, γ, δ be of the first, third, fifth, and fifteenth degrees, respectively. Let
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m denote the multiplier connecting α and β, and let m′ be the multiplier relating γ and δ,
i.e., m = z1/z3 and m
′ = z5/z15. Then by (1.0.33) and (1.0.34), the left-hand side of (3.1.2)
becomes
η1η3η5η15 + 2η2η6η10η30
=
√
z1z3z5z15
(
2−2/3 {(1− α)(1− β)(1− γ)(1− δ)}1/6 (αβγδ)1/24
+2−1/3 {αβγδ(1− α)(1− β)(1− γ)(1− δ)}1/12
)
.
We factor the term 2−2/3 {(1− α)(1− β)(1− γ)(1− δ)}1/6 (αβγδ)1/24 out and then use En-
try 11(xiv) in [9, p. 385] to obtain
η1η3η5η15 + 2η2η6η10η30
=
√
z1z3z5z152
−2/3 {(1− α)(1− β)(1− γ)(1− δ)}1/6 (αβγδ)1/24
×
(
{(1− α)(1− β)(1− γ)(1− δ)}1/8 + 21/3 {αβγδ(1− α)(1− β)(1− γ)(1− δ)}1/24
)
=
√
z1z3z5z152
−1
×
(
1− (αβγδ)1/8 − {(1− α)(1− β)(1− γ)(1− δ)}1/8
) (
1− (αβγδ)1/8) . (3.1.10)
For the right-hand side of (3.1.2), by (1.0.33) and (1.0.34), we find that
η1η2η15η30 + η3η5η6η10
=
√
z1z3z5z152
−1
(√
m
m′
(αδ)1/8 {(1− α)(1− δ)}1/4
+
√
m′
m
(βγ)1/8 {(1− β)(1− γ)}1/4
)
, (3.1.11)
for which we use the fact that m = z1/z3 and m
′ = z5/z15.
We will use the following shorthand notation for our convenience. Let A = (αδ)1/8,
A′ = {(1− α)(1− δ)}1/8, B = (βγ)1/8, B′ = {(1− β)(1− γ)}1/8, and M = (m/m′)1/2. We
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deduce that (3.1.10) and (3.1.11) become
η1η3η5η15 + 2η2η6η10η30 =
√
z1z3z5z152
−1 (1− AB − A′B′) (1− AB) (3.1.12)
and
η1η2η15η30 + η3η5η6η10 =
√
z1z3z5z152
−1
(
MAA′2 +
BB′2
M
)
, (3.1.13)
respectively.
Note that we can rewrite the equations (11.1) in [9, p. 385] in our notation as
AB + AB′ + A′B + A′B′ = 1,
B′ − A′2M = BB′ = B − A2M,
and
A+ A′ = B +B′ =
1
M
.
Finally, by using the equality above and elementary manipulations, we can show that
MAA′2 +
BB′2
M
= A(B′ −BB′) +B′
(
B
M
− A2
)
= AB′ − ABB′ +BB′(A+ A′)− A2B′
= AB′ + A′(B − A2M)− A2(BB′ + A′2M)
= AB′ + A′B − A2BB′ − AA′(AM + AA′M)
= AB′ + A′B − A2BB′ − AA′(AB + AB′ + AA′M).
By Entry 11(ix) in [9, p. 384], we have
A′B −BB′ + AB′ + AA′M = 0.
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Then
MAA′2 +
BB′2
M
= AB′ + A′B − A2BB′ − AA′(AB +B(B′ − A′))
= AB′ + A′B − A2BB′ − AA′(AB +B(B − A))
= (AB′ + A′B)(1− AB)
= (1− AB − A′B′) (1− AB) ., (3.1.14)
By (3.1.12), (3.1.13) and (3.1.14), we complete the proof.
Proof of (iii). From Entry 19(ii) in [9, p. 426], we have
η6η42 = q
2ψ(q7)ψ(q9)− q8ψ(q)ψ(q63).
Then (3.1.3) can be written as
η2η7η9η28η36η126 + q
8η2η14η18η126ψ(q)ψ(q
63)
= η1η4η14η18η63η252 + q
2η2η14η18η126ψ(q
7)ψ(q9). (3.1.15)
Let α, β, γ, δ have degrees 1, 7, 9, 63, respectively. Let m denote the multiplier connecting
α and β, and let m′ be the multiplier relating γ and δ. Then by (1.0.27), (1.0.33), (1.0.34)
and (1.0.35), the left-hand side of (3.1.15) becomes
η2η7η9η28η36η126 + q
8η2η14η18η126ψ(q)ψ(q
63)
= z1z63
√
z7z92
−7/3 {αβγδ(1− α)(1− β)(1− γ)(1− δ)}1/12
×
(√
m′
m
{βγ(1− β)(1− γ)}1/8 + (αδ)1/8
)
, (3.1.16)
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and the right-hand side of (3.1.15) becomes
η1η4η14η18η63η252 + q
2η2η14η18η126ψ(q
7)ψ(q9)
= z1z63
√
z7z92
−7/3 {αβγδ(1− α)(1− β)(1− γ)(1− δ)}1/12
×
(
{αδ(1− α)(1− δ)}1/8 +
√
m′
m
(βγ)1/8
)
. (3.1.17)
By Entry 19(iii) in [9, p. 426], we have
√
m′
m
=
(αδ)1/8 − {αδ(1− α)(1− δ)}1/8
(βγ)1/8 − {βγ(1− β)(1− γ)}1/8
. (3.1.18)
Employing (3.1.18) in (3.1.16) and (3.1.17), we find that the right sides of (3.1.16) and
(3.1.17) are seen to be equal and we achieve the proposed identity (3.1.15).
Proof of (iv). If β has degree seven over α, then by (1.0.33) and (1.0.35), the left-hand side
of (3.1.4) reduces to
η21η4η
2
7η28 + 2η1η
2
4η7η
2
28
= (z1z7)
3/2 2−2 {αβ(1− α)(1− β)}1/4
{
{(1− α)(1− β)}1/8 + (αβ)1/8
}
.
Recall from Entry 19(i) in [9, p. 314] that
{(1− α)(1− β)}1/8 + (αβ)1/8 = 1.
Then
η21η4η
2
7η28 + 2η1η
2
4η7η
2
28 = (z1z7)
3/2 2−2 {αβ(1− α)(1− β)}1/4
= η32η
3
14,
31
which completes the proof by (1.0.34).
Proof of (v). By Entry 24(iii) in [9, p. 39], we have
ϕ(−q) = η
2
1
η2
and q1/8ψ(q) =
η22
η1
. (3.1.19)
Now, consider the left-hand side of (3.1.5). We have
η21η8η32 + 2η2η
2
16η32 = η2η8η32
(
η21
η2
+ 2
η216
η8
)
= η2η8η32
(
ϕ(−q) + 2qψ(q8)) .
Let β be of the fourth degree over α and let m denote the associated multiplier. By (1.0.24)
and (1.0.28), we deduce that
η21η8η32 + 2η2η
2
16η32 = η2η8η32
(√
z1(1− α)1/4 + 2q
{
1
2
√
z4(βq
−4)1/4
})
= η2η8η32
√
z4
(√
m(1− α)1/4 + β1/4) .
Note from Entry 24(iii) in [9, p. 214] that
√
m(1− α)1/4 + β1/4 = 1.
Then
η21η8η32 + 2η2η
2
16η32 = η2η8η32
√
z4. (3.1.20)
Next, consider the right-hand side of (3.1.5). By (3.1.19), we find that
η2η
2
4η32 + 4η2η8η
2
64 = η2η8η32
(
η24
η8
+ 4q4
η264
η32
)
32
= η2η8η32
(
ϕ(−q4) + 4q4ψ(q32)) .
By (1.0.24) and (1.0.29), it follows that
η2η
2
4η32 + 4η2η8η
2
64 = η2η8η32
(√
z4(1− β)1/4 + 4q4
{
1
4
√
z4
{
1− (1− β)1/4} q−4})
= η2η8η32
√
z4. (3.1.21)
We complete the proof by (3.1.20) and (3.1.21).
Next, we will establish an identity between multipliers which follows from the above the-
orem.
Corollary 3.1.2. We have
2 =
(
X
Y
)1/4
+
(
Y
X
)1/4
+ (XY )1/4 −
(
1
XY
)1/4
,
where X = (3−m)(m
′+1)
(3−m′)(m+1) , Y =
m
m′ , m =
z1
z3
and m′ = z5
z15
.
Proof. If we multiply both sides of (3.1.9) by 22/3, and then cancel the modular parameters
from the left-hand side of the formula, we obtain the identity
2 = 22/3
{
β2γ2(1− β)2(1− γ)2
αδ(1− α)(1− δ)
}1/24{
(1− α)(1− δ)
(1− β)(1− γ)
}1/8
+ 22/3
{
α2δ2(1− α)2(1− δ)2
βγ(1− β)(1− γ)
}1/24{
(1− β)(1− γ)
(1− α)(1− δ)
}1/8
.
By Entries 11(iv) and 11(v) in [9, pp. 383–384], our formula becomes
2 =
(
1 + (βγ)1/8 + {(1− β)(1− γ)}1/8
){ (1− α)(1− δ)
(1− β)(1− γ)
}1/8
+
(
1− (αδ)1/8 − {(1− α)(1− δ)}1/8
){(1− β)(1− γ)
(1− α)(1− δ)
}1/8
,
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and finally by Entries 11(i), 11(ii) in [9, p. 383] and the equation (11.10) in [9, p. 388], we
find that
2 =
(
1 +
√
m
m′
){
m′2(3−m)2(m′ + 1)2
m2(m+ 1)2(3−m′)2
}1/8
+
(
1−
√
m′
m
){
m2(m+ 1)2(3−m′)2
m′2(3−m)2(m′ + 1)2
}1/8
=
(
1 +
√
Y
)(X
Y
)1/4
+
(
1−
√
X
)(Y
X
)1/4
=
(
X
Y
)1/4
+
(
Y
X
)1/4
+ (XY )1/4 −
(
1
XY
)1/4
,
which completes the poof.
3.2 Choi’s Identities
Theorem 3.2.1. We have
4η21η
2
3η
8
4η
2
6η
2
3,1η
2
6,1 − η42η24η66η212η24,2η66,2η212,2 = 3η81η24η26η212 (3.2.1)
and
η162 η
8
3η
4
12η
4
3,1η
2
12,2 − η161 η44η46η412 = 12η101 η22η23η64η26η612. (3.2.2)
Proof. Note that
P2
(
1
2
)
=
1
4
− 1
2
+
1
6
= − 1
12
,
P2
(
1
3
)
=
1
9
− 1
3
+
1
6
= − 1
18
,
and
P2
(
1
6
)
=
1
36
− 1
6
+
1
6
=
1
36
.
Let α and β have degrees 1 and 3, respectively and let m = z1/z3 be a multiplier. By the
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definitions (3.0.1) of ηn and (3.0.2) of ηn,m, the first term of (3.2.1) becomes
4η21η
2
3η
8
4η
2
6η
2
3,1η
2
6,1 = 4q
13/6f 2(−q)f 8(−q4)f 2(−q,−q2)f 2(−q,−q5).
Note that by Example(v) in [9, p. 51], we have
f(q, q5) = ψ(−q3)χ(q). (3.2.3)
Then by (1.0.5) and (3.2.3), we see that
4η21η
2
3η
8
4η
2
6η
2
3,1η
2
6,1 = 4q
13/6f 4(−q)f 8(−q4)ψ2(q3)χ2(−q).
By (1.0.27), (1.0.33), (1.0.35), and (1.0.37), we obtain
4η21η
2
3η
8
4η
2
6η
2
3,1η
2
6,1 = z
6
1z32
−14/3α17/12 (1− α)7/6 β1/4. (3.2.4)
Next for the second term of (3.2.1), we find that
η42η
2
4η
6
6η
2
12η
2
4,2η
6
6,2η
2
12,2 = q
13/6f 10(−q2)f 2(−q2,−q2)f 2(−q2,−q10).
Then by using (1.0.3), (3.2.3), (1.0.25), (1.0.28), (1.0.34), (1.0.38), respectively, we obtain
η42η
2
4η
6
6η
2
12η
2
4,2η
6
6,2η
2
12,2 = q
13/6f 10(−q2)ϕ2(−q2)ψ2(q6)χ2(−q2)
= z61z32
−14/3α2/3(1− α)7/6β1/2. (3.2.5)
Similarly, for the last term of (3.2.1), by using (1.0.33)–(1.0.35), we deduce that
3η81η
2
4η
2
6η
2
12 = 3q
13/6f 8(−q)f 2(−q4)f 2(−q6)f 2(−q12)
= 3z51z
2
32
−14/3α2/3 (1− α)17/12 β1/2 (1− β)1/4 . (3.2.6)
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We denote F (q) to be the left-hand side of (3.2.1). We see that by (3.2.4) and (3.2.5),
F (q) = z61z32
−14/3α17/12 (1− α)7/6 β1/4 − z61z32−14/3α2/3(1− α)7/6β1/2
= z61z32
−14/3α2/3(1− α)7/6β1/2
((
α3
β
)1/4
− 1
)
.
By (2.1.12), the right side of the above equation becomes
F (q) = z61z32
−14/3α2/3(1− α)7/6β1/2
((
3 +m
2m
)2
− 1
)
= 3z51z
2
32
−14/3α2/3(1− α)7/6β1/2
(
(m+ 1)(3−m)3
16m3
)1/4(
(m+ 1)3(3−m)
16m
)1/4
.
(3.2.7)
For the last equality, we use the fact that m = z1/z3. Note that the equation (5.5) in [9,
p. 233] is
1− α = (m+ 1)(3−m)
3
16m3
and 1− β = (m+ 1)
3(3−m)
16m
. (3.2.8)
We substitute (3.2.8) into (3.2.7) to obtain
F (q) = 3z51z
2
32
−14/3α2/3(1− α)7/6β1/2 (1− α)1/4 (1− β)1/4
= 3z51z
2
32
−14/3α2/3 (1− α)17/12 β1/2 (1− β)1/4 , (3.2.9)
By (3.2.6) and (3.2.9), the proof of the first identity is complete.
To prove (3.2.2), we note that
P2
(
1
3
)
=
1
9
− 1
3
+
1
6
= − 1
18
,
and
P2
(
1
6
)
=
1
36
− 1
6
+
1
6
=
1
36
.
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For the first term of (3.2.2), by using (1.0.28), (1.0.33), (1.0.34), (1.0.35), and (1.0.38), we
obtain
η162 η
8
3η
4
12η
4
3,1η
2
12,2 = q
13/3f 4(−q)f 16(−q2)f 4(−q3)f 2(−q12)ψ2(q6)χ2(−q2)
= z101 z
4
32
−28/3α4/3 (1− α)25/12 β (1− β)3/4 . (3.2.10)
Next by (1.0.33), (1.0.34), and (1.0.35), the second term of (3.2.2) becomes
η161 η
4
4η
4
6η
4
12 = q
13/3f 16(−q)f 4(−q4)f 4(−q6)f 4(−q12)
= z101 z
4
32
−28/3α4/3 (1− α)17/6 β (1− β)1/2 . (3.2.11)
For the last term of (3.2.2), by using (1.0.33)–(1.0.35), we find that
12η101 η
2
2η
2
3η
6
4η
2
6η
6
12 = 12q
16/3f 10(−q)f 2(−q2)f 2(−q3)f 6(−q4)f 2(−q6)f 6(−q12)
= 3z91z
5
32
−28/3α19/12 (1− α)25/12 β5/4 (1− β)3/4 . (3.2.12)
We set G(q) to be the left side of (3.2.2). We see that by (3.2.10) and (3.2.11),
G(q) = z101 z
4
32
−28/3α4/3 (1− α)25/12 β (1− β)3/4 − z101 z432−28/3α4/3 (1− α)17/6 β (1− β)1/2
= z101 z
4
32
−28/3α4/3 (1− α)25/12 β (1− β)3/4
(
1− (1− α)3/4 (1− β)−1/4
)
.
By (2.1.12), the right side of the above equation becomes
G(q) = z101 z
4
32
−28/3α4/3 (1− α)25/12 β (1− β)3/4
(
1−
(
3−m
2m
)2)
= 3z91z
5
32
−28/3α4/3 (1− α)25/12 β (1− β)3/4
×
(
(m− 1)(m+ 3)3
16m3
)1/4(
(m− 1)3(m+ 3)
16m
)1/4
, (3.2.13)
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where for the last equality, we use the fact that m = z1/z3. Note that the equation (5.2) in
[9, p. 233] is
α =
(m− 1)(m+ 3)3
16m3
and β =
(m− 1)3(m+ 3)
16m
. (3.2.14)
Substituting (3.2.14) into (3.2.13) yields
G(q) = 3z91z
5
32
−28/3α4/3 (1− α)25/12 β (1− β)3/4 α1/4β1/4
= 3z91z
5
32
−28/3α19/12 (1− α)25/12 β5/4 (1− β)3/4 . (3.2.15)
By (3.2.12) and (3.2.15), we complete the proof of the second identity.
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Chapter 4
The Ramanujan-Go¨llnitz-Gordon
Continued Fraction
4.1 Introduction
The Rogers-Ramanujan continued fraction is defined by [2, p. 9], [32, p. xxviii],
R(q) :=
q1/5
1 +
q
1 +
q2
1 +
q3
1 + · · · , |q| < 1.
The famous Rogers-Ramanujan functions G(q) and H(q) are defined by
G(q) :=
∞∑
n=0
qn
2
(q; q)n
=
1
(q; q5)∞(q4; q5)∞
(4.1.1)
and
H(q) :=
∞∑
n=0
qn(n+1)
(q; q)n
=
1
(q2; q5)∞(q3; q5)∞
, (4.1.2)
where the two equalities on the right sides of (4.1.1) and (4.1.2) are the celebrated Rogers-
Ramanujan identities [2, p. 87], [34, p. 347]. Using (4.1.1) and (4.1.2), Rogers [36] proved
that
R(q) = q1/5
G(q)
H(q)
.
In his notebooks, Ramanujan recorded many identities involving R(q) which can be found
in [2], [9], [33], [34]. For example, two of the most important formulas for R(q) [2, p. 11],
[34, pp. 135, 238] are
1
R(q)
− 1−R(q) = (q
1/5; q1/5)∞
q1/5(q5; q5)∞
(4.1.3)
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and
1
R5(q)
− 11−R5(q) = (q; q)
6
∞
q(q5; q5)6∞
. (4.1.4)
Furthermore, he established factorizations of (4.1.3) and (4.1.4) [2, pp. 21–22], [34, p. 206],
namely,
1√
R(q)
− γ
√
R(q) =
1
q1/10
√
(q; q)∞
(q5; q5)∞
∞∏
n=1
1
1 + γqn/5 + q2n/5
,
1√
R(q)
− δ
√
R(q) =
1
q1/10
√
(q; q)∞
(q5; q5)∞
∞∏
n=1
1
1 + δqn/5 + q2n/5
,(
1√
R(q)
)5
−
(
γ
√
R(q)
)5
=
1
q1/2
√
(q; q)∞
(q5; q5)∞
∞∏
n=1
1
(1 + γqn/5 + q2n/5)
5 ,(
1√
R(q)
)5
−
(
δ
√
R(q)
)5
=
1
q1/2
√
(q; q)∞
(q5; q5)∞
∞∏
n=1
1
(1 + δqn/5 + q2n/5)
5 ,
(4.1.5)
where γ = (1−√5)/2 and δ = (1 +√5)/2.
On page 229 of his second notebook [33], [9, p. 221], Ramanujan defined another continued
fraction v(q) that has properties similar to those of R(q), namely,
v(q) :=
q1/2
1 + q +
q2
1 + q3 +
q4
1 + q5 +
q6
1 + q7 + · · · , (4.1.6)
later called the Ramanujan-Go¨llnitz-Gordon continued fraction. In addition, Ramanujan
recorded an identity for v(q) [9, p. 221], which is
v(q) = q1/2
f(−q,−q7)
f(−q3,−q5) . (4.1.7)
H. Go¨llnitz [22] and B. Gordon [23] rediscovered and proved (4.1.7) independently. A proof
of (4.1.7) can also be found in [9, p. 221]. Moreover, Ramanujan established two further
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identities for v(q), [9, p. 221], [33, p. 229], namely,
1
v(q)
− v(q) = ϕ(q
2)
q1/2ψ(q4)
(4.1.8)
and
1
v(q)
+ v(q) =
ϕ(q)
q1/2ψ(q4)
. (4.1.9)
The Go¨llnitz-Gordon functions S(q) and T (q) are defined as
S(q) :=
∞∑
n=0
(−q; q2)n
(q2; q2)n
qn
2
and T (q) :=
∞∑
n=0
(−q; q2)n
(q2; q2)n
qn
2+2n. (4.1.10)
Then the Go¨llnitz-Gordon identities are given by
S(q) =
1
(q; q8)∞(q4; q8)∞(q7; q8)∞
(4.1.11)
and
T (q) =
1
(q3; q8)∞(q4; q8)∞(q5; q8)∞
. (4.1.12)
We see that
v(q) = q1/2
T (q)
S(q)
.
Recently, several authors, including N. D. Baruah and N. Saikia [7], H.-H. Chan and S.-S.
Huang [17], S.-D. Chen and S.-S. Huang [18], S. Cooper [20] and M. D. Hirschhorn [24],
have found additional identities and properties for v(q). In this chapter, we will establish
several new identities and properties for v(q) motivated by identities involving the Rogers-
Ramanujan continued fraction.
In [26], T. Horie and N. Kanou found that
1
v2(q)
− 6 + v2(q) = (q; q)
4
∞(q
4; q4)2∞
q(q2; q2)2∞(q8; q8)4∞
, (4.1.13)
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by employing modular forms; also see [20]. Here in Section 4.2, we will present a shorter
proof of (4.1.13) by utilizing factorizations of v(q) that are similar to (4.1.5).
Here in Section 4.2, we will present factorizations for v(q) in Theorem 4.2.1 and Theorem
4.2.2 which are similar to (4.1.5). In the sequel, we prove that
1
v(q)
+ 2− v(q) = (−q
1/2; q)2∞(q; q)∞(q
4; q8)∞
q1/2(q8; q8)∞
and
1
v(q)
− 2− v(q) = (q
1/2; q)2∞(q; q)∞(q
4; q8)∞
q1/2(q8; q8)∞
,
which are employed to establish a shorter proof of (4.1.13).
Hirschhorn [24] showed that when infinite products associated with v(q) are expanded as
power series, the sign of the coefficients is periodic with period 8, and he also derived some
identities for such coefficients. In Section 4.3, we will provide a new proof of Hirschhorn’s
results. The forms given in Theorems 4.3.3 and 4.3.4 are the same as the ones given by
Hirschhorn, but are given here in a more compact form. Both Hirschhorn’s form as well as
the formulas in Theorems 4.3.3 and 4.3.4 immediately imply the sign of the coefficients. In
the same section, some new identities for v(q) are found here, namely Theorem 4.3.6.
4.2 New Identities for the
Ramanujan-Go¨llnitz-Gordon Continued Fraction
In this section, we shall provide identities for v(q) which resemble (4.1.3) and (4.1.5).
Define
v := q1/2
f(−q,−q7)
f(−q3,−q5) . (4.2.1)
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Theorem 4.2.1. We have
1√
v
+ i
√
v =
f 2(q)
q1/4f(−iq1/2)f(−q8)√χ(−q) , (4.2.2)
1√
v
− i√v = f
2(q)
q1/4f(iq1/2)f(−q8)√χ(−q) , (4.2.3)
1√
v
+
√
v =
χ(q2)χ(−q4)
q1/4
√
χ(−q)
∞∏
n=1
(
1 +
(n
2
)
qn/2
)
, (4.2.4)
and
1√
v
−√v = χ(q
2)χ(−q4)
q1/4
√
χ(−q)
∞∏
n=1
(
1−
(n
2
)
qn/2
)
, (4.2.5)
where
(n
2
)
is the Kronecker symbol.
Proof. By (4.2.1),
1√
v
+ i
√
v =
f(−q3,−q5) + iq1/2f(−q,−q7)
q1/4
√
f(−q,−q7)f(−q3,−q5) . (4.2.6)
By Jacobi’s triple product identity (1.0.2),
f(−q,−q7)f(−q3,−q5) = (q; q8)∞(q7; q8)∞(q3; q8)∞(q5; q8)∞(q8; q8)2∞
= (q; q2)∞(q8; q8)2∞
= χ(−q)f 2(−q8). (4.2.7)
Take k = 2, a = iq1/2, and b = −iq3/2 in (1.0.7) to obtain
f(iq1/2,−iq3/2) = f(−q3,−q5) + iq1/2f(−q,−q7).
By (1.0.2),
f(iq1/2,−iq3/2) = (−iq1/2; q2)∞(iq3/2; q2)∞(q2; q2)∞
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=
f 2(q)
f(−iq1/2) . (4.2.8)
Substituting (4.2.7) and (4.2.8) in (4.2.6), we deduce that
1√
v
+ i
√
v =
f 2(q)
q1/4f(−iq1/2)f(−q8)√χ(−q) .
To prove (4.2.3)–(4.2.5), take (k, a, b) = (2,−iq1/2, iq3/2), (2, q1/2,−q3/2), and (2,−q1/2, q3/2),
respectively, in (1.0.7).
We notice that Theorem 4.2.1 provides a factorization of (4.1.8) and (4.1.9). Before
proceeding further, we define α :=
√
2− 1, β := √2 + 1 and ζ := epii/4.
Theorem 4.2.2. We have
1√
v
− α√v =
∞∏
n=1
(1 + α(−1)nqn/2 − αqn − (−1)nq3n/2)
q1/4f(−q8)√χ(−q) , (4.2.9)
1√
v
+ α
√
v =
∞∏
n=1
(1 + αqn/2 − αqn − q3n/2)
q1/4f(−q8)√χ(−q) , (4.2.10)
1√
v
− β√v =
∞∏
n=1
(1− βqn/2 + βqn − q3n/2)
q1/4f(−q8)√χ(−q) , (4.2.11)
and
1√
v
+ β
√
v =
∞∏
n=1
(1− β(−1)nqn/2 + βqn − (−1)nq3n/2)
q1/4f(−q8)√χ(−q) . (4.2.12)
Proof. By (4.2.1),
1√
v
− α√v = f(−q
3,−q5)− αq1/2f(−q,−q7)
q1/4
√
f(−q,−q7)f(−q3,−q5) . (4.2.13)
44
Take k = 4, a = ζ, and b = ζ3q1/2 in (1.0.7) to obtain
f(ζ, ζ3q1/2) = f(−q3,−q5)+ζf(−q5,−q3)+ζ6q1/2f(−q7,−q)+ζ7q3/2f(−q9,−q−1). (4.2.14)
Take n = 1, a = −q−1, and b = −q9 in (1.0.11). This yeilds
f(−q9,−q−1) = −q−1f(−q7,−q). (4.2.15)
Substituting (4.2.15) in (4.2.14), we obtain
f(ζ, ζ3q1/2) = (1 + ζ)f(−q3,−q5) + ζ6q1/2f(−q7,−q)− ζ7q1/2f(−q7,−q)
= (1 + ζ)f(−q3,−q5) + (ζ6 − ζ7) q1/2f(−q,−q7),
by (1.0.8).
Note that α = ζ + ζ7 − 1, so ζ6 − ζ7 = −α(1 + ζ). It follows that
f(ζ, ζ3q1/2)
1 + ζ
= f(−q3,−q5)− αq1/2f(−q,−q7). (4.2.16)
Substituting (4.2.7) and (4.2.16) in (4.2.13), we deduce that
1√
v
− α√v = f(ζ, ζ
3q1/2)
(1 + ζ) q1/4
√
χ(−q)f 2(−q8) . (4.2.17)
By Jacobi’s triple product identity (1.0.2),
f(ζ, ζ3q1/2)
1 + ζ
=
(−ζ;−q1/2)∞(−ζ3q1/2;−q1/2)∞(−q1/2;−q1/2)∞
1 + ζ
= (ζq1/2;−q1/2)∞(−ζ3q1/2;−q1/2)∞(−q1/2;−q1/2)∞
=
∞∏
n=1
(
1 + ζ(−q1/2)n) (1− ζ3(−q1/2)n) (1− (−q1/2)n) .
45
Note that ζ − ζ3 = √2 and ζ4 = −1. Then
f(ζ, ζ3q1/2)
1 + ζ
=
∞∏
n=1
(
1 +
√
2(−q1/2)n + (−q1/2)2n
) (
1− (−q1/2)n)
=
∞∏
n=1
(
1 + (
√
2− 1)(−1)nqn/2 − (
√
2− 1)qn − (−1)nq3n/2
)
=
∞∏
n=1
(
1 + α(−1)nqn/2 − αqn − (−1)nq3n/2) . (4.2.18)
Substituting (4.2.18) in (4.2.17), we complete the proof of (4.2.9).
To prove (4.2.10)–(4.2.12), take (k, a, b) = (4,−ζ3,−ζ5q1/2), (4, ζ3, ζ5q1/2), and (4,−ζ,
−ζ3q1/2), respectively, in (1.0.7) and use the fact that
ζ6 + ζ = α(1− ζ3),
ζ6 − ζ = −β(1 + ζ3),
and
ζ6 + ζ7 = β(1− ζ),
respectively.
Corollary 4.2.3. We have
1
v
+ 2− v = ϕ(q
1/2)
q1/2ψ(q4)
(4.2.19)
and
1
v
− 2− v = ϕ(−q
1/2)
q1/2ψ(q4)
. (4.2.20)
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Proof. By (4.2.9) and (4.2.12), observe that
1
v
+2− v
=
(
1√
v
− α√v
)(
1√
v
+ β
√
v
)
=
∞∏
n=1
(
1 + α(−1)nqn/2 − αqn − (−1)nq3n/2) (1− β(−1)nqn/2 + βqn − (−1)nq3n/2)
q1/2χ(−q)f 2(−q8) .
(4.2.21)
We see that
(
1 + α(−1)nqn/2 − αqn −(−1)nq3n/2) (1− β(−1)nqn/2 + βqn − (−1)nq3n/2)
= 1− 2(−1)nqn/2 + qn + q2n − 2(−1)nq5n/2 + q3n
=
(
1 + q2n
) (
1− 2(−1)nqn/2 + qn)
=

(1 + q2n)
(
1− 2qk + q2k) , if n = 2k,
(1 + q2n)
(
1 + 2qk−1/2 + q2k−1
)
, if n = 2k − 1.
(4.2.22)
Substituting (4.2.22) in (4.2.21), we deduce that
1
v
+ 2− v =
∞∏
n=1
(
1 + q2n
)
(1− qn)2 (1 + qn−1/2)2
q1/2χ(−q)f 2(−q8)
=
(−q2; q2)∞(q; q)2∞(−q1/2; q)2∞
q1/2(q; q2)∞(q8; q8)2∞
=
(−q2; q2)∞(q2; q2)∞(q; q)∞(−q1/2; q)2∞
q1/2(q8; q8)2∞
=
(q4; q8)∞(q; q)∞(−q1/2; q)2∞
q1/2(q8; q8)∞
=
ϕ(q1/2)
q1/2ψ(q4)
,
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by (1.0.3) and (1.0.4), which completes the proof of (4.2.19). The proof of (4.2.20) follows
precisely along the same lines.
Corollary 4.2.4. If ζ = epii/4, then
1
v
+ 2
√
2 + v =
f 2(−q)(ζ3q1/2; q)2∞(ζ5q1/2; q)2∞
q1/2f(−q4)f(−q8) , (4.2.23)
1
v
− 2
√
2 + v =
f 2(−q)(ζq1/2; q)2∞(ζ7q1/2; q)2∞
q1/2f(−q4)f(−q8) , (4.2.24)
1
v
− α2v = f
2(−q)χ(q2)(ζ3q; q)2∞(ζ5q; q)2∞
q1/2f 2(−q8) , (4.2.25)
and
1
v
− β2v = f
2(−q)χ(q2)(ζq; q)2∞(ζ7q; q)2∞
q1/2f 2(−q8) . (4.2.26)
Proof. By (4.2.10) and (4.2.12), we see that
1
v
+2
√
2 + v
=
(
1√
v
+ α
√
v
)(
1√
v
+ β
√
v
)
=
∞∏
n=1
(
1 + αqn/2 − αqn − q3n/2) (1− β(−1)nqn/2 + βqn − (−1)nq3n/2)
q1/2χ(−q)f 2(−q8) . (4.2.27)
We observe that
(
1 + αqn/2 − αqn − q3n/2) (1− β(−1)nqn/2 + βqn − (−1)nq3n/2)
=
(
1− qn/2) (1 + (1 + α)qn/2 + qn) (1− (−1)nqn/2) (1 + (1− β)(−1)nqn/2 + qn)
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=
(
1− qk)2 (1 + q4k) , if n = 2k,(
1− q2k−1) (1− ζ3qk−1/2)2 (1− ζ5qk−1/2)2 , if n = 2k − 1. (4.2.28)
Substituting (4.2.28) in (4.2.27), we deduce that
1
v
+ 2
√
2 + v =
∞∏
n=1
(1− qn)2 (1 + q4n) (1− q2n−1) (1− ζ3qn−1/2)2 (1− ζ5qn−1/2)2
q1/2χ(−q)f 2(−q8)
=
(q; q)2∞(−q4; q4)∞(q; q2)∞(ζ3q1/2; q)2∞(ζ5q1/2; q)2∞
q1/2(q; q2)∞(q8; q8)2∞
=
(q; q)2∞(ζ
3q1/2; q)2∞(ζ
5q1/2; q)2∞
q1/2(q4; q4)∞(q8; q8)∞
=
f 2(−q)(ζ3q1/2; q)2∞(ζ5q1/2; q)2∞
q1/2f(−q4)f(−q8) ,
which completes the proof of (4.2.23). The proofs of (4.2.24)–(4.2.26) proceed along similar
lines.
The following corollary is (4.1.13), and originally was proved by using modular forms.
Corollary 4.2.5. We have
1
v2
− 6 + v2 = f
4(−q)f 2(−q4)
qf 2(−q2)f 4(−q8) =
ϕ2(−q)
qψ2(q4)
. (4.2.29)
Proof. By (4.2.19) and (4.2.20), we deduce that
1
v2
− 6 + v2 =
(
1
v
+ 2− v
)(
1
v
− 2− v
)
=
(
ϕ(q1/2)
q1/2ψ(q4)
)(
ϕ(−q1/2)
q1/2ψ(q4)
)
=
ϕ2(−q)
qψ2(q4)
.
The last equation is obtained by (1.0.13). By employing the product representations in
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(1.0.3)–(1.0.5), we easily obtain the last equality of (4.2.29).
4.3 The Expansion of the
Ramanujan-Go¨llnitz-Gordon Continued Fraction
In [18], Chen and Huang established the 4-dissection of the Ramanujan-Go¨llnitz-Gordon
Continued Fraction. In this section, we shall provide a new proof the 8-dissection identities
of this continued fraction found by Hirschhorn [24]. Define
D(q) :=
f(−q3,−q5)
f(−q,−q7) .
By (4.1.8) and (4.1.9), we find that
D(q) =
1
2ψ(q4)
(
ϕ(q2) + ϕ(q)
)
=
1
2ψ(q4)
( ∞∑
n=−∞
q2n
2
+
∞∑
n=−∞
qn
2
)
=:
∞∑
n=0
unq
n. (4.3.1)
If f(q) =
∞∑
n=0
anq
n, we define the operator U8 operating on f(q) by [1, p. 161]
U8f(q) :=
∞∑
n=0
a8nq
n =
1
8
7∑
j=0
f(ζjq1/8),
where ζ = epii/4. Then apply U8 to (4.3.1) and deduce that
∞∑
n=0
u8n+aq
n
= U8q
−aD(q)
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=
1
8
7∑
j=0
ζ−ajq−a/8D(ζjq1/8)
=
1
16
7∑
j=0
ζ−ajq−a/8
1
ψ(ζ4jq1/2)
( ∞∑
n=−∞
ζ2n
2jqn
2/4 +
∞∑
n=−∞
ζn
2jqn
2/8
)
=
1
16
7∑
j=0
1
ψ((−1)jq1/2)
( ∞∑
n=−∞
ζ(2n
2−a)jqn
2/4−a/8 +
∞∑
n=−∞
ζ(n
2−a)jqn
2/8−a/8
)
=
1
16ψ(q1/2)
3∑
j=0
( ∞∑
n=−∞
ζ(2n
2−a)2jqn
2/4−a/8 +
∞∑
n=−∞
ζ(n
2−a)2jqn
2/8−a/8
)
+
1
16ψ(−q1/2)
3∑
j=0
( ∞∑
n=−∞
ζ(2n
2−a)(2j+1)qn
2/4−a/8 +
∞∑
n=−∞
ζ(n
2−a)(2j+1)qn
2/8−a/8
)
.
(4.3.2)
Lemma 4.3.1. If ζ = epii/4, then we have
3∑
j=0
ζr(2j) =

4, if r ≡ 0 (mod 4),
0, otherwise,
(4.3.3)
and
3∑
j=0
ζr(2j+1) =

4, if r ≡ 0 (mod 8),
−4, if r ≡ 4 (mod 8),
0, otherwise.
(4.3.4)
Lemma 4.3.2. We have
ψ(q)ψ(−q) = f(−q2)f(−q4), (4.3.5)
ψ(q) + ψ(−q) = 2f(q6, q10) (4.3.6)
and
ψ(q)− ψ(−q) = 2qf(q2, q14). (4.3.7)
Proof. The identity (4.3.5) follows immediately from (1.0.14) and (1.0.12).
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To prove (4.3.6), by (1.0.4), we have
ψ(q) + ψ(−q) =
∞∑
n=0
qn(n+1)/2 +
∞∑
n=0
(−q)n(n+1)/2
=
∞∑
n=0
qn(2n+1) +
∞∑
n=0
q(n+1)(2n+1)
+
∞∑
n=0
(−1)nqn(2n+1) +
∞∑
n=0
(−1)nq(n+1)(2n+1)
= 2
∞∑
n=0
q2n(4n+1) + 2
∞∑
n=0
q(2n+2)(4n+3)
= 2
∞∑
n=−∞
q2n(4n+1).
By (1.0.1) and (1.0.8), we obtain (4.3.6).
Similarly, by (1.0.4), we deduce that
ψ(q)− ψ(−q) =
∞∑
n=0
qn(n+1)/2 −
∞∑
n=0
(−q)n(n+1)/2
=
∞∑
n=0
qn(2n+1) +
∞∑
n=0
q(n+1)(2n+1)
−
∞∑
n=0
(−1)nqn(2n+1) −
∞∑
n=0
(−1)nq(n+1)(2n+1)
= 2
∞∑
n=0
q(2n+1)(4n+3) + 2
∞∑
n=0
q(2n+1)(4n+1)
= 2
∞∑
n=−∞
q(2n+1)(4n+1),
so the proof of (4.3.7) is complete by employing (1.0.1) and (1.0.8).
Theorem 4.3.3. We have
∞∑
n=0
u8nq
n =
ϕ(q4)f(q3, q5)
f(−q)f(−q2) ,
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∞∑
n=0
u8n+1q
n =
ψ(q)f(q3, q5)
f(−q)f(−q2) ,
∞∑
n=0
u8n+2q
n =
ψ(q2)f(q3, q5)
f(−q)f(−q2) ,
∞∑
n=0
u8n+3q
n = 0,
∞∑
n=0
u8n+4q
n = −2qψ(q
8)f(q, q7)
f(−q)f(−q2) ,
∞∑
n=0
u8n+5q
n = − ψ(q)f(q, q
7)
f(−q)f(−q2) ,
∞∑
n=0
u8n+6q
n = −ψ(q
2)f(q, q7)
f(−q)f(−q2) ,
∞∑
n=0
u8n+7q
n = 0.
Proof. It is obvious from (4.3.2), (4.3.3) and (4.3.4) that the fourth and the last identities
hold.
To prove the first equality, by (4.3.2) with a = 0, (4.3.3) and (4.3.4), we have
∞∑
n=0
u8nq
n =
1
4ψ(q1/2)
( ∞∑
n=−∞
qn
2
+
∞∑
n=−∞
qn
2/2
)
+
1
4ψ(−q1/2)
( ∞∑
n=−∞
qn
2
+
∞∑
n=−∞
(−1)nqn2/2
)
=
1
4ψ(q1/2)
(
ϕ(q) + ϕ(q1/2)
)
+
1
4ψ(−q1/2)
(
ϕ(q) + ϕ(−q1/2))
=
1
4
(
ϕ(q)
(
1
ψ(q1/2)
+
1
ψ(−q1/2)
)
+
(
ϕ(q1/2)
ψ(q1/2)
+
ϕ(−q1/2)
ψ(−q1/2)
))
. (4.3.8)
Employing (1.0.15) and (1.0.14), respectively, we see that
ϕ(q1/2)
ψ(q1/2)
=
ψ(q1/2)
ψ(q)
=
ϕ(−q)
ψ(−q1/2) . (4.3.9)
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Similarly,
ϕ(−q1/2)
ψ(−q1/2) =
ψ(−q1/2)
ψ(q)
=
ϕ(−q)
ψ(q1/2)
. (4.3.10)
Putting (4.3.9) and (4.3.10) in (4.3.8) yields
∞∑
n=0
u8nq
n =
1
4
(ϕ(q) + ϕ(−q))
(
1
ψ(q1/2)
+
1
ψ(−q1/2)
)
.
By (1.0.16), (4.3.5) and (4.3.6),
∞∑
n=0
u8nq
n =
ϕ(q4)f(q3, q5)
f(−q)f(−q2) ,
which completes the proof of the first identity.
Now by (4.3.2) with a = 1, (4.3.3) and (4.3.4), we find that
∞∑
n=0
u8n+1q
n =
1
4ψ(q1/2)
∞∑
n=−∞
qn(n+1)/2 +
1
4ψ(−q1/2)
∞∑
n=−∞
qn(n+1)/2
=
1
2
(
1
ψ(q1/2)
+
1
ψ(−q1/2)
)
ψ(q). (4.3.11)
Utilize (4.3.5) and (4.3.6) to deduce that
∞∑
n=0
u8n+1q
n =
ψ(q)f(q3, q5)
f(−q)f(−q2) .
This completes the proof of the second identity.
Again by (4.3.2) with a = 2, (4.3.3) and (4.3.4), we have
∞∑
n=0
u8n+2q
n =
1
4ψ(q1/2)
∞∑
n=−∞
qn(n+1) +
1
4ψ(−q1/2)
∞∑
n=−∞
qn(n+1)
=
1
2
(
1
ψ(q1/2)
+
1
ψ(−q1/2)
)
ψ(q2). (4.3.12)
so the proof of the third identity is complete after employing (4.3.5) and (4.3.6) in (4.3.12).
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As before, by (4.3.2) with a = 4, (4.3.3) and (4.3.4), we have
∞∑
n=0
u8n+4q
n =
1
4ψ(q1/2)
( ∞∑
n=−∞
qn
2−1/2 +
∞∑
n=−∞
q(n
2−1)/2
)
− 1
4ψ(−q1/2)
( ∞∑
n=−∞
qn
2−1/2 +
∞∑
n=−∞
(−1)nq(n2−1)/2
)
=
q−1/2
4ψ(q1/2)
(
ϕ(q) + ϕ(q1/2)
)− q−1/2
4ψ(−q1/2)
(
ϕ(q) + ϕ(−q1/2))
=
q−1/2
4
(
ϕ(q)
(
1
ψ(q1/2)
− 1
ψ(−q1/2)
)
+
(
ϕ(q1/2)
ψ(q1/2)
− ϕ(−q
1/2)
ψ(−q1/2)
))
. (4.3.13)
Putting (4.3.9) and (4.3.10) in (4.3.13) yields
∞∑
n=0
u8n+4q
n =
q−1/2
4
(ϕ(q)− ϕ(−q))
(
1
ψ(q1/2)
− 1
ψ(−q1/2)
)
.
By (1.0.17), (4.3.5) and (4.3.7) above,
∞∑
n=0
u8n+4q
n = −2qψ(q
8)f(q, q7)
f(−q)f(−q2) .
The proof of the fifth identity is complete.
By (4.3.2) with a = 5, (4.3.3) and (4.3.4), we have
∞∑
n=0
u8n+5q
n =
1
4ψ(q1/2)
∞∑
n=−∞
q(n
2+n−1)/2 − 1
4ψ(−q1/2)
∞∑
n=−∞
q(n
2+n−1)/2
=
q−1/2
2
(
1
ψ(q1/2)
− 1
ψ(−q1/2)
)
ψ(q).
Using (4.3.5) and (4.3.7) above, we find that the sixth identity holds.
Again by (4.3.2) with a = 6, (4.3.3) and (4.3.4) above, we see that
∞∑
n=0
u8n+6q
n =
1
4ψ(q1/2)
∞∑
n=−∞
qn(n+1)−1/2 − 1
4ψ(−q1/2)
∞∑
n=−∞
qn(n+1)−1/2
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=
q−1/2
2
(
1
ψ(q1/2)
− 1
ψ(−q1/2)
)
ψ(q2).
After utilizing (4.3.5) and (4.3.7), the proof of the seventh identity is complete.
By (4.1.8) and (4.1.9), we see that
1
D(q)
=
1
2qψ(q4)
(
ϕ(q)− ϕ(q2))
=
1
2ψ(q4)
( ∞∑
n=−∞
qn
2−1 −
∞∑
n=−∞
q2n
2−1
)
=:
∞∑
n=0
vnq
n. (4.3.14)
Then apply U8 to (4.3.14) and deduce that
∞∑
n=0
v8n+aq
n
= U8q
−a 1
D(q)
=
1
8
7∑
j=0
ζ−ajq−a/8
1
D(ζjq1/8)
=
1
16
7∑
j=0
ζ−ajq−a/8
1
ψ(ζ4jq1/2)
( ∞∑
n=−∞
ζ(n
2−1)jq(n
2−1)/8 −
∞∑
n=−∞
ζ(2n
2−1)jq(2n
2−1)/8
)
=
1
16
7∑
j=0
1
ψ((−1)jq1/2)
( ∞∑
n=−∞
ζ(n
2−a−1)jq(n
2−a−1)/8 −
∞∑
n=−∞
ζ(2n
2−a−1)jq(2n
2−a−1)/8
)
=
1
16ψ(q1/2)
3∑
j=0
( ∞∑
n=−∞
ζ(n
2−a−1)jq(n
2−a−1)/8 −
∞∑
n=−∞
ζ(2n
2−a−1)jq(2n
2−a−1)/8
)
+
1
16ψ(−q1/2)
3∑
j=0
( ∞∑
n=−∞
ζ(n
2−a−1)jq(n
2−a−1)/8 −
∞∑
n=−∞
ζ(2n
2−a−1)jq(2n
2−a−1)/8
)
.
(4.3.15)
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Theorem 4.3.4. We have
∞∑
n=0
v8nq
n =
ψ(q)f(q3, q5)
f(−q)f(−q2) ,
∞∑
n=0
v8n+1q
n = −ψ(q
2)f(q3, q5)
f(−q)f(−q2) ,
∞∑
n=0
v8n+2q
n = 0,
∞∑
n=0
v8n+3q
n =
ϕ(q4)f(q, q7)
f(−q)f(−q2) ,
∞∑
n=0
v8n+4q
n = − ψ(q)f(q, q
7)
f(−q)f(−q2) ,
∞∑
n=0
v8n+5q
n =
ψ(q2)f(q, q7)
f(−q)f(−q2) ,
∞∑
n=0
v8n+6q
n = 0,
∞∑
n=0
v8n+7q
n = −2ψ(q
8)f(q3, q5)
f(−q)f(−q2) .
Proof. We observe that by (4.3.2) and (4.3.15),
∞∑
n=0
v8n+aq
n =
∞∑
n=0
u8n+a+1q
n, for a = 0, 2, 5, 6,
and
∞∑
n=0
v8n+aq
n = −
∞∑
n=0
u8n+a+1q
n, for a = 1, 4.
Then by Theorem 4.3.3, we can deduce all identities except the fourth and the last one.
To prove the fourth equality, by (4.3.15) with a = 3, (4.3.3) and (4.3.4), we have
∞∑
n=0
v8n+3q
n =
1
4ψ(q1/2)
( ∞∑
n=−∞
q(n
2−1)/2 −
∞∑
n=−∞
qn
2−1/2
)
+
1
4ψ(−q1/2)
( ∞∑
n=−∞
(−1)n+1q(n2−1)/2 +
∞∑
n=−∞
qn
2−1/2
)
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=
q−1/2
4ψ(q1/2)
(
ϕ(q1/2)− ϕ(q))+ q−1/2
4ψ(−q1/2)
(
ϕ(q)− ϕ(−q1/2))
=
q−1/2
4
(
ϕ(q)
(
1
ψ(−q1/2) −
1
ψ(q1/2)
)
+
(
ϕ(q1/2)
ψ(q1/2)
− ϕ(−q
1/2)
ψ(−q1/2)
))
. (4.3.16)
Putting (4.3.9) and (4.3.10) in (4.3.16) yields
∞∑
n=0
v8n+3q
n =
q−1/2
4
(ϕ(q) + ϕ(−q))
(
1
ψ(−q1/2) −
1
ψ(q1/2)
)
.
After using (1.0.16), (4.3.5) and (4.3.7) above, we complete the proof of the fourth identity.
To prove the last equality, by (4.3.15) with a = 7, (4.3.3) and (4.3.4), we have
∞∑
n=0
v8n+7q
n =
1
4ψ(q1/2)
( ∞∑
n=−∞
qn
2/2−1 −
∞∑
n=−∞
qn
2−1
)
+
1
4ψ(−q1/2)
( ∞∑
n=−∞
(−1)n+1qn2/2−1 −
∞∑
n=−∞
qn
2−1
)
=
q−1
4ψ(q1/2)
(
ϕ(q1/2)− ϕ(q))+ q−1
4ψ(−q1/2)
(
ϕ(−q1/2)− ϕ(q))
=
1
4q
((
ϕ(q1/2)
ψ(q1/2)
+
ϕ(−q1/2)
ψ(−q1/2)
)
− ϕ(q)
(
1
ψ(q1/2)
+
1
ψ(−q1/2)
))
. (4.3.17)
Putting (4.3.9) and (4.3.10) in (4.3.17) yields
∞∑
n=0
v8n+7q
n = − 1
4q
(ϕ(q)− ϕ(−q))
(
1
ψ(q1/2)
+
1
ψ(−q1/2)
)
,
so the proof is complete after employing (1.0.17), (4.3.5) and (4.3.6) above.
Corollary 4.3.5. With un and vn defined by (4.3.1) and (4.3.14), we have, for n ≥ 0,
u8n > 0, u8n+1 > 0, u8n+2 > 0, u8n+3 = 0,
u8n+12 < 0, u8n+5 < 0, u8n+6 < 0, u8n+7 = 0, u4 = 0,
v8n > 0, v8n+1 < 0, v8n+2 = 0, v8n+3 > 0,
v8n+4 < 0, v8n+5 > 0, v8n+6 = 0, v8n+7 < 0.
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Proof. These results follow immediately from Theorem 4.3.3 and Theorem 4.3.4.
The last corollary was proved by Chen and Huang [18] and Hirschhorn [24] by different
methods. Moreover, the formulas of Theorem 4.3.3 and Theorem 4.3.4 are in more compact
forms than those of Hirschhorn.
We observe that by the two identities (4.1.11) and (4.1.12),
D(q) =
S(q)
T (q)
. (4.3.18)
Chen and Huang [18] showed that with un and vn defined by (4.3.1) and (4.3.14),
∞∑
n=0
u2nq
n = D(q)
ψ(q4)
ψ(q2)
, (4.3.19)
∞∑
n=0
v2n+1q
n = − 1
D(q)
ψ(q4)
ψ(q2)
(4.3.20)
and
∞∑
n=0
u2n+1q
n =
∞∑
n=0
v2nq
n =
ψ(q4)
ψ(q2)
. (4.3.21)
Theorem 4.3.6. We have
D(q) =
1
ψ(q4)
(
qψ(q8) + q2ψ(q16) + q4ψ(q32) + q8ψ(q64) + · · · )
and
1
D(q)
=
1
ψ(q4)
(
ψ(q8)− qψ(q16) + q2ψ(q32)− q4ψ(q64) + · · · ) .
Proof. By (4.3.19) and (4.3.21), it follows that
D(q) =
∞∑
n=0
u2n+1q
2n+1 +
∞∑
n=0
u2nq
2n
= q
ψ(q8)
ψ(q4)
+D(q2)
ψ(q8)
ψ(q4)
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= q
ψ(q8)
ψ(q4)
+ q2
ψ(q16)
ψ(q4)
+ q4
ψ(q32)
ψ(q4)
+ q8
ψ(q64)
ψ(q4)
+ · · ·
=
1
ψ(q4)
(
qψ(q8) + q2ψ(q16) + q4ψ(q32) + q8ψ(q64) + · · · ) ,
which completes the proof of the first result.
Similarly, by (4.3.20) and (4.3.21), we find that
1
D(q)
=
∞∑
n=0
v2nq
2n +
∞∑
n=0
v2n+1q
2n+1
=
ψ(q8)
ψ(q4)
− qψ(q
8)
ψ(q4)
1
D(q2)
=
ψ(q8)
ψ(q4)
− qψ(q
16)
ψ(q4)
+ q2
ψ(q32)
ψ(q4)
− q4ψ(q
64)
ψ(q4)
+ · · ·
=
1
ψ(q4)
(
ψ(q8)− qψ(q16) + q2ψ(q32)− q4ψ(q64) + · · · ) ,
as desired.
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Chapter 5
Hyperbolic Infinite Series Connected
with Theta Functions
5.1 Introduction
In his notebooks [33], [9, pp. 132–138], Ramanujan records several formulas for infinite
series involving hyperbolic functions, and B. C. Berndt offers proofs in [9, pp. 132–138] using
the classical theory of elliptic functions. In this chapter, we establish new identities of these
types. For 0 < x < 1, we let
z := z(x) := 2F1
(
1
2
,
1
2
; 1;x
)
,
y := y(x) := pi
2F1
(
1
2
, 1
2
; 1; 1− x)
2F1
(
1
2
, 1
2
; 1;x
) , (5.1.1)
and
q := e−y.
We now define the Eisenstein series for n ≥ 2,
E2n(q) := 1− 4n
B2n
∞∑
k=1
k2n−1qk
1− qk ,
where B2n is the 2nth Bernoulli number. Recall that E2n can be expressed as a polynomial
in E4 and E6 [3, p. 118], [35, p. 199]. Say,
E2n(q) = f2n (E4(q), E6(q)) ,
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where f2n is a certain polynomial.
Lemma 5.1.1 ([3, p. 118], [31], [32, p. 14], [35, pp. 195, 197]). We have
f4(E4, E6) = E4, (5.1.2)
f6(E4, E6) = E6, (5.1.3)
f8(E4, E6) = E
2
4 , (5.1.4)
f10(E4, E6) = E4E6, (5.1.5)
f12(E4, E6) =
441
691
E34 +
250
691
E26 , (5.1.6)
and
f14(E4, E6) = E
2
4E6. (5.1.7)
Lemma 5.1.2 ([9, p. 127]). For 0 < x < 1, we have
E4(q) = z
4(1 + 14x+ x2), (5.1.8)
E6(q) = z
6(1 + x)(1− 34x+ x2), (5.1.9)
E4(q
4) = z4
(
1− x+ 1
16
x2
)
, (5.1.10)
and
E6(q
4) = z6
(
1− 1
2
x
)(
1− x− 1
32
x2
)
. (5.1.11)
62
5.2 Results
Theorem 5.2.1. Suppose x, y and z are related as in the previous section. Then
∞∑
k=1
2 cosh(ky) + 1
sinh(2ky)
k3 =
z4
27
(16 + x)x, (5.2.1)
∞∑
k=1
2 cosh(ky) + 1
sinh(2ky)
k5 =
z6
28
(
32 + 34x− x2)x,
∞∑
k=1
2 cosh(ky) + 1
sinh(2ky)
k7 =
z8
212
(16 + x)(32 + 208x+ 17x2)x,
∞∑
k=1
2 cosh(ky) + 1
sinh(2ky)
k9 =
z10
212
(512 + 15392x+ 15312x2 + 590x3 − 31x4)x,
∞∑
k=1
2 cosh(ky) + 1
sinh(2ky)
k11 =
z12
215
(4096 + 514304x+ 1793536x2
+ 516376x3 + 2024x4 + 691x5)x,
∞∑
k=1
2 cosh(ky) + 1
sinh(2ky)
k13 =
z14
216
(8192 + 4170240x+ 40557312x2
+ 40576000x3 + 4144896x4 + 27306x5 − 5461x6)x.
Note that one can obtain further evaluations involving summand with k2n+1 for n ≥ 7,
but the computation will be very complicated because of the function f2n.
Proof. By elementary manipulations, we find that
E2n(q
4)− E2n(q) = 4n
B2n
∞∑
k=1
(
qk
1− qk −
q4k
1− q4k
)
k2n−1
=
4n
B2n
∞∑
k=1
(
qk + q2k + q3k
1− q4k
)
k2n−1
=
4n
B2n
∞∑
k=1
(
2 cosh(ky) + 1
2 sinh(2ky)
)
k2n−1.
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Then for n ≥ 2,
∞∑
k=1
2 cosh(ky) + 1
sinh(2ky)
k2n−1 =
B2n
2n
(
E2n(q
4)− E2n(q)
)
=
B2n
2n
(
f2n
(
E4(q
4), E6(q
4)
)− f2n (E4(q), E6(q))) . (5.2.2)
To prove the first identity, set n = 2 in (5.2.2). We know that B4 = − 1
30
. Then by (5.1.8)
and (5.1.10), it follows that
∞∑
k=1
2 cosh(ky) + 1
sinh(2ky)
k3 =
B4
4
(
E4(q
4)− E4(q)
)
= − 1
120
(
z4
(
1− x+ 1
16
x2
)
− z4(1 + 14x+ x2)
)
=
z4
27
(16 + x)x,
which is the first identity.
For the second equality, let n = 3 in (5.2.2) and note that B6 =
1
42
. By (5.1.9) and
(5.1.11), we find that
∞∑
k=1
2 cosh(ky) + 1
sinh(2ky)
k5 =
B6
6
(
E6(q
4)− E6(q)
)
=
1
252
(
z6
(
1− 1
2
x
)(
1− x− 1
32
x2
)
− z6(1 + x)(1− 34x+ x2)
)
=
z6
28
(
32 + 34x− x2)x,
which completes the proof of the second equality.
Now, by (5.1.8), (5.1.10), and (5.2.2) with n = 4 and B8 = − 1
30
, we deduce that
∞∑
k=1
2 cosh(ky) + 1
sinh(2ky)
k7 =
B8
8
(
E24(q
4)− E24(q)
)
64
= − z
8
240
((
1− x+ 1
16
x2
)2
− (1 + 14x+ x2)2
)
=
z8
212
(16 + x)(32 + 208x+ 17x2)x.
The proof of the third identity is complete.
Again by Lemma 5.1.2 and (5.2.2) with n = 5 and B10 =
5
66
, we see that
∞∑
k=1
2 cosh(ky) + 1
sinh(2ky)
k9 =
B10
10
(
E4(q
4)E6(q
4)− E4(q)E6(q)
)
=
5z10
660

(
1− x+ 1
16
x2
)(
1− 1
2
x
)(
1− x− 1
32
x2
)
− (1 + 14x+ x2)(1 + x)(1− 34x+ x2)

=
z10
212
(512 + 15392x+ 15312x2 + 590x3 − 31x4)x,
which is the fourth equality.
As before, by Lemma 5.1.2 and (5.2.2) with n = 6 and B12 = − 691
2730
, we have
∞∑
k=1
2 cosh(ky) + 1
sinh(2ky)
k11
=
B12
12
(
441
691
E34(q
4) +
250
691
E26(q
4)− 441
691
E34(q)−
250
691
E26(q)
)
= −691z
12
32760
441691
(
1− x+ 1
16
x2
)3
+
250
691
(
1− 1
2
x
)2(
1− x− 1
32
x2
)2
− 441
691
(1 + 14x+ x2)3 − 250
691
(1 + x)2(1− 34x+ x2)2

=
z12
215
(4096 + 514304x+ 1793536x2 + 516376x3 + 2024x4 + 691x5)x.
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We obtain the fifth formula.
For the last identity, set n = 7 in (5.2.2) with B14 =
7
6
. We then find that
∞∑
k=1
2 cosh(ky) + 1
sinh(2ky)
k13 =
B14
14
(
E24(q
4)E6(q
4)− E24(q)E6(q)
)
=
7z14
84

(
1− x+ 1
16
x2
)2(
1− 1
2
x
)(
1− x− 1
32
x2
)
− (1 + 14x+ x2)2(1 + x)(1− 34x+ x2)

=
z14
216
(8192 + 4170240x+ 40557312x2 + 40576000x3
+ 4144896x4 + 27306x5 − 5461x6)x.
We complete the proof of the last identity.
The following theorem provides evaluations of similar infinite series. We record two cases;
further evaluations involving higher odd powers of 2k+1 can be obtained by similar reasoning.
Theorem 5.2.2. We have
∞∑
k=0
2 cosh((2k + 1)y) + 1
sinh((4k + 2)y)
(2k + 1) =
z2
25
(
5 + 3
√
1− x) (1−√1− x)
and
∞∑
k=0
2 cosh((2k + 1)y) + 1
sinh((4k + 2)y)
(2k + 1)3 =
z4
28
(−128 + 160x− 15x2 + 128√1− x− 64x√1− x) .
Proof. By Entry 13(viii) and 13(ix) in [9, p. 127], respectively, we have
2E2(q
2)− E2(q) = z2(1 + x) (5.2.3)
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and
2E2(q
4)− E2(q2) = z2(1 + x
2
). (5.2.4)
If we have a formula Ω (x, q, z) = 0, then by the formula of duplication in [9, p. 125],
Ω
((
1−√1− x
1 +
√
1− x
)2
, q2,
z
2
(
1 +
√
1− x)) = 0. (5.2.5)
Apply this formula to (5.2.4) to obtain
2E2(q
8)− E2(q4) = z
2
8
(
1 +
√
1− x)2(2− (1−√1− x
1 +
√
1− x
)2)
=
z2
8
(
2
(
1 +
√
1− x)2 − (1−√1− x)2)
=
z2
8
(
2− x+ 6√1− x) . (5.2.6)
By a straightforward calculation,
∞∑
k=0
2 cosh((2k + 1)y) + 1
sinh((4k + 2)y)
(2k + 1) = 2
∞∑
k=0
q3(2k+1) + q2(2k+1) + q2k+1
1− q4(2k+1) (2k + 1)
= 2
∞∑
k=0
q2k+1
1− q2k+1 (2k + 1)− 2
∞∑
k=0
q4(2k+1)
1− q4(2k+1) (2k + 1)
=
1
12
(
2E2(q
2)− E2(q)
)− 1
12
(
2E2(q
8)− E2(q4)
)
.
Then by (5.2.3) and (5.2.6), we deduce that
∞∑
k=0
2 cosh((2k + 1)y) + 1
sinh((4k + 2)y)
(2k + 1) =
1
12
(
z2(1 + x)
)− 1
12
(
z2
8
(
2− x+ 6√1− x))
=
z2
25
(
2 + 3x− 2√1− x)
=
z2
25
(
5 + 3
√
1− x) (1−√1− x) .
We finish the proof of the first identity.
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Next, a simple calculation yields
∞∑
k=0
2 cosh((2k + 1)y) + 1
sinh((4k + 2)y)
(2k + 1)3
=
∞∑
k=1
2 cosh(ky) + 1
sinh(2ky)
k3 − 8
∞∑
k=1
2 cosh(2ky) + 1
sinh(4ky)
k3. (5.2.7)
Apply the process of duplication to (5.2.1) and obtain
∞∑
k=1
2 cosh(2ky) + 1
sinh(4ky)
k3 =
z4
211
(
1 +
√
1− x)4(16 + (1−√1− x
1 +
√
1− x
)2)(
1−√1− x
1 +
√
1− x
)2
=
z4
211
(
16
(
1 +
√
1− x)2 + (1−√1− x)2) (1−√1− x)2
=
z4
211
(
34− 17x− 30√1− x) (1−√1− x)2 .
By (5.2.1) and the above equation, (5.2.7) becomes
∞∑
k=0
2 cosh((2k + 1)y) + 1
sinh((4k + 2)y)
(2k + 1)3
=
z4
27
(16 + x)x− 8 z
4
211
(
34− 17x− 30√1− x) (1−√1− x)2
=
z4
28
(−128 + 160x− 15x2 + 128√1− x− 64x√1− x) ,
which completes the proof.
Now, for 0 < x < 1, we set
z4 := z4(x) := 2F1
(
1
4
,
3
4
; 1;x
)
and
y4 := y4(x) := pi
√
2
2F1
(
1
4
, 3
4
; 1; 1− x)
2F1
(
1
4
, 3
4
; 1;x
) . (5.2.8)
The following result is new and enables us to convert formulas in the classical theory into
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formulas in the quartic theory.
Theorem 5.2.3. Suppose that we have a formula of the form
Ω
(
x, e−y, z
)
= 0,
where y and z are defined in the previous section. Then the formula
Ω
1−√1− x
1 +
√
1− x, e
−y4 , z4
√
1 +
√
1− x
2
 = 0
holds.
Proof. By equations (9.6) and (9.7) in [11, p. 146], we have
Ω
(
x, e−2y, z
)
= 0⇔ Ω
(
2
√
x
1 +
√
x
, e−y4 , z4
(
1 +
√
x
)1/2)
= 0. (5.2.9)
Then apply (5.2.9) to (5.2.5) to obtain
Ω
(
x, e−y, z
)
= 0
⇔ Ω

1−
√
1− 2
√
x
1+
√
x
1 +
√
1− 2
√
x
1+
√
x
2 , e−y4 , z4 (1 +√x)1/2
2
(
1 +
√
1− 2
√
x
1 +
√
x
) = 0
⇔ Ω
(√1 +√x−√1−√x√
1 +
√
x+
√
1−√x
)2
, e−y4 ,
z4
2
(√
1 +
√
x+
√
1−√x
) = 0.
Note that
√
1 +
√
x±
√
1−√x = √2
√
1±√1− x. It follows that
Ω
(
x, e−y, z
)
= 0⇔ Ω
1−√1− x
1 +
√
1− x, q4, z4
√
1 +
√
1− x
2
 = 0,
which completes the proof.
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Theorem 5.2.4. Let y4 and z4 be defined as above. Then
∞∑
k=1
2 cosh(ky4) + 1
sinh(2ky4)
k3 =
z44
29
(
2 + 15x− 2√1− x) , (5.2.10)
∞∑
k=1
2 cosh(ky4) + 1
sinh(2ky4)
k5 =
z64
210 · 32 · 7
(−194 + 2241x+ 66√1− x) ,
∞∑
k=1
2 cosh(ky4) + 1
sinh(2ky4)
k7 =
z84
216
(
2 + 15x− 2√1− x) (98 + 159x+ 30√1− x) ,
∞∑
k=1
2 cosh(ky4) + 1
sinh(2ky4)
k9 =
z104
216 · 33
(−12296 + 92136x+ 444447x2 + 4104√1− x
−4068x√1− x) ,
∞∑
k=1
2 cosh(ky4) + 1
sinh(2ky4)
k11 =
z124
221 · 3 · 7 · 13
(
7674976 + 214416x+ 555834474x2
+ 209146455x3 − 4398176√1− x
+728496x
√
1− x− 2881494x2√1− x) ,
∞∑
k=1
2 cosh(ky4) + 1
sinh(2ky4)
k13 =
z144
222 · 3
(−786464 + 2555952x+ 47582190x2 + 84866049x3
+262176
√
1− x− 458784x√1− x+ 196614x2√1− x) .
Proof. We utilize Theorem 5.2.3 in Theorem 5.2.1. Hence the results are immediately ob-
tained.
Theorem 5.2.5. We have
∞∑
k=0
2 cosh((2k + 1)y4) + 1
sinh((4k + 2)y4)
(2k + 1)
=
z24
26
(
5
√
1 +
√
1− x+ 3
√
2
√
1− x
)(√
1 +
√
1− x−
√
2
√
1− x
)
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and
∞∑
k=0
2 cosh((2k + 1)y4) + 1
sinh((4k + 2)y4)
(2k + 1)3
=
z44
210
(
−286 + 303x− 286√1− x+ 64
√
2
(
1 + 3
√
1− x)√1− x+√1− x) .
Proof. Apply Theorem 5.2.3 to Theorem 5.2.2. The desired results now follow immediately.
5.3 Explicit Evaluations of Infinite Series
In this section, we will give explicit evaluations of some infinite series from the previous
section.
Theorem 5.3.1. We have
(i)
∞∑
k=1
2 cosh(kpi) + 1
sinh(2kpi)
k3 =
33pi2
29Γ8(3
4
)
,
(ii)
∞∑
k=1
2 cosh(kpi
√
2) + 1
sinh(2kpi
√
2)
k3 =
pi2
210Γ4(5
8
)Γ4(7
8
)
(
19− 2
√
2
)
,
(iii)
∞∑
k=1
2 cosh(kpi
√
3) + 1
sinh(2kpi
√
3)
k3 =
pi2
2733Γ4(2
3
)Γ4(5
6
)
(
135− 68
√
3
)
and
(iv)
∞∑
k=1
2 cosh(kpi/
√
3) + 1
sinh(2kpi/
√
3)
k3 =
pi2
273Γ4(2
3
)Γ4(5
6
)
(
135 + 68
√
3
)
.
Proof of (i). Recall that Gauss’s second summation formula [4, p. 11], [8, p. 42] is
2F1
(
a, b;
1 + a+ b
2
;
1
2
)
=
Γ(1
2
)Γ(1+a+b
2
)
Γ(1+a
2
)Γ(1+b
2
)
. (5.3.1)
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Take a = 1
2
and b = 1
2
in the above formula. This yields [9, p. 103]
z
(
1
2
)
= 2F1
(
1
2
,
1
2
; 1;
1
2
)
=
√
pi
Γ2(3
4
)
,
and by (5.1.1),
y
(
1
2
)
= pi.
Then by (5.2.1) with x = 1
2
,
∞∑
k=1
2 cosh(kpi) + 1
sinh(2kpi)
k3 =
1
27
( √
pi
Γ2(3
4
)
)4(
16 +
1
2
)(
1
2
)
=
33pi2
29Γ8(3
4
)
,
which is the first formula.
Proof of (ii). Now, set a = 1
4
and b = 3
4
in Gauss’s second summation (5.3.1) to obtain
z4
(
1
2
)
= 2F1
(
1
4
,
3
4
; 1;
1
2
)
=
√
pi
Γ(5
8
)Γ(7
8
)
,
and by (5.2.8),
y4
(
1
2
)
= pi
√
2.
Then by (5.2.10) with x = 1
2
,
∞∑
k=1
2 cosh(kpi
√
2) + 1
sinh(2kpi
√
2)
k3 =
1
29
( √
pi
Γ(5
8
)Γ(7
8
)
)4(
2 +
15
2
− 2
√
1− 1
2
)
=
pi2
210Γ4(5
8
)Γ4(7
8
)
(
19− 2
√
2
)
.
We completes the proof of the second expression.
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Proof of (iii) and (iv). By Theorem 5.6 in [11, p. 112] with p =
√
3−1
2
,
z
(
2−√3
4
)
= 2F1
(
1
2
,
1
2
; 1;
2−√3
4
)
=
2 · 31/4
3
2F1
(
1
3
,
2
3
; 1;
1
2
)
=
2 · 31/4√pi
3Γ(2
3
)Γ(5
6
)
,
and by Corollary 5.7 in [11, p. 113] with p =
√
3−1
2
,
z
(
2 +
√
3
4
)
= 2F1
(
1
2
,
1
2
; 1;
2 +
√
3
4
)
=
2 · 33/4
3
2F1
(
1
3
,
2
3
; 1;
1
2
)
=
2 · 33/4√pi
3Γ(2
3
)Γ(5
6
)
,
where the last equality of these two equations follow from Gauss’s second summation (5.3.1).
Then by (5.1.1),
y
(
2−√3
4
)
= pi
√
3
and
y
(
2 +
√
3
4
)
=
pi√
3
.
We deduce that by (5.2.1) with x = 2−
√
3
4
and x = 2+
√
3
4
, respectively,
∞∑
k=1
2 cosh(kpi
√
3) + 1
sinh(2kpi
√
3)
k3 =
1
27
(
2 · 31/4√pi
3Γ(2
3
)Γ(5
6
)
)4(
16 +
2−√3
4
)(
2−√3
4
)
=
pi2
2733Γ4(2
3
)Γ4(5
6
)
(
135− 68
√
3
)
,
and
∞∑
k=1
2 cosh(kpi/
√
3) + 1
sinh(2kpi/
√
3)
k3 =
1
27
(
2 · 33/4√pi
3Γ(2
3
)Γ(5
6
)
)4(
16 +
2 +
√
3
4
)(
2 +
√
3
4
)
=
pi2
273Γ4(2
3
)Γ4(5
6
)
(
135 + 68
√
3
)
,
which complete the proof of (iii) and (iv).
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Chapter 6
Ramanujan’s Alternative Quartic
Theory of Theta Functions
6.1 Introduction
In the classical notation, Jacobi’s theta functions are given by
θ2(q) =
∞∑
n=−∞
q(n+1/2)
2
,
θ3(q) =
∞∑
n=−∞
qn
2
,
and
θ4(q) =
∞∑
n=−∞
(−1)nqn2 .
Jacobi’s well-known identity for fourth powers is given by
θ43(q) = θ
4
2(q) + θ
4
4(q).
In 1989, J. M. Borwein and P. B. Borwein introduced three elegant functions analogous to
Jacobi’s theta functions, namely, for ω = e2pii/3,
a(q) =
∞∑
m,n=−∞
qn
2+nm+m2 ,
b(q) =
∞∑
m,n=−∞
qn
2+nm+m2ωn−m,
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and
c(q) =
∞∑
m,n=−∞
qn
2+nm+m2+n+m+1/3,
and in 1991 [14], they showed that
a(q)3 = b(q)3 + c(q)3.
In 1993, M. Hirschhorn, F. Garvan and J. M. Borwein [25] introduced, for ω = e2pii/3,
a(q, z) =
∞∑
m,n=−∞
qn
2+nm+m2zn−m,
a′(q, z) =
∞∑
m,n=−∞
qn
2+nm+m2zn,
b(q, z) =
∞∑
m,n=−∞
qn
2+nm+m2ωn−mzm,
and
c(q, z) =
∞∑
m,n=−∞
qn
2+nm+m2qn+mzn−m,
which are generalizations of a(q), b(q) and c(q). They also gave proofs of several identities
by employing Jacobi’s triple product identity. In 1995, S. Bhargava [13] introduced
a(q, ζ, x) =
∞∑
m,n=−∞
qn
2+nm+m2ζn+mzn−m,
a generalization of the Hirschhorn-Garvan-Borwein cubic analogues and established some
properties of a(q, ζ, x).
In this chapter, we study a function that we call a quartic analogue of Jacobian theta
functions. This function was discovered by our colleague, Daniel Schultz. However, not too
much work has been done for this function. We now will establish some of its new identities
analogous to those of the classical Jacobian theta functions and cubic theta functions.
75
6.2 Results
Recall that Ramanujan’s general theta function f(a, b) is defined in (1.0.1). Also define
the general theta function in Ramanujan’s quartic theory by
ϑ(q2, q4, x1, x2, x3) :=
∞∑
a,b,c=−∞
q
1
2
(a+c)2
2 q
1
2
(a+b)2+ 1
2
(b+c)2
4 x
a
1x
b
2x
c
3,
where, for 0 < α2, α4 < 1,
q2 := exp
(
−pi 2F1(
1
2
, 1
2
; 1; 1− α2)
2F1(
1
2
, 1
2
; 1;α2)
)
and
q4 := exp
(
−pi
√
2
2F1(
1
4
, 3
4
; 1; 1− α4)
2F1(
1
4
, 3
4
; 1;α4)
)
.
Theorem 6.2.1. We have
(i)
ϑ(q2, q4, x1, x2, x3) = ϑ(q2, q4, x3, x2, x1),
(ii)
ϑ(q2, q4, x1, x2, x3) = ϑ(q2, q4, x
−1
1 , x
−1
2 , x
−1
3 ),
(iii)
2ϑ(q2, q4, x1, x2, x3)
= f
((
x1x3
x2
) 1
2
q
1
2
2 ,
(
x1x3
x2
)− 1
2
q
1
2
2
)
f
((
x1x2
x3
) 1
2
q
1
2
4 ,
(
x1x2
x3
)− 1
2
q
1
2
4
)
× f
((
x2x3
x1
) 1
2
q
1
2
4 ,
(
x2x3
x1
)− 1
2
q
1
2
4
)
+ f
(
−
(
x1x3
x2
) 1
2
q
1
2
2 ,−
(
x1x3
x2
)− 1
2
q
1
2
2
)
f
(
−
(
x1x2
x3
) 1
2
q
1
2
4 ,−
(
x1x2
x3
)− 1
2
q
1
2
4
)
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× f
(
−
(
x2x3
x1
) 1
2
q
1
2
4 ,−
(
x2x3
x1
)− 1
2
q
1
2
4
)
,
(iv) for any integers p, q and r such that they have the same parity,
ϑ(q2, q4, x1, x2, x3)
= x
p/2
1 x
q/2
2 x
r/2
3 q
(p+r)2/8
2 q
(p+q)2/8+(q+r)2/8
4
× ϑ(q2, q4, q(p+r)/22 q(p+q)/24 x1, q(p+2q+r)/24 x2, q(p+r)/22 q(q+r)/24 x3),
(v) if m, n, k, p, q and r are integers such that p, q and r have the same parity and
1
2
(mp+ nq + kr) 6≡ 0 (mod 4), then
ϑ
(
q2,q4, i
mq
(p+r)/4
2 q
(p+q)/4
4 , i
nq
(p+2q+r)/4
4 , i
kq
(p+r)/4
2 q
(q+r)/4
4
)
= 0,
and
(vi) if Re s, Re t > 0, then
ϑ(e−pis, e−pit, eia, eib, eic)
=
√
2
t
√
s
e−(a−b+c)
2/8pis−((a−c)2+b2)/4pit
× ϑ (e−pi/s, e−2pi/t, e(a−b+c)/2s+b/t, e(a+b−c)/t, e(a−b+c)/2s+(a−c)/t) .
Proof of (i) and (ii). These are obvious from the definition of ϑ(q2, q4, x1, x2, x3).
Proof of (iii). We observe that
2ϑ(q2, q4, x1, x2, x3)
=
∞∑
a,b,c=−∞
same parity
q
(a+c)2/8
2 q
(a+b)2/8+(b+c)2/8
4 x
a/2
1 x
b/2
2 x
c/2
3
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+
∞∑
a,b,c=−∞
same parity
(−1)a+b+cq(a+c)2/82 q(a+b)
2/8+(b+c)2/8
4 x
a/2
1 x
b/2
2 x
c/2
3 . (6.2.1)
For the first sum on the right-hand side of (6.2.1), change variables by letting a + b = 2p,
b+ c = 2q and a+ c = 2r. Then
∞∑
a,b,c=−∞
same parity
q
(a+c)2/8
2 q
(a+b)2/8+(b+c)2/8
4 x
a/2
1 x
b/2
2 x
c/2
3
=
∞∑
p,q,r=−∞
q
1
2
r2
2 q
1
2
p2+ 1
2
q2
4 x
(p−q+r)/2
1 x
(p+q−r)/2
2 x
(−p+q+r)/2
3
=
( ∞∑
r=−∞
q
1
2
r2
2 x
r/2
1 x
−r/2
2 x
r/2
3
)( ∞∑
p=−∞
q
1
2
p2
4 x
p/2
1 x
p/2
2 x
−p/2
3
)
×
( ∞∑
q=−∞
q
1
2
q2
4 x
−q/2
1 x
q/2
2 x
q/2
3
)
= f
((
x1x3
x2
) 1
2
q
1
2
2 ,
(
x1x3
x2
)− 1
2
q
1
2
2
)
× f
((
x1x2
x3
) 1
2
q
1
2
4 ,
(
x1x2
x3
)− 1
2
q
1
2
4
)
f
((
x2x3
x1
) 1
2
q
1
2
4 ,
(
x2x3
x1
)− 1
2
q
1
2
4
)
,
where the last equality follows from the Jacobi triple product identity. Similarly, the second
sum on the right-hand side of (6.2.1) becomes
∞∑
a,b,c=−∞
same parity
(−1)a+b+cq(a+c)2/82 q(a+b)
2/8+(b+c)2/8
4 x
a/2
1 x
b/2
2 x
c/2
3
= f
(
−
(
x1x3
x2
) 1
2
q
1
2
2 ,−
(
x1x3
x2
)− 1
2
q
1
2
2
)
× f
(
−
(
x1x2
x3
) 1
2
q
1
2
4 ,−
(
x1x2
x3
)− 1
2
q
1
2
4
)
f
(
−
(
x2x3
x1
) 1
2
q
1
2
4 ,−
(
x2x3
x1
)− 1
2
q
1
2
4
)
.
Hence this finishes the proof of (v).
Proof of (iv). Let p, q and r be integers with the same parity. We will apply (1.0.11) to
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each theta function in (iii). For the first theta function of (iii), we see that by (1.0.11) with
n = (p+ r)/2,
f
((
x1x3
x2
)1/2
q
1/2
2 ,
(
x1x3
x2
)−1/2
q
1/2
2
)
=
((
x1x3
x2
)1/2
q
1/2
2
)(p+r)(p+r+2)/8((
x1x3
x2
)−1/2
q
1/2
2
)(p+r)(p+r−2)/8
× f
((
x1x3
x2
)1/2
q
(p+r+1)/2
2 ,
(
qp+r2
x1x3
x2
)−1/2
q
(−p−r+1)/2
2
)
=
(
x1x3
x2
)(p+r)/4
q
(p+r)2/8
2 f
((
qp+r2
x1x3
x2
)1/2
q
1/2
2 ,
(
qp+r2
x1x3
x2
)−1/2
q
1/2
2
)
.
Similarly, we use (1.0.11) with n = (p+ q)/2, (q + r)/2, (p+ r)/2, (p+ q)/2, and (q + r)/2
on the other five theta functions of (iii), respectively. Then we obtain
2ϑ(q2, q4, x1, x2, x3)
=
(
x1x3
x2
)(p+r)/4
q
(p+r)2/8
2 f
((
qp+r2
x1x3
x2
)1/2
q
1/2
2 ,
(
qp+r2
x1x3
x2
)−1/2
q
1/2
2
)
×
(
x1x2
x3
)(p+q)/4
q
(p+q)2/8
4 f
((
qp+q4
x1x2
x3
)1/2
q
1/2
4 ,
(
qp+q4
x1x2
x3
)−1/2
q
1/2
4
)
×
(
x2x3
x1
)(q+r)/4
q
(q+r)2/8
4 f
((
qq+r4
x2x3
x1
)1/2
q
1/2
4 ,
(
qq+r4
x2x3
x1
)−1/2
q
1/2
4
)
+
(
x1x3
x2
)(p+r)/4
q
(p+r)2/8
2 f
(
−
(
qp+r2
x1x3
x2
)1/2
q
1/2
2 ,−
(
qp+r2
x1x3
x2
)−1/2
q
1/2
2
)
×
(
x1x2
x3
)(p+q)/4
q
(p+q)2/8
4 f
(
−
(
qp+q4
x1x2
x3
)1/2
q
1/2
4 ,−
(
qp+q4
x1x2
x3
)−1/2
q
1/2
4
)
×
(
x2x3
x1
)(q+r)/4
q
(q+r)2/8
4 f
(
−
(
qq+r4
x2x3
x1
)1/2
q
1/2
4 ,−
(
qq+r4
x2x3
x1
)−1/2
q
1/2
4
)
= x
p/2
1 x
q/2
2 x
r/2
3 q
(p+r)2/8
2 q
(p+q)2/8+(q+r)2/8
4{
f
((
qp+r2
x1x3
x2
)1/2
q
1/2
2 ,
(
qp+r2
x1x3
x2
)−1/2
q
1/2
2
)
79
× f
((
qp+q4
x1x2
x3
)1/2
q
1/2
4 ,
(
qp+q4
x1x2
x3
)−1/2
q
1/2
4
)
× f
((
qq+r4
x2x3
x1
)1/2
q
1/2
4 ,
(
qq+r4
x2x3
x1
)−1/2
q
1/2
4
)
+ f
(
−
(
qp+r2
x1x3
x2
)1/2
q
1/2
2 ,−
(
qp+r2
x1x3
x2
)−1/2
q
1/2
2
)
× f
(
−
(
qp+q4
x1x2
x3
)1/2
q
1/2
4 ,−
(
qp+q4
x1x2
x3
)−1/2
q
1/2
4
)
× f
(
−
(
qq+r4
x2x3
x1
)1/2
q
1/2
4 ,−
(
qq+r4
x2x3
x1
)−1/2
q
1/2
4
)}
.
After employing part (iii) with x1, x2 and x3 replaced by q
(p+r)/2
2 q
(p+q)/2
4 x1, q
(p+2q+r)/2
4 x2 and
q
(p+r)/2
2 q
(q+r)/2
4 x3, respectively, we achieve the proposed formula.
Proof of (v). In both (iii) and (iv), take
x1 = i
mq
−(p+r)/4
2 q
−(p+q)/4
4 ,
x2 = i
nq
−(p+2q+r)/4
4 ,
and
x3 = i
kq
−(p+r)/4
2 q
−(q+r)/4
4 .
By (iii) and (iv), respectively, this yields
ϑ
(
q2, q4, i
mq
(p+r)/4
2 q
(p+q)/4
4 , i
nq
(p+2q+r)/4
4 , i
kq
(p+r)/4
2 q
(q+r)/4
4
)
= ϑ
(
q2, q4, i
−mq−(p+r)/42 q
−(p+q)/4
4 , i
−nq−(p+2q+r)/44 , i
−kq−(p+r)/42 q
−(q+r)/4
4
)
= i−(mp+nq+kr)/2q−p(p+r)/82 q
−p(p+q)/8
4 q
−q(p+2q+r)/8
4 q
−r(p+r)/8
2 q
−r(q+r)/8
4 q
(p+r)2/8
2
× q(p+q)2/8+(q+r)2/84 ϑ
(
q2, q4, i
mq
(p+r)/4
2 q
(p+q)/4
4 , i
nq
(p+2q+r)/4
4 , i
kq
(p+r)/4
2 q
(q+r)/4
4
)
= i−(mp+nq+kr)/2ϑ
(
q2, q4, i
mq
(p+r)/4
2 q
(p+q)/4
4 , i
nq
(p+2q+r)/4
4 , i
kq
(p+r)/4
2 q
(q+r)/4
4
)
.
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Since 1
2
(mp+ nq + kr) 6≡ 0 (mod 4), the desired result follows immediately.
Proof of (vi). From (iii) with q2 = e
−pis, q4 = e−pit, x1 = eia, x2 = eib, and x3 = eic, we find
that
2ϑ(e−pis, e−pit, eia, eib, eic)
= f
(
ei(a−b+c)/2−pis/2, e−i(a−b+c)/2−pis/2
)
f
(
ei(a+b−c)/2−pit/2, e−i(a+b−c)/2−pit/2
)
× f (ei(−a+b+c)/2−pit/2, e−i(−a+b+c)/2−pit/2)
+ f
(−ei(a−b+c)/2−pis/2,−e−i(a−b+c)/2−pis/2) f (−ei(a+b−c)/2−pit/2,−e−i(a+b−c)/2−pit/2)
× f (−ei(−a+b+c)/2−pit/2,−e−i(−a+b+c)/2−pit/2) , (6.2.2)
Before proceeding further, we will establish the following identity. By the definition of
f(a, b),
f(a, b)f(c, d)f(e, g) + f(−a,−b)f(−c,−d)f(−e,−g)
=
∞∑
m,n,k=−∞
am(m+1)/2bm(m−1)/2cn(n+1)/2dn(n−1)/2ek(k+1)/2gk(k−1)/2
+
∞∑
m,n,k=−∞
am(m+1)/2bm(m−1)/2cn(n+1)/2dn(n−1)/2ek(k+1)/2gk(k−1)/2(−1)m2+n2+k2
= 2
∑
m even
∑
n even
∑
k even
am(m+1)/2bm(m−1)/2cn(n+1)/2dn(n−1)/2ek(k+1)/2gk(k−1)/2
+ 2
∑
m odd
∑
n odd
∑
k even
am(m+1)/2bm(m−1)/2cn(n+1)/2dn(n−1)/2ek(k+1)/2gk(k−1)/2
+ 2
∑
m odd
∑
n even
∑
k odd
am(m+1)/2bm(m−1)/2cn(n+1)/2dn(n−1)/2ek(k+1)/2gk(k−1)/2
+ 2
∑
m even
∑
n odd
∑
k odd
am(m+1)/2bm(m−1)/2cn(n+1)/2dn(n−1)/2ek(k+1)/2gk(k−1)/2
= 2f(a3b, ab3)f(c3d, cd3)f(e3g, eg3) + 2acf(a5b3,
b
a
)f(c5d3,
d
c
)f(e3g, eg3)
+ 2aef(a5b3,
b
a
)f(c3d, cd3)f(e5g3,
g
e
) + 2cef(a3b, ab3)f(c5d3,
d
c
)f(e5g3,
g
e
). (6.2.3)
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Utilize (6.2.3) to (6.2.2) and obtain
ϑ(e−pis, e−pit, eia, eib, eic)
= f
(
ei(a−b+c)−2pis, e−i(a−b+c)−2pis
)
× {f (ei(a+b−c)−2pit, e−i(a+b−c)−2pit) f (ei(−a+b+c)−2pit, e−i(−a+b+c)−2pit)
+eib−pitf
(
ei(a+b−c)−4pit, e−i(a+b−c)
)
f
(
ei(−a+b+c)−4pit, e−i(−a+b+c)
)}
+ f
(
ei(a−b+c)−4pis, e−i(a−b+c)
)
× {eic−(pis+pit)/2f (ei(a+b−c)−2pit, e−i(a+b−c)−2pit) f (ei(−a+b+c)−4pit, e−i(−a+b+c))
+eia−(pis+pit)/2f
(
ei(a+b−c)−4pit, e−i(a+b−c)
)
f
(
ei(−a+b+c)−2pit, e−i(−a+b+c)−2pit
)}
.
(6.2.4)
Recall that from Entry 20 in [9, p. 36], if αβ = pi, Re(α2) > 0, and n is any complex number,
then
√
αf
(
e−α
2+nα, e−α
2−nα
)
= en
2/4
√
βf
(
e−β
2+inβ, e−β
2−inβ
)
. (6.2.5)
Take α =
√
2pit, β =
√
pi/2t and n = iθ/
√
2pit in (6.2.5) to obtain
f(eiθ−2pit, e−iθ−2pit) =
1√
2t
e−θ
2/8pitf
(
e−θ/2t−pi/2t, eθ/2t−pi/2t
)
(6.2.6)
and take α =
√
2pit, β =
√
pi/2t and n = −√2pit+ iθ/√2pit in (6.2.5) to obtain
f(eiθ−4pit, e−iθ) =
1√
2t
epit/2−iθ/2−θ
2/8pitf
(−e−θ/2t−pi/2t,−eθ/2t−pi/2t) . (6.2.7)
Applying (6.2.6) and (6.2.7) to (6.2.4) yields
ϑ(e−pis, e−pit, eia, eib, eic)
=
1√
2s
e−(a−b+c)
2/8pisf
(
e−(a−b+c)/2s−pi/2s, e(a−b+c)/2s−pi/2s
)
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×
{
1√
2t
e−(a+b−c)
2/8pitf
(
e−(a+b−c)/2t−pi/2t, e(a+b−c)/2t−pi/2t
)
× 1√
2t
e−(−a+b+c)
2/8pitf
(
e−(−a+b+c)/2t−pi/2t, e(−a+b+c)/2t−pi/2t
)
+ eib−pit
1√
2t
epit/2−i(a+b−c)/2−(a+b−c)
2/8pitf
(−e−(a+b−c)/2t−pi/2t,−e(a+b−c)/2t−pi/2t)
× 1√
2t
epit/2−i(−a+b+c)/2−(−a+b+c)
2/8pitf
(−e−(−a+b+c)/2t−pi/2t,−e(−a+b+c)/2t−pi/2t)}
+
1√
2s
epis/2−i(a−b+c)/2−(a−b+c)
2/8pisf
(−e−(a−b+c)/2s−pi/2s,−e(a−b+c)/2s−pi/2s)
×
{
eic−(pis+pit)/2
1√
2t
e−(a+b−c)
2/8pitf
(
e−(a+b−c)/2t−pi/2t, e(a+b−c)/2t−pi/2t
)}
× 1√
2t
epit/2−i(−a+b+c)/2−(−a+b+c)
2/8pitf
(−e−(−a+b+c)/2t−pi/2t,−e(−a+b+c)/2t−pi/2t)
+ eia−(pis+pit)/2
1√
2t
epit/2−i(a+b−c)/2−(a+b−c)
2/8pitf
(−e−(a+b−c)/2t−pi/2t,−e(a+b−c)/2t−pi/2t)
× 1√
2t
e−(−a+b+c)
2/8pitf
(
e−(−a+b+c)/2t−pi/2t, e(−a+b+c)/2t−pi/2t
)}
=
1
2t
√
2s
e−(a−b+c)
2/8pis−((a−c)2+b2)/4pit
{
f
(
e−(a−b+c)/2s−pi/2s, e(a−b+c)/2s−pi/2s
)
× {f (e−(a+b−c)/2t−pi/2t, e(a+b−c)/2t−pi/2t) f (e−(−a+b+c)/2t−pi/2t, e(−a+b+c)/2t−pi/2t)
+ f
(−e−(a+b−c)/2t−pi/2t,−e(a+b−c)/2t−pi/2t) f (−e−(−a+b+c)/2t−pi/2t,−e(−a+b+c)/2t−pi/2t)}
+ f
(−e−(a−b+c)/2s−pi/2s,−e(a−b+c)/2s−pi/2s)
× {f (e−(a+b−c)/2t−pi/2t, e(a+b−c)/2t−pi/2t) f (−e−(−a+b+c)/2t−pi/2t,−e−(−a+b+c)/2t−pi/2t)
+ f
(−e−(a+b−c)/2t−pi/2t,−e(a+b−c)/2t−pi/2t) f (e−(−a+b+c)/2t−pi/2t, e(−a+b+c)/2t−pi/2t)}}
Now by Entry 29 in [9, p. 45], if ab = cd, then
f(a, b)f(c, d) + f(−a,−b)f(−c,−d) = 2f(ac, bd)f(ad, bc). (6.2.8)
By (6.2.8), we deduce that
ϑ(e−pis, e−pit, eia, eib, eic)
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=
1
t
√
2s
e−(a−b+c)
2/8pis−((a−c)2+b2)/4pit {f (e(a−b+c)/2s−pi/2s, e−(a−b+c)/2s−pi/2s)
× f (eb/t−pi/t, e−b/t−pi/t) f (e(a−c)/t−pi/t, e−(a−c)/t−pi/t)
+ f
(−e(a−b+c)/2s−pi/2s,−e−(a−b+c)/2s−pi/2s)
× f (−eb/t−pi/t,−e−b/t−pi/t) f (−e(a−c)/t−pi/t,−e−(a−c)/t−pi/t)}
=
√
2
t
√
s
e−(a−b+c)
2/8pis−((a−c)2+b2)/4pit
× ϑ (e−pi/s, e−2pi/t, e(a−b+c)/2s+b/t, e(a+b−c)/t, e(a−b+c)/2s+(a−c)/t) .
We complete the proof.
Now, we will give explicit values for the function ϑ at arguments x1 = i
m (q2q4)
n/2, x2 =
i2mqn4 and x3 = i
3m (q2q4)
n/2, where m ∈ {0, 1, 2, 3} and n is an integer.
Theorem 6.2.2. For m ∈ {0, 1, 2, 3} and an integer n, we have
ϑ
(
q2, q4, i
m (q2q4)
n/2 , i2mqn4 , i
3m (q2q4)
n/2
)
=

q
−n(n+1)/2
2 q
−n(n+1)
4 ϑ
(
q2, q4, (q2q4)
1/2 , q4, (q2q4)
1/2
)
, if m = 0 and n ≡ 1 (mod 2),
q−2n
2
2 q
−4n2
4 ϑ (q2, q4, 1, 1, 1) , if m = 0 and n ≡ 0 (mod 4),
q−2n
2
2 q
−4n2
4 ϑ (q2, q4, q2q4, q
2
4, q2q4) , if m = 0 and n ≡ 2 (mod 4),
i2nq−2n
2
2 q
−4n2
4 ϑ (q2, q4, i, i
2, i3) , if m = 1, 3 and n ≡ 0 (mod 4),
q−2n
2
2 q
−4n2
4 ϑ (q2, q4, i
2, i4, i6) , if m = 2 and n ≡ 0 (mod 4),
q−2n
2
2 q
−4n2
4 ϑ (q2, q4, i
2q2q4, i
4q24, i
6q2q4) , if m = 2 and n ≡ 2 (mod 4),
0, otherwise.
Proof. By Theorem 6.2.1(v), we obtain
ϑ
(
q2, q4, i
m (q2q4)
n/2 , i2mqn4 , i
3m (q2q4)
n/2
)
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=
1
2
{
f
(
imq
(n+1)/2
2 , (−i)mq(−n+1)/22
)
f
(
q
(n+1)/2
4 , q
(−n+1)/2
4
)
f
(
i2mq
(n+1)/2
4 , i
2mq
(−n+1)/2
4
)
+ f
(
−imq(n+1)/22 ,−(−i)mq(−n+1)/22
)
f
(
−q(n+1)/24 ,−q(−n+1)/24
)
× f
(
−i2mq(n+1)/24 ,−i2mq(−n+1)/24
)}
. (6.2.9)
We divide the proof into many cases as follows.
Case 1. m = 0.
Case 1.1. n ≡ 1 (mod 2).
The equation (6.2.9) becomes
ϑ
(
q2, q4, (q2q4)
(2n+1)/2 , q2n+14 , (q2q4)
(2n+1)/2
)
=
1
2
{
f
(
qn+12 , q
−n
2
)
f 2
(
qn+14 , q
−n
4
)
+ f
(−qn+12 ,−q−n2 ) f 2 (−qn+14 ,−q−n4 )} . (6.2.10)
Note that by (1.0.11) and (1.0.10), respectively,
f(−qn+1,−qn) = (−qn+1)n(n−1)/2 (−qn)n(n+1)/2 f(−q,−1) = 0. (6.2.11)
Also, by (1.0.11) again, we have
f(qn+1, q−n) = q−nf(qn, q−(n−1)).
Hence we arrive at
ϑ
(
q2, q4, (q2q4)
(2n+1)/2, q2n+14 , (q2q4)
(2n+1)/2
)
=
1
2
q−n2 q
−2n
4 f
(
qn2 , q
−(n−1)
2
)
f 2
(
qn4 , q
−(n−1)
4
)
. (6.2.12)
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Then by (6.2.10) with n replaced by n− 1 and (6.2.11), it follows that
ϑ
(
q2, q4, (q2q4)
(2n−1)/2 , q2n−14 , (q2q4)
(2n−1)/2
)
=
1
2
f
(
qn2 , q
−(n−1)
2
)
f 2
(
qn4 , q
−(n−1)
4
)
. (6.2.13)
Substituting (6.2.13) into (6.2.12), we find that
ϑ
(
q2, q4, (q2q4)
(2n+1)/2, q2n+14 , (q2q4)
(2n+1)/2
)
= q−n2 q
−2n
4 ϑ
(
q2, q4, (q2q4)
(2n−1)/2 , q2n−14 , (q2q4)
(2n−1)/2
)
.
Iterate this n times to deduce the desired result. This case is proved.
Case 1.2. n ≡ 0 (mod 4).
The equation (6.2.9) becomes
ϑ
(
q2, q4, (q2q4)
2n , q4n4 , (q2q4)
2n)
=
1
2
{
f
(
q
2n+1/2
2 , q
−2n+1/2
2
)
f 2
(
q
2n+1/2
4 , q
−2n+1/2
4
)
+ f
(
−q2n+1/22 ,−q−2n+1/22
)
f 2
(
−q2n+1/24 ,−q−2n+1/24
)}
. (6.2.14)
By (1.0.11),
f
(±q2n+1/2,±q−2n+1/2) = q−4n+2f (±q2n−3/2,±q−2n+5/2) .
Then
ϑ
(
q2, q4, (q2q4)
2n , q4n4 , (q2q4)
2n)
=
1
2
q−4n+22 q
−8n+4
4
{
f
(
q
2n−3/2
2 , q
−2n+5/2
2
)
f 2
(
q
2n−3/2
4 , q
−2n+5/2
4
)
+ f
(
−q2n−3/22 ,−q−2n+5/22
)
f 2
(
−q2n−3/24 ,−q−2n+5/24
)}
. (6.2.15)
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By (6.2.14) with n replaced by n− 1, it follows that
ϑ
(
q2, q4, (q2q4)
2n−2 , q4n−44 , (q2q4)
2n−2)
=
1
2
{
f
(
q
2n−3/2
2 , q
−2n+5/2
2
)
f 2
(
q
2n−3/2
4 , q
−2n+5/2
4
)
+ f
(
−q2n−3/22 ,−q−2n+5/22
)
f 2
(
−q2n−3/24 ,−q−2n+5/24
)}
. (6.2.16)
Substituting (6.2.16) into (6.2.15), we see that
ϑ
(
q2, q4, (q2q4)
2n, q4n4 , (q2q4)
2n
)
= q−4n+22 q
−8n+4
4 ϑ
(
q2, q4, (q2q4)
2n−2 , q4n−44 , (q2q4)
2n−2) .
Iterate this n times to obtain the desired result. We finish the proof.
Case 1.3. n ≡ 2 (mod 4).
From (6.2.9), we have
ϑ
(
q2, q4, (q2q4)
2n+1 , q4n+24 , (q2q4)
2n+1)
=
1
2
{
f
(
q
2n+3/2
2 , q
−2n−1/2
2
)
f 2
(
q
2n+3/2
4 , q
−2n−1/2
4
)
+ f
(
−q2n+3/22 ,−q−2n−1/22
)
f 2
(
−q2n+3/24 ,−q−2n−1/24
)}
. (6.2.17)
By (1.0.11),
f
(±q2n+3/2,±q−2n−1/2) = q−4nf (±q2n−1/2,±q−2n+3/2) .
Then
ϑ
(
q2, q4, (q2q4)
2n+1 , q4n+24 , (q2q4)
2n+1)
=
1
2
q−4n2 q
−8n
4
{
f
(
q
2n−1/2
2 , q
−2n+3/2
2
)
f 2
(
q
2n−1/2
4 , q
−2n+3/2
4
)
+ f
(
−q2n−1/22 ,−q−2n+3/22
)
f 2
(
−q2n−1/24 ,−q−2n+3/24
)}
. (6.2.18)
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By (6.2.17) with n replaced by n− 1, we deduce that
ϑ
(
q2, q4, (q2q4)
2n−1 , q4n−24 , (q2q4)
2n−1)
=
1
2
{
f
(
q
2n−1/2
2 , q
−2n+3/2
2
)
f 2
(
q
2n−1/2
4 , q
−2n+3/2
4
)
+ f
(
−q2n−1/22 ,−q−2n+3/22
)
f 2
(
−q2n−1/24 ,−q−2n+3/24
)}
. (6.2.19)
Substituting (6.2.19) into (6.2.18), we conclude that
ϑ
(
q2, q4, (q2q4)
2n+1 , q4n+24 , (q2q4)
2n+1) = q−4n2 q−8n4 ϑ (q2, q4, (q2q4)2n−1 , q4n−24 , (q2q4)2n−1) .
Iterate this identity n times to complete the proof.
Case 2. m = 1.
Case 2.1. n ≡ 1 (mod 2).
The equation (6.2.9) becomes
ϑ
(
q2, q4, i (q2q4)
(2n+1)/2 , i2q2n+14 , i
3 (q2q4)
(2n+1)/2
)
=
1
2
{
f
(
iqn+12 ,−iq−n2
)
f
(
qn+14 , q
−n
4
)
f
(−qn+14 ,−q−n4 )
+ f
(−iqn+12 ,−q−n2 ) f (−qn+14 ,−q−n4 ) f (qn+14 , q−n4 )} .
By (6.2.11), it follows immediately that
ϑ
(
q2, q4, i (q2q4)
(2n+1)/2 , i2q2n+14 , i
3 (q2q4)
(2n+1)/2
)
= 0.
The proof is complete.
Case 2.2. n ≡ 0 (mod 4).
We have
ϑ
(
q2, q4, i (q2q4)
2n , i2q4n4 , i
3 (q2q4)
2n)
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=
1
2
{
f
(
iq
2n+1/2
2 ,−iq−2n+1/22
)
f
(
q
2n+1/2
4 , q
−2n+1/2
4
)
f
(
−q2n+1/24 ,−q−2n+1/24
)
+ f
(
−iq2n+1/22 , iq−2n+1/22
)
f
(
−q2n+1/24 ,−q−2n+1/24
)
f
(
q
2n+1/2
4 , q
−2n+1/2
4
)}
. (6.2.20)
Note that if ab = 1, then by (1.0.11),
f
(
aq2n+1/2, bq−2n+1/2
)
= b2q−4n+2f
(
aq2n−3/2, bq−2n+5/2
)
.
Then
ϑ
(
q2, q4, i (q2q4)
2n , i2q4n4 , i
3 (q2q4)
2n)
=
1
2
i2q−4n+22 q
−8n+4
4
×
{
f
(
iq
2n−3/2
2 ,−iq−2n+5/22
)
f
(
q
2n−3/2
4 , q
−2n+5/2
4
)
f
(
−q2n−3/24 ,−q−2n+5/24
)
+ f
(
−iq2n−3/22 , iq−2n+5/22
)
f
(
−q2n−3/24 ,−q−2n+5/24
)
f
(
q
2n−3/2
4 , q
−2n+5/2
4
)}
. (6.2.21)
By (6.2.20) with n replaced by n− 1, we find that
ϑ
(
q2, q4, i (q2q4)
2n−2 , i2q4n−44 , i
3 (q2q4)
2n−2)
=
1
2
{
f
(
iq
2n−3/2
2 ,−iq−2n+5/22
)
f
(
q
2n−3/2
4 , q
−2n+5/2
4
)
f
(
−q2n−3/24 ,−q−2n+5/24
)
+ f
(
−iq2n−3/22 , iq−2n+5/22
)
f
(
−q2n−3/24 ,−q−2n+5/24
)
f
(
q
2n−3/2
4 , q
−2n+5/2
4
)}
. (6.2.22)
Substitue (6.2.22) into (6.2.21) to obtain
ϑ
(
q2, q4, i (q2q4)
2n , i2q4n4 , i
3 (q2q4)
2n)
= i2q−4n+22 q
−8n+4
4 ϑ
(
q2, q4, i (q2q4)
2n−2 , i2q4n−44 , i
3 (q2q4)
2n−2) .
After iterating this identity n times, we complete the proof.
Case 2.3. n ≡ 2 (mod 4).
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We see that
ϑ
(
q2, q4, i (q2q4)
2n+1 , i2q4n+24 , i
3 (q2q4)
2n+1)
=
1
2
{
f
(
iq
2n+3/2
2 ,−iq−2n−1/22
)
f
(
q
2n+3/2
4 , q
−2n−1/2
4
)
f
(
−q2n+3/24 ,−q−2n−1/24
)
+ f
(
−iq2n+3/22 , iq−2n−1/22
)
f
(
−q2n+3/24 ,−q−2n−1/24
)
f
(
q
2n+3/2
4 , q
−2n−1/2
4
)}
. (6.2.23)
By (1.0.11), if ab = 1, then
f
(
aq2n+3/2, bq−2n−1/2
)
= b2q−4nf
(
aq2n−1/2, bq−2n+3/2
)
.
Then
ϑ
(
q2, q4, i (q2q4)
2n+1 , i2q4n+24 , i
3 (q2q4)
2n+1)
=
1
2
q−4n2 q
−8n
4
{
f
(
iq
2n−1/2
2 ,−iq−2n+3/22
)
f
(
q
2n−1/2
4 , q
−2n+3/2
4
)
f
(
−q2n−1/24 ,−q−2n+3/24
)
+ f
(
−iq2n−1/22 , iq−2n+3/22
)
f
(
−q2n−1/24 ,−q−2n+3/24
)
f
(
q
2n−1/2
4 , q
−2n+3/2
4
)}
.
(6.2.24)
By (6.2.23) with n replaced by n− 1, we find that
ϑ
(
q2, q4, i (q2q4)
2n−1 , i2q4n−24 , i
3 (q2q4)
2n−1)
=
1
2
{
f
(
iq
2n−1/2
2 ,−iq−2n+3/22
)
f
(
q
2n−1/2
4 , q
−2n+3/2
4
)
f
(
−q2n−1/24 ,−q−2n+3/24
)
+ f
(
−iq2n−1/22 , iq−2n+3/22
)
f
(
−q2n−1/24 ,−q−2n+3/24
)
f
(
q
2n−1/2
4 , q
−2n+3/2
4
)}
. (6.2.25)
Substitute (6.2.22) into (6.2.21) to obtain
ϑ
(
q2, q4, i (q2q4)
2n+1 , i2q4n+24 , i
3 (q2q4)
2n+1)
= q−4n2 q
−8n
4 ϑ
(
q2, q4, i (q2q4)
2n−1 , i2q4n−24 , i
3 (q2q4)
2n−1) .
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Iterate this identity n times to obtain
ϑ
(
q2, q4, i (q2q4)
2n+1 , i2q4n+24 , i
3 (q2q4)
2n+1) = q−2n22 q−4n24 ϑ (q2, q4, iq2q4, i2q24, i3q2q4) .
By Theorem 6.2.1(v) with m = 1, n = p = q = r = 2, k = 3, we find that
ϑ
(
q2, q4, iq2q4, i
2q24, i
3q2q4
)
= 0,
which completes the proof.
Case 3. m = 2.
Case 3.1. n ≡ 1 (mod 2).
The equation (6.2.9) becomes
ϑ
(
q2, q4, i
2 (q2q4)
(2n+1)/2 , i4q2n+14 , i
6 (q2q4)
(2n+1)/2
)
=
1
2
{
f
(−qn+12 ,−q−n2 ) f 2 (qn+14 , q−n4 )+ f (qn+12 , q−n2 ) f 2 (−qn+14 ,−q−n4 )} .
By (6.2.11), it follows immediately that
ϑ
(
q2, q4, i
2 (q2q4)
(2n+1)/2 , i4q2n+14 , i
6 (q2q4)
(2n+1)/2
)
= 0.
The proof is complete.
Case 3.2. n ≡ 0 (mod 4).
The equation (6.2.9) becomes
ϑ
(
q2, q4, i
2 (q2q4)
2n , i4q4n4 , i
6 (q2q4)
2n)
=
1
2
{
f
(
−q2n+1/22 ,−q−2n+1/22
)
f 2
(
q
2n+1/2
4 , q
−2n+1/2
4
)
+ f
(
q
2n+1/2
2 , q
−2n+1/2
2
)
f 2
(
−q2n+1/24 ,−q−2n+1/24
)}
. (6.2.26)
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Note that by (1.0.11),
f
(±q2n+1/2,±q−2n+1/2) = q−4n+2f (±q2n−3/2,±q−2n+5/2) .
Then
ϑ
(
q2, q4, i
2 (q2q4)
2n , i4q4n4 , i
6 (q2q4)
2n)
=
1
2
q−4n+22 q
−8n+4
4
{
f
(
−q2n−3/22 ,−q−2n+5/22
)
f 2
(
q
2n−3/2
4 , q
−2n+5/2
4
)
+ f
(
q
2n−3/2
2 , q
−2n+5/2
2
)
f 2
(
−q2n−3/24 ,−q−2n+5/24
)}
. (6.2.27)
By (6.2.26) with n replaced by n− 1, it follows that
ϑ
(
q2, q4, i
2 (q2q4)
2n−2 , i4q4n−44 , i
6 (q2q4)
2n−2)
=
1
2
{
f
(
−q2n−3/22 ,−q−2n+5/22
)
f 2
(
q
2n−3/2
4 , q
−2n+5/2
4
)
+ f
(
q
2n−3/2
2 , q
−2n+5/2
2
)
f 2
(
−q2n−3/24 ,−q−2n+5/24
)}
. (6.2.28)
Substituting (6.2.28) into (6.2.27), we conclude that
ϑ
(
q2, q4, i
2 (q2q4)
2n , i4q4n4 , i
6 (q2q4)
2n)
= q−4n+22 q
−8n+4
4 ϑ
(
q2, q4, i
2 (q2q4)
2n−2 , i4q4n−44 , i
6 (q2q4)
2n−2) .
Iterating the above identity n times yields the desired result.
Case 3.3. n ≡ 2 (mod 4).
From (6.2.9), we have
ϑ
(
q2, q4, i
2 (q2q4)
2n+1 , i4q4n+24 , i
6 (q2q4)
2n+1)
=
1
2
{
f
(
−q2n+3/22 ,−q−2n−1/22
)
f 2
(
q
2n+3/2
4 , q
−2n−1/2
4
)
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+ f
(
q
2n+3/2
2 , q
−2n−1/2
2
)
f 2
(
−q2n+3/24 ,−q−2n−1/24
)}
. (6.2.29)
By (1.0.11),
f
(±q2n+3/2,±q−2n−1/2) = q−4nf (±q2n−1/2,±q−2n+3/2) .
Then
ϑ
(
q2, q4, i
2 (q2q4)
2n+1 , i4q4n+24 , i
6 (q2q4)
2n+1)
=
1
2
q−4n2 q
−8n
4
{
f
(
−q2n−1/22 ,−q−2n+3/22
)
f 2
(
q
2n−1/2
4 , q
−2n+3/2
4
)
+ f
(
q
2n−1/2
2 , q
−2n+3/2
2
)
f 2
(
−q2n−1/24 ,−q−2n+3/24
)}
. (6.2.30)
By (6.2.30) with n replaced by n− 1, we see that
ϑ
(
q2, q4, i
2 (q2q4)
2n−1 , i4q4n−24 , i
6 (q2q4)
2n−1)
=
1
2
{
f
(
−q2n−1/22 ,−q−2n+3/22
)
f 2
(
q
2n−1/2
4 , q
−2n+3/2
4
)
+ f
(
q
2n−1/2
2 , q
−2n+3/2
2
)
f 2
(
−q2n−1/24 ,−q−2n+3/24
)}
. (6.2.31)
Substitute (6.2.31) into (6.2.30) to obtain
ϑ
(
q2, q4, i
2 (q2q4)
2n+1 , i4q4n+24 , i
6 (q2q4)
2n+1 )
= q−4n2 q
−8n
4 ϑ
(
q2, q4, i
2 (q2q4)
2n−1 , i4q4n−24 , i
6 (q2q4)
2n−1) .
Iterate above formula n times to finish the proof.
Case 4. m = 3.
We observe that
ϑ
(
q2, q4, i
3 (q2q4)
n/2 , i6qn4 , i
9 (q2q4)
n/2
)
= ϑ
(
q2, q4, i
3 (q2q4)
n/2 , i2qn4 , i (q2q4)
n/2
)
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= ϑ
(
q2, q4, i (q2q4)
n/2 , i2qn4 , i
3 (q2q4)
n/2
)
,
where the last quality is deduced by Theorem6.2.1(i). Hence this case is the same as the
case m = 1.
Next, for our convenience, write
ϑ1(q2, q4) := ϑ(q2, q4, 1, 1, 1),
ϑ2(q2, q4) := ϑ(q2, q4, i, i
2, i3),
ϑ3(q2, q4) := ϑ(q2, q4, i
2, i4, i6),
ϑ4(q2, q4) := q
1/8
2 q
1/4
4 ϑ
(
q2, q4, (q2q4)
1/2, q4, (q2q4)
1/2
)
,
ϑ5(q2, q4) := q
1/2
2 q4ϑ(q2, q4, q2q4, q
2
4, q2q4),
ϑ6(q2, q4) := q
1/2
2 q4ϑ(q2, q4, i
2q2q4, i
4q24, i
6q2q4).
Theorem 6.2.3. We have
ϑ1(q2, q4) =
1
2
(
ϕ(q
1/2
2 )ϕ
2(q
1/2
4 ) + ϕ(−q1/22 )ϕ2(−q1/24 )
)
,
ϑ2(q2, q4) = ϕ(−q22)ϕ(q1/24 )ϕ(−q1/24 ),
ϑ3(q2, q4) =
1
2
(
ϕ(q
1/2
2 )ϕ
2(−q1/24 ) + ϕ(−q1/22 )ϕ2(q1/24 )
)
,
ϑ4(q2, q4) = 4q
1/8
2 q
1/4
4 ψ(q2)ψ
2(q4),
ϑ5(q2, q4) =
1
2
(
ϕ(q
1/2
2 )ϕ
2(q
1/2
4 )− ϕ(−q1/22 )ϕ2(−q1/24 )
)
,
ϑ6(q2, q4) =
1
2
(
ϕ(q
1/2
2 )ϕ
2(−q1/24 )− ϕ(−q1/22 )ϕ2(q1/24 )
)
.
Proof. We employ Theorem 6.2.1(v) and use the notation in Chapter 1. The first and
third equalities are straightforward. For the second and forth identities, we also utilize the
equations (1.0.9) and (1.0.10). For the last two formula, we use (1.0.11) with n = −1. The
proof is complete.
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Before proceeding further, we will establish some formulas for ϕ and ψ in terms of α2, α4,
q2, q4, z2 and z4. We can rewrite (1.0.20), (1.0.23)–(1.0.26) and (1.0.27) in terms of α2, q2
and z2 as
ϕ(q2) =
√
z2, (6.2.32)
ϕ(q
1/2
2 ) =
√
z2 (1 +
√
α2)
1/2
, (6.2.33)
ϕ(−q2) = √z2(1− α2)1/4, (6.2.34)
ϕ(−q22) =
√
z2(1− α2)1/8, (6.2.35)
ϕ(−q1/22 ) =
√
z2 (1−√α2)1/2 , (6.2.36)
ψ(q2) =
√
z2
2
α
1/8
2 q
−1/8
2 , (6.2.37)
ψ(q22) =
√
z2
2
α
1/4
2 q
−1/4
2 , (6.2.38)
respectively. In [11, p. 146], there is a procedure for producing formulas in the theory of
signature 4 from formulas in the classical theory. Suppose that we have a formula
Ω (α2, q2, z2) = 0.
Then we deduce the formula
Ω
(
2
√
α4
1 +
√
α4
, q
1/2
4 , z4 (1 +
√
α4)
1/2
)
= 0.
By (6.2.32), (6.2.36) and (6.2.38) together with the above procedure, this yields
ϕ(q
1/2
4 ) =
√
z4 (1 +
√
α4)
1/4
, (6.2.39)
ϕ(−q1/24 ) =
√
z4 (1−√α4)1/4 , (6.2.40)
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and
ψ(q4) =
√
z4
2
(2
√
α4)
1/4
q
−1/8
4 , (6.2.41)
respectively.
Corollary 6.2.4. We have
ϑ21(q2, q4) + ϑ
2
6(q2, q4) = z2z
2
4 = ϑ
2
3(q2, q4) + ϑ
2
5(q2, q4),
where
zi = 2F1(
1
i
, 1− 1
i
; 1;αi).
Proof. By Theorem 6.2.3, we find that
ϑ21(q2, q4) + ϑ
2
6(q2, q4) =
1
4
(
ϕ(q
1/2
2 )ϕ
2(q
1/2
4 ) + ϕ(−q1/22 )ϕ2(−q1/24 )
)2
+
1
4
(
ϕ(q
1/2
2 )ϕ
2(−q1/24 )− ϕ(−q1/22 )ϕ2(q1/24 )
)2
=
1
4
(
ϕ2(q
1/2
2 )ϕ
4(q
1/2
4 ) + ϕ
2(−q1/22 )ϕ4(−q1/24 )
+ ϕ2(q
1/2
2 )ϕ
4(−q1/24 ) + ϕ2(−q1/22 )ϕ4(q1/24 )
)
. (6.2.42)
Now, apply (6.2.33), (6.2.36), (6.2.39) and (6.2.40) to (6.2.42), and deduce that
ϑ21(q2, q4) + ϑ
2
6(q2, q4) =
z2z
2
4
4
((1 +
√
α2) (1 +
√
α4) + (1−√α2) (1−√α4)
+ (1 +
√
α2) (1−√α4) + (1−√α2) (1 +√α4))
= z2z
2
4 .
Similarly, one can show that ϑ23(q2, q4) + ϑ
2
5(q2, q4) = z2z
2
4 .
Theorem 6.2.5. If α := α2 = α4, then
ϑ1(q2, q4) =
√
z2z4,
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ϑ2(q2, q4) =
√
z2z4 (1− α)3/8 ,
ϑ3(q2, q4) =
√
z2z4 (1− α)1/2 ,
ϑ4(q2, q4) =
√
z2z4α
3/8,
ϑ5(q2, q4) =
√
z2z4α
1/2,
ϑ6(q2, q4) = 0.
Proof. Employ (6.2.33), (6.2.35), (6.2.36), (6.2.37), (6.2.39), (6.2.40) and (6.2.41) to Theo-
rem 6.2.3 and find that
ϑ1(q2, q4) =
1
2
(√
z2z4
(
1 +
√
α
)1/2 (
1 +
√
α
)1/2
+
√
z2z4
(
1−√α)1/2 (1−√α)1/2)
=
√
z2z4,
ϑ2(q2, q4) =
(√
z2(1− α)1/8
) (√
z4
(
1 +
√
α
)1/4)(√
z4
(
1−√α)1/4)
=
√
z2z4 (1− α)3/8 ,
ϑ3(q2, q4) =
1
2
(√
z2z4
(
1 +
√
α
)1/2 (
1−√α)1/2 +√z2z4 (1−√α)1/2 (1 +√α)1/2)
=
√
z2z4 (1− α)1/2 ,
ϑ4(q2, q4) = 4q
1/8
2 q
1/4
4
(√
z2
2
α1/8q
−1/8
2
)(√
z4
2
(
2
√
α
)1/4
q
−1/8
4
)2
=
√
z2z4α
3/8,
ϑ5(q2, q4) =
1
2
(√
z2z4
(
1 +
√
α
)1/2 (
1 +
√
α
)1/2 −√z2z4 (1−√α)1/2 (1−√α)1/2)
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=
√
z2z4α
1/2,
and
ϑ6(q2, q4) =
1
2
(√
z2z4
(
1 +
√
α
)1/2 (
1−√α)1/2 −√z2z4 (1−√α)1/2 (1 +√α)1/2)
= 0.
We complete the proof.
Corollary 6.2.6. We have
ϑ23(q2, q4) + ϑ
2
5(q2, q4) = ϑ
2
1(q2, q4),
ϑ
8/3
2 (q2, q4) + ϑ
8/3
4 (q2, q4) = ϑ
8/3
1 (q2, q4),
ϑ82(q2, q4) = ϑ
2
1(q2, q4)ϑ
6
3(q2, q4),
ϑ84(q2, q4) = ϑ
2
1(q2, q4)ϑ
6
5(q2, q4).
Proof. The proposed identities follow readily from Theorem 6.2.5.
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Chapter 7
The Borweins’ Cubic Theta Functions
7.1 Introduction
As we have seen from the previous chapter, one of the cubic analogues of Jacobi’s theta
functions defined by the Borweins is given by
a(q) :=
∞∑
m,n=−∞
qm
2+mn+n2 . (7.1.1)
In his note books [33], Ramanujan recorded numerous identities related to this function and
his general theta function; for example, [9, p. 462], [33, p. 328],
a(q) = ϕ(q)ϕ(q3) + 4qψ(q2)ψ(q6).
In this chapter, we will prove several formulas between a(q) and f(−q). Now, we will
provide some formulas of a(q) which are useful to prove such results in the next section.
Let m = z1/z3 where zn = ϕ
2(qn). Note that zn here has no connection with zj defined in
Chapter 5. By Lemma 2.1 in [11, p. 94]
a(q) =
√
z1z3
m2 + 6m− 3
4m
. (7.1.2)
Recall that by the equation (5.1) in [9, p. 232], if β be of degree 3 over α, then we have
(
β3
α
)1/8
=
m− 1
2
,
(
(1− β)3
1− α
)1/8
=
m+ 1
2
,
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(7.1.3)(
(1− α)3
1− β
)1/8
=
3−m
2m
, and
(
α3
β
)1/8
=
3 +m
2m
.
Lemma 7.1.1. We have
a(q2) =
√
z1z3
m2 + 3
4m
(7.1.4)
and
a(q4) =
√
z1z3
3 + 6m−m2
8m
. (7.1.5)
Proof. By the equation (6.4) in [11, p. 116],
a(q2) =
ϕ3(q)
4ϕ(q3)
+
3ϕ3(q3)
4ϕ(q)
. (7.1.6)
By (1.0.20),
a(q2) =
(√
z1
)3
4
√
z3
+
3
(√
z3
)3
4
√
z1
=
√
z1z3
m2 + 3
4m
,
which is the first part of Lemma 7.1.1. Next, replace q by −q2 in (7.1.6) to obtain
a(q4) =
ϕ3(−q2)
4ϕ(−q6) +
3ϕ3(−q6)
4ϕ(−q3) .
By (1.0.25),
a(q4) =
{√
z1(1− α)1/8
}3
4
√
z3(1− β)1/8 +
3
{√
z3(1− β)1/8
}3
4
√
z1(1− α)1/8
=
√
z1z3
4
{
m
(
(1− α)3
1− β
)1/8
+
3
m
(
(1− β)3
1− α
)1/8}
.
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Then by (7.1.3),
a(q4) =
√
z1z3
4
{
3m−m2
2m
+
3m+ 3
2m
}
=
√
z1z3
3 + 6m−m2
8m
.
We complete the proof.
7.2 Results
In this section, we will prove certain identities involving a(q) and f(q) discovered by Somos
using a computer.
Theorem 7.2.1. We have
(i)
f 6(−q2)f(−q3)
f 3(−q)f 2(−q6) =
1
2
{
a(q) + a(q2)
}
,
(ii)
f(−q2)f 6(−q3)
f 2(−q)f 3(−q6) =
1
3
{
a(q) + 2a(q2)
}
,
(iii)
qf(−q)f 6(−q6)
f 2(−q2)f 3(−q3) =
1
6
{
a(q)− 2a(q2)} ,
(iv)
f 6(−q)f(−q6)
f 3(−q2)f 2(−q3) = −a(q) + 2a(q
2),
(v)
q
f 3(−q9)
f(−q3) =
1
6
{
a(q)− a(q3)} .
(vi)
f 5(−q2)f 5(−q6)
f 2(−q)f 2(−q3)f 2(−q4)f 2(−q12) =
1
3
{
a(q) + 2a(q4)
}
,
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(vii)
f 2(−q)f 2(−q3)
f(−q2)f(−q6) = −
1
3
{
a(q)− 4a(q4)} .
and
(viii)
qf 2(−q4)f 2(−q12)
f(−q2)f(−q6) =
1
6
{
a(q)− a(q4)} ,
Proof of (i). By (1.0.33) and (1.0.34),
f 6(−q2)f(−q3)
f 3(−q)f 2(−q6) =
{√
z12
−1/3 {α(1− α)q−1}1/12
}6 {√
z32
−1/6(1− β)1/6(βq−3)1/24}{√
z12−1/6(1− α)1/6(αq−1)1/24
}3 {√
z32−1/3 {β(1− β)q−3}1/12
}2
=
m
√
z1z3
2
(
α3
β
)1/8
.
By (7.1.3),
f 6(−q2)f(−q3)
f 3(−q)f 2(−q6) =
√
z1z3
(
3 +m
4
)
.
By (7.1.2) and (7.1.4),
1
2
{
a(q) + a(q2)
}
=
√
z1z3
2
{
m2 + 6m− 3
4m
+
m2 + 3
4m
}
=
√
z1z3
(
3 +m
4
)
.
The proof of (i) is complete.
We also found a different proof of (i) in [11, p. 149].
Proof of (ii). By (1.0.33) and (1.0.34),
f(−q2)f 6(−q3)
f 2(−q)f 3(−q6) =
{√
z12
−1/3 {α(1− α)q−1}1/12
}{√
z32
−1/6(1− β)1/6(βq−3)1/24}6{√
z12−1/6(1− α)1/6(αq−1)1/24
}2 {√
z32−1/3 {β(1− β)q−3}1/12
}3
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=√
z1z3
m
(
(1− β)3
1− α
)1/4
.
By (7.1.3),
f(−q2)f 6(−q3)
f 2(−q)f 3(−q6) =
√
z1z3
m
(
m+ 1
2
)2
=
√
z1z3
(m+ 1)2
4m
.
By (7.1.2) and (7.1.4),
1
3
{
a(q) + 2a(q2)
}
=
√
z1z3
3
{
m2 + 6m− 3
4m
+
2m2 + 6
4m
}
=
√
z1z3
(m+ 1)2
4m
.
We finish the proof of (ii).
Proof of (iii). By (1.0.33) and (1.0.34),
qf(−q)f 6(−q6)
f 2(−q2)f 3(−q3) =
{√
z12
−1/6(1− α)1/6(αq−1)1/24}{√z32−1/3 {β(1− β)q−3}1/12}6{√
z12−1/3 {α(1− α)q−1}1/12
}2 {√
z32−1/6(1− β)1/6(βq−3)1/24
}3
=
√
z1z3
2m
(
β3
α
)1/8
.
By (7.1.3),
qf(−q)f 6(−q6)
f 2(−q2)f 3(−q3) =
√
z1z3
(
m− 1
4m
)
.
By (7.1.2) and (7.1.4),
1
6
{
a(q)− a(q2)} = √z1z3
6
{
m2 + 6m− 3
4m
− m
2 + 3
4m
}
=
√
z1z3
(
m− 1
4m
)
.
We finish the proof.
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Proof of (iv). By (1.0.33) and (1.0.34),
f 6(−q)f(−q6)
f 3(−q2)f 2(−q3) =
{√
z12
−1/6(1− α)1/6(αq−1)1/24}6 {√z32−1/3 {β(1− β)q−3}1/12}{√
z12−1/3 {α(1− α)q−1}1/12
}3 {√
z32−1/6(1− β)1/6(βq−3)1/24
}2
=
√
z1z3m
(
(1− α)3
1− β
)1/4
.
By (7.1.3),
f 6(−q)f(−q6)
f 3(−q2)f 2(−q3) =
√
z1z3
(3−m)2
4m
.
By (7.1.2) and (7.1.4),
−a(q) + 2a(q2) = √z1z3
{
−m
2 + 6m− 3
4m
+
2m2 + 6
4m
}
=
√
z1z3
(3−m)2
4m
.
We also found a different proof of (iv) in [11, p. 149].
Proof of (v). See Proposition 2.21 in [21].
Proof of (vi). By (1.0.33), (1.0.34) and (1.0.35),
f 5(−q2)f 5(−q6)
f 2(−q)f 2(−q3)f 2(−q4)f 2(−q12)
=
{√
z12
−1/3 {α(1− α)q−1}1/12
}5 {√
z32
−1/3 {β(1− β)q−3}1/12
}5
{√
z12−1/6(1− α)1/6(αq−1)1/24
}2 {√
z32−1/6(1− β)1/6(βq−3)1/24
}2
× 1{√
z14−1/3(1− α)1/24(αq−1)1/6
}2 {√
z34−1/3(1− β)1/24(βq−3)1/6
}2
=
√
z1z3.
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By (7.1.2) and (7.1.5),
1
3
{
a(q) + 2a(q4)
}
=
√
z1z3
3
{
m2 + 6m− 3
4m
+
3 + 6m−m2
4m
}
=
√
z1z3.
Hence we reach the desired result.
Proof of (vii). By (1.0.33) and (1.0.34),
f 2(−q)f 2(−q3)
f(−q2)f(−q6) =
{√
z12
−1/6(1− α)1/6(αq−1)1/24}2 {√z32−1/6(1− β)1/6(βq−3)1/24}2{√
z12−1/3 {α(1− α)q−1}1/12
}{√
z32−1/3 {β(1− β)q−3}1/12
}
=
√
z1z3
(
(1− α)3
1− β
)1/8(
(1− β)3
1− α
)1/8
.
By (7.1.3),
f 2(−q)f 2(−q3)
f(−q2)f(−q6) =
√
z1z3
(3−m)(m+ 1)
4m
.
By (7.1.2) and (7.1.4),
−1
3
{
a(q)− 4a(q4)} = −√z1z3
3
{
m2 + 6m− 3
4m
− 12 + 24m− 4m
2
8m
}
=
√
z1z3
(3−m)(m+ 1)
4m
.
The proof is complete.
Proof of (viii). By (1.0.34) and (1.0.35),
qf 2(−q4)f 2(−q12)
f(−q2)f(−q6) =
q
{√
z14
−1/3(1− α)1/24(αq−1)1/6}2 {√z34−1/3(1− β)1/24(βq−3)1/6}2{√
z12−1/3 {α(1− α)q−1}1/12
}{√
z32−1/3 {β(1− β)q−3}1/12
}
=
√
z1z3
4
(
α3
β
)1/8(
β3
α
)1/8
.
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By (7.1.3),
qf 2(−q4)f 2(−q12)
f(−q2)f(−q6) =
√
z1z3
(3 +m)(m− 1)
16m
.
By (7.1.2) and (7.1.5),
1
6
{
a(q)− a(q4)} = √z1z3
6
{
m2 + 6m− 3
4m
− 3 + 6m−m
2
8m
}
=
√
z1z3
(3 +m)(m− 1)
16m
.
We readily deduce part (viii).
7.3 Applications
In 1871, L. Lorenz [28] showed that if the number of solutions to x2 + xy+ y2 = k is s(k),
then
s(k) = 6
∑
d∈N
d|n
(−3
d
)
.
This equality can be found in [12, pp. 78–79], [27, p. 308], [38, p. 224]. Some special cases
and some extensions of the above formula have been studied broadly by several authors,
including H.-L. Keng [27, pp. 308–309] and K. S. Williams [38, pp. 224–238]. In this section,
we will establish equivalent combinatorial interpretations of some identities of Theorem 7.2.1,
and they are related to s(k). We observe that in the proof below, the steps are reversible.
Theorem 7.3.1.
(i) If (tn) is a sequence of triangular numbers, i.e., tn = n(n+ 1)/2, then
6
( ∑
N−1=2tm+6tn
1
)
=
( ∑
N=m2+mn+n2
1
)
−
 ∑
N=4(m2+mn+n2)
1
 ,
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(ii)
3
( ∑
N=m2+3n2
1
)
=
∣∣∣∣∣∣4
 ∑
N=4(m2+mn+n2)
1
−( ∑
N=m2+mn+n2
1
)∣∣∣∣∣∣ ,
(iii)
3
( ∑
N=m2+3n2
1
)
=
( ∑
N=m2+mn+n2
1
)
+ 2
 ∑
N=4(m2+mn+n2)
1
 .
(iv) If u3(n) denotes the number of partitions of n that are 3–cores, then
6u3(N) =
∑
3N+1=m2+mn+n2
1,
and
(v)
∑
3N=m2+mn+n2
1 =
∑
N=m2+mn+n2
1.
Proof of (i). By Entry 24(iii) in [9, p. 39], we have
ψ(q) =
f 2(−q2)
f(−q) . (7.3.1)
Then by (7.3.1) and (viii) in Theorem 7.2.1,
qψ(q2)ψ(q6) =
qf 2(−q4)f 2(−q12)
f(−q2)f(−q6) =
1
6
{
a(q)− a(q4)} .
Let (tn) be a sequence of triangular numbers, i.e., tn = n(n+ 1)/2. By (1.0.4), we see that
ψ(q) =
∞∑
n=0
qtn . (7.3.2)
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By definition of a(q), (7.1.1) and (7.3.2), we deduce that
q
( ∞∑
n=0
q2tn
)( ∞∑
n=0
q6tn
)
=
1
6
{ ∞∑
m,n=−∞
qm
2+mn+n2 −
∞∑
m,n=−∞
q4{m
2+mn+n2}
}
.
Hence
6
( ∑
N−1=2tm+6tn
1
)
=
( ∑
N=m2+mn+n2
1
)
−
 ∑
N=4(m2+mn+n2)
1
 ,
which completes the proof of (iii).
We observe that if N is a multiple of 4, then
∑
N=m2+mn+n2
1 =
∑
N=4(m2+mn+n2)
1. (7.3.3)
If N ≡ 2 (mod 4), then ∑
N=m2+mn+n2
1 = 0.
Proof of (ii). By (1.0.15) and (vii) of Theorem 7.2.1, we find that
ϕ(−q)ϕ(−q3) = f
2(−q)f 2(−q3)
f(−q2)f(−q6) = −
1
3
{
a(q)− 4a(q4)} .
Then by (7.1.1) and (1.0.3),
( ∞∑
n=−∞
(−1)nqn2
)( ∞∑
n=−∞
(−1)nq3n2
)
= −1
3
{ ∞∑
m,n=−∞
qm
2+mn+n2 − 4
∞∑
m,n=−∞
q4(m
2+mn+n2)
}
.
Then
3
( ∑
N=m2+3n2
1
)
=
∣∣∣∣∣∣4
 ∑
N=4(m2+mn+n2)
1
−( ∑
N=m2+mn+n2
1
)∣∣∣∣∣∣ .
We finish the proof.
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If N is a multiple of 4, then by (7.3.3),
∑
N=m2+3n2
1 =
∑
N=m2+mn+n2
1.
Proof of (iii). By (7.3.1) and (vi) of Theorem 7.2.1,
ψ2(q)ψ2(q3)
ψ(q2)ψ(q6)
=
f 5(−q2)f 5(−q6)
f 2(−q)f 2(−q3)f 2(−q4)f 2(−q12) =
1
3
{
a(q) + 2a(q4)
}
.
Then by (1.0.15), it follows that
ϕ(q)ϕ(q3) =
1
3
{
a(q) + 2a(q4)
}
.
By (7.1.1) and (1.0.3), this yields
( ∞∑
n=−∞
qn
2
)( ∞∑
n=−∞
q3n
2
)
=
1
3
{ ∞∑
m,n=−∞
qm
2+mn+n2 + 2
∞∑
m,n=−∞
q4(m
2+mn+n2)
}
.
Hence
3
( ∑
N=m2+3n2
1
)
=
( ∑
N=m2+mn+n2
1
)
+ 2
 ∑
N=4(m2+mn+n2)
1
 ,
as desired.
We observe that if N is odd, or N ≡ 2 (mod 4), then
3
( ∑
N=m2+3n2
1
)
=
∑
N=m2+mn+n2
1.
Proof of (iv) and (v). If u3(n) denotes the number of partitions of n that are 3-cores, then
by Corollary 2.1 in [21],
∞∑
n=0
u3(n)q
3n =
f 3(−q9)
f(−q3) .
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It follows from (v) of Theorem 7.2.1 that
q
∞∑
n=0
u3(n)q
3n =
1
6
{
a(q)− a(q3)} .
Hence
6
∞∑
n=0
u3(n)q
3n+1 =
∞∑
m,n=−∞
qm
2+mn+n2 −
∞∑
m,n=−∞
q3(m
2+mn+n2). (7.3.4)
Then we conclude from (7.3.4) that
6u3(N) =
∑
3N+1=m2+mn+n2
1,
which is (iv) and
∑
3N=m2+mn+n2
1 =
∑
N=m2+mn+n2
1,
which is (v).
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