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Abstract
We explore the small-time behavior of solutions to the Yang-Mills heat
equation with rough initial data. We consider solutions A(t) with initial value
A0 ∈ H1/2(M), where M is a bounded convex region in R
3 or all of R3. The
behavior, as t ↓ 0, of the Lp(M) norms of the time derivatives of A(t) and its
curvature B(t) will be determined for p = 2 and 6, along with the H1(M) norm
of these derivatives.
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1 Introduction
In this article we study the initial behavior of solutions to the Yang-Mills heat
equation over a region M in R3. Denote by K a compact connected Lie group
with Lie algebra k. A k valued 1-form over M may be written as
A =
3∑
j=1
Aj(x)dx
j , (1.1)
with coefficients Aj(x) ∈ k. The curvature of A is the k valued 2-form given
by B = dA + A ∧ A. The Yang-Mills heat equation is the weakly parabolic
equation for a time dependent k valued 1-form A(t) over M given by
∂
∂t
A(x, t) = −d∗A(t)B(x, t), (1.2)
wherein d∗A = d
∗+[the interior product by adA(t)], and B(x, t) is the curvature
of A(t) at x. We will always take K to be a subgroup of the orthogonal,
respectively unitary, group of a finite dimensional real, respectively complex,
inner product space V.
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The Yang-Mills heat equation is only weakly parabolic since the second order
derivative terms on the right side of (1.2) are −d∗dA, which are missing ‘half’
of the Laplacian on 1-forms −∆ = d∗d + dd∗. In [1] we proved the existence
and uniqueness of solutions to this equation for initial data A0 in H1(M). In
[6] the existence and uniqueness was proven for initial data in H1/2(M). The
Sobolev index 1/2 is the critical index for the Yang-Mills heat equation in
spatial dimension three. We will be concerned with solutions to (1.2) for which
the initial value A0 is in H1/2(M). In this case the curvature B(t) can be
expected to blow up in the L2(M) sense as t ↓ 0 since, informally, B(t) can be
expected to converge to its initial value B0 only in the sense of the negative
Sobolev space H−1/2(M). Higher derivatives of A(t) can be expected to blow
up more quickly as t ↓ 0. Our study is motivated by a desire to understand
the nature of the singularities of gauge covariant derivatives of a solution to the
Yang-Mills heat equation as time decreases to zero. In this article we will study
the Lp(M) behavior of various gauge covariant derivatives of A(t) as t ↓ 0. The
values p = 2 and p = 6 (and a fortiori all p in between) are of sole interest
in this paper because only first order Sobolev inequalities can be effectively
used in our energy methods. Concerning higher values of p see Remark 6.14.
Apriori estimates of first, second and third order spatial covariant derivatives
have already been used in our previous work [1, 2, 6] to prove existence and
uniqueness of solutions to (1.2).
A function g :M → K induces a gauge transformation of a time dependent
connection form on M by the definition
Ag(x, t) = g(x)−1A(x, t)g(x) + g(x)−1dg(x). (1.3)
If A(·, ·) is a solution to the Yang-Mills heat equation (1.2) then so is Ag(·, ·),
at least if g satisfies some mild regularity conditions. It is already clear from
this that the Yang-Mills heat equation does not smooth all initial data, for
if A(x, t) is a solution with initial value A0(x) then A
g(x, t) is the solution
with initial value Ag0(x), and consequently, even if A(x, t) is very smooth, the
solution Ag(x, t) need be no smoother than g−1dg. Our goal is to show that so-
lutions to (1.2) are infinitely differentiable in a gauge covariant sense for t > 0,
even for rough initial data, and to determine the nature of the singularities of
the derivatives as t ↓ 0. For the class of initial data that we are interested
in, namely A0 ∈ H1/2(M), the formula (1.3) suggests that the correspond-
ing class of allowed gauge functions should include functions g ∈ H3/2(M).
A precise definition of this class, which makes it into a complete topological
3
group, will be given in Section 2. With these initial data, which are in fact
an invariant class under these gauge transformations, it can be seen easily
from (1.3) that a solution need not be even once continuously differentiable
in the ordinary sense. There are in fact solutions that are not in the Sobolev
space W1(M) for any t > 0. We are going to address this by computing only
gauge covariant derivatives. The Lp(M) norm of such a derivative is fully
gauge invariant and therefore descends to a function on the quotient space
C ≡ {connection forms}/Gauge group, which is a space of connections over M
as well as a version of the configuration space for the classical Yang-Mills field
theory. We will establish bounds on these gauge invariant norms by functions of
the action of the solution A(·), which are also fully gauge invariant and which
therefore also descend to functions on C. We obtain thereby bounds on the
covariant derivatives given by inequalities between functions on the quotient
space C itself. It will be shown in [7] that the space C has a natural Rieman-
nian metric on it which makes it into a complete Riemannian manifold. Our
main results can be interpreted as analysis over this manifold. Remark 2.11
makes this a little more precise.
The technical problem of computing high order derivatives of non-differentiable
functions will be carried out by gauge transforming a solution to a smooth func-
tion, which can be done for a short time, [6], and then gauge transforming the
derivative back.
For our choice of the region M ⊂ R3 we will take either M = R3 or take
M to be the closure of a bounded open convex subset of R3 with smooth
boundary. Undoubtedly our methods will apply to other regions also with minor
modification as well as to other manifolds. For example, they can be applied to
compact three manifolds without boundary, and compact three manifolds with
convex boundary. But we are going to focus just on regions in R3, which we
believe to be adequate for our anticipated applications to quantum field theory.
In caseM 6= R3 we must impose boundary conditions on A(t) for t > 0. The two
natural boundary conditions that we will use are the Neumann-like boundary
conditions (absolute boundary conditions in the sense of Ray and Singer [12])
or the Dirichlet-like boundary conditions (relative boundary conditions). For
our anticipated applications to quantum field theory we will also ultimately
need to use Marini boundary conditions, introduced in [8, 9, 10, 11], which
set the normal component of the curvature to zero on the boundary. Results
for Marini boundary conditions will be deduced elsewhere from our results for
Neumann-like boundary conditions.
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2 Statement of Results
2.1 Notation.
Throughout this paper M will denote either R3 or the closure of a bounded
open set in R3 with smooth boundary. In the latter case we will always assume
that M is convex in the sense that the second fundamental form of ∂M is
everywhere non-negative.
We consider a product bundle over M , M × V → M , where V is a finite
dimensional real or complex vector space with an inner product. Let K be a
compact connected subgroup of the orthogonal, respectively unitary, group in
End V. We denote by k the Lie algebra of K, which can be identified with a
real subspace of End V.
Let 〈·, ·〉 be an Ad K invariant inner product on k with associated norm |ξ|k
for ξ ∈ k. For k valued p-forms ω and φ the L2 pairing is given by (ω, φ) =∫
M 〈ω(x), φ(x)〉Λp⊗kdVol with induced L
2 norm ‖ω‖22 = (ω, ω). We define the
W1 norm of ω by
‖ω‖2W1(M) =
∫
M
|∇ω|2
R3⊗Λp⊗kdVol + ‖ω‖
2
2, (2.1)
where ∇ω is constructed from the weak derivatives. Define W1 = W1(M) =
{ω : ‖ω‖W1(M) <∞}. This is the Sobolev space of order one, without boundary
conditions.
If u =
∑
|I|=r uIdx
I and v =
∑
|J |=p vJdx
J are End V valued forms then
their wedge product, u ∧ v =
∑
I,J uIvJdx
I ∧ dxJ , is another End V valued
form. When the appropriate action of u on v is via ad u then we will write
[u ∧ v] =
∑
I,J [uI , vJ ]dx
I ∧ dxJ . This will be the case, for example, when u is
an End V valued connection form or its time derivative. If u and v take their
values in k then so does [u ∧ v].
The interior product, [uyv], of an element u ∈ Λp ⊗ k with an element
v ∈ Λp+r ⊗ k is defined, for r ≥ 0, by
〈w, [uyv]〉Λr⊗k = 〈[u ∧ w], v〉Λp+r⊗k for all w ∈ Λ
r ⊗ k. (2.2)
If u and v are both in Λ1 ⊗ k then (2.2) gives
k ∋ [uyv] = −[u · v] = −
∑
j
[uj , vj ]
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in an orthonormal frame for Λ1. In particular [uyu] = 0. Moreover, if w ∈ Λ2⊗k
then [wyw] = 0.
In this paper we will be concerned with a k-valued 1-form A as in (1.1). For
ω ∈W1(M ; Λ
p ⊗ k) define dAω = dω + [A ∧ ω]. Then d
∗
Aω = d
∗ω + [Ayω]. The
curvature of A can be represented as
B = dA+ (1/2)[A ∧A]. (2.3)
2.2 Strong solutions and boundary conditions.
We take the following definition of strong and almost strong solution from [6].
Definition 2.1 Let 0 < T ≤ ∞. A strong solution to the Yang-Mills heat
equation over [0, T )×M is a continuous function
A(·) : [0, T )→ L2(M ; Λ1 ⊗ k)
such that
a) A(t) ∈W1 for all t ∈ (0, T ) and A(·) : (0, T )→ W1 is continuous,
b) B(t) := dA(t) +
1
2
[A(t) ∧A(t)] ∈W1 for each t ∈ (0, T ),
c) the strong L2(M) derivative A′(t) ≡ dA(t)/dt exists on (0, T ), and
A′(·) : (0, T )→ L2(M) is continuous,
d) A′(t) = −d∗A(t)B(t) for each t ∈ (0, T ).
A solution A(·) that satisfies all of the above conditions except for a) will be
called an almost strong solution. In this case the spatial exterior derivative
dA(t), which appears in the definition of the curvature, must be interpreted in
the weak sense.
Definition 2.2 If M 6= R3 then we will impose boundary conditions on the
solutions. For a strong solution to the Yang-Mills heat equation we will consider
two types of boundary conditions:
Neumann boundary conditions:
i) A(t)norm = 0 for t > 0 and (2.4)
ii) B(t)norm = 0 for t > 0. (2.5)
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Dirichlet boundary conditions:
i) A(t)tan = 0 for t > 0 and (2.6)
ii) B(t)tan = 0 for t > 0. (2.7)
In [1] we also considered Marini boundary conditions, which only require
B(t)norm = 0. Solutions satisfying these boundary conditions will be derived
in a later work from solutions satisfying Neumann boundary conditions. The
regularity theorems of the present paper will carry over to these. We will not
consider them in this paper.
Notation 2.3 The Sobolev spaces for k valued 1-forms associated to the pre-
ceding boundary conditions are most easily described in terms of the related
Laplacian.
If M = R3 define
−∆ = d∗d+ dd∗, (2.8)
where d denotes the closed version of the exterior derivative operator with
C∞c (R
3,Λ1 ⊗ k) as a core.
If M 6= R3 then the Neumann and Dirichlet Laplacians are again given by∑3
j=1 ∂
2
j but subject to the following boundary conditions.
ωnorm = 0 and (dω)norm = 0 Neumann conditions
ωtan = 0 and (d
∗ω)∂M = 0 Dirichlet conditions.
Alternatively, the Neumann, respectively Dirichlet, Laplacian can be defined
by (2.8), wherein d is taken to be the maximal, respectively minimal, exterior
derivative operator over M . See [1] for further discussion of these domains.
In all three cases the Laplacian is a nonnegative, self-adjoint operator on the
appropriate domain.
For 0 ≤ a ≤ 1 we define the Sobolev spaces
Ha = Domain of (−∆)
a/2 on L2(M ; Λ1 ⊗ k)
with norm
‖ω‖Ha = ‖(1 −∆)
a/2ω‖L2(M ;Λ1⊗k). (2.9)
In this paper we will only be concerned with the cases a = 1/2 and a = 1. But
it may be interesting to note that for each number a ∈ [0, 1] the two Sobolev
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spaces Ha, corresponding to Dirichlet or Neumann boundary conditions, are
distinct when 1/2 ≤ a ≤ 1 and are identical if 0 ≤ a < 1/2, by Fujiwara’s
theorem [4].
With the preceding definition of a Sobolev space, we have the following
embedding property
‖ω‖Ha ≤ ca,b‖ω‖Hb whenever 0 ≤ a ≤ b.
The constant ca,b is independent of M .
Definition 2.4 (The gauge group G3/2.) A measurable function g :M → K ⊂
End V is a bounded function into the linear space End V and consequently its
weak derivatives are well defined. Following [6] we will write g ∈ W1(M ;K) if
‖g− IV‖2 <∞ and the derivatives ∂jg ∈ L
2(M ;End V). The 1-form g−1dg :=∑3
j=1 g
−1(∂jg)dx
j is then an a.e. defined k valued 1-form. The Sobolev norm
‖g−1dg‖Ha is defined as in (2.9). For an element g ∈W1(M ;K) the restriction
g|∂M is well defined almost everywhere on ∂M by a Sobolev trace theorem. The
three versions of G3/2 that we will need are given in the following definitions.
G3/2(R
3) =
{
g ∈W1(R
3;K) : g−1dg ∈ H1/2(R
3; Λ1 ⊗ k)
}
,
If M 6= R3 define
GN3/2(M) =
{
g ∈W1(M ;K) : g
−1dg ∈ H1/2(M ; Λ
1 ⊗ k)
}
,
GD3/2(M) =
{
g ∈W1(M ;K) : g
−1dg ∈ H1/2(M ; Λ
1 ⊗ k), g = IV on ∂M
}
,
It should be understood that the two spaces denoted H1/2(M ; Λ
1⊗ k) are those
determined by Neumann, respectively Dirichlet, boundary conditions. It was
proved in [6, Theorem 5.3] that all three versions of G3/2 are complete topologi-
cal groups in the metric dist(g, h) = ‖g−1dg−h−1dh‖H1/2 +‖g−h‖L2(M ;EndV).
Definition 2.5 A solution A(·) to the Yang-Mills heat equation is said to have
finite action if
ρ(t) := (1/2)
∫ t
0
s−1/2‖B(s)‖22 ds <∞ (2.10)
for some t > 0. If A(·) has finite action then, actually, ρ(t) < ∞ for all t > 0
because ‖B(s)‖22 is nonincreasing. See e.g. Lemma 5.3.
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It was shown in [6] that a solution to the Yang-Mills heat equation with
initial value A0 ∈ H1/2 will have finite action whenever ‖A0‖H1/2 is sufficiently
small. We summarize some of the results needed from [6] in the following
theorem.
Theorem 2.6 ([6, Theorem 2.11]) Assume that A0 ∈ H1/2(M ; Λ
1 ⊗ k). Then
there exists an almost strong solution A(t) to the Yang-Mills heat equation over
[0,∞) with initial value A0.
If ‖A0‖H1/2 is sufficiently small then there exists a gauge function g0 ∈ G3/2
such that the connection A(t)g0 is a strong solution over [0,∞) with initial value
Ag00 . It is also smooth over (0, T ) ×M for some T < ∞. The solutions A(t)
and A(t)g0 have the following properties in this case:
1. Both A(t) and A(t)g0 are continuous functions on [0,∞) into H1/2(M ; Λ
1⊗
k).
2. The curvatures of A(t) and A(t)g0 satisfy (2.5) in the Neumann case and
(2.7) in the Dirichlet case for all t > 0. The gauge regularized solution
A(t)g0 satisfies in addition (2.4) in the Neumann case and (2.6) in the
Dirichlet case for all t > 0.
3. Both A(t) and A(t)g0 have finite action.
Remark 2.7 It is also proved in [6] that strong solutions with finite action are
unique when M = R3 and, if M 6= R3, unique under the boundary conditions
(2.5) in case of Neumann boundary conditions or (2.6) in case of Dirichlet
boundary conditions. The smoothness of Ag0(t) on (0, T ) ×M may hold for
the same fixed g0 for T =∞, but this is still an open question.
2.3 The Main Theorem.
We are going to establish bounds on various gauge covariant derivatives of a
solution to the Yang-Mills heat equation in terms of the action functional ρ(t),
defined in (2.10). The class of solutions of interest are those for which the initial
value A0 has small H1/2 norm. But ‖A0‖H1/2 is not a gauge invariant function
of A0. In the next theorem we will show that the gauge invariant functionals
of derivatives of A(·) that are of interest to us are controlled by the gauge
invariant functional ρ. The inequalities that implement this descend therefore
to inequalities on the quotient space {initial data space}/G3/2, thereby yielding
analysis on the quotient space itself. See Remark 2.11 for further discussion.
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By a standard dominating function we will mean a function C : [0,∞) →
[0,∞) of the form C(t) = Cˆ(t, ρ(t)) , where Cˆ : [0,∞)2 → [0,∞) is continuous
and non-decreasing in each variable, Cˆ(0, 0) = 0 and Cˆ is independent of the
solution A(·).
Our main result is the following.
Theorem 2.8 Assume that A0 ∈ H1/2(M ; Λ
1 ⊗ k). Suppose that A(·) is a
strong solution to (1.2) over [0,∞) with initial value A0 and having finite ac-
tion. If ‖A0‖H1/2 is sufficiently small then there exists T > 0 and standard
dominating functions Cnj for j = 1, . . . 4 and n = 1, 2, . . . , such that, for
0 < t < T , the following estimates hold.
t2n−
1
2 ‖A(n)(t)‖22 +
∫ t
0
s2n−
1
2‖B(n)(s)‖22 ds ≤ Cn1(t) (An)
t(2n−
1
2
)‖B(n−1)(t)‖26 +
∫ t
0
s2n−
1
2‖A(n)(s)‖26 ds ≤ Cn2(t) (Bn)
t2n+
1
2 ‖B(n)(t)‖22 +
∫ t
0
s2n+
1
2‖A(n+1)(s)‖22 ds ≤ Cn3(t) (Cn)
t2n+
1
2 ‖A(n)(t)‖26 +
∫ t
0
s2n+
1
2‖B(n)(s)‖26 ds ≤ Cn4(t). (Dn)
Moreover (Cn) holds for n = 0.
Notation 2.9 The gauge invariant version of the Sobolev 1-norm (2.1) is de-
fined by
‖A(n)(t)‖2
HA1
=
3∑
j=1
∫
M
|∂
A(t)
j A
(n)(t)|2dx+ ‖A(n)(t)‖22, n ≥ 1,
‖B(n)(t)‖2
HA1
=
3∑
j=1
∫
M
|∂
A(t)
j B
(n)(t)|2dx+ ‖B(n)(t)‖22, n ≥ 0,
where
∂
A(t)
j ω = ∂j ω + adAj(t)ω
for a k valued p-form ω.
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Corollary 2.10 Under the hypotheses of Theorem 2.8 there exists T > 0 and
standard dominating functions Cnj for j = 5, 6 and n = 1, 2, ... such that, for
0 < t < T , the following estimates hold.
t(2n−
1
2
)‖B(n−1)(t)‖2
HA1
+
∫ t
0
s2n−
1
2 ‖A(n)(s)‖2
HA1
ds ≤ Cn5(t) (En)
t2n+
1
2‖A(n)(t)‖2
HA1
+
∫ t
0
s2n+
1
2 ‖B(n)(s)‖2
HA1
ds ≤ Cn6(t). (Fn)
Theorem 2.8 and Corollary 2.10 will be proven in Section 6.
Remark 2.11 (Analysis over quotient space) Denote by Y the set of almost
strong solutions of the Yang-Mills heat equation over M with initial value in
H1/2 and having finite action. The group G3/2 acts on Y through its action on
A(0) for each A ∈ Y. For simplicity of statement let us assume that uniqueness
of solutions holds in this class. All of the functionals appearing on both sides
of the inequalities in Theorem 2.8 and Corollary 2.10 descend to functions of
the initial values on the quotient space C ≡ Y/G3/2. The theorem and its
corollary can and should be interpreted as regularity properties of functions on
the quotient space. It will be shown in [7] that C is a complete metric space in
a natural metric.
3 The lower order terms
Our strategy consists in computing the gauge covariant exterior derivatives
and coderivatives of all the nth order time derivatives A(n)(t) and B(n)(t) and
expressing them in terms of lower order time derivatives. This will be done in
the next subsection. These identities, in turn, will give rise to integral identities,
which will be used in Section 5 to establish initial behavior bounds by induction
on n.
3.1 Pointwise identities.
In this section we assume that A(t) is a time dependent k valued connection
form over M , which is in C∞((0, T )×M) and solves the Yang-Mills heat equa-
tion (1.2). B(t) denotes the curvature of A(t). We will derive some identities
by applying dA and d
∗
A to various k valued forms. In case M 6= R
3 one needs to
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specify boundary conditions on a p-form ω in order for it to belong to the do-
main of dA or d
∗
A. These are analogous to the Dirichlet and Neumann boundary
conditions for the domain of d and d∗ discussed in [3]. We recall from Section 3
of [1] that for the Dirichlet boundary conditions, (D), dA is the minimal opera-
tor. It imposes nontrivial boundary conditions on the forms in its domain. d∗A
is maximal in this case. On the other hand, for the Neumann boundary condi-
tions, (N), dA is maximal and the domain of d
∗
A imposes nontrivial boundary
conditions on its elements.
The next proposition expresses spatial derivatives of solutions in terms of
time derivatives.
Proposition 3.1 Let A(t) be a smooth solution to the Yang-Mills heat equation
over (0, T ), satisfying either (2.5) or (2.6) if M 6= R3. Then there exist non-
negative constants cni, c¯ni, c˜ni, cˆni, that depend only on n and i, such that, for
all n ≥ 1 and 0 < t < T , the following identities hold.
dA(t)A
(n)(t) = B(n)(t)− Pn(t), where (3.1)
Pn(t) =
n−1∑
i=1
cni[A
(i)(t) ∧A(n−i)(t)].
d∗A(t)B
(n−1) = −A(n)(t)−Qn(t), where (3.2)
Qn(t) =
n−1∑
i=1
c¯ni[A
(i)(t)yB(n−1−i)(t)].
d∗A(t)A
(n)(t) = −Rn(t), where (3.3)
Rn(t) =
n−2∑
i=1
c˜ni[A
(i)(t)yA(n−i)(t)].
Moreover, for all n ≥ 0 there holds
dA(t)B
(n)(t) = Sn(t), where S0(t) = 0, S1(t) = [B(t) ∧A
′(t)] and (3.4)
Sn(t) = [B(t) ∧A
(n)(t)] +
n−1∑
i=1
cˆni [(B
(i)(t)− Pi(t)) ∧A
(n−i)(t)]
for n ≥ 2.
The functions Pn(t), Qn(t), Rn(t) are polynomials in the time derivatives of A
and B of order at most n − 1 in A and at most n − 2 in B. Empty sums are
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to be interpreted as zero. In particular,
P1(t) = Q1(t) = R1(t) = R2(t) = 0.
In the above identities dA is the exterior derivative with domain matching the
boundary conditions and d∗A is its adjoint.
The next lemma carries out the inductive computation, ignoring domain
issues for the operators dA and d
∗
A. These issues, which are relevant if M 6= R
3,
will be addressed in the succeeding lemmas.
Lemma 3.2 The identities (3.1) - (3.4) hold, ignoring boundary conditions.
Proof. We will prove the identities (3.1)- (3.3) by induction on n. Recall the
identity
dAA
′ = B′ (3.5)
proved in [1, Section 5], which is (3.1) for n = 1, since P1(t) = 0. Let k ≥ 1.
Assume that the identity (3.1) holds for n = k and differentiate both sides with
respect to t to find (dAA
(k))′ = B(k+1) − P ′k. Therefore
dAA
(k+1) = B(k+1) − [A′ ∧A(k)]−
k−1∑
i=1
cki([A
(i) ∧A(k−i)])′
= B(k+1) − [A′ ∧A(k)]−
k−1∑
i=1
cki([A
(i) ∧A(k+1−i)] + [A(i+1) ∧A(k−i)]).
Thus (3.1) holds with c(k+1)1 = 1+ ck1 and c(k+1)i = ck(i−1)+ cki for 2 ≤ i ≤ k.
Notice that [A(i) ∧A(j)] = [A(j) ∧A(i)] for any i, j. The coefficients cni are the
ones obtained from the inductive process above. This proves (3.1).
To prove (3.2) observe that for n = 1 this is the Yang-Mills heat equation
since Q1(t) = 0. For n = 2, the identity d
∗
AB
′ = −A′′ − [A′yB], proved in [1,
Section 5] gives (3.2) with c¯21 = 1 . Assume that (3.2) holds for n = k ≥ 2
and differentiate both sides with respect to t to obtain d∗AB
(k)+ [A′yB(k−1)] =
−A(k+1) −Q′k. Therefore
d∗AB
(k) = −A(k+1) − [A′yB(k−1)]−
k−1∑
i=1
c¯ki([A
(i)
yB(k−1−i)])′
= −A(k+1) − [A′yB(k−1)]−
k−1∑
i=1
c¯ki([A
(i)
yB(k−i)] + [A(i+1)yB(k−1−i)]).
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This is (3.2) with n = k + 1 and coefficients given by c¯(k+1)1 = 1 + c¯k1 and
c¯(k+1)i = c¯ki + c¯k(i−1) for 2 ≤ i ≤ k.
For the proof of (3.3) we observe that
d∗AA
′ = −d∗Ad
∗
AB = 0
by the Bianchi identity. Differentiating both sides with respect to t we get
0 = (d∗AA
′)′ = d∗AA
′′ + [A′yA′] = d∗AA
′′
since [ωyω] = 0 for any 1-form ω. Differentiating once again with respect to t
we obtain
d∗AA
′′′ + [A′yA′′] = 0.
This proves (3.3) for n = 1 and n = 2 because R1 = R2 = 0. Let k ≥ 2 and
assume that (3.3) holds for n = k. Differentiate both sides with respect to t to
get
d∗AA
(k+1) + [A′yA(k)] +
k−2∑
i=1
c˜ki([A
(i)
yA(k+1−i)] + [A(i+1)yA(k−i)] ) = 0.
This is (3.3) with n = k + 1.
Finally we will derive (3.4) by applying dA to both sides of (3.1) rather
than proceeding by induction. For n = 0 the identity (3.4) is just the Bianchi
identity. For n ≥ 1 we find
dAB
(n) = dAdAA
(n) +
n−1∑
i=1
cnidA
(
[A(i) ∧A(n−i)]
)
. (3.6)
By the Bianchi identity we have dAdAA
(n) = [B ∧A(n)]. Moreover, dA[ω ∧ η] =
[dAω ∧ η]− [ω ∧ dAη] for 1-forms ω, η and [u ∧ v] = −[v ∧ u] whenever u is a k
valued 1-form and v is a k valued 2-form. Therefore (3.6) gives
dAB
(n) = [B ∧A(n)] +
n−1∑
i=1
cni
{
[dAA
(i) ∧A(n−i)] + [dAA
(n−i) ∧A(i)]
}
= [B ∧A(n)] +
n−1∑
i=1
(cni + cn(n−i)) [dAA
(i) ∧A(n−i)].
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Using (3.1) to substitute for the term dAA
(i) we arrive at (3.4) with cˆni =
cni + cn(n−i).
Although we applied the exterior derivative operator and its adjoint to
smooth forms in the preceding lemma, we need to verify that the boundary
conditions satisfied by these forms match with the domains of these operators
when M 6= R3. To this end we recall here some properties of these domains,
established in Section 3 of [1].
Lemma 3.3 ([1, Lemma 3.4]) Suppose that ω ∈ W1(M ; Λ
p ⊗ k) and A ∈
L∞(M). Then
(D) ω ∈ Dom(dA) if and only if ωtan = 0
(N) ω ∈ Dom(d∗A) if and only if ωnorm = 0.
Moreover we proved the following:
Lemma 3.4 ([1, Proposition 3.5]) Assume that ω is a k valued form and that
A ∈W1 ∩ L
∞. Denote the curvature of A by B, as in (2.3).
If [B ∧ ω] ∈ L2 then
(N) ω ∈ Dom(dA) implies ω ∈ Dom((dA)
2) and d2Aω = [B ∧ ω]
and (D) ω ∈ Dom(dA) implies ω ∈ Dom((dA)
2) and d2Aω = [B ∧ ω].
If [Byω] ∈ L2 then
(D) ω ∈ Dom(d∗A) implies ω ∈ Dom((d
∗
A)
2) and (d∗A)
2ω = [Byω]
and (N) ω ∈ Dom(d∗A) implies ω ∈ Dom((D
∗
A)
2) and (d∗A)
2ω = [Byω].
For the remainder of this section we will assume that A(t) ∈ C∞( (0, T )×M :
Λ1⊗k) is a smooth solution to the Yang-Mills heat equation which satisfies (1.2)
and one of the boundary conditions (2.5) or (2.6) if M 6= R3.
Lemma 3.5 Let A(t) be a smooth solution to the Yang-Mills heat equation
over (0, T ), satisfying either (2.5) or (2.6). Denote by A(n)(t), B(n)(t) the nth
order time derivatives of A and B respectively. If A(·) satisfies (2.6) then for
all n ≥ 0 and 0 < t < T
A(n)(t)tan = 0 and A
(n)(t) ∈ Dom(dA).
B(n)(t)tan = 0 and B
(n)(t) ∈ Dom(dA).
(3.7)
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If A(t) satisfies (2.5), then for all n ≥ 1 and 0 < t < T
B(n)(t)norm = 0 and B
(n)(t) ∈ Dom(d∗A).
A(n)(t)norm = 0 and A
(n)(t) ∈ Dom(d∗A).
(3.8)
Proof. We begin with the Dirichlet case. By (2.6) we have A(t)tan = 0 for all
t ∈ (0, T ). We may differentiate A(t)tan with respect to t on the boundary to
get A(n)(t)tan = 0 for all n ≥ 0. Therefore, A
(n)(t) belongs to the domain of
the minimal operator dA in this case by Lemma 3.3. By Corollary 3.7 in [1],
A(t)tan = 0 also implies that B(t)tan = 0. As a result, B
(n)(t)tan = 0 for all
n ≥ 0 and B(n)(t) therefore also belongs to the domain of dA.
Similarly, in the Neumann case, since B(t)norm = 0 for all t ∈ (0, T ), it
follows that B(n)(t)norm = 0 for all t ∈ (0, T ) and therefore B
(n)(t) belongs
to the domain of the minimal operator d∗A by Lemma 3.3. By Lemma 3.4,
B(t)norm = 0 implies d
∗
AB(t) also belongs to the domain of d
∗
A. Since d
∗
AB(t) =
A′(t), we can apply Lemma 3.4 to find A′(t)norm = 0 for all t ∈ (0, T ) as well.
As a result, A(n)(t)norm = 0 for all n ≥ 1 and therefore A
(n)(t) also belongs to
the domain of d∗A.
Lemma 3.6 In case M 6= R3 the operators dA and d
∗
A act only on elements in
their domains in the identities (3.1) - (3.4).
Proof. The proof is similar to the proof of Lemma 5.1 in [1]. For the Dirichlet
case, (3.7) implies that for all n ≥ 1 and t ∈ (0, T ), A(n)(t) belongs to the do-
main of the minimal operator dA. This justifies the use of dA in (3.1). Similarly
(3.7) shows that B(n)(t) is in the domain of dA, which justifies its use in (3.4).
Since d∗A is the maximal operator, B
(n) and A(n) both belong to its domain.
This justifies its use in (3.2) and (3.3).
For the Neumann case (3.8) of Lemma 3.5 shows that B(n)(t) and A(n)(t)
belong to the domain of the minimal operator d∗A for all n ≥ 1 and t ∈ (0, T ).
Therefore the application of d∗A in (3.2) and (3.3) is justified. The application
of dA in (3.1) and (3.4) is also justified, since it is the maximal operator in this
case.
Proof of Proposition 3.1. For the case M 6= R3 the identities (3.1)-(3.3)
are justified by proof of Lemma 3.2 and Lemma 3.6. For (3.4) it suffices to
justify the application of dA to both sides of (3.1) under both sets of boundary
conditions. In the case of Dirichlet boundary conditions observe that, for all
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n ≥ 1, B(n)(t) ∈ Dom(dA(t)), by Lemma 3.5, as is dA(t)A
(n)(t) by Lemmas
3.5 and 3.4. Moreover, since all A(i)(t)tan = A
(n−i)(t)tan = 0 and [A
(i)(t) ∧
A(n−i)(t)]tan = 0, the application of dA to each term on the right side of (3.1)
is justified. The Neumann case is trivial because dA is the maximal operator.
For M = R3 the identities are justified since we are considering smooth
solutions to the Yang-Mills heat equation. Boundary conditions are not an
issue.
3.2 Integral identities.
We will use the pointwise identities of the previous subsection to prove integral
identities for smooth solutions to the Yang-Mills heat equation.
Lemma 3.7 Let A(t) be a smooth solution to the Yang-Mills heat equation
over (0, T ), satisfying either (2.5) or (2.6) if M 6= R3. Then, for any integer
n ≥ 0,
d
dt
‖B(n)(t)‖22 + ‖A
(n+1)(t)‖22
= −‖d∗AB
(n)(t)‖22 + ‖Q(n+1)(t)‖
2
2 + 2(Pn+1(t), B
(n)(t))
(3.9)
and, for any integer n ≥ 1,
d
dt
‖A(n)(t)‖22 + ‖B
(n)(t)‖22
= −‖dAA
(n)(t)‖22 + ‖Pn(t)‖
2
2 − 2(Qn+1(t), A
(n)(t)).
(3.10)
dA represents the exterior derivative with domain matching the boundary con-
ditions and d∗A is its adjoint.
Proof. By identity (3.1)
(d/dt)‖B(n)‖22 = 2(B
(n+1), B(n))
= 2(dAA
(n+1) + Pn+1, B
(n))
= 2(A(n+1), d∗AB
(n)) + 2(Pn+1, B
(n)),
where we observe that the integration by parts is justified for both boundary
conditions. The first term on the right side may be written in two different
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ways using (3.2)
(A(n+1), d∗AB
(n)) = −(d∗AB
(n), d∗AB
(n))− (Qn+1, d
∗
AB
(n))
and also = −(A(n+1), A(n+1))− (A(n+1), Qn+1).
Adding the two we obtain
2(A(n+1), d∗AB
(n)) = −‖A(n+1)‖22 − ‖d
∗
AB
(n)‖22 − (Qn+1, A
(n+1) + d∗AB
(n))
= −‖A(n+1)‖22 − ‖d
∗
AB
(n)‖22 + ‖Qn+1‖
2
2,
where for the last equality we have applied (3.2) once more. (3.9) follows.
The second identity is proved in a similar manner. Using (3.2)
(d/dt)‖A(n)‖22 = 2(A
(n+1), A(n))
= −2(d∗AB
(n), A(n))− 2(Qn+1, A
(n))
= −2(B(n), dAA
(n))− 2(Qn+1, A
(n)),
noting that the integration by parts is again justified for both boundary con-
ditions. We rewrite the first term in two different ways using (3.1)
(B(n), dAA
(n)) = (dAA
(n), dAA
(n)) + (Pn , dAA
(n))
= (B(n), B(n))− (Pn , B
(n)).
Adding the two we obtain
2(B(n), dAA
(n)) = ‖B(n)‖22 + ‖dAA
(n)‖22 + (Pn , dAA
(n) −B(n))
= ‖B(n)‖22 + ‖dAA
(n)‖22 − ‖Pn‖
2
2
by applying once again (3.1) for the last equality. (3.10) follows.
4 Differential inequalities
4.1 Gaffney-Friedrichs-Sobolev inequalities in three
dimensions.
In our estimates, the embedding ofW1 into L
6 will be critical. Define the gauge
invariant version of the W1 norm on M by
‖ω‖2
WA1 (M)
= ‖∇Aω‖2L2(M) + ‖ω‖
2
L2(M)
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for any k valued p-form ω on M .
On a compact three-dimensional manifoldM with smooth boundary, as well
as on R3, the Sobolev embedding theorem implies that for any ω ∈W1(M)
‖ω‖26 ≤ (κ
2/2)(
∫
M
|grad|ω| |2 + ‖ω‖22)
for some constant κ that depends on the geometry of M , but not on A (see
for example, [5, Theorem 7.26].) It holds also for M = R3. In view of Kato’s
inequality, ∫
M
|grad|ω| |2 ≤ ‖∇Aω‖22,
it follows that
‖ω‖26 ≤ (κ
2/2)‖ω‖2
WA1 (M)
for ω and A ∈W1(M). (4.1)
We recall the following gauge invariant Gaffney-Friedrichs inequality
Theorem 4.1 ([1, Theorem 2.17]) Suppose thatM is a compact three-dimensional
Riemannian manifold with smooth boundary or that M = R3 and that A is a
k valued 1-form in W1(M) with curvature B such that ‖B‖2 <∞. Then there
exist constants λM and γ that depend only on the geometry of M and not on
A, such that, for
λ(B) := λM + γ‖B‖
4
2, (4.2)
there holds
(1/2)‖ω‖2
WA1 (M)
≤ ‖dAω‖
2
2 + ‖d
∗
Aω‖
2
2 + λ(B)‖ω‖
2
2 (4.3)
for any k valued p-form ω in W1(M) satisfying either
ωtan = 0 or ωnorm = 0
if M 6= R3. Here dA is the covariant exterior derivative with domain matching
the boundary condition on ω and d∗A is its adjoint.
We recall from [1] that γ = (1/4)(3κ2)3c4 where c ≡ sup{‖ad x‖k→k : |x|k ≤
1} is a constant that measures the non-commutativity of K and which is zero
if K is commutative. The constant κ is the Sobolev constant from (4.1). The
constant λM is given by
λM = 1 + ‖W‖∞ + θ,
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where W is the Weitzenbo¨ck tensor on p-forms and θ is a constant determined
by the lower bound of the second fundamental form on ∂M . If M is convex
then we can take θ = 0 and if M = R3 or is a convex subset of R3 then we can
take λM = 1. Thus in this paper we take λM = 1.
Corollary 4.2 (Gaffney-Friedrichs-Sobolev inequality) Suppose that M = R3
orM is the closure of a bounded convex open subset of R3 with smooth boundary.
Let A ∈ W1(M) and suppose that ‖B‖2 < ∞. If ω is a p-form in W1(M) ∩
Dom(dA) ∩Dom(d
∗
A) then
‖ω‖26 ≤ κ
2(‖dAω‖
2
2 + ‖d
∗
Aω‖
2
2 + λ‖ω‖
2
2) (4.4)
with λ = λ(B) = 1 + γ‖B‖42.
Note: If M 6= R3 and ω ∈W1(M) then the domain restrictions are equiva-
lent to ωtan = 0 or ωnorm = 0.
Proof. Combine (4.3) and (4.1).
In the following lemma lower order time derivatives are singled out in what
is otherwise the standard Gaffney-Friedrichs-Sobolev inequality. We will use
the notation HA1 instead of W
A
1 because the argument of these norms always
satisfies the relevant boundary conditions when M 6= R3. Moreover agree-
ment of time between the argument and A will also be understood. Thus
‖A(n)(t)‖2
HA1
= ‖∇A(t)A(n)(t)‖22 + ‖A
(n)(t)‖22 as in Notation 2.9. These Sobolev
norms are gauge invariant.
Lemma 4.3 (GFS) Let A(t) be a smooth solution to the Yang-Mills heat equa-
tion as in Proposition 3.1. Taking γ as the constant defined after Theorem 4.1,
define
λ(t) = 1 + γ‖B(t)‖42. (4.5)
Then for any n ≥ 1 we have
κ−2‖A(n)(t)‖26 ≤ (1/2)‖A
(n)(t)‖2
HA1
≤ ‖Rn(t)‖
2
2 + ‖dAA
(n)(t)‖22 + λ(t)‖A
(n)(t)‖22 (4.6)
≤ ‖Rn(t)‖
2
2 + 2‖Pn(t)‖
2
2 + 2‖B
(n)(t)‖22 + λ(t)‖A
(n)(t)‖22. (4.7)
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For any n ≥ 0 we have
κ−2‖B(n)(t)‖26 ≤ (1/2)‖B
(n)(t)‖2
HA1
≤ ‖Sn(t)‖
2
2 + ‖d
∗
AB
(n)(t)‖22 + λ(t)‖B
(n)(t)‖22 (4.8)
≤ ‖Sn(t)‖
2
2 + 2‖Qn+1(t)‖
2
2 + 2‖A
(n+1)(t)‖22 + λ(t)‖B
(n)(t)‖22, (4.9)
Proof. Lemma 3.5 shows that for either boundary value problem, A(n)(t)
satisfies the correct boundary condition that allows us to apply the Gaffney-
Friedrichs inequality (4.3). Using also the Sobolev inequality (4.1) we find
κ−2‖A(n)(t)‖26 ≤ (1/2)‖A
(n)(t)‖2
HA1
≤ ‖dAA
(n)(t)‖22 + ‖d
∗
AA
(n)(t)‖22 + λ(t)‖A
(n)(t)‖22. (4.10)
(4.6) now follows from the identity (3.3). The identity (3.1) shows that ‖dAA
(n)‖22 =
‖B(n) − Pn‖
2
2 ≤ 2‖Pn‖
2
2 + 2‖B
(n)‖22, which proves (4.7).
Similarly, the Sobolev inequality (4.1) and Gaffney-Friedrichs inequality
(4.3) show that
κ−2‖B(n)‖26 ≤ (1/2)‖B
(n)(t)‖2
HA1
≤ ‖dAB
(n)‖22 + ‖d
∗
AB
(n)‖22 + λ(t)‖B
(n)‖22, (4.11)
which yields (4.8) in view of the identity (3.4). Moreover, in accordance with
(3.2) we have ‖d∗AB
(n)‖22 = ‖A
(n+1) +Qn+1‖
2
2 ≤ 2‖Qn+1‖
2
2 + 2‖A
(n+1)‖22, from
which (4.9) follows.
Remark 4.4 The Gaffney-Friedrichs-Sobolev inequalities take a very simple
form in case n = 0 or 1. Thus we have
κ−2‖B(t)‖26 ≤ ‖A
′(t)‖22 + λ(t)‖B(t)‖
2
2, (4.12)
κ−2‖A′(t)‖26 ≤ ‖B
′(t)‖22 + λ(t)‖A
′(t)‖22 and (4.13)
κ−2‖B′(t)‖26 ≤ ‖ [B(t) ∧A
′(t)] ‖22 + ‖d
∗
AB
′(t)‖22 + λ(t)‖B
′(t)‖22. (4.14)
The first of these follows from (4.11) with n = 0 because dAB = 0 by the
Bianchi identity and d∗AB = −A
′ by the Yang-Mills heat equation. The second
follows directly form (4.10) because dAA
′ = B′ and d∗AA
′ = 0. The third follows
from (4.8) because S1(t) = [B(t) ∧A
′(t)].
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4.2 Differential inequalities.
For the remainder of this section we let A(t) be a smooth solution to the Yang-
Mills heat equation as in Lemma 3.2 and define λ(t) as in (4.5). We will be
using the Gaffney-Friedrichs-Sobolev inequalities to estimate the right side of
the integral identities of Lemma 3.7.
Lemma 4.5 (Estimate of (3.10) for n ≥ 1). For each integer n ≥ 1 there is a
constant cn depending only on n, the manifold M and the vector bundle V such
that
d
dt
‖A(n)(t)‖22 + ‖B
(n)(t)‖22 ≤
(
λ(t) + cn‖B(t)‖
4
2
)
‖A(n)(t)‖22 + ‖Pn(t)‖
2
2
+ 2κ2‖Qˆn+1(t)‖
2
6/5 + ‖Rn(t)‖
2
2
(4.15)
where Qˆn+1(t) is defined in (4.16).
Note: All time derivatives of A or B that occur in Pn(t), Qˆn+1(t) and Rn(t)
are of order less than n.
Proof. We need to bound the right hand side of the integral equality (3.10).
We will derive a bound for the last term in (3.10) which will include a term
that cancels with the term −‖dAA
(n)(t)‖22. Define
Qˆn+1(t) =
n−1∑
i=1
c(n+1)i[A
(i)(t)yB(n−i)(t)], for n ≥ 2 and (4.16)
Qˆ2(t) = 0.
Then (3.2), with n replaced by n+1, shows thatQn+1 = Qˆn+1+c¯(n+1)n[A
(n)
yB].
The only time derivatives A(i) in Qˆn+1 are of order less than n.
For non-negative functions f and g Ho¨lder’s inequality gives ‖f2g‖1 =
‖f3/2f1/2g‖1 ≤ ‖f
3/2‖4‖f
1/2‖4‖g‖2 = ‖f‖
3/2
6 ‖f‖
1/2
2 ‖g‖2. Therefore, for any
ǫ > 0 we have
‖f2g‖1 ≤ ‖f‖
3/2
6 ‖f‖
1/2
2 ‖g‖2
≤ (3/4)(ǫ−1‖f‖
3/2
6 )
4/3 + (1/4)(ǫ‖f‖
1/2
2 ‖g‖2)
4
= (3/4)ǫ−4/3‖f‖26 + (1/4)ǫ
4‖f‖22‖g‖
4
2. (4.17)
22
Let c′n = 2cc¯(n+1)n. Then∣∣∣2(Qn+1, A(n))
∣∣∣ = 2∣∣∣(Qˆn+1, A(n)) + c¯(n+1)n([A(n)yB], A(n))
∣∣∣
≤
{
2‖Qˆn+1‖6/5‖A
(n)‖6
}
+
{
c′n‖ |A
(n)|2|B| ‖1
}
≤
{
2κ2‖Qˆn+1‖
2
6/5 + (1/2)κ
−2‖A(n)‖26
}
+
{c′n
4
ǫ4‖B‖42 ‖A
(n)‖22 + (
3c′n
4
ǫ−4/3κ2)κ−2‖A(n)‖26
}
,
wherein we used (4.17) with f = |A(n)(t)| and g = |B(t)|.
Choose ǫ such that (3c
′
n
4 ǫ
−4/3κ2) = 1/2. The two ‖A(n))‖26 terms add to
κ−2‖A(n))‖26. Using the Gaffney-Friedrichs-Sobolev inequality (4.6), we find∣∣∣2(Qn+1, A(n))
∣∣∣ ≤ 2κ2‖Qˆn+1‖26/5 + cn‖B‖42‖A(n)‖22 +
(
κ−2‖A(n)‖26
)
≤ 2κ2‖Qˆn+1‖
2
6/5 + cn‖B‖
4
2‖A
(n)‖22 +
(
‖Rn‖
2
2 + ‖dAA
(n)‖22 + λ(t)‖A
(n)‖22
)
,
where cn = (c
′
n/4)ǫ
4 = (1/4)(3/2)3κ6(c′n)
4. Insert this bound into (3.10), can-
celing the terms ‖dAA
(n)‖22, to find
d
dt
‖A(n)(t)‖22 + ‖B
(n)(t)‖22
≤ ‖Pn(t)‖
2
2 + 2κ
2‖Qˆn+1‖
2
6/5 + cn‖B‖
4
2‖A
(n)‖22 +
(
‖Rn‖
2
2 + λ(t)‖A
(n)‖22
)
which is (4.15).
Lemma 4.6 (Estimate of (3.9) for n ≥ 0) For each integer n ≥ 0 there holds
d
dt
‖B(n)(t)‖22 + ‖A
(n+1)(t)‖22
≤ λ(t)‖B(n)(t)‖22 + ‖Qn+1(t)‖
2
2 + κ
2‖Pn+1(t)‖
2
6/5 + ‖Sn(t)‖
2
2.
(4.18)
Note: All time derivatives of B that occur in Qn(t) are of order less than
n. All time derivatives of A in the right side are of order less than n+ 1.
Proof. We need to bound the right hand side of (3.9). We have
2|(Pn+1, B
(n))| ≤ 2‖Pn+1‖6/5‖B
(n)‖6
≤ κ2‖Pn+1‖
2
6/5 + κ
−2‖B(n)‖26
≤ κ2‖Pn+1‖
2
6/5 + ‖Sn‖
2
2 + ‖d
∗
AB
(n)‖22 + λ(t)‖B
(n)‖22
23
by virtue of (4.8). Therefore
−‖d∗AB
(n)‖22 + 2|(Pn+1, B
(n))| ≤ κ2‖Pn+1‖
2
6/5 + ‖Sn‖
2
2 + λ(t)‖B
(n)‖22
This proves (4.18).
Remark 4.7 In case n = 0 the inequality (4.18) gives
d
dt
‖B(t)‖22 + ‖A
′(t)‖22 ≤ λ(t)‖B(t)‖
2
2 (4.19)
since Q1 = P1 = S0 = 0 by Proposition 3.1. But the identity (3.9) shows that
d
dt‖B(t)‖
2
2 + 2‖A
′(t)‖22 = 0. There is a loss of information, therefore, in (4.18),
which we allow in order to get a simple inequality for all n ≥ 0.
Under the assumption of finite action we will be able to use the preceding
differential inequalities to obtain integral estimates in our main result, Theorem
2.8. Proposition 4.9 below will be critical in this transition.
Notation 4.8 For a smooth solution A(·) on (0, T ) to the Yang-Mills heat
equation (1.2) that has finite action let cn be the constant appearing in (4.15)
and define
ψ(t) = λM t+ γ
∫ t
0
‖B(σ)‖42dσ and (4.20)
ψn(t) = λM t+ (γ + cn)
∫ t
0
‖B(σ)‖42dσ. (4.21)
Lemma 5.5 will show that
∫ t
0 ‖B(σ)‖
4
2dσ < ∞ when A(·) has finite action. It
follows from this that ψ(t) and ψn(t) are bounded, differentiable and nonde-
creasing functions on the interval (0, T ). Then, for 0 ≤ s ≤ t the functions
ψt,s := ψ(t) − ψ(s) and ψt,sn := ψn(t)− ψn(s)
are non-negative.
Proposition 4.9
d
ds
(
e−ψn(s)‖A(n)(s)‖22
)
+ e−ψn(s)‖B(n)(s)‖22 ≤ e
−ψn(s)Xn(s), n ≥ 1 (4.22)
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and
d
ds
(
e−ψ(s)‖B(n)(s)‖22
)
+ e−ψ(s)‖A(n+1)(s)‖22 ≤ e
−ψ(s)Yn(s), n ≥ 0, (4.23)
where
Xn(t) = ‖Pn(t)‖
2
2 + 2κ
2‖Qˆn+1(t)‖
2
6/5 + ‖Rn(t)‖
2
2 , n ≥ 1 and (4.24)
Yn(t) = ‖Qn+1(t)‖
2
2 + κ
2‖Pn+1(t)‖
2
6/5 + ‖Sn(t)‖
2
2, n ≥ 0. (4.25)
Note that Y0(t) = X1(t) = 0 by virtue of Proposition 3.1 and the definition
(4.16) of Qˆ2.
Proof. Since ψ′(s) = λ(s) and ψ′n(s) = λ(s)+ cn‖B(s)‖
4
2, the inequality (4.15)
can be written as
d
ds
‖A(n)(s)‖22 − ψ
′
n(s)‖A
(n)(s)‖22 + ‖B
(n)(s)‖22 ≤ Xn(s).
This is equivalent to (4.22), as one can see by differentiating the product and
then multiplying by eψn(s). The inequality (4.23) follows from (4.18) similarly.
5 Initial behavior
5.1 Initial behavior from differential inequalities.
From the differential inequalities (4.22) and (4.23) we are going to derive initial
behavior bounds in the form of integral estimates with the help of the following
elementary lemma.
Lemma 5.1 (Initial behavior from differential inequalities) Suppose that f, g, h
are nonnegative continuous functions on (0, t] and that f is differentiable. Sup-
pose also that
(d/ds)f(s) + g(s) ≤ h(s), 0 < s ≤ t. (5.1)
Let −1 < b <∞ and assume that
∫ t
0
sbf(s)ds <∞. (5.2)
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Then
t1+bf(t) +
∫ t
0
s(1+b)g(s)ds ≤
∫ t
0
s(1+b)h(s)ds + (1 + b)
∫ t
0
sbf(s)ds. (5.3)
If equality holds in (5.1) then equality holds in (5.3).
Proof. Assumption (5.1) implies that
(d/ds)
(
s(1+b)f(s)
)
+ s(1+b)g(s) ≤ s(1+b)h(s) + (1 + b)s(1+b)f(s)
for all 0 < s ≤ t. The result follows after integrating both sides over the interval
(0, t] if one knows that limt↓0 t
(1+b)f(t) = 0. See [6, Lemma 4.8] for a proof
without this assumption.
Corollary 5.2 Define Xn(t) and Yn(t) by (4.24) and (4.25) respectively. The
inequalities
t2n−
1
2‖A(n)‖22 +
∫ t
0
s2n−
1
2 ‖B(n)(s)‖22ds (5.4)
≤
{
(2n −
1
2
)
∫ t
0
s2n−
3
2‖A(n)(s)‖22ds+
∫ t
0
s2n−
1
2Xn(s)ds
}
eψn(t), n ≥ 1
t2n+
1
2‖B(n)(t)‖22 +
∫ t
0
s2n+
1
2‖A(n+1)(s)‖22 ds (5.5)
≤
{
(2n +
1
2
)
∫ t
0
s2n−
1
2‖B(n)(s)‖22ds+
∫ t
0
s2n+
1
2Yn(s)ds
}
eψ(t), n ≥ 0
hold whenever their right sides are finite, for ψ(t), ψn(t) as in (4.20) and (4.21)
respectively.
Proof. Starting with the differential inequality (4.22), we can apply Lemma 5.1
with f(s) = e−ψn(s)‖A(n)(s)‖22, g(s) = e
−ψn(s)‖B(n)(s)‖22, h(s) = e
−ψn(s)Xn(s)
and b = 2n − 32 . Upon multiplying the resulting inequality (5.3) by e
ψn(t) we
find
t2n−
1
2 ‖A(n)‖22 +
∫ t
0
eψ
t,s
n s2n−
1
2 ‖B(n)(s)‖22ds (5.6)
≤ (2n−
1
2
)
∫ t
0
eψ
t,s
n s2n−
3
2 ‖A(n)(s)‖22ds+
∫ t
0
eψ
t,s
n s2n−
1
2Xn(s)ds, n ≥ 1.
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Since 1 ≤ eψ
t,s
n ≤ eψn(t), the inequality (5.6) continues to hold if we drop the
factor eψ
t,s
n from the integrand on the left and replace it in the integrands on
the right by eψn(t). This yields (5.4).
The same method shows that (5.5) follows from (4.23) if, in Lemma 5.1, one
chooses f(s) = e−ψ(s)‖B(n)(s)‖22, g(s) = e
−ψ(s)‖A(n+1)(s)‖22, h(s) = e
−ψ(s)Yn(s)
and b = 2n− 12 .
The remainder of the paper will be devoted to proving that the right hand
sides of the inequalities (5.4) and (5.5) are finite. This will be done by induction
on n. But the induction hypothesis will include two other inequalities besides
these two.
5.2 Initial behavior of the curvature and A′.
We review a few well known apriori bounds for solutions of the Yang-Mills heat
equation in the presence of finite action.
Lemma 5.3 Let A(t) be a smooth solution to the Yang-Mills heat equation
over (0, T ) ×M , satisfying either (2.5) or (2.6) if M 6= R3. Then ‖B(t)‖2 is
nonincreasing on (0, T ). Moreover, if ‖B0‖2 <∞ then
‖B(t)‖2 ≤ ‖B0‖2 (5.7)
for 0 ≤ t < T.
Proof. Identity (3.9) for n = 0 gives (d/dt)‖B(t)‖22 = −2‖A
′(t)‖22 ≤ 0 since
P1 = Q1 = 0. Therefore ‖B(t)‖
2
2 is non-increasing. (5.7) follows from the
continuity of ‖B(t)‖2 at t = 0 in this finite energy case.
Remark 5.4 If A(·) has finite action then ρ(t), defined in (2.10), is finite for
small t and therefore for all t, since the integrand is decreasing by Lemma 5.3.
Further, if A(·) is a solution with finite energy, i.e. ‖B0‖2 < ∞, then (5.7)
shows that A has finite action.
Proposition 5.5 Let A(t) be a smooth solution to the Yang-Mills heat equation
over (0, T ) ×M , satisfying either (2.5) or (2.6) if M 6= R3. If A(·) has finite
action then
t1/2‖B(t)‖22 + 2
∫ t
0
s1/2‖A′(s)‖22 ds = ρ(t), (5.8)
for any t ∈ [0, T ). In particular (Cn) holds for n = 0.
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Proof. For n = 0 identity (3.9) becomes (d/ds)‖B(s)‖22 + 2‖A
′(s)‖22 = 0. We
can apply Lemma 5.1, taking f(s) = ‖B(s)‖22, g(s) = 2‖A
′(s)‖22, h(s) = 0 and
b = −1/2. Then (5.3) asserts that
t1/2‖B(t)‖22 + 2
∫ t
0
s1/2‖A′(s)‖22 ds = (1/2)
∫ t
0
s−1/2‖B(s)‖22ds,
which is (5.8), in view of the definition (2.10) of ρ(t). The hypothesis (5.2)
is satisfied by the assumption of finite action. This proves that (Cn) holds for
n = 0. We can take C03(t) = ρ(t).
Lemma 5.6 Let A(t) be a smooth solution to the Yang-Mills heat equation
over (0, T ) ×M , satisfying either (2.5) or (2.6) if M 6= R3. If A(·) has finite
action then
t‖B(t)‖42 ≤ ρ(t)
2 and (5.9)∫ t
0
‖B(s)‖42 ds ≤ 2 ρ(t)
2. (5.10)
Moreover, for 0 < t ≤ T there holds
t λ(t) ≤ λM t+ γ ρ(t)
2, (5.11)
ψ(t) ≤ λM t+ 2γ ρ(t)
2 and (5.12)
ψn(t) ≤ λM t+ 2(γ + cn) ρ(t)
2 (5.13)
where λ(t) is defined in (4.5) and ψ(t) and ψn(t) are defined in (4.20) and
(4.21) respectively. In particular these three functions are non-decreasing and
are bounded by standard dominating functions.
Proof. Identity (5.8) implies that s1/2‖B(s)‖22 ≤ ρ(s) ≤ ρ(t) for all s ≤ t since
ρ(t) is nondecreasing. In particular (5.9) holds. Further,
∫ t
0
‖B(s)‖42 ds =
∫ t
0
(
s1/2‖B(s)‖22
) (
s−1/2‖B(s)‖22
)
ds
≤ ρ(t)
∫ t
0
s−1/2‖B(s)‖22 ds = 2 ρ(t)
2
proving (5.10). The inequalities (5.11) - (5.13) now follow from their definitions
and from (5.9) and (5.10).
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6 Proof of the Main Theorem
Remark 6.1 (Strategy.) We will first prove the theorem under the technical
assumption that A(t) is a smooth solution to the Yang-Mills equation over
(0, T )×M . The proof will proceed by induction on n. We have already shown
that (Cn) holds for n = 0 in Proposition 5.5. We will show that all four
inequalities (An), (Bn), (Cn), (Dn) in Theorem 2.8 hold for n = 1. We will then
show that if k ≥ 2 and all four inequalities hold for 1 ≤ n < k then all four
inequalities hold for n = k. We will then remove the hypothesis of smoothness.
6.1 Proof for n = 1.
Proposition 6.2 (Proof of A1) Let A(t) be a smooth solution to the Yang-
Mills heat equation over (0, T )×M , satisfying either (2.5) or (2.6). If A(·) has
finite action for 0 ≤ t < T then
t3/2‖A′(t)‖22 +
∫ t
0
s3/2‖B′(s)‖22ds ≤ C11(t) (6.1)
for some standard dominating function C11. In particular A1 holds.
Proof. Since X1(t) = 0 the inequality (5.4) with n = 1 shows that
t3/2‖A′(t)‖22 +
∫ t
0
s3/2‖B′(s)‖22ds ≤
3
2
eψ1(t)
∫ t
0
s1/2‖A′(s)‖22 ds ≤
3
4
eψ1(t) ρ(t)
wherein we have used (5.8) in the last inequality. The bound (5.13) shows that
the right hand side is bounded by a standard dominating function.
We see here that the integrability of t1/2‖A′(t)‖22 in time implies the bound-
edness of t3/2‖A′(t)‖22 when A(·) is a solution to the Yang-Mills heat equation.
This reflects a frequently occurring theme.
For the remainder of this section we will assume that A(t) satisfies the
assumptions of Proposition 6.2.
Corollary 6.3 (Proof of B1) There exists a standard dominating function
C12 such that
t3/2‖B(t)‖26 +
∫ t
0
s3/2‖A′(s)‖26ds ≤ C12(t) (6.2)
for all 0 ≤ t < T .
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Proof. From the two GFS inequalities (4.12) and (4.13) we find
κ−2
(
t3/2‖B(t)‖26 +
∫ t
0
s3/2‖A′(s)‖26ds
)
≤
{
t3/2 ‖A′(t)‖22 + (tλ(t))t
1/2‖B(t)‖22
}
+
∫ t
0
{
s3/2‖B′(s)‖22 + (sλ(s))s
1/2‖A′(s)‖22
}
ds
≤
(
t3/2 ‖A′(t)‖22 +
∫ t
0
s3/2‖B′(s)‖22
)
+ tλ(t)
(
t1/2‖B(t)‖22 +
∫ t
0
s1/2‖A′(s)‖22ds
)
≤ C11(t) + tλ(t) ρ(t)
wherein we have used (6.1), (5.8) and the nondecreasing property of tλ(t).
The bound (5.11) shows that tλ(t)ρ(t) is bounded by a standard dominating
function.
To prove C1 we need the following integral estimate.
Lemma 6.4 Define Y1(t) as in (4.25) with n = 1. There is a standard domi-
nating function C˜12 such that∫ t
0
s5/2Y1(s)ds ≤ C˜12(t) (6.3)
for all 0 ≤ t < T .
Proof. The definitions in Proposition 3.1 give Q2(t) = c¯21[A
′(t)yB(t)] and
P2(t) = c21[A
′(t) ∧A′(t)]. Hence, by the definition (4.25) we have
Y1(t) = ‖Q2(t)‖
2
2 + κ
2‖P2(t)‖
2
6/5 + ‖S1(t)‖
2
2
= ‖c¯21[A
′(t)yB(t)] ‖22 + κ
2‖c21[A
′(t) ∧A′(t)] ‖26/5 + ‖ [B(t) ∧A
′(t)] ‖22
≤ c˜‖ |A′(t)| |B(t)| ‖22 + c˜‖ |A
′(t)|2‖26/5 (6.4)
for some constant c˜ that only depends on the manifold and the bundle. By
Ho¨lder’s inequality
‖ |A′(s)| |B(s)| ‖22 ≤ ‖A
′(s)‖26‖B(s)‖
2
3 ≤ ‖A
′(s)‖26‖B(s)‖2‖B(s)‖6.
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Hence
s5/2‖ |A′(s)| |B(s)| ‖22 ≤ (s
3/2‖A′(s)‖26) (s
1/4‖B(s)‖2) (s
3/4‖B(s)‖6)
≤ s3/2‖A′(s)‖26
√
ρ(t)C12(t)
by (5.8) and (6.2). Therefore∫ t
0
s5/2‖ |A′(s)| |B(s)| ‖22 ds ≤
√
ρ(t)C12(t)
∫ t
0
s3/2‖A′(s)‖26 ds
≤
√
ρ(t) (C12(t) )3 =:
˜˜C12(t) (6.5)
by (6.2), giving an upper bound by a standard dominating function.
For the second term in (6.4) we also apply Ho¨lder’s inequality twice to
obtain
‖ |A′(s)|2‖26/5 ≤ ‖A
′(s)‖23‖A
′(s)‖22 ≤ ‖A
′(s)‖6‖A
′(s)‖2‖A
′(s)‖22.
Hence,
s5/2‖ |A′(s)|2‖26/5 ≤ (s
3/4‖A′(s)‖6) (s
1/4‖A′(s)‖2) (s
3/2‖A′(s)‖22)
≤ (s3/4‖A′(s)‖6) (s
1/4‖A′(s)‖2)C11(t)
by (6.1). Therefore∫ t
0
s5/2‖ |A′(s)|2‖26/5ds
≤ C11(t)
∫ t
0
(s3/4‖A′(s)‖6) (s
1/4‖A′(s)‖2) ds
≤ C11(t)
[∫ t
0
s3/2‖A′(s)‖26 ds
]1/2 [∫ t
0
s1/2‖A′(s)‖22 ds
]1/2
≤ C11(t)
√
C12(t) ρ(t)
by (5.8), (6.2) and Ho¨lder’s inequality for the time integral.
We are now ready to prove C1.
Corollary 6.5 (Proof of C1) There is a standard dominating function C13
such that
t5/2‖B′(t)‖22 +
∫ t
0
s5/2‖A′′(s)‖22ds ≤ C13(t) (6.6)
for all 0 ≤ t < T .
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Proof. From (5.5) with n = 1 we get
t5/2‖B′(t)‖22+
∫ t
0
s5/2‖A′′(s)‖22ds
≤
{5
2
∫ t
0
s3/2‖B′(s)‖22 ds+
∫ t
0
s5/2Y1(s) ds
}
eψ(t)
≤
{5
2
C11(t) + C˜12(t)
}
eψ(t)
by (6.1) and (6.3). This is bounded by a standard dominating function in view
of (5.12).
Corollary 6.6 (Proof of D1) There is a standard dominating function C14
such that
t5/2‖A′(t)‖26 +
∫ t
0
s5/2‖B′(s)‖26ds ≤ C14(t) (6.7)
for all 0 ≤ t < T .
Proof. Multiply the GFS inequality (4.13) by t5/2 to find
κ−2t5/2 ‖A′(t)‖26 ≤ t
5/2 ‖B′(t)‖22 + tλ(t) (t
3/2‖A′(t)‖22)
≤ C13(t) + tλ(t)C11(t)
by (6.6) and (6.1). This is bounded by a standard dominating function in view
of (5.11).
For the second term in (6.7) observe that the identity (3.2) reduces, for
n = 2, to the identity d∗AB
′ = −A′′ − c¯21[A
′
yB]. Replace d∗AB
′ by this in the
GFS inequality (4.14) to find
κ−2‖B′(t)‖26 ≤ ‖ [B ∧A
′] ‖22 + 2‖A
′′(t)‖22 + 2c¯
2
21‖ [A
′
yB] ‖22 + λ(t)‖B
′(t)‖22.
It follows that for some constant c¯ that only depends on the manifold and the
bundle,
∫ t
0
s5/2‖B′(s)‖26ds ≤ c¯
∫ t
0
s5/2
{
‖A′′(s)‖22 + ‖ |A
′(s)| |B(s)| ‖22 + λ(s)‖B
′(s)‖22
}
ds
≤ c¯
{
C13(t) +
˜˜C12(t) + tλ(t)
∫ t
0
s3/2‖B′(s)‖22ds
}
≤ c¯
{
C13(t) +
˜˜C12(t) + tλ(t)C11(t)
}
32
by (6.6), (6.5), and (6.1). This is bounded by a standard dominating function
in view of (5.11).
This completes the proof of Theorem 2.8 for n = 1 when A(t) is smooth.
6.2 Bounds on lower order terms.
The induction mechanism in the next section will give us information about the
initial behavior of the time derivatives of A and B. We will use this information
with the help of the following bounds.
Lemma 6.7 (Bounds on lower order terms) For all n ≥ 1 there exist constants
dn,r independent of M and A such that
‖Pn(t)‖
2
2 ≤ dn,1c
2
n−1∑
i=1
‖A(i)(t)‖2‖A
(i)(t)‖6‖A
(n−i)(t)]‖26 (6.8)
‖Pn(t)‖
2
6/5 ≤ dn,2c
2
n−1∑
i=1
‖A(i)(t)‖6‖A
(i)(t)‖2‖A
(n−i)(t)‖22 (6.9)
‖Qn(t)‖
2
2 ≤ dn,3c
2
n−1∑
i=1
‖A(i)(t)‖26‖B
(n−1−i)(t)‖2‖B
(n−1−i)(t)‖6 (6.10)
‖Qˆn(t)‖
2
6/5 ≤ dn,4c
2
n−2∑
i=1
‖A(i)(t)‖2‖A
(i)(t)‖6‖B
(n−1−i)(t)‖22 (6.11)
‖Rn(t)‖
2
2 ≤ dn,5c
2
n−2∑
i=1
‖A(i)(t)‖2‖A
(i)(t)‖6‖A
(n−i)(t)‖26 (6.12)
‖Sn(t)‖
2
2 ≤ dn,6
( n∑
i=1
‖ [A(i)(t) ∧B(n−i)(t)] ‖22 +
n−1∑
i=1
‖ [A(i)(t) ∧ Pn−i(t)] ‖
2
2
)
.
(6.13)
Note: It will be clear from the proof that dn,2 = dn,1 and dn,4 ≤ dn,3.
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Proof. The Lemma is a simple application of Ho¨lder’s inequality. From (3.1)
we have
‖Pn(t)‖
2
2 = ‖
n−1∑
i=1
cni[A
(i)(t) ∧A(n−i)(t)] ‖22 ≤ dn,1
n−1∑
i=1
‖ [A(i)(t) ∧A(n−i)(t)]‖22
≤ dn,1c
2
n−1∑
i=1
‖A(i)(t)‖23‖A
(n−i)(t)]‖26
≤ dn,1c
2
n−1∑
i=1
‖A(i)(t)‖2‖A
(i)(t)‖6‖A
(n−i)(t)]‖26.
This proves (6.8). For the second estimate we have
‖Pn(t)‖
2
6/5 = ‖
n−1∑
i=1
cni[A
(i)(t) ∧A(n−i)(t)]‖26/5
≤ dn,2
n−1∑
i=1
‖ [A(i)(t) ∧A(n−i)(t)] ‖26/5
≤ dn,2c
2
n−1∑
i=1
‖A(i)(t)‖23‖A
(n−i)(t)‖22
≤ dn,2c
2
n−1∑
i=1
‖A(i)(t)‖6‖A
(i)(t)‖2‖A
(n−i)(t)‖22.
Similarly, from (3.2)
‖Qn(t)‖
2
2 = ‖
n−1∑
i=1
c¯ni[A
(i)(t)yB(n−1−i)(t)] ‖22 ≤ dn,3
n−1∑
i=1
‖ [A(i)(t)yB(n−1−i)(t)] ‖22
≤ dn,3c
2
n−1∑
i=1
‖A(i)(t)‖26‖B
(n−1−i)(t)‖23
≤ dn,3c
2
n−1∑
i=1
‖A(i)(t)‖26‖B
(n−1−i)(t)‖2‖B
(n−1−i)(t)‖6.
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This proves (6.10). From the definition (4.16) we find, for n ≥ 3
‖Qˆn(t)‖
2
6/5 = ‖
n−2∑
i=1
cni[A
(i)(t)yB(n−1−i)(t)] ‖26/5
≤ dn,4
n−2∑
i=1
‖ [A(i)(t)yB(n−1−i)(t)] ‖26/5
≤ dn,4c
2
n−2∑
i=1
‖A(i)(t)‖23‖B
(n−1−i)(t)‖22
≤ dn,4c
2
n−2∑
i=1
‖A(i)(t)‖2‖A
(i)(t)‖6‖B
(n−1−i)(t)‖22
proving (6.11).
From (3.3) we have
‖Rn(t)‖
2
2 = ‖
n−2∑
i=1
c˜ni[A
(i)(t)yA(n−i)(t)] ‖22 ≤ dn,5
n−2∑
i=1
‖ [A(i)(t)yA(n−i)(t)] ‖22
≤ dn,5c
2
n−2∑
i=1
‖A(i)(t)‖2‖A
(i)‖6‖A
(n−i)(t)‖26,
proving (6.12).
Finally, from (3.4) we have
‖Sn(t)‖
2
2 = ‖ [B(t) ∧A
(n)(t)] +
n−1∑
i=1
cˆni [(B
(i)(t)− Pi(t)) ∧A
(n−i)(t)] ‖22
≤ d′n,6
{
‖ [B(t) ∧A(n)(t)] ‖22 +
n−1∑
i=1
‖ [A(i)(t) ∧ (B(n−i)(t)− Pn−i(t))] ‖
2
2
}
≤ dn,6
( n∑
i=1
‖ [A(i) ∧B(n−i)] ‖22 +
n−1∑
i=1
‖ [A(i) ∧ Pn−i] ‖
2
2
)
,
proving (6.13).
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6.3 Proof of the induction step.
In Section 6.1 we proved the four inequalities of Theorem 2.8 for n = 1. In this
subsection we will assume that k ≥ 2 and that the four inequalities (An), (Bn),
(Cn), (Dn) of Theorem 2.8 hold for 1 ≤ n < k. We will prove that they then
also hold for n = k. For this purpose, we will need to show that the integrals
involving Xn and Yn in the inequalities (5.4) and (5.5) are finite under this
induction hypothesis. As in Section 6.1, we will initially assume that A(t) is
smooth over (0, T )×M .
Lemma 6.8 If in Theorem 2.8 the inequalities (An), (Bn), (Cn), (Dn) hold for
1 ≤ n < k then ∫ t
0
s2k−
1
2Xk(s)ds ≤ C¯k1(t) and (6.14)
sup
0<t<T
t2k+
1
2Xk(t) ≤ C¯k1(t) (6.15)
for some standard dominating function C¯k1.
Proof. For the proof of (6.14) it suffices to show that
∫ t
0
s2k−
1
2
(
‖Pk(s)‖
2
2 + 2κ
2‖Qˆk+1(s)‖
2
6/5 + ‖Rk(s)‖
2
2
)
ds ≤ C˜k1(t) (6.16)
by virtue of the definition (4.24) for Xk. In view of the inequalities (6.8), (6.12)
with n = k and (6.11) with n = k + 1, we need only show that
∫ t
0
s2k−
1
2‖A(i)(s)‖2‖A
(i)(s)‖6
(
‖A(k−i)(s)‖26 + ‖B
(k−i)(s)‖22
)
ds ≤ C˜k1(t)
for 1 ≤ i ≤ k − 1 and for some standard dominating functions C˜k1. But for
1 ≤ i ≤ k− 1, the inductive hypotheses Ai and Di of Theorem 2.8 hold. Hence
s2k−
1
2 ‖A(i)(s)‖2 ‖A
(i)(s)‖6
{
‖A(k−i)(s)‖26 + ‖B
(k−i)(s)‖22
}
= (si−
1
4 ‖A(i)(s)‖2) (s
i+ 1
4‖A(i)(s)‖6)
·
{
s2(k−i)−
1
2 ‖A(k−i)(s)‖26 + s
2(k−i)− 1
2 ‖B(k−i)(s)‖22
}
≤
√
Ci1(t)
√
Ci4(t)
{
s2(k−i)−
1
2 ‖A(k−i)(s)‖26 + s
2(k−i)− 1
2 ‖B(k−i)(s)‖22
}
.
(6.17)
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The factor in braces is integrable over (0, t) by the inductive hypotheses Bk−i
and Ak−i of Theorem 2.8, since k − i < k. This proves (6.14).
For the proof of (6.15) multiply the last line of (6.17) by s and set s = t to
find
t2k+
1
2 ‖A(i)(t)‖2 ‖A
(i)(t)‖6
{
‖A(k−i)(t)‖26 + ‖B
(k−i)(t)‖22
}
≤
√
Ci1(t)
√
Ci4(t)
{
t2(k−i)+
1
2 ‖A(k−i)(t)‖26 + t
2(k−i)+ 1
2 ‖B(k−i)(t)‖22
}
≤
√
Ci1(t)
√
Ci4(t)
{
C(k−i)4(t) + C(k−i)3(t)
}
where we have used the inductive hypothesis Dk−i of Theorem 2.8 for the first
summand in braces, and the inductive hypothesis Ck−i of Theorem 2.8, for the
second term. These hold because k− i < k. Using the inequalities (6.8), (6.11)
and (6.12) as before, we conclude that
t2k+
1
2
(
‖Pk(t)‖
2
2 + 2κ
2‖Qˆk+1(t)‖
2
6/5 + ‖Rk(t)‖
2
2
)
≤ C˜k1(t). (6.18)
This completes the proof of Lemma 6.8.
Proposition 6.9 (Ak holds) Let A(t) be a smooth solution to the Yang-Mills
heat equation over (0, T ) ×M with finite action and satisfying either (2.5) or
(2.6) when M 6= R3. Assume that (An), (Bn), (Cn), (Dn) hold for 1 ≤ n < k.
Then there exists a standard dominating function Ck1 such that Ak holds.
Proof. Take n = k in (5.4) to find
t2k−
1
2 ‖A(k)‖22 +
∫ t
0
s2k−
1
2 ‖B(k)(s)‖22ds
≤
{
(2k −
1
2
)
∫ t
0
s2k−
3
2‖A(k)(s)‖22ds+
∫ t
0
s2k−
1
2Xk(s)ds
}
eψk(t)
≤
{
(2k −
1
2
)C(k−1)3(t) + C¯k1(t)
}
eψk(t)
where we have used the inductive hypothesis Ck−1 to bound the first term on
the right, and Lemma 6.8 to bound the second term. Using (5.13) it follows
that there is a standard dominating function Ck1 for which Ak holds.
Proposition 6.10 (Bk holds) Let A(t) as in Proposition 6.9. If in Theorem
2.8, (An), (Bn), (Cn), (Dn) hold for n < k then Bk holds for some standard
dominating function Ck2.
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Proof. From (4.9) with n replaced by k − 1 we find
κ−2‖B(k−1)(t)‖26 ≤ ‖Sk−1‖
2
2 + 2‖Qk‖
2
2 + 2‖A
(k)‖22 + λ(t)‖B
(k−1)‖22. (6.19)
To prove boundedness of the first term in Bk it suffices therefore to show that
t2k−
1
2
(
‖Sk−1‖
2
2 + 2‖Qk‖
2
2 + 2‖A
(k)‖22 + λ(t)‖B
(k−1)‖22
)
≤ C˜k2(t). (6.20)
Concerning the second term in (6.20), observe that, for 1 ≤ i < k, there holds
t2k−
1
2‖A(i)(t)‖26‖B
(k−1−i)(t)‖2‖B
(k−1−i)(t)‖6
=
(
t2i+
1
2 ‖A(i)(t)‖26
)(
tk−i−
3
4 ‖B(k−1−i)(t)‖2
)(
tk−i−
1
4‖B(k−1−i)(t)‖6
)
≤ Ci4(t)
√
C(k−1−i)3(t)C(k−i)2(t),
where we have used the inductive assumption Di with i < k in the first factor,
the inductive assumption Ck−1−i with k − 1 − i < k in the second factor, and
the inductive assumption Bk−i with k− i < k in the the third factor. It follows
from (6.10) that t2k−
1
2‖Qk(t)‖
2
2 is bounded on (0, T ).
By (6.13) the first sum in ‖Sk−1(t)‖
2
2 has similar bounds as the terms in
‖Qk(t)‖
2
2 since ‖ [A
(i)∧B(k−1−i)] ‖22 ≤ c
2‖A(i)‖26‖B
(k−1−i)‖2‖B
(k−1−i)‖6, just as
in the proof of (6.10). Therefore we need only address the terms of the form
‖ [A(i)(t) ∧ Pk−1−i(t)] ‖
2
2 in (6.13) for 1 ≤ i ≤ k − 2. Replace n by k − 1− i in
the definition (3.1) to find
Pk−1−i(s) =
k−i−2∑
j=1
c(k−1−i)j [A
(j)(s) ∧A(k−1−i−j)(s)]
In view of (6.13) it suffices to show that
t2k−
1
2 ‖ [A(i)(t) ∧ [A(j)(t) ∧A(k−1−i−j)(t)] ] ‖22
is bounded on (0, T ) for 1 ≤ i ≤ k − 2 and 1 ≤ j ≤ k − i− 2. But
t2k−
1
2 ‖ |A(i)(t)| |A(j)(t)| |A(k−1−i−j)(t)| ‖22
≤
(
t2i+
1
2 ‖A(i)(t)‖26
)(
t2j+
1
2 ‖A(j)(t)‖26
)(
t2k−2−2i−2j+
1
2 ‖A(k−1−i−j)(t)‖26
)
≤ Ci4(t)Cj4(t)C(k−1−i−j)4(t)
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by the induction hypothesis (Dn) for various values of n < k, since i, j ≤ k− 2
and k − 1 − i − j ≤ k − 3. This gives us the boundedness of the first term in
(6.20).
For the third term in (6.20), we use the inequality Ak of Theorem 2.8, which
has already been proven in Proposition 6.9, to find
t2k−
1
2‖A(k)(t)‖22 ≤ Ck1(t).
Finally,
t2k−
1
2λ(t)‖B(k−1)(t)‖22 =
(
tλ(t)
)(
t2(k−1)+
1
2 ‖B(k−1)(t)‖22
)
,
which is a product of a bounded function, in accordance with (5.11) and another
bounded function, in accordance with the induction hypothesis Ck−1. Their
product is bounded by a standard dominating function by the usual argument.
We now turn our attention to the integral term of Bk. We need to prove
that ∫ t
0
s2k−
1
2‖A(k)(s)‖26ds ≤ C˜k2(t) (6.21)
for some standard dominating function C˜k2. By the inequality (4.7) it suffices
to find C˜k2 such that∫ t
0
s2k−
1
2
(
λ(s)‖A(k)(s)‖22 + 2‖B
(k)(s)‖22 + ‖Rk(s)‖
2
2 + 2‖Pk(s)‖
2
2
)
ds ≤ C˜k2(t).
Now ∫ t
0
s2k−
1
2λ(s)‖A(k)(s)‖22ds =
∫ t
0
(
sλ(s)
)
s2k−
3
2‖A(k)(s)‖22ds
≤ tλ(t)C(k−1)3(t)
by the inductive hypothesis Ck−1. Moreover
∫ t
0 s
2k− 1
2‖B(k)(s)‖22ds ≤ Ck1(t) by
Ak, whose validity has been proven in Proposition 6.9. The remaining integrals
are finite by (6.16). This proves Bk holds.
Lemma 6.11 If in Theorem 2.8 the inequalities (An), (Bn), (Cn), (Dn) hold
for 1 ≤ n < k then ∫ t
0
s2k+
1
2Yk(s)ds ≤ C¯k3(t)
for some standard dominating function C¯k3 with Yk defined by (4.25).
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Proof. In view of the definition (4.25) of Yk we need to show that there is a
standard dominating function C¯k3 such that
∫ t
0
s2k+
1
2
(
‖Qk+1(s)‖
2
2 + κ
2‖Pk+1(s)‖
2
6/5 + ‖Sk(s)‖
2
2
)
ds ≤ C¯k3(t). (6.22)
By the bounds (6.10), (6.9), (6.13) it suffices to show that each of the following
integrals is bounded by a standard dominating function.
∫ t
0
s2k+
1
2‖A(i)(s)‖26‖B
(k−i)(s)‖2‖B
(k−i)(s)‖6ds, 1 ≤ i ≤ k (6.23)
∫ t
0
s2k+
1
2 ‖A(i)(s)‖6‖A
(i)(s)‖2‖A
(k+1−i)(s)‖22ds, 1 ≤ i ≤ k (6.24)∫ t
0
s2k+
1
2 ‖ [A(i)(s) ∧B(k−i)(s)‖22ds, 1 ≤ i ≤ k (6.25)∫ t
0
s2k+
1
2‖ [A(i)(s) ∧ Pk−i(s)] ‖
2
2ds. 1 ≤ i < k. (6.26)
For (6.23) observe that
s2k+
1
2 ‖A(i)(s)‖26‖B
(k−i)(s)‖2‖B
(k−i)(s)‖6
= (s2i−
1
2 ‖A(i)(s)‖26) (s
k−i+ 1
4 ‖B(k−i)(s)‖2) (s
k−i+ 3
4 ‖B(k−i)(s)‖6)
≤ (s2i−
1
2 ‖A(i)(s)‖26)
√
C(k−i)3(t) C(k−i+1)2(t)
by the inductive hypothesis Ck−i of Theorem 2.8, since k−i < k, and by Bk−i+1,
because k − i + 1 ≤ k for i = 1, . . . , k. The integrability of the first factor is
also assured by Bi, which holds for i ≤ k by Proposition 6.10. Therefore the
integral in (6.23) is finite for 1 ≤ i ≤ k.
The integral in (6.24) can be estimated as follows.
s2k+
1
2 ‖A(i)(s)‖6‖A
(i)(s)‖2‖A
(k+1−i)(s)‖22
= (si−
1
4‖A(i)(s)‖6) (s
i− 3
4‖A(i)(s)‖2) (s
2k−2i+ 3
2‖A(k+1−i)(s)‖22)
≤ (si−
1
4‖A(i)(s)‖6) (s
i− 3
4‖A(i)(s)‖2)C(k−i+1)1(t)
by Ak−i+1, which holds for i = 1, . . . , k by the hypotheses of this lemma and
Proposition 6.9. Therefore, by Ho¨lder’s inequality for the time integral, we
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have∫ t
0
s2k+
1
2 ‖A(i)(s)‖6‖A
(i)(s)‖2‖A
(k+1−i)(s)‖22ds
≤
(∫ t
0
s2i−
1
2 ‖A(i)(s)‖26 ds
) 1
2
(∫ t
0
s2i−
3
2 ‖A(i)(s)‖22 ds
)1
2
C(k−i+1)1(t)
≤
√
Ci2(t)C(i−1)3(t)C(k−i+1)1(t)
wherein the first integral is dominated by Bi of Theorem 2.8, which is valid for
all i ≤ k by the hypotheses of this lemma and Proposition 6.10, and the second
integral is dominated in accordance with Ci−1, which is valid for i ≤ k because
i − 1 < k. Hence the integral in (6.24) is bounded by a standard dominating
function.
The integral in (6.25) can be treated exactly as the integral in (6.23), since
our use of Ho¨lder’s inequality in deriving (6.10) applies equally well here.
To estimate the integral in (6.26) replace n by k − i in the definition (3.1)
to find
Pk−i(s) =
k−i−1∑
j=1
c(k−i)j [A
(j)(s) ∧A(k−i−j)(s)]
From this we see that it suffices to show that∫ t
0
s2k+
1
2‖ [A(i)(s) ∧ [A(j)(s) ∧A(k−i−j)(s)] ] ‖22ds ≤ C˜k3(t)
for some standard dominating function C˜k3 for 1 ≤ i < k and 1 ≤ j ≤ k− i−1.
But, by Ho¨lder’s inequality,
s2k+
1
2‖ |A(i)(s)| |A(j)(s)| |A(k−i−j)(s)| ‖22
≤
(
s2i−
1
2 ‖A(i)(s)‖26
)(
s2j+
1
2‖A(j)(s)‖26
)(
s2k−2i−2j+
1
2 ‖A(k−i−j)(s)‖26
)
≤
(
s2i−
1
2 ‖A(i)(s)‖26
)
Cj4(t)C(k−i−j)4(t)
by Dj and Dk−i−j, both of which hold in accordance with the hypotheses of
this lemma, since both subscripts are strictly less than k. The integrability of
the first factor follows from Bi, which holds because i < k.
This completes the proof of Lemma 6.11.
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Proposition 6.12 (Ck holds) Let A(t) as in Proposition 6.9. If in Theorem
2.8, (An), (Bn), (Cn), (Dn) hold for 1 ≤ n < k then Ck holds.
Proof. Setting n = k in (5.5), we see that it suffices to show that
{
(2k +
1
2
)
∫ t
0
s2k−
1
2‖B(k)(s)‖22ds+
∫ t
0
s2k+
1
2Yk(s)ds
}
eψ(t) ≤ Ck3(t)
for some standard dominating function Ck3. By Lemma 6.11 the second integral
is bounded by C¯k3(t). The first integral is also bounded by a standard bounding
function since Ak holds, as was proven in Proposition 6.9. This proves that Ck
holds in view of (5.12).
Proposition 6.13 (Dk holds) Let A(t) as in Proposition 6.9. If (An), (Bn),
(Cn), (Dn) hold for 1 ≤ n < k then Dk holds.
Proof. From (4.7) and (4.9) we find
κ−2t2k+
1
2‖A(k)(t)‖26 + κ
−2
∫ t
0
s2k+1‖B(k)(s)‖26ds
≤ t2k+
1
2
(
λ(t)‖A(k)(t)‖22 + 2‖B
(k)(t)‖22 + ‖Rk(t)‖
2
2 + 2‖Pk(t)‖
2
2
)
(6.27)
+
∫ t
0
s2k+
1
2
(
λ(s)‖B(k)(s)‖22 + 2‖A
(k+1)(s)‖22 + ‖Sk(s)‖
2
2 + 2‖Qk+1(s)‖
2
2
)
ds
(6.28)
In order to prove Dk we need to show that this sum is bounded by a standard
bounding function. Concerning the line (6.27), the identity
t2k+
1
2λ(t)‖A(k)(t)‖22 =
(
tλ(t)
)(
t2k−
1
2‖A(k)(t)‖22
)
,
together with (5.11) and the already established bound Ak show this term is
bounded by a standard dominating function. Moreover,
t2k+
1
2 ‖B(k)(t)‖22 ≤ Ck3(t)
by Ck, which has already been proven in Proposition 6.12. Further, t
2k+ 1
2 (‖Rk(t)‖
2
2+
2‖Pk(t)‖
2
2) is suitably dominated, as has been shown in (6.18). Thus the line
(6.27) is bounded by a standard dominating function.
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With respect to the line (6.28) observe that
∫ t
0
s2k+
1
2λ(s)‖B(k)(s)‖22ds =
∫ t
0
(
sλ(s)
)(
s2k−
1
2‖B(k)(s)‖22
)
ds
≤ tλ(t)Ck1(t)
by Ak, which has been proved in Proposition 6.9. Furthermore∫ t
0
s2k+
1
2‖A(k+1)(s)‖22ds ≤ Ck3(t)
by Ck, which has been proved in Proposition 6.12. Thus in view of (6.28) we
need only show that
∫ t
0
s2k+
1
2
(
‖Sk(s)‖
2
2 + 2‖Qk+1(s)‖
2
2
)
ds ≤ C¯k4(t)
for some standard dominating function C¯k4. But this has already been shown
in (6.22). This concludes the proof of Proposition 6.13.
Proof of Theorem 2.8. All of the inequalities (An) -(Dn) have been es-
tablished by induction under the assumption that the solution A(·) has finite
action and under the technical assumption that the solution is smooth. The
first assumption is necessary because the bounds are given in terms of the
action ρ(t). The second assumption is needed to justify the computations.
Here the additional hypothesis that ‖A0‖H1/2 is small enters because it en-
sures, as in Theorem 2.6, that there is a gauge function g0 ∈ G3/2 which trans-
forms the solution to a smooth solution. Having such a gauge function enables
the following argument. Let A(·) denote the finite action solution specified
in Theorem 2.8 and let Aˆ(t) = A(t)g0 ≡ g−10 A(t)g0 + g
−1
0 dg0 be the smooth
solution obtained, as in Theorem 2.6 and satisfying either (2.5) or (2.6) when
M 6= R3. Since g0 is time independent we have (d/dt)
nAˆ(t) = g−10 A
(n)(t)g0
for n ≥ 1 (but not for n = 0). Similarly, (d/dt)nBˆ(t) = g−10 B
(n)g0 for n ≥ 0.
Hence ‖(d/dt)nAˆ(t)‖2 = ‖A
(n)(t)‖2 and ‖(d/dt)
nBˆ(t)‖2 = ‖B
(n)(t)‖2. More-
over ∂
Aˆ(t)
j (g
−1ωg) = g−1(∂
A(t)
j ω)g for any k valued p-form ω on M . Taking
e.g. ω = A(n)(t), this shows that ‖∂
Aˆ(t)
j (d/dt)
nAˆ(t)‖2 = ‖∂
A(t)
j A
(n)(t)‖2 and
in particular ‖(d/dt)nAˆ(t)‖
H
Aˆ(t)
1
= ‖A(n)(t)‖
H
A(t)
1
. (In Notation 2.9 we have
suppressed t in the subscripts.) In this way all of the quantities estimated in
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Theorem 2.8 and Corollary 2.10 can be estimated instead for the same gauge
invariant functionals of the smooth solution Aˆ(·). Since all of the dominating
functions Cnj are also gauge invariant, the inequalities of Theorem 2.8 and
Corollary 2.10, having been established for Aˆ apply equally to A. This com-
pletes the proof of Theorem 2.8.
Proof of Corollary 2.10. In the proofs of the inequalities (Bn) and (Dn) of
Theorem 2.8 we used the bounds (4.6), (4.7), (4.8) and (4.9) to bound the L6
norms of A(n)(t) and B(n)(t). But the same right hand sides also bound the HA1
norms of these quantities. Thus if in (6.19) one replaces κ−2‖B(k−1)(t)‖26 by
(1/2)‖B(k−1)(t)‖2
HA1
and one replaces in (6.21) ‖A(k)(s)‖26 by (κ
2/2)‖A(k)(s)‖2
HA1
then the proof of Proposition 6.10 proves that the inequality (En) of Corollary
2.10 holds for n = k. Similarly, one need only replace the L6 norms on the
left hand side of (6.27) plus (6.28) by HA1 norms to find correct inequalities
which yield the inequality (Fn) of Corollary 2.10 with n = k, via the proof of
Proposition 6.13. No further induction is needed because the L2 and L6 bounds
needed in these two proofs have already been proven in Theorem 2.8.
Remark 6.14 (Pointwise bounds) In [2] we derived pointwise bounds on A′(t, x)
andB(t, x) by a Neumann domination technique in the case A(0) was inH1(M).
In that instance we tookM to be a compact three manifold with convex bound-
ary. Pointwise bounds for B(t, x) were derived in [6] in the case A(0) is in
H1/2(M) and M is either all of R
3 or is a bounded convex set in R3 with
smooth boundary. It seems likely that these techniques could yield pointwise
bounds on all of the derivatives A(n)(t, x) and B(n)(t, x) with the help of the
results in this paper if M = R3. We have not pursued this. But if M 6= R3
then some steps in the Neumann domination technique break down because
of boundary value problems for derivatives of B. For example if one wishes
to obtain pointwise bounds on B′(t, x) when the solution A(·) satisfies Dirich-
let boundary conditions then the technique requires that (d∗AB
′)tan = 0. But
this boundary condition need not hold when the solution A(·) merely satis-
fies Dirichlet boundary conditions. Moreover failure to obtain the behavior of
‖B′(t)‖L∞(M) as t ↓ 0 leads, in turn, to failure to obtain pointwise bounds on
A′′, even though the required boundary conditions hold for A′′.
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