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Abstract. In solid mechanics of isotropic and anisotropic materials representing 
malued tensor functions or symmetric second-order tensor-valued tensor 
functions is of major concern. For instance, the plastic potential is scalar-valued, 
whereas constitutive equations are tensor-valued. 
In this paper scalar-valued functions have been represented. Anisotropic effects have 
been characterized by material tensors of rank two and four. For instance, the effect 
of damage or the behaviour of oriented solids have been characterized by second-order 
tensors, and with respect to more general cases inborn anisotropy has been described 
by using a material tensor of rank four. 
In representing scalar-valued tensor functions, a set of irreducible invariants in- 
volving the above mentioned tensor variables has been constructed. The central 
problem is: to find an integrity basis for the argument tensors. Together with the 
invariants of the single argument tensors the system of simultaneous or joint inva- 
riants is considered. Such invariants are given by traces of outer products formed 
from different argument tensors considered. 
In finding irreducible invariants of a fourth-order tensor the characteristic poly- 
nomial for a fourth-order tensor is derived by the definition of the ei envektor. 
+ ir- Furthermore, Hamilton-Cayley's theorem is applied to a fourth-order tensor. 
reducible invariants of a fourth-order tensor can be expressed through sums of prin- 
cipal minors. 
Ke ords. Fourth-order tensor; integrity basis; 
i?+- 
characteristic polynomial; Hamilton- 
ayley s theorem; simultaneous invariants. 
INTRODUCTION 
Many mathematicians have studied the theory of al- 
gebraic invariants in detail. The results have 
been published, for instance, by Gurevich (1964). 
Very extensive contributions to algebraic invari- 
ant theory with respect to its application in mo- 
dern continum mechanics have been presented, for 
example;by Spencer (1971). 
Emploing the theory of invariants to the mechanics 
of isotropic and anisotrpic materials has proven to 
be of practical worth (Betten, 1981a). In the theo- 
ry of algebraic invariants the central problem is: 
For a given set of tensors which are not necessari- 
ly of the same order, and a given group of trans- 
formations, one must find an integrity basis, whose 
elements are algebraic invariants. An integrity ba- 
sis is a set of polynomials, each invariant under 
the group of transformations, so that any polyno- 
mial function invariant under the group is expres- 
sible as a polynomial in elements of the integrity 
basis (Soencer and Rivlin, 1958/59; Rivlin, 1970; 
Spencer,‘l971). 
INTEGRITY BASIS FOR A SECOND-ORDER TENSOR 
Let F = F(o) be a scalar-valued function of a se- 
cond-order-tensor, for instance, Cauchy's stress 
tensor 0. This function is said to be isotropic i 
the condition of invariance 
f 
F(aipajqopq) s i(oij) ( 
is fulfilled under any orthogonal transformation 
1) 
(aikajk = aij), where the sumnation convention is 
utilized, and _$ represents Kronecker's tensor. 
For all purposesthe function F in (1) could be 
the plastic potential. Then, from the theory of 
isotropic tensor functions, it is evident that 
for an isotropic medium the plastic potential F 
might be expressed as a single-valued function of 
the irreducible basic invariants 
S, s tr 2" ; v = 1,2,3 (2) 
or, alternatively, of the irreducible principal 
invariants 
JI s oii, J2 s - oi[i]oj[j]* (3a,b) 
J3 s oi[i]oj[j]ok[k] (3c) 
of the stress tensor E, that is, 
F = F[SV(o)] or F = F[Jv(o)]; v = 1.2,3 (4a,b) 
respectively. In (2.3), i.e., 
(-I) 3-vJvS 0. il[ i,l . . . “i,[ iv1 ’ (3*) 
the operation of alternation is used. This pro- 
cess is indicated by placing square brackets 
around those indices to which it applies, that 
is, the v bracketed indices i...k are permutated 
in all possible ways, whereas indices which are 
excluded from the alternation are not bracketed. 
They keep their position. Thus we obtain v! 
terms. The terms corresponding to even permu- 
29 
tations are given a plus sign, and those which 
correspond to odd permutations a minus sign, and 
then they are added and divided by v!. Comparing 
(2) and (3), we find the following relations: 
J1 = sl, J2 = (S2-$2, 
J3 = (2S3-3S2SI+S;)/6. 
‘(5a,b) 
The irreducible (basic or principal) invariants 
in (2) or, alternatively, in (3) are the elements 
of the integrity basis for the stress tensor 2 
under the proper orthogonal group, i.e. 
/aij / = +l, and this integrity basis also forms a 
functional basis. One can say, that a set of in- 
variants constitutes a functional basis, if any 
invariant can be expressed as a function of them 
(Spencer, 1971). It has been shown by PIPKIN and 
RIVLIN (1959) and PIPKIN and WINEMANN (1963) that 
an integrity basis will also form a functional 
basis if the group of transformations is finite; 
then all invariants can be expressed as functions 
of the invariants of an integrity basis. 
It is evident, that the principal values oI, oII, 
oIII of the stress tensor 2 are indipendent of 
the choice of the coordinate system, i.e., the 
principal values can be regarded as invariants of 
the tensor. For isotropic behaviour the plastic 
potential F must be a symmetric scalar-valued 
function of the principal values, and an irre- 
ducible representation is given in terms of the 
elementary symmetric functions 
aI + yI + aIII = J1 , 
“I “I I + “II “III + “III “I q -J2 ’ 
“I 41 “III = J3 ’ (‘3~) 
which are identical to the principal invariants 
(3a,b,c). Thus, the representations (4a,b) imply 
isotropy. 
The elementary symmetric functions (6a,b,c) are 
the coefficients of the characteristic polyno- 
mial P3(X) of the indeterminate A, 
P3(X) = (X - oI) (A - oII)(i - UIII) 
P3(x) = A3 - J1X2 - J2i - J3 , 
(7) 
whose roots are the principal values oI, aII, 
aIII. All symmetric functions can be expressed in 
terms of the elementary symmetric functions (6a, 
b,c). In other words: the elementary symmetric 
functions form a functional basis for the symme- 
tric functions. For instance, the symmetric 
4 4 4 function S4 = oI + oII + oIII can be expressed 
in the following way: 
S4 = 4 JI J3 t 4 J; J2 f 2 J; + J; > 
that is. in terms of the elementary symmetric 
functions (Betten, 1977). 
As we have already seen, the representations (4a, 
b) imply isotropy. In the anisotropic case the 
restriction (1) on the plastic potential F is 
less severe. Then, the function F is invariant 
under the group of transformations (siksjk = 6ij) 
associated.with the symmetry properties of the 
material (Smith, 1962), where 5 is a subgroup of 
the orthogonal group a. In other words, the sym- 
metry properties of the material impose re- 
strictions upon the manner in which the function 
F depends on the stress components (Wineman and 
Pipkin, 1964). 
For a particular crystal class (Smith et al., 
1963) the plastic potential F in (1) may be re- 
presented as a polynomial which is invariant un- 
der the subgroup _s of transformations associated 
with the symmetry properties of the crystal class 
considered. The function F is then expressible as 
a polynomial in these invariants, which form a 
functional basis. 
CHARACTERISTIC POLYNOMIAL 
Instead of the plastic potential being repre- 
sented by an integrity basis under a subgroup it 
can be expressed in the following way: 
F = F(oij, Aijkl) 
where A.. 
(9) 
ljkl are the components of a fourth-order 
constitutive tensor characterizing the anisotro- 
pit properties of the material. Then, by analogy 
to (l), we have the invariance condition 
F(a. a. o 
'P Jq Pq 
;a.a.a a A ip jq kr 1s pqrs) ' F(Oij; Aijkl)' 
(IO) 
In this case the central problem is: to construct 
an irreducible integrity basis for the tensors g 
and A_. Together with the invariants of the single 
argument tensors, like (2) or (3), we have to 
consider the system of simultaneous or joint in- 
variants. 
Let us first construct a set of irreducible prin- 
cipal invariants of the fourth-order tensor 
A.. ljkl' which may be a linear operator, i.e., 
'ij = A'. ljkl 'kl Or 'o q Ao6 '6 ’ (lla,b) 
where i,j,k,l = 1,2,3 or o,6 = 1,2,...,9, respec- 
tively. In (11) two possible indicial notations 
are used. The transformation laws of the Car- 
tesian tensor components can be written as 




=a.a.a a A ip Jq kr 1s pqrs Or' A;B q aoCaB&l ’ 
(13a,b) 
with the orthonormal conditions: 







-2a a -^a 
a6< 
CG 6~ - 
kp lq 
ipajqakpalq= 
I diksj, Z&o6 . 
(15) 
In (11) the operator & defines a linear transfor- 
mation on a g-dimensional vector space Vg. This 
transformation is a correnspondence which assigns 
to every vector X_ in Vg a vector fi 8 in Vg, in 
such a way that 
A (aI XI + a2 X2) = al A XI + a2 A x2 
identically in the vectors XI, X2 and the scalars 
al, a2. 
Let X o ; CL = 1,2,..., 9; be the components of an 
arbitrary vector of unit magnitude which we shall 
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call a direction vector or simply, a direction. 
We then ask: For what direction 3 does the linear 
transformation A yield a vector Y according to 
(11) which is iii the same direction as _X? That 
is, : 
(Aijkl - ~A\;;,)Xk, = Oij 
or 
tAuE - XA$) )XB = oo , 
(16a) 
(16b) 
where X is a real scalar to be determined, and 
A\;;, s "ikbjl or A,$) f Go8 are the components 
of the unit tensor A', whereas Oij or 0, are the 
components of the zero tensor O_. 
For a nontrivial solution of (16a,b) we must have 
det(A\yi, - ;iA\SI,) = 0 or det(A,B - ;\A$)) = 0 
(17&b) 
in order to determine the principal or proper va- 
lues of the linear transformation A_. 
In order to construct a set of principal inva- 
riants of a fourth-order tensor A, we shall note 
that the determinant (17) is an invariant, and we 
therefore consider the characteristic polynomial 
P,(i) I det(Aijkl - "AI;;,) = ; J,(A_)X"-" (18) 
b=O 
in which, as we can see from (17a,b), the first 
index pair (ij) s Q characterizes the rows and 
the second one (kl) s B the columns of a n x n 
matrix A_, generally n = 9. 
Analogous to (3), the principal invariants J in \' 
(18) can be determined by performing the ope- 
ration of alternation (Betten, 1982): 
(-l)"-" JV s A 
"I ["I IA9 b-2 3 . . . Aa”Cx”3 (19) 
where (-1)" Jo E 1. The right hand side in (19) 
is equal to the sum of all (:I= & princi- 
pal minors of order v s n, where v = 1 and v = n 
lead to tr A_ and det A_, respectively. 
Assuming we have the usual symmetry conditions 
Aijkl = Ajik, = Aijlk = Aklij (2Qa) 
or alternatively written as 
A 
a6 = A8o t a,~ = 1,2,...,6 (20b) 
then we can express the zero power tensor of 
fourth-order in (18) in the following way: 
Ai(;k), :A.. 
'JPq Apqkl (-I) = (bikbj, + di1hjk)/2 = 
= A(? 
iJpq Apqkl ’ (21) 
as we can see from (II) for V_ q X_. 
If we expand (19) with n = 6, then we can find a 
set of irreducible principal invariants of a 
fourth-order tensor: 
JI s - SI , 
2 
J2 s (SI-S2)/2! , 
3 
J3 s- (SI-3SIS2+2S3)/3! , 
J4 s(S;+SS,S;-6S2S;+3S;-654),4! , 
J5 s - (SI-30SIS4+15SIS~-20S2S3-10S2S;+ 
2 
+ 20S3SI+24S5)/5! , 




S,strfi"sA. A. . . A. 
'IJI i2j2 '2J2 '3J3 ‘vJv ‘1J1 
(23) 
are irreducible basic invariants found by forming 
irreducible traces of tensor powers. We see, that 
the principal invariants (22) of a fourth-order 
tensor can be determined uniquely by polynomial 
relations from the irreducible basic invariants 
(23). 
The set of the six quantities (22) or, alternati- 
vely, the six quantities (23) are irreducible in- 
variants of the fourth-order symmetric tensor 
(20) under the orthogonal group. However, the sy- 
stems (22) and (23) are not complete, because 
some irreducible invariants like A.... 
1lJJ' 
A.. A .., A... A 
"Pq PqJJ 1~1~ pjqr Arsqs 
etc. cannot be ex- 
pressed through (22) or (23). Therefore, Betten 
(1986) has generalized the characteristic polyno- 
mial (18) by way of 




z u6 ,.A 
JJ kl ’ x(6ik6jl + 6ilbjk)/2 (25) 
is the genera1 form of an isotropic fourth-order 
tensor. From (24) we can find 15 irreducible in- 
variants, and for u = 0 we haveonly 5 invariants 
according to (19). 
In the two dimensional case (i.j,k,l = 1,2) we 
have to substitute n = 3 in (19) and find 3 in- 
variants, whereas the generalized method propo- 
sed by Betten (1986) furnishes 5 invariants. - 
THE HAMILTON-CAYLEY THEOREM 
In the theory of invariants the HAMILTON-CAYLEY 
theorem plays an important role (Spencer, 1971; 
Rivlin and Smith, 1969). It states that 
6. A 
l[Jl p[pl Aq[ql Ar[rl s 'ij 
or 
A(3) - JIAi(;) - 
'3 
J2Aij - J36ij s Oij , 
(26a) 
(26b) 
where (Aij) is any 3 x 3 matrix. This theorem can 
be applied to the fourth-order tensor (20): 
; J,$“) z 
Of3u ; 
6,y = 1,2,...,n (27) 
“IO 
as has been pointed out in detail by Betten 
(1981b). Thus, a second-order tensor Aij or a 
fourth-order tensor A.. 
lJk1 satisfies its own cha- 
racteristic equation (7) or (18), respectively. 
From (27) we find, that a tensor of power n and 
all higher powers can be expressed in terms of 
powers lower than n: 
A$) = ; PQ A(n-v) ; p L n , n-v BY (28) u=l 
32 5th ICl#4 
where n = 6,if h is a symnetric fourth-order ten- 
sor (ZO), or where n = 3, if A_ is a symmetric 
second-order tensor. The coefficients PQn_"in 
(28) are scalar polynomials of degree p - n i " 
in the principal invariants JI, . . . . Jv. For the 
symmetric fourth-order tensor (20) with n = 6 we 
have listed the polynomials PQ6_"in table 1. 
TABLE 1 Scalar Polynomials PQn_"in (28) for a 
symmetric fourth-order tensor (n = 6) 
4 - J4 - J5 t JlJ4 - J6+JlJ5tJ4(J2-J;) 
5 
II I - J5 




II I - J6 J1J6 J6(J2-J;) II 
From (22), (28) and table 1, we see, that all in- 
variants formed by traces of tensor powers can be 
expressed by scalar polynomials in the irredu- 
cible basic invariants SI, __., S6 defined in 
(23). 
The scalar coefficients in (28) can be determined 
by using the recursion relation 
p-n p_p 
‘Qn_” = Wn-l (Jp_n+v + E 
It=1 
Q,_, J,,) . (29) 
r~ - 
which is valid for the arbitrary dimension n. For 
the symnetric tensor (20) of rank four (n = 6) we 
can use (29) to find the scalar polynomials 
listed in table 1, and for a symmetric second-or- 
der tensor (n = 3) we can calculate polynomials 
listed by Betten (1977). 
CONSTRUCTION OF SIMULTANEOUS INVARIANTS 
In cases where we have several different tensor 
variables (9) besides the irreducible invariants 
(3). (I9), (22), we must take simultaneous or 
joint invariants into consideration. In order to 
construct a set of simultaneous invariants of the 
stress tensor o and the fourth-order constitutive 
tensor A we coiild begin by applying the following 
theorem? 
A scalar-valued function f&T) of one n-dimen- 
sional vector 1 and one syanaetric second-order 
tensor _T is an orthogonal invariant, i.e. inva- 
riant under the orthogonal group, if and only if 
it can be expressed as a function of the 2n spe- 
cial invariants 
JI(_T), . . . . J,(I), v2, _v*_T IV, . . . . _v._T"-', . (30) 
This theorem is valid for the arbitrary dimension 
n. By using the Hamilton-Cayley theorem (27), 
which states that _T” and all higher powers _T nth 
can be expressed in terms of 6, T, T2, . . . . T n-l 
according to (28), and by assumiiig ihe symne%-y 
conditions (20a,b), we can find the set of 15 si- 
multaneous invariants (Betten, 1981c, 1982) from 
(30): 
T[[2v3 s o A!!) 
1Jkl okl' '3 
["I _ (“) (2) 
‘J 'ij Aijkl ok1 ’ 
Ili4"' : o!:) A\;i, oL:) , 
(31) 
” = 1,2,...,5 , 
where " in a square bracket denotes v's several 
invariants, whereas " in parenthesis is an expo- 
nent. 
Some of these simultaneous invariants can be con- 
structed in the following way. If we take the 
second-order tensor 8 s o.. A.. into account, 
then, for instance, t:z has:: iAii:iant BppBqp is 
[21 
identical to the simultaneous invariant B2 . In 
a different exemple we can consider the second- 
order tensor C 
Pq 
s o'i;) Aijpq and find, for in- 
stance, the invariant C 
Pq cqP 
? "\21. Further 
examples could be: 
8 o [ 11 
Pq qP s "2 
, BpqoA;) = Cpqoqp : B;" , 
C o(2),,[13 . 
Pq qP - 4 
The isotropic special case can be expressed by 
the isotropic constitutive tensor 
Ai( = a 6..6 " 1J kl ' b"(6ik6jl + hilbjk) (32) 
of power " = 1,2,... . Then the simultaneous in- 
variants II:"' in (31) are equal to the principal 
invariant J2(u) for a" = -l/2, b" = l/4 and equal 
to the basic invariant S2(g) for a" = 0, 
b" = l/2. Similarly, the invariants II!"] in (31) 
are equal to J3(g) - J:(o)/6 for a" = -I/6, 
b" = l/6 and equal to the cubic basic invariant 
S3(:) for a" = 0, b" = l/2. Furthermore, the in- 
variants III"' s bij Al;;, ok, or 
II\;' s 6ij A$, o$) are equal to SI(o) or 
S2(~), respectively, if 3a"t 2b" = 1." 
:~a~~:t@m:~:i@~ 
that the irreducible Inva- 
are not contained in (31). 
Furthermore, a vector v of arbitrary dimension n 
has only one invariant: namely v ' in (30). Howe- 
ver, in contrast to y. a second-order tensor in 
three dimension has three invariants (3a.b.c). 
Thus, the system (22) of irreducible principal 
invariants or the irreducible principal inva- 
riants or the irreducible set (31) of simul- 
taneous invariants cannot be complete. This fact 
must be emphazised and to taken into account, if 
we use the notation (20b) for the fourth-order 
tensor (20a) or the notation oo, o = 1,2,...,6, 
for the symmetric second-order tensor oij = oji 
with i,j = 1.2.3. 
CONSTRUCTION OF INVARIANTS BY THE POLARIZATION 
PROCESS 
In the case of further variables in the scalar 
function (3.1). for instance 
F = F(oij, Bij. Aijkl) . (33) 
we can find new invariants from the systems (2), 
(23) or (31) by using the polarization process. 
Some exeamples are listed below: 
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A.. 
a %,(g) 
lJk1 aaijaa,, = 2Aijij s 2J1(k) ’ 
(2) (u) [VI Ai:) u as (o)/aoij = 3oij Aijk,ok, s 3R3 1Jkl kl 3 - , 
ad”] 
B..L = 
13 aoij B..A!") o(2) + JJ 134 m 
where C.. I A!\0 o(2) 
iJ 'JPq Pq 
and 
2B..o. A(?) o 
iJ jk klpq pq 
D.. s A!\() o 
13 'JPq Pq ' 
BijoklaS2($/B Aijk, = 2BijAijk,ok, s 2 tr B L 
where 'ij ' Aijklokl 1 
BijBk,aII~% Aijk, = BijojiBk&) , 
Bijok,adjl'/a Aijk, = Bijoji$) , 
Some applications of the theory of invariants to 
the formulation of yield criteria and failure 
criteria are discussed by Betten (1983, 1985), 
where theoretical results have been compared with 
experimental data for several polymers and me- 
tals. 
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