Abstract. We present an approximation result for functions u : Ω → R n belonging to the space GSBD(Ω) ∩ L 2 (Ω, R n ) with e(u) square integrable and H n−1 (Ju) finite. The approximating functions u k are piecewise continuous functions such that
Introduction
A typical example of the minimum problems occurring in the mathematical formulation of some variational models in Linearly Elastic Fracture Mechanics (see, e.g., [20, 21] , [10] ) is min u ˆΩ \Ju Q(e(u))dx + H n−1 (J u ) +ˆΩ |u − g| 2 dx , (
where Ω ⊂ R n is a bounded open set, Q is a positive definite quadratic form on the space of symmetric n×n matrices, H n−1 is the (n − 1)-Hausdorff measure in R n , g ∈ L 2 (Ω, R n ), e(u) is the symmetric part of the gradient of u, and J u is the jump set of u.
For a numerical treatment of these minimum problems, a standard approach is to approximate (1.1) with functionals defined on a class of functions without jumps. Drawing inspiration from the scalar-valued case, numerical computations concerning (1.1) and similar problems are performed, e.g., in [9, 10] , and [8] using a phase-field approximation, which leads to the minimization of Ambrosio-Tortorelli type functionals [4, 5] min (u,v)ˆΩ vQ(e(u))
where η k , ε k belong to (0, +∞), η k /ε k → 0, and (u, v) runs in H 1 (Ω, R n )×H 1 (Ω) with η k ≤ v ≤ 1. Nevertheless, the rigorous convergence of these minimum problems to the problem (1. 1) has not yet been proved in the vector-valued case. An important contribution in this direction has been given by Chambolle in [12, 13] , where the problem (1.1) is set in the space SBD(Ω) (we refer to [23] for its definition) and the convergence result is proved under the assumption of an a priori bound on the L ∞ -norm of the functions u. Actually, even the existence of solutions in SBD(Ω) to the problem (1.1) is guaranteed only if an a priori L ∞ -bound for minimizing sequences is assumed (see [7, Theorem 3.1] ).
In the present paper we provide the first complete proof of the convergence of the solutions to (1.2) toward a solution to (1.1), formulating these problems in a more convenient framework. Precisely, if (u k , v k ) is a sequence of minimizers of the problem (1.2), we prove (see Corollary 4.2) that v k → 1 in L 1 (Ω) and a subsequence of u k converges in L 2 (Ω, R n ) to a minimizer u of the problem (1.1) in the space GSBD(Ω) of Generalized Special Functions of Bounded Deformation.
This space has been recently introduced by Dal Maso in [17] to solve minimum problems of the form (1.1) without L ∞ -bounds on the minimizing sequences. For every u ∈ GSBD(Ω) one can define the approximate one-sided limits u ± on regular submanifolds, the approximate jump set J u , which turns out to be (H n−1 , n − 1)-rectifiable, and the approximate symmetric gradient e(u) ∈ L 1 (Ω, M n×n sym ) (see Section 2 for a summary of these fine properties of GSBD-functions). Therefore the functional occurring in (1.1) makes sense in this more general context and a solution in GSBD(Ω) to the minimum problem is ensured by the compactness and semicontinuity result proved in [17, Theorem 11.3] .
The proof of the convergence of (1.2) to (1.1) is obtained in three steps, following the approach in [12, 13] . The first (and crucial) step allows us (see Density Theorem 3.1) to approximate a function u ∈ GSBD(Ω) ∩ L 2 (Ω, R n ), for which e(u) is square integrable and H n−1 (J u ) is finite, with a sequence (u k ) ⊂ SBV (Ω, R n ) ∩ L ∞ (Ω, R n ) of piecewise continuous functions in a way that
where denotes the symmetric difference and a ∧ b := min{a, b}. The second step concerns the Γ-convergence of the functionals occurring in (1.2) to the one occurring in (1.1) (see Theorem 4.1). In particular the Density Theorem 3.1 is involved in the proof of the Γ-lim sup inequality, allowing us to construct a recovery sequence starting from more regular functions.
The third step is the proof of the compactness of the minimizing sequences of (1.2) . This is obtained in Proposition 4.5 using a characterization which relates L 1 -compactness of sequences with L 1 -compactness of slices (see [1, Theorem 6.6] and [17, Lemma 10.7] ). The convergence of minima and minimizers eventually follows from well-known results in Γ-convergence theory.
The paper is organized as follows. In Section 2 we supply the essential notation and preliminaries. Sections 3 is devoted to state and prove the Density Theorem 3.1. Finally in Section 4 we show the application of the density theorem to the Ambrosio-Tortorelli approximation of (1.1).
Notation and Preliminaries
Let n ≥ 2 be a fixed integer. The Lebesgue measure and the k-dimensional Hausdorff measure in R n are denoted by L n and H k , respectively. For every set A the characteristic function χ A is defined by χ A (x) := 1 if x ∈ A and by χ A (x) := 0 if x / ∈ A. Throughout the paper Ω is assumed to be a bounded open subset of R n . Moreover c will denote a constant which may vary from line to line.
BV-functions.
For the definitions and the main properties of BV (Ω, R n ), of SBV (Ω, R n ), of the distributional derivative Du of a function u ∈ BV (Ω, R n ), of the approximate gradient ∇u, of the approximate one-sided limits u ± on regular submanifolds, of the jump function [u] := u + − u − , and of the approximate jump set J u we refer to [3] . Here we only recall the definition of the space SBV p (Ω, R n ), with 1 < p < +∞, used in the sequel:
being M n×n the space of all n×n matrices.
BD-functions.
For the definitions and the main properties of BD(Ω), of SBD(Ω), of the symmetric distributional derivative Eu of a function u ∈ BD(Ω), of the approximate symmetric gradient e(u), of the approximate one-sided limits u ± on regular submanifolds, of the jump function [u] := u + − u − , of the approximate jump set J u we refer to [24] , [23] , [6] , and [2] .
We point out that if Ω has Lipschitz boundary and We define SBD p (Ω), 1 < p < +∞, by
Slices. Fixed ξ ∈ S n−1 := {ξ ∈ R n : |ξ| = 1}, we set 
GBD-functions.
We now summarize the definition and the main properties of GBD-functions, referring to [17] for more details.
Let us denote by M b (Ω) the set of all bounded Radon measures in Ω and by M + b (Ω) the set of nonnegative ones.
(Ω) such that the following equivalent condition hold for every ξ ∈ S n−1 : 
4)
where we have set J
is the set of all functions u ∈ GBD(Ω) such that for every ξ ∈ S n−1 and for H n−1 -a.e. y ∈ Ω ξ the function u ξ y belongs to SBV loc (Ω ξ y ). For every u ∈ GBD(Ω) one can define the approximate one-sided limits u ± on regular submanifolds, the jump function [u] := u + − u − , and the approximate jump set J u , which turns out to be (H n−1 , n − 1)-rectifiable [17, Sections 5 and 6] . Let ξ ∈ S n−1 and let
where the normals to J u and J u ξ y are oriented so that ξ · ν u ≥ 0 and ν u ξ y = 1. For u ∈ GBD(Ω) the approximate symmetric gradient e(u) in the sense of [6, Definition 8.1] exists and belongs to L 1 (Ω; M n×n sym ). Moreover for every ξ ∈ R n \ {0} and for H n−1 -a.e. y ∈ Ω ξ one has (e(u))
Let us define GSBD p (Ω) for 1 < p < +∞ as in (2.1), with SBD(Ω) replaced by GSBD(Ω).
Using the Fubini Theorem one can shows that
for H n−1 -a.e. ξ ∈ S n−1 . With the following lemma we deduce the existence of an orthonormal basis (e i ) n i=1 for which (2.9) holds for every ξ ∈ D := {e i for i = 1, . . . , n, e i ± e j for 1 ≤ i < j ≤ n}. We denote by µ the invariant Radon measure on the rotation group SO(n) with µ(SO(n)) = H n−1 (S n−1 ).
Proof. Let N ⊂ S n−1 be the set where (2.9) fails and let
Therefore for every R / ∈ k j=1 M j we find that Rξ 1 , . . . , Rξ k / ∈ N and this concludes the proof.
The following remark is about the extension by zero of GBD-functions.
Remark 2.3. Assume that Ω has Lipschitz boundary and consider a bounded open setΩ with Ω ⊂Ω. Let u ∈ GBD(Ω)∩L 1 (Ω, R n ) and let us defineû :Ω → R n byû := u in Ω and byû := 0 outside of Ω. Then the extensionû belongs to GBD(Ω). Indeed, for every ξ ∈ S n−1 and for H n−1 -a.e. y ∈ Ω ξ the slice u ξ y belongs to BV (Ω ξ y ). Since Ω has Lipschitz boundary, for every ξ ∈ S n−1 and for H n−1 -a.e. y ∈ Ω ξ the set Ω ξ y has finitely many connected components, so thatû 
for every Borel set B ⊂Ω and for λ u satisfying (2.4).
The next result provides an estimate for the trace tr(u) of a function u ∈ GSBD(Ω) ∩ L 1 (Ω, R n ) (for the definition of tr(u) see [17, Section 5] ). Lemma 2.4. Assume that Ω has Lipschitz boundary and define τ (s) := 1 π arctg (s) for s ∈ R. Then there exists a constant c(Ω) < +∞, depending on Ω, such that
It is not restrictive to assume that Ω has the form
and that u has compact support in Ω ∪ graph(a), where η ∈ S n−1 , B η ⊂ Π η is a relatively open ball, and a :
be an open covering of ∂Ω in a way that A i ∩ Ω has the form (2.11). Let A 0 ⊂⊂ Ω be such that (A i ) k i=0 covers Ω. Let us consider also a partition of unity (ϕ i )
for every Borel set B ⊂ A i ∩ Ω. Note that the measure defined in (2.12) belongs to M
Using the triangle inequality for τ and inequality (2.10) for ϕ i u with the measure (2.12), we obtainˆ∂
where c < +∞ depends on Ω and (ϕ i ) k i=1 . Let us prove now (2.10) under the assumption that Ω has the form (2.11) and that u has compact support on Ω ∪ graph(a). We may also assume that there exists a basis (η i ) n i=1 such that M := graph(a) is still a Lipschitz graph in the direction determined by each η i and that ν(x) · η i > δ > 0 for H n−1 -a.e. x ∈ M , where δ is constant and ν is normal to M . Therefore we obtain
where c < +∞ depends only on (η i ) 14) where the constant c < +∞ can possibly change from the first to the second term. 17) for every B ⊂ Ω Borel set. Then (2.6), (2.8) , and the coarea formula imply thatλ u satisfies (2.4).
The following theorem concerns the continuity of the trace operator. For the proof we follow the lines of [23, Section 3.2].
Theorem 2.6 (Continuity of the trace). Assume that Ω has Lipschitz boundary. Let
whereλ has been introduced in (2.17) and the weakly* convergence in (C 0 b ) means, by definition, thatˆΩ
Proof. Let η > 0 and let Ω 0 ⊂⊂ Ω be such that
(Ω) be such that ϕ 0 = 1 on Ω 0 and 0 ≤ ϕ ≤ 1, and let ψ 0 := 1 − ϕ 0 . By (2.18) and (2.20) we obtain for k largê
Applying inequality (2.10) to the function (u k − u)ψ 0 we find
where in last inequalities we have used (2.20)-(2.22). Since η > 0 is arbitrary we deduce that
Finally using the dominated convergence theorem we obtain (2.19).
The Main Results
In this section we present the main result of the paper: the approximation theorem for GSBD functions. The application to the Ambrosio-Tortorelli convergence will be given in Section 4.
, and the following properties hold:
We remark that Theorem 3.1 can be combined with the following theorem by Cortesani and Toader [15, Theorem 3.1] (see also [14] ) to obtain better approximating functions.
We say that u ∈ SBV (Ω, R n ) is a piecewise smooth
, and the set J u ∩ Ω is a finite union of closed pairwise disjoint (n − 1)-simplexes intersected with Ω.
Then there exists a sequence (u k ) of piecewise smooth SBV -functions such that
for every open set A ⊂ Ω and for every upper semicontinuous function
for every a, b ∈ R n , and ν ∈ S n−1 .
n is an open cube, the intersection J u k ∩ Ω is a polyhedron, so that the arguments in [15, Remark 3.5] and [14, Corollary 3.11] could be adapted to construct a new approximating sequence (ũ k ) satisfying all requirements of Theorem 3.2 and for which the set Jũ k is compactly contained in Ω.
A useful tool for the proof of Theorem 3.1 is the following lemma, which allows us to substitute a GSBD 2 -function with another function of the same type, defined in a larger set, in a way that the norm of the function and of its approximate symmetric gradient, the measure of the jump set, and the trace on ∂Ω do not increase too much. 
Then for every ε > 0 we can find a Lipschitz open setΩ with Ω ⊂⊂Ω, and a functionû
ˆ∂
Proof. For the first three properties of the lemma we follow the proof of [12, Lemma 3.2] and we only summarize the essential lines. Property (4) will be an easy consequence of a well-known result in Measure Theory. Eventually, property (5) will be obtained through Theorem 2.6.
Since Ω has Lipschitz boundary, we can cover ∂Ω with open sets (
for t small enough; we extend u i t by 0 in the rest of A i . Clearly we are going to glue the functions u i t together through a partition of unity, but the choice of the partition has to be done properly in view of property (3).
We choose a partition of unity (ϕ i )
this is possible through [12, Lemma 3.3] applied to the positive Borel measure H n−1 J u , which is finite on R n . We set
where we have set t = (t 1 , . . . , t k ) and each t i is small. Arguing as in [12, Lemma 3.2] we prove that the pair (u t , Ω t ) satisfies properties (1)- (3) for t small enough.
Proof of (4). Let us fix i = 1, . . . , k, then for every t ∈ R we have
Since the measure H n−1 J u is finite, a classical result of measure theory implies that the pairwise disjoint Borel sets ((A i ∩ ∂Ω) − tξ i ) t are H n−1 J u -negligible, except for a countable set of indices t ∈ R. This proves that u t also satisfies property (4) 
Proof of (5). First we note that
Let us fix i = 1, . . . , k and let us define M := ∂Ω ∩ {ϕ i = 0}. Let Ω 1 ⊂⊂ A i be such that ∂Ω 1 is smooth, M ⊂⊂ (Ω 1 ∩ ∂Ω), and H n−1 (∂Ω 1 ∩ J u ) = 0. We aim to apply Theorem 2.6 to the functions u 
by the L 1 -continuity of the translations. It remains to check thatˆJ
when x ∈ J u \ ∂Ω 1 . By our assumptions on Ω 1 we find that H n−1 -a.e. x ∈ J u is out of ∂Ω 1 . By the dominated convergence theorem we eventually obtain (3.3) and finally Theorem 2.6 gives the continuity of the trace. We conclude that there exists t small enough such that properties (1)- (5) hold for the pair (u t , Ω t ).
The proof of Theorem 3.1 is quite technical, so we break it into three steps. The first step is the following theorem, which will give a rough and unified approximation of the energies. 
Here c 1 is a positive constant depending only on the dimension n and Q n is the positive definite quadratic form on M n×n sym defined by
4)
where T r(A) denotes the trace of the matrix A;
Proof. We follow the lines of [12, Proof of Theorem 1]. We first substitute the function u with a similar functionû defined on a larger setΩ. Then we discretizeû on a suitable lattice and interpolate it with a continuous function. Finally the approximating function will be obtained redefining the interpolating function on some cubes of the lattice which intersect Jû.
, let ε > 0, and letû andΩ as in Lemma 3.4. By Lemma 2.2 we can find a basis e 1 , . . . , e n of R n such that, for every vector e in the set
For each small discretization step h > 0 and for each y ∈ [0, 1) n , we define the discretized function ofûû y h (ξ) :=û(hy + ξ), for ξ ∈ hZ n ∩ (Ω − hy).
We also define the continuous interpolation ofû
We note that w
In view of the definition of the discrete energies we introduce
In what follows ξ is intended to belong to hZ n . We are now in a position to define the discrete energies 
where (α(e)) e∈D are positive parameters, chosen in a way that we shall be able to keep the constant 1 for the bulk term in estimate (2) . Precisely, we define α(e) := n − 1 if e = e i , for i = 1, . . . , n and α(e) := 1/4 for 1 ≤ i < j ≤ n. Moreoverc 1 is a constant depending only on the dimension n which will be chosen later. We also setê := e/|e|.
The first part of the proof is devoted to the choice of a suitable y ∈ [0, 1) n , and a suitable subsequence of h, not relabelled, such that the following properties hold:
( 
∞ is a fixed sequence of C 1 -manifold contained in Ω, then y and the subsequence of h can be chosen such that also H n−1 ((hy + hZ n + [0, h)e j ) ∩ Γ i ) = 0, for i = 1, . . . , +∞ and j = 1, . . . , n.
The first part of the proof (properties (1 ) and (2 )) is analogous to that in [12, Theorem 1]. We summarize it for completeness and for future convenience.
Proof of (1 ) . By the very definition of w y h , the Fubini Theorem, and a change of variable we find
where to infer the last inequality we notice that the sets n with full measure.
Proof of (2 ). Let us estimateˆ[
for j = 1, 2. For convenience we introduce I e z := {s ∈ R : z + sê ∈Ω} and I e z,h := {s ∈ R : z + sê ∈ Ω, z + (s + h|e|)ê ∈Ω}. First a change of variable giveŝ where we have used (2.8). Eventually the very definitions of α(e) and Q n give e∈D α(e)|e(û)e · e| 2 = Q n (e(û)),
The same argument applied to E y,h 2
where c 1 :=c 1 max |ν|=1 ( e∈D |ν · e|/|e|) and we have used (2.6).
For technical reasons, which will be clear at the end of the proof, it is convenient to prove properties (3 a)-(4 ) before completing the proof of (2 ).
Proof of (3 a). Using the very definition of w y h and defining z := (x − ξ)/h − y we obtain
where c < +∞ depends only on the dimension n. Now, for H n−1 -a.e. x ∈ ∂Ω we obtain 
. Hence property (3 a) holds for a subsequence of h, not relabelled, and y in a subset of [0, 1) n with full measure.
Proof of (3 b). This step requires a computation analogous to that in (3.11), which leads tô
Sinceû satisfies property (4) of Lemma 3.4, we find that E Proof of (4 ). Let us fix i = 1, . . . , +∞, j = 1, . . . , n, and let us consider the set
Since ξj ∈hZ {x ∈ R n : x j = hy j + ξ j } are disjoint sets as y j varies in [0, 1) and since the measure H n−1 Γ i is finite, we infer for H n−1 -a.e. y j ∈ [0, 1) the following holds
Taking the union as i = 1, . . . , +∞ and j = 1, . . . , n we obtain (4 ).
Continuation of the proof of (2 ). Let us consider the subsequence of h given by the proofs of (1 ), (3 a), (3 b), and (4 ) and write inequalities (3.10) and (3.11) for this subsequence. Now we are in the position to apply the Fatou Lemma, so that
Eventually we can find y ∈ [0, 1) n and a further subsequence of h, not relabelled, such that properties (1 )- (4 ) hold. In what follows we shall omit y, writing, e.g., w h in place of w y h . In this second part of the proof we redefine the function w h within some cubes. Precisely, we say that a hypercube C = ξ + hy + [0, h) n is "bad" if either Jû crosses an edge of C ξ + hy + hη + [0, he i ], where i = 1, . . . , n and η ∈ {0, 1} n with η i = 0 (3.13)
(namely if l ei,h (ξ + hη) = χ J he i (ξ + hy + hη) = 1), or Jû crosses a diagonal of a 2-dimensional face
, where i < j and η ∈ {0, 1} n with η i = η j = 0 (3.14)
(namely if l ei+ej ,h (ξ + hη) = χ J h(e i +e j ) (ξ + hy + hη) = 1), or ξ + hy + hη + [he j , he j + h(e i − e j )], where i < j and η ∈ {0, 1} n with η i = η j = 0 (3.15)
(namely if l ei−ej ,h (ξ + hη + he j ) = χ J h(e i −e j ) (ξ + hy + hη + he j ) = 1). We define v h := 0 in every bad hypercube and v h := w h otherwise.
Thanks to the previous definition the following properties hold:
the constantc 1 (n) in (3.6) can be chosen in a way that The proof of (1 ) and of (2 ) work as in [12, 13] since the definition of v h and of the discrete energies are the same. Let us prove now (3 ).
Proof of (3 ). First we note that
and that for each cube we have
where c depends on Ω. Now the contribution of a bad cube
17) where the coefficients take into account the fact that each edge is common to 2 n−1 hypercubes and a diagonal of a 2-face is common to 2 n−2 hypercubes. Since at least one of the l e,h in the sum is equal to 1, we find the term in (3.17) is greater than or equal to h n−1 2 n−1 . Hence by this and (3.16) we find
for a suitable constant c < +∞ depending on Ω. Thanks to property (3 b) we eventually obtain (3 ). Finally properties (1 )- (4 ), (1 )- (3 ), and (1)- (5) 
of Lemma 3.4 yield (1)-(4).
With the next theorem we provide a further approximation of the given function in a way that the unified estimate for the bulk and the surface energies has now the right coefficients. The proof follows the line of [12, Theorem 2] . Theorem 3.6 (A unified approximation of the energies with the right constants). Assume that Ω has Lipschitz boundary.
Proof. Since J u is (H n−1 , n − 1)-rectifiable, we can find a sequence (
We fix now ε > 0 and use a Besicovitch recovering argument, as in [12, Theorem 2] , to find a sequence of pairwise disjoint closed balls B j ⊂ Ω and an index j 0 such that (a) for every j there exists i j for which Γ ij divides B j into two connected components,
Applying Theorem 3.5 in both of connected components of B j \ Γ ij , we find a sequence of functions u j k defined L n -a.e. on B j for which property (1) of Theorem 3.5 holds in B j , property (3) holds in ∂B j and in Γ ij , property (4) holds for the sequence (Γ i ) introduced above, and lim sup
for a suitable universal constant c < +∞. Defined
we observe that
B j < ε and lim t→0ˆA t∩ j 0 j=1 Bj Q n (e(u))dx = 0, therefore we can choose t > 0 such that
Let (u 0 k ) be the sequence obtained applying Theorem 3.5 in A t ∩ Ω. Then using (3.19) we find lim sup
Now we construct a suitable partition of unity to glue together the functions u j k . For j = 0, . . . , j 0 we find a compact set K j , with A t c ∩ B j ⊂⊂ K j ⊂⊂ B j , such that
Let ϕ j ∈ C ∞ c (B j ) for j = 1, . . . , j 0 such that ϕ j = 1 in K j and 0 ≤ ϕ ≤ 1. Let also ϕ 0 ∈ C ∞ c (A t ) be such that ϕ 0 := 1 − ϕ j in B j and ϕ 0 := 1 in Ω \ j0 j=1 B j . We finally define
Then property (1) is satisfied by construction. As for property (2), inequalities (3.18), (3.19) , and (3.20) yield lim sup
where c < +∞ is a universal constant. Let us prove property (3). Using (c), (d), and (e) we find
The very definition of u k implies now that (3.22) is less than or equal to
where c < +∞ and the last two inequalities follow from the assumptions on ϕ j and from (3.21) . By the definition of u j k , passing to the limit as k → +∞ we find lim sup
Eventually a diagonalization argument conclude the proof of properties (2) and (3). Now property (4) easily follows from property (3). Indeed, the measure H n−1 J u is absolutely continuous with respect to the measure defined by
for every Borel set B ⊂ Ω. MoreoverˆJ
holds true by property (3); this yields property (4) and concludes the proof.
We are now in a position to prove the Density Theorem 3.1. The proof follows the lines of [12, Theorem 3] .
Proof of the Density Theorem 3.1. Let us consider the sequence (u k ) given by Theorem 3.6. Using the compactness result for GSBD [17, Theorem 11.3] we infer that a subsequence of (u k ), not relabelled, satisfies
From property (2) of Theorem 3.6 and from (3.25) and (3.26) we deducê
Now (3.24) and (3.27) yield property (2) of the thesis. Property (3) follows from property (4) of Theorem 3.6 and from (3.28). To obtain property (4) it is sufficient to use property (3) of Theorem 3.6 and the already proved property (3) of the thesis.
An Application: Approximation of Brittle Fracture Energies
In this section we compute the Γ-limit in L 1 (Ω, R n )×L 1 (Ω) of the sequence of functionals 
We also define the functional Ψ :
where Q(e(u)) := Q(1, e(u)) and
Then the following result holds.
Theorem 4.1. Assume (a)-(g) and assume that Ω has Lipschitz boundary. Then the Γ-limit of
+∞ otherwise.
The previous theorem, together with a compactness result for the functionals G k (Proposition 4.5), will give in turn the convergence of minima and minimizers in the space
Corollary 4.2. Assume (a)-(g) and assume that Ω has Lipschitz boundary. For every k, let (u k , v k ) be a minimizer of the problem
Moreover the minimum values in (4.2) tend to the minimum value in (4.3).
As usual, we shall prove Theorem 4.1 giving a lower estimate for the Γ-lower limit of G k and an upper estimate for the Γ-upper limit of G k . To simplify the notation we introduce the functionals
+∞ otherwise. For technical reasons which will be clear in the last part of the proof, we first study the Γ-lower limit of F k in the space
3) and the Γ-upper limit of (the restriction of)
in Ω, and
is an immediate consequence of (4.4) and (4.5). In the first part of the proof we argue by slicing following the lines of [18, Proposition 1].
Proof of (4.6). We fix ξ ∈ R n , ξ = 0. We are going to prove that u ∈ GSBD(Ω) and that satisfieŝ
To this aim we first extract a subsequence (u r , v r ) of (u k , v k ) such that 11) where c < +∞ is constant. Using the previous inequality and the Fatou Lemma, for H n−1 -a.e. y ∈ Ω ξ we can find a subsequence (u m , v m ) of (u r , v r ) such that
Since (4.9) and (4.12) hold, we can apply the scalar result [22, Proposition 3.4] 
and
To check that u ∈ GSBD(Ω), we observe the following inequalities hold
where c := diam(Ω) + 1 + α and we have used (4.11)-(4.14). The last term in the previous estimate is bounded by (4.11) and this gives u ∈ GSBD(Ω). Now we integrate on Ω ξ both sides of (4.13); by (4.10)-(4.12), (2.8) , and the Fubini Theorem we find (4.8) as κ → 0. Now we observe that
follows from (4.8) for every w ∈ L 2 (Ω). Indeed, (4.15) trivially holds if w is piecewise constant on a Lipschitz partition of Ω; then a density argument proves (4.15) for an arbitrary w ∈ L 2 (Ω). The next step is to deduce by (4.15) that
To this aim, we first extract a subsequence (
in Ω and
. Now we apply (4.15) to w = Aξ · ξ − tz, for t ∈ R and z ∈ L 2 (Ω). After an easy computation we find
As t → ±∞, the previous inequality leads to a contradiction unless´Ω z(e(u) − A)ξ · ξdx = 0 for every z ∈ L 2 (Ω) and every ξ ∈ R n , namely unless e(u) = A L n -a.e. in Ω. Therefore (4.16) holds true.
We use now the Egorov Theorem to find, in correspondence of µ > 0, a Borel set B µ ⊂ Ω such that L n (Ω \ B µ ) < µ and v k > 1 − µ on B µ for k large. An easy computation then shows that
We are now in a position to apply [11, Theorem 2.3.1] , so that
By the absolute continuity of the Lebesgue integral the left-hand side of the previous inequality tends to´Ω Q(e(u))dx as µ → 0, and this concludes the proof of (4.6).
Proof of (4.7). For this part we refer to [18, Proposition 1] . We only point out that arguing again by slicing, using (2.6) and the coarea formula, we find 18) namely the set J ξ u replaces the set J u appearing in [18, Inequality (58) ]. Nevertheless, inequality (4.18) still holds true with J u in place of J ξ u by (2.9), being the set {ξ ∈ S n−1 :
Eventually, inequality (4.7) follows from this and from a classical localization argument.
Let us prove now the upper estimate. We denote by
Theorem 4.4. Assume (a)-(g) and assume that Ω has Lipschitz boundary. Then
Proof. The crucial point of this proof is the approximation of a function u ∈ GSBD 2 (Ω) ∩ L 2 (Ω, R n ) with more regular functions, through the Density Theorem 3.1. Precisely, it provides a sequence 20) so that if we prove that u k satisfies (4.19), then also u satisfies (4.19), being F 2 lower semicontinuous in
The proof of (4.20) for functions in
is now standard (see, for instance, [12, 13] ). Let us give a brief description of the construction of the recovery sequence, following the approach of [22, Theorem 3.3] .
Using a local reflection argument we reduce to prove the statement for Ω open cube in R n . Now Theorem 3.2 and Remark 3.3 allow us to assume in addition that J u is contained in Ω and that u satisfies properties (1)-(3) of Theorem 3.2. Moreover, it is not restrictive to consider only the case when J u is a (n − 1)-simplex, which we denote by S.
Let us fix a sequence of constants σ k such that η k /σ k → 0 and σ k /ε k → 0. We introduce now the sets A k , A k , B k , and B k , defined precisely in [22, Theorem 3.3] . Here we just recall that
and the set B k ∪ B k is a layer which envelops A k ∪ A k and satisfies
for a suitable constant c < +∞. Also the definition of the recovery sequence (u k , v k ) is given in analogy with [22, Theorem 3.3] . In particular u k is set equal to u out of A k ∪ A k and it is a linear link in A k in the direction of e n . With this definition u k is a Lipschitz function in Ω \ A k with constant c/σ k , where c < +∞. To check this it is sufficient to apply the arguments given in [18, Theorem 3.3, Inequalities (71)-(78)] to each components u i k of u k . Thanks to the Mc Shane Theorem we are now able to define u k also in A k in a way that
, and in a way that, in terms of energy, the transition in B k ∪ B k is optimal.
As for the computation of F k (u k , v k ), we only observe that
by (4.21), (4.23) , and by the convergence η k /σ k → 0. This concludes the proof, since the computation for the other terms work as in [22, Theorem 3.3] .
Let us prove the Γ-convergence Theorem 4.1 for (G k ).
Proof of Theorem 4.1. Let us introduce H :
(4.25)
On the one hand we notice that
26) where F , G represent the Γ-lower limits of
(Ω) and we have used the fact that H is lower semicontinuous in
n -a.e., and
The thesis follows from (4.26) and (4.27).
A key point for the proof of Corollary 4.2 is the compactness of a minimizing sequence. This is obtained in the following proposition, through a characterization which relates compactness of sequences to compactness of slices (see [1, Theorem 6.6] and [17, Theorem 10.7] ).
Proof. The proof follows the lines of [17, Theorem 11.1] . It is sufficient to prove the statement for any open set which is relatively compact in Ω. Furthermore we assume that Ω is a finite union of open rectangles and we extend each function by zero out of Ω. Let M < +∞ be such that
(Ω) and L n -a.e. in Ω, up to subsequences. We fix now k ∈ N and ξ ∈ S n−1 . For y ∈ Ω ξ we introduce the one-dimensional functional F y,k : Here and henceforth c represents a finite constant; in particular c(δ) will denote its possible dependence on δ. For µ > 0 and t ∈ R, we introduce the truncation function τ µ (t) := −µ ∨ t ∧ µ and we set 
For simplicity in what follows we write w k in place of w We are now in a position to apply [17, Lemma 10.8] , so that (4.30) holds with ω δ (h) := c(δ)h. Through [17, Lemma 10.7] , inequalities (4.29) and (4.30) imply the existence of a subsequence (φ(v j )u j ) of (φ(v k )u k ) and of a functionũ ∈ L 1 (Ω, R n ) such that φ(v j )u j →ũ in L 1 (Ω, R n ). The Fatou Lemma also givesũ ∈ L 2 (Ω, R n ). Eventually the thesis follows for u :=ũ/φ(1).
We conclude proving Corollary 4.2.
Proof of Corollary 4.2. Let us fix k and check that the functional G k achieves its infimum. If (u j , v j ) is a minimizing sequence for G k , the sequence (u j ) belongs to H 1 (Ω, R n ), is bounded in L 2 (Ω, R n ), and the sequence of symmetric gradients e(u j ) is bounded in L 2 (Ω, M n×n sym ). By Korn's inequality this implies that (u j ) is bounded in H 1 (Ω, R n ), so that there exist a subsequence of (u j ), not relabelled, and a function u ∈ H 1 (Ω, R n ) such that u j u weakly in H 1 (Ω, R n ).
Being (v j ) bounded in W 1,p (Ω) we also infer that there exists a further subsequence of (v j ), not relabelled, and a function v ∈ V η k such that v j v weakly in W 1,p (Ω) and L n -a.e. in Ω.
By the Ioffe-Olech semicontinuity theorem (see, for instance, [ hold, therefore (u, v) minimizes G k . Now a sequence (u k , v k ) of minimizers of G k is compact in L 1 (Ω, R n )×L 1 (Ω) by Proposition 4.5. Let (u, 1) be the limit point of a subsequence, not relabelled, of (u k , v k ). By Theorem 4.1 and by a general result of Γ-convergence, we infer that (u, 1) is a minimizer for G and that the convergence of minimum values holds.
To conclude the proof it remains to show that u k → u in L 2 (Ω, R n ). To this aim it is sufficient to prove thatˆΩ |u k − g| 2 dx →ˆΩ |u − g| 2 dx. 
