Abstract. We present an automata theoretic framework for modular schedulability analysis of real time asynchronous objects modeled in the language Creol. In previous work we analyzed the schedulability of objects modeled as Timed Automata. In this paper, we extend this framework to support enabling conditions for methods and replies to messages and we extend the Creol language to allow the specification of real time information. We provide an algorithm for automatically translating Creol code annotated with this real time information to timed automata. This translation handles synchronization mechanisms in Creol, as well as processor release points. With this translation algorithm, we can analyze end-to-end deadlines, i.e., the deadline on the time since a message is sent until a reply is received.
Introduction
Analyzing schedulability of a real time system consists of checking whether all tasks are accomplished within their deadlines. We employed automata theory in our previous work [7, 8] to provide a high-level framework for modular schedulability analysis of asynchronous concurrent objects. Concurrent objects, having a dedicated processor each, are analyzed individually for schedulability with respect to their behavioral interfaces. A behavioral interface specifies at a high level and in the most general terms how an object may be used. As in modular verification [11] , which is based on assume-guarantee reasoning, individually schedulable objects can be used in systems compatible with their behavioral interfaces. The schedulability of such systems is then guaranteed. Compatibility being subject to state space explosion can be efficiently tested [8] . Schedulability analysis and compatibility checking can be performed in Uppaal [12] .
In this paper, we show the application of the modular schedulability analysis framework to Creol [9] . Creol is a full-fledged object-oriented modeling language based on concurrent objects. Creol objects communicate by asynchronous message passing, where receiving a message starts a new process in the object for executing the corresponding method. The processes in each object may be interleaved only at processor release points, i.e., the running process may be interrupted only when it voluntarily releases the processor. Then a process is nondeterministically taken out of the process queue and executed (called contextswitch). In the case of a conditional release point, the running process is interleaved if and only if the condition is false. The rest of the method will be suspended until this condition is satisfied. Furthermore, an object can wait for a reply to a message it sends. This way one can model synchronous communication. If waiting is not performed in a release point, the waiting process will block the object (cf. Section 4).
Creol is a strongly typed modeling language supporting for instance multiple inheritance and type-safe dynamic class upgrades [15] . Schedulability analysis can be seen as a complementary feature for Creol. In this paper, we show how to add real time information to a Creol model. For every statement, the modeler can specify its (best-and worst-case) execution time. All method calls are given a deadline. In addition, an object is assigned a scheduling strategy (e.g., Earliest Deadline First, Fixed Priority Scheduling, etc.) to resolve the nondeterminism in selecting from among the enabled processes.
The object model of the schedulability analysis framework is similar to that of Creol, as objects have dedicated processors and communicate by asynchronous message passing. However, methods in this framework are modeled as timed automata [1] and run atomically to the end. The actions of these automata are sending messages. A self call, i.e., a message sent to the object itself, can be assigned an explicit deadline; otherwise, the called method (subtask) inherits the remaining deadline of the parent task (called delegation).
In this paper in Section 5, we provide an algorithm for extracting timed automata from Creol code. When the processor is released in the middle of a method, the rest of the method is modeled as a new automaton modeling the subtask. The subtask is added to the queue by means of a delegation self call before releasing the processor. Thus the subtask inherits the remaining deadline of the parent task. The subtask is, however, disabled as long as the condition of the release point is false. To model this, we need to extend the framework such that methods are assigned enabling conditions (cf. Section 3). The scheduler may schedule a task only if its enabling condition evaluates to true at the time of context switch. The subtasks generated by processing the release points are given as enabling condition the condition of the release point.
In Creol, in addition to messages, objects can send 'replies'. Ideally each reply should correspond to a method invocation, but this leads to an infinite state model for a nonterminating system. Instead, method invocations are statically labeled and we associate replies to the labels. Thus, replies to different invocations associated with the same label are not distinguished. Replies should also be covered in the behavioral interface. Receiving a reply does not trigger a new task, but it may enable a suspended task that has been waiting for it. The scheduler automata model is adapted to handle replies properly. The compatibility check is also enhanced to include checking the correct and in time exchange of replies. The deadline until a reply is received is called an end-to-end deadline. Timely replies ensure end-to-end deadlines.
Related Work. Schedulability has been studied for actor languages [14] and event driven distributed systems [6] . Unlike these works, we work with nonuniformly recurring tasks as in task automata [5] which fits better the nature of message passing in object-oriented languages. The advantage of our work over task automata is that tasks are specified and may in turn create new tasks. Furthermore, a task may give up the processor before it is accomplished. Finally, we deal with end-to-end deadlines as a caller can wait for a reply from the callee.
The works of [2, 10] is similar to ours as they extract automata from code for schedulability analysis. However, first of all they deal with programming languages and timings are usually obtained by profiling the real system. Our work is applied on a model before the implementation of the real system. Therefore, our main focus is on studying different scheduling policies and design decisions. More importantly, we address schedulability in a modular way.
A characteristic of our work is modularity. A behavioral interface models the most general message arrival pattern for an object. A behavioral interface can be viewed as a contract as in 'design by contract' [13] or as a most general assumption in modular model checking [11] (based on assume-guarantee reasoning); schedulability is guaranteed if the real use of the object satisfies this assumption. In the literature, a model of the environment is usually the task generation scheme in a specific situation. For example in TAXYS [2] , different models of the environment can be used to check schedulability of the application in different situations. However, a behavioral interface in our analysis covers all allowable usages of the object, and is thus an over-approximation of all environments in which the object can be used. This adds to the modularity of our approach; every use of the object foreseen in the interface is verified to be schedulable.
Preliminaries
In this section, we define timed automata as it forms the basis of our analyses.
Definition 1 (Timed Automata). Suppose B(C) is the set of all clock constraints on the set of clocks C. A timed automaton over actions Σ and clocks C is a tuple L, l 0 , −→, I representing -a finite set of locations L (including an initial location l 0 );
and, -a function I : L → B(C) assigning an invariant to each location.
An edge (l, g, a, r, l ) implies that action 'a' may change the location l to l by resetting the clocks in r, if the clock constraints in g (as well as the invariant of l ) hold. Since we use Uppaal [12] , we allow defining variables of type boolean and bounded integers. Variables can appear in guards and updates.
A timed automaton is called deterministic if and only if for each a ∈ Act, if there are two edges (l, g, a, r, l ) and (l, g , a, r , l ) from l labeled by the same action a then the guards g and g are disjoint (i.e., g ∧ g is unsatisfiable).
Networks of timed automata. A system may be described as a collection of timed automata communicating with each other. In these automata, the action set is partitioned into input, output and internal actions. The behavior of the system is defined as the parallel composition of those automata A 1 · · · A n . Semantically, the system can delay if all automata can delay and can perform an action if one of the automata can perform an internal action or if two automata can synchronize on complementary actions (inputs and outputs are complementary). In a network of timed automata, variables can be defined locally for one automaton, globally (shared between all automata), or as parameters to the automata.
A location can be marked urgent in an automaton to indicate that the automaton cannot spend any time in that location. This is equivalent to resetting a fresh clock x in all of its incoming edges and adding an invariant x ≤ 0 to the location. In a network of timed automata, the enabled transitions from an urgent location may be interleaved with the enabled transitions from other automata (while time is frozen). Like urgent locations, committed locations freeze time; furthermore, if any process is in a committed location, the next step must involve an edge from one of the committed locations.
The Modular Schedulability Analysis Framework
In this section, we present the automata-theoretic framework for modular schedulability analysis of asynchronous objects. The framework in [7, 8] is extended here such that methods (and their corresponding messages) have enabling conditions. In addition, methods can send reply signals implying that the method execution has finished. This enables modeling Creol synchronization mechanisms.
Modeling behavioral interfaces. The abstract behavior of an object is specified in its behavioral interface. This interface consists of the messages the object may receive and send and provides an overview of the object behavior in a single automaton. It should also contain the reply signals the object may receive. A behavioral interface can also be seen as an abstraction (over-approximation) of the environments that can communicate with the object. A behavioral interface abstracts from specific method implementations, the queue in the object and the scheduling strategy.
We assume two finite global sets: M for method names and T for labels. Sending and receiving messages are written as m! and m?, respectively. Sending a message can be labeled with t ∈ T . Sending and receiving a reply associated to the label t are written as t! and t?, respectively. A behavioral interface B providing a set of method names M B ⊆ M is formally defined as a deterministic timed automaton over alphabet Act B such that Act B is partitioned into three sets of actions:
-object outputs received by the environment: Act Other methods are sent by the object and should be handled by the environment.
A behavioral interface includes the replies received by the object, because they are necessary for the schedulability of the methods waiting for the corresponding replies. These will also be used in compatibility checking to make sure that other objects provide timely reply signals.
Modeling classes. One can define a class as a set of methods implementing a specific behavioral interface. A class R implementing the behavioral interface B is a set {(m 1 , E 1 , A 1 ), . . . , (m n , E n , A n )} of methods, where
Classes have an initial method which is implicitly called upon initialization and is used for the system startup. Method automata only send messages or wait for replies while computations are abstracted into time delays. Receiving messages (and buffering them) is handled by the scheduler automata explained next. Sending a message m ∈ M R is called a self call. Self calls may or may not be assigned an explicit deadline. The self calls with no explicit deadline are called delegation. Delegation implies that the internal task (triggered by the self call) is in fact the continuation of the parent task; therefore, the delegated task inherits the (remaining) deadline of the task that triggers it. As explained in the next section, delegation is essential in modeling Creol models correctly.
Modeling schedulers. A scheduler automaton implements a queue for storing messages and their deadlines. It is strongly input enabled, i.e., it can receive any message in M R at any time. Whenever a method is finished, the scheduler selects another enabled message from the queue (based on its scheduling strategy) and starts the corresponding method (called context-switch). A message in the queue is enabled if its enabling condition evaluates to true. We have shown in [7] that we may put a finite bound on the queue length and still derive schedulability results that hold for any queue length (cf. next subsection). An Error location is reachable when a queue overflow occurs or a task misses its deadline.
Due to lack of space, for the details of modeling a scheduler in Uppaal and handling the deadlines using clocks we refer to our previous work [8] . We explain how to extend it here to support enabling conditions and replies. An enabling condition may include the availability of a reply. Since enabling conditions do not depend on clock values, and are statically defined for each method, we can define in Uppaal a boolean function to evaluate the enabling condition for each method when needed. An example of this function is given in Section 6. The selection strategy (which is specified as a guard) is then conjuncted with the result of the evaluation of this function.
As explained in Section 5, a reply is modeled by setting to true the variable associated to its corresponding label. However, when all the processes in the queue are disabled, receiving a reply may enable one of these processes. To handle this situation, we require the behavioral interface (in individual object analysis) or the replier object (when objects are put together) to synchronize with the scheduler on the reply channel. The scheduler then has the chance to select the enabled process for execution in the same way as in context-switch.
Modular Schedulability Analysis. An object is an instance of a class together with a scheduler automaton. To analyze an object in isolation, we need to restrict the possible ways in which the methods of this object could be called. Therefore, we only consider the incoming method calls specified in its behavioral interface. Receiving a message from another object (i.e., an input action in the behavioral interface) creates a new task (for handling that message) and adds it to the queue. The behavioral interface doesn't capture (internal tasks triggered by) self calls. In order to analyze the schedulability of an object, one needs to consider both the internal tasks and the tasks triggered by the (behavioral interface, which abstractly models the acceptable) environment.
We can generate the possible behaviors of an object by making a network of timed automata consisting of its method automata, behavioral interface automaton B and a concrete scheduler automaton. The inputs of B written as m! will match with inputs in the scheduler written as m? and the outputs of B written as m? will match outputs of method automata written as m!.
An object is schedulable, i.e., all tasks finish within their deadlines, if and only if the scheduler cannot reach the Error location with a queue length of d max /b min , where d max is the longest deadline for any method called on any transition of the automata (method automata or the input actions of the behavioral interface) and b min is the shortest termination time of any of the method automata [7] . We can calculate the best case runtime for timed automata as shown by Courcoubetis and Yannakakis [3] .
Once an object is verified to be schedulable with respect to its behavioral interface, it can be used as an off-the-shelf component. To ensure the schedulability of a system composed of individually schedulable objects, we need to make sure their real use is compatible with their expected use specified in the behavioral interfaces. The product of the behavioral interfaces, called B, shows the acceptable sequences of messages that may be communicated between the objects. Compatibility is defined as the inclusion of the visible traces of the system in the traces of B [8] .
To avoid state-space explosion, we test compatibility. A trace is taken from B and turned into a test case by adding Fail, Pass and Inconc locations. Deviations from the trace either lead to Inconc, when the step is allowed in B, or otherwise lead to Fail. The submission of a test case consists of having it synchronize with the system. This makes the system take the steps specified in the original trace. The Fail location is reachable if and only if the system is incompatible with B along this trace. This property, called nonlaxness, as well as soundness, are proved in our previous work [8] .
Creol [9] is an object oriented modeling language for distributed systems. Creol fits our schedulability analysis framework, as a model consists of concurrent objects which communicate by asynchronous message passing. However, method definitions are more complex and may release the processor or wait for a reply to a message. In this section, we explain briefly the Creol modeling language and show how to add real time information to Creol code.
We abstract from method parameters and dynamic object creation. However, classes can have parameters. Class instances can communicate by objects given as class parameters, called the known objects. We can thus define the static topology of the system. The class behavior is defined in its methods, where a method is a sequence of statements separated by semicolon. A simplified syntax for Creol covered in our translation is given in Figure 1 . For expressions, we assume the syntax that is accepted by Uppaal.
Methods can have processor release points which define interleaving points explicitly. When a process is executing, it is not interrupted until it finishes or reaches a release point. Release points can be conditional, written as await g. If g is satisfied, the process keeps the control; otherwise, it releases the processor. When the processor is free, an enabled process is nondeterministically selected and started. The suspended process will be enabled when the guard evaluates to true. The release statement unconditionally releases the processor and the continuation of the process is immediately enabled.
If a method invocation p is associated with a label t, written as t !p(), the sender can wait for a reply using the blocking statement t? or in a nonblocking way by including t? in a release point, e.g., as in await t?. A reply is sent back automatically when the called method finishes. Before the reply is available, executing await t? releases the processor whereas the blocking statement t? does not. While the processor is not released, the other processes in the object do not get a chance for execution.
In standard Creol, different invocations of a method call are associated with different values of the label. For instance executing the statement t !p() twice results in two instances of the label t. Dynamic labels give rise to an infinite state space for non-terminating reactive systems. To be able to perform model checking, we treat every label as a static tag. Therefore, different invocations of taken := t r u e ; / * @b1 @w1 * / 8 l ! l e f t . g r a n t ( ) ; / * @b4 @w4 @d10 : d = d e a d l i n e * / 9 await l ? ; / * @b2 @w2 * / 10 taken := f a l s e / * @b1 @w1 * / 11 op reqR == 12 await ! taken ; / * @b1 @w2 * / 13 taken := t r u e ; / * @b1 @w1 * / 14 r ! r i g h t . g r a n t ( ) ; / * @b4 @w4 @d10 * / 15 await r ? ; / * @b2 @w2 * / 16 taken := f a l s e / * @b1 @w1 * / 17 end a method call with the same label are not distinguished in our framework. Alternatively, one could associate replies to message names, but this is too restrictive. By associating replies to labels, we can still distinguish the same message sent from different methods with different labels.
Adding Real-Time. The modeler should specify for every statement how long it takes to execute. The directives @b and @w are used for specifying the bestcase and worst-case execution times for each statement. We assume some default execution time for different types of statements, e.g., for checking a guard, assignment or sending a message. The default value is used when no execution time is provided. Furthermore, every method call, including self calls, must be associated with a deadline using @d directive. This deadline specifies the relative time before which the corresponding method should be scheduled and executed. Since we do not have message transmission delays, the deadline expresses the time until a reply is received. Thus, it corresponds to an end-to-end deadline.
A worst-case execution time delay for a blocking statement t? is ignored. This statement may take so long as the deadline specified for the corresponding method call. In other words, we assume that external calls finish within their deadline. This is a fair assumption as long as individually schedulable objects are meant to be used in environments compatible with their behavioral interfaces.
Example 1. Figure 2 shows the Creol code for a mutual exclusion handler object annotated with timing information. An instance of MutEx should be provided with two instances of a class Entity representing the two objects (on its left and right) trying to get hold of the MutEx object. To do so, they may call reqL or reqR, respectively. The request is suspended if the object is already taken; otherwise, it is granted. The MutEx waits until the requester entity finishes its operation (in its grant method).
Generating Timed Automata From Creol
In this section, we explain the algorithm for automatically deriving automata from Creol code. We assume that the given Creol models are correctly typed and annotated with timing information. We use the same syntax for expressions and assignments in Creol, as is used by Uppaal. This allows for a more direct translation. For the sake of simplicity, we abstract from parameter passing, however, it can be modeled in Uppaal, by extending the queue to hold the parameters.
In applying the framework (cf. Section 3), the idea is that Creol classes are modeled as classes in the framework, and methods are represented by timed automata. In the next subsection, we explain how to extract timed automata from Creol code for methods. A class is then modeled by collecting the automata representing its methods. Every class should also be accompanied by a behavioral interface specification (using timed automata) and a scheduler automaton.
There are two major complications in this translation. Firstly, methods may release the processor before their completion. In these cases, the rest of the method is modeled as a sub-task in a separate automaton. Since the sub-task should inherit the deadline of the original task, it is put back into the queue using the delegation mechanism (cf. Section 3). The condition of the release point is used as its enabling condition.
When the condition in a release point includes t?, i.e., waiting until the reply to the call with label t is available, we replace t with a global variable which is set to true by the callee when it finishes. The behavioral interface should capture the expected time when the reply is made ready. This time must match the deadline provided when performing the corresponding call. See Section 6 for an example.
The second complication is how we can map a possibly infinite state Creol model to finite state automata. We do this by abstracting away some information: variables from a finite domain can be mapped to themselves but conditions on potentially infinite variables are mapped to true, we perform this mapping with the function f in Figure 3 . The user must state which variables must be mapped to true. This means that our automata over-approximate the behaviors of the Creol model. A more advanced abstraction would map potentially infinite variables to finite domains in order to narrow the over-approximation. Due to lack of space we do not elaborate on this abstraction in this paper.
The Translation Algorithm
In this section, we present our translation algorithm, which can be seen as a custom form of graph transformations [4] . For each method, we start by an automaton with two locations and one transition where the final location is urgent (marked u). We put the whole body of the method as a big statement on this transition. This automaton (treated as a graph) is expanded by matching and expanding the statements as in Figure 3 . The expansion and finalization of this automaton is explained in the sequel. As part of the finalization, the automaton is duplicated for each possible release point, and each of these automata is given a proper enabling condition.
Expanding Creol statements. The expansion of statements works by applying repeatedly the rules in Figure 3 . The labels 1 and 2 on the locations show the correspondence between the left and right hand sides of the rules. The locations marked u all correspond to the final location of the starting automaton (see above). These rules are applied as long as they are enabled, i.e., the label on left-hand side can be matched with a transition (according to the grammar in Section 4). The rule is then applied by removing this transition, and adding instead the new transitions and locations on the right hand side between the locations marked 1 and 2. It can be easily shown that the order of applying the rules is not important [4, Section 3.3] . When applying these rules, the following notes should be considered.
Since different methods in a class are modeled in different automata, the class variables need to be defined globally. Variables are defined as arrays, and the identity of the object is used to distinguish between variables of different instances of the same class. The function f is used to add [ self ] to every variable used in an expression (as in the assign rule). For every label t, a boolean variable x_t, a clock c_x_t and an integer d_t are defined such that these names are unique. Similar to variables, x_t and c_x_t are also treated as arrays indexed by self . The value of d_t is the same for all objects of this type.
The rules call and label translates the calls. If a label is not present, only the deadline is set to d. The calls are translated into a synchronization on the "invoke" channel. This implies that we do not allow explicit delegation. Instead, release points should be used as a high-level construct for breaking a method into subtasks. Every method should be self-contained and correspond to a single job, which is given a static deadline.
Every time the rules rel and crel are applied, the text x1 should be replaced by a fresh name, not used already in the model. This name will be used as the name of the sub-task modeling the continuation of the method. A conditional release point may also include a check whether the response to a previous method call labeled by 't' is available. In this case, a fresh boolean variable (written x_t, e.g., in the ret rule) is introduced which will be set to true by the callee (or in the behavioral interface, when performing individual schedulability analysis). In this case, a check on 't?' can be replaced by a check on x_t. The variable x_t must be reset after it is used for enabling a suspended method. This is done at the transition labeled g on the right side of the rule crel (shown in curly braces).
The blocking statement t? is translated to a transition with a guard waiting until x_t is set to true (ret rule). This transition takes a maximum time equal to the deadline of the corresponding method call. This is achieved by resetting a clock c_x_t and setting d_t to the corresponding deadline value at the label rule, and checking c_x_t against d_t at the ret rule.
The execution times for every statement are applied with the help of a clock c. In the case of if , while and crel , it is treated as the delay before evaluating the guard. The delegation step in a conditional release is performed in zero time (using a committed location marked c). The time delays provided by the modeler can in principle model the computation that is abstracted away when modeling the system at a high level.
Finalizing the methods. The rules given above generate an automaton with only Uppaal primitive actions on its labels, i.e., assignments, channel synchronizations or guards. This automaton called m (where m is the name of the method) has one start location with no incoming transitions and one urgent final locations marked 'u'. This automaton will schedule a sub-task whenever the method should release the processor. This sub-task, when scheduled, should continue where the parent task left off.
To complete the modeling of release points, the automaton m is duplicated once for each release point to model the corresponding subtask. For the duplicated automata, each automaton is given the name generated when processing the corresponding release point (the new name x1 above). The start location of each of these automata is changed to the location where the resumed sub-task should start; this corresponds to the location marked 2 in the rel and crel rules.
We finalize each automaton, n, by adding the following:
-a new location marked initial, -a transition with a synchronization on " start [n ][ self ]?" from the initial location to the start location (defined above) in order to enable the scheduler to start this task. This transition must have an update "c := 0". -a transition with the label " finish [ self ]! " from the urgent final location to the initial location. This allows restarting the method if it is called again.
The guards of conditional release points are set as the enabling conditions of the corresponding automata. Other automata have true as their enabling condition. If the enabling condition of a method automaton requires waiting for a reply associated to a label t, the variable x_t needs to be reset on the 'start' transition. We illustrate this process in the next section.
End-to-end Deadlines
When calling a method with a deadline and waiting for the response later in the method, we are, in fact, enforcing an end-to-end deadline on the method call. This deadline must be enforced on the behavioral interface for the arrival of the response (with the assumption that only individually schedulable objects will be used together). This is crucial to the schedulability of the caller object. If no such restriction on the arrival of the response is enforced, the caller may be provided with the reply too late, therefore it will miss the deadline for performing the task enforced by the method that is waiting for the reply. This restriction is reflected in the extended compatibility check (cf. Section 6.1).
