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 要  旨 
 本研究では局所特徴における相対位置情報を用いたカテゴリ分類を提案する．カテゴリ分類と
は，与えられた入力画像中に含まれる物体が属するカテゴリ（車，携帯電話）に分類することを
指す．一般的な画像に含まれる対象物体の大きさや位置，向きや見え方は未知であるので，従来
法では画像から重要な箇所である局所特徴を検出し，認識に用いていた． 
 現在この分野においてカルフォルニア工科大学の Caltech101という 101カテゴリを含む評価
画像データが無償で公開されている．このデータセットに対して，H.Zhangらは局所特徴量と特
徴点の絶対座標を用いることで高い識別性能を出している(CVPR2006)．しかし，絶対位置情報
を用いることは，対象物体が画像中の同位置にあるという前提の上に成り立っており，一般的な
画像については成立しない． 
 そこで本論文では画像の持つ位置情報を相対位置情報として使用する．検出された特徴点の重
心を計算し，その重心から特徴点までの傾きを位置情報として用いる．これは特徴点が対象物体
に集中しており，特徴点の重心が対象物体の中央付近にあるという仮定に基づいている．これに
より画像中の対象位置に不変な位置情報を用いることができる．得られた傾き情報を従来の距離
関数に組み込んだものを新しい距離関数として提案した． 
 本論文では位置や向きなどの影響にロバストな局所特徴を検出して記述するアルゴリズムであ
る Scale-Invariant Feature Transform(SIFT)を用いる．さらに検出された全局所特徴を用いるの
ではなく，訓練データごとに特徴量のマッチングを行うことにより，カテゴリ分類に重要な特徴
点だけを選択した．これにより計算量が低減すると共に識別性能の向上も期待できる．識別器は，
提案した距離関数をカーネル関数として拡張したサポートベクトルマシン（SVM）を用いた．計
算機実験では Caltech-101を使用し，提案手法を用いて相対位置情報の有無を比較した結果，優
位性を得ることができた． 
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