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Introduction
When individuals have to make choices, the quality of their decision depends on the available
information about the alternatives. For consumers, for example, who debate whether to pur-
chase a good from one or another seller, or whether to buy a good at all, information about
the sellers or the quality of the good are crucial for their decision.
Likewise, when groups have to find an agreement, aggregating information about the subject
for debate is a key determinant of a well-founded decision. In jury trials, for example, where
jury members have to decide on guilt or innocence of a defendant, the accuracy of their com-
mon decision depends on the information each jury member has as well as on their ability to
communicate their insights to each other.
This thesis studies three theoretical models in order to analyze different microeconomic ques-
tions in which agents make strategic decisions based on incomplete information, or compa-
nies strategically influence the information of their consumers to maximize their profits.
The first chapter focuses on groups who have to make a common decision via voting, and
analyzes the strategic incentives of group members to share their privately held information
about the case. Specifically, Chapter 1 studies how the possibility of a binding consequence
can improve the informativeness of a straw poll held prior to a decisive vote in a jury trial
about a defendant’s guilt or innocence when jury members hold private, incomplete informa-
tion about the truth.
A common feature of the second and the third chapter is the perspective of a seller who strate-
gically manages her reputation. The second chapter analyzes situations in which consumers
are identified with the goods they consume, and the style or type a good represents impacts
their buying decisions. More specifically, a monopolist repeatedly interacts with consumers
of different types and her good’s reputation is constituted by the types of consumers who
possess the good. The analysis provides insights in how the monopolist strategically manages
the composition of her clientele. In contrast to this chapter in which the seller’s reputation
is composed of publicly observable attributes of her customers, in Chapter 3, reputation re-
flects the consumer’s information about the seller’s ability which is her private information.
An online seller of unknown logistical capabilities competes against a local retail store for buy-
ers. The chapter analyzes how changes in information about her deliveries affect the online
seller’s incentives to improve the speed of her deliveries through better shipping services, and
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evaluates which pieces of information benefit or harm the welfare of consumers.
The remainder of this introduction describes the theoretical models and the results of each
chapter in more detail.
In the first chapter, I consider a committee of agents with heterogeneous preferences who
posses private information about the unknown state of the world, and have to make a binary
decision in two rounds of voting. The utility of each agent from either decision depends on
the state of the world as well as on their preferences. The leading example is a jury trial in
which jurors are uncertain about the guilt or innocence of a defendant. Over the course of
the trial, jurors gather information and have to agree on a verdict in two voting rounds. Their
preferences represent their individual level of reasonable doubt.
I investigate incentives for truthful revelation of the jurors’ information in the first voting
period. Coughlan (2000) shows that jury members reveal their information in a non-binding
straw poll prior to a decisive vote only if their preferences are in fact homogeneous. By taking
costs of time into account, I demonstrate that jury members have strictly higher incentives
to reveal their private information truthfully if a decision with high levels of consensus can
already bemade in the straw poll. Jurors condition their decision in the decisive vote on those
scenarios in which their vote is pivotal, and anticipate the influence of their information on
the other jurors in the decisive vote. If straw poll is non-binding, providing false information
to others hurts a juror only if all jurors evaluate information in the same way. If a straw poll
can have consequences, however, providing false information can implement a less preferred
verdict already before the second vote, which strengthens incentives to report information
truthfully. I use these insights to show furthermore that with a potentially consequential first
vote instead of a non-binding straw poll, members of all homogeneous and some heteroge-
neous juries are strictly better off when the requirement for early decisions is chosen carefully.
In the second chapter, which is based on joint work with Benjamin Schickner, buyers care
about who else consumes the good of a monopolistic seller. In a dynamic reputation model,
the long-lived seller repeatedly sells her good to short-lived buyers who differ with respect to
their type. The seller’s reputation depends on the types of her clientele. If mostly high types
buy the good, reputation increases, and if more low types buy the good, reputation decreases.
The utility a buyer receives from purchasing the good depends on the seller’s reputation and
on his type. The seller faces a trade-off between increasing her reputation by restricting de-
mand to a small, but exclusive clientele and increasing her period profits by selling to a large,
but broad clientele.
In a general model, we first show existence of an equilibrium and characterize the seller’s
value in each period. Second, we specifiy the model in a linear-uniform setup in order to ana-
lyze the dynamics of reputation and prices over time. We find that in the long run, the seller’s
reputation converges to a stable level. In the short run, however, we show that the durability
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of the good has a significant impact on the seller’s dynamic reputation management. For
goods of relatively low durability, such as fashionable apparel, prices and reputation fluctuate
around the long-run reputation, whereas the reputation and prices of comparatively durable
goods, such as luxury watches, increase or decreasemonotonically to the long-run reputation.
Observations of price and reputation dynamics from fashion labels and watchmakers seem
to support our theoretical results.
The third chapter examines a dynamic reputation model with two periods in which a long-
lived online seller of unknown logistical ability competes against an offline retailer. In order
to deliver goods to her short-lived buyers, the online seller has to choose one of two shippers
which differ in their expected delivery time aswell as in the fees for the seller. The overall wait-
ing time for buyers depends on the seller’s ability as well as on the chosen shipper’s quality.
Buyers suffer costs from traveling to the offline retailer, and purchase online if their expected
overall waiting time is sufficiently short. Reputation represents the buyers’ belief about the
seller’s ability which they update based on their past experienced waiting time for the good.
In this model, the online seller’s incentives to assign a fast but expensive shipper depend sig-
nificantly on the information about the delivery process that buyers can observe. We compare
the equilibrium outcomes of four specifications where buyers can or cannot observe the ship-
per’s quality upon delivery of the good, and can or cannot track and trace the delivery process
in detail. Intuitively, the ability to track the delivery allows buyers to disentangle the contri-
butions of the seller and the shipper to their overall waiting time, and enables a good seller
to signal her high ability without hiring a fast shipper. Consequently, tracking proves harmful
to the buyers’ welfare in most cases. In contrast, observing the chosen shipper quality upon
delivery harms buyers’ welfare only if the seller’s initial reputation is comparatively low but
is beneficial to buyers otherwise.

1OnTwo-PeriodCommitteeVoting:
WhyStrawPollsShouldHaveConsequences.
1.1 Introduction
Information is particularly valuable when important and difficult decisions are pending. In
many situations those decisions are not made by a single person but rather in groups, so
called committees, in a voting procedure. University faculties typically delegate their decision
on an applicant’s employment to a committee and many companies, such as Google, proceed
similarly¹. In politics, party factions and parliaments form committees for investigations
or in order to work out recommendations, and in jury trials a committee composed of
representatives of the society has to decide whether a defendant is guilty or innocent of the
accused crime. In any of these cases, each committee member has a distinct evaluation of
the subject for debate. Therefore, a committee has a richer pool of information at its disposal
than an individual decision maker and could potentially make more accurate decisions. This
information, however, is dispersed. A widely used approach for coordination are straw polls
as non-binding communication devices before the decisive vote².
When the United Nations Security Council discussed the candidates for the position of
Secretary-General of the United Nations in 2006, it conducted a series of straw polls to deter-
mine the members opinions on the candidates. Although none of these votes had decisional
power, all candidates withdrew their candidacy afterwards except for Ban Ki-moon who
received the most votes in each straw poll³. The famous movie 12 Angry Men from 1957
¹ “An independent committee of Googlers review feedback from all of the interviewers. This committee is
responsible for ensuring our hiring process is fair and that we’re holding true to our ‘good for Google’ stan-
dards as we grow.”, Google, How We Hire.
² Especially in large committees straw polls are a simple and swiftly conducted communication tool when
verbal deliberation is tedious and confusing. Moreover, an anonymous poll can circumvent privacy issues
and still provide some communication among committee members.
³ More importantly, Ban was the only candidate who received votes from all permanent members of the
Security Council which have veto power in the decisive election process. Ban then was elected by the general
Assembly on October 13, 2006.
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covers the deliberation process of a jury. At the beginning of their deliberation, the jurors
conduct a straw poll in order to collect their initial attitudes towards the underlying case and
use the result as a starting point for the subsequent debate.
The motivation for conducting straw polls stems from the intuition that voters can harmlessly
reveal their information, not being at risk of unintentionally causing a decision already.
Additionally, from a series of experiments on decision making in groups, Goeree and Yariv
(2011) conclude that members strongly appreciate information revealed by others. Although
performed frequently and in many situations, the benefit of straw polls is disputed. Accord-
ing to Robert III. et al. (2000, p. 415)⁴, conducting “an informal straw poll to ‘test the water’
(...) neither adopts nor rejects a measure and hence is meaningless and dilatory.”
Condorcet (1785) was the first to formally argue in his Jury Theorem that voting decisions
made in groups outperform those of individuals. In his setup, a jury votes once on a binary
decision, each of them being objectively best in one of two possible states of the world,
and the alternative with more votes is implemented. Jury members condition their voting
decision only on their private information about the state, which is correct with probability
higher than 0.5. Moreover, the jury members’ preferences are aligned, in the sense that they
would undoubtedly prefer the same (objectively best) decision if the state of the world was
commonly known, e.g. to convict a guilty defendant and acquit the innocent. As the vote
aggregates the individuals’ information, the implemented decision is more likely to be cor-
rect than the one from an imperfectly informed individual.⁵. Condorcet assumes that agents
only consider their private information when voting in a group, just as they would when
deciding all alone. In strategic games however, this assumption is not necessarily satisfied.
Austen-Smith and Banks (1996) as well as Feddersen and Pesendorfer (1998) formally set
up a standard model and consider a homogeneous committee with commonly known and
aligned preferences. Preferences can be interpreted as levels of reasonable doubt which are
identical for homogeneous committee members. In other words, agents would unanimously
prefer the same decision not only if the state was known but also if they faced the same
information. They demonstrate that the voting behavior assumed by Condorcet constitutes
an equilibrium only if the voting rule is adjusted to the agents’ preferences appropriately.
Coughlan (2000) considers an extension of the standard model with committees whose
members are heterogeneous with respect to their levels of reasonable doubt. Preferences
are aligned but agents assess the same information differently and might disagree on the
preferred decision. He studies the role of a preliminary non-binding straw poll and demon-
strates that information is aggregated in equilibrium only if the agents’ preferences are
⁴ Robert’s Rules of Order Newly Revised is widely used as parliamentary authority, e.g., by the US Congress,
and guide for meetings and assemblies.
⁵ In addition, by a law of large numbers the probability of a correct decision approaches 1 as the jury size
grows large. See, for example, Piketty (1999) for an overview on the Jury Theorem. For a discussion and
extensions see Ladha (1992), Miller (1986) and Young (1988).
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in fact homogeneous. In the following, we refer to this insight as Coughlan’s impossibility
result. If an agent considers revealing his information in a straw poll, he conditions on the
case where the information he discloses tips the balance in the subsequent decisive vote,
that is when his vote is pivotal. If the committee is heterogeneous and other agents draw
opposite conclusions from revealed information, disclosing information truthfully can lead
to a unfavorable voting outcome for some agents. In this case, these agents can be better off
with providing misinformation in the straw poll in order to manipulate the decisive vote in
their favor.
In this paper, we study a modified version of Coughlan (2000)’s heterogeneous committee
model in which agents additionally have preferences over the length of deliberation. More
specifically, committee members incur costs of time from each round of voting and, hence,
prefer to make decisions earlier. We hereby account for the deferring feature of straw polls
pointed out by Robert III. et al. (2000). When committee members engage in a non-binding
straw poll they always vote twice. If agents have the opportunity to circumvent a second
poll whenever there is broad agreement in the first vote already, new strategic effects arise.
Unlike in a non-binding straw poll, agents are then not only pivotal when their disclosed
information tips the balance in the subsequent vote but also when there is a high level of
consensus for one of the two alternatives within the other agents’ information. In these cases
an agent can maximize the probability to prevent a redundant second vote by revealing his
information truthfully. As agents form beliefs about the probability of each pivotal case from
their private information, consensus among the other agents for the agent’s initially pre-
ferred decision is more likely than for the opposite. Hence, committee members have better
incentives to reveal their information compared to a straw poll that has no consequences. In
particular, even committees that are in fact heterogeneous are able to aggregate information
perfectly if the straw poll is modified to implement a decision for high levels of consensus
straightaway without a second vote.
In addition, we consider the committee’s welfare under both a non-binding straw poll and a
potentially consequential first vote. When we already allow for a decision in the first vote, we
can always identify a requirement on the implementation of this vote that strictly improves
the welfare of each juror of any homogeneous committee. If the requirement is strict enough,
the jury will make the same decision in both setups but the ability to save costs causes a
strict welfare improvement. Naturally, this positive welfare effect from saving costs is also
present for heterogeneous juries. The made decisions, however, are always suboptimal for
some members of heterogeneous committees. This provides a negative welfare effect for
those agents. The overall welfare effect is positive for every agent as long as heterogeneity is
manageable. Hence, we can show that there is always a decision threshold for the first vote
for which every member of committees with bounded heterogeneity is strictly better off than
with a straw poll in the first period.
8 | 1 Why Straw Polls Should Have Consequences
Finally, we are concerned with a designer who wants to optimally set a threshold for agree-
ment in the first period. We distinguish the case where the designer observes the committee’s
preferences to that where she must commit to a threshold before getting to know the agents.
Facilitating early decisions saves costs of time but potentially impacts the optimality of the
jury decision. The designer must solve this trade-off with her choice of the decision rule.
We provide conditions for her choice to be optimal from all candidate decision rules that
pareto-dominate any equilibrium outcome of setups with straw polls.
This paper belongs to the literature on committee voting with commonly known preferences.
As is standard, we use the terminology of jury trials in the following. A committee is referred
to as jury and a committee members is called a juror. The jury has to decide between convic-
tion or acquittal of a defendant who is either guilty or innocent.
Deimen et al. (2015) show that Coughlan’s impossibility result can be mitigated when the
information structure is enhanced and allows jurors to examine consistency of information.
Hummel (2012) as well as Thordal-Le Quement and Yokeeswaran (2015) demonstrate
that information aggregation can be achieved if heterogeneous committees deliberate in
homogeneous subgroups first.
For the case of privately known preferences, information is aggregated in heterogeneous
juries under certain conditions on the voting rule (Austen-Smith and Feddersen, 2006), the
jurors’ preferences and the jury size (Meirowitz, 2007; Thordal-Le Quement, 2013).
Our work is also related to information aggregation in elections. Morgan and Stocken (2008)
study the informative substance of straw polls that are held prior to elections. In their setup
the result of the poll influences the subsequent policy choice which constituents take into
consideration strategically. They find that information can be aggregated in small polls if the
electorate is sufficiently homogeneous. Piketty (2000) investigates the effect on information
aggregation if jurors use elections to communicate their preference in order to influence
future decisions.
Furthermore, our work is partly related to the literature on debates. Austen-Smith (1990)
analyzes if debate can influence a later decision as well as its informational role. Bognar et al.
(2013) study information aggregation over the course of repeated and costly negotiations
whereas Damiano et al. (2010, 2012b) investigate the role of costly delay in repeated negoti-
ations with asymmetric information. Damiano et al. (2012a) derive an optimal deadline on
repeated negotiations.
The following chapter introduces the standard model of committee voting extended by costs
of time from the voting process. In Chapter 3 we compare the results of Coughlan (2000) on
non-binding straw polls followed by a decisive vote to a two-period setup with the opportu-
nity for a decision in the first vote already should broad agreement occur. We show that the
conditions on the jury’s heterogeneity for equilibria with information aggregation in the first
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period are weaker for the latter setup. In Chapter 4 we argue that a heterogeneous jury can
be strictly better off with the potential for early agreement compared to a pure straw poll and
we provide conditions for a designer to set the decision rule for the first period optimally. Fi-
nally, Chapter 5 concludes.
All proofs are relegated to the Appendix.
1.2 The Two-period Committee VotingModel
1.2.1 Agents/Jurors
N denotes the number and, with slight abuse of notation, the set of agents whomake a binary
decision. We will interpret the problem as the conviction (C) or acquittal (A) of a defendant
in a jury trial. Therefore, from now on we call an agent a juror, the set N is a jury consisting
of N jurors. Jurors maximize their expected utility and we assume common knowledge of
rationality.
1.2.2 States and Preferences
There are two states of the world,ω ∈ {G, I}. The defendant is either guilty (ω= G) or inno-
cent (ω= I). For simplicity, we assume that both state are equally likely, that is Pr [ω= G] =
Pr [ω= I] = 1/2. Juror j’s preferences are state dependent and normalized to
U j (C | ω = G) = U j (A | ω = I) = 0,
U j (C | ω = I) = −q j,
U j (A | ω = G) = −(1 − q j),
where q j ∈ (0,1). This normalization allows us to interpret q j as a threshold probability of
guilt of juror j, who prefers decision C over A if and only if his perceived probability of state
G is larger or equal to q j. Jurors with lower thresholds q j are comparatively more biased to-
wards C whereas jurors with higher thresholds q j are more biased towards A. In the context
of a jury trial one can also think of q j as j’s level of reasonable doubt. We assume that all pref-
erences q j are commonly known.
Without loss of generality, we sort jurors by their preferences q1 ≤ . . .≤ qN . Ex ante jurors
are solely distinguished by their preferences and we will say juror j for a juror with prefer-
ences q j ∈

q j−1,q j+1

. Additionally, we impose that jurors incur additive costs of c ≥ 0 on
their utility from each round of voting, which represent costs of time or opportunity costs.
Alternatively, one could think of impatient jurors who prefer earlier decisions to later ones.
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1.2.3 Information
Prior to the decision making process each juror j ∈ N receives an informative signal s j ∈
i, g
	
about the state of the world, where
Pr

s j = i|ω = I

= Pr

s j = i|ω = G

= p ∈

1
2
,1

We refer to p as the signal’s precision. Signals are independently drawn, privately observed
and not verifiable. The signal’s precision is identical and known to every juror.
1.2.4 Voting
We consider a two-period voting game of the following form. In both periods jurors vote for ei-
therAor C . Denoting by x t the number of C-votes in period t, the decision in period t ∈ {1,2},
dt , is determined by a decision rule represented by threshold kt . In t = 1, the defendant can
be convicted or acquitted only if more than or equal to N − k1 jurors vote for the correspond-
ing alternative⁶. If such a majority turns out, the game ends and the jury’s respective decision
is implemented. Otherwise, the decision is delayed (d1 = D). The number of votes for both al-
ternatives is revealed and the jury votes again in period 2. Formally the decision rule in period
1 is given by,
d1 =

A if x1 < k1
C if N − k1 < x1
D else.
(1.1)
See Figure 1.1 for a graphical representation with the number of C-votes in t = 1 on the axis.
If the game continues in second period after d1 = D, x1 is disclosed the jury votes again. The
defendant is convicted if at least k2 jurors vote for C and acquitted otherwise. Formally the
decision rule in t = 2 is given by,
d2 =
A if x2 < k2C if k2 ≤ x2. (1.2)
Figure 1.2 shows a graphical representation. In the following, we refer to a decision rule in
period t by the corresponding threshold kt , which are exogenously given to the jurors.
If k1 is small, a decision can only be made if there is broad agreement in the first period,
whereas a decision can also be made by a smaller majority if k1 is higher. The case of k1 = 0
⁶ We implicitly assume symmetry in the voting rule for period 1. This simplifies the analysis but does not
impact the qualitative results. For the impact which costs of time have on incentives for informative voting
in the first period, it will only be necessary that some super majority is needed for conviction or acquittal in
the first period, but it need not be the same for both decisions.
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x1
0 k1 N − k1 N
d = A d = D d = C
Figure 1.1: Decision rule in t = 1.
x2
0 k2 N
d = A d = C
Figure 1.2: Decision rule in t = 2.
represents a non-binding straw poll in the first period which can be interpreted as a prelimi-
nary round of communication in which no decision can be made yet. In this communication,
however, jurors cannot remember any information revealed but the number of jurors who
prefer each alternative⁷. Straw polls are investigated in detail in Coughlan (2000). His setup
is a special case of ours with k1 = 0 and c = 0. We will use his findings, which we summarize
in the following chapter, as a benchmark.
1.2.5 Notation
The posterior probability that the state is G if x of N signals indicate g is denoted by β(x ,N)
and is computed according to Bayes’ Rule. That is,
β(x ,N) =
(1 − p)N−xpx
(1 − p)N−xpx + (1 − p)xpN−x .
When juror j enters period 1 or 2 his information is given by I 1j =
 
s j

, and I 2j =
 
s j, x1

,
respectively. We denote juror j’s strategy byσ j =

σ1j ,σ
2
j

, whereσtj denotes the probability
that j votes C in period t given his information I tj . If j votes according to his signal, that is
voting for conviction after receiving a g-signal and for acquittal otherwise, we say that j votes
informatively. Formally, j’s strategy prescribes informative voting in period t if
σtj
I tj  =
1 if s j = g,0 if s j = i.
⁷ Even if there is no non-binding straw poll in the first stage but no decision was made, jurors can only observe
how many jurors voted for each alternative but not each jurors vote individually. This assumption does not
impact our results, because each jurors signal has the same precision. If this was not the case, jurors could
learn about other signal’s precision, such as in Bognar et al. (2013).
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When juror j votes for C in period t if and only if his perceived probability of guilt, given his
information, exceeds his level of reasonable doubt q j, we say that j votes sincerely in period t.
Formally, j’s strategy prescribes sincere voting in period t if
σtj
I tj  =
1 if Pr j

G|I tj
 ≥ q j,
0 if Pr j

G|I tj

< q j.
Besides their own signals, jurors access information from inferring the other jurors’ signals
from their strategic behavior and observed aggregated voting outcomes. As all jurors receive
signals of the same precision, inferring more g-signals leads to higher posterior probability
of guilt. Analogously to every juror’s probability threshold q j, we can determine thresholds
on the number of g-signals that a juror needs to observe in order to prefer conviction of the
defendant. In this context, λNj represents the conviction threshold of juror j ∈ N . He prefers C
over A if and only if he observes more than or equal to λNj of N signals indicating g.
Definition 1.1. Juror j ∈ N has conviction threshold λNj if
β(λNj − 1,N) ≤ q j ≤ β(λNj ,N).
Analogously to Austen-Smith and Feddersen (2006) and Thordal-Le Quement (2013), we
define a jury’sminimal diversity as follows:
Definition 1.2. Jury N has a minimal diversity of m if
max
(i, j)∈N×N λ
N
i − λNj = m.
A jury’s minimal diversity measures its heterogeneity in terms of its jurors’ conviction thresh-
olds. If a jury N has a minimal diversity of 0, its jurors have the same conviction threshold
and would agree on a decision if all private information was disclosed. This is not the case for
juries with aminimal diversity larger than 0. In the following, we will call a jury homogeneous
if m= 0, and heterogeneous otherwise.
1.2.6 Strategies and Beliefs
We are interested in conditions under which information can be aggregated and jurors in
fact use revealed information in their voting strategy. Therefore, we restrict attention to the
following profile of strategies. Jurors reveal their private signal by voting informatively in the
first vote. If information is not congruent enough to already make a decision, jurors observe
the outcome of the first vote x1 and update their beliefs about the state of the world accord-
ingly to β (x1,N). Then, every juror votes sincerely in the second period. More formally, we
will derive conditions on the jurors’ preferences for the following profile of strategies and be-
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liefs to constitute a Perfect Bayesian Equilibrium. For all j ∈ N ,
σ1j
 
s j

=
1 if s j = g,0 if s j = i,
and
σ2j
 
s j

=
1 if β(x1,N) ≥ q j,0 if β(x1,N) < q j,
where jurors consistently (correctly) believe that the others vote informatively in the first
stage and update their belief about the state of the world accordingly. We denote this profile
of strategies and beliefs by (σ,µ) =
 
σ j,µ j
N
j=1, for which we make the following observa-
tions.
• If juror j (hypothetically) observes x votes for conviction from the other jurors before
he votes in the first stage, his belief about the defendant being guilty is β(x ,N) if s j = g
and β(x − 1,N) otherwise.
• If no decision is made in the first stage, all jurors observe x1 and update their belief
about the defendant being guilty to β(x1,N) via Bayes’ rule. Therefore, all jurors have
the same posterior belief in the second stage.
Equilibria with these strategies and beliefs have the property that information is perfectly
aggregated in the first stage. If the information is not congruent in the sense that informative
voting does not yet lead to a decision in the first stage, the jurors make their decision in the
second stage conditional on all available information.
This profile of strategies and beliefs features strategic behavior in the second period which
is sensitive to available information. As we are interested in conditions for informative
voting, strategies should take revealed information into account. Alternative strategies for
the second period subgame would require jurors to vote predominately for one alternative
independently of available information. Providing incentives for information revelation is
both difficult and needless if information is not appreciated in the decision process. This is
most dominant if the decision is always made in the second period, that is when the first
period vote is a straw poll.
Before we proceed to the analysis, we make an assumption on jurors preferences.
Assumption 1.1. For any j ∈ N , β(0,N)< q j < β(N ,N) or, equivalently, λNj ∈ {1, . . . ,N}.
This assumption excludes jurors with extreme preferences who still prefer an alternative even
if all signals were known and indicated the opposite state of the world. In other words, we
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exclude prejudiced jurors who vote for one alternative regardless of available information. In
particular, this assumption ensures that the juror who is pivotal in the second vote, if all jurors
vote sincerely, takes the available information into account.
1.3 EquilibriumAnalysis
In this chapter, we analyze the two-period model in the following order. We start by dis-
cussing the impossibility result of Coughlan (2000) for a non-binding straw poll in the first
period, that is for k1 = 0. Then, we show how costs of time influence the jurors incentives to
reveal information in their first period vote if k1 > 0.
1.3.1 k1 = 0: Non-binding First Period straw poll
Consider first a situation with a non-binding straw poll in the first period, i.e. k1 = 0, as pre-
sented by Coughlan (2000). He shows that there is no equilibrium in which a jury votes infor-
matively in the straw poll and sincerely in the decisive vote, unless all its jurors have the same
conviction thresholds. In other words, the profile of strategies and beliefs (σ,µ) can only be
an equilibrium for juries with a minimal diversity of 0⁸.
In the decisive voting period t = 2, jurors vote sincerely by taking revealed information into
account. Each juror j ∈ N conditions his vote on the situation in which he is pivotal, that is
when his vote actually decides upon the defendant’s acquittal or conviction. In any other case
his vote does not affect the decision and thus, his expected payoff from voting A or C is equal.
As the jurors maximize their expect utility with their votes, they condition on the unique sit-
uation that affects their expected utility. Recall that jurors learn the outcome of the (infor-
mative) straw poll before casting their vote in t = 2. Fully informed, every j ∈ N updates his
posterior probability of guilt to β(x1,N) and votes for conviction if and only if
β(x1,N) ≥ q j ⇔ x1 ≥ λNj ,
which coincides with sincere voting. If jurors vote informatively in the straw poll, sincere vot-
ing is straightforward part of any equilibrium strategy which is sensitive to revealed informa-
tion.
Having established the equilibrium strategies in t = 2, we can now consider incentives for in-
formative voting in the straw poll. The juror who is actually pivotal in the decisive vote is juror
k2. When k2 votes for C sincerely, every j < k2 will do so as well. When k2 prefers A given the
revealed information, every j > k2 has the same preference. Therefore, whichever decision k2
prefers in t = 2will be implemented. Although no decision can bemade in the straw poll, the
⁸ Cf. Proposition 5 in Coughlan (2000) where he differentiates three cases. Apart from the one mentioned,
the other cases are ruled out by Assumption 1.1. Information does not influence the jury’s final decision in
those cases and information revelation is trivially an equilibrium behavior.
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vote has an impact on the information influencing the decisive vote later. Given the strategy
profile, jurors anticipate that k2 with conviction threshold λ
N
k2
is pivotal in the second period.
As a consequence, juror j is pivotal in the straw poll, if his vote in t = 1 influences k2’th in-
formation to swing the pivotal vote in t = 2 to either C or A. This is the case if λNk2 − 1 of the
other N − 1 jurors informatively vote C in the straw poll. For j to vote informatively in t = 1
as well, he has to prefer C after he receives a g-signal and A after an i-signal. In the event that
j is actually pivotal in the first period in the above sense, he faces λNk2 − 1 g-signals from the
other jurors, resulting in λNk2 g-signals in total if s j = g, and λ
N
k2
− 1 g-signals in total if s j = i.
Therefore, j votes informatively if and only if
β

λNk2 − 1,N
 ≤ q j ≤ β λNk2 ,N ⇔ λNj = λNk2 , (1.3)
that is if he has the same conviction threshold as juror k2.
Since this argument is the same for any juror of the jury, all jurors must have the same con-
viction threshold as k2 to sustain an equilibrium with informative voting in the straw poll. In
other words, informative voting in a straw poll cannot be part of an equilibrium strategy for
any heterogeneous jury. In contrast, suppose a juror j’s conviction threshold conflicts with the
one of k2, i.e., λ
N
j 6= λNk2 . Given that all other jurors vote informatively, providing information
truthfully in the straw poll implements an undesirable decision for j. By misinforming, how-
ever, he could improve the jury’s decision from his point of view which represents a profitable
deviation.
Note that costs from voting play no role for the jurors’ incentives to vote informatively in
a straw poll. They always vote twice and cannot avoid costs with their behavior in the first
period. Therefore, this impossibility result for non-binding first period straw polls is indepen-
dent of assuming costs of time.
1.3.2 k1 > 0: Allowing for early agreements
Having seen the difficulties to incentivize information aggregation in a straw poll that is
followed by a decisive vote, we turn towards two-period voting setups that already allow
for agreement in the first stage. Formally, we consider k1 > 0, so that the defendant can
be convicted or acquitted in t = 1 according to decision rule (1.1), that is, if x1 > N − k1,
or x1 < k1 respectively. For example with k1 = 1, a decision in the first vote can be made
unanimously and the final vote follows only if there is no unanimous agreement in the first
period. Thereby jurors can avoid entering the second period and save costs of time. As a
result, incentives for informative voting are influenced. Jurors trade off the influence of their
vote on the information of the pivotal juror in period 2 against the opportunity that their
vote causes an earlier decision and saves costs of time. This trade-off is solved in favor of
informative voting in the first period. While the effect in the case of being pivotal as in a
straw poll remains, voting informatively in the first period increases the probability that if an
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earlier decision is made it is the juror’s preferred one. As a result, juries vote informatively
even if their minimal diversity is larger than 0.
Proposition 1.1. Suppose each juror j has voting costs of c ≥ 0 and k1 > 0. The profile of strate-
gies and beliefs (σ,µ) constitutes a Perfect Bayesian Equilibrium if and only if preferences satisfy
one of the following conditions:
1. For λNk2 ∈

1, . . . , k1
	
,
β(k1 − 1,N) − c · α(k1 − 1) ≤ q j ≤ β(k1,N) + c · γ(k1) ∀ j ∈ N , (1.4)
2. for λNk2 ∈

k1 + 1, . . . ,N − k1
	
,
β(λNk2 − 1,N) − c · α(λNk2 − 1) ≤ q j ≤ β(λNk2 ,N) + c · γ(λNk2) ∀ j ∈ N , (1.5)
3. for λNk2 ∈

N − k1 + 1, . . . ,N
	
,
β(N − k1,N) − c · γ(k1) ≤ q j ≤ β(N − k1 + 1,N) + c · α(k1 − 1) ∀ j ∈ N ,
(1.6)
where
α(x) =

N − 1
x
−1N − 1
k1 − 1
(2p − 1) (1 − p)k1−1pN−k1 − (1 − p)N−k1pk1−1
(1 − p)xpN−x + (1 − p)N−xpx > 0,
γ(x) =

N − 1
x − 1
−1N − 1
k1 − 1
(2p − 1) (1 − p)k1−1pN−k1 − (1 − p)N−k1pk1−1
(1 − p)xpN−x + (1 − p)N−xpx > 0.
The terms α(x) and γ(x) represent weighted conditional probabilities for those pivotal sce-
narios in which voting informatively saves costs without changing the jury’s final decision for
decision rule k1. Note that the impossibility result of Coughlan (2000) follows immediately
for k1 = 0 or c = 0⁹.
In order to provide intuition why heterogeneous juries aggregate information once the first
vote can have consequences also, we highlight the changes on incentives compared to the
previously discussed case of a straw poll in which each juror faces the same trade-off in the
unique case of being pivotal. Jurors with different preferences solve this trade-off differently
and some prefer to misinform the others in a straw poll in order to manipulate k2’s belief and
make him implement a superior decision.
⁹ The original result Coughlan (2000) also covers the case where preferences are such that the pivotal juror
in t = 2 always prefers C or A independently of revealed information. As discussed, we neglect these cases
by Assumption 1.1, as informative voting is trivially equilibrium behavior for those. We focus instead on
juries for which a straw poll does not always aggregate information.
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t = 1
t = 2
x− j1
0 k1 − 1λNk2 N − k1
1 2
N − 1
t = 1
t = 2
x− j1
0 k1 − 1 λNk2 − 1 N − k1
1 2 3
N − 1
t = 1
t = 2
x− j1
0 k1 − 1 λNk2N − k1
1 2
N − 1
Figure 1.3: Pivotal scenarios in t = 1 for condition (1.4), (1.5), and (1.6).
Let us treat the case where λNk2 ∈

N − k1 + 1, . . . ,N
	
first, which corresponds to condition
(1.5). In this case, the decision of juror k2 in period 2 is not predetermined if the vote
takes place. That is, the k2 could decide for either A or C in t = 2 depending on x1 ∈
k1, . . . ,N − k1
	
that leads to a second vote. Consider some juror j ∈ N and suppose that the
other jurors vote according to (σ,µ) , i.e., informatively in the first and sincerely in the sec-
ond period. When the first vote can already have consequences, 2 more scenarios arise in
which jurors are pivotal compared to a straw poll. Denote by x− j the number of (informative)
C votes of jury N except juror j. There are now three pivotal scenarios for j who faces the
following trade-offs.
1. x− j = k1 − 1: If j votes C , the decision is delayed and d2 = A at additional costs c. If j
votes A the defendant is acquitted immediately.
2. x− j = λNk2 − 1: If j votes C , the decision is delayed and d2 = C at additional costs c. If j
votes A, the decision is delayed and d2 = A at additional costs c.
3. x− j = N − k1: If j votes C , the defendant is convicted immediately. If j votes A the deci-
sion is delayed and d2 = C at additional costs c.
See Figure ?? for a graphical representation. Scenario 2 corresponds to the unique pivotal
scenario each juror faces in a straw poll and this trade-off is solved in favor of voting C if and
only if condition (1.3) is satisfied, i.e., j has the same conviction threshold as k2. In Scenario
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1, regardless of j’s vote, the jury will decide in favor of A in the second period. By voting A in
the first period, however, j can cause this decision earlier and thus save costs of time. Voting
A is strictly better in Scenario 1. An analogous argument holds in Scenario 3. Here, the jury’s
decision will be C regardless of j’s vote in the first period, which he can implement earlier by
voting C . Therefore, voting C is strictly better in Scenario 3.
Now, whereas the likelihood of Scenario 2 is untouched, it is more likely for j that Scenario
1 occurs than Scenario 3 if he receives an i-signal, and Scenario 3 appears more likely if he
receives a g-signal¹⁰. In expectation, voting A becomes more attractive after j observes an
i-signal and voting C gains attraction otherwise. As these effects add up, the incentives for
informative voting improve. Moreover, the intervals in which preferences q j of all j ∈ N have
to be located to vote informatively expand linearly in c with factors α(·) and γ(·) represent-
ing the weighted cost saving effect due to Scenario 1 and 3. As a result incentives are pro-
vided,even for heterogeneous juries, to aggregate information truthfully in the first vote for
any c > 0.
Complementing this, condition (1.4) and (1.6) cover the cases in which the pivotal juror’s
decision in the second period is always C , or A respectively, if reached. In these cases there
are only two pivotal scenarios. If the second vote results always in C , then both decisions
about an earlier agreement and about the jury’s final decision coincide so that both Scenario
1 and 2 occur together if k1 − 1 of the remaining jury votes C in the first period. Conversely,
if the pivotal jurors always votes A in the second period, Scenarios 2 and 3 occur together by
an analogous argument. See Figures ?? and 1.3 for a graphical representations. Besides that,
the argument is similar as for the first case; if the first vote is potentially consequential, the
opportunity to save costs of time improve any juries incentives to vote informatively in the
first period.
The improvement of juror’s incentives to vote informatively depends on the ability to avoid
costs of time without changing the jury’s final verdict. In order to achieve this effect, it is es-
sential to make the first period vote potentially consequential and to allow for the presence
of costs of time. Its strength mirrors in the three conditions of Proposition 1.1 and depends
on the positive factors α(·) and γ(·) as well as on the costs parameter c. As an immediate
consequence from Proposition 1.1 we can observe that juries of arbitrary heterogeneity vote
informatively in equilibrium if costs of time are high enough.¹¹.
¹⁰ For this argument we only need that the number of votes of the other jurors to trigger Scenario 1 is smaller
than N /2, and for Scenario 3 larger than N /2 respectively. This is assured by assuming symmetry in kt <
N /2. Symmetry, however, is not necessary but simplifies the analysis dramatically.
¹¹ Note as well that informative voting is trivially equilibrium behavior in any circumstances if p approaches
1. As signals are (almost) perfect, information disparity vanishes and jurors vote according to their (almost)
perfect signal.
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1.4 Welfare
In the previous chapter we showed that making the first vote consequential provides incen-
tives for heterogeneous juries to reveal their information. We are now concerned with the
effect of this change on the jury’s welfare. We begin by providing a short numerical example
to stress the extent by which requirements on the juries’ heterogeneity are relaxed due to
potential early agreement before going on to discuss resulting welfare effects.
1.4.1 Inferiority of Straw Polls
The potential for early agreement allows jurors to avoid the costly second vote whenever
agreement among them is broad enough. Although this new possibility drives the improve-
ment of incentives for informative voting, it is not immediately clear that jurors are better-off
compared to a non-binding straw poll. In the latter setup the conviction threshold of the piv-
otal juror in the second vote pins down the unique pivotal scenario for all jurors. This is not
necessarily the case anymore if k1 > 0 is chosen relatively large. Either (1.4) or (1.6) pre-
scribe the conditions for an informative equilibrium in this case. Both have the common fea-
ture that the minimal number of C votes required in the first period to finally convict the
defendant is pinned down by the threshold for early agreement, k1, and not by the jurors
conviction thresholds. If both are too far apart, some relatively extreme homogeneous juries
do not vote informatively in the first period any longer. In a straw poll, however, information
is fully aggregated and the optimal decision from each jurors point of view is implemented.
If saved costs are not enough to make up for this loss these juries are in fact worse off with
k1 > 0.
Example 1.1. As an example for such a case consider a homogeneous jury of N = 20 jurors with
a common conviction threshold of λ= 1. This jury votes informatively in a non-binding straw
poll but might not if early agreement is possible with k1 = 5. As λ < k1, the jury will convict the
defendant whenever the second vote happens. A juror who is pivotal in the first period when 4
out of the other 19 jurors vote C informatively prefers to vote C instead of A, even if he receives
an i-signal. Voting A in this situation saves costs but leads to an undesirable acquittal because
λ < 4= k1 − 1. The incentives to save costs had to be unreasonably large in order to justify voting
A after receiving an i-signal.
There is, however, always a voting rule for the first period that overcomes this issue such that
a consequential first period vote does not alter a homogeneous jury’s behavior in equilibrium.
As a result, each such jury is strictly better off when it can avoid costs of time. Moreover, we
can extend this insight to some heterogeneous juries. We show that the outcome of an infor-
mative equilibrium in setups with a consequential first period vote outperforms the upper
bound of any equilibrium in straw poll setups for those juries.
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Proposition 1.2. Fix some k2 and consider a jury N with bounded heterogeneity. For some k1 >
0, every juror j ∈ N is strictly better off in the equilibrium constituted by (σ,µ) than in any
equilibrium of any setup with a straw poll (k1 = 0) in the first period.
We proceed in four steps. First, we show that any jury that votes informatively in a straw
poll in equilibrium does the same for some decision rule k1 > 0 in the first period. This is
ensured if k1 is chosen small enough. Second, we argue that these homogeneous juries are
strictly better off under k1 > 0. For small values of k1, the jury’s decision does not change
compared to a straw poll but for some realizations of signals, it is made earlier. As this saves
costs, jurors are better off in expectation. In the third step, we establish an upper bound on
the jurors’ utilities from a setup with a straw poll in the first period. In fact, the best jurors
can achieve from a straw poll setup is their preferred decision in the second vote under full
information. This, however, is the outcome of (σ,µ) for homogeneous juries. Finally, we
demonstrate that there are indeed some heterogeneous juries, that can improve upon this
benchmark for some k1 > 0. Unlike in the case of homogeneous juries, the final decision is
not optimal for all jurors in this case. Nevertheless, these inefficiencies are compensated by
saved costs in expectation, if their level of heterogeneity is not too high.
Note that the extent of heterogeneity that is compatible with this pareto improvement
depends on the cost saving effect which is identical to each juror. A higher value of c strictly
improves welfare for any k1 > 0. Hence, a stronger costs saving effect can compensate higher
inefficiencies from imperfect decisions caused by higher levels of heterogeneity. Additionally,
note that the welfare criterion used is very strict. We require juries to improve upon the
upper bound of each juror from a straw poll. In considering weaker welfare measures, more
heterogeneous juries could improve upon straw poll setups as well.
A non-binding straw poll in the first vote fails to provide the right incentives for hetero-
geneous juries to reveal their information truthfully, as Coughlan (2000) pointed out. We
showed in the previous chapter that this can be accomplished if the first period vote can have
consequences. Now, we establish that straw polls not only hurt incentives for information ag-
gregation in a two-period voting setup but also lower the jurors expected utility compared to
setups in which juries can already make a decision in the first period. In fact, homogeneous
juries that reveal their information truthfully in a straw poll in equilibrium are strictly bet-
ter off if the first vote allows for an earlier decision. One can conclude that straw polls rarely
achieve information aggregation and if they do, a setup with opportunities for earlier agree-
ment performs strictly better.
1.4.2 Designer’s Choice of k1 > 0
As a final step we consider a designer who can change the voting rule from a straw poll in the
first vote to k1 > 0. In many situations there are legal requirements or regulations on the ma-
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jority that are needed for a decision which a designer cannot influence. We account for that
by treating k2, the majority rule of the final vote, as given and consider k1 < k2. If a decision
is made early, the majority in favor is at least as large as legally required. In the following, we
discuss which threshold for agreement the designer should set when the jury’s preferences
are known or unknown to her.
Let us consider the latter case first, where either the designer does not know the jurors’ pref-
erences or she has to commit to a decision rule for the first vote before the jury members
are announced. In this case, the designer cannot observe the exact value of c either, which is
part of the jurors’ preferences. However, it is known that some costs c > 0 are present. For the
reasons discussed previously, allowing for a decision in the first period increases the jurors
welfare but if k1 is chosen too high some relative extreme homogeneous juries are worse off.
The following result follows immediately from Proposition 1.2.
Proposition 1.3. Suppose the designer cannot observe the jurors preferences. She can increase
the welfare of any jury that votes informatively in a straw poll by setting k1 = 1.
As discussed, a straw poll accomplishes information aggregation only if the jury is homoge-
neous. For this case however, there is no disagreement among the jurors if all receive the
same signal. Hence, implementing the unanimous decision earlier makes every juror better
off and does not alter the jurors voting behavior. If the designer chose a k1 > 1 there is are
homogeneous juries (with extreme preferences) that would have revealed their information
in a straw poll and subsequently made a decision unanimously but do not vote informatively
anymore in the first vote which can already implement a decision. If their costs c, which are
unknown to the designer, are small then these juries are worse off.
Now suppose that the designer knows the jurors’ preferences and can adjust the voting rule in
the first period to increase their welfare accordingly. In order to do so she considers all k1 > 0
that induce informative voting in the first period for this jury and we call the set of all such
valuesK N1 . In the next step we isolate a subset ofK N1 , which we call fK N1 . For any k1 ∈ fK N1 ,
the jury votes informatively in t = 1 and it’s welfare is strictly higher compared to the upper
bound of setups with a straw poll in the first round. Let us assume that the jury’s heterogene-
ity is bounded from above such that fK N1 is non-empty. From Proposition 1.2, we know that
this in indeed the case for small degree of heterogeneity. Finally, we provide conditions to
identify a k1 ∈ fK N1 which maximizes the jury’s welfare.
Proposition 1.4. Suppose the designer can observe the jurors preferences whose degree of het-
erogeneity is bounded from above. Then, the optimal k1 for which (σ,µ) is an equilibrium is
given as follows:
1. If λNk2 ∈

k1, . . . ,N − k1 + 1
	
, set
k1 = max fK N1 .
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2. If λNk2 <
N
2 and
¦
k1 | λNk2 < k1
© ⊆ fK N1 , set
k1 = max
¦
k1 ∈ fK N1 | q1 ≥ β(k1 − 1,N) − 2c ∨ λNk2 ∈ k1, . . . ,N − k1 + 1	©
3. If λNk2 >
N
2 and
¦
k1 | λNk2 > N − k1 + 1
© ⊆ fK N1 , set
k1 = max
¦
k1 ∈ fK N1 | qN ≤ β (N − (k1 − 1) ,N) + 2c ∨ λNk2 ∈ k1, . . . ,N − k1 + 1	©
Intuitively, whenever the choice from all candidates k1 ∈ fK N1 does not influence the final de-
cision, then increasing k1 as high as possible saves the most costs and, hence, is optimal to
choose. If an additional increase in k1 impacts the jury’s decision, the designer must trade off
the saved costs against the repercussions from interfering with the decision. The conditions
above reflect this trade-off: The designer wants to choose a high k1 ∈ fK N1 in order to decrease
expected costs for the jurors but not impact the jury’s decision to an extend that outweighs
the saved costs.
1.5 ConcludingRemarks
This paper contributes to the literature on two period committee voting by additionally con-
sidering costs of time. We show that it is beneficial to grant an option for early agreement
to the jurors as opposed to letting them engage in a straw poll first. Unlike in the straw poll
setup of Coughlan (2000), even heterogeneous juries aggregate their information perfectly
in the first vote once if it can already have consequences. Moreover, not only every homoge-
neous jury but also some heterogeneous juries are strictly better off in terms of expected util-
ity when the jurors can make the decision earlier. We demonstrated how the ability to save
costs of time positively influences the jurors incentives to aggregate information. Finally, we
showed how a designer can profit from our insights when she can set the voting rule for the
first period based on her information on the jurors’ preferences.
The results are derived in a simple framework. There are numerous possible ways of identify-
ing robustness of the effects on incentives for information aggregation from making the first
vote consequential. Naturally, introducing a more sophisticated information structure or un-
certainty about other players’ types immediately come to mind. Moreover, the discussion on
the designer’s optimal choice gives rise to the consideration of endogenous costs. Higher costs
increase incentives to vote informatively in setups which allow for agreement early. However,
they negatively impact the jurors welfare. Even now the simple framework from this paper
allows us to identify interesting effects that arise from introducing consequences in the first
vote already.
This considerations can lead to interesting policy implications. We show that straw polls are
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not only dilatory, the reason why Robert III. et al. (2000) judged them “meaningless”, but can
also be easily outperformed in the ability to aggregate information if they can have conse-
quences.
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1.A Appendix
Proof of Proposition 1.1
We proceed by backward induction.
t = 2 : Suppose jurors vote informatively in t = 1 and x1 is the revealed number of C-votes
from that period. Consistent with informative voting, any j ∈ N believes with probability 1
that x1 represents the amount of g-signals among the jurors. Accordingly, all j ∈ N update
their beliefs with Bayes’ rule about the state of the world being G consistently to β(x1,N) for
all j ∈ N , and for any signal s j. Given the other jurors vote sincerely, j conditions his vote on
being pivotal and votes C if and only if
− (1 − β(x1,N))q j ≥ −β(x1,N)
 
1 − q j

⇔ q j ≤ β(x1,N).
That is, j votes sincerely in t = 2.
t = 1 : The received signal determines the jurors’ prior beliefs. Any j ∈ N attaches probabil-
ity p to the state being G whenever s j = g, and 1− p otherwise. The jurors anticipate the
outcome of the vote in t = 2, if it is reached, for any realization of x1. There are three cases
to distinguish.
1. Suppose λNk2 ∈

1, . . . , k1
	
. In this case d2 = C because λNk2 ≤ k1. Denote by eσ =
σ− j,
eσ1j ,σ2j  the jury’s strategy profile where all jurors vote sincerely in t = 2, and in
t = 1 all but j vote informatively and j deviates to vote contrarily to his received signal,
i.e., A, if s j = g and C , if s j = i. We compute j’s expected utilities in t = 1 from voting
informatively, that is sticking toσ, as well as from deviating to eσ, that is providing mis-
information.
EU j

σ | µ, s j = g

=
k1−2∑
x=0

N − 1
x

(1 − p)N−x−1px+1  −(1 − q j) + N−k1−1∑
x=k1−1

N − 1
x

(1 − p)N−x−1px+1(−c)
+
N−k1−1∑
x=k1−1

N − 1
x

(1 − p)x+1pN−x−1(−c − q j) +
N−1∑
x=N−k1

N − 1
x

(1 − p)x−1pN−x+1(−q j).
EU j
eσ | µ, s j = g = k1−1∑
x=0

N − 1
x

(1 − p)N−x−1px+1  −(1 − q j) + N−k1∑
x=k1

N − 1
x

(1 − p)N−x−1px+1(−c)
+
N−k1∑
x=k1

N − 1
x

(1 − p)x+1pN−x−1  −c − q j + N−1∑
x=N−k1+1

N − 1
x

(1 − p)x+1pN−x−1(−q j).
Juror j prefers to vote informatively after receiving a g-signal if and only if
EU j

σ | µ, s j = g
 − EU j eσ | µ, s j = g ≥ 0.
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This condition is equivalent to
(1 − p)N−k1pk1(−c) + (1 − p)k1pN−k1(−c − q j) + (1 − p)N−k1+1pk1−1(−q j)
≥(1 − p)N−k1pk1  −(1 − q j) + (1 − p)k1−1pN−k1+1(−c) + (1 − p)N−k1+1pk1−1(−c − q j)
(1.7)
⇔(1 − p)k1pN−k1q j − (1 − p)N−k1pk1(1 − q j) ≤ c(2p − 1)

(1 − p)k1−1pN−k1 − (1 − p)N−k1pk1−1
(1.8)
However, (1.8) is an equivalent reformulation of q j ≤ β(k1,N)+ c · γ(k1 − 1). As a re-
sult, all jurors vote informatively after receiving a g-signal if and only if q j ≤ β(k1,N)+
c · γ(k1 − 1) for any j ∈ N .
Analogously, given the other jurors vote informatively, a juror who receives an i-signal
has the following expected utilities:
EU j

σ | µ, s j = i

=
k1−2∑
x=0

N − 1
x

(1 − p)N−x px  −(1 − q j) + N−k1−1∑
x=k1−1

N − 1
x

(1 − p)N−x px(−c)
+
N−k1−1∑
x=k1−1

N − 1
x

(1 − p)x pN−x(−c − q j) +
N−1∑
x=N−k1

N − 1
x

(1 − p)x pN−x(−q j)
EU j
eσ | µ, s j = i = k1−1∑
x=0

N − 1
x

(1 − p)N−x px  −(1 − q j) + N−k1∑
x=k1

N − 1
x

(1 − p)N−x px(−c)
+
N−k1∑
x=k1

N − 1
x

(1 − p)x pN−x  −c − q j + N−1∑
x=N−k1+1

N − 1
x

(1 − p)x pN−x(−q j)
Analogously to the above case, q j ≤ β(k1,N)+ c · γ(k1 − 1) is equivalent to
EU j

σ | µ, s j = i
 − EU j eσ | µ, s j = i ≥ 0
for all j ∈ N . Thus, jurors vote informatively after receiving an i-signal if and only if
q j ≤ β(k1,N)+ c · γ(k1 − 1) for all j ∈ N .
2. Suppose λNk2 ∈

k1 + 1, . . . ,N − k1
	
. This implies d2 = C if x1 ≥ λNk2 , and d2 = A other-
wise. Juror j’s expected utilities are computed as follows in this case:
EU j

σ | µ, s j = g

=
k1−2∑
x=0

N − 1
x

(1 − p)N−x−1px+1  −(1 − q j) + λ
N
k2
−2∑
x=k1−1

N − 1
x

(1 − p)N−x−1px+1  −(1 − q j) − c
+
N−k1−1∑
x=λNk2
−1

N − 1
x

(1 − p)N−x−1px+1(−c) +
λNk2
−2∑
x=k1−1

N − 1
x

(1 − p)x+1pN−x−1(−c)
+
N−k1−1∑
x=λNk2
−1

N − 1
x

(1 − p)x+1pN−x−1(−q j − c) +
N−1∑
x=N−k1

N − 1
x

(1 − p)x+1pN−x−1(−q j)
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EU j
eσ | µ, s j = g = k1−1∑
x=0

N − 1
x

(1 − p)N−x−1px+1  −(1 − q j) + λ
N
k2
−1∑
x=k1

N − 1
x

(1 − p)N−x−1px+1  −(1 − q j) − c
+
N−k1∑
x=λNk2

N − 1
x

(1 − p)N−x−1px+1(−c) +
λNk2
−1∑
x=k1

N − 1
x

(1 − p)x+1pN−x−1(−c)
+
N−k1∑
x=λNk2

N − 1
x

(1 − p)x+1pN−x−1(−q j − c) +
N−1∑
x=N−k1+1

N − 1
x

(1 − p)x+1pN−x−1(−q j)
As before, we reformulate q j ≤ β(λNk2 ,N)+ c · γ(λNk2) to the equivalent expression
N − 1
k1 − 1

(1 − p)N−k1pk1(−c) +

N − 1
k1 − 1

(1 − p)k1pN−k1(−c) +

N − 1
λNk2
− 1

(1 − p)λNk2 pN−λNk2 (−q j)
≥

N − 1
λNk2
− 1

(1 − p)N−λNk2 pλNk2  −(1 − q j) +  N − 1N − k1

(1 − p)k1−1pN−k1+1(−c)
+

N − 1
N − k1

(1 − p)N−k1+1pk1−1(−c), (1.9)
which in turn is equivalent to
EU j

σ | µ, s j = g
 − EU j eσ | µ, s j = g ≥ 0.
Therefore, no juror has a profitable deviation from strategy profile σ after receiving a
g-signal if and only if q j ≤ β(λNk2 ,N)+ c · γ(λNk2) for all j ∈ N .
Analogously, a juror who receives an i-signal has the following expected utilities:
EU j

σ | µ, s j = i

=
k1−2∑
x=0

N − 1
x

(1 − p)N−x px  −(1 − q j) + λNk2−2∑
x=k1−1

N − 1
x

(1 − p)N−x px  −(1 − q j) − c
+
N−k1−1∑
x=λNk2−1

N − 1
x

(1 − p)N−x px(−c) +
λNk2
−2∑
x=k1−1

N − 1
x

(1 − p)x pN−x(−c)
+
N−k1−1∑
x=λNk2−1

N − 1
x

(1 − p)x pN−x(−q j − c) +
N−1∑
x=N−k1

N − 1
x

(1 − p)x pN−x(−q j)
EU j
eσ | µ, s j = i = k1−1∑
x=0

N − 1
x

(1 − p)N−x px  −(1 − q j) + λNk2−1∑
x=k1

N − 1
x

(1 − p)N−x px  −(1 − q j) − c
+
N−k1∑
x=λNk2

N − 1
x

(1 − p)N−x px(−c) +
λNk2
−1∑
x=k1

N − 1
x

(1 − p)x pN−x(−c)
+
N−k1∑
x=λNk2

N − 1
x

(1 − p)x pN−x(−q j − c) +
N−1∑
x=N−k1+1

N − 1
x

(1 − p)x pN−x(−q j)
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We reformulate β(λNk2 − 1,N)− c ·α(λNk2 − 1)≤ q j equivalently to
N − 1
k1 − 1

(1 − p)N−k1+1pk1−1(−c) +

N − 1
k1 − 1

(1 − p)k1−1pN−k1+1(−c)
+

N − 1
λNk2 − 1

(1 − p)λNk2−1pN−λNk2+1(−q j)
≤

N − 1
λNk2 − 1

(1 − p)N−λNk2+1pλNk2−1  −(1 − q j) +  N − 1N − k1

(1 − p)k1pN−k1(−c)
+

N − 1
N − k1

(1 − p)N−k1pk1(−c) (1.10)
which is in turn equivalent to
EU j

σ | µ, s j = i
 − EU j eσ | µ, s j = i ≥ 0.
We can now follow that all jurors prefer to vote informatively in the first period after
receiving an i-signal if and only if β(λNk2 − 1,N)− c ·α(λNk2 − 1)≤ q j for all j ∈ N .
3. Suppose λNk2 ∈

N − k1, . . . ,N
	
. That implies d2 = Abecause λNk2 ≥ N − k1 + 1. We com-
pute j’s expected utilities from playing the equilibrium strategy σ and the previously
defined deviation eσ as follows:
EU j

σ | µ, s j = g

=
k1−2∑
x=0

N − 1
x

(1 − p)N−x−1px+1(−(1 − q j)) +
N−k1−1∑
x=k1−1

N − 1
x

(1 − p)N−x−1px+1  −(1 − q j) − c
+
N−k1−1∑
x=k1−1

N − 1
x

(1 − p)x+1pN−x−1 (−c) +
N−1∑
x=N−k1

N − 1
x

(1 − p)x+1pN−x−1  −q j
EU j
eσ | µ, s j = g = k1−1∑
x=0

N − 1
x

(1 − p)N−x−1px+1(−(1 − q j)) +
N−k1∑
x=k1

N − 1
x

(1 − p)N−x−1px+1  −(1 − q j) − c
+
N−k1∑
x=k1

N − 1
x

(1 − p)x+1pN−x−1(−c) +
N−1∑
x=N−k1+1

N − 1
x

(1 − p)x+1pN−x−1(−q j)
Reformulating q j ≤ β(N − k1 + 1,N)+ c ·α(k1 − 1) yields
(1 − p)N−k1pk1  −(1 − q j) − c + (1 − p)k1pN−k1(−c) + (1 − p)N−k1+1pk1−1(−q j)
≥(1 − p)N−k1pk1  −(1 − q j) + (1 − p)k1−1pN−k1+1  −(1 − q j) − c + (1 − p)N−k1+1pk1−1(−c)
(1.11)
Analogously to the previous cases, (1.11) is equivalent to
EU j

σ | µ, s j = g
 − EU j eσ | µ, s j = g ≥ 0.
Therefore, all jurors vote informatively after receiving a g-signal if and only if q j ≤
β(N − k1 + 1,N)+ c ·α(k1 − 1) for all j ∈ N .
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Analogously, we compute expected utilities for the case where s j = i.
EU j

σ | µ, s j = i

=
k1−2∑
x=0

N − 1
x

(1 − p)N−x px(−(1 − q j)) +
N−k1−1∑
x=k1−1

N − 1
x

(1 − p)N−x px  −(1 − q j) − c
+
N−k1−1∑
x=k1−1

N − 1
x

(1 − p)x pN−x (−c) +
N−1∑
x=N−k1

N − 1
x

(1 − p)x pN−x  −q j
EU j
eσ | µ, s j = i = k1−1∑
x=0

N − 1
x

(1 − p)N−x px(−(1 − q j)) +
N−k1∑
x=k1

N − 1
x

(1 − p)N−x px  −(1 − q j) − c
+
N−k1∑
x=k1

N − 1
x

(1 − p)x pN−x(−c) +
N−1∑
x=N−k1+1

N − 1
x

(1 − p)x pN−x(−q j)
From q j ≥ β(N − k1,N)− c · γ(k1 − 1) we derive the equivalent formulation
(1 − p)N−k1+1pk1−1  −(1 − q j) − c + (1 − p)k1−1pN−k1+1(−c) + (1 − p)N−k1pk1  −q j
≤(1 − p)N−k1+1pk1−1(−(1 − q j)) + (1 − p)k1pN−k1
 −(1 − q j) − c + (1 − p)N−k1pk1(−c)
(1.12)
Again, (1.12) is equivalent to q j ≥ β(N − k1,N)− c · γ(k1 − 1). As
EU j

σ | µ, s j = i
 − EU j eσ | µ, s j = i ≥ 0
is equivalent to (1.12) in turn, jurors vote informatively after receiving an i-signal if
and only if q j ≥ β(N − k1,N)− c · γ(k1 − 1) for all j ∈ N .
Summing up, (1.4) - (1.6) characterize sufficient and necessary conditions for the profile 
σ j,µ j
N
j=1to constitute an equilibrium.
Proof of Proposition 1.2
Fix some k2 for each of the following steps.
Step 1: Any jury that votes informatively in a straw poll in equilibrium does so as well in a setup
with some k1 > 0.
Consider k1 = 1.
We show that if jury N votes informatively in t = 1 in equilibrium under k1 = 0 then it votes
informatively in t = 1 in equilibrium as well for k1 = 1.
If jury N votes informatively under k1 = 0 their preferences have a minimal diversity of 0.
That is, for some λ ∈ {1, . . . ,N},
β(λ − 1,N) ≤ q j ≤ β(λ,N) ∀ j ∈ N . (1.13)
Depending on λ there are three cases to consider:
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(i) λ ∈ {2, . . . ,N − 1}: For k1 = 1, (σ,µ) constitutes an equilibrium if condition (1.5)
holds. This is implied by (1.13).
(ii) λ= 1: We know that
β(0,N) − c · α(0) ≤ q j ∀ j ∈ N , (1.14)
by Assumption 1.1. Moreover, from (1.13) we know
q j ≤ β(1,N) ≤ β(1,N) + c · γ(1) ∀ j ∈ N . (1.15)
The bounds (1.14) and (1.15) coincide with those from (1.4) which establish informa-
tive voting in equilibrium in t = 1 for jury N .
(iii) λ= N : Analogously to (b), we establish the bounds from (1.6). By Assumption 1.1 we
have
q j ≤ β(N ,N) ≤ β(N ,N) + c · α(0) ∀ j ∈ N , (1.16)
and (1.13) yields the lower bound
β(N − 1,N) − c · γ(1) ≤ q j ∀ j ∈ N . (1.17)
By combining bothwe establish condition (1.6) for all j ∈ N so that voting informatively
in t = 1 is an equilibrium behavior.
Step 2: Any juror of a jury that votes informatively in a straw poll in equilibrium is strictly better
off in the equilibrium constituted by (σ,µ) with some k1 > 0.
We compare the jurors’ ex-ante expected utilities from a non-binding straw poll (k1 = 0) and
a potentially consequential first period vote with k1 = 1. Note that in both cases the same ju-
ror k2 is pivotal in the second vote. Also by Assumption 1.1, λk2 /∈ {0,N + 1}. For any λk2 , the
final decision is the same for both k1 = 0 and k1 = 1. But in some cases, namely if all jurors
receive the same signal, the process in terminated is the first period already under k1 = 1,
whereas jurors have to vote again after a straw poll at additional costs c. Therefore, any juror
of that homogeneous jury is better off in the equilibrium (σ,µ) with k1 = 1 than in a straw
poll setup.
Step 3: With a straw poll in the first period, no juror can get higher expected utility than in the
equilibrium with an informative straw poll, i.e., (σ,µ) with k1 = 0.
Informative voting in a straw poll requires a homogeneous jury, where every juror has the
same conviction threshold. In equilibrium, jurors reveal their information truthfully and
agree on a decision under full information unanimously, because the decision is optimal for
each (homogeneous) juror. There are no other sources that impact utilities, in particular ju-
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rors cannot agree earlier and save costs. A setup that ensures jurors always the optimal de-
cision from their points of view given full information can not be improved upon. Therefore,
the jurors’ utility levels in this equilibrium will serve in the following as an upper bound on
the jurors’ expected utilities in any equilibrium in a straw poll setup.
This upper bound on jurors’ expected utilities for any equilibrium of setups with straw polls
is given for each j ∈ N by
λNj −1∑
x=0

N
x

(1 − p)N−xpx  −  1 − q j + N∑
x=λNj

N
x

(1 − p)xpN−x  −q j − 2c. (1.18)
Step 4: Even some heterogeneous juries are strictly better off in the informative equilibrium of a
voting setup that admits agreement in the first period than in any equilibrium of a straw poll
setup.
Note that his statement is true for homogeneous juries by Step 2 and 3.
Now consider a heterogeneous jury which satisfies one of the conditions of Proposition 1.1
for k1 = 1, so that the jurors vote informatively in the first period. The pivotal juror in the
second vote is k2 and the other jurors’ conviction thresholds differ from λ
N
k2
at most by 1. We
show that any juror’s expected utility is strictly higher in the informative equilibrium under
k1 = 1 than the upper bound (1.18) established in Step 3.
(i) λNj = λ
N
k2
: In equilibrium, j’s preferred decision given full information is always imple-
mented by juror k2 and in some cases he saves costs of time. This is strictly better than
the upper bound of any equilibrium in a straw poll setup.
(ii) λNj = λ
N
k2
− 1: For a simpler notation we set λNk2 ≡ λ and consider jurors with prefer-
ences q j such that
q j > β (λ − 1,N) − c · min

α (λ − 1) , 2

N
λ − 1
−1 (1 − p)N + pN
(1 − p)N−λ+1pλ−1 + (1 − p)λ−1pN−λ+1

,
where α (λ− 1) is defined as in Proposition 1.1 for k1 = 1. Note that these jurors vote
informatively in equilibrium in the first vote. We compare the expected utility in the in-
formative equilibriumwith k1 = 1 to the upper bound of any straw poll setup (1.18), in
which every juror votes twice but his preferred decision given full information is made
in the second vote for sure. When early agreement is possible, jurors might save costs
of time but the jury’s decision is sub optimal for jurors with λ j < λ
N
k2
if the number of
g-signals among all jurors is between λ j and λ
N
k2
.
The net effect on expected utilities from early agreement of the gain by cost saving and
the loss by a sub optimal decision is positive for jurors with preferences as specified
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above, because
2c · (1 − p)N + pN +  N
λ − 1

(1 − p)N−λ+1pλ−1(−(1 − q j)) − (1 − p)λ−1pN−λ+1(−q j)

> 0
⇔ q j > β (λ − 1,N) − 2c ·

N
λ − 1
−1 (1 − p)N + pN
(1 − p)N−λ+1pλ−1 + (1 − p)λ−1pN−λ+1 .
(iii) λNj = λ
N
k2
+ 1: Consider jurors with preferences q j such that
q j < β (λ,N) + c · min

γ (λ) , 2

N
λ
−1 (1 − p)N + pN
(1 − p)N−λpλ + (1 − p)λpN−λ

,
where γ (λ) is defined as in Proposition 1.1 for k1 = 1. Analogously to the previous case,
the net effect on expected utilities from early agreement of the gain by cost saving and
the loss by a sub optimal decision is positive for these jurors, because
2c · (1 − p)N + pN + N
λ

(1 − p)λpN−λ(−q j) − (1 − p)N−λpλ(−(1 − q j))

> 0
⇔ q j < β (λ,N) − 2c ·

N
λ
−1 (1 − p)N + pN
(1 − p)N−λpλ + (1 − p)λpN−λ .
Proof of Proposition 1.3
We know from the proof Proposition 1.2 that juries which vote informatively with k1 = 1 are
strictly better off than with a straw poll in the first period. In addition, any higher value of
k1 does not provide incentives to vote informatively to any homogeneous jury, like a straw
poll would. Suppose the designer sets k1 = 2 and consider a homogeneous jury with common
conviction threshold of λNj = 1 for all j ∈ N , i.e.,
β(0,N) ≤ q j ≤ β(1,N) ∀ j ∈ N .
By (1.4), jurors vote informatively in the first vote with k1 = 2 if and only if
β(1,N) − c · α(1) ≤ q j ≤ β(2,N) + c · γ(2) ∀ j ∈ N .
As c is unknown to the designer, she cannot rule out that
q j ∈ [β(0,N),β(1,N) − c) ,
in which case this jury is worse off compared to a straw poll. This argument holds for any
higher k1 > 0 as well.
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Proof of Proposition 1.4
We proceed in three steps.
Step 1: Definition ofK N1 .
Denote byK N1 the set of all k1 < N /2 for which jury N votes informatively in the first vote.
Definition 1.3. k1 ∈K N1 if and only if for all j ∈ N , q j satisfies one of the conditions (1.4), (1.5)
or (1.6) of Proposition 1.1 for k1.
The setK N1 is non-empty if the jury’s heterogeneity is bounded from above by an according
value which is assumed.
Step 2: Definition of fK N1 .
Denote by fK N1 the set of all k1 ∈K N1 which make all jurors j ∈ N (weakly) better off com-
pared to the best equilibrium outcome of a straw poll in the first period. Recall from the proof
of Proposition 1.2, the best equilibrium for any juror in a setup with a straw poll is that of a
homogeneous jury, where information is aggregated in the straw poll and every jury agrees
to the jury’s decision in t = 2. The expected utility in that equilibrium for any j ∈ N is given
by (1.18).
The expected utility of any j ∈ N from (σ,µ) and k1 > 0 depends on the relative position of
k1 and λ
N
k2
. We have to distinguish three cases.
(i) For λNk2 < k1, j’s expected utility from (σ,µ) is given by
k1−1∑
x=0

N
x

(1 − p)N−xpx  −  1 − q j + N∑
x=k−1

N
x

(1 − p)xpN−x  −q j
−
 
1 +
N−k1∑
x=k1

N
x
 
(1 − p)N−xpx + (1 − p)xpN−x! c. (1.19)
(ii) For λNk2 ∈

k1, . . . ,N − k1
	
, j’s expected utility from (σ,µ) is given by
λNk2
−1∑
x=0

N
x

(1 − p)N−xpx  −  1 − q j + N∑
x=λNk2

N
x

(1 − p)xpN−x  −q j
−
 
1 +
N−k1∑
x=k1

N
x
 
(1 − p)N−xpx + (1 − p)xpN−x! c. (1.20)
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(iii) For λNk2 > N − k1, j’s expected utility from (σ,µ) is given by
N−k1∑
x=0

N
x

(1 − p)N−xpx  −  1 − q j + N∑
x=N−k+1

N
x

(1 − p)xpN−x  −q j
−
 
1 +
N−k1∑
x=k1

N
x
 
(1 − p)N−xpx + (1 − p)xpN−x! c. (1.21)
We can now derive conditions for which the equilibrium (σ,µ)with k1 > 0 is (weakly) better
for any j ∈ N than the best equilibrium with a straw poll.
(i) For λNk2 < k1, (1.19)≥ (1.18) for all j ∈ N if and only if
q j ≥
∑k1−1
x=λNj
 N
x

(1 − p)N−x px∑k1−1
x=λNj
 N
x

((1 − p)N−x px + (1 − p)x pN−x) − 2c ·
∑k1−1
x=0
 N
x
  
(1 − p)N−x px + (1 − p)x pN−x∑k1−1
x=λNj
 N
x

((1 − p)N−x px + (1 − p)x pN−x)
∀ j ∈ N . (1.22)
(ii) For λNk2 ∈

k1, . . . ,N − k1
	
, (1.20)≥ (1.18) for all j ∈ N if and only if
q j ≥
∑λNk2−1
x=λNj
 N
x

(1 − p)N−x px∑λNk2−1
x=λNj
 N
x

((1 − p)N−x px + (1 − p)x pN−x)
− 2c ·
∑k1−1
x=0
 N
x
  
(1 − p)N−x px + (1 − p)x pN−x∑λNk2−1
x=λNj
 N
x

((1 − p)N−x px + (1 − p)x pN−x)
,
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for j ∈ N with λNj < λNk2 , and
q j ≤
∑λNj −1
λNk2
 N
x

(1 − p)N−x px∑λNj −1
λNk2
 N
x

((1 − p)N−x px + (1 − p)x pN−x)
+ 2c ·
∑N
x=N+k1+1
 N
x
  
(1 − p)N−x px + (1 − p)x pN−x∑λNj −1
λNk2
 N
x

((1 − p)N−x px + (1 − p)x pN−x)
,
(1.24)
for j ∈ N with λNj > λNk2 .
(iii) For λNk2 > N − k1, (1.21)≥ (1.18) for all j ∈ N if and only if
q j ≤
∑λNj −1
x=N−k1+1
 N
x

(1 − p)N−x px∑λNj −1
x=N−k1+1
 N
x

((1 − p)N−x px + (1 − p)x pN−x)
+ 2c ·
∑N
x=N+k1+1
 N
x
  
(1 − p)N−x px + (1 − p)x pN−x∑λNj −1
x=N−k1+1
 N
x

((1 − p)N−x px + (1 − p)x pN−x)
∀ j ∈ N . (1.25)
Note that (1.20)≥ (1.18) holds for all j ∈ N with λNj = λNk2 .
From here we can define the set fK N1 formally.
Definition 1.4. k1 ∈ fK N1 if and only if
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• k1 ∈K N1 , and
• either (1.22), or (1.23) and (1.24), or (1.25) holds for k1.
Note, that fK N1 is non-empty whenever the jury’s heterogeneity is bounded from above suffi-
ciently as assumed.
Step 3: Conditions for the optimal choice of k1 from fK N1 .
For any k1 ∈ fK N1 , (σ,µ) is an equilibrium and all jurors j ∈ N are better off than in any equi-
librium in setups with a straw poll in the first period. We now prove that the optimal k1 ∈ fK N1
is determined as in the Proposition.
1. If for all k1 ∈ fK N1 it holds that λNk2 ∈ k1, . . . ,N − k1	, it is straightforward from com-
paring (1.20) and (1.18), that it is optimal to set
k1 = max fK N1 .
2. If λNk2 <
N
2 and λ
N
k2
< k1 for some k1 ∈ fK N1 then the designer faces a trade-off. By the
previous argument a natural candidate is
k1 = max
¦
k1 | λNk2 ∈

k1, . . . ,N − k1
	© ≡ km.
Increasing k1 by 1 does decrease the expected costs but changes the jury’s decision. For
any k1 ≥ λNk2 , an increase to k1 + 1 leads to d1 = A instead of d1 = D and d2 = C for
x1 = k1. Therefore, in this case each juror saves expected costs of
2c ·

N
k1
 
(1 − p)N−k1pk1 + (1 − p)k1pN−k1
and, because a false judgment can be avoided ifω= I , each juror additionally saves in
expectation
q j ·

N
k1

(1 − p)N−k1pk1 .
On the other hand, if ω= I a false judgment is enacted which yields in expectation a
loss of
(1 − q j) ·

N
k1

(1 − p)k1pN−k1 .
Expected gains are higher than expected losses from an increase of k1 to k1 + 1 for each
juror if and only if
q j ≥ β(k1,N) − 2c ∀ j ∈ N . (1.26)
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Moreover, note that it can not be the case that an increase from k1 + 1 to k2 + 2 is prof-
itable to all jurors but not from k1 to k1 + 1. Suppose to the contrary that this was the
case. Using (1.26) would yield the contradiction β(k1,N)− 2c ≥ q j ≥ β(k1 + 1,N)−
2c.
Therefore, the following choice of k− 1 is optimal. Set the highest k1 for which λNk2 ∈
k1, . . . ,N − k1
	
if (1.26) is not satisfied for this value. If it is, however, set the highest
k1 for which k1 − 1 does satisfy (1.26). Formally, set
k1 = max
¦
k1 ∈ fK N1 | q1 ≥ β(k1 − 1,N) − 2c ∨ λNk2 ∈ k1, . . . ,N − k1 + 1	© .
As condition (1.26) is most binding for q1, it suffices to consider juror 1 only.
3. If λNk2 >
N
2 and λ
N
k2
> N − k1 for some k1 ∈ fK N1 then an analogous argumentation to
the previous case applies. The difference is that an increase from k1 ≥ N −λNk2 to k1 + 1
now changes the decision for x1 = N − k1. As a result the designer faces an adjusted
trade-off for each juror. An increase from k1 to k1 + 1 yields expected gains of
2c ·

N
k1
 
(1 − p)N−k1pk1 + (1 − p)k1pN−k1 + (1 − q j) · Nk1

(1 − p)k1pN−k1 ,
whereas expected losses are
q j ·

N
k1

(1 − p)N−k1pk1 .
Expected gains are higher than expected loss if and only if
q j ≤ β(N − k1,N) − 2c ∀ j ∈ N . (1.27)
By the same argument as before, it is therefore optimal for the designer to set
k1 = max
¦
k1 ∈ fK N1 | qN ≤ β(N − (k1 − 1) ,N) + 2c ∨ λNk2 ∈ k1, . . . ,N − k1 + 1	©

2TargetMassorClass?
DynamicReputationManagementwith
HeterogeneousConsumptionExternalities
2.1 Introduction
This chapter is based on joint work with Benjamin Schickner. The reputation of several goods
is substantially influenced by the types of their consumers. This effect is particularly pro-
nounced for luxury and fashion goods, such as exclusive watches and fashionable apparel.
When considering buying such a good, consumers not only take into account the utility from
the good itself but also whether they want to be associated with its clientele. “Good-looking
people attract other good-looking people", as Mike Jeffries, at that time CEO of Abercrombie &
Fitch, states in a controversial interview in 2006.¹ Economically, past buyers impose an exter-
nality on new buyers. This externality can be positive or negative depending on whether the
association with the good’s clientele is desirable for new buyers. Sellers seem to be aware of
their consumers’ concerns and strategically try to target a certain clientele. In the same inter-
view, Mike Jeffries emphasizes: “(...) we want to market to cool, good-looking people. We don’t
market to anyone other than that." He goes on to say: “Are we exclusionary? Absolutely. Those
companies that are in trouble are trying to target everybody: young, old, fat, skinny. But then
you become totally vanilla. You don’t alienate anybody, but you don’t excite anybody, either."
These quotes exemplify how sellers manage their reputation by targeting a specific clientele,
in Jeffries’ words “good-looking people", in order to attract new consumers who wish to be
associated with this clientele by possessing the same good. In turn, new consumers influence
the good’s reputation. How a seller manages reputation depends on the characteristics of the
market and the good and may differ substantially across markets and goods.
In this paper, we present a dynamic model to study how a monopolist optimally manages
¹ See Denizet-Lewis (2006).
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her reputation by targeting specific clienteles in order to maximize profits. In particular, we
are interested in how the underlying characteristics of the market affect the evolution of
reputation, demand, and prices over time.
The reputation of a seller has several facets. Traditionally, a good’s reputation is linked to
its intrinsic properties such as quality. As these properties are usually private information of
the seller, we refer to this facet of reputation as private reputation. Goods with high private
reputation are believed to be of better quality, for example, than goods with low private rep-
utation. However, reputation also has a public facet. Often, buyers do not only derive utility
from the good’s intrinsic properties but also from what the good symbolizes to others. In it-
self this public reputation has many aspects. For example, a seller forms her public reputation
through advertisement. In this paper, we study the effect of the seller’s clientele on her public
reputation.
For most goods both facets of reputation are present. However, the importance of one or
the other may vary across goods, time, and cultures. In this paper, we focus solely on the
public reputation a seller derives from her clientele. Whenever referring to reputation in the
following, we mean reputation in this sense unless explicitly stated otherwise.
In our model, a profit-maximizing monopolist repeatedly offers a good to a continuum of het-
erogeneous, short-lived buyers. Buyers are ordered according to their type which describes
their effect on the seller’s reputation. Selling to buyers of higher types improves the seller’s
reputation, and selling to buyers of lower types decreases the seller’s reputation. A buyer’s
willingness to pay increases in the seller’s reputation and in their type.² Therefore, the seller
can choose her clientele through her pricing strategy and thereby manage her reputation.
For any price, buyers purchase the good only if their type exceeds a cutoff type.
In the first part of the paper, we consider a general model in which types are drawn from a
general, continuous distribution and a buyer’s utility is quasilinear. Reputation tomorrow is
a function of reputation today and today’s cutoff type, which characterizes the current clien-
tele. We impose, first, that reputation is persistent, i.e., ceteris paribus a higher reputation to-
day yields a higher reputation tomorrow, and, second, that reputation is increasing in today’s
clientele, i.e., selling to an exclusive group of high-type buyers increases reputation, whereas
selling to a broader group of buyers with heterogeneous types decreases reputation.
Within this general framework, we start by establishing existence of a Markov perfect equi-
librium and characterize the seller’s value in any equilibrium. We then argue that the seller’s
value is increasing in reputation which implies that reputation is beneficial for the seller. In
each period, the seller solves an intertemporal trade-off. On the one hand, selling to a small,
² Intuitively, the higher a buyer’s type, the more reputation improves after he purchases the good. The buyer
anticipates his influence and, hence, his willingness to pay increases in his type.
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exclusive clientele increases her reputation and, hence, her future profits. On the other hand,
limiting demand in this way decreases her profits today.
Conventionally, high prices increase the seller’s profit by increasing revenue. In our model,
in addition, the seller sets high prices to target an exclusive clientele in order to improve her
reputation. In other words, high prices prevent buyers with lower types from purchasing the
good and, hence, protect the seller’s reputation.
To obtain explicit results regarding the reputation dynamics, we specialize our setup in the
second part of the paper. We assume that a buyer’s utility is linear and that the distribution of
types is uniform. Reputation tomorrow is a convex combination of today’s reputation and the
cutoff type. We associate the weight of the convex combination on current-period reputation
with the good’s durability. Intuitively, if the durability of the good is higher, buyers possess
the good for a longer period of time. Consequently, the good is longer associated with their
type, and the influence of past buyers’ types, captured by today’s reputation, on tomorrow’s
reputation is comparatively high. Conversely, if the durability of the good is lower, new
buyers constitute a significant fraction of the seller’s clientele. Thus, the influence of today’s
buyers’ types, characterized by today’s cutoff type, on tomorrow’s reputation is relatively
high. An example for a market that is characterized by comparatively high durability is the
market for watches, whereas, for example, the market for fashionable apparel is character-
ized by comparatively low durability. With these adjustments, we obtain a linear-quadratic
setup. We determine the seller’s value and policy function in closed form which makes the
setup tractable for a more explicit analysis.
Next, we study optimal reputation dynamics, in particular, their dependence on the good’s
durability. First, we show that reputation always converges to a long-run reputation. Al-
though it is optimal in the short run for the seller to target different clienteles, this result
implies that it is optimal in the long run to target a fixed clientele and maintain a constant
reputation. In contrast to the private reputation literature, e.g. Holmström (1999), Cripps
et al. (2004), and Cripps et al. (2007), reputation is not a short run phenomenon. Even in the
long run, the seller trades off the benefit of increasing her reputation against realizing higher
current-period profits. The long-run reputation is increasing in the discount factor and de-
creasing in the good’s durability.
Second, convergence behavior towards the long-run reputation is substantially different for
goods with different durability. If the durability of the good is below a threshold, reputation
oscillates towards the long-run reputation. A period of high reputation is followed by reputa-
tion of low reputation and vice versa. If the durability is above the threshold, reputation and
price dynamics are monotone. If the initial reputation is high, reputation decreases monoton-
ically to the long-run reputation, and, in contrast, increases monotonically to the long-run
reputation if reputation is initially low.
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Despite the substantially different convergence behavior of the cases described above, we
identify an underlying monotonicity in the degree of fluctuations across these cases. To
this end, we determine an appropriate measure for fluctuations, the normalized distance
between two subsequent reputation levels, and show that fluctuations are monotonically de-
creasing in durability, i.e., the higher the durability of the good the less reputation fluctuates
over time.
Our model predicts substantial fluctuations in reputation and prices for goods with low dura-
bility and relatively stable, monotone reputation dynamics for goods with high durability.
There are many factors that drive price and reputation dynamics. The relative importance
of these factors may vary significantly across markets. Nevertheless, our findings seem to
be in line with anecdotal evidence. As an example for a durable good, consider the Swiss
watchmaker Rolex. Business Insider documents how prices of Rolex watches have steadily
increased over the last sixty years, both in absolute terms and as measured as a proportion
of average income. At the same time its reputation seems to have improved constantly:
“(...) today’s Submariner, the tool-watch of yesterday, has transformed into an internationally
recognized status symbol (...)."³ As an example for a good with low durability, it is insightful
to come back to Abercrombie & Fitch. During its reputational high before and at the time of
Jeffries’ interview, customers were queuing in front its stores. Simultaneously, Abercrombie
& Fitch was expanding considerably. The German newspaper FAZ notes in an article that the
brand has “lost its coolness" since then, which some analysts attribute to the fact that it has
become too widespread. Further, the authors observe that Abercrombie & Fitch is currently
cutting back its network of stores.⁴ In a similar vein, consider the rapid rise and decline of the
fashion label Ed Hardy. At its reputational height, many celebrities wore Ed Hardy clothes.
According to a CNN article, the designer himself attributes the subsequent fall of the brand
to the fact that “ (...) widespread licensing aspired to make the brand more accessible to people
at every price point." An analyst observes that, as a result, Ed Hardy became “very trailer park"
and states that “they made it too unexclusive."⁵ Similar upward and downward fluctuations in
reputation due to an expansion and contraction of clientele are documented for the fashion
labels Burberry and Louis Vuitton.⁶
Finally, we argue that public reputation provides another rationale for planned obsoles-
cence. Intuitively, if a seller starts with a low reputation, she can improve her reputation
by including higher types into her clientele more quickly if the durability of the good is
low. This reputational explanation of planned obsolescence complements the traditional
³ See Bredan (2015).
⁴ See Lindner and Löhr (2015).
⁵ See Alabi (2013).
⁶ See also Lindner and Löhr (2015).
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demand-driven explanation.
The rest of the paper is organized as follows. After discussing related literature in the next sec-
tion, we introduce the model in Section 2.2. In Section 2.3, we derive the existence result and
the trade-off between building reputation and current-period profits in the general model. In
Section 2.4, we proceed by studying reputation dynamics in the specified model. In Section
2.5, we discuss the implications on planned obsolescence. Section 2.6 concludes.
2.1.1 Related Literature
In the private reputation literature, the seller’s reputation represents the market’s belief
about her unknown type, productivity, or quality. In Kreps et al. (1982), Mailath and Samuel-
son (2001), and Cripps et al. (2004), reputation reflects the market’s belief that the seller is
a competent type who strategically chooses her effort level instead of a behavioral type who
always exerts the same effort. In Holmström (1999), Tadelis (1999), Board and Meyer-ter
Vehn (2013), and Dilmé (2016), reputation is the buyers’ belief about the seller’s produc-
tivity or quality which influences their utility from purchasing the seller’s good. Whereas in
these models buyers update their beliefs based on openly observable information, it is costly
to acquire information about the seller’s quality in Liu (2011) as well as in Lee and Liu (2013).
Overall, the models in the private reputation literature are dynamic and, typically, a monop-
olistic, long-living seller faces a sequence of myopic, short-lived buyers. For a more detailed
overview, see, for example, Bar-Isaac and Tadelis (2008).
To illustrate the difference to the public reputation studied in our paper, consider the classi-
cal example of a restaurant from the private reputation literature. The restaurant’s private
reputation describes the customers’ belief that food and service are of high quality. Public
reputation describes the clientele a customer is associated with when visiting the restaurant.
This could be, for example, students or politicians and business men.
The literature on consumption externalities distinguishes the bandwagon effect, the snob
effect, and the Veblen effect (Veblen 1899, Leibenstein 1950). The bandwagon effect and the
snob effect describe the case when demand increases or decreases, respectively, if others
consume the same good. The Veblen effect refers to conspicuous consumption, that is, when
demand for a good increases in its price. In our model, there are bandwagon effects with
respect to high-type buyers and snob effects with respect to low-type buyers. Becker (1991)
and Becker and Murphy (1993) consider consumers who care about who else possesses
a good and find snob and bandwagon effects. Bagwell and Bernheim (1996) as well as
Amaldoss and Jain (2005a) show that Veblen effects can arise when consumers signal wealth
from the consumption of conspicuous goods or when consumers have social needs, such
as desire for prestige. Grilo et al. (2001) and Amaldoss and Jain (2005b) examine optimal
42 | 2 Dynamic Reputation Management with Consumption Externalities
pricing of conspicuous goods in static duopoly competition.
In our paper, we combine the dynamic approach of the private reputation literature with
consumption externalities. Pesendorfer (1995) and Hashimoto and Matsubayashi (2014)
also consider the problem of a monopolistic seller in a dynamic model with consumption
externalities. Pesendorfer (1995) examines fashion cycles in a model where consumers of
different types buy a good to distinguish themselves from each other. The good’s reputation
stems from its ability to signal a buyer’s type in a secondary marriage market. Over time,
more consumers buy the good such that the signaling effect and, hence, reputation and prices
decrease monotonically. When the price has dropped low enough, the seller introduces a new,
initially exclusive product line. As opposed to the focus on optimal replacement of a product
in Pesendorfer (1995), we examine the effects of changes in the good’s characteristics on
the seller’s reputation management. Moreover, considering the reputation of a good, we
obtain richer dynamics. In our model, reputation is not always monotonically decreasing.
Depending on initial reputation and the good’s durability, reputation can monotonically
increase, monotonically decrease, or oscillate. Hashimoto and Matsubayashi (2014) analyze
optimal pricing of a monopolistic seller in a dynamic model with either positive or negative
consumption externalities. Consumers’ utilities depend on past sales which the seller antic-
ipates when solving her pricing problem. For the case where consumption externalities are
negative, their results are in line with ours. If the consumers’ utilities only depend on recent
sales, reputation oscillates downwards, whereas reputation decreases monotonically if
consumers discount past sales less strongly. In contrast to their paper, however, in our model
some consumers exert positive consumption externalities whereas others exert negative
externalities. Furthermore, we provide a full characterization of the seller’s optimal pricing
strategy, varying the characteristics of the market. Moreover, we model the reputation chan-
nel more explicitly through which buyers influence others’ utilities from buying the good.
In contrast to social consumption externalities as studied in our and the above papers,
another branch of literature studies technological consumption externalities. These arise
when the utility of a good increases with the size of its user base, such as telephones or
social networks. Katz and Shapiro (1985) as well as Lee and Mason (2001) analyze price
competition between firms under positive or negative network effects, and Dhebar and Oren
(1985), Bensaid and Lesne (1996), and Gabszewicz and Garcia (2008) consider dynamic
pricing strategies of a monopolist.
Further related is Rayo (2013) who studies a monopolist selling a good that signals social
status in a screening model as well as the literature on peer groups (see, for example, Board
2009), and the literature on scarcity (see, for example, Stock and Balachander 2005).
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2.2 Model
Time is discrete and infinite, t ∈ {0, . . .}. A single long-lived seller (she) repeatedly offers a
good to a unit mass of short-lived buyers (he).
Seller. In each period t, the long-lived seller sets a price pt for the good. She has no produc-
tion costs and discounts future payoffs with discount factor δ ∈ (0,1).
Buyers. Every period-t buyer is characterized by his type θ ∈ [0,1] which is distributed ac-
cording to a continuous distribution function F(θ) with support [0,1]. The types of buyers
who purchase the good in periods 0,1, . . . , t − 1 determine the reputation of the good at time
t which we denote by λt ∈ [0,1]. A period-t buyer with type θ who purchases the good with
reputation λt at price pt receives utility
u (θ ,λt) − pt ,
where u : [0,1]2→ R≥0 is strictly increasing in both arguments and continuous.We do not ex-
plicitly model buyers as players in the game. Notice that there exists a cutoff type θ †(λt , pt) ∈
[0,1] for every reputation λt and every price pt such that u(θ
†(λt , pt),λt)= pt .⁷ We as-
sume that all buyers with type θ ≥ θ †(λt , pt) purchase the good and all buyers with type
θ < θ †(λt , pt) do not purchase the good. We justify this assumption with the following rea-
soning. Assume that each buyer decides whether to buy the good, and normalize buyers’ util-
ity from not buying the good to zero. Consequently, a period-t buyer with type θ purchases
the good only if
u(θ ,λt) − pt ≥ 0. (2.1)
Recall that u is strictly increasing in the first argument. If it is optimal for a buyer with type
θ to buy the good then it is optimal for any buyer with type θ ′ ≥ θ to buy the good as well.
Analogously, if it is optimal for a buyer with type θ not to buy the good then it is also optimal
for any buyer with type θ ′ ≤ θ not to buy the good. The cutoff is given by the type for which
(2.1) holds with equality.⁸ Thus, the seller’s demand in period t is 1− F(θ †(λt , pt)). We
refer to the set of buyers who purchase the good as the seller’s clientele.
Reputation Transition. Initially, the seller’s reputation is λ0 ∈ [0,1]. It evolves dynamically
depending on the types of buyers who purchase the good.We assume that reputation satisfies
the following two properties. First, reputation is persistent in the sense that, ceteris paribus,
⁷ For pt < u(0,λt) we set θ
†(λt , pt)= 0, and for pt > u(1,λt) we set θ †(λt , pt)= 1.
⁸ In light of this reasoning, our assumption to not model buyers as players is mainly for notational convenience.
This is a common assumption in the private reputation literature, see, for example, Board and Meyer-ter
Vehn (2013). Essentially, we only assume that the buyer with the cutoff type purchases the good.
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a higher reputation today yields a higher reputation tomorrow. Second, the more exclusive
the seller’s clientele today, the higher her reputation, that is, reputation increases in today’s
cutoff type. Formally, we assume that reputation evolves according to
λt+1 = φ(λt ,θ
†(λt , pt)), (2.2)
where φ : [0,1]2→ [0,1] is strictly increasing and continuous in both arguments.⁹
Information and Timing. At time t, the seller knows the set of agents who bought the good
in periods 0,1, . . . , t − 1 as well as the corresponding prices and reputation levels. The timing
of the game in each period t is as follows. First, the seller sets a price pt . Then, period-t buyers
arrive, buy the good or not, and leave themarket. Last, reputation updates according to (2.2).
Histories and Payoffs. Let pt = (p0, . . . , pt−1) be the history of prices up to time t. For
any t and initial reputation λ0, p
t determines a history of reputation levels λt(pt)=
(λ0,λ(p
1), . . .λ(pt)) through (2.2). The seller’s history at the start of period t is given by
ht = (pt ,λt(pt)) and h0 = λ0. Further, denote the set of all possible histories at the start of
period t byH t .
Fix any history ht , the seller’s continuation payoff from a sequence of prices (ps)
∞
s=t is
∞∑
s=t
δs−tps(1 − F(θ †(λ(ps), ps)). (2.3)
Strategies and Equilibrium. A (behavioral) pure strategy of the seller is a collection of func-
tions ρ = (ρt)∞t=0, where
ρt : H t −→ R≥0,
ht 7−→ pt .
The strategy is Markovian if ρt is a function of λt only, for all t.
Definition 2.1. A strategy ρ∗ = (ρ∗t )
∞
t=0 of the seller constitutes
(i) a Nash equilibrium (NE) if it maximizes (2.3) at h0.
(ii) a subgame perfect Nash equilibrium (SPNE) if it maximizes (2.3) at any ht , for any t.
(iii) a Markov perfect equilibrium (MPE) if it is Markovian and a subgame perfect equilibrium.
⁹ We consider a deterministic reputation transition in order to obtain a clean comparison of reputation dy-
namics.
2.3. Equilibrium Existence and Value of Reputation | 45
2.3 EquilibriumExistence andValue of Reputation
We start by establishing existence of an equilibrium.
Proposition 2.1. There exists a MPE. In any NE the seller’s value is V (λ0), where V (λ) is the
unique solution to
V (λ) = sup
p∈R≥0

p(1 − F(θ †(λ, p)) + δV  φ(λ,θ †(λ, p))	 . (2.4)
This and all subsequent proofs are relegated to the Appendix. The seller’s problem is to choose
an infinite sequence of prices in order to maximize her discounted sum of profits. A strategy
of the seller which solves this problem is a Nash equilibrium. In Proposition 2.1, we show that
the value of the seller is characterized by Bellman equation (2.4). A policy function, corre-
sponding to a solution of the Bellman equation, induces a strategy that is Markovian. Thus,
solving the seller’s problem through (2.4) yields a Markov perfect equilibrium. We establish
existence of a value function which solves (2.4) and of a corresponding policy function. As
any Markov perfect equilibrium is also a Nash equilibrium, Proposition 2.1 particularly im-
plies existence of a Nash equilibrium. The proof draws on classical results from the literature
on dynamic programming.
We proceed by characterizing the seller’s value function in more detail.
Proposition 2.2. Reputation is valuable for the seller, that is, V (λ) is increasing.
This result shows that a higher reputation entails a higher value and is thus better for the
seller. Specifically, a higher reputation benefits the seller in two ways. First, the buyers’
willingness to pay increases in reputation because their utility function is increasing in
reputation. Therefore, a seller with a higher reputation can sell to the same group of buyers
at a higher price. Second, as reputation is persistent, a higher reputation today implies a
higher reputation tomorrow, for a fixed group of buyers. As a result, the first effect carries
over to subsequent periods. The proof of Proposition 2.2 exploits these two effects using a
mimicking argument. A high-reputation seller can always induce the same proportion of
buyers to purchase the good as a low-reputation seller at higher prices. Consequently, the
high-reputation seller can earn higher profits.¹⁰
Moreover, Proposition 2.2 reveals that there is an intertemporal trade-off between building
a reputation for the future and realizing profits in the current period. On the one hand, the
seller wants to set a price to increase her next-period reputation in order to get a higher con-
tinuation value. Considering only this effect, it is optimal for the seller to set a high price
such that only a small exclusive group of high-type buyers purchases the good. This drives
¹⁰ The fact that the value function is increasing does not follow from classical sufficient conditions in the
literature because the per-period payoff function is not necessarily increasing in reputation.
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up the seller’s next-period reputation. On the other hand, the seller wants to set a price that
maximizes current-period profits. If the seller sets a high price only a small number of buy-
ers purchase the good. In order to maximize current-period profits, it is better for the seller
to set an intermediate price, the static monopoly price, at which a larger set of buyers pur-
chase the good. In turn, however, a larger set of buyers contains a more diverse pool of types.
Therefore, setting the staticmonopoly price comes at the cost of driving down the seller’s next-
period reputation compared to the case where the seller targets a small, exclusive group of
high-type buyers. Tomaximize overall profits, the seller has to balance these two countervail-
ing effects. Consequently, the seller’s optimal price today is higher than the static monopoly
price to protect her reputation tomorrow.
In other words, the seller trades off targetingmass, that is a large group of buyers with diverse
types, and targeting class, that is a small but exclusive group of buyers with high types.
2.4 ReputationDynamics
So far, we have shown existence of an equilibrium and that reputation is valuable for the
seller in a general model. In this section, we are interested in reputation dynamics. In
particular, we study the reputation’s long-run behavior and its dynamic evolution over time.
To characterize the dynamic properties of the model, we need to impose additional structure
which allows us to obtain closed-form solutions for the seller’s value and policy function.
Model Adjustments. In the following, we consider the case where types are uniformly dis-
tributed, and a buyer’s utility from buying the good is linear in λt and θ , specifically
u (θ ,λt) = θ + λt . (2.5)
This implies that for a given cutoff θ †t the good’s price is λt + θ
†
t , and demand is 1− θ †t . Fur-
ther, we assume the following reputation transition,
λt+1 = αλt + (1 − α)θ †t , (2.6)
whereα ∈ [0,1]. Reputation evolves according to a convex combination of today’s reputation
and cutoff type. The latter serves as a proxy for the clientele of the current-period.
We interpret α as a measure for the good’s physical durability. A good that is more durable
is used longer and, hence, also associated longer with its buyers’ types. A high value of α
corresponds to a good with high durability whose buyers’ types are identified with it for a
relatively long time. Therefore, new buyers only account for a small fraction of goods in cir-
culation and reputation depends less on their types. In turn, however, their types impact the
good’s reputation for a long time. Examples for such goods are expensive watches. In con-
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trast, a low value of α represents a good with low durability. It is in circulation for a relatively
short period of time and, hence, reputation depends more on the current period’s clientele.
Fashionable apparel is an example for such a good.
Intuitively, in our model, we keep the size of the group of buyers who determine the good’s
reputation constant. One could think of a reference group of buyers whose types are asso-
ciated with the good. This keeps the influence of each buyer on reputation constant over
time and simplifies the analysis. Keeping this in mind, we can motivate the specific form of
(2.6) more formally if we imagine that the good becomes unusable with probability 1−α.
The types of buyers in the reference who do not use the good any longer are replaced by
those of current-period buyers. Therefore, the fraction 1−α of the good’s reputation is
determined by current-period buyers’ types, represented by the proxy θ †, and the fraction α
by past-period buyers’ types. See also the discussion following Proposition 2.3.
Value and Policy Function. In this framework, we derive closed-form solutions for the seller’s
value function and the seller’s policy function. We start by establishing a preliminary result.
Lemma 2.1. The value function V (λ) is continuous in α, δ and λ.
This result equips us with the properties we need to characterize the value function for the
uniform-linear model.
So far, the seller’s strategy determines a price for any reputation level. There is a one-to-one
relation between the cutoff type and the price. Hence, instead of setting a price, it is conve-
nient to think of the seller’s strategy as choosing cutoff types in the following.
Proposition 2.3.
(i) The value function V (λ) is quadratic and continuously differentiable.
(ii) The corresponding unique policy function θ ∗ (λ) is of the form
θ1λ + θ0, (2.7)
for some θ0 and θ1 ∈ (−1,0).
This result can be seen from two perspectives. Technically, we derive a closed-form solution
for the uniform-linear model which turns out to be linear-quadratic, i.e., the policy function
is linear, and the value function is quadratic. Economically, we show that the policy function is
decreasing in reputation. In other words a seller with high reputation chooses a lower cutoff
type and, thus, sells to a larger group of buyers than a seller with low reputation. To gain
some intuition for this result, it is instructive to consider the seller’s current-period profits.
The effect of θ † on current-period profits is twofold. On the one hand, a higher θ † corresponds
to a higher price. On the other hand, a higher θ † corresponds to selling to a smaller group
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of high-type buyers, that is, to lower demand. Specifically, the price is linearly increasing in
θ †, whereas demand is linearly decreasing in θ †. At the interior optimum, the seller balances
these two opposing effects. Ceteris paribus, a higher reputation increases the price one-to-one
but has no effect on demand. Taking the two opposing effects into account, it is profitable for
the seller to trade off a fraction of the price increase for an increase in demand by choosing a
lower θ †. This intuition remains valid evenwhen accounting for the effect on the continuation
value. The continuation value is increasing in θ † because tomorrow’s reputation is higher if
the seller sells exclusively to a small group of high-type buyers. This strengthens the positive
effect that an increase in today’s reputation has on today’s price through θ †. Nevertheless, the
optimum remains interior and the seller continues to trade off the two opposing effects.
Corollary 2.1. There exists a unique SPNE.
Proposition 2.1 yields existence of a Markov perfect equilibrium and hence of a Nash equilib-
rium. By Proposition 2.3 there exists a unique policy function and therefore a unique Markov
perfect equilibrium. Because we only model the seller as a player, the subgame perfect Nash
equilibrium is also unique.
In our representation of the reputation transition (2.6), reputation in the next period de-
pends on the cutoff buyer θ † as a summary statistic for demand in the current period. Note
that we retain the linear-quadratic structure for the seller’s value and policy function if we
consider a more general reputation transition where the next period’s reputation depends
on a linear function of demand or, equivalently, the cutoff buyer. As types are uniformly
distributed, this includes, for example, the conditional expectation of the types of buyers
who purchase the good. Thus, our qualitative results carry over to these alternative specifica-
tions of the reputation transition that depend more generally on demand. For computational
convenience, however, we stick to specification (2.6) in the following.
Long-run Reputation. With the seller’s equilibrium strategy at hand which is implicitly de-
termined by her policy function, we analyze in detail how she dynamically manages her rep-
utation over time. We start by showing that reputation converges to some λˆ ∈ (0,1) in the
long run. We refer to λˆ also as long-run reputation in the following.
Proposition 2.4. As t →∞, reputation converges to a unique λˆ, for any λ0 ∈ [0,1].
(i) For α < 1,
λˆ =
1 + δ(1−α)1−δα
3 + δ(1−α)1−δα
, (2.8)
which is increasing in δ and decreasing in α.
(ii) For α= 1, λˆ= λ0.
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For each reputation, the seller trades off the value of reputation tomorrow against demand
and, hence, profits today. In order to increase reputation, she has to sell to a more exclusive
clientelewhich decreases her profits today. Targeting a larger group of buyers today decreases
her reputation and lowers profits from future periods. From Proposition 2.4, we learn that
there exists a reputation level, λˆ, where these effects are in balance and the seller does not
want to change her reputation. Whereas it is optimal for the seller to dynamically adjust her
reputation and clientele in the short run, the seller optimally targets a fixed clientele and has
a constant reputation in the long run.
Note that, in contrast to the private reputation literature, reputation is not a short-run phe-
nomenon. Even in the long run, the seller takes into account that her current clientele deter-
mines her future reputation.
As second insight, we provide comparative statics results for the long-run reputation λˆ with
respect to the seller’s discount factor δ as well as the good’s durability α. Intuitively, as δ
increases the seller becomesmore patient and values future periods more. In each period, she
trades part of her current-period profits off against reputation tomorrow, recall the discussion
following Proposition 2.2. When future periods become more valuable to the seller, she is
willing to invest more of her profits today into higher reputation in subsequent periods in
order to increase profits from future periods. As a result, the long-run reputation increases.
Furthermore, Proposition 2.4 reveals that it is optimal for the seller to decrease her repu-
tation over time if she has a high reputation initially. On average, the seller realizes higher
profits in early periods at the cost of driving down her reputation over time. Conversely,
if the seller starts with a low reputation, it is optimal for her to increase reputation over
time at the cost of lower profits in early periods. In the long run, however, reputation is
stable. Intuitively, above λˆ, the benefits of higher profits in early periods outweigh the costs
of decreasing reputation in the long run; below λˆ the benefits of higher reputation in the
long run outweigh the costs of lower profits in early periods. At the long-run reputation,
the trade-off between realizing current-period profits and changing reputation is balanced.
As α increases, the good becomes more durable and reputation more persistent. From the
seller’s perspective, she has to give up more demand to increase reputation and loses less
reputation when increasing demand. Therefore, the costs of increasing current-period profits
go down, whereas the benefits of higher current-period profits are unaffected by the change
in α. Consequently, the level where these costs and benefits are in balance is lower, that is,
long-run reputation λˆ decreases in α.
Although it seems that the conditions imposed on the general model, outlined in Section 2.2,
are not sufficient to guarantee existence of a long-run reputation, we can establish existence
in frameworks that are more general than our linear-quadratic setup. See, for example,
Scheinkman (1976), Araujo and Scheinkman (1977), McKenzie (1986), Stokey et al. (1989)
for sufficient conditions.
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In the following, we say that the seller has good reputation in period t if λt > λˆ and bad
reputation in period t if λt < λˆ. Further, we say that the seller milks reputation in period t
if she targets a clientele which decreases her next-period reputation, that is θ †t < λt . Con-
versely, the seller builds reputation if she targets a clientele which increases her next-period
reputation, that is θ †t > λt .
In the next step, we are interested how the underlying characteristics of the market affect the
convergence dynamics towards the long-run reputation. The market is characterized by the
good’s durability α. Therefore, we analyze the effect of the good’s durability on how reputa-
tion converges. The following definition turns out to be useful.
Definition 2.2. A sequence of reputations {λt}
∞
t=0
(i) oscillates towards long-run reputation λˆ if λt ≤ (≥)λˆ implies that λt+1 ≥ (≤)λˆ, for all t,
and |λt − λˆ| ↓ 0.
(ii) stagnates at long-run reputation λˆ if λt = λˆ, for all t ≥ 1.
(iii) converges smoothly to long-run reputation λˆ if λt ≤ λt+1 ≤ λˆ, for all t, or λt ≥ λt+1 ≥ λˆ,
for all t, and |λt − λˆ| ↓ 0.
Intuitively, if reputation oscillates towards λˆ, a period of good reputation is followed by a
period of bad reputation and vice versa. The magnitude of the fluctuation between good and
bad reputation decreases over time. If reputation stagnates at λˆ, it jumps to the long-run
reputation λˆ in the first period and remains constant from then on. There are two scenarios
in which reputation converges smoothly to λˆ. First, reputation is good in every period and
deteriorates over time to λˆ, i.e., reputation converges to λˆmonotonically from above. Second,
reputation is bad in all periods and increases over time to λˆ, i.e., reputation converges to λˆ
monotonically from below.
For a better understanding of the dynamics, we study two benchmark cases. In the first case,
the good is everlasting, i.e. α= 1, and in the second case the good is most ephemeral, i.e.
α= 0.
Benchmark: Everlasting Good (α = 1). In the extreme case when the good is everlasting,
the good is always associated with the initial buyers’ types. Current buyers do not affect rep-
utation. Intuitively, as the good is everlasting, the reference group of buyers who determine
the seller’s reputation is unchanged over time. Consequently, reputation remains at its initial
value λ0 in each period. From the seller’s perspective, the dynamic trade-off disappears. Her
reputation tomorrow is not influenced by her clientele today and, hence, she solves the same
static problem in each period.
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Lemma 2.2. Suppose α= 1. For any t, it is optimal for the seller to set
θ †t =
1 − λ0
2
,
and her profits are
1
1 − δ

1 + λ0
2
2
.
As reputation remains constant at λ0, this is an extreme case of smooth convergence to λˆ in
the sense of Definition 2.2.
Benchmark:Most Ephemeral Good (α = 0).Contrary to the previous case, the good ismost
ephemeral such that buyers use their good for one period only. Therefore, the group of buy-
ers who possess the good consists exclusively of current-period buyers, and, consequently,
the good is only associated with their types. The seller’s reputation tomorrow is independent
of her reputation today. Hence, her choice of today’s price not only determines her current-
period profits but also fully determines her reputation tomorrow. Consequently, in this bench-
mark, reputation reacts most sensitively to adjustments in the seller’s clientele.
Lemma 2.3. Suppose α= 0. The seller’s policy function is
θ ∗ (λ) = − λ
1 +
p
1 − δ +
1 + δ
1 + δ +
p
1 − δ ,
and, as t →∞, her reputation oscillates towards
λˆ =
1 + δ
3 + δ
.
See Figure 2.1 for a graphical illustration of the resulting dynamics of reputation, prices,
and demand. We observe that reputation alternates between periods of high reputation and
periods of low reputation if the good is most ephemeral. Also, the corresponding sequences
of prices and demand fluctuate substantially. Over time, the amplitude of the fluctuations
decreases and reputation oscillates towards the long-run reputation.
Intermediate Durability: α ∈ (0,1). For goods of intermediate durability, the set of buyers
who possess the good, and whose types are thus associated with the good, consists of current-
period buyers (α < 1) and buyers from previous periods (α > 0). Therefore, both influence
the seller’s next-period reputation. In this case, we obtain the following result.
Proposition 2.5. There exists a cutoff α¯ ∈ (0,1) such that reputation
(i) converges smoothly to λˆ if α > α¯.
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Figure 2.1: Reputation (solid black line), prices (dashed red line), and demand (dotted blue
line) for α= 0 and δ = 0.8 in t ∈ {0, . . . , 10} with λ0 = 0.1 (a), and λ0 = 0.9 (b).
(ii) stagnates at λˆ if α= α¯.
(iii) oscillates towards λˆ if α < α¯.
Proposition 2.5 describes how the seller manages her reputation over time, depending on the
durability of the good. From Proposition 2.4 we know that the seller’s reputation converges
to λˆ, starting from any initial reputation λ0. The seller manages her reputation by setting
prices and thereby targeting a particular clientele which in turn influences her reputation
in subsequent periods. Proposition 2.5 shows that, depending on the durability of the good,
there are three ways in which the seller’s reputation converges to the long-run reputation.
These differ substantially in the convergence behavior of reputation and prices.
First, consider the case where the good is relatively durable, α > α¯, and the seller’s initial
reputation is good, λ0 > λˆ. Initially, the seller sells to a large group of buyers with a diverse
set of types by setting a price which is high in absolute terms but comparatively low given her
high reputation. As a result, reputation decreases. Because durability is high, it takes time
until the low-type buyers constitute a significant proportion of the set of buyers who possess
the good and affect the reputation negatively. Therefore, the decline in reputation is relatively
small. As time passes, the seller gradually targets less buyers overall, however, she continues
to sell to a large group of buyers. Consequently, reputation declines at a decreasing rate. The
effect on prices is twofold. On the one hand decreasing demand corresponds to increasing
prices. On the other hand, as reputation decreases, the seller has to lower prices because the
buyers’ willingness to pay decreases. Overall, we observe that prices decrease smoothly over
time which corresponds to demand decreasing slower than reputation. See Figure 2.2b for a
graphical representation. Intuitively, if the good’s durability is high and the initial reputation
of the seller is good, the seller gradually milks her reputation in every period. That is, she
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Figure 2.2: Reputation (solid black line), prices (dashed red line), and demand (dotted blue
line) for α= 0.7 and δ = 0.8 in t ∈ {0, . . . , 10} with λ0 = 0.1 (a), and λ0 = 0.9 (b).
exploits that the good is mostly associated with her initially exclusive clientele so that selling
to a broader, less exclusive, clientele only gradually deteriorates her reputation. As a result
she realizes high profits in each period at the expense of slowly driving down next period’s
reputation.
If the good is relatively durable, α > αˆ, but the seller’s reputation is bad initially λ0 < λˆ, we
observe the mirror image of this behavior. See Figure 2.2a for a graphical representation. At
first, the seller targets a small group of high-type buyers, and demand is low. The correspond-
ing price is comparatively high given her low reputation, and, thus, reputation increases. As
the good is durable, however, it takes time until the good is associated with these high-type
buyers. Therefore, reputation only increases slowly. Over time, the seller gradually expands
the set of buyers to which she sells but overall she continues to target a small, exclusive clien-
tele. As a result, reputation increases at a decreasing rate. Analogously to the last case, prices
increase over time because demand increases slower than reputation. Intuitively, even though
the seller targets a larger group of buyers which would require setting a lower price, she can
charge a higher price because the buyer’s willingness to pay increases as her reputation im-
proves. In this case, the seller builds reputation over time, i.e, she sacrifices profits in each
period by selling only to an exclusive clientele in order to build reputation for future periods.
Altogether, the dynamics are relatively smooth and monotone if the good’s durability is high.
If the seller’s initial reputation is high, reputation deteriorates monotonically to the long-run
reputation because the seller milks her reputation in every period. If her initial reputation is
low, reputation improves monotonically to the long-run reputation as the seller builds repu-
tation in every period.
Second, we analyze the case when the good has low durability, α < αˆ. Consider a period in
which the seller has good reputation. She sets a comparatively low price given her high repu-
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Figure 2.3: Reputation (solid black line), prices (dashed red line), and demand (dotted blue
line) for α= 0.1 and δ = 0.8 in t ∈ {0, . . . , 10} with λ0 = 0.1 (a), and λ0 = 0.9 (b).
tation such that demand is high, i.e., a large group of buyers with a diverse set of types pur-
chases the good. In other words, the seller milks her high reputation and consequently repu-
tation deteriorates. This is reminiscent of the behavior of a seller with good reputation when
the good’s durability is high. As the good’s durability is low, however, current-period buyers
represent a significant proportion of the buyers who possess the good in this case. Thus, the
types of recent buyers, in particular of current-period buyers, have a significant impact on the
seller’s reputation in the next period. Consequently, reputation does not decrease gradually
as before but drops below the long-run reputation. As a result, the seller has a bad reputation
in the next period. Now consider a period in which the seller has bad reputation. The seller
sets a comparatively high price and sells exclusively to a small group of high-type buyers, i.e.,
she builds reputation. As durability is low, these high-type buyers make up a significant part
of the buyers who possess the good. As a result, reputation jumps above the long-run repu-
tation. These observations imply that a period of good reputation is followed by a period of
bad reputation and vice versa. As reputation converges to the long-run reputation, the ampli-
tude of the alternations in reputation decreases over time. Analogously, prices alternate with
decreasing amplitude. See Figure 2.3 for a graphical representation.
All in all, if the good’s durability is low, reputation, demand, and prices fluctuate substantially.
Periods of good reputation in which the seller milks her reputation alternate with periods of
bad reputation in which the seller builds reputation. Intuitively, milking good reputation is
profitable because the seller increases demand at a comparatively high price. Therefore, her
current-period profits are particularly high. Conversely, building reputation in periods of bad
reputation is less costly because, in any case, the seller’s price is comparatively low due to her
bad reputation. Hence, the seller has to give up relatively little in terms of profits today to
increase reputation tomorrow.
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Third, in the knife-edge case where the durability of the good coincides with α¯, reputation
jumps immediately to the long-run reputation which balances the trade-off between current
profits and the future benefits from a good reputation in the long run. Consequently, reputa-
tion remains constant in all subsequent periods.
We further investigate the effect of the good’s durability on the reputation dynamics. Propo-
sition 2.5 suggests that there is a monotone relationship between the durability of the good
and the volatility of reputation dynamics. Intuitively, the lower the durability of the good, the
more reputation fluctuates around the long-run reputation. This conjecture raises the issue
of finding an appropriate measure for volatility to compare the volatility of two reputation se-
quences. In the following, we propose such ameasure and formalize this intuitive conjecture.
It is instructive to make the dependence of reputation on α explicit. Fix a distance h ∈ R from
long-run reputation λˆ(α) and consider the reputation
λ(α) := λˆ(α) + h.
Let λ′(α) be the next-period reputation when following the optimal policy if the current-
period reputation is λ(α), i.e.,
λ′(α) := αλ(α) + (1 − α)θ ∗(λ(α)).
Intuitively, we define reputation relative to the long-run reputation λˆ(α) to account for
changes in λˆ(α) as the durability of the good α changes.¹¹ Our measure for volatility is the
distance between between λ′(α) and λ(α). The following result formalizes our conjecture:
Proposition 2.6. |λ′(α)−λ(α)| is decreasing in α.
We show that the higher the durability of the good, the smaller the volatility of the seller’s
reputation. In other words, the higher α, the smaller the distance between two subsequent
reputation levels. In this sense, there is a continuous transition between the three patterns
in which reputation converges to the long-run reputation λˆ, outlined in Proposition 2.5. This
continuous relationship, gives rise to the question where the substantially different conver-
gence behavior of the three cases comes from. Technically, it is the consequence of the fact
that the distance between two subsequent reputation levels is increasing in α combined with
the fact that the policy function is decreasing in λ and has a fixed point at λˆ. For illustra-
tion, consider a seller who has a good reputation initially. If α is high, the distance between
two subsequent reputation levels is relatively small. Thus, if the current-period reputation is
larger than λˆ, the next-period’s reputation is larger than λˆ as well. Therefore, the seller milks
¹¹ See also the discussion following Proposition 2.6.
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reputation in both periods. As α decreases the distance between two subsequent reputation
levels increases. If α is sufficiently low, the next-period reputation is below λˆ. Because the
policy function is decreasing and has a fixed point at λˆ, the seller switches from milking to
building reputation in the next period.
To account for the fact that λˆ depends on α, we use the distance of two subsequent reputa-
tion levels defined relative to λˆ as our volatility measure. This is crucial because if we do not
measure reputation relative to λˆ, we ignore the dependence of λˆ on α. Then, it can happen
for reputations close to λˆ that the decrease in λˆ outweighs the decrease in fluctuations
around λˆ such that the distance between two subsequent reputation levels is increasing in α.
As we are interested in the way reputation transitions to and fluctuates around λˆ, however,
we measure distances relative to λˆ in (the proof of) Proposition 2.6.
Intuitively, Proposition 2.5 and 2.6 predict that for goods with high durability, one should
observe less fluctuations in reputation, clientele, and hence prices. The good is longer asso-
ciated with its buyers’ types and the seller manages her reputation such that it only grad-
ually approaches the long-run reputation. In other words, in markets for relatively durable
goods in which buyers care about the seller’s past clientele, we should rarely observe price
discounts. As mentioned in the introduction, this finding is consistent with the observation
that the prices and reputation of the Swiss watchmaker Rolex have gradually increased over
the last sixty years.
In contrast, for producers of goods with low durability our model predicts significant fluctua-
tions in reputation, clientele, and prices. For these goods, reputation is mostly determined by
current-period buyers. Hence, if a seller with a good reputation milks reputation by selling
to a broader clientele, she incurs a severe negative effect on her next-period reputation. As
outlined in the introduction, this provides a rationale for substantial changes in clientele and
reputation of fashion labels such as Abercrombie & Fitch and Ed Hardy.
2.5 PlannedObsolescence
After studying the effect of the good’s durability on the seller’s reputation dynamics, we ana-
lyze how durability affects the profit of the seller. This analysis sheds light on planned obso-
lescence. Does a good with low durability yield higher profits for the seller than a good with
high durability? The classical explanation of planned obsolescence is that it is optimal for a
monopolist to produce a good with uneconomically short life to increase demand in future
periods, see Bulow (1986). In our model, durability does not affect the size of the market
in future periods. Nevertheless, we argue that a seller with low initial reputation can obtain
higher profits if the good is less durable. Intuitively, if the seller has a low reputation, she can
only charge comparatively low prices and hence, wants to build reputation over time. She im-
proves her reputation to generate higher profits in the future by selling to an exclusive clien-
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tele at the cost of current-period profits. If the durability of the good is comparatively low,
the seller has to sacrifice less current-period profits to improve reputation because the new
high types quickly replace the initial low types in the seller’s clientele. As a result, the seller
can obtain higher profits if the good is less durable. Put differently, reputation is more sensi-
tive to changes in the seller’s clientele if the durability of the good is low. While this makes it
more difficult to maintain a high initial reputation, it is desirable for a seller with low initial
reputation. Thus, our model reveals additional incentives for planned obsolescence from a
reputational perspective which complements the classical explanation.
For the following result, it is convenient to make the dependence of V (λ) on α explicit and
write V (λ,α).
Proposition 2.7. For any α ∈ (0,1) there exists a cutoff λ¯0(α) ∈ (0,1) such that
(i) for all λ0 ≥ λ¯0(α) it holds that V (λ0, 1)≥ V (λ0,α),
(ii) for all λ0 ≤ λ¯0(α) it holds that V (λ0, 1)≤ V (λ0,α).
In Proposition 2.7 we compare the seller’s profits from an everlasting good and a good with
durability α ∈ (0,1). We show that there exists a cutoff λ¯0(α) such that a seller with initial
reputation below λ¯0(α) can obtain higher profits if her good is not everlasting. Conversely,
an everlasting good yields higher profits than the less durable good for a seller with initial
reputation above λ¯0.
2.6 ConcludingRemarks
In a setting where buyers care about who else consumes the good, we study how a seller
dynamically manages reputation which is determined by her clientele. In contrast to the
seller’s private reputation which is the market’s belief about the seller’s private type, this
public reputation captures the consumption externalities that buyers impose on each other.
In a general setup, we show that public reputation is valuable for the seller and that there
exists a trade-off between current-period profits and a higher reputation in subsequent
periods. In a linear-uniform specification of the model, we find that reputation converges
to a stable long-run reputation. In line with anecdotal evidence from various industries,
the convergence path depends strongly on the good’s characteristics. As the examples of Ed
Hardy and Abercrombie & Fitch illustrate, reputation of less durable goods such as fashionable
apparel fluctuates substantially. In contrast, the reputation of goods with higher durability
such as luxury watches evolves monotonically as the case of the Swiss watchmaker Rolex
exemplifies.
In future research, we think it is interesting to analyze reputation dynamics when other mar-
ket characteristics, in addition to the good’s durability, influence the reputation transition.
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In a similar vein, studying the implications on reputation dynamics of competition between
multiple sellers could shed light on how companies with very different reputation coexist in
one market. For example, in the automobile industry it seems that the Italian car manufac-
turer Ferrari and the Romanian carmanufacturerDacia not only differ with respect to quality-
related private reputation but also with respect to what their cars symbolize to others.
Although our results about price and reputation dynamics seem to match observations in sev-
eral markets, our model considers public reputation as the only determinant of prices. Test-
ing empirically how strongly pricing is influenced by public, clientele driven reputation as
opposed to private, quality driven reputation would provide interesting insights.
Finally, we would like to highlight that the public reputation analyzed in this paper is present
in several other applications as well, such as in the job market. A professor who consid-
ers whether to join a university, for example, takes into account the university’s reputation,
which depends on the academic standing of its past and current facultymembers. In turn, she
also influences the university’s future reputation. Alternatively, young academics oftentimes
work as an intern for a small salary in prestigious companies to improve their resume. Then
again, the company’s prestige is influenced by the quality of their employees. We believe that
analyzing the implications of public reputation in this and further applications are promising
avenues for future research.
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2.A Appendix
Proof of Proposition 2.1.
We apply Theorems 4.2 - 4.6 from Stokey et al. (1989). Theorems 4.2 - 4.5 establish that
we can study the seller’s problem of choosing an infinite sequence of prices by means of the
Bellman equation (2.4). Theorem 4.6 yields existence of a value function, V (λ), which solves
(2.4) as well as non-emptiness of the corresponding optimal policy correspondence. Taken
together, these results yield existence of equilibrium. To employ Theorems 4.2 - 4.6, we verify
that Assumptions 4.3 - 4.4 from Stokey et al. (1989) are satisfied in our model. We start by
rewriting (2.4) to match their notational convention:
V (λ) = sup
λ′∈[φ(λ,0),φ(λ,1)]
 
1 − F(φ−1(λ,λ′))u(φ−1(λ,λ′),λ) + δV (λ′)	 , (2.9)
where φ−1(λ,λ′) denotes the inverse of φ with respect to its second argument with domain
[0,1]× [φ(λ, 0),φ(λ, 1)]. Consider Assumption 4.3. First, note that the set of all possible
states, [0,1], is convex. Second, the correspondence which maps the initial state λ into the
set of feasible next-period states, [φ(λ, 0),φ(λ, 1)], is non-empty, compact-valued, and con-
tinuous because φ is continuous and strictly increasing in its second argument. To verify As-
sumption 4.4, we consider the per-period return function 
1 − F(φ−1(λ,λ′))u(φ−1(λ,λ′),λ) (2.10)
with domain {(λ,λ′) | (λ,λ′) ∈ [0,1]× [φ(λ, 0),φ(λ, 1)]}. Because [0,1] is a compact set
and F ,φ, and u are continuous, (2.10) is continuous as well. Together with the compactness
of the domain, this observation also implies that (2.10) is bounded. Thus, Assumptions 4.3 -
4.4 hold, and we can apply Theorems 4.2 - 4.6.
Proof of Proposition 2.2.
Consider λ˜, λ ∈ [0,1] such that λ˜≥ λ. We argue that V (λ˜)≥ V (λ) by showing that for any
strategy of the seller with initial reputationλ (henceforth sellerλ)we can find a strategy of the
seller with initial reputation λ˜ (henceforth sellerλ˜) which gives her weakly higher profits. Any
strategy of the seller induces a sequence of prices. Because u is strictly increasing, there is a
one-to-one relationship between prices and cutoffs. For this proof, it is instructive to consider
sequences of cutoffs rather than sequences of prices. Let {θ †s }
∞
s=0 be an arbitrary sequence of
cutoffs chosen by sellerλ. Note that sellerλ˜ can choose prices that induce the same sequence of
cutoffs because buyers’ utility is quasilinear in the price. If sellerλ˜ chooses the same sequence
of cutoffs {θ˜s}
∞
s=0 such that θ˜
†
s = θ
†
s :
(i) Sellerλ˜ sells to the same (mass of) buyers as sellerλ in each period.
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(ii) The price that sellerλ˜ charges in the first period, u(θ
†
0 , λ˜), is higher than the price that
sellerλ charges in the first period, u(θ
†
0 ,λ), because u is increasing in the second argu-
ment.
(iii) As φ is increasing in its first argument, we have φ(λ˜,θ †0)≥ φ(λ,θ †0). Therefore,
sellerλ˜’s next-period reputation is higher than sellerλ’s next-period reputation. Using
the same argument as in (ii), we deduce that sellerλ˜ also sets higher prices in the fu-
ture.
Taking (i) to (iii) together, we see that {θ˜ †s }
∞
s=0 guarantees sellerλ˜ a higher profit than {θ
†
s }
∞
s=0
guarantees sellerλ. Furthermore, by Proposition 2.1, there exists a Markovian strategy that
yields sellerλ˜ a weakly higher profit than {θ˜
†
s }
∞
s=0. We conclude that V (λ˜)≥ V (λ).
Proof of Lemma 2.1.
First, we adjust the Bellman equation, (2.4), to account for the uniform-linear model specifi-
cation. Also, as in the proof of Proposition 2.1, it is convenient to let the seller choose cutoffs
directly instead of prices. With linear utility, setting a price pt at reputation λt implies that
the cutoff is
θ † (λt , pt) = pt − λt .
Thus, we can express the price as a function of the cutoff,
pt
 
λt ,θ
†

= θ † + λt .
For notational convenience, we abbreviate θ † (λ, p) with θ † in the following. The uniform
distribution of types implies that F
 
θ †

= θ †. Therefore, we can rewrite (2.4) to
V (λ) = max
θ †∈[0,1]
 
θ † + λ
  
1 − θ † + δV  αλ + (1 − α)θ †	 , (2.11)
where the seller maximizes with respect to θ † instead of p.
By Proposition 2.1, V (λ) is the fixed point of the Bellman operator. We now prove that the
Bellman operator maps the (closed) set of functions which are continuous in α, δ, and λ
(henceforth denoted by C) into itself. Thus, the fixed point of the Bellman operator must
lie within that closed set and, hence, V (λ) is continuous in α, δ, and λ.
To show that the Bellman operator maps C into itself, consider an arbitrary g ∈ C . Applying
the Bellman operator, we obtain
max
θ †∈[0,1]
 
θ † + λ
  
1 − θ † + δg  αλ + (1 − α)θ †	 (2.12)
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We use Berge’s maximum theorem to deduce that (2.12) is a continuous function of α, δ, and
λ. First, note that for any λ the set of feasible choices is [0,1] which is compact and continu-
ous as a correspondence of α, δ, and λ because it is independent of α, δ, and λ. Second, note
that  
θ † + λ
  
1 − θ † + δg  αλ + (1 − α)θ †
is continuous in α, δ, λ, and θ †. Thus, by the maximum theorem, (2.12) is an element of C .
Consequently, the Bellman operator maps C into itself and V ∈ C .
Proof of Proposition 2.3.
We consider the casewhereα < 1. Forα= 1 see Lemma2.2. Recall that the Bellman equation
is given by (2.11).
(i) Step 1: We solve the Bellman equation with a guess and verify approach.
Consider the first-order derivative of the right-hand side of the Bellman equation with
respect to θ †
1 − θ † −  θ † + λ + δ(1 − α)V ′  αλ + (1 − α)θ † , (2.13)
and the first-order derivative of V (λ) with respect to λ
V ′(λ) = 1 − θ † + δαV ′  αλ + (1 − α)θ † . (2.14)
We guess that the value function is quadratic, that is,
V (λ) = v2λ
2 + v1λ + v0.
This implies for the first-order derivative
V ′(λ) = 2v2λ + v1. (2.15)
In order to verify the guess, we consider the first-order condition of the Bellman equa-
tion by setting (2.13) equal to zero,
1 − θ † −  θ † + λ + δ(1 − α)V ′  αλ + (1 − α)θ † = 0. (2.16)
Using (2.15), we can rewrite (2.16) to
1 − θ † −  θ † + λ + δ(1 − α)  2v2  αλ + (1 − α)θ † + v1 = 0.
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Solving for θ † yields
θ † =
1 + δ(1 − α)v1 − λ (1 − δ(1 − α) (2v2α))
2 (1 − δ(1 − α)2v2) . (2.17)
Now, we consider (2.14) where we plug in (2.15), the guess for V ′(λ), and (2.17). After
some algebra, we obtain
V ′(λ) =λ (1 + 4δαv2(2α − 1))
2 (1 − δ(1 − α)2v2)
+
2 (1 + δαv1)
 
1 − δ(1 − α)2v2
 − 1 + δ(1 − α) (2αv2 (1 + δ(1 − α)v1) − v1)
2 (1 − δ(1 − α)2v2) .
(2.18)
We use the guess for the left-hand side in order to match and thereby solve for coeffi-
cients. First, we require that the coefficient of λ on the right-hand side of (2.18) equals
2v2, the coefficient of λ in (2.15), i.e.,
2v2 =
1 + 4δαv2(2α − 1)
2 (1 − δ(1 − α)2v2) .
Solving for v2 gives
v2 =
1 − δα(2α − 1) ±Æ(1 − δα(2α − 1))2 − δ(1 − α)2
2δ(1 − α)2 . (2.19)
We see that there are two possible solutions for v2. Second, we require that the constant
on the right-hand side of (2.18) equals v1 which is the constant in the guess (2.15), i.e.,
v1 =
2 (1 + δαv1)
 
1 − δ(1 − α)2v2
 − 1 + δ(1 − α) (2αv2 (1 + δ(1 − α)v1) − v1)
2 (1 − δ(1 − α)2v2) .
Solving for v1 yields
v1 =
2
 
1 − δ(1 − α)2v2
 − 1 + 2δα(1 − α)v2
2 (1 − δ(1 − α)2v2) (1 − δα) + δ(1 − α) (1 − 2δα(1 − α)v2) (2.20)
which depends on v2.
Step 2: We argue that only one of the two solutions for v2 is valid.
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Denote the two candidates for v2 by
v+2 =
1 − δα(2α − 1) +Æ(1 − δα(2α − 1))2 − δ(1 − α)2
2δ(1 − α)2 , (2.21)
v−2 =
1 − δα(2α − 1) −Æ(1 − δα(2α − 1))2 − δ(1 − α)2
2δ(1 − α)2 . (2.22)
First, recall from Lemma 2.1 that the value function V (λ) is continuous in α and δ.
Rewriting the square root in the numerator givesÆ
(1 − δα2) (1 − δ + 4αδ(1 − α)).
Observe that both solutions coincide if and only if α= δ = 1. As we consider δ ∈ (0,1)
we conclude that v+2 6= v−2 . Hence, only one of the two candidates can be the global so-
lution for any pair (α,δ). If both were solutions, V (λ) would not be continuous.
Second, we argue that value function induced by v+2 is not increasing for all pairs (α,δ)
which contradicts Proposition 2.2. Let v+1 be the solution to (2.20) when we plug in v
+
2
for v2. Some algebra yields
v+1 =
α + (1 − 2α)  δα(2α − 1) −p(1 − δα2) (1 − δ + 4αδ(1 − α))
(1 − α)  1 − δα + δ(1 − α)(1 − 2α) −p(1 − δα2) (1 − δ + 4αδ(1 − α)) .
(2.23)
Next, we show that there exists a pair of (α,δ) for which v+1 is strictly negative which
contradicts that the value function V (λ) is strictly increasing inλ for any pair (δ,α). For
α= 0 we get
−p1 − δ
1 + δ − p1 − δ , (2.24)
which is strictly negative for all δ ∈ (0,1). By continuity, we conclude that there exists
an α > 0 such that v+1 < 0. Consequently, v
+
2 is not the solution. Instead, the solution is
given by v−2 and the corresponding solution for v1, that is,
v−1 =
α + (1 − 2α)  δα(2α − 1) +p(1 − δα2) (1 − δ + 4αδ(1 − α))
(1 − α)  1 − δα + δ(1 − α)(1 − 2α) +p(1 − δα2) (1 − δ + 4αδ(1 − α)) .
(2.25)
From now on, we identify v1 with v
−
1 and v2 with v
−
2 .
Step 3: We verify that the second-order condition is satisfied.
Consider the second-order derivative of the right-hand side of the Bellman equation
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with respect to θ †
−2  1 − δ(1 − α)2v2 . (2.26)
We start by showing that v2 ≥ 0 which is the case if the numerator of v−2 is positive, i.e.,
1 − δα(2α − 1) ≥
q
(1 − δα(2α − 1))2 − δ(1 − α)2.
By squaring both sides of the equation and subtracting (1−δα(2α− 1))2, the condition
simplifies to
δ(1 − α)2 ≥ 0
which is always satisfied. Therefore, the second-order condition holds if and only if
δ(1−α)2v2 < 1. We show that 2(1−α)v2 ≤ 1 which implies that δ(1−α)2v2 < 1. Af-
ter plugging in (2.22), we can rewrite 2(1−α)v2 ≤ 1 to
1 − δα(2α − 1) −
q
(1 − δα(2α − 1))2 − δ(1 − α)2 ≤ δ(1 − α).
Rearranging terms and squaring both sides yields
(1 − δα(2α − 1))2 − δ(1 − α)2 ≥ (1 − δ + 2δα(1 − α))2 .
After some algebra, this condition can be reformulated to
−1 + α2 + δ  1 − 4α + 7α2 − 4α3 ≤ 0. (2.27)
For δ = 0, it simplifies to
α2 − 1 ≤ 0
which is always true, and for δ = 1 we get
−4(1 − α)2 ≤ 0
which is satisfied as well. As (2.27) is linear in δ, the condition holds for all δ ∈ (0,1)
and we can conclude that δ(1−α)2v2 < 1. Hence, the second-order condition is satis-
fied.
(ii) The shape of the policy function follows now immediately from (2.17), where we plug
in v1 and v2 in order to determine the solutions for θ0 and θ1. We are left to show that
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−1< θ1 < 0. θ1 is defined as the coefficient of λ in (2.17), i.e.,
θ1 = −1 − δ(1 − α) (2v2α)2 (1 − δ(1 − α)2v2) . (2.28)
Recall fromStep 3 of the previous part of the proof that v2 ≥ 0 and 2(1−α)v2 ≤ 1which
implies that 2δ(1−α)αv2 < 1 and δ(1−α)2v2 < 1. Therefore, numerator and denom-
inator are positive and θ1 is strictly negative. Moreover, θ1 > −1 if the denominator
is larger than the numerator. This is the case if 2δ(1−α)2v2 < 1 which follows from
2(1−α)v2 ≤ 1. Recall also that the second-order derivative of the right-hand side of
the Bellman equation, (2.26), is strictly negative. Hence, the objective is strictly con-
cave and its maximizer is unique. Therefore, the policy function is also unique. This
concludes the proof.
Proof of Proposition 2.4.
(i) Consider α < 1. In the first step, we define
T : [0,1] −→ [0,1] ,
λt 7−→ λt+1,
as the mapping of today’s into tomorrow’s reputation. Using the seller’s policy function
(2.7) and the reputation transition (2.6), we obtain
T (λt) = αλt + (1 − α) (θ0 + θ1λt) .
Note that themapping is linear inλt with slopeα+ (1−α)θ1. As θ1 ∈ (−1,0), it follows
that α+ (1−α)θ1 ∈ (0,1) for any α ∈ [0,1) and, hence, T is a contraction mapping.
By Banach’s fixed-point theorem, the contraction mapping T has a unique fixed point,
that is, there is a unique λˆ such that T(λˆ)= λˆ, and, moreover, the sequence λt+1 =
T (λt) converges to λˆ as t →∞.
Second, we explicitly compute λˆ. To this end, we revisit the seller’s problem from the
proof of Proposition 2.3, in particular, the seller’s first-order condition, as in (2.16),
1 − 2θ †(λ) − λ + δ(1 − α)V ′  αλ + (1 − α)θ †(λ) = 0,
and the first-order derivative with respect to λ, as in (2.18),
V ′(λ) = 1 − θ †(λ) + δαV ′  αλ + (1 − α)θ †(λ) .
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Note that T(λˆ)= λˆ implies θ †(λˆ)= λˆ. By evaluating both conditions at the fixed point
λ= λˆ, we get
1 − 3λˆ + δ(1 − α)V ′(λˆ) = 0, (2.29)
and
V ′(λˆ) = 1 − λˆ + δαV ′(λˆ). (2.30)
Solving (2.30) for V ′(λˆ) yields
V ′(λˆ) = 1 − λˆ
1 − δα (2.31)
which we plug into (2.29) in order to solve for λˆ. The solution is
λˆ =
1 + δ(1−α)1−δα
3 + δ(1−α)1−δα
,
as claimed.
Finally, we consider the derivatives of λˆ with respect to δ and α. For convenience, de-
note δ(1−α)1−δα by x (α,δ). As
∂ λˆ
∂ δ
=
2 ∂ x(α,δ)∂ δ
(3 + x (α,δ))2
, and
∂ λˆ
∂ α
=
2 ∂ x(α,δ)∂ α
(3 + x (α,δ))2
,
the signs of the derivatives of λˆ are determined by the signs of the derivatives of x (α,δ).
The latter are given by
∂ x (α,δ)
∂ δ
=
1 − α
(1 − δα)2 > 0, and
∂ x (α,δ)
∂ α
= − δ(1 − δ)
(1 − δα)2 < 0.
Hence, λˆ is increasing in δ and decreasing in α.
(ii) For α= 1, (2.6) implies that λt+1 = λt and, hence, λt = λ0, for all t ≥ 0, which com-
pletes the proof.
Proof of Lemma 2.2.
Note that for α= 1, (2.6) implies that λt+1 = λt . When starting with initial reputation λ0, it
follows that λt = λ0, for all t ∈ {1, . . .}. Thus, the seller’s decision about θ † in period t does
not influence her reputation in the next period. Her problem reduces tomaximize stage game
payoffs in each period.
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Therefore, the seller faces the following problem, in each period,
max
θ †
 
λ0 + θ
†
  
1 − θ †	 .
The objective is strictly concave in θ †. The first-order condition is given by
1 − λ0 − 2θ † = 0,
and solving for θ † yields
θ † =
1 − λ0
2
.
The seller’s profits are given by the discounted infinite sum of period profits. In each period,
the seller receives 
λ0 +
1 − λ0
2

1 − 1 − λ0
2

=

1 + λ0
2
2
.
Hence, her profits are given by
∞∑
t=0
δt

1 + λ0
2
2
=
1
1 − δ

1 + λ0
2
2
.
Proof of Lemma 2.3.
This result follows from Propositions 2.3 and 2.4. First, consider v1 as in (2.25) and v2 as in
(2.22) for α= 0,
v1 =
p
1 − δ
1 + δ +
p
1 − δ , (2.32)
v2 =
1 − p1 − δ
2δ
. (2.33)
We determine the seller’s policy function by evaluating (2.13) for α= 0,
θ ∗(λ) = − λ
2 (1 − δv2) +
1 + δv1
2 (1 − δv2) . (2.34)
With (2.32) and (2.33), we can rewrite (2.34) after some algebra to
θ ∗(λ) = − λ
1 +
p
1 − δ +
1 + δ
1 + δ +
p
1 − δ . (2.35)
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In order to determine the long-run reputation, we evaluate (2.8) at α= 0 which yields
λˆ =
1 + δ
3 + δ
.
Further, from (2.6) for α= 0 follows λt+1 = θ †t . From the proof of Proposition 2.4, we know
that θ ∗(λˆ)= λˆ. Moreover, θ ∗(λ) is decreasing by Proposition 2.3. Therefore, λt > λˆ implies
λt+1 < λˆ and vice versa, that is, reputation oscillates towards λˆ. This completes the proof.
Proof of Proposition 2.5.
We proceed in several steps.
Step 1: We derive θ1 in closed form.
It is convenient to define
∆ := (1 − α2δ)(1 − δ(1 − 2α)2).
Recall that we obtained θ1 from the first-order condition as
θ1 =
δ(1 − α)α2v2 − 1
2(1 − δ(1 − α)2v2) ,
where
v2 =
1 − δα(2α − 1) − p∆
2δ(1 − α)2 .
Inserting v2 into θ1 gives
α
1−α
 
1 − 1−αα − δα(2α − 1) −
p
∆

1 + δα(2α − 1) + p∆ . (2.36)
Next, we multiply the numerator and the denominator of (2.36) by
1 − 1 − α
α
− δα(2α − 1) + p∆.
Consider first the numerator of (2.36):
α
1 − α

1 − 1 − α
α
− δα(2α − 1)
2
− ∆

.
Some algebra shows that the numerator can be written as
− 3 + 1
α
+ αδ(3α − 1). (2.37)
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Now, consider the denominator of (2.36), 
1 + δα(2α − 1) + p∆1 − 1 − α
α
− δα(2α − 1) + p∆

.
Simplifying the latter expression yields
 p
∆ + (1 − α2δ)3α − 1
α

. (2.38)
Putting (2.37) and (2.38) together, we obtain for θ1:
θ1 =
−3 + 1α + αδ(3α − 1) p
∆ + (1 − α2δ)  3α−1α  ,
which we can further simplify to
θ1 =
−(1 − α2δ)
1 − α2δ + p∆ . (2.39)
Step 2: We derive ∂ θ1∂ α in closed form.
We start by taking the derivative of θ1, see (2.39) from Step 1, with respect to α:
2αδ(1 − α2δ + p∆) − (α2δ − 1)−2αδ + 12∆− 12  −2δα(1 − δ(1 − 2α)2) + (1 − α2δ)(4δ(1 − 2α)) 
1 − α2δ + p∆2 .
Next, we multiply numerator and denominator by
p
∆. The numerator becomes
2αδ∆ + (1 − α2δ)1
2
 −2δα(1 − δ(1 − 2α)2) + (1 − α2δ)(4δ(1 − 2α)) ,
and simplifying yields
δ(1 − α2δ)(2 − 3α − αδ + 2α2δ).
Putting numerator and denominator together gives
∂ θ1
∂ α
=
δ(1 − α2δ)(2 + 2α2δ − 3α − αδ)
(1 − α2δ + p∆)2p∆ .
Inserting the definition of∆ yields
∂ θ1
∂ α
=
δ(1 − α2δ)(2 + 2α2δ − 3α − αδ)
(1 − α2δ +p(1 − α2δ)(1 − δ(1 − 2α)2))2p(1 − α2δ)(1 − δ(1 − 2α)2) .
(2.40)
Step 3: (1−α)θ1 is increasing in α.
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The statement is equivalent to showing that
− θ1 + (1 − α)∂ θ1
∂ α
≥ 0. (2.41)
We plug in the explicit formulas for θ1 and
∂ θ1
∂ α which we derived in Step 1 and 2 and rewrite
the left side of inequality (2.41) as a single fraction over the denominator
(1 − α2δ + p∆)2p∆.
As the denominator is positive, it suffices to argue that the numerator
(1 − α)δ(1 − α2δ)(2 + 2α2δ − 3α − αδ) + (1 − α2δ)(1 − α2δ + p∆)(p∆)
is also positive. The latter expression is bounded from below by
(1 − α)δ(1 − α2δ)(2 + 2α2δ − 3α − αδ) + (1 − α2δ)∆.
The definition of∆ and some algebra yield
(1 − α2δ)  (1 − δ)(1 − α2δ) + δ(1 − α)(2 + 2α2δ + α − αδ − 4α3δ) .
It remains to be shown that
2 + 2α2δ + α − αδ − 4α3δ (2.42)
is positive. Observe that (2.42) is linear in δ. Therefore, it attains its minimum either at δ = 1
or δ = 0. For δ = 0 we obtain
2 + α > 0,
and for δ = 1, (2.42) becomes
2 + 2α2 − 4α3 ≥ 0.
Consequently, (2.42) is positive for all δ ∈ (0,1) which implies that (2.41) holds.
Step 4: We prove (i)-(iii).
Note that α+ (1−α)θ1 is continuous in α, strictly increasing in α by Step 3, less than zero at
α= 0, and larger than zero at α= 1. Therefore, we can uniquely define α¯ through
α¯ + (1 − α¯)θ1 = 0.
(i) Consider α > α¯. Fix λ0 ≥ λˆ. Denote by λ the current-period reputation and by λ′ the
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next-period reputation. First, we argue that λ≥ λˆ implies λ′ ≥ λˆ:
λ′ = αλ + (1 − α)θ ∗(λ)
= αλ + (1 − α)(θ1λ + θ0)
= λ (α + (1 − α)θ1)︸ ︷︷ ︸
>0 as α>α¯
+(1 − α)θ0
≥ λˆ(α + (1 − α)θ1) + (1 − α)θ0 (2.43)
= αλˆ + (1 − α)θ ∗(λˆ)
= λˆ.
Thus, if λ0 ≥ λˆ then λt ≥ λˆ, for all t. Second, we show that λ≥ λˆ implies λ≥ λ′. Recall
that θ ∗(λˆ)= λˆ, and that θ ∗ is decreasing in λ. Thus, we have
θ ∗(λ) < λˆ < λ,
and consequently
λ′ = αλ + (1 − α)θ ∗(λ) ≤ αλ + (1 − α)λ = λ.
We deduce that if λ0 ≥ λˆ then λt ≥ λt+1, ∀t. From Proposition 2.4 we know that
limt→∞λt = λˆ, hence, |λt − λˆ| ↓ 0. The proof for λ0 ≤ λˆ is analogous.
(ii) Let α= α¯. Fix any λ0 ∈ [0,1]. Carefully inspecting the arguments from (i) shows that
(2.43) holds with equality if α= αˆ. Thus, we have λt = λˆ, for all t ≥ 1.
(iii) Consider α < α¯. Fix any λ0 ∈ [0,1]. In this case the inequality in (2.43) is reversed, i.e.,
if λ≥ λˆ then λ′ ≤ λˆ. The proof that if λ≤ λˆ then λ′ ≥ λˆ follows from an analogous
computation. Next, we show that
|λ − λˆ| ≥ |λ′ − λˆ|. (2.44)
Again, we focus on λ≥ λˆ, the proof for λ≤ λˆ is analogous. If λ≥ λˆ, (2.44) becomes
λ − λˆ ≥ λˆ − λ′ ⇔ λ + λ′ ≥ 2λˆ. (2.45)
Observe that
λ + λ′ = λ (1 + α + (1 − α)θ1)︸ ︷︷ ︸
>0
+(1 − α)θ0
≥ λˆ + λˆ(α + (1 − α)θ1) + (1 − α)θ0
= 2λˆ,
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which yields (2.45). Together with the convergence established in Proposition 2.4, we
obtain |λt − λˆ| ↓ 0. This concludes the proof.
Proof of Proposition 2.6.
We argue that
|λ′(α) − λ(α)| (2.46)
is decreasing in α. Inserting the definition of λ′(α) into (2.46), we obtain
(1 − α)|θ ∗(λ(α)) − λ(α)|.
For h< 0, we have λ(α)< λˆ(α) and thus θ ∗(λ(α))> λˆ(α)> λ(α). Therefore, we obtain
(1 − α)(θ ∗(λ(α)) − λ(α)). (2.47)
Recall that
θ ∗(λ(α)) = θ1λ(α) + θ0. (2.48)
Taking the derivative of (2.47) with respect to α we obtain
−  θ1(λˆ(α) + h) + θ0 − (λˆ(α) + h) + (1 − α)∂ θ1
∂ α
(λˆ(α) + h) + θ1
∂ λˆ
∂ α
+
∂ θ0
∂ α
− ∂ λˆ
∂ α

,
(2.49)
where we used (2.48) and the definition of λ(α). By definition of the long-run reputation
λˆ(α), it holds
λˆ(α) = θ1λˆ(α) + θ0. (2.50)
Taking the derivative of the fixed-point condition with respect to α, we get
∂ λˆ
∂ α
=
∂ θ1
∂ α
λˆ(α) + θ1
∂ λˆ
∂ α
+
∂ θ0
∂ α
. (2.51)
Substituting (2.50) and (2.51), simplifies (2.49) to
h

1 − θ1 + (1 − α)∂ θ1
∂ α

. (2.52)
We want to argue that (2.52) is negative. This is equivalent to showing that the term in brack-
ets is positive as h< 0. From Step 3 of the proof of Proposition 2.5 we know that (1−α)θ1 is
increasing in α, i.e.,
− θ1 + (1 − α)∂ θ1
∂ α
≥ 0. (2.53)
Thus (2.52) is negative and the distance between λ′(α) and λ(α) is decreasing in α for h< 0.
The proof for h> 0 is analogous.
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Proof of Proposition 2.7.
We know from Lemma 2.2 that
V (λ0, 1) =
1
1 − δ

1 + λ0
2
2
,
and from Proposition 2.3 that
V (λ0,α) = v2λ
2
0 + v1λ0 + v0,
for α < 1, where v2 is given by (2.22) and v1 by (2.25). Hence, V (λ0, 1)− V (λ0,α) is given
by
1
1 − δ

1 + λ0
2
2
−  v2λ20 + v1λ0 + v0 . (2.54)
From here, we proceed in four steps.
Step 1: The difference V (λ0, 1)− V (λ0,α) is strictly convex, for all α < 1.
In order to determine the curvature of (2.54), we consider the coefficient of λ20, which is
1
4(1 − δ) −
1 − δα(2α − 1) −Æ(1 − δα(2α − 1))2 − δ(1 − α)2
2δ(1 − α)2 .
Rewriting fractions to have the same denominator yields
(1 − α)2δ − 2(1 − δ) (1 − δα(2α − 1)) + 2(1 − δ)Æ(1 − δα(2α − 1))2 − δ(1 − α)2
4δ(1 − δ)(1 − α)2 .
(2.55)
Note that the denominator of (2.55) is strictly positive for any α < 1. Let
a := (1 − α)2δ − 2(1 − δ) (1 − δα(2α − 1)) , and
b := 2(1 − δ)
q
(1 − δα(2α − 1))2 − δ(1 − α)2.
The difference, (2.54), is strictly convex if and only if the numerator of (2.55) is strictly pos-
itive, that is, if a+ b > 0. We start by considering the product (a+ b)(a− b)= a2 − b2, that
is 
(1 − α)2δ − 2(1 − δ) (1 − δα(2α − 1))2 − 4(1 − δ)2  (1 − δα(2α − 1))2 − δ(1 − α)2 .
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After some algebra, we obtain
δ2(1 − α)2 (1 − α)2 − (1 − δ)  4 + 4α − 8α2 . (2.56)
The sign of (2.56) is determined by the sign of
(1 − α)2 − (1 − δ)  4 + 4α − 8α2 . (2.57)
As 4+ 4α− 8α2 = 4(1−α2)+ 4α(1−α)> 0, (2.57) is strictly increasing in δ. Consider
(2.57) for δ = 0,
(1 − α)2 −  4 + 4α − 8α2 = − 3(1 − α2) + 6α(1 − α) < 0.
Showing that (2.57) is strictly negative for δ = 0 implies that (a+ b)(a− b)= a2 − b2 is
strictly negative for all δ ∈ (0,1). Hence, either a− b or a+ b must be negative but not both.
Since a+ b > a− b, we know that only a− b can be negative and, hence, a+ b is positive
which implies that (2.54) is strictly convex, as claimed.
Step 2: V (1,1) is an upper bound for V (λ0,α).
In period t, the seller’s period profits from choosing θ †t are given by 
1 − θ †t
  
λt + θ
†
t

. (2.58)
Note that (2.58) is strictly increasing in λt . Hence, obtaining themaximum of (2.58) forλt =
1 in each period is an upper bound for V (λ0,α). For the case where α= 1, we have λt = λ0 =
1 for all t ∈ {0,1, . . .}, and, therefore, the seller attains this upper bound by Lemma 2.2. For
α < 1, the seller’s value V (λ0,α) is smaller than the upper bound which implies that (2.54)
is positive for λ0 = 1.
Step 3: For any α < 1, V (0,1) is strictly smaller than V (0,α).
From Lemma 2.2, we know that θ †t = 1/2, for all t ∈ {0,1, . . .}, if α= 1 and λ0 = 0. In each
period, the seller thus realizes demand of 1/2 at a constant price of 1/2which yields a value
of
1
4 (1 − δ) .
Now, consider the seller’s profit for the case where α < 1when she equally sets θ †t = 1/2 for
all t ∈ {0,1, . . .}. Again, she realizes demand of 1/2 in each period but at higher prices for
t ≥ 1 because α < 1 implies that λt > 0 for t ≥ 1. Consequently, V (0,1) is strictly smaller
than V (0,α) which implies that (2.54) is negative for λ0 = 0.
Step 4: Existence of λ¯0(α) ∈ (0,1).
We know from the previous steps that (2.54) is strictly convex, strictly positive at λ0 = 1, and
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strictly negative at λ0 = 0. This implies that for any α < 1, there exists a unique cutoff in
(0,1). For any λ0 > λ¯0(α), (2.54) is strictly positive, and hence V (λ0, 1)> V (λ0,α). Con-
versely, for any λ0 < λ¯0(α), (2.54) is strictly negative, and hence V (λ0, 1)< V (λ0,α). For
λ0 = λ¯0(α), (2.54) equals zero which concludes the proof.

3OnReputationandDelivery Information
inCompetitionbetween
OnlineandOfflineRetailers.
3.1 Introduction
In the last decade, e-commerce has developed into a significant factor in retail sales. In the
United States, the fraction of e-commerce sales has more than doubled from 2.8 percent of
all retail sales in March 2006 to 8.1 percent in June 2016¹. E-commerce sales are growing by
more than 20 percent per year and are expected to generate a revenue of almost 400 billion
US-dollars in 2016². Inevitably, this development has increased competition between online
and offline retailers.
As one of the main differences between these competitors, retail stores and online shops en-
gage with their customers differently. Buyers can physically purchase a good in the classical
retail store whereas an online shop has to rely on a shipping service to deliver the goods to
her buyers. This creates uncertainty for customers of an online shop as to their overall wait-
ing time for the good, which does not only depend on the online shop’s logistic capabilities
but also on the ability of the assigned shipper to deliver the parcel quickly. On the one hand,
the growing importance of e-commerce indicates that consumers accept waiting times for a
good when the online shop compensates them with a lower price or spares them the need
to travel to a retail store. In a study for the European Commission of the state of play of EU
parcel markets, Okholm et al. (2013) are also concerned with the preferences of customers
of online shops. They find that one of “the most important delivery aspects for e-shoppers are
(...) access to electronic delivery notifications and track and trace (...).” On the other hand, an
online seller depends on the reliability of a shipping service to finalize her transactions in
¹ YCharts, “US E-Commerce Sales as Percent of Retail Sales‘”.
² Statista, “Annual retail e-commerce sales growth worldwide from 2014 to 2019”, and “Retail e-commerce
sales in the United States from 2013 to 2019”.
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a time frame that is satisfying to consumers. As a result, in online transactions, the shipper
has a significant impact on the buyer’s shopping experience and, in turn, on the seller’s rep-
utation. The US digital media company Business.com highlights the importance of managing
shipments in an article about shipping services advising small businesses: “The quality and re-
liability of your shipping service can make or break your customer’s service experience, reflecting
not just on the shipper, but directly on your company.³”. Similarly, while the online community
Fit Small Business recommends one specific US shipper as “they have by far the best rates”,
they also recognize the importance of a swift delivery for customer satisfaction: “Many online
complaints focus on packages that are either delivered late or go missing. If you are using insured
services, you will be reimbursed but your customers may not be happy when deliveries are late or
do not arrive at all.”.⁴
It is, thus, interesting to examine from an theoretical economic perspective how an online
seller who competes with an offline retailer manages the assignment of shipping services
optimally, andwhich information about the delivery process is in fact beneficial to consumers.
In this paper, we analyze the dynamic reputation problem of a long-lived online retailer. She
competes with an offline retailer in an adapted two-period Hotelling competition model with
fixed prices. Short-lived buyers are located on a unit interval and have to travel to the offline
retailer to purchase a good. The online seller, however, can only ship goods to her buyers by
choosing a shipper which is available in two qualities at different rates. The buyers’ waiting
time depends on two components. In the first step, the seller provides the good to a shipper,
and in the second step, the shipper delivers the good. The seller’s type, which can be either
high or low, and is unknown to buyers, determines stochastically the speed of the first step,
and the shipper’s quality determines stochastically the speed of the second step. Thus, the
buyers’ overall waiting time depends on the type of the seller as well as the quality of the cho-
sen shipping service. In our paper, reputation represents the buyers’ belief about the seller’s
type.
We consider four specifications of the model in which the information available to buyers
about the delivery process changes. In particular, we differentiate cases where buyers can
or cannot track and trace the delivery of their ordered good, as well as cases where buyers
can or cannot distinguish which shipper quality the seller chose when the good is delivered.
We start by analyzing a benchmark model in which buyers only observe their overall waiting
time and, hence, draw conclusions about the seller’s type solely from this information. We
show that the seller types pool on the cheaper low quality shipper if reputation is relatively
low or relatively high, that is, if buyers are sufficiently convinced that the seller is of the low
type or of the high type, respectively. If her reputation is in an intermediate range, however,
that is, buyers are relatively uncertain about the seller’s type, a separating equilibrium exists,
³ See Wood (2015).
⁴ See Marsan (2015).
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where only the high type seller chooses the more expensive, high quality shipper. When buy-
ers are uncertain, reputation reacts most sensitively to their realized waiting time. Increasing
the probability of a quick delivery and decreasing the probability of a slow delivery by choos-
ing the high quality shipper is hence most profitable. In addition to higher expected increase
in reputation from a quick delivery, the high type seller protects herself from being falsely
identified as a low type from a slow delivery.
Subsequently, we change the setup with respect to which additional pieces of information
buyers observe and derive the equilibria for each setup. When buyers can observe the ship-
per’s quality upon delivery of the good, we find that pooling on the low quality shipper is al-
ways an equilibrium. Pooling on the high quality shipper, however, exists as an equilibrium if
and only if the seller’s reputation is sufficiently high. Deviating from the pooling equilibrium
on the high quality shipper saves a seller additional costs but buyers assign an off-path be-
lief that she is of the high type after detecting a deviation. If the seller’s reputation is already
low, a low off-path belief cannot reduce her profits enough in relation to the saved costs, and
hence, a deviation can be profitable. With observable shipper qualities, there exist no sepa-
rating equilibria. In any separating equilibrium, buyers learn the seller’s type perfectly from
observing the shipper’s quality upon delivery of the good. If the benefits from being identi-
fied as one shipper type outweigh the additional costs, both types would choose the same
respective shipper.
The ability to track the delivery process enables buyers to disentangle how the seller and the
shipper contributed to their total waiting time. Observing the speed of the first delivery step
is then a signal about the seller’s type only whereas the speed of the second delivery step
is a signal about the shipper’s quality which, in turn, may be an indirect signal about the
seller’s type as well, depending on the equilibrium strategy. When such a tracking technology
is available to buyers, pooling on the low quality shipper remains an equilibrium. In a pool-
ing equilibrium with tracking, the signal about the shipper’s step is non-informative and the
only signal that buyers learn from is the speed of the seller’s step. As the speed of this step
depends on the seller’s fixed type only, a seller cannot influence the buyers’ information with
her shipper choice. Thus, seller’s always prefer the cheaper, low quality shipper which implies
that pooling on the high quality shipper can never be an equilibrium when buyers can track
their delivery but are not able to observe the shipper’s quality upon. The separating equilib-
rium can only exists in this setup if the seller’s reputation is low, and for a specific range of
intermediate cost parameters.
Comparing the equilibria of these setups, we find that the seller’s optimal strategy differs
significantly with respect to the information that buyers obtain about the delivery process.
The incentives for the seller to assign a shipper of higher or lower quality depend on which
pieces of information buyers take into account when they draw conclusions about the seller’s
type. In particular, incentives for the high type seller to choose the high quality shipper
decrease when buyers can track the delivery and, hence, learn about her high type through
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the tracking technology instead of only through the noisier overall waiting time. As a result,
the high type seller might choose the high quality shipper only if reputation is very low such
that from the consumers’ perspective, the ability to track parcels decreases their expected
welfare. The results are ambiguous, however, when we consider the effect on the buyers’
welfare from their ability to identify the shipper’s quality upon delivery of the ordered good.
It harms their welfare if the seller has comparatively low reputation, but can improve their
welfare if reputation is sufficiently high.
In an online transaction, we assume that not the buyer but the seller pays the shipping fee.
In recent years, larger online shops have typically absorbed these costs from their customers
which provides a justification for this assumption⁵. It is also worth noting, that we only
consider the effect of a tracking technology on reputation. The ability to track a parcel can
simplify taking delivery of the shipper, as some services provide, for example, an estimated
arrival time of the parcel. Online sellers might also have a preference to track their delivery
for insurance and warranty related aspects. These additional channels though which track-
ing might have positive effect on the consumers’ welfare are not captured in our model.
The growing importance of e-commerce has fostered empirical literature on online sellers’
strategies, on consumer behavior in online markets, and on the importance of a seller’s rep-
utation on her sales. Dinlersoz and Li (2006) find that internet book retailers strategically
adjust their strategies for shipping prices and average delivery time to their market position.
In online auction environments, Melnik and Alm (2002) and Livingston (2005) show empiri-
cally that sellers with better reputation are able to generate higher revenues. Recently, Jolivet
et al. (2016) confirm that this empirical relation can be found on online e-commerce plat-
forms as well. Hence, the empirical literature suggests that reputation is an important deter-
minant for success in onlinemarkets and sellers are, to a certain extent, aware of the strategic
implications of shipping speed on their reputation.
In these papers, however, reputation relates to the consumers’ belief that that the seller be-
haves trustworthy and does in fact deliver a good after receiving payment. In contrast, in
our paper reputation refers to an online seller’s unknown logistical ability. This is reminis-
cent of the classical dynamic reputation literature where buyers observe noisy signals and
update their belief about the seller’s unknown type accordingly. See, for example, Bar-Isaac
and Tadelis (2008) for an overview. To see similarities, it is instructive to reframe the model
slightly. We can interpret the seller’s logistical ability as her type and the chosen shipper qual-
ity as her effort. The realized waiting time corresponds to a signal generated by the seller’s
type and effort.
⁵ According to an article from Business Insider from May 27, 2014, the fraction of transactions with free
shipping has increased from 48 percent in the first quarter of 2013 to 58 percent in the first quarter of
2014, see Smith (2014).
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In Kreps et al. (1982), Mailath and Samuelson (2001), Cripps et al. (2004), and Cripps et al.
(2007), reputation reflects the market’s belief that the seller of a competent type instead
of a behavioral type. Whereas the latter always chooses the same effort, a competent type
chooses her effort strategically. Buyers observe noisy signals whose distributions depend on
the seller’s effort, and derive utility not from the seller’s type directly but from the signal re-
alization. Kreps et al. (1982) introduce behavioral types to explain cooperation in finitely
repeated prisoner’s dilemma through reputation effects. Mailath and Samuelson (2001) find
that there is no equilibrium in which a competent seller always exerts high effort. When firms
are able leave themarket and new firms can acquire their name (and reputation) unobserved,
competent types prefer to acquire average reputations whereas good reputations are most
valuable to behavioral types. Cripps et al. (2004), and Cripps et al. (2007) show that reputa-
tion is a short-run phenomenon when types are fixed as buyers learn about the seller’s type
over time.
In Holmström (1999), Board andMeyer-ter Vehn (2013), and Dilmé (2016), the seller’s type
is either high or low and reputation corresponds to the market’s belief that the seller is of
the high type. In Holmström (1999), the seller’s type is unknown to herself as well as to the
market. Buyers gain utility from a noisy signal whose distribution depends on the seller’s type
and her exerted effort. He shows that the concern for reputation can increase effort in the first
periods but as the market learns about the seller’s type, incentives to exert effort diminish. In
Board and Meyer-ter Vehn (2013), and Dilmé (2016), buyers gain utility from the type of
a seller at the time of purchasing her good. The seller’s type is her private information and
changes dynamically over time. Board andMeyer-ter Vehn (2013) examine a model in which
buyers observe and learn from signals whose realization depends on the seller’s type. They
show that depending on whether the market learns through good or bad news signals, the
seller exerts effort if reputation is low or high, respectively. In Dilmé (2016), the seller can
strategically choose her type in each period but suffers costs from switching. He shows that a
seller changes her type only if reputation is either very high or very low.
Our setup is related more closely to Holmström (1999). Buyers gain utility from the signal
whose realization depends on both the seller’s type as well as her effort. The seller, however,
is aware of her type and exerts effort strategically to manage her reputation. With our focus
on the information structure, the research question of this paper is more related to Board
and Meyer-ter Vehn (2013). We put emphasis on the effects of changing information that is
available to buyers by explicitly modeling how the signal is generated from two independent
signals about the seller’s type, and about her effort. We use this structure to examine how
transparency about the generation of the signal influences the seller’s strategic problem, and,
in turn, buyers’ welfare.
The paper is organized as follows. We start in Section 3.2 by introducing the adapted two-
period Hotelling competition model, and solve the buyer’s problem for each period as well as
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the seller’s problem in the final second period. In Section 3.3, we analyze the seller’s problem
in the first period for a benchmark case where buyers can only observe their realized wait-
ing time. In Section 3.4, we allow buyers to additionally observe the shipper’s quality upon
delivery of the good. In Section 3.5, buyers track their delivery and are thus able to observe
the contribution of the seller and the shipper to their waiting time but are no longer able to
observe the shipper’s quality. In Section 3.6, we combine the two previous cases and allow
for both tracking as well as observable shipper quality. Finally, in Section 3.7 we compare the
derived equilibria of all four setups from the buyers’ perspective. Section 3.8 concludes. All
proofs are relegated to the Appendix.
3.2 Model
Time is discrete and there are two periods t ∈ {1,2}. In each period a unit mass of short-lived
buyers can purchase a good at a fixed price of 1 which provides them with net utility of u.⁶
Two long-lived sellers provide the good at zero production costs. Buyers are located on a unit
interval and their position η ∈ [0,1] is uniformly distributed. One of the two sellers, retailer
R, is located at η= 0. If a buyer from position η chooses to purchase the good from R, he
suffers costs η from the distance he has to travel to R. Formally, a buyer’s utility from buying
from R and traveling distance η is
UR (η) = u − η. (3.1)
The second seller, online seller S (in the following also referred to as seller), is of an unknown
type θ ∈ {L,H}. If a buyer purchases from S in period t, the seller needs to ship the good to
the buyer. In order to do so, she assigns a shipper which is available in a low and a high qual-
ity, dt ∈ {l,h}. Shipping costs are c(dt), where c(h)> c(l), and we denote the cost difference
by∆≡ c(h)− c(l). Buyers who purchase the good from S in period t suffer losses from their
experienced waiting time wt ∈ {0,1} which is drawn from a probability distribution depend-
ing on both the seller’s type and the shipper’s quality. Formally, a buyer’s utility from buying
from S and waiting wt is given by
US (wt) = u − wt . (3.2)
Note that a buyer who is located at η= 0 is always better off by purchasing the good from R
whereas a buyer located at η= 1 always prefers to order from S. We assume
u > 1 (3.3)
⁶ As the seller provides the good at zero costs, the price only serves as a multiplier in her profits. Normalizing
the fixed price to 1 simplifies notation and is without loss of generality.
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so that not buying the good is a dominated strategy for all consumers and we only have to
take care of how the total demand is split between R and S.
In each period t ∈ {1,2}, shipping proceeds in two steps. First, the seller processes the order
and provides the good to a shipper. In the second step, that shipper delivers the good to the
buyers. Both steps can be processed quickly or slowly. Denote the speed of the first step in
period t by w1t ∈ {0,1} and of the second step by w2t ∈ {0,1}. We interpret a realization of 0
as a quickly processed step and a realization of 1 as a delayed step.We assume that the overall
waiting time in period t is long (wt = 1) whenever there is delay in at least one step. Only if
both steps proceeded quickly, the overall waiting time is short (wt = 0)⁷. Formally,
wt = max

w1t ,w
2
t
	
. (3.4)
We denote the probability that the high and the low type seller process the first step in period
t quickly by p and r respectively, i.e.
Pr

w1t = 0|θ = H

= p,
Pr

w1t = 0|θ = L

= r,
where p > r. Note that the seller’s ability tomanage the first step quickly depends only on her
type but not on the chosen shipper quality. For the shipper, the probability of managing the
second step quickly depends on its quality but is independent of the seller’s type⁸. We denote
the probability for no delay in the second step in period t from choosing the high and the low
shipper quality by qh and ql , respectively, i.e.
Pr

w2t = 0|dt = h

= qh,
Pr

w2t = 0|dt = l

= ql ,
where qh > ql . Given (3.4), we can derive the probability of wt = 0 for both seller types from
⁷ One can also think of the opposite case and even intermediate cases. It turns out, however, that this assump-
tion does not have an effect on the existence of equilibria, but only affects demand in equilibrium.
⁸ The ability may not only depend on how quickly a shipper can bring the good to a buyer’s home. One can
also include its infrastructure allowing buyers to pick up a parcel from a nearby store if they were not at
home at the time of delivery. As buyers care about the waiting time until they actually receive the good, net
shipping time is important but not the only factor that determines the total waiting time.
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Buyers’ information only wt observable w
1
t and w
2
t observable
dt not observable Section 3.3 Section 3.5
dt observable Section 3.4 Section 3.6
Table 3.1: Overview of the differences in the buyers’ information in Sections 3.3 through 3.6.
choosing a shipper quality as
Pr [wt = 0|θ = H, dt = h] = p · qh,
Pr [wt = 0|θ = H, dt = l] = p · ql ,
Pr [wt = 0|θ = H, dt = h] = p · qh,
Pr [wt = 0|θ = L, dt = l] = r · ql ,
with the corresponding counter-probabilities for wt = 1. We assume that
pqh >
1
2
> rql . (3.5)
In each period t, buyers form a belief that S is of type θ = H which we denote by µt . Their
common prior is given by µ1 ∈ (0,1). We will also refer to µt as the seller’s reputation in
period t in the following.
For tractability, we assume that the realization of wt is perfectly correlated for all buyers
who purchase the good from S and perfectly observable even for R’s buyers. This implies that
all buyers observe the same history of play and, hence, update their common prior belief
identically.
We analyze the model in four specifications in the following. Buyers always observe wt but
may or may not observe w1t , w
2
t , and dt . In each section, we change the setup with respect to
the information that buyers observe about the previous periods in addition to wt , as depicted
in Table 3.1. We denote the information that buyers can observe at the beginning of each pe-
riod t ∈ {1,2} about the previous history of play by the subset ht ⊆  ws,w1s ,w2s , dst−1s=1, where
h1 = ;.
The timing of the stage game in period t is as follows. First, buyers observe ht and assign prob-
ability µt that the seller is of the high type. Then, they decide whether to buy the good from
S, R or not at all. Buyers at ηwho buy from R receive their utility UR(η) immediately. Second,
seller S realizes her demand, chooses shipper quality dt , and pays the according fee c(dt).
Third, the random variables w1t and w
2
t realize, and wt is determined. Buyers who bought
from S receive utility US(wt), and, finally, all buyers leave the market.
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3.2.1 Strategies and Equilibrium
For each respective ht and any prior belief µ1 ∈ (0,1), a buyer’s strategy specifies for each
period t ∈ {1,2} whether to buy the good from R, S, or not at all (N) as a function of his
location η on the unit interval as well as the seller’s reputation µt . We denote the buyers’
strategy by β =
 
β
η
1 ,β
η
2

η∈[0,1], where β
η
t ∈ {S,R,N}.
The seller’s strategy specifies whether to choose the high quality shipper or the low quality
shipper as a function of her type and her reputation µt for each period t ∈ {1,2}. In order
to simplify writing down profits, we denote a strategy in period t in terms of its implied
probability of realizing w2t = 0. A seller’s strategy is hence given by σ =
 
σθ1 ,σ
θ
2

θ∈{H,L},
where σθt ∈

ql ,qh
	
. For example, σθt = q
h denotes a strategy where seller type θ plays
d = h in period t. Analogously, we rewrite the shipping fees for the high and the low quality
shipper to c(qh) and c(ql), respectively.
We consider Markov Perfect Equilibria (MPE) in pure strategies. In the following, we refer to
a profile of strategies and beliefs that constitutes a MPE in pure strategies as equilibrium.
3.2.2 Consumers’ Behavior and Demand
Before we analyze the seller’s problem, we derive the equilibrium behavior of the buyers for
both periods. Fix some reputation µt and a seller’s strategy σ. Consider the problem of a
buyer who is located at position η ∈ [0,1]. Following a markov strategy, he conditions his
decision on µt only and buys from S only if
E

US (wt) |µt ,σ
 ≥ UR (η)
⇔ η ≥ E [wt |µt ,σ] ≡ η(µt),
and from R otherwise, where the cutoff is
η(µt) =E [wt |µt ,σ]
=µt
 
pσHt · 0 + (1 − pσHt ) · 1

+ (1 − µt)
 
rσLt · 0 + (1 − rσLt ) · 1

=1 − rσLt − µt
 
pσHt − rσLt

. (3.6)
The following result summarizes the buyers’ equilibrium strategies derived above.
Proposition 3.1. For any µt and a seller’s equilibrium strategy σ
∗ =
 
σθ1 ,σ
θ
2

θ∈{H,L}, buyers
follow a cutoff strategy and buy from S in period t only if η≥ η(µt), where
η(µt) = 1 − rσLt − µt
 
pσHt − rσLt

,
and buy from R otherwise.
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Given the buyers’ equilibrium strategy β , a seller’s equilibrium strategy σ∗ and the uniform
distribution of η on the unit interval, in period t a seller with reputation µt faces demand of
Dt (µt ,σ
∗) = 1 − η(µt)
= rσLt + µt
 
pσHt − rσLt

. (3.7)
The seller’s objective is to maximize the sum of expected profits with respect to her actually
played strategy σ,
max
σ
¨
2∑
t=1
E [Dt (µt ,σ∗) − c(σt)]
«
.
In the following, we focus on the seller’s problem.
3.2.3 Equilibrium behavior in t = 2
We solve this game of finite horizon by backward induction and, thus, start by analyzing the
second period. In t = 2, the seller always chooses the low quality shipper and buyers act ac-
cording to their cutoff equilibrium strategy. This result holds independently of which pieces
of information buyers receive, and is hence valid for all of the following sections.
Lemma 3.1. In any equilibrium, σH2 = σ
L
2 = q
l .
Consequently, for any µ2 ∈ (0,1), the seller’s demand in t = 2 in any equilibrium is given by
D2 (µ2,σ2) = rq
l + µ2q
l (p − r) . (3.8)
Intuitively, in the final period of the game, the seller cannot credibly commit to the high
quality shipper. Suppose there exists an equilibrium in which she plays d2 = h. After buyers
order the good from S, she can deviate to the low quality shipper and save the cost difference
∆. As the game terminates after the delivery of the goods at the end of the second period,
there are neither negative effects on reputation nor are the buyers able to punish her in a
following period. Consequently, that deviation is always profitable and playing d2 = h cannot
be part of any equilibrium strategy.
In the following,we determine the seller’s behavior in the first period in equilibrium. Focusing
on t = 1, we change notation slightly and denote a seller’s equilibrium strategy for t = 1 by
σ∗ =
 
σ∗H ,σ
∗
L

and a sellers actually played strategy by σ = (σH ,σL), where we continue to
denote strategies by the induced probability of realizing w21 = 0. Additionally, we drop the
time indices from the buyers waiting times, and, hence, denote w1 by w, w
1
1 by w
1 and w21 by
w2 in the following.
With the above changes in notation, we rewrite the seller’s profits in t = 2 in any equilibrium
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to
pi2 (σ
∗;µ2) = rql + µ2ql (p − r) − c(ql). (3.9)
We can now turn to analyze the seller’s problem in the first period.
3.3 Benchmark: Buyers observew only
In order to set a benchmark we first consider the case where buyers have no access to any in-
formation except for the realization of w. Thus, buyers observe ht = (ws)
t−1
s=1 at the beginning
of each period t. Neither can they distinguish the shipper’s type nor observe w1 and w2, but
only draw conclusions about the seller’s type from the realization of w. This implies for the
seller that deviations from her equilibrium strategy cannot be perfectly detected.
Unlike in the second period, the seller might have an incentive to choose the higher shipper
quality in t = 1. She trades off the value of a higher probability of realizing w= 0 against
the additional costs of ∆. Buyers update their beliefs based on the realization of w only. De-
pending on the equilibrium strategy, the initial reputation µ1 as well as the parameter values
of p and r, a realization of w= 0 can be a strong signal for θ = H and, thus, may increase
demand and profits in t = 2 considerably. If in such a case the cost difference between both
shipper qualities is comparatively small, the seller can choose the high quality shipper in
equilibrium in the first period.
We denote by µ2 (w|σ∗) the buyers’ updated beliefs according to Bayes’ rule as a function of
the realization w ∈ {0,1} as well as the seller’s equilibrium strategy in t = 1, σ∗,
µ2 (w = 0|µ1,σ∗) = µ1pσ
∗
H
µ1pσ
∗
H + (1 − µ1)rσ∗L ,
µ2 (w = 1|µ1,σ∗) = µ1(1 − pσ
∗
H)
µ1(1 − pσ∗H) + (1 − µ1)(1 − rσ∗L) . (3.10)
With (3.9), we can formulate the seller’s total profits as a function of her equilibrium strategy
in t = 1, σ∗, her played strategy in t = 1, σ, and her prior reputation, µ1. For the high type
seller, we have
piH (σ,σ∗;µ1) =rql + µ
 
pσ∗H − rσ∗L
 − c(σH) + pσH · pi2 (µ2 (w = 0|µ1,σ∗))
+ (1 − pσH) · pi2 (µ2 (w = 1|µ1,σ∗)) , (3.11)
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 
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(ii)
(iii)
Figure 3.1: Overview of the benchmark equilibria for the cases distinguished in Proposition
3.3.
and for the low type seller, we get
piL (σ,σ∗;µ1) =rql + µ
 
pσ∗H − rσ∗L
 − c(σL) + rσL · pi2 (µ2 (w = 0|µ1,σ∗))
+ (1 − rσL) · pi2 (µ2 (w = 1|µ1,σ∗)) . (3.12)
We are now in a position to derive the equilibrium strategies for t = 1. First, we show that
θ = L always chooses the low quality shipper in the first period when r is sufficiently small.
Proposition 3.2. There exists a rˆ ∈ (0,1) such that for r < rˆ, σL = qh is a strictly dominated
strategy in t = 1.
Intuitively, the low type seller must decide for each value of µ1 whether investing∆ into the
high quality shipper is worth the expected increase in reputation for the next period. If r is
small enough, a realization of w= 0 is a relatively precise signal about the seller’s type. The
probability of realizing w= 0 for the low type seller, however, is small, so that in expectation
reputation only improves very little compared to the constant additional costs. Hence, the
investment is not worth its costs. From now on, we assume r < rˆ such that Proposition 3.2
holds. This allows us to fix σ∗L = q
l for any equilibrium in the benchmark.
Second, we characterize the solution to the problem of the high type seller.
Proposition 3.3. There are two cutoffs on∆,∆2 <∆1, and four cutoffs on µ1, µh < µl < µl <
µh, such that
(i) for∆>∆1, σ
∗ =
 
ql ,ql

is the unique equilibrium for any µ1 ∈ (0,1).
(ii) for∆1 ≥∆≥∆2, σ∗ =
 
ql ,ql

is an equilibrium for any µ1 ∈ (0,1), and σ∗ =
 
qh,ql

is
an equilibrium for µ1 ∈ [µl ,µl].
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∆
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Figure 3.2: The graphs display expected benefits from d1 = h if the equilibrium is σ∗ = 
qh,ql

(solid black line) and σ∗ =
 
ql ,ql

(dotted black line). See the case where∆1 >∆>
∆2 on the left (a), and the case where∆<∆2 on the right (b).
(iii) for∆2 >∆,
σ∗ ∈

 
ql ,ql
	
for µ1 ∈ [0,µh) ∪ (µh, 1] 
qh,ql
	
for µ1 ∈ (µl ,µl) 
qh,ql

,
 
ql ,ql
	
for µ1 ∈ [µh,µl] ∪ [µl ,µh].
Figure 3.2 shows a graphical representation of the seller’s problem. She trades off the addi-
tional costs against the expected additional profits from hiring the high quality seller instead
of the low quality seller. While the costs are constant in µ1, the gains are strictly concave and
higher if the seller plays d = h in her equilibrium strategy. This is because the realization of
w is more indicative of the seller’s type if both types separate in their shipper choice, and
hence, the expected additional profits from increasing the probability of w= 0 through the
high quality shipper are higher.
When∆ is high enough, i.e.,∆>∆1, the additional costs for the high quality shipper cannot
be compensated by the expected additional profits in the next period and both seller types
always choose the low quality shipper in the first period.
When ∆1 ≥∆≥∆2 and the equilibrium strategy is σ∗ =
 
ql ,ql

, neither type has an in-
centive to deviate because the additional expected profits from the high quality shipper are
relatively small whereas the additional costs are relatively high. As the costs are smaller
than∆1, however, σ
∗ =
 
qh,ql

can be an equilibrium in an intermediate range of µ1 where
the expected additional profits from the high quality shipper are highest. That is the case
because reputation changes slowly if it is relatively small or relatively high. Buyer are already
convinced that the seller is of the low or the high type, respectively, and the realized waiting
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∆
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∆
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∆
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Figure 3.3: The graphs display expected benefits from d1 = h if the equilibrium is σ∗ = 
qh,ql

(solid black line), σ∗ =
 
qh,qh

(dashed grey line), and σ∗ =
 
ql ,ql

(dotted black
line). On the left (a), there is no equilibrium (in pure strategies) for µ1 ∈ I . On the right (b),
there is no equilibrium (in pure strategies) for µ1 ∈

µ
l
,µl

.
time has little impact on their beliefs. If buyers are uncertain about the seller’s type, however,
that is if reputation is in an intermediate range, the buyers’ waiting time has a higher impact
on the reputation of the next period. As a result, reducing waiting time in expectation by hir-
ing the high quality shipper is most valuable. See Figure 3.2a for a graphical representation
of this case.
Finally, when ∆ is small enough, i.e., ∆<∆2, σ
∗ =
 
ql ,ql

does not constitute an equi-
librium for all µ1 ∈ (0,1) anymore. For intermediate levels of reputation, the additional
expected profits cover its additional costs of the high quality shipper even if the equilibrium
is σ∗ =
 
ql ,ql

and w is a less precise indicator for the seller’s type. See Figure 3.2b for a
graphical representation of this case.
Proposition 3.3 suggests that the seller’s problem becomes trivial if ∆>∆1. The cost differ-
ence is so high that hiring the high quality shipper never pays off in expectation. In order to
focus on those cases where the high type seller faces ameaningful problem in the benchmark,
we assume that∆<∆1 in the following.
The restriction to r < rˆ rules out that the low type seller chooses the high quality shipper in
equilibriumwhich makes the description of the seller’s equilibrium strategy more convenient.
Moreover, this assumption guarantees that the equilibrium characterization is complete in
the sense that there always exists an equilibrium (in pure strategies) for all µ1 ∈ (0,1). To
see this, recall that r < rˆ implies that for any µ1 ∈ (0,1) the low type seller prefers d = l over
d = h, even in the equilibrium σ∗ =
 
qh,ql

where d1 = h is most profitable. Now, suppose
to the contrary that the low type seller prefers d1 = h for µ1 in some intermediate interval
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I ⊂ (0,1) but always prefers d1 = l if the equilibrium is σ∗ =
 
qh,ql

. In other words, σ∗ = 
qh,ql

cannot be an equilibrium for µ1 ∈ I , because θ = L deviates, and σ∗ =
 
qh,qh

can
never be an equilibrium because θ = L deviates for any µ1 ∈ (0,1). If, additionally, ∆<∆2
for example, such that σ∗ =
 
ql ,ql

is not an equilibrium for all µ1 ∈ (0,1), there exists an
intermediate interval where no equilibrium (in pure strategies) exists. See Figures 3.3a and
3.3b for a graphical representation of two such cases. These cases are ruled out by assuming
r < rˆ. Hence, for any µ1 ∈ (0,1) either σ∗ =
 
qh,ql

or σ∗ =
 
ql ,ql

constitutes an equilib-
rium.
3.4 Labeled Shippers: Buyers observed andw
In the benchmark, only the seller has information about the performances of both shippers
with respect to their expected speed and is able to rank them accordingly. In this section,
in contrast, the chosen shipper’s quality d is perfectly observable for buyers. Hence, buyers
observe ht = (ws, ds)
t−1
s=1 at the beginning of each period t. We can interpret this case as one
where shippers carry observable labels and buyers correctly infer the shipper’s quality from
them upon delivery. As a result, information asymmetries about the quality of the hired
shipper between the seller and the buyers vanish. Upon delivery of the good, a buyer now
realizes whether the seller assigned the high or the low quality shipper. Consequently, buyers
can detect deviations of the seller from her equilibrium strategy perfectly. A newly released
product test is an example for information that allows buyers to connect shipper labels with
qualities. In the following, we will refer to the shippers whose quality buyers are able to
observe as labeled shippers.
In contrast to the benchmark, the game dynamic becomes a signaling game with observable
actions. In this setup we have to keep track of two beliefs instead of one because buyers can
now distinguish between the subgame after observing d1 = h and the subgame after d1 = l.
Accordingly, we denote the buyers’ beliefs that the seller is of the high type after observing
d1 ∈ {l,h} by µ2 (d1).
First, we investigate potential separating equilibria and show that these cannot exist. If the
seller plays a separating strategy, her observable choice of d1 is a perfect signal for her type.
Buyers ignore the noisy signal w and learn the seller’s type perfectly from observing d1. For
each separating equilibrium strategy,σ∗ =
 
qh,ql

andσ∗ =
 
ql ,qh

, both types, in fact, face
the same trade-off which they cannot optimally resolve in different ways.
Proposition 3.4. There exists no equilibrium where the seller types separate.
Intuitively, in both potential separating equilibria, one shipper quality is associated with
the high seller type and the other one with the low seller type. Suppose the high type plays
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d1 = h in equilibrium and does not want to deviate. In that case, she prefers to be identified
as the high type instead of the low type in t = 2 at the expense of additional costs ∆. The
other seller type who plays d1 = l in equilibrium, however, faces the same trade-off. As the
observed shipper quality is the only determinant for tomorrows reputation, she would prefer
to deviate to d1 = h for the same reason why the other type does not want to deviate from
d1 = h. In other words, if one seller prefers to be identified as the high type tomorrow at the
cost of ∆, the other type has the same preference. Thus, a deviation is always profitable for
one of the seller types and a separating equilibrium cannot exist. The same argument applies
to rule out that the second separating equilibrium exists.
In the second step, we verify the existence of pooling equilibria.
Proposition 3.5. For any∆,
(i) pooling on d1 = l is an equilibrium for any µ1 ∈ (0,1).
(ii) there exist a cutoff µˆ such that pooling on d1 = h is an equilibrium if and only if µ1 ≤ µˆ.
Moreover, µˆ is increasing in∆.
When the seller pools on one shipper quality she does not reveal additional information to the
buyers about her type with her shipper choice. On path, buyers thus update according to the
realization of w. After a deviation, buyers update their off-path belief based on the realization
of w.
If the seller pools on the low quality shipper, she saves on costs∆. A deviation to the high qual-
ity shipper can be profitable only if the off-path belief would reveal her with sufficiently high
probability as the high type, that is only if µ2(h) is relatively high. Conversely, if the off-path
belief is small enough, the additional costs for the high quality shipper outweigh the potential
expected gains in tomorrow’s reputation from deviating and pooling on d1 = l is an equilib-
rium. The first part of Proposition 3.5 shows that we can indeed always identify an off-path
belief small enough such that there is no profitable deviation from d1 = l for any µ1 ∈ (0,1).
Pooling on the high quality shipper, however, is more difficult to sustain. In contrast to pool-
ing on d1 = l, a deviation now saves on additional costs ∆. The expected loss in reputation
from a deviation is bounded by the worst off-path belief µ2(l)= 0 and, moreover, is smaller
the lower µ1 is. In other words, when her reputation is bad already, a seller has little to lose
in terms of reputation from deviating to d1 = l but saves on costs of ∆. If reputation is low
enough, a deviation is indeed profitable for any off-path belief µ2(l). As a result, we can iden-
tify a cutoff on reputation, µˆ, below which pooling on d1 = h cannot be an equilibrium. For
µ1 ≥ µˆ, however, the pooling equilibrium exists and the intuition from above applies. When
reputation is high and the off-path belief µ2(l) is small enough, the expected losses in tomor-
row’s reputation from deviating outweigh the saved costs. For a graphical representation see
also Figure 3.4.
3.5. Anonymous Tracking: Buyers observe w1 and w2 | 93
µ1
1
1
∆
ql (p−r)
µˆ
No Equilibrium Equilibrium if µ2(l)< µ(l)
Figure 3.4: Graphical derivation of µˆ for the pooling equilibrium on d1 = h. For µ1 < µˆ, the
additional costs for the high quality shipper outweigh the expected losses from deviating. For
µ1 ≥ µˆ, the expected losses from deviating are higher than the additional costs for d1 = h.
3.5 Anonymous Tracking: Buyers observew 1 andw 2
Nowadays, buyers can usually follow their order online and track and trace their parcel at
any time. This information impacts how buyers update their belief about the seller’s type. In
order to see how updating changes and which equilibria result, we consider the case where
buyers can track the delivery process in this setup. Instead of observing the total waiting time
w only, buyers can now observe both parts of the delivery, w1 and w2. In contrast to Section
3.4, however, shippers are not labeled for now. Hence, buyers observe ht =
 
ws,w
1
s ,w
2
s
t−1
s=1 at
the beginning of each period t.
In this setup, there are more cases to distinguish than in the benchmark because there is
more information available to the buyers. Instead of observing w only, they observe the tu-
ple (w1,w2). Therefore, we have to consider updating according to Bayes’ rule for four cases.
We denote the updated belief for the second period after observing (w1,w2) for a given equi-
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librium strategy profile σ∗ and prior belief µ1 as µ2
 
w1,w2|µ1,σ∗

,
µ2 (0,0|µ1,σ∗) = µ1pσ
∗
H
µ1pσ
∗
H + (1 − µ1)rσ∗L ,
µ2 (0,1|µ1,σ∗) = µ1p(1 − σ
∗
H)
µ1p(1 − σ∗H) + (1 − µ1)r(1 − σ∗L) ,
µ2 (1,0|µ1,σ∗) = µ1(1 − p)σ
∗
H
µ1(1 − p)σ∗H + (1 − µ1)(1 − r)σ∗L ,
µ2 (1,1|µ1,σ∗) = µ1(1 − p)(1 − σ
∗
H)
µ1(1 − p)(1 − σ∗H) + (1 − µ1)(1 − r)(1 − σ∗L) . (3.13)
The high type seller’s total payoffs from a strategyσH , given equilibrium strategy profileσ
∗ = 
σ∗L,σ
∗
H

and prior belief µ1, is then given by
piH1 (σH ;µ1,σ
∗) =rσ∗L + µ1(pσ
∗
H − rσ∗L) − c(σH) + rql − c(l)
+ ql(p − r)pσHµ2 (0,0|µ1,σ∗) + p(1 − σH)µ2 (0,1|µ1,σ∗)
+ (1 − p)σHµ2 (1,0|µ1,σ∗) + (1 − p)(1 − σH)µ2 (1,1|µ1,σ∗)

.
(3.14)
We derive the total profits of a low type seller analogously,
piL1 (σL;µ1,σ
∗) =rσ∗L + µ1(pσ
∗
H − rσ∗L) − c(σL) + rql − c(l)
+ ql(p − r)rσLµ2 (0,0|µ1,σ∗) + r(1 − σL)µ2 (0,1|µ1,σ∗)
+ (1 − r)σLµ2 (1,0|µ1,σ∗) + (1 − r)(1 − σL)µ2 (1,1|µ1,σ∗)

. (3.15)
We proceed to characterize the equilibria of this setup. As in the benchmark, the low type
seller never chooses the high quality shipper in any equilibrium. In contrast to Proposition
3.2, however, we do not need any assumption on r.
Lemma 3.2. There exist no equilibrium where the low type seller plays d1 = h.
The seller only has an influence on the probability distribution of w2 with her choice of the
shipper quality, whereas w1 is solely determined by her type. Suppose the low type seller
chooses the high quality shipper. If the high type seller chooses the low quality shipper, a
realization ofw2 = 0 is an indicator that the seller is of the low type, and otherwise, if the high
type chooses the high quality shipper as well, w2 does not convey any information about the
seller’s type. Thus, the low type seller is better off by deviating to the low quality shipper. On
the one hand, she saves costs ∆. On the other hand she reduces the probability of realizing
w2 = 0 which would (weakly) decrease her reputation of being a high type seller. As both
effects go in the same direction, the low type seller never chooses the high quality shipper in
any equilibrium.
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This result allows us to focus on equilibria where the low type seller plays d1 = l, as in the
benchmark. In the following, we are thus concerned with the equilibrium strategy of the high
type seller.
Proposition 3.6. For any µ1 ∈ (0,1), σ∗ =
 
ql ,ql

is an equilibrium.
If both seller types pool on the low quality shipper, there is no information available for the
buyers from the shipper choice. Buyers only learn from the realization of w1 and update ac-
cordingly. This information, however, cannot be influenced by the sellers directly but is gener-
ated passively depending on her type. As a result, both types are better off by saving costs, as
the realization of w2 is ignored by the buyers and investing into a better shipper quality does
not pay off.
Proposition 3.7. There exists a µ ∈ (0,1) and an interval D(µ1)≡

∆(µ1),∆(µ1)

such that
(i)
 
σ∗H ,σ
∗
L

=
 
qh,ql

is an equilibrium if and only if∆ ∈ D(µ1),
(ii) D(µ1) is non-empty only if µ1 ≤ µ.
Pooling on the bad shipper quality is not always the unique equilibrium. This result shows
that an additional separating equilibrium exists, where the high type chooses the high quality
shipper and the low type chooses the low quality shipper if the cost difference ∆ is in an
intermediate range. This range, however, is non-empty only if µ1 is sufficiently small. In fact,
if we take a closer look at the necessary condition
µ21p(1 − p)qh(1 − qh) ≤ (1 − µ1)2r(1 − r)ql(1 − ql) (3.16)
we can see that only the right-hand side carries the factor r which is smaller than rˆ from
Proposition 3.2. As the right-hand side needs to be larger than the left-hand side, the restric-
tion on µ1 to be small is indeed relatively strong. Hence, we can conclude that the separating
equilibrium only exists for a relatively narrow set of parameters µ1 and∆.
For intuition for the necessary condition (3.16), recall that in this separating equilibrium both
types face a trade-off when they choose the shipper quality between the cost difference∆ and
the expected change in reputation for t = 2. The high type, θ = H, does not deviate if a devi-
ation to the low quality shipper decreases her profits from a lower reputation more than the
saved costs of ∆. In contrast, the low type does not deviate if the increase in profits from an
expected higher reputation is smaller than the additional costs of ∆. Consequently, for any
µ1 ∈ (0,1), this equilibrium can exist only if the reputation changes more from a deviation of
the high type than from a deviation of the low type.
Note that the presence of tracking implies that buyers update twice, once after w1 and the
second time after w2 is observed. Sellers, however, can only affect the realization of w2 with
their choice of d1. Hence, the high type seller passively increases her reputation in expecta-
tion through w1 whereas the reputation of a low type seller passively decrease in expectation.
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When reputation is already high, that is buyers are relatively convinced that the seller is of the
high type, reputation increases relatively little after w1 = 0 or w2 = 0 are observed. Moreover,
if the seller is indeed of the high type, reputation increases naturally through w1 in expecta-
tion and investing into a good realization of w2 in addition is not very lucrative. If the seller is
of the low type, however, reputation decreases already from the realization of w1 in expecta-
tion. She then has stronger incentives to deviate to d1 = h in order to counteract the expected
losses in reputation from her low type and protect the high reputation from a unfavorable re-
alization of w2. Hence, θ = L has more to gain from a deviation than θ = H has to lose. In
such a case, the separation equilibrium cannot exist.
In contrast, when reputation is low and buyers believe with high probability that the seller is
of the low type, reputation increases relatively strongly after w2 = 0 or w1 = 0 is observed. If
the seller is of the high type, investing in a good realization of w2 is very lucrative. She can
expect reputation to increase strongly after w2 = 0 is observed and her probability for w2 = 0
is relatively high when she does not deviate. This is not the case for the low type, however. As
w1 = 0 is already very unlikely to realize, investing into d1 = h does not payoff as much as for
the high type. In such a scenario the separating equilibrium can exist if, additionally, the cost
difference is neither to low nor to high to provide the right incentives to each seller type.
3.6 Labeled Tracking: Buyers observed ,w 1, andw 2
To complete our characterization, we are interested in the setup where not only w1 and w
2
but also the chosen shipper dt can be observed. Thus, buyers observe h
t =
 
ws,w
1
s ,w
2
s , ds
t−1
s=1,
at the beginning of each period. In other words, buyers can track their deliveries and shippers
are labeled.
For this setup, we obtain qualitatively the same equilibria as in chapter 3.4. We start by
investigating possible separating equilibria and argue along the lines of the proof of Propo-
sition 3.4 that these cannot exist, even with tracking. Afterwards we consider potential
pooling equilibria and show that pooling on the low quality shipper can always be supported
as an equilibrium by a non-empty range of off-path beliefs. As before, however, a pooling
equilibrium where both seller types choose the high quality shipper exists if and only if the
seller’s reputation is high enough.
When we consider potential separating equilibria where one type assigns a high quality ship-
per and the other type a low quality shipper, recall thatobserving the shipper quality perfectly
reveals the seller’s type to buyers in equilibrium. Hence, reputation in the second period is ei-
ther 1 or 0, depending on the respective equilibrium strategy and the actually chosen shipper
quality. In comparison to chapter 3.4, this setup only differs in the buyers’ ability to observe
w1 and w2 instead of only w. In a separating equilibrium, however, this information is ignored
because the observation of d perfectly informs the buyers of the seller’s type already. Conse-
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quently, we obtain the same result as Proposition 3.4 to which we refer concerning the proof
and economic intuition of the following result.
Lemma 3.3. There exists no equilibrium where the seller types separate.
As in chapter 3.4, pooling on the low quality shipper is always an equilibrium and pooling
on the high quality shipper is an equilibrium if and only if reputation high enough. Recall
that in a pooling equilibrium, observing d1 does not reveal any information and, in contrast
to separating strategies, buyers consider their noisy signals, their waiting times, in order to
update beliefs. Because updating differs when buyers’ can track the shipment and observe
w1 and w2 instead of w only, the equilibrium conditions on µ1 for pooling on d = h differ
compared to Proposition 3.5.
Proposition 3.8. For any∆,
(i) pooling on d1 = l is an equilibrium for any µ1 ∈ (0,1).
(ii) there exists a cutoff µ˜ such that pooling on d1 = h is an equilibrium if and only if µ1 ≤ µ˜.
Moreover, µ˜ is increasing in∆.
We are now in a position to analyze how information about the shipper and the shipment
affects the welfare of buyers. In the following section, we summarize the insights from the
previous sections and compare their equilibria from the buyers’ perspective.
3.7 Welfare Comparison
We compare the equilibria of the previous sections from the perspective of a regulator who
has the same information as the buyers before the first period starts. We want to analyze
which equilibrium benefits buyers themost. The seller’s type is her private information in this
consideration and the regulator shares the buyers’ prior belief µ1 about her type. We show
that pooling on the high quality shipper outperforms the separating strategy σ =
 
qh,ql

as
well as pooling on the low quality shipper in terms of buyers’ expected welfare. To this end, it
is helpful to introduce the following notation. Consider two equilibrium strategies for t = 1,
σ and σ′. We write σ  σ′ if the the buyer’ expected welfare is higher in σ than in σ′.
Lemma 3.4. From the buyers’ perspective, the three equilibria
σ∗ ∈  ql ,ql ,  qh,ql ,  qh,qh	
rank in the following order  
qh,qh
   qh,ql   ql ,ql .
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This ranking is intuitive. Buyers care about their waiting time and a high quality shipper
is more likely to reduce the waiting time than a low quality shipper, independent of the
seller’s type. Consequently, equilibria where the high quality shipper is chosen more often
benefit the buyers in expectation. Note, however, that this result depends on the fact that the
seller’s type is private information and might be different if the regulator knew about the
seller’s type. As the separating strategy reveals more information about the type to buyers,
a regulator might prefer the additional information for a better decision on where to buy in
t = 2 compared to higher probability of a quick delivery in t = 1, especially if the seller is
known to be of the low type.
We evaluate the analyzed setups in two steps. First, we compare the setups where buyers
cannot track the delivery and investigate whether buyers benefit from labeled shippers, that
is, from the ability to identify the shipper’s quality upon delivery of the good. Second, we
look into potential benefits for buyers from a tracking technology. We analyze the differences
between setups with andwithout tracking for situations where the shipper is or is not labeled.
In this comparison, we follow the buyers’ ex-ante perspective. When we compare two setups
with each other, we focus for any µ1 on the equilibrium that is most beneficial for buyers if
more than one equilibrium exists. Consider some interval J ⊂ (0,1) and two setups, A and
B. We say that A dominates B on J if, for any µ1 ∈ J , buyers are at least as well off in the
best equilibrium for buyers in A as in the best equilibrium for buyers in B, and strictly better
off in the best equilibrium for buyers in A for some µ1 ∈ J . Intuitively, when A dominates B
in the above sense, and we evaluate the setups before µ1 is drawn from some continuous
distribution with support J , the expected welfare of buyers is strictly higher in A than in B,
comparing the best equilibrium for buyers for any µ1. If A dominates B on (0,1), we say that
A strictly dominates B.
We start by focusing on the cases where buyers cannot track the delivery, that is, buyers only
observe w but not w1 and w2. In particular, we compare the equilibria of the benchmark in
Section 3.3 to the equilibria of Section 3.4 in which shippers are labeled. If shippers are la-
beled, recall from Proposition 3.5 that pooling on d1 = l is the unique equilibrium for µ1 < µˆ.
Ifµ1 ≥ µˆ, pooling on both d1 = l and d1 = h exist. In the benchmark, the high type seller plays
d1 = h only for intermediate reputation levels while the low type seller always plays d1 = l.
Thus, if the seller’s reputation is low, that is, if µ1 < µˆ, labeled shippers never dominates the
benchmark. In fact, if r is sufficiently small, the benchmark dominates labeled shippers for
µ1 < µˆ.
Lemma 3.5. Suppose r is sufficiently small. Then µ
h
< µˆ.
Intuitively, as r gets smaller, the high type seller’s incentives for playing d1 = h in the bench-
mark increase through two channels. First, the realization of w gets more informative about
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the seller’s type. Thus, the seller has higher incentives to increase the probability of w= 0
by choosing d1 = h. Second, reputation becomes more valuable for t = 2. As both types al-
ways play d2 = l, the difference in expected waiting times between the high and the low type
seller is ql(p− r). Consequently, the buyers’ belief about the seller’s type has a higher impact
on profits when this difference increases. Both effects reinforce themselves and increase in-
centives to hire the high quality shipper in the first period in the benchmark. Investing in a
higher reputation is more profitable and reputation is more sensitive towards the realization
of w when r gets smaller. Consequently, choosing d1 = h can be an equilibrium in the bench-
mark for lower reputation levels the lower r.
In contrast, pooling on d1 = h is not an equilibrium for small µ1 even if signals are more in-
formative when r is small. The seller trades off the additional costs of ∆ against the loss in
reputation from a detected deviation to d1 = l. If reputation is low already, the off-path be-
lief cannot be small enough to deter this deviation even if updating based on the realization
of w after a deviation becomes more accurate. As a result, if r is small enough and reputa-
tion is relatively low, a high type seller can choose the high quality shipper in the benchmark
in equilibrium but when shippers are labeled, pooling on the high quality shipper is not an
equilibrium. These insights are captured in Lemma 3.5.
Recall that in the benchmark, the equilibriumwhere the high type seller plays d1 = h exists if
µ1 ∈ (µh,µh).With labeled shippers, pooling on d1 = l is the unique equilibrium forµ1 < µˆ. If
r is small enough, the interval (µ
h
, µˆ) is non-empty by the above Lemma and labeled shippers
are dominated by the benchmark for µ1 ∈ (0, µˆ).
Pooling on d1 = h is an equilibrium with labeled shippers for µ1 ≥ µˆ, and by Lemma 3.4, is
the best equilibrium for buyers. As this equilibrium never exists in the benchmark, the best
equilibrium for buyers with labeled shippers is always strictly better than any equilibrium in
the benchmark. Thus, labeled shippers dominate the benchmark for µ1 ≥ µˆ.
We can now summarize the insights from Sections 3.3 and 3.4 as well as Lemma 3.5 without
further proof.
Proposition 3.9. Suppose buyers cannot track the delivery.
On (0, µˆ), labeled shippers never dominate the benchmark but are dominated by the benchmark
if r is sufficiency small.
On (µˆ, 1), labeled shippers dominate the benchmark.
Next, we are concerned with the role of a tracking technology for buyers’ welfare. In the first
step, we compare the benchmark with the setup in Section 3.5. Shippers are not labeled in ei-
ther case but in contrast to the benchmark, buyers can track their delivery in the setup of Sec-
tion 3.5. With tracking, in the only equilibrium that always exists, the seller always chooses
the low quality shipper. If reputation is low and the cost difference is in an intermediate range,
there exists an additional equilibrium where the high type seller chooses the high quality
shipper instead. Hence, in comparison to the benchmark, buyers are always worse off unless
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reputation is low. In that case they are better off with tracking only if the cost difference is in
an intermediate range, as described in Proposition 3.7.
Second, we look into the role of tracking in the setups where shippers are labeled and buy-
ers can observe their shipper’s quality upon delivery of the good. Hence, we compare Section
3.4, where buyers cannot track their delivery, and Section 3.6, where a tracking technology
is available. On the one hand, we can see that in both setups pooling on d1 = l is always an
equilibrium. On the other hand, the cutoff on µ1 above which pooling on d1 = h is an equi-
librium differs and, in particular, is higher with tracking. In other words, with tracking the
seller must have a higher reputation such that pooling on d1 = h is an equilibrium. The latter
insight is proven in the following Lemma.
Lemma 3.6. For any∆, µˆ < µ˜.
Pooling on d1 = h is always an equilibrium without tracking if it is an equilibrium with track-
ing, but not vice versa. In other words, the set of beliefs µ1 for which the best equilibrium
for buyers exists with tracking is a strict subset of the set of beliefs µ1 for which this equi-
librium exists without tracking. Consequently, tracking is strictly dominated when shippers
are labeled. For a better intuition for this result, recall that with tracking buyers ignore the
realization of w2 in a pooling equilibrium and update only through the realization of w1. The
expected gains in reputation from not deviating are then smaller compared to the case where
buyers cannot track their delivery and update based on the realization of w.
For the case where shippers are not labeled, pooling on d1 = l is always an equilibrium. Recall
from Proposition 3.7 thatσ∗ = (qh,ql) exists if and only ifµ1 < µ, and∆ ∈ D(µ1). In contrast,
σ∗ = (qh,ql) is an equilibrium in the benchmark for µ1 ∈ (µl ,µl).
We can summarize the insights from sections 3.3, 3.6 and Lemma 3.6 without further proof.
Proposition 3.10.
(i) If shippers are labeled, tracking is strictly dominated.
(ii) If shippers are not labeled, tracking is dominated by the benchmark on (µ, 1). On (0,µ),
tracking dominates the benchmark if and only if ∆ ∈ D(µ1), and is dominated by the
benchmark otherwise.
Intuitively, when shippers are not labeled, tracking harms buyers because it removes incen-
tives from the high type seller to protect her reputation with the high quality shipper. When
a tracking technology is available to buyers, they update through two channels, using w1
to draw conclusions about the seller’s type, and w2 to draw conclusions about the shipper’s
quality. In expectation, a high quality seller passively generates good signals about her type
through w1 and, hence, does not necessarily need to invest into the high quality shipper in
addition. This is particularly the case, if the seller types pool on the same shipper quality in
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equilibrium andw2 is an uninformative signal. In the benchmark case, buyers update their be-
liefs only based on the realization of w. The seller has to protect her reputation by decreasing
the probability of realizing w= 1 by choosing the high quality shipper if reputation is inter-
mediate and, hence, most sensitive. In other words, when buyers cannot observe additional
signals about the seller’s type through w1 via a tracking technology, the overall waiting time
w is the only piece of information that buyers draw conclusions from about the seller’s type.
When reputation is sensitive to new information, the high type seller has to invest into the
shipper’s quality in order to generate information that reflects her high type.
Tracking is beneficial to buyers only if reputation is low and the cost difference is in an in-
termediate range, as outlined in Proposition 3.7. Then, the high type seller chooses the high
quality shipper in an equilibrium which is not the case in the benchmark.
3.8 ConcludingRemarks
This paper contributes to the literature on dynamic reputation games. We develop a model
to analyze competition between an online seller and an offline retailer which is governed
by the online seller’s reputation. Consumers are unsure of their waiting time for an ordered
good which, is determined by the seller’s logistical ability as well as the quality of an assigned
shipment service. Our model of reputation captures this specific feature in online markets,
and we are able to answer how changing information for buyers about the delivery process
affects the online seller’s strategy as well as consumer’s welfare.
Evaluating the derived setup from the seller’s perspective is a natural extension. Although
we argue that the ability to track and trace is generally harmful for buyers’ welfare, we do
not explain the emergence of comprehensive tracking abilities in recent years. To this end, it
might be insightful to analyze which information the seller prefers buyers to observe about
the delivery process.
Moreover, the model offers the opportunity to also consider strategic shippers. As their rev-
enues come from shipping fees, higher demand for the online seller benefits shipping services.
Hence, the online seller’s reputation is valuable to shippers as well which might create incen-
tives to disguise a seller’s low type or to reveal a seller’s high type. This could serve as an
approach for tracking technologies from the strategic perspective of the shippers.
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3.A Appendix
Proof of Proposition 3.1
In chapter 3.2.2 we argue that a buyer is better off buying from S than from R only if his posi-
tion η is to the right of the cutoff type η(µt). We complete the proof by showing that a buyer
does not benefit from not buying the good at all. Recall that offline retailer R is located at
η= 0. Moreover, the realization of wwhen a buyer buys from S is independent of his position
η. Therefore, a buyer at η= 1 has the lowest utility from buying the good in any equilibrium.
He is furthest from R, always buys from S and is only indifferent between his options if the
shipment from S is delayed with probability one. His expected utility in equilibrium is then
bounded from above by
E

US (w)

= u − E [w|σ] > u − 1 > 0.
The first inequality follows from the fact the probability of realizing w= 0 is always strictly
positive, the second inequality follows from the assumption (3.3) that u> 1. The buyer who
is worst off in any equilibrium in expectation always prefers to buy the good and, hence, all
buyers never choose to not buy the good in any equilibrium. This completes the proof.
Proof of Lemma 3.1
Consider the high type seller first. Suppose there exists an equilibrium in which she plays
d2 = h. Then her profits are given by
rσL2 + µ2
 
pσH2 − rσL2
 − c(qh).
Note that the game ends after the buyers receive the good in t = 2, and they already paid
the seller. Even if buyers can detect a deviation from the seller, they would only realize after
all interactions with the seller finalized. Consequently, deviating to d2 = l does not affect the
seller’s demand but saves on costs. Her profits from that deviation are given by
rσL2 + µ2
 
pσH2 − rσL2
 − c(ql).
The deviation saves her ∆ and is strictly profitable. Hence, the high type seller cannot play
d2 = h in any equilibrium. The proof for the low type seller follows from the same argument
and completes the proof.
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Proof of Proposition 3.2
We start by determining the low type seller’s profits from her played strategy σL given the
equilibrium strategy σ∗, and her reputation µ1. We rewrite (3.12) by plugging in (3.10)
which yields
piL (σ,σ∗;µ1) = 2rql + µ1
 
pσ∗H − rσ∗L
 − c (σL) − c(ql)
+ ql(p − r)

rσL
µ1pσ
∗
H
µ1pσ
∗
H + (1 − µ1)rσ∗L + (1 − rσL)
µ1(1 − pσ∗H)
µ1(1 − pσ∗H) + (1 − µ1)(1 − rσ∗L)

.
(3.17)
Her strategyσL = qh is strictly dominated if for any equilibrium strategyσ∗, she prefers d1 =
l over d1 = h, i.e.,
piL
  
σ∗H ,q
h

,σ∗;µ1

< piL
  
σ∗H ,q
l

,σ∗;µ1

. (3.18)
Using (3.17), we can rewrite this condition to
∆
r (qh − ql) > q
l(p − r)

µ1pσ
∗
H
µ1pσ
∗
H + (1 − µ1)rσ∗L −
µ1(1 − pσ∗H)
µ1(1 − pσ∗H) + (1 − µ1)(1 − rσ∗L)

.
(3.19)
It is instructive to investigate the right-hand-side of (3.19) in more detail. First, it is equal
to zero for µ1 = 0 and µ1 = 1, and strictly positive for µ1 ∈ (0,1). The first-order derivative
with respect to µ1 is given by
∂
∂ µ1
= ql(p − r)
 
pσ∗H rσ
∗
L 
µ1pσ
∗
H + (1 − µ1)rσ∗L
2 −
 
1 − pσ∗H
  
1 − rσ∗L
 
µ1(1 − pσ∗H) + (1 − µ1)(1 − rσ∗L)
2
!
,
(3.20)
and the second-order derivative is
∂
∂ µ1
=ql(p − r)
 pσ∗H rσ∗L −2  rσ∗L + µ1  pσ∗H − rσ∗L  pσ∗H − rσ∗L 
µ1pσ
∗
H + (1 − µ1)rσ∗L
4
−
 
1 − pσ∗H
  
1 − rσ∗L
 
2
 
1 − rσ∗L − µ1
 
pσ∗H − rσ∗L
  
pσ∗H − rσ∗L
 
µ1(1 − pσ∗H) + (1 − µ1)(1 − rσ∗L)
4 
= − 2ql(p − r)  pσ∗H − rσ∗L
 
pσ∗H rσ∗L 
µ1pσ
∗
H + (1 − µ1)rσ∗L
3 +
 
1 − pσ∗H
  
1 − rσ∗L
 
µ1(1 − pσ∗H) + (1 − µ1)(1 − rσ∗L)
3
!
< 0.
(3.21)
As a result, the right-hand side of (3.19) is strictly concavewhen pσ∗H > rσ
∗
L, equal to zero for
µ1 ∈ {0,1}, and strictly positive for µ1 ∈ (0,1). We can focus on the case where pσ∗H > rσ∗L,
because this inequality does not hold for σ∗ =
 
ql ,qh

only. For σ∗ =
 
ql ,qh

, we can rewrite
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the right-hand side of (3.19) to
µ1(1 − µ1)ql(p − r)
 
pql − rqh
(µ1pql + (1 − µ1)rqh) (µ1(1 − pql) + (1 − µ1)(1 − rqh)) .
If pql ≤ rqh, the right-hand side is (weakly) negative and, hence, (3.18) always holds for
σ∗ =
 
ql ,qh

. Thus, restricting to pσ∗H > rσ
∗
L in the following does not exclude any case
where (3.18) is not satisfied. Second, the right-hand side is increasing in σ∗H , as
∂
∂ σ∗H
= ql(p − r)
 
µ1(1 − µ1)prql 
µ1pσ
∗
H + (1 − µ1)rσ∗L
2 + µ1(1 − µ1)p(1 − rσ∗L) 
µ1(1 − pσ∗H) + (1 − µ1)(1 − rσ∗L)
2
!
> 0,
and, decreasing in σ∗L, as
∂
∂ σ∗L
= −ql(p − r)
 
µ1(1 − µ1)prqh 
µ1pσ
∗
H + (1 − µ1)rσ∗L
2 + µ1(1 − µ1)p(1 − pσ∗H) 
µ1(1 − pσ∗H) + (1 − µ1)(1 − rσ∗L)
2
!
< 0.
Consequently, the right-hand side is largest for σ∗ =
 
qh,ql

. In fact, if (3.19) holds for this
equilibrium strategy, the low type seller strictly prefers d1 = l in any equilibrium andσL = qh
is thus strictly dominated. Therefore, consider (3.19) for σ∗ =
 
qh,ql

in the following. The
left-hand side is decreasing in r, because its denominator increases in r. On the right-hand
side, both factors are decreasing in r, because
∂
∂ r

µ1pq
h
µ1pqh + (1 − µ1)rql −
µ1(1 − pqh)
µ1(1 − pqh) + (1 − µ1)(1 − rql)

= −µ1pq
h(1 − pqh)  µ1  2pqh − 1 + 2(1 − µ1)  1 − 2rql + (1 − µ1)2  pqh(1 − rql)2 − (1 − qh)(rql)2
(µ1pqh + (1 − µ1)rql)2 (µ1(1 − pqh) + (1 − µ1)(1 − rql))2
< 0
as 2pqh > 1 and 1> 2rql , implying that the right-hand side is decreasing in r as well. Con-
versely, both sides are increasing as r decreases. When r goes to zero, the left-hand side di-
verges to infinity whereas the right-hand-side is bounded from above by
(1 − µ1)pql
1 − µ1pqh < 1.
Hence, there exists a cutoff rˆ ∈ (0,1) such that for any r < rˆ, (3.19) holds for any equilibrium
strategyσ∗, which establishes the claimed dominance ofσL = qh for r ≤ rˆ and completes the
proof.
Proof of Proposition 3.3
Analogously to the proof of Proposition (3.2), we start by determining the high type seller’s
profits from her played strategyσH given the equilibrium strategy σ
∗, and her reputation µ1.
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We rewrite (3.11) by plugging in (3.10), and σ∗L = q
l which yields
piH (σ,σ∗;µ1) = 2rql + µ1
 
pσ∗H − rql
 − c (σH) − c  ql
+ ql(p − r)

pσH
µ1pσ
∗
H
µ1pσ
∗
H + (1 − µ1)rql + (1 − pσH)
µ1(1 − pσ∗H)
µ1(1 − pσ∗H) + (1 − µ1)(1 − rql)

.
(3.22)
It is instructive to derive a conditions for the high type seller’s choice in t = 1. Fix some equi-
librium strategy σ∗H . She prefers the high quality shipper or the low quality shipper if
∆
p (qh − ql) ≤ q
l(p − r)

µ1pσ
∗
H
µ1pσ
∗
H + (1 − µ1)rql −
µ1(1 − pσ∗H)
µ1(1 − pσ∗H) + (1 − µ1)(1 − rql)

,
(3.23)
or
∆
p (qh − ql) ≥ q
l(p − r)

µ1pσ
∗
H
µ1pσ
∗
H + (1 − µ1)rql −
µ1(1 − pσ∗H)
µ1(1 − pσ∗H) + (1 − µ1)(1 − rql)

,
(3.24)
respectively. Note that the right-hand sides of (3.23) and (3.24) are identical to the right-
hand side of (3.18) from the proof of Proposition 3.2. Hence, they are strictly positive for
µ1 ∈ (0,1), equal to zero for µ1 ∈ {0,1}, strictly concave, and, strictly increasing in σ∗H .
In order to define the cutoffs ∆1 and ∆2, we derive the maximum value of the right-hand
side of (3.23) and (3.24). To this end, we solve the first-order condition with respect to µ1 by
setting the first-order derivative (3.20), from the proof of Proposition 3.2, for σ∗L = q
l equal
to zero. After some algebra, rewriting yields
µ21pσ
∗
H
 
1 − pσ∗H

= (1 − µ1)2rql
 
1 − rql ,
and solving for µ1 gives
µ1 =
1
1 +
q
a
 
σ∗H
 ≡ µ∗1  σ∗H ,
where
a
 
σ∗H

=
pσ∗H
 
1 − pσ∗H

rql (1 − rql) .
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Thus, the maximum of the right-hand side is attained at µ∗1
 
σ∗H

. After plugging µ∗1
 
σ∗H

into
the right-hand-side, we obtain q
a
 
σ∗H
  
pσ∗H − rql

pσ∗H +
q
a
 
σ∗H

rql

1 − pσ∗H +
q
a
 
σ∗H

(1 − rql) . (3.25)
We define∆1 as the value of∆ for which (3.23) and (3.24) withσ
∗
H = q
h evaluated at µ∗1
 
qh

hold with equality, that is,
∆1
p (qh − ql) =
p
a (qh)
 
pqh − rql 
pqh +
p
a (qh)rql
  
1 − pqh +pa (qh) (1 − rql) ,
and∆2 analogously for σ
∗
H = q
l , that is
∆2
p (qh − ql) =
p
a (ql) (p − r) 
p +
p
a (ql)r
  
1 − pql +pa (ql) (1 − rql) .
Recall that the monotonicity of the right-hand side in σ∗H implies that (3.25) increases in
σ∗H = q
h as well. Consequently, it holds that ∆1 >∆2. We use these cutoffs to distinguish
three cases in the following.
(i) ∆>∆1. In this case, (3.24) is satisfied for any µ1 ∈ (0,1) because ∆ is high enough
that the left-hand-side exceeds the maximum value of the right-hand side. Conversely,
(3.23) is never satisfied. As a result, for any equilibrium strategy σ∗H and any reputa-
tion µ1 ∈ (0,1), the seller always prefers d = l over d = h and, hence σ∗ =
 
ql ,ql

is
the unique equilibrium for all µ1 ∈ (0,1).
(ii) ∆1 ≥∆≥∆2. Consider the equilibrium strategy σ∗ =
 
ql ,ql

first. As ∆≥∆2, (3.24)
with σ∗ =
 
ql ,ql

is satisfied for any µ1 ∈ (0,1) and is thus an equilibrium for any
µ1 ∈ (0,1). In contrast, as ∆1 ≥∆, (3.23) with σ∗ =
 
qh,ql

is satisfied at µ∗1
 
qh

but
not for µ1 ∈ {0,1}, where the right-hand side is equal to zero and the left-hand side is
strictly positive.While the left-hand side is constant inµ1, recall that the right-hand side
is strictly concave in µ1. Therefore, there exist two cutoffs, µh < µh, such that (3.23)
with σ∗ =
 
qh,ql

is satisfied for µ1 ∈ [µh,µh]. Hence, σ∗ =
 
qh,ql

is an equilibrium
for µ1 ∈ [µh,µh]. If∆=∆1, this equilibrium exists only at µ1 = µ∗1
 
qh

= µ
h
= µh.
(iii) ∆2 >∆. As ∆1 >∆, σ
∗ =
 
qh,ql

is an equilibrium for µ1 ∈ [µh,µh] as before. From
∆2 >∆ follows that (3.24) with σ
∗ =
 
ql ,ql

is not satisfied for µ∗1
 
ql

anymore. Anal-
ogously to the other equilibrium, there exist two cutoffs, µ
l
< µl , such that (3.24)
withσ∗ =
 
ql ,ql

is satisfied for µ1 ∈ [µl ,µl]. Hence,σ∗ =
 
ql ,ql

is an equilibrium for
µ1 ∈ [µl ,µl]. Recall that the right-hand side of (3.23) and (3.24) is increasing in σ∗H
which implies that µ
l
< µ
h
and µh > µl which completes the proof.
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Proof of Proposition 3.4
There are two potential separating equilibria, σ∗ =
 
qh,ql

and σ∗ =
 
ql ,qh

. We show that
the first equilibrium can never exist and rule out the second equilibrium with the same argu-
mentation.
Note that in a separating equilibrium with observable actions, the buyers’ beliefs are either 1
or 0 after the first period. In the first potential equilibrium σ∗ =
 
qh,ql

, buyers belief with
probability one that the seller is of the high type after d1 = h is observed and of the low type
after d1 = l is observed, i.e. µ2(h)= 1 and µ2(l)= 0. Consider the high type seller. Her prof-
its from playing d1 = h and d1 = l given the equilibrium strategyσ∗ =
 
qh,ql

and prior belief
µ1 are
piH
 
σH = q
h,σ∗;µ1

=rql + µ1
 
pqh − rql − c(qh) + pi2 (σ∗;µ2(h))
=2rql + µ1
 
pqh − rql + ql (p − r) − c(qh) − c(ql), and,
piH
 
σH = q
l ,σ∗;µ1

=rql + µ1
 
pqh − rql − c(qh) + pi2 (σ∗;µ2(l))
=2rql + µ1
 
pqh − rql − 2c(ql),
respectively. After canceling terms, we can show that she does not want to deviate if and only
if
∆
ql(p − r) ≤ 1. (3.26)
If we look at the low type seller in this equilibrium, we see that her profits from playing d1 = h
and d1 = l are identical to those from the high type seller,
piL
 
σL = q
h,σ∗;µ1

=rql + µ1
 
pqh − rql − c(qh) + pi2 (σ∗;µ2(h))
=2rql + µ1
 
pqh − rql + ql (p − r) − c(qh) − c(ql), and,
piL
 
σL = q
l ,σ∗;µ1

=rql + µ1
 
pqh − rql − c(qh) + pi2 (σ∗;µ2(l))
=2rql + µ1
 
pqh − rql − 2c(ql),
respectively. She does not have a profitable deviation if and only if
∆
ql(p − r) ≥ 1 (3.27)
which directly contradicts (3.26), unless ∆ql(p−r) = 1. Recall that ∆<∆1 < q
(p− r). There-
fore, (3.26) and (3.27) always contradict and this separating equilibrium cannot exist.
For the other potential separating equilibriumσ∗ =
 
ql ,qh

, the same argument applies. The
only thing that changes is that the conditions for not having a profitable deviation switch. We
can hence rule out the second potential separating equilibrium similarly and complete the
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proof.
Proof of Proposition 3.5
Before we prove both parts of the Proposition, we abbreviate notation for convenience and
write in the first part, where the seller types pool of d1 = l, µh for the off-path belief µ2(h)
after d1 = h is observed. In the second part, where the seller types pool on d1 = h, we analo-
gously denote the off-path belief µ2(l) in brief by µl .
(i) Fix σ∗ =
 
ql ,ql

. We need to show that for any µ1 ∈ (0,1), there is a µ(h) ∈ [0,1] such
that for anyµh < µ(h) neither seller type has an inventive to deviate fromplaying d1 = l.
We start out by defining how players update after observing d1 and a realization of w,
µ2 (w = 0, d = l|µ1,σ∗) = µ1pq
l
µ1pql + (1 − µ1)rql =
µ1p
µ1p + (1 − µ1)r ,
µ2 (w = 1, d = l|µ1,σ∗) = µ1(1 − pq
l)
µ1(1 − pql) + (1 − µ1)(1 − rql) ,
µ2 (w = 0, d = h|µ1,σ∗) = µhpq
h
µhpqh + (1 − µh)rqh =
µhp
µhp + (1µh)r
,
µ2 (w = 1, d = h|µ1,σ∗) = µh(1 − pq
h)
µh(1 − pqh) + (1 − µh)(1 − rqh) . (3.28)
Consider the high type seller first. Analogously to the derivation in the benchmark case
and by using (3.28), her profits from playing d1 = l and deviating to d1 = h are
piH
 
σH = q
l ,σ∗;µ1

=2rql + µ1q
l(p − r) − 2c(ql)
+ql(p − r)

pql
µ1p
µ1p + (1 − µ1)r + (1 − pq
l)
µ1(1 − pql)
µ1(1 − pql) + (1 − µ1)(1 − rql)

,
piH
 
σH = q
h,σ∗;µ1

=2rql + µ1q
l(p − r) − c(ql) − c(qh)
+ql(p − r)

pqh
µhp
µhp + (1 − µh)r + (1 − pq
h)
µh(1 − pqh)
µh(1 − pqh) + (1 − µh)(1 − rqh)

,
respectively. Then, for any µ1 ∈ (0,1) and some µh ∈ [0,1], she does not have a prof-
itable deviation to d1 = h if and only if
∆
ql(p − r) ≥pq
h µhp
µhp + (1 − µh)r − pq
l µ1p
µ1p + (1 − µ1)r
+(1 − pqh) µh(1 − pq
h)
µh(1 − pqh) + (1 − µh)(1 − rqh) − (1 − pq
l)
µ1(1 − pqh)
µ1(1 − pqh) + (1 − µ1)(1 − rqh) .
(3.29)
The right-hand side of (3.29) is weakly negative for µh = 0 and strictly positive for µh =
1. Moreover, it is increasing in µh for any µ1 ∈ (0,1), because
∂
∂ µh
= pqh
pr
(µhp + (1 − µh)r)2 + (1 − pq
h)
(1 − pqh)(1 − rqh)
(µh(1 − pqh) + (1 − µh)(1 − rqh))2 ≥ 0.
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As the left-hand side of (3.29) is constant, this implies that for any µ1 we can indeed
find a cutoff µHh ∈ (0,1) such that for there is no profitable deviation for θ = H for any
µh < µ
H
h .
We proceed analogously for the low type seller. From her profits from both shipper qual-
ities, we formulate the sufficient and necessary condition that she does not have a prof-
itable deviation, which is
∆
ql(p − r) ≥rq
h µhp
µhp + (1 − µh)r − rq
l µ1p
µ1p + (1 − µ1)r
+(1 − rqh) µh(1 − pq
h)
µh(1 − pqh) + (1 − µh)(1 − rqh) − (1 − rq
l)
µ1(1 − pqh)
µ1(1 − pqh) + (1 − µ1)(1 − rqh) .
(3.30)
As for the high type, the right-hand side of (3.30) is weakly negative for µh = 0, strictly
positive for µh = 1, and increasing in µh for any µ1 ∈ (0,1). Consequently, there ex-
ist a cutoff µLh ∈ (0,1) such that for any µh < µLh there is no profitable deviation for
θ = L. Whenever µh <min

µ
L
h ,µ
H
h
	≡ µ(h), neither type has a profitable deviation
and, hence, pooling on d = l is indeed an equilibrium for any µh < µ(h).
(ii) Fix σ∗ =
 
qh,qh

. We proceed similarly to the previous case. Buyers update as follows,
µ2 (w = 0, d = h|µ1,σ∗) = µ1p
µ1p + (1 − µ1)r ,
µ2 (w = 1, d = h|µ1,σ∗) = µ1(1 − pq
h)
µ1(1 − pqh) + (1 − µ1)(1 − rqh) ,
µ2 (w = 0, d = l|µ1,σ∗) = µlp
µlp + (1 − µl)r ,
µ2 (w = 1, d = l|µ1,σ∗) = µh(1 − pq
l)
µh(1 − pql) + (1 − µh)(1 − rql) . (3.31)
Next, we derive the seller types’ profits from either choice of d proceeding similarly as
in the previous case using (3.31). Consider θ = H first,
piH
 
σH = q
h,σ∗;µ1

=2rql + µ1q
l(p − r) − c(ql) − c(qh)
+ql(p − r)

pqh
µ1p
µ1p + (1 − µ1)r + (1 − pq
h)
µ1(1 − pqh)
µ1(1 − pqh) + (1 − µ1)(1 − rqh)

,
piH
 
σH = q
l ,σ∗;µ1

=2rql + µ1q
l(p − r) − 2c(ql)
+ql(p − r)

pql
µlp
µlp + (1 − µl)r + (1 − pq
l)
µl(1 − pqh)
µl(1 − pqh) + (1 − µl)(1 − rqh)

.
She does not have a profitable deviation if and only if
∆
ql(p − r) ≤pq
h µ1p
µ1p + (1 − µ1)r − pq
l µlp
µlp + (1 − µl)r
+(1 − pqh) µ1(1 − pq
h)
µ1(1 − pqh) + (1 − µ1)(1 − rqh) − (1 − pq
l)
µl(1 − pql)
µl(1 − pql) + (1 − µl)(1 − rql) .
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For θ = L, we proceed analogously. She does not deviate to d1 = l if and only if
∆
ql(p − r) ≤rq
h µ1p
µ1p + (1 − µ1)r − rq
l µlp
µlp + (1 − µl)r
+(1 − rqh) µ1(1 − pq
h)
µ1(1 − pqh) + (1 − µ1)(1 − rqh) − (1 − rq
l)
µl(1 − pql)
µl(1 − pql) + (1 − µl)(1 − rql) .
Summing up, pooling on d1 = h is an equilibrium if and only if neither type has an in-
centive to deviate, that is if and only if
∆
ql(p − r) ≤xq
h µ1p
µ1p + (1 − µ1)r − xq
l µlp
µlp + (1 − µl)r
+(1 − xqh) µ1(1 − pq
h)
µ1(1 − pqh) + (1 − µ1)(1 − rqh) − (1 − xq
l)
µl(1 − pql)
µl(1 − pql) + (1 − µl)(1 − rql)
(3.32)
for x ∈ r, p	. The right-hand side of (3.32) is strictly negative for µl = 0 and strictly
positive for µl = 1. From the first-order derivative with respect to µl , we can see that it
is strictly decreasing in µl ,
∂
∂ µl
= − xqlpr
(µlp + (1 − µl)r)2 −
(1 − xql)(1 − pql)(1 − rql)
(µl(1 − pql) + (1 − µl)(1 − rql))2 < 0.
As a result, a deviation is least profitable if µl = 0. If for µl = 0, however, one of the
types has an incentive to deviate, that is the right-hand side of (3.32) is smaller than
∆
ql(p−r) , then pooling on d = h cannot be an equilibrium for any µl ∈ [0,1].
In the next step, we show that there exists a cutoff µˆ such that this situation occurs if
µ1 < µˆ. Consider the right-hand side of (3.32) at µl = 0,
xqh
µ1p
µ1p + (1 − µ1)r + (1 − xq
h)
µ1(1 − pqh)
µ1(1 − pqh) + (1 − µ1)(1 − rqh) . (3.33)
From the first-order derivative with respect to x , we can see that (3.33) is smaller for
θ = L, because
∂
∂ x
=
µ1(1 − µ1)qh(p − r)
(µ1p + (1 − µ1)r) (µ1(1 − pqh) + (1 − µ1)(1 − rqh)) > 0 (3.34)
which implies that θ = L has higher incentives to deviate if incentives for deviations are
highest, i.e., if µl = 0. Consequently, if deviating is profitable for θ = L at µl = 0, pool-
ing on d1 = h cannot be an equilibrium. Conversely, if θ = L cannot profitably deviate
at µl = 0, θ = H can neither, and pooling on the high quality shipper can be an equilib-
rium for µl sufficiently small.
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Hence, for any∆, pooling on d1 = h is an equilibrium for some µl ∈ [0,1] if and only if
∆
ql(p − r) ≤rq
h µ1p
µ1p + (1 − µ1)r + (1 − rq
h)
µ1(1 − pqh)
µ1(1 − pqh) + (1 − µ1)(1 − rqh) .
(3.35)
Note that the right-hand side is equal to 0 if µ1 = 0, is equal to 1 if µ1 = 1, and is strictly
increasing in µ1, because
∂
∂ µ1
= rqh
pr
(µ1p + (1 − µ1)r)2 + (1 − rq
h)
(1 − pqh)(1 − rqh)
(µ1(1 − pqh) + (1 − µ1)(1 − rqh))2 > 0.
Recall that ∆ql(p−r) ∈ (0,1). We define µˆ as that value of µ1 which solves (3.35) with
equality, i.e., µˆ is implicitly defined by
∆
ql(p − r) =rq
h µˆp
µˆp + (1 − µˆ)r + (1 − rq
h)
µˆ(1 − pqh)
µˆ(1 − pqh) + (1 − µˆ)(1 − rqh) . (3.36)
As the right-hand side of (3.35) is strictly increasing inµ1, we can conclude that pooling
on d1 = h cannot be an equilibrium for µ1 < µˆ, but there exist µl ∈ [0,1] supporting
that equilibrium for µ1 ∈ [µˆ, 1). Moreover, as the left-hand side is increasing in ∆, the
cutoff µˆ is increasing in∆, which completes the proof.
Proof of Lemma 3.2
We need to show that whenever the low type seller plays d1 = h in equilibrium, she has a prof-
itable deviation to d1 = l regardless of the high type seller’s strategy.
Fix an equilibrium strategy σ∗ =
 
qh,σ∗H

and consider the difference in profits for θ = L
from playing d = h and d = l,
piL1
 
σL = q
h;µ1,σ
∗ − piL1  σL = ql;µ1,σ∗ . (3.37)
As we want to show that there is always a profitable deviation, we need to show that (3.37)
is strictly negative for any σ∗H ∈

ql ,qh
	
. Using (3.15), we rewrite this condition to
∆
ql(p − r) >
 
qh − ql r (µ2 (0,0|µ1,σ∗) − µ2 (0,1|µ1,σ∗))
+ (1 − r) (µ2 (1,0|µ1,σ∗) − µ2 (1,1|µ1,σ∗))

. (3.38)
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We plug (3.13) into (3.38), and rewrite the inequality after some algebra to
∆
ql(p − r) >µ1(1 − µ1)
 
qh − ql  σ∗H − qh pr2 
µ1pσ
∗
H + (1 − µ1)rqh
  
µ1p(1 − σ∗H) + (1 − µ1)r(1 − qh)

+
(1 − p)(1 − r)2 
µ1(1 − p)σ∗H + (1 − µ1)(1 − r)qh
  
µ1(1 − p)(1 − σ∗H) + (1 − µ1)(1 − r)(1 − qh)
.
This inequality is always fulfilled because σ∗H − qh ≤ 0. Hence, θ = L always has a profitable
deviation if her equilibrium strategy is σ∗L = q
h, which proves the claim.
Proof of Proposition 3.6
We have to show that neither seller type has a profitable deviation if the equilibrium strategy
is σ∗ =
 
ql ,ql

.
The low type seller does not have a profitable deviation if and only if
piL1
 
σL = q
l;µ1,σ
∗ − piL1  σL = qh;µ1,σ∗ ≥ 0. (3.39)
As in the proof of Lemma 3.2, we plug (3.15) into this condition. We can rewrite (3.39) to
∆
ql(p − r) ≥
 
qh − ql r (µ2 (0,0|µ1,σ∗) − µ2 (0,1|µ1,σ∗))
+ (1 − r) (µ2 (1,0|µ1,σ∗) − µ2 (1,1|µ1,σ∗))

. (3.40)
As σ∗ =
 
ql ,ql

, the realization of w2 is uninformative and buyers have the same updated
belief after observing w2. Hence,
µ2 (0,0|µ1,σ∗) − µ2 (0,1|µ1,σ∗) = 0, and
µ2 (1,0|µ1,σ∗) − µ2 (1,1|µ1,σ∗) = 0.
This implies that the right-hand side of (3.40) is zero while its left-hand side is strictly posi-
tive. As a result, the condition is always satisfied, that is, the low type seller does not have a
profitable deviation.
The same argument applies to the high type seller. Her profit difference
piH1
 
σL = q
l;µ1,σ
∗ − piH1  σL = qh;µ1,σ∗
is non-negative if and only if
∆
ql(p − r) ≥
 
qh − ql p (µ2 (0,0|µ1,σ∗) − µ2 (0,1|µ1,σ∗))
+ (1 − p) (µ2 (1,0|µ1,σ∗) − µ2 (1,1|µ1,σ∗))

. (3.41)
3.A. Appendix | 113
By the same argument as for θ = L, the right-hand side of (3.41) is zero and, hence, θ = H
does not have a profitable deviation either, which completes the proof.
Proof of Proposition 3.7
We first show that σ∗ =
 
qh,ql

is an equilibrium if∆ is in an intermediate interval of values.
The second step is then to show that this interval is non-empty only if µ1 is sufficiently small.
(i) Fix
 
σ∗H ,σ
∗
L

=
 
qh,ql

. We first derive the conditions on ∆ that neither player has a
profitable deviation. Analogous to the proofs of Lemma 3.2 and Proposition 3.6, the
low type seller does not want to deviate to d1 = h if and only if
∆
ql(p − r) ≥
 
qh − ql r (µ2 (0,0|µ1,σ∗) − µ2 (0,1|µ1,σ∗))
+ (1 − r) (µ2 (1,0|µ1,σ∗) − µ2 (1,1|µ1,σ∗))

.
After using (3.13), we rewrite this condition to
∆
ql(p − r) ≥µ1(1 − µ1)
 
qh − ql2  pr2
(µ1pqh + (1 − µ1)rql) (µ1p(1 − qh) + (1 − µ1)r(1 − ql))
+
(1 − p)(1 − r)2
(µ1(1 − p)qh + (1 − µ1)(1 − r)ql) (µ1(1 − p)(1 − qh) + (1 − µ1)(1 − r)(1 − ql))

(3.42)
We proceed for θ = H analogously. She does not want to deviate to d1 = l if and only if
∆
ql(p − r) ≤µ1(1 − µ1)
 
qh − ql2  p2r
(µ1pqh + (1 − µ1)rql) (µ1p(1 − qh) + (1 − µ1)r(1 − ql))
+
(1 − p)2(1 − r)
(µ1(1 − p)qh + (1 − µ1)(1 − r)ql) (µ1(1 − p)(1 − qh) + (1 − µ1)(1 − r)(1 − ql))

(3.43)
Define the right-hand side of (3.42) as ∆(µ1)ql(p−r) , the right-hand side of (3.43) as
∆(µ1)
ql(p−r) ,
and D(µ1)≡

∆(µ1),∆(µ1)

. Now the first claim follows immediately. The strategyσ∗
is an equilibrium if and only if neither player has an incentive to deviate, that is, if and
only if (3.42) and (3.43) hold at the same time. This is equivalent to requiring that
∆ ∈ D (µ1).
(ii) The interval D (µ1) is non-empty only if ∆(µ1)≤∆(µ1). By using (3.42) and (3.43),
this condition can be expressed equivalently by
pr(p − r)
(µ1pqh + (1 − µ1)rql) (µ1p(1 − qh) + (1 − µ1)r(1 − ql))
≥ (1 − p)(1 − r)(p − r)
(µ1(1 − p)qh + (1 − µ1)(1 − r)ql) (µ1(1 − p)(1 − qh) + (1 − µ1)(1 − r)(1 − ql)) .
(3.44)
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After multiplying both sides with the other side’s denominator and canceling terms,
(3.44) reduces to
µ21p(1 − p)qh(1 − qh) ≤ (1 − µ1)2r(1 − r)ql(1 − ql). (3.45)
This inequality is satisfied for µ1 = 0 but not for µ1 = 1. Moreover, the left-hand side
of (3.45) is strictly increasing in µ1 while its right-hand side is strictly decreasing in µ1.
Therefore, there exists a cutoff µ ∈ (0,1) such that (3.45) holds if and only if µ1 < µ, as
claimed.
Proof of Proposition 3.8
As in the proof of Proposition 3.5, we abbreviate notation for convenience and write in the
first part, where the seller types pool on d1 = l, µh for the off-path belief µ2(h) after d1 = h
is observed. In the second part, where the seller types pool on d1 = h, we denote the off-path
belief µ2(l) by µl .
(i) Fix σ∗ =
 
ql ,ql

. As in the proof of Proposition 3.5, we show that for any µ1 ∈ (0,1)
there is a µ(h) ∈ [0,1] such that no seller type has an inventive to deviate. In this setup,
buyers can observe both w1 and w2. In a pooling equilibrium, however, the realization
of w2 is uninformative and buyers update based on w1 as well as the observed shipper
quality,
µ2
 
w1 = 0,w2, d = l|µ1,σ∗

=
µ1p
µ1p + (1 − µ1)r ,
µ2
 
w1 = 1,w2, d = l|µ1,σ∗

=
µ1(1 − p)
µ1(1 − p) + (1 − µ1) ,
µ2
 
w1 = 0,w2, d = h|µ1,σ∗

=
µhp
µhp + (1 − µh)r ,
µ2
 
w1 = 1,w2, d = h|µ1,σ∗

=
µh(1 − p)
µh(1 − p) + (1 − µh) . (3.46)
Consider the high type seller first. Analogously to the derivation in the benchmark case
and by using (3.46), her profits from playing d1 = l and d1 = h are
piH
 
σH = q
l ,σ∗;µ1

=2rql + µ1q
l(p − r) − 2c(ql)
+ql(p − r)

p
µ1p
µ1p + (1 − µ1)r + (1 − p)
µ1(1 − p)
µ1(1 − p) + (1 − µ1)(1 − r)

,
piH
 
σH = q
h,σ∗;µ1

=2rql + µ1q
l(p − r) − c(ql) − c(qh)
+ql(p − r)

p
µhp
µhp + (1 − µh)r + (1 − p)
µh(1 − p)
µh(1 − p) + (1 − µh)(1 − r)

.
respectively. For any µ1 ∈ (0,1) and some µh ∈ [0,1] there is hence no profitable devia-
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tion if and only if
∆
ql(p − r) ≥p

µhp
µhp + (1 − µh)r −
µ1p
µ1p + (1 − µ1)r

+ (1 − p)

µh(1 − p)
µh(1 − p) + (1 − µh)(1 − r) −
µ1(1 − p)
µ1(1 − p) + (1 − µ1)(1 − r)

.
(3.47)
Just as in the proof of Proposition 3.5, the right-hand side of (3.47) is weakly negative
for µh = 0, strictly positive for µh = 1, and increasing in µh for any µ1 ∈ (0,1). As the
left-hand side of (3.47) is constant, this implies that for any µ1 we can find a cutoff
µ
H
h ∈ (0,1) such that for there is no profitable deviation for θ = H for any µh < µHh . We
proceed analogously for the low type seller. Fromher profits from both shipper qualities,
we setup the sufficient and necessary condition that there is no profitable deviation,
∆
ql(p − r) ≥r

µhp
µhp + (1 − µh)r −
µ1p
µ1p + (1 − µ1)r

+ (1 − r)

µh(1 − p)
µh(1 − p) + (1 − µh)(1 − r) −
µ1(1 − p)
µ1(1 − p) + (1 − µ1)(1 − r)

.
(3.48)
As for the high type, the right-hand side of (3.48) is weakly negative for µh = 0, strictly
positive for µh = 1, and increasing in µh for any µ1 ∈ (0,1). Consequently, there exist a
cutoff µLh ∈ (0,1) such that for any µh < µLh there is no profitable deviation. Whenever
µh <min

µ
L
h ,µ
H
h
	≡ µ(h), neither type has a profitable deviation and, hence, pooling
on d1 = l is an equilibrium for any µh < µ(h).
(ii) Now fix σ∗ =
 
qh,qh

. Analogously to the previous case, buyers update as follows,
µ2
 
w1 = 0,w2, d = h|µ1,σ∗

=
µ1p
µ1p + (1 − µ1)r ,
µ2
 
w1 = 1,w2, d = h|µ1,σ∗

=
µ1(1 − p)
µ1(1 − p) + (1 − µ1) ,
µ2
 
w1 = 0,w2, d = l|µ1,σ∗

=
µlp
µlp + (1 − µl)r ,
µ2
 
w1 = 1,w2, d = l|µ1,σ∗

=
µl(1 − p)
µl(1 − p) + (1 − µl) . (3.49)
We derive the seller’s profits from either choice of d1 using (3.49), analogously to the
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previous case. Consider θ = H first,
piH
 
σH = q
h,σ∗;µ1

=2rql + µ1q
l(p − r) − c(ql) − c(qh)
+ql(p − r)

p
µ1p
µ1p + (1 − µ1)r + (1 − p)
µ1(1 − p)
µ1(1 − p) + (1 − µ1)(1 − r)

,
piH
 
σH = q
l ,σ∗;µ1

=2rql + µ1q
l(p − r) − 2c(ql)
+ql(p − r)

p
µlp
µlp + (1 − µl)r + (1 − p)
µl(1 − p)
µl(1 − p) + (1 − µl)(1 − r)

.
There is no profitable deviation if and only if
∆
ql(p − r) ≤p

µ1p
µ1p + (1 − µ1)r −
µlp
µlp + (1 − µl)r

+(1 − p)

µ1(1 − p)
µ1(1 − p) + (1 − µ1)(1 − r) −
µl(1 − p)
µl(1 − p) + (1 − µl)(1 − r)

.
For θ = L, we proceed analogously. She does not deviate to d1 = l if and only if
∆
ql(p − r) ≤r

µ1p
µ1p + (1 − µ1)r −
µlp
µlp + (1 − µl)r

+(1 − r)

µ1(1 − p)
µ1(1 − p) + (1 − µ1)(1 − r) −
µl(1 − p)
µl(1 − p) + (1 − µl)(1 − r)

.
Summing up, pooling on d1 = h is an equilibrium if and only if neither type has an in-
centive to deviate, that is, if and only if
∆
ql(p − r) ≤x

µ1p
µ1p + (1 − µ1)r −
µlp
µlp + (1 − µl)r

+(1 − x)

µ1(1 − p)
µ1(1 − p) + (1 − µ1)(1 − r) −
µl(1 − p)
µl(1 − p) + (1 − µl)(1 − r)

.
(3.50)
for x ∈ r, p	. The right-hand side of (3.50) is strictly negative for µl = 0, strictly posi-
tive for µl = 1, and decreasing in µl for x ∈

r, p
	
, because
∂
∂ µl
= − xpr
(µlp + (1 − µl)r)2 −
(1 − x)(1 − p)(1 − r)
(µl(1 − p) + (1 − µl)(1 − r))2 < 0. (3.51)
Hence, a deviation is least profitable if µl = 0. If, however, for µl = 0 one of the types
has an incentive to deviate, that is, the right-hand side of (3.50) is smaller than ∆ql(p−r) ,
then pooling on d1 = h is not an equilibrium.
Analogously to the proof of Proposition 3.5, for any ∆, pooling on d = h is an equilib-
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rium for some µl ∈ [0,1] if and only if
∆
ql(p − r) ≤r
µ1p
µ1p + (1 − µ1)r + (1 − r)
µ1(1 − p)
µ1(1 − p) + (1 − µ1)(1 − r) . (3.52)
The right-hand side is equal to zero for µ1 = 0, is equal to one for µ1 = 1, and is strictly
increasing in µ1, because
∂
∂ µ1
= rqh
pr
(µ1p + (1 − µ1)r)2 + (1 − rq
h)
(1 − pqh)(1 − rqh)
(µ1(1 − pqh) + (1 − µ1)(1 − rqh))2 > 0.
We define µ˜ as that value of µ1 which solves (3.52) with equality, i.e., µ˜ is implicitly
defined by
∆
ql(p − r) =r
µ˜p
µ˜p + (1 − µ˜)r + (1 − r)
µ˜(1 − p)
µ˜(1 − p) + (1 − µ˜)(1 − r) .
We conclude that pooling on d1 = h cannot be an equilibrium for µ1 < µ˜, but there ex-
ist µl ∈ [0,1] supporting that equilibrium otherwise. Moreover, as the left-hand side is
increasing in∆, the cutoff µ˜ is increasing in∆, which completes the proof.
Proof of Lemma 3.4
Recall thatσH2 = σ
L
2 = q
l in any equilibrium.Whenwe compute the buyers’ expected welfare,
we compute their expected utilities from both periods separately.
In t = 2, the cutoff typeη (µ2) determines the buyers’ equilibrium behavior. Note that welfare
does not depend onwhere the indifferent buyer buys. As he receives the same utility frombuy-
ing from either seller, we can w.l.o.g. assume he buys from R. Thus, all types η ∈ [0,η (µ2)]
buy from R and receive utility of
UR (η) = u − η,
and all types (η (µ2) , 1] buy from S and receive expected utility of
US (µ2) = u − E [w|σ,µ2] .
In any equilibrium, all buyers buy the good. As a result, we only have to consider the buyers’
overall expected loss in t = 2 from their travel costs and their expected waiting time for a
given µ2. We denote this loss byΣ2.
Σ2 = −
∫ η(µ2)
0
ηdη −
∫ 1
η(µ2)
E [w|σ,µ2] dη
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Using (3.6), that is η (µ2) = E [w|σ,µ2], we get
Σ2 = −
∫ η(µ2)
0
ηdη −
∫ 1
η(µ2)
η (µ2) dη
= −1
2
η (µ2)
2 − (1 − η (µ2))η (µ2)
= −η (µ2)

1 − 1
2
η (µ2)

.
From here, it is easy to show that the buyers’ welfare in t = 2 is decreasing in η (µ2), as
∂ Σ2
∂ η (µ2)
= −(1 − η (µ2)) < 0. (3.53)
The seller always plays d2 = l so that
η (µ2) = 1 − rql − µ2ql (p − r)
which is linearly decreasing in µ2. Together with (3.53) this implies that the buyers’ welfare
in t = 2 is increasing in µ2.
In the next step, we argue that in t = 1, the expected value of µ2 is independent of the equi-
librium strategy in t = 1 by using the martingale property of Bayes’ rule. Consider any prior
belief µ1 ∈ (0,1) and any equilibrium strategy σ∗. The expected updated belief µ2 is then
equal to the prior belief µ1, that is
E [µ2|σ∗] = µ1. (3.54)
Therefore, in expectation, the equilibrium strategy in t = 1 does not affect the buyers’ wel-
fare in t = 2. Consequently, we can focus on the buyers’ welfare in the first period only.
For the same reasons as above, in t = 1 the buyers’ welfare decreases in η (µ1). For any equi-
librium strategy σ∗, η (µ1) is given by
1 − rσ∗L − µ1
 
pσ∗H − rσ∗L

.
To proof our claim, we are left to show that
η
 
µ1|σ∗ =
 
ql ,ql

> η
 
µ1|σ∗ =
 
qh,ql

> η
 
µ1|σ∗ =
 
qh,qh

. (3.55)
For the first first inequality, we plug the equilibrium strategies into (3.55). The claim holds if
1 − rql − µ1ql (p − r) > 1 − rql − µ1
 
pqh − rql
⇔qh > ql
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which is a true statement. For the second inequality, we get
1 − rql − µ1
 
pqh − rql > 1 − rqh − µ1qh (p − r)
⇔µ1 < 1
which, again, is a true statement and completes the proof.
Proof of Lemma 3.5
We start by establishing some comparative statics results for the benchmark equilibrium. Re-
call, that the benchmark equilibria are composed by four cutoffs µ
h
< µ
l
< µl < µh. The equi-
librium σ∗ = (qh,ql) exists for any µ1 ∈

µ
h
,µh

.
We show that µ
h
decreases when r is decreasing. Moreover, as r → 0, µ
h
converges to 0 as
well. In the limit, the equilibrium σ∗ = (qh,ql) exists for any µ1 ∈
 
0,µh

. Recall from the
proof of Proposition 3.3 that µ
h
and µh are implicitly defined by inequality (??),
∆
ql(p − r) = p
 
qh − ql µ1pqh
µ1pqh + (1 − µ1)rql −
µ1(1 − pqh)
µ1(1 − pqh) + (1 − µ1)(1 − rql)

,
(3.56)
which they solve with equality. Note that both left-hand side is decreasing as r decreases. At
the same time, the right-hand side increases, because the first-order derivative with respect
to r is
∂
∂ r
= −µ1(1 − µ1)ql

pqh
(µ1pqh + (1 − µ1)rql)2 −
1 − pqh
(µ1(1 − pqh) + (1 − µ1)(1 − rql))2

< 0.
Consequently, the cutoff shift to the extremes of the unit interval as r decreases and, in par-
ticular, µ
h
decreases. For the limit case where r = 0, consider (3.56) for r = 0, that is,
∆
pql
=
(1 − µ1)p
 
qh − ql
1 − µ1pqh . (3.57)
In contrast to (3.56), the right-hand side is strictly positive for µ1 = 0 and strictly decreasing
inµ1. As a result, only two cutoffs,µl < µh, characterize the equilibrium in the limit such that
µ
l
= µ
h
= 0. We can conclude that when r gets smaller, the high type seller can play d1 = h
in equilibrium for lower values of µ1.
Next, we consider the pooling equilibrium on d1 = h with labeled shippers which exists only
for µ1 ≥ µˆ. Unlike in the benchmark, the comparative statics of µˆ with respect to r are am-
biguous. Recall, that µˆ is implicitly defined as the solution of (3.36). The left-hand side is
identical to that of (3.56) and, hence, decreases as r decreases. In contrast to the benchmark,
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however, the derivative of the right-hand side with respect to r is positive,
∂
∂ r
=
µ21q
h
 
2µ1(1 − µ1)p
 
1 − pqh (p − r) + (1 − µ1)2  p2(1 − rqh)2 − r2(1 − pqh)2
(µ1p + (1 − µ1)r)2 (µ1(1 − pqh) + (1 − µ1)(1 − rqh))2 > 0.
Thus, as r decreases, both sides of (3.36) decrease and the overall effect on µˆ is unclear. Still,
for any r, the right-hand side is strictly increasing, equals zero for µ1 = 0, and equals one
for µ1 = 1. As the left-hand side is bounded below by
∆
pql > 0, we can conclude µˆ > 0 for any
r ≥ 0.
We can now combine these insights. When r gets small, µ
h
gets small as well. As µˆ is strictly
positive for any r ≥ 0, we can deduce that µ
h
< µˆ for r sufficiently small. This completes the
proof.
Proof of Lemma 3.6
We prove the claim by showing that the right-hand side of (3.35) is strictly higher than the
right-hand side of (3.52). In particular, we show that
µ1
 
µ1p(1 − pqh) + (1 − µ1)r(1 − rqh)

(µ1p + (1 − µ1)r) (µ1(1 − pqh) + (1 − µ1)(1 − rqh)) >
µ1 (µ1p(1 − p) + (1 − µ1)r(1 − r))
(µ1p + (1 − µ1)r) (µ1(1 − p) + (1 − µ1)(1 − r)) .
Multiplying both side with the denominators and canceling terms yields
p(1 − r)  1 − pqh + r(1 − p)  1 − rqh > p(1 − p)  1 − rqh + r(1 − r)  1 − pqh .
(3.58)
After regrouping and canceling terms, (3.58) reduces to
1 > qh,
which is always true and, hence, completes the proof.
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