Abstract. Let p be a prime and let g(p) be the least primitive root modulo p. We prove that for any > 0 and p large enough the bound
1. Introduction 1.1. Vinogradov's conjecture. Let p be a prime, we denote by g(p) the least primitive root modulo p or in other words the smallest generator of the multiplicative group of integer modulo p. Vinogradov [12, 13] conjectured the following: Conjecture 1.1. Let > 0 then for all large enough primes p one has g(p)
p .
In [12, 13] he also gave the first non-trivial upper-bounds towards his conjecture, namely
where ω(p − 1) is the number of distinct prime factors of p − 1 and ϕ(p − 1) is the Euler's totient function. In [2, 3] Burgess made further progress proving that for any fixed > 0 and p large enough we have
This bound is the best unconditional result known up-to-date. On the other hand under the Generalised Riemann Hypothesis, Ankeny [1] , developing on the work of Linnik [10] , proved that
Moreover, Vinogradov's conjecture is also known to be true for all but a small subset of the primes: Martin [11] proved that for any > 0 there exist some constant C > 0 such that bound g(p) log C p holds for all primes up to x with at most O(x ) exceptions. Unfortunately, such result is purely "existential" meaning that, given a prime p, one cannot tell weather it belongs to the exceptional set or not. This motivated the search for improvements given some extra informations about p as for example the prime factorization of p − 1. In this spirit, Ford, Garaev and Konyagin [7] proved that if p − 1 has less then log log p/2 prime factors then we have the sharper bound g(p) = p 1/4−o (1) . We follow such interest in proving our main result.
Statement of the main result.
To ease the exposition it will be useful to adopt the following piece of notation: we pick a very large parameter x (which may be different at every occurrence) and denote by P x the discrete uniform measure on the primes up to x, and by E x its expectation; moreover, simply to avoid redundant sentences, we also make the following definition: Definition 1.2. We say that a prime p is y-rough if p − 1 has no prime factors (but 2) smaller then y.
We then prove the following: Theorem 1.3. For every > 0 and δ > 0 there exist some (large) y = y( , δ) > 0 such that
Moreover the exceptional set consists of those primes which do not satisfies one of the following two conditions: log log q log q ≤ /20.
Conditions (1) and (2) come out naturally from our method and so we differ commenting on them to later. On the other hand, we observe that, since y only depends on and δ, a simple inclusion-exclusion argument gives: Corollary 1.4. For every > 0 there exists some c = c( ) > 0 and y = y( ) > 0 such that P x (p satisfies conditions (1), (2) and is y-rough) > c and so
> c.
1.3.
Outline of the proof. Given a prime p such that p − 1 has r prime factors q 1 , ..., q r say, we can think of the least primitive root modulo p as the smallest simultaneous q 1 , ..., q r -th power non-residue. Our strategy is then to first bound each q i -th power non-residue individually and then use them to explicitly construct a q 1 , ..., q r -th power non-residue of sufficiently small size. More precisely, in section 2 we invoke an old argument of Vinogradov to bound the smallest q i -th power non-residue (actually we prove a more general bound on the divisors d|p−1). In section 3 we then explicitly construct and element which is simultaneously q 1 , ..., q r -th power non-residue. In Section 4 we deal with the technicalities to show that the aforementioned construction gives an element which is "generally "not worst then the product of the single q i -th power non-residue provided we have some control on the prime factors of p − 1, which manifests itself as condition (1) in the Theorem. Finally in section 5 we combine the above ingredients and the technical condition (2) to prove our main Theorem.
1.4. Notation. The notation will be pretty much standard. We let x be some asymptotic parameter going to infinity and we say that the quantity X and Y (depending on x) satisfy X Y , X Y if there exist some constant C independent of x such that X ≤ CY and X ≥ CY respectively, if both X Y and X Y (where the constant might be different ) we say X Y . We also write O(X) for some quantity bounded in absolute value by a constant times X and X = o(Y ) if X/Y → 0 as x goes to infinity, in particular we denote by o(1) any function that tends to 0 as x → ∞. Moreover p, q will always denote prime numbers (in general we have q|p − 1 unless otherwise specified) and for a set of prime A we denote by P (A) = p∈A p. Furthermore we adopt the convention log log x = max{1, log log x}. Finally we let π(x) be the number of prime numbers up to x and for an integer n we denote by ω(n), ϕ(n), j(n) be the number of distinct prime factors of n and the Euler totient function, and the Jacobsthal function respectively.
Smallest d-th power non-residue
Let d be a divisor of p − 1 where p is a large prime, we denote by g(d) the smallest d-th power non residue modulo p, we follow an old argument of Vinogradov [14] to bound g(d):
Proposition 2.1 (Vinogradov) . Let p be a large prime and let d be a divisor of p − 1, we then have that
where u(d) is the unique solution to ρ(u) = 1/d, see (2.2) . Moreover if d is uniformly bounded by some constant we have for all > 0 the sharper bound
The original argument make an "implicit"use of smooth numbers, we will instead use the following inequality, see [8, Page 274] . Lemma 2.2. Let x, y be two positive real number and let Ψ(x, y) the number of y-smooth numbers up to x, i.e.
Ψ(x, y) = |{n ≤ x : p|n ⇒ p < y}| and let u = log x/ log y. Then for u or y sufficiently large we have that
where ρ(u) is the Dickman-De Bruijn function defined by
We will need also the following property of ρ(·).
Lemma 2.3. The function ρ(u) is positive and decreasing for all u ≥ 0.
Proof. By definition is enough to show that ρ(u) is positive. If u ≤ 1 the lemma follows by (2.2), if u ≥ 1 then u ∈ [n, n + 1] for some positive integer n. We prove the lemma inductively on n, so we can assume that ρ(t) > 0 and ρ (t) < 0 for all t ∈ [n − 1, n]. Integrating (2.2) we obtain
By induction hypothesis we have ρ(t − 1) < ρ(u − 1) and therefore
which, upon rearranging, implies the lemma.
Finally we will make use of the following well-known inequality due to Burgess [3] .
Lemma 2.4. Let α > 0 be some small fixed quantity then there exists some δ = δ(α) > 0 such that for all large primes p and non-principal characters χ mod p we have
We are now ready to prove the Proposition:
Proof Proposition 2.1. Let d be given, on one hand the number of d-th power residues modulo p is (p − 1)/d and on the other hand any integer smaller then g(d) is a d-th power non-residue. So any g(d)-smooth number is a d-th power residue but there can be at most (p − 1)/d of them, thus using (2.1) and taking p large enough we deduce that
where u = log p/ log g(d). Since ρ is a strictly decreasing function of u if g(d) > 100p 1/u(d) say then ρ(u) would be strictly bigger then 1/d by a small but fixed amount and therefore this would contradict (2.3). This proves the first claim.
Let us now suppose that d is absolutely bounded in term of p, we will deduce the second claim injecting Lemma 2.4 in the above argument. Firstly by orthogonality of characters modulo p we can write the following indicator function on d-th power residues:
1 n is a d-th power resdue 0 n is a d-th power non-resdue where χ 0 is the principal character. Therefore for any H > 1 we have that the number of d-th power residues in [1, H] is given by
Now take H = p 1/4+α for some α > 0 to be chosen later, then we can use Lemma 2.4 to bound the second term in (2.4) and find that
where δ = δ(α) is given by Lemma 2.4. Repeating the above smooth numbers argument lead us to the following inequality
where u = log H/ log g(d). Now, let > 0 be given and suppose that g(
Since d is absolutely bounded and ρ is strictly decreasing we can choose α = , so that ρ(u)
, inserting in (2.5) and dividing by H we obtain
a contradiction for p large enough in terms of . This proves the second claim and thus the Proposition.
Corollary 2.5. Let n be an integer then u(n) is strictly decreasing and for n large enough we also have the asymptotic expansion
= log log x − 1 + O log log log x log log x log x
Proof. Since ρ(·) is a strictly decreasing function we immediately have that also u(·) must be strictly decreasing. For the second claim we have that u(n) is defined by the equation ρ(u(n)) = 1/n, so if n is large enough we can use the asymptotic expansion due to De Bruijn [5] ρ(u) = exp −u log u − u log log u + u + O u log log(u) log(u) .
to see that
where u = u(n). Taking logarithm once more we have that log log x = log u + log log u + O log log u log u (2.7)
which implies that log u ≥ log log n/2, say. Taking logarithm of (2.7) we see that log log u ≤ 100 log log log n. Therefore the error term in (2.6) is O(log log log n/ log log n) and the corollary follows inserting (2.7) in (2.6) and dividing by u both sides.
Remark 2.6. It will be useful to notice that u(2) = √ e, see for example [4] . Form this we can deduce Burgess' bound on the smallest quadratic non-residue g (2) p 1/4 √ e+o(1) .
Simultaneous power non-residue
In this section we explicitly construct an element mod p which is not a q-th power residue for any q|p − 1 as a product of g(q)'s. Before embarking in this construction we need two preliminary ingredients. The first one is the following observation: let q 1 , ..., q r be the prime divisors of p − 1 ordered such that
then, grouping together different elements, we can find disjoint sets A 1 , ..., A s such that
where we denote by g(A i ) is the smallest element which is not a q-th power residue for all q ∈ A i . Then the g(A i ) have the following property:
Remark 3.1. for any i > j we have that log(g(A j )) ≡ 0 (mod q) for all q ∈ A i , where log(·) denotes the discrete logarithm mod p − 1 with respect to some fixed primitive root.
The second one is a straightforward property of the Jacobsthal function j(·) which, for a positive integer n, is defined as the least integer m such that any sequence of m elements contains at least one co-prime to n. From the definition in fact one can directly deduce that: Lemma 3.2. Let A be a set of primes, {a(p)} be a set of residue classes, one for each prime p ∈ A, and m be the smallest integer such that m ≡ a(p) (mod p) for all p. Then we have m ≤ j(P (A)) − 1, where P (A) = p∈A p.
Proof. By the Chinese Reminder Theorem there exists some b (mod P (A)) such that b ≡ −a(p) (mod p) for any p ∈ A and a(p) given above. Then for any n ∈ [0, m) we have that
So the largest gap between integer co-prime to P (A) is at least m, or in other words m ≤ j(P (A)) − 1.
We are now ready to start with the aforementioned construction. Lemma 3.3. Let p be a prime and let A, B be two disjoint sets of prime divisors of p − 1. Suppose that y is a q A -th power non-residue for all q A ∈ A and that z is q B -th power non-residue for all q B ∈ B. If y is a q B power residue for all q B ∈ B then there exist some m ∈ [1, j(P (A)
Proof. We observe that for each q A ∈ A there exist an unique residue class a(q A ) such that
Indeed, taking logarithm of both sides of (3.2) we see that the only solution is given by a(q A ) ≡ log z/ log y (mod q A ) as log y ≡ 0 (mod q A ) by assumption. It follows by Lemma 3.2 that there exists some integer
for all q A ∈ A. And so y m ·z is not a q A -th power residue. Finally for any q B ∈ B, in light of the fact that y is a q B -th power residue, we have that
as required.
Applying the above lemma recursively we obtain: 
is not a q-th power for any q|p − 1. Moreover we can take m s = 1.
Proof. We proceed by constructing the m i inductively: by Remark 3.1 g(A s ) is the only element among the g(A i )'s which is not a q-th power for any q ∈ A s so we take m s = 1. By induction suppose that we have chosen m s , ...m t+1 for some 1 ≤ t < s, then we have
for all q ∈ A s ∪ A s−1 ... ∪ A t+1 . Now, we observe that again by Remark 3.1 the element g(A t ) is q-th power residue for all q ∈ A t . Thus we can apply Lemma 3.3 with
m i is not a q-th power non-residue for all q ∈ A s ∪ ... ∪ A t and by induction the proof is concluded.
Combining the Corollary with Propostion 2.1 we obtain the following: Proposition 3.5. Let p be a prime and let A 1 , A 2 , ..., A s be defined as in (3.1), furthermore inductively define the divisors d 1 = q|p−1 q and d i = d i−1 / q∈A i−1 q. Then for any > 0 we have the bound
Proof. Since g(p) is the smallest element mod p which is not a q-th power residue for all q|p − 1, Corollary 3.4 gives us the bound
where m i ≤ j(P (A i )). Now we claim that g(
is not a q i -th power non residue for some q i |d i and by minimality we have g(d i ) = g(q i ); thus, by definition of the A's, we must have g(q i ) = g(A j ) for some j. Since d i does not contains prime divisors from the sets A j with j < i we must have j ≥ i, but j > i cannot happen either because it would imply that g(d i ) > g(A i ), contradicting minimality. So our claim is proved and together with (3.3) we deduce that
Now we apply Proposition 2.1 (i) to g(d i ) for 1 ≤ i ≤ s − 1 and bound the m i trivially to obtain
To bound g(d s ) we wish to apply Proposition 2.1 (ii), so we split into two cases: if there exist some prime q|d s such that u(q) > 4 √ e (where u(·) was defined in section 2) then g(d s ) ≤ p 
Hence inserting (3.5) into (3.4) we deduce the Proposition.
Average behavior of Jacobsthal function
In this section we study in more detail the Jacobsthal function in order to make explicit the bound in Proposition 3.5. Jaconsthal himself observed that if n is a positive integer such that for all primes q dividing n one has q > ω(n) then by the pigeon-principle follows that
We will show that a similar bound holds uniformly on the divisors d of p − 1 for "most "primes p when p − 1 does not have small prime factors (but 2), more precisely we prove that: Proposition 4.1. For any δ > 0 there exists some (large) y = y(δ) > 0 such that
In order to do this we will need to control the number of divisors d|p − 1 in certain intervals for a generic prime p and this is the content of the next lemma which is certainly well-known but we could not find a precise reference.
Lemma 4.2. Let t be a large parameter, then uniformly for ξ > 1 we have
where the constant implied in the notation is absolute.
Proof. First of all we observe that it is enough to prove the lemma for t ≤ x 0.24 , in fact if t > x 0.24 then |ω(p − 1, t) − ω(p − 1, x 0.24 )| ≤ 5 uniformly in p and since t is assumed to be large, this difference is unimportant. So we begin by computing the first moment
Using the Bombieri Vinogradov Theorem [9, Page 420] in the form q<t π(x; q, 1) = q<t π(x)/ϕ(q) + O(x/ log 2 x), the Prime Number Theorem π(x) ∼ x/ log x and switching the order of summation we obtain
Now we can compute the second moment expanding the square as 
= log log 2 t + O(log log t) (4.5)
Inserting (4.4) and (4.5) into (4.3) and using (4.2) we can compute the variance of ω(p − 1, t) as
Hence the Lemma follows at once by Chebyshev inequality.
Corollary 4.3. Let a be a (large) parameter then we have that
Proof. We introduce the check-points t j = exp exp j with j ≥ log log a, then, bearing in mind that ω(p − 1, t) in non-decreasing and it takes only integer values and that | log log t j+1 − log log t j | ≤ 1, we have that
Now by Lemma 4.2 with ξ = j 3/2 we see that we can bound the number of exemptions by
The next lemma partially follows the proof of the main theorem in [6] .
Lemma 4.4. For all δ 1 > 0 there exists some y 1 = y 1 (δ) such that
The constants appearing in this and the following lemma are just chosen by the author and by no-means optimal, they could be substitute with any constant larger then 1 which is independent of all the parameters.
Proof. Let δ 1 > 0 be given, suppose that ω(d) ≤ exp exp(1/2δ 1 ) and take y 1 = 2(exp exp(1/2δ 1 ) + 1) then every prime factors (apart possibly 2) of d is bigger then 2(ω(d) + 1) so it can divide at most one integer in every interval of length 2(ω(d) + 1), while 2 divides at most half of them. Thus every interval of length 2(ω(d) + 1) contains at least one integer co-prime to d.
We can therefore assume that ω(d) > exp exp(1/2δ 1 ), for all primes p and all divisors d|p − 1. Now pick a divisor d|p − 1 and let z = 2dω(d)/φ(d), I be any interval of length z an finally let Q = q|d,q<z q. By inclusion exclusion principle the number of integer co-prime to Q in I is
where we have used the identity d|Q µ(d)/d = φ(Q)/Q. Now we apply Corollary 4.3 with a = exp exp(1/2δ 1 ) to see that, uniformly on all divisors d|p − 1, we have
with an exceptional set of primes of size at most δ 1 . On the other hand each prime divisor bigger then z divide at most one integer in I and thus the integers coprime to d in I are at least
since z < 2ω(d) log(ω(d)) and so 2 log log 2 z < log ω(d), this concludes the proof.
Lemma 4.5. For all δ 2 > 0 there exists some y 2 = y 2 (δ 2 ) such that
uniformly for all divisors d of p − 1.
Proof. Firstly we observe that for any divisor d|p − 1
as the sum extended over the prime powers converges. So it is enough to show that for any δ 2 > 0 there exists some y 2 such that
To this end it is enough to estimate the first moment and the computation is similar to the one in Lemma 4.2. So we take expectation and we split the sum in q ≤ √ x and q > √ x. The latter (sum) contains at most 2 elements and so can be bounded by 1/ √ x, to estimate the former we switch the expectation and the sum and use Burn-Titchmarsh Theorem [9, Page 167] (as we only need an upper bound) to obtain that
Hence by Markov inequality we obtain that
so taking y 2 large enough in terms of δ 2 we deduce the Lemma
Combining the above two lemma we directly deduce the Proposition:
Proof Proposition 4.1. Pick δ 1 = δ/2 in Lemma 4.4 and δ 2 = δ/2 in Lemma 4.5 and y = max{y 1 , y 2 } (with y 1 and y 2 given by the respective lemma) then outside an event of probability δ 1 + δ 2 = δ and provided that p is y-rough, we have both
uniformly on the divisors d|p − 1 and the Proposition follows.
Proof of Theorem 1.3
The main theorem will follow directly from the next Proposition and a somehow technical lemma.
Proposition 5.1. Let p be a prime and let q 1 < ... < q r be the prime divisors of p − 1, denote by b j = i≤j q i then we have that for any 1 > 0 and δ 1 > 0 there exist some y 1 = y 1 (δ 1 ) such that
Moreover the exceptional set consists of those primes failing condition (1) in Theorem 1.3.
Proof. Let 1 , δ 1 > 0 be given, then by Proposition 3.5 we know that
where A i and d i are defined in the Proposition. Applying Proposition 4.1 with δ = δ 1 we have, uniformly on the divisors d|p − 1, the bound
provided p is y 1 -rough. Therefore we can bound the sum in (5.1) as
Now we observe that, since u(·) is decreasing, if some A i > 1 then
for any q|d i . Inserting this observation into (5.2) and recalling the definition of d i , we then deduce that
Hence (5.3) holds outside the event j(d) ≤ 10ω(d) which has probability at most δ 1 provided p is y 1 -rough and so combining with (5.1) we obtain the Proposition.
Lemma 5.2. For any 2 > 0 and δ 2 > 0 there exists some y 2 = y 2 ( , δ 2 ) such that
Proof. Let 2 , δ 2 > 0 be given, then the Lemma is equivalent to show that for all but δ 2 primes up to x we have the bound q|p−1 q>y 2 log log q log q < 2 .
The proof of this is very similar to the one of Lemma (4.5); so we firstly compute the expectation of the aforementioned sum, splitting into terms with q < √ x and q > √ x. The letter (sum) contains at most 2 terms so can be bounded by O(log log x/ log x), to estimate former we switch the expectation and the sum and use Burn-Titchmarsh Theorem to obtain that
log log q log q
log log q ϕ(q) log q .
Now we observe that if we denote by q n the n-th prime the the Prime Number Theorem implies that q n n log n and so we can bound the above sum as
log log q ϕ(q) log q ny<n log log n n log 2 n log log n y log n y .
where n(y 2 ) is defined so that q n(y 2 ) is the smallest prime bigger then y 2 . By Markov's inequality we then obtain that
log log q log q −1 2 log log n(y 2 ) log n(y 2 )
Hence taking n(y 2 ) large enough in terms of 2 and δ 2 we obtain the Lemma.
We are finally ready to prove the main result:
proof of Theorem 1.3. Let > 0 and δ > 0 be given; take δ 1 = δ/2 and 1 = /2 in Proposition 5.1, provided that p is y 1 -rough (with y 1 given in the Proposition) we have Now pick δ 2 = δ/2 and 2 = /20 in Lemma 5.2 and let y = max{y 1 , y 2 } (with y 2 given by the lemma) then outside the event defined by condition (1) and (2) which has size at most δ 1 + δ 2 = δ and provided that p is y-rough we have both (5.4) and q|p−1 q =2 10 log log q log q ≤ 2 /2 (5.5) and the Theorem follows.
The proof of the Corollary then follows by a simple application of inclusionexclusion principle:
proof of Corollary 1.4. We firstly observe that given two events A, B then P(A ∩ B) = P(A|B)P(B).
Let > 0 be given, take δ = and let y = y( ) be given by the Theorem. Now take A to be the event p satisfies conditions (1), (2) and B the event p is y-rough, then the Theorem tells us that P (A|B) > 1 − so it is enough to show that P (B) is no-zero. By the Prime Number Theorem in arithmetic progressions we know that for any fixed d the number of primes up to x congruent to 1 mod d is π(x)/ϕ(d) + O(x/ log 2 x) and so, by the inclusion exclusion principle, we obtain that which is non-zero and hence the first part of the Corollary follows. The second part is a direct consequence of the first and the Theorem.
