Sparsity constrained minimization captures a wide spectrum of applications in both machine learning and signal processing. This class of problems is difficult to solve since it is NP-hard and existing solutions are primarily based on Iterative Hard Thresholding (IHT). In this paper, we consider a class of continuous optimization techniques based on Mathematical Programs with Equilibrium Constraints (MPECs) to solve general sparsity constrained problems. Specifically, we reformulate the problem as an equivalent biconvex MPEC, which we can solve using an exact penalty method or an alternating direction method. We elaborate on the merits of both proposed methods and analyze their convergence properties. Finally, we demonstrate the effectiveness and versatility of our methods on several important problems, including feature selection, segmented regression, trend filtering, MRF optimization and impulse noise removal. Extensive experiments show that our MPEC-based methods outperform state-of-the-art techniques, especially those based on IHT.
Introduction
In this paper, we mainly focus on the following generalized sparsity constrained minimization problem:
where x ∈ R n , A ∈ R m×n and k (0 < k < m) is a positive integer. · 0 is a function that counts the number of nonzero elements in a vector. To guarantee convergence, we assume that f (·) is convex and L-Lipschitz continuous (but not necessarily smooth), A has right inverse (i.e. rank(A) = m), and there always exists bounded solutions to Eq (1). The optimization in Eq (1) describes many applications of interest in both machine learning and signal processing, including compressive sensing (Donoho, 2006) , Dantzig selector (Candes and Tao, 2007) , feature selection (Ng, 2004) , trend filtering (Kim et al., 2009) , image restoration (Yuan and Ghanem, 2015; Dong and Zhang, 2013) , sparse classification and boosting (Weston et al., 2003; Xiang et al., 2009) , subspace clustering (Elhamifar and Vidal, 2009 ), sparse coding (Lee et al., 2006; Mairal et al., 2010; Bao et al., 2016) , portfolio selection, image smoothing (Xu et al., 2011) , sparse inverse covariance estimation (Friedman et al., 2008; Yuan, 2010) , blind source separation (Li et al., c 2016 Ganzhao Yuan and Bernard Ghanem.
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Challenges and Contributions: We recognize three main challenges hindering existing work. (a) The general problem in Eq (1) is NP-hard. There is little hope of finding the global minimum efficiently in all instances. In order to deal with this issue, we reformulate the 0 norm minimization problem as an equivalent augmented optimization problem with a bilinear equality constraint using a variational characterization of the 0 norm function. Then, we propose two penalization/regularization methods (exact penalty and alternating direction) to solve it. The resulting algorithms seek a desirable exact solution to the original optimization problem. (b) Many existing convergence results for non-convex 0 minimization problems tend to be limited to unconstrained problems or inapplicable to constrained optimization. We carefully analyze both our proposed algorithms and prove that they always converge to a first-order KKT point. To the best of our knowledge, this is the first attempt to solve general 0 constrained minimization with guaranteed convergence. (c) Exact methods (e.g. methods using IHT) can produce unsatisfactory results, while approximation methods such as Schatten's p norm method (Ge et al., 2011) and re-weighted 1 (Candes et al., 2008) fail to control the sparsity of the solution. In comparison, experimental results show that our MPEC-based methods outperform state-of-the-art techniques, especially those based on IHT. This is consistent with our new technical report (Yuan and Ghanem, 2016a) which shows that IHT method often presents sub-optimal performance in binary optimization.
Organization and Notations: This paper is organized as follows. Section 2 provides a brief description of the related work. Section 3 and Section 4 present our proposed exact penalty method and alternating direction method optimization framework, respectively. Section 5 discusses some features of the proposed two algorithms. Section 6 summarizes the experimental results. Finally, Section 7 concludes this paper. Throughout this paper, we use lowercase and uppercase boldfaced (Mallat and Zhang, 1993) only for smooth (typically quadratic) objective 1 norm relaxation (Candès and Tao, 2005) x 0 ≈ x 1 k-support norm relaxation (Argyriou et al., 2012) x 0 ≈ x k-sup max 0<v≤1, v,1 ≤k ( i x 2 i /v i ) 1/2 k-largest norm relaxation x 0 ≈ x k-lar max −1≤v≤1, v 1≤k v, x SOCP convex relaxation (Chan et al., 2007) x 0 ≤ k ⇒ x 1 ≤ √ k x 2 SDP convex relaxation (Chan et al., 2007) x 0 ≤ k ⇒ X = xx T , X 1 ≤ ktr(X) Schatten p approximation (Ge et al., 2011) x 0 ≈ x p re-weighted 1 approximation (Candes et al., 2008) x 0 ≈ 1, ln(|x| + )
1-2 DC approximation (Yin et al., 2015) x 0 ≈ x 1 − x 2 0-1 mixed integer programming (Bienstock, 1996) { x 0 : x ∞ ≤ λ} ⇔ {min v∈{0,1} 1, v : |x| ≤ λv} iterative hard shreadholding (Beck and Eldar, 2013) 0.5 x − x 2 2 , s.t. x 0 ≤ k non-separable MPEC [This paper] x 0 = min u u 1 , s.t. x 1 = x, u , − 1 ≤ u ≤ 1 separable MPEC (Yuan and Ghanem, 2015) [This paper]
x 0 = min v 1, 1 − v , s.t. |x| v = 0, 0 ≤ v ≤ 1 letters to denote real vectors and matrices respectively. We use x, y and x y to denote the Euclidean inner product and elementwise product between x and y. " " means define. σ(A) denotes the smallest singular value of A.
Related Work
There are mainly four classes of 0 norm minimization algorithms in the literature: (i) greedy descent methods, (ii) convex approximate methods, (iii) non-convex approximate methods, and (iv) exact methods. We summarize the main existing algorithms in Table 1 . Greedy descent methods. They have a monotonically decreasing property and optimality guarantees in some cases (Tropp, 2004) , but they are limited to solving problems with smooth objective functions (typically the square function). (a) Matching pursuit (Mallat and Zhang, 1993) selects at each step one atom of the variable that is the most correlated with the residual. (b) Orthogonal matching pursuit (Tropp et al., 2007) uses a similar strategy but also creates an orthonormal set of atoms to ensure that selected components are not introduced in subsequent steps. (c) Gradient pursuit (Blumensath and Davies, 2008 ) is similar to matching pursuit, but it updates the sparse solution vector at each iteration with a directional update computed based on gradient information. (d) Gradient support pursuit (Bahmani et al., 2013) iteratively chooses the index with the largest magnitude as the pursuit direction while maintaining the stable restricted Hessian property. (e) Other greedy methods has been proposed, including basis pursuit (Chen et al., 1998) , regularized orthogonal matching pursuit (Needell and Vershynin, 2009) , compressive sampling matching pursuit (Needell and Tropp, 2009) , and forward-backward greedy method (Zhang, 2011; Rao et al., 2015) .
Convex approximate methods. They seek convex approximate reformulations of the 0 norm function. (a) The 1 norm convex relaxation (Candès and Tao, 2005) provides a convex lower bound of the 0 norm function in the unit ∞ norm. It has been proven that under certain incoherence assumptions, this method leads to a near optimal sparse solution. However, such assumptions may be violated in real applications. (b) k-support norm provides the tightest convex relaxation of sparsity combined with an 2 penalty. Moreover, it is tighter than the elastic net (Zou and Hastie, 2005) by exactly a factor of √ 2 (Argyriou et al., 2012; McDonald et al., 2014) . (c) k-largest norm provides the tightest convex Boolean relaxation in the sense of minimax game Pilanci et al., 2015; Dattorro, 2011) . (d) Other convex Second-Order Cone Programming (SOCP) relaxations and Semi-Definite Programming (SDP) relaxations (Chan et al., 2007) have been considered in the literature. Non-convex approximate methods. They seek non-convex approximate reformulations of the 0 norm function. (a) Schatten p norm with p ∈ (0, 1) was considered by (Ge et al., 2011) to approximate the discrete 0 norm function. It results in a local gradient Lipschitz continuous function, to which some smooth optimization algorithms can be applied. (b) Re-weighted 1 norm (Candes et al., 2008; Zhang, 2010b; Zou, 2006) minimizes the first-order Taylor series expansion of the objective function iteratively to find a local minimum. It is expected to refine the 0 regularized problem, since its first iteration is equivalent to solving the 1 norm problem. (c) 1-2 DC (difference of convex) approximation (Yin et al., 2015) was considered for sparse recovery. Exact stable sparse recovery error bounds were established under a restricted isometry property condition. (d) Other non-convex surrogate functions of the 0 function have been proposed, including Smoothly Clipped Absolute Deviation (SCAD) (Fan and Li, 2001) , Logarithm , Minimax Concave Penalty (MCP) (Zhang, 2010a) , Capped 1 (Zhang, 2010b) , Exponential-Type (Gao et al., 2011) , Half-Quadratic (Geman and Yang, 1995) , Laplace (Trzasko and Manduca, 2009) , and MC+ (Mazumder et al., 2012) . Please refer to (Lu et al., 2014; Gong et al., 2013) for a detailed summary and discussion. Exact methods. Despite the success of approximate methods, they are unappealing in cases when an exact solution is required. Therefore, many researchers have sought out exact reformulations of the 0 norm function. (a) 0-1 mixed integer programming (Bienstock, 1996; Bertsimas et al., 2015) assumes the solution has bound constraints. It can be solved by a tailored branch-andbound algorithm, where the cardinality constraint is replaced by a surrogate constraint. (b) Hard thresholding Beck and Eldar, 2013; Yuan et al., 2014; Jain et al., 2014) iteratively sets the smallest (in magnitude) values to zero in a gradient descent format. It has been incorporated into the Quadratic Penalty Method (QPM) and Mean Doubly Alternating Direction Method (Dong and Zhang, 2013 ) (MD-ADM). However, we found they often converge to unsatisfactory results in practise. (c) The MPEC reformulation (Yuan and Ghanem, 2015) considers the complementary system of the 0 norm problem by introducing additional dual variables and minimizing the complimentary error of the MPEC problem. However, it is limited to 0 norm regularized problems and the convergence results are weak.
From above, we observe that existing methods either produce approximate solutions or are limited to smooth objectives f (.) and when A = I. The only existing general purpose exact method for solving Eq (1) is the quadratic penalty method and the mean doubly alternating direction method (Dong and Zhang, 2013) . However, they often produce unsatisfactory results in practise. The unappealing shortcomings of existing solutions and renewed interests in MPECs (Yuan and Ghanem, 2015; Feng et al., 2013) motivate us to design new MPEC-based algorithms and convergence results for sparsity constrained minimization.
Exact Penalty Method
In this section, we present an exact penalty method (Luo et al., 1996; Hu and Ralph, 2004; Kadrani et al., 2009; Bi et al., 2014) for solving the problem in Eq (1). This method is based on a new equivalent non-separable MPEC reformulation of the 0 norm function.
Non-Separable MPEC Reformulation
First of all, we present a new non-separable MPEC reformulation.
Lemma 1 For any given x ∈ R n , it holds that
and u * = sign(x) is the unique optimal solution of Eq(2). Here, the standard signum function sign is applied componentwise, and sign(0) = 0. Proof : Refer to the Appendix A.
Using Lemma 1, we can rewrite Eq (1) in an equivalent form as follows.
where I(u) is an indicator function on Θ with
Algorithm 1 MPEC-EPM: An Exact Penalty Method for Solving MPEC Problem (3) (S.0) Initialize x 0 = 0 ∈ R n , u 0 = 0 ∈ R m , ρ 0 > 0. Set t = 0 and µ > 0. (S.1) Solve the following x-subproblem:
(S.2) Solve the following u-subproblem:
(S.3) Update the penalty in every T iterations:
(S.4) Set t := t + 1 and then go to Step (S.1)
Proposed Optimization Framework
We now give a detailed description of our solution algorithm to the optimization in Eq (3). Our solution is based on the exact penalty method, which penalizes the complementary error directly by a penalty function. The resulting objective J : R n × R m → R is defined in Eq (7), where ρ is the tradeoff penalty parameter that is iteratively increased to enforce the constraints.
In each iteration, ρ is fixed and we use a proximal point method (Attouch et al., 2010; Bolte et al., 2014) to minimize over x and u in an alternating fashion. Details of this exact penalty method are in Algorithm 1. Note that the parameter T is the number of inner iterations for solving the bi-convex problem. We make the following observations about the algorithm.
(a) Initialization. We initialize u 0 to 0. This is for the sake of finding a reasonable local minimum in the first iteration, as it reduces to a convex 1 norm minimization problem for the x-subproblem. (b) Exact property. The key feature of this method is the boundedness of the penalty parameter ρ (see Theorem 2). Therefore, we terminate the optimization when the threshold is reached (see Eq (6)). This distinguishes it from the quadratic penalty method , where the penalty may become arbitrarily large for non-convex problems.
(c) u-Subproblem. Variable u in Eq (5) is updated by solving the following problem:
where z = ρAx t+1 /µ and µ is a non-negative proximal constant. Due to the symmetry in the objective and constraints, we can without loss of generality assume that z ≥ 0, and flip signs of the resulting solution at the end. As such, Eq (8) can be solved bȳ
where the solution in Eq (8) can be recovered via u t+1 = sign(z) ū t+1 . Eq (9) can be solved exactly in n log(n) time using the breakpoint search algorithm (Helgason et al., 1980) . Note that this algorithm includes the simplex projection (Duchi et al., 2008) as a special case. For completeness, we also include a Matlab code in Appendix D.
(d) x-Subproblem. Variable x in Eq (4) is updated by solving a 1 norm convex problem which has no closed-form solution. However, it can be solved using existing 1 norm optimization solvers such as classical or linearized ADM (He and Yuan, 2012) with convergence rate O(1/t).
Theoretical Analysis
In Theorem 2, we show that when the penalty parameter ρ is larger than a threshold, the biconvex objective function in Eq (7) is equivalent to the original constrained MPEC problem in Eq (1). Moreover, Theorem 3 characterizes the convergence rate of our exact penalty method and determines the number of iterations beyond which a certain accuracy is guaranteed.
Theorem 2 Exactness of the Penalty Function. The penalty problem min x,v J ρ (x, v) admits the same local and global optimal solutions as the original problem in Eq (3) when ρ > L/σ(A).
Proof : Refer to Appendix B.
Theorem 3 Convergence rate of Algorithm 1. Assume that x t ≤ δ for all t. Algorithm 1 will converge to the first-order KKT point in at most ln(Lδ) − ln( ρ 0 ) /ln 2 outer iterations 3 with the accuracy at least Ax 1 − Ax, v ≤ . Proof : Refer to Appendix B.
3. Every time we increase ρ, we call it one outer iteration.
Alternating Direction Method
This section presents a proximal alternating direction method (PADM) for solving Eq (1). This is mainly motivated by the recent popularity of ADM in the non-convex optimization literature. One direct solution is to apply ADM on the MPEC problem in Eq (3). However, this strategy may not be appealing, since it introduces a non-separable structure with no closed form solution for its subproblems. Instead, we consider a separable MPEC reformulation used in (Yuan and Ghanem, 2015, 2016b) .
Separable MPEC Reformulations
Lemma 4 (Yuan and Ghanem, 2015) For any given x ∈ R n , it holds that
and v * = 1 − sign(|x|) is the unique solution of Eq(10).
Using Lemma 4, we can rewrite Eq (1) in an equivalent form as follows.
where I(v) is an indicator functionon Ω with
Algorithm 2 MPEC-ADM: An Alternating Direction Method for Solving MPEC Problem (11) (S.0) Initialize
(S.1) Solve the following x-subproblem:
(S.2) Solve the following v-subproblem:
(S.3) Update the Lagrange multiplier:
(S.4) Set t := t + 1 and then go to Step (S.1).
Proposed Optimization Framework
To solve Eq (11) using PADM, we form the augmented Lagrangian function L(.)in Eq (15)
where π is the Lagrange multiplier associated with the constraint |Ax| v = 0, and α > 0 is the penalty parameter. We detail the PADM iteration steps for Eq (11) in Algorithm 2, which has the following properties.
(a) Initialization. We set v 0 = 1 and π 0 = η1, where η is a small parameter. This finds a reasonable local minimum in the first iteration, as it reduces to an 1 norm minimization problem for the x-subproblem.
(b) Monotone and boundedness property. For any feasible solution v in Eq (13), it holds that |Ax| v ≥ 0. Using the fact that α t > 0 and due to the π t update rule, π t is monotone increasing. If we initialize π 0 > 0 in the first iteration, π is always positive. Another key feature of this method is the boundedness of the multiplier π (see Theorem 5). It reduces to alternating minimization algorithm for biconvex optimization problem (Attouch et al., 2010; Bolte et al., 2014) . (13) is updated by solving the following problem:
where b π t |Ax t+1 | − µv t and D is a diagonal matrix with d α|Ax t+1 | |Ax t+1 | + µ in the main diagonal entries. Introducing the proximal term in the v-subproblem leads to a strongly convex problem. Thus, it can be solved exactly using (Helgason et al., 1980) . (12) is updated by solving a re-weighted 1 norm optimization problem. Similar to Eq (5), it can be solved using classical/linearized ADM.
Theoretical Analysis
In Theorem 5, we show that when the monotone increasing multiplier π is larger than a threshold, the biconvex objective function in Eq (15) is equivalent to the original constrained MPEC problem in Eq (11). Moreover, based on the Kurdyka-Łojasiewicz inequality (Attouch et al., 2010; Bolte et al., 2014) , Theorem 6 establishes the convergence of the alternating direction method.
Theorem 5 Boundedness of multiplier and exactness of the augmented Lagrangian Function. The augmented Lagrangian minimization problem min x,v L(x, v,π) admits the same local and global optimal solutions as the original problem in Eq (3) whenπ > L/σ(A). Proof : Refer to Appendix C.
Theorem 6 Convergence of Algorithm 2. Assume that x t is bounded for all t. As t → ∞, Algorithm 2 converges to a first order KKT point of the reformulated MPEC problem in Eq (11). Proof :Refer to Appendix C.
In above theorem, we assume that the solution x is bounded. This assumption is inherited from the nonconvex and nonsmooth minimization algorithm (see Theorem 1 in (Bolte et al., 2014) , where they make the same assumption). In fact, with minor modification to the proofs, the boundedness assumption can be removed by adding a compact set constraint x ∞ < δ to Eq (1), for the case A = I.
On MPEC Optimization
In this paper, MPEC reformulations are considered to solve the 0 norm problem. Mathematical programs with equilibrium constraints (MPEC) are optimization problems where the constraints include variational inequalities or complementarities. It is related to the Stackelberg game and it is used in the study of economic equilibrium and engineering design. MPECs are difficult to deal with because their feasible region is not necessarily convex or even connected.
General MPEC motivation. The basic idea behind MPEC-based methods is to transform the thin and nonsmooth, nonconvex feasible region into a thick and smooth one by introducing regularization/penalization on the complementary/equilibrium constraints. In fact, several other nonlinear methods solve the MPEC problem with similar motivations. For example, an exact penalty method where the complementarity term is moved to the objective in the form of an 1 -penalty was proposed in (Hu and Ralph, 2004) . The work in (Facchinei et al., 1999 ) suggested a smoothing family by replacing the complementarity system with the perturbed Fischer-Burmeister function. Also, a quadratic regularization technique to handle the complementarity constraints was proposed in (DeMiguel et al., 2005) .
In the defense of our methods. We propose two different penalization/regularization schemes to solve the equivalent MPECs. They have several merits. (a) Each reformulation is equivalent to the original 0 norm problem. (b) They are continuous reformulations, so they facilitate KKT analysis and are amenable to the use of existing continuous optimization techniques to solve the convex subproblems. We argue that, from a practical viewpoint, improved solutions to Eq (1) can be obtained by reformulating the problem using MPEC and focusing on the complementarity constraints. (c) They find a good initialization because they both reduce to a convex relaxation method in the first iteration. (d) Both methods exhibit strong convergence guarantees, this is because they essentially reduce to alternating minimization for bi-convex optimization problems (Attouch et al., 2010; Bolte et al., 2014) . (e) They have a monotone/greedy property owing to the complimentarity constraints brought on by MPEC. The complimentary system characterizes the optimality of the KKT solution. We let w {x, u} (or w {x, v}). Our solution directly handles the complimentary system of Eq (1) which takes the following form: p(w), q(w) = 0, p(w) ≥ 0, q(w) ≥ 0. Here p(·) and q(·) are non-negative mappings of w which are vertical to each other. The complimentary constraints enable all the special properties of MPEC that distinguish it from general nonlinear optimization. We penalize the complimentary error of ε p(w), q(w) (which is always non-negative) and ensure that the error ε is decreasing in every iteration. See Figure 1 for a geometric interpretation for MPEC optimization.
MPEC-EPM vs. MPEC-ADM. We consider two algorithms based on two variational characterizations of the 0 norm function (separable and non-separable MPEC 4 ). Generally speaking, both methods have their own merits. (a) MPEC-EPM is more simple since it can directly use existing 1 norm minimization solvers/codes while MPEC-ADM involves additional computation for the quadratic term in the standard Lagrangian function. (b) MPEC-EPM is less adaptive in its periteration optimization, since the penalty parameter ρ is monolithically increased until a threshold is achieved. In comparison, MPEC-ADM is more adaptive, since a constant penalty also guarantees monotonically non-decreasing multipliers and convergence. (c) Regarding numerical robustness, while MPEC-EPM needs to solve the subproblem with certain accuracy, MPEC-ADM is more robust since the dual Lagrangian function provides a support function and the solution never degenerates even if the x-problem is solved only approximately. (d) For matrix extensions, one can extend our results to the matrix rank problem for non-separable MPEC 5 and separable MPEC 6 . The former reformulation for the rank function is more interesting, since it results in a convex function with respect to X. 
Experimental Validation
In this section, we demonstrate the effectiveness of our algorithms on five 0 norm optimization tasks, namely feature selection, segmented regression, trend filtering, MRF optimization, and impulse noise removal. We compare our proposed MPEC-EPM (Algorithm 1) and MPEC-ADM (Algorithm 2) against the following methods.
• Greedy Hard Thresholding (GREEDY) (Beck and Eldar, 2013) . It considers decreasing the objective function and identifying the active variables simultaneously using the following update:
, where L f is the gradient Lipschitz continuity constant. Note that this method is not applicable when the objective is non-smooth.
• Gradient Support Pursuit (GSP). This is a state-of-the-art greedy algorithm that approximates sparse minima of cost functions which have stable restricted Hessian. We use the Matlab implementation provided by the author users.ece.gatech.edu/sbahmani7/GraSP. html.
• Convex 1 minimization method (CVX). Since this approximate method can not control the sparsity of the solution, we solve a 1 regularized problem where the regulation parameter is swept over {2 −10 , 2 −8 , ..., 2 10 }. Finally, the solution that leads to smallest objective value after a hard thresholding projection (which reduces to setting the smallest n − k values of the solution in magnitude to 0) is selected.
• Quadratic Penalty Method (QPM) . This is splitting method that introduces auxiliary variables to separate the calculation of the non-differentiable and differentiable term and then performs block coordinate descend on each subproblem. We use GREEDY to solve the subproblem with respect to x with reasonable accuracy. We increase the penalty parameter by √ 10 in every T = 30 iterations.
• Direct Alternating Direction Method (DI-ADM). This is an ADM directly applied to Eq (1). We use a similar experimental setting as QPM.
• Mean Doubly Alternating Direction Method (MD-ADM) (Dong and Zhang, 2013) . This is an ADM that treats arithmetic means of the solution sequence as the actual output. We also use a similar parameter setting as QPM.
We include the comparisons with GREEDY and GSP only on logistic loss feature selection, since these two methods are only applicable to smooth objectives. We vary the sparsity parameter k = {0.01, 0.06, ..., 0.96}×n on different data sets and report the objective value of the optimization problem 7 . All algorithms are implemented in Matlab on an Intel 2.6 GHz CPU with 128 GB RAM. We set ρ 0 = 0.01 for MPEC-EPM and α = η = 0.01 for MPEC-ADM. For the proximal parameter of both algorithms, we set µ = 0.01 8 .
Feature Selection
Given a set of labeled patterns {s i ,
, where s i is an instance with n features and y i ∈ {±1} is the label. Feature selection considers the following optimization problem:
where the loss function (·) is chosen to be the logistic loss: (r, t) = log(1 + exp(r)) − rt or the hinge loss: (r, t) = max(0, 1 − rt).
In our experiments, we test on 12 well-known benchmark datasets 9 which contain high dimensional (n ≥ 7000) data vectors and thousands of data instances. Since we are solving an optimization problem, we only consider measuring the quality of the solutions by comparing the objective values.
Based on our experimental results in Figure 2 , we make the following observations. (i) Convex methods generally gives good results in this task, but they fail on 'duke ' and 'madelon' datasets. (ii) 7. All the algorithms generally terminate within 8 minutes, we do not include the CPU time here. In fact, our methods converge within reasonable time. They are only 3-7 times slower than the classical convex methods. This is expected, since they are alternating methods and have the same computational complexity as the convex methods. 8. It is a small constant to guarantee strong convexity for the sub-problem and a unique solution in every iteration.
In theory, the proximal strategy targets convergence in bi-linear bi-convex optimization (Attouch et al., 2010; Bolte et al., 2014) . In fact, even if µ is set to zero, our algorithm is observed to converge since we apply alternating minimization on a bi-convex problem. 9. www.csie.ntu.edu.tw/˜cjlin/libsvmtools/datasets/ The quadratic penalization techniques (NI-ADM, MD-ADM and QPM) generally demonstrate bad performance in this task. (iii) GREEDY and GSP often achieve good performance, but they are not stable in some cases. (iv) Both our MPEC-EPM and MPEC-ADM often achieve better performance than existing solutions. For hinge loss feature selection, we demonstrate our experimental results in Figure 3 . We make the following observations. 
Segmented Regression
Given a design matrix A ∈ R m×n and an observation vector b ∈ R m , segmented regression involves solving the following optimization problem:
This regression model is closely related to Dantzig selector (Candes and Tao, 2007) in the literature, where 0 norm is replaced by 1 norm in Eq (18). In our experiments, we consider design matrices with unit column norms. Similar to (Candes and Tao, 2007) , we first generate an A with independent Gaussian entries and then normalize each column to have norm 1. We then select a support set of size 0.5 × min(m, n) uniformly at random. We finally set b = Ax + ε with ε ∼ N (0, σ 2 I). We vary n from {1024, 2048, 4096} and set m = n/8. We demonstrate our experimental results in 
Trend Filtering
Given a time series y ∈ R n , the goal of trend filtering is to find another nearest time series x such that x is sparse after a gradient mapping (Kim et al., 2009) . Trend filtering involves solving the following optimization, where D ∈ R (n−2)×n is a 2 nd difference matrix.
In our experiments, we perform trend filtering on the 'snp500.dat' data set (Kim et al., 2009 ). For better visualization, we only use the first 300 time instances of the signal y, i.e. n = 300. The sparsity parameter k is set to 30. We stop all the algorithms when the same strict stopping criterion is met, in order to ensure that the hard constraint Ax 0 ≤ k is fully satisfied. As shown in Figure 5 , the proposed methods (MPEC-EPM and MPEC-ADM) achieve more natural trend filtering results (refer to position 120-170), since they achieve lower objective values (0.32 and 0.33).
MRF Optimization
Markov Random Field (MRF) optimization involves solving the following problem (Kolmogorov and Zabih, 2004) , where b ∈ R n is determined by the unary term defined for the graph and L ∈ R n×n is the Laplacian matrix, which is based on the binary term relating pairs of graph nodes together. The quadratic term is usually considered a smoothness prior on the node labels. The MRF formulation is widely used in many labeling applications, including image segmentation.
In our experiments, we include the comparison with the graph cut method (Kolmogorov and Zabih, 2004) , which is known to achieve the global optimal solution for this specific class of binary problem. Figure 6 demonstrates a qualitative result for image segmentation. MPEC-ADM produces a solution that is very close to the globally optimal one. Moreover, both our methods achieve lower objectives than the other compared methods.
Impulse Noise Removal
Given a noisy image b which was contaminated by random value impulsive noise, we consider a denoised image of x as a minimizer of the following constrained 0 T V model (Yuan and Ghanem, 2015) :
where T V (x) ∇x p,1 denotes the total variation norm function,
T ∈ R 2n×n , and k specifies the noise level. Furthermore, ∇ x ∈ R n×n and ∇ y ∈ R n×n are two suitable linear transformation matrices that computes their discrete gradients. Following the experimental settings in (Yuan and Ghanem, 2015) , we use three ways to mea- sure SNR, i.e. SN R 0 , SN R 1 , SN R 2 . We show image recovery results in Table 2 when randomvalue impulse noise is added to the clean images {'mandrill', 'lenna', 'lake', 'jetplane', 'blonde'}. We also demonstrate a visualized example of random value impulse noise removal on 'lenna' image in Figure 7 . A conclusion can be drawn that both MPEC-EPM and MPEC-ADM achieve state-ofthe-art performance while MPEC-ADM is generally better than MPEC-EPM in this impulse noise removal problem.
Conclusions and Future Work
This paper presents two methods (exact penalty and alternating direction) to solve the general sparsity constrained minimization problem. Although it is non-convex, we design effective penalization/regularization schemes to solve its equivalent MPEC. We also prove that both of our methods are convergent to first-order KKT points. Experimental results on a variety of sparse optimization applications demonstrate that our methods achieve state-of-the-art performance. Our future work focuses on several directions. (i) We will investigate the optimality qualification of our multi-stage convex relaxation method for some specific objective functions (e.g. squared or logistic function). (ii) It is interesting to extend the present results to deal with rank minimization problem and its applications. (iii) We are also interested in applying the proposed algorithms to other sparse optimization and binary optimization applications in machine learning and signal processing.
The appendix is organized as follows. Section A presents the proof of Lemma 1. Section B presents the convergence analysis of the exact penalty method. Section C presents the convergence analysis of the alternating direction method. Section D presents a Matlab code of the breakpoint search algorithm.
Appendix A. Proof of Lemma 1
Here we provide the proof of our new non-separable MPEC of the 0 -norm function. Proof It is not hard to validate that the 0 norm function of x ∈ R m can be repressed as the following minimization problem over u ∈ R m :
Note that the minimization problem in Eq (22) can be decomposed into m subproblems. When x i = 0, the optimal solution in position i will be achieved at u i = 0 by minimization; when x i > 0 (x i < 0, respectively), the optimal solution in position i will be achieved at u i = 1 (u i = −1, respectively) by constraint. In other words, u * = sign(x) will be achieved for Eq (22), leading to x 0 = sign(x) 1 . We now focus on Eq (22). Due to the box constraints −1 ≤ u ≤ 1, it always holds that |x|−u x ≥ 0. Therefore, the error generated by the difference of |x| and u x is summarizable. We naturally have the following results:
Appendix B. Convergence Analysis of Algorithm 1
This section presents the proof of Theorem 1 and Theorem 2. Our main novelties are establishing the inversely proportional relationship between the weight of 1 norm and the sparsity of Ax (in the proof of exactness) and qualifying the sparsity upper bound for w, |Ax| (in the proof of convergence rate). Our results make use of the specified structure of the 1 norm problem. The following lemma is useful and it establishes a lower bound on the norm of matrix vector product.
Lemma 2 Assume that A ∈ R m×n has right inverse. It always holds that A T c 2 ≥ σ(A) c 2 for all c ∈ R m , where σ(A) is the smallest singular value of A. Proof We denote Z = AA T − (σ(A)) 2 I ∈ R m×m . Since A has right inverse, we have σ(A) > 0 and Z 0. We let Z = LL T and have the following inequalities:
Taking the square root of both sides, we naturally complete the proof of this lemma.
The following lemma is useful in our convergence analysis.
Lemma 3 Assume that h(·) is convex and L-Lipschitz continuous and w is a non-negative vector.
We have the following results: (i) The optimal solution of the following optimization problem:
will be achieved with |Ax
(ii) Moreover, if x * ≤ δ, it always holds that w, |Ax * | ≤ δL. Proof (i) We now prove the first part of this lemma. The convex optimization problem in Eq (23) is equivalent to the following minimax saddle point problem:
h(x) + y w, Ax
According to the optimality with respect to y, we have the following result:
According to the optimality with respect to x, we have the following result:
where h (x) denotes the subgradient of h(·) with respect to x. We now prove that |y i | is strictly less than 1 when w i > L/σ(A) for all i, then we obtain |Ax * | i = 0 due to the optimality condition in Eq (24). Our proof is as follows. We assume that y i = 0, since otherwise |y i | < 0, the conclusion holds. Then we derive the following inequalities:
where the first step uses the choice that w i > L/σ(A) and the assumption that y i = 0; the second step uses Lemma 2; the third step uses the fact that A T (y w) = h (x) ≤ L which can be derived from Eq (25) and the L-Lipschitz continuity of h(·), the fourth step uses the norm inequality that c ∞ ≤ c 2 ∀c, the last step uses the nonnegativity of w.
We remark that such results are natural and commonplace, since it is well-known that 1 norm induces sparsity.
(ii) We now prove the second part of this lemma. Recall that if x * solves Eq (23), then it must satisfy the following variational inequality (He and Yuan, 2012) :
Letting x = 0 in Eq (27), using the nonnegativity of w, Cauchy-Schwarz inequality, and the Lipschitz continuity of h(·), we have:
≤ δL
The following lemma shows that the biconvex minimization problem will lead to basic feasibility for the complementarity constraint when the penalty parameter ρ is larger than a threshold.
Lemma 4 Any local optimal solution of the minimization problem: min x,u J ρ (x, u) will be achieved with Ax 1 − Ax, u = 0, when ρ > L/σ(A). Proof We let {x, u} be any local optimal solution of the biconvex minimization problem min x,u J ρ (x, u). We denote O as the index of the largest-k value of |Ax|, G {i|(Ax) i > 0}, and S {j|(Ax) j < 0}. Moreover, we define I O ∩ G, J O ∩ S and K {1, 2, ..., m} \ {I ∪ J}.
(i) First of all, we consider the minimization problem of the penalty function with respect to u (i.e. min u J ρ (x, u)). It reduces to the following minimization problem:
The objective of Eq (28) essentially computes the k-largest norm function of Ax, see (Wu et al., 2014; Dattorro, 2011) . It is not hard to validate that the optimal solution of Eq (28) can be computed as follows:
(ii) We now consider the minimization problem of the penalty function with respect to x (i.e. min x J ρ (x, u)). Clearly, we have that: (Ax) I , u I = (Ax) I 1 and (Ax) J , u J = (Ax) J 1 . It reduces to the following optimization problem for the x-subproblem:
Since u K = 0, it can be further simplified as:
Applying Lemma 3 with h(x) = f (x), we conclude that |Ax| K = 0 will be achieved when ρ ≥ L/σ(A).
Since |Ax| K = 0, (Ax) I , u I = (Ax) I 1 and (Ax) J , u J = (Ax) J 1 , we achieve that the complementarity constraint Ax 1 − Ax, u = 0 is fully satisfied. This finishes the proof for claim in the lemma.
We now show that when the penalty parameter ρ is larger than a threshold, the biconvex objective function J ρ (x, u) is equivalent to the original constrained MPEC problem.
Theorem 1 Exactness of the Penalty Function. The penalty problem min x,v J ρ (x, v) admits the same local and global optimal solutions as the original MPEC problem when ρ > L/σ(A). Proof First of all, based on the non-separable MPEC reformulation, we have the following Lagrangian function H : R n × R m × R → R:
Based on the Lagrangian function 10 , we have the following KKT conditions for any KKT solution (x * , u * , χ * ):
The KKT solution is defined as the first-order minimizer (respectively maximizer) for the primal (respectively dual) variables of the Lagrange function. It can be simply derived from setting the (sub-)gradient of the Lagrange function to zero with respect to each block of variables. Secondly, we focus on the penalty function J ρ (x, u). When ρ > L/σ(A), by Lemma 4 we have:
By the local optimality of the penalty function J ρ (x, u), we have the following equalities:
Since Eq (32) and Eq (31) coincide with Eq (30), we conclude that the solution of J ρ (x, u) admits the same local and global optimal solutions as the original non-separable MPEC reformulation, when ρ > L/σ(A).
10. Note that the Lagrangian function H has the same form as the penalty function J and the multiplier χ also plays a role of penalty parameter. It always holds at the optimal solution that χ * > 0 since Ax, u ≤ Ax 1 · u ∞ ≤ Ax 1 and the equality holds at the optimal solution.
Theorem 2 Convergence rate of Algorithm MPEC-EPM. Assume that x t ≤ δ for all t. Algorithm 1 will converge to the first-order KKT point in at most ln(Lδ) − ln( ρ 0 ) /ln 2 outer iterations with the accuracy at least Ax 1 − Ax, v ≤ . Proof Assume Algorithm 1 takes s outer iterations to converge. We have the following inequalities:
where the first step uses the notations and the results (See Eq (29)) in Lemma 4, the second step uses the second part of Lemma 3 with h(x) = f (x). The above inequality implies that when ρ s ≥ δL , Algorithm MPEC-EPM achieves accuracy at least Ax 1 − Ax, v ≤ . Noticing that ρ s = 2 s ρ 0 , we have that accuracy will be achieved when
Thus, we finish the proof of this theorem.
Appendix C. Convergence Analysis of Algorithm 2
This section presents the proof of Theorem 3 and Theorem 4. Note that our proof is also built upon Lemma 3.
Lemma 5 Any local optimal solution of the minimization problem: min x,v L(x, v,π) will be achieved with |Ax| v = 0, whenπ > L/σ(A). Proof We assume that x and v are arbitrary local optimal solutions of the augmented Lagrangian function for a givenπ. (i) Firstly, we now focus on the v-subproblem, we have:
Then there exists a constant θ ≥ 0 (that depends on the local optimal solutions x and v) such that it solves the following minimax saddle point problem:
Clearly, v can be computed as:
We now define I {i|θ − |Ax| i ·π i ≤ 0}, J {i|θ − |Ax| i ·π i > 0}. Clearly, we have
(ii) Secondly, we focus on the x-subproblem:
Noticing v J = 0, we apply Lemma 3 with w =π v and h(x) = f (x) + α 2 |Ax| v 2 , then |Ax| J = 0 will be achieved wheneverπ J v J > L g /σ(A), where L h is the Lipschitz constant of h(·). Since v I = 0, (Ax) J = 0 and I ∪ J = {1, 2, ..., m}, we have
(iii) Finally, sinceπ > 0 and θ ≥ 0, by the definition of I, we have |Ax| I ≥ 0. In summery, we have the following results:
We conclude that the complementarity constraint will hold automatically wheneverπ J > (L/σ(A))
where J is the index that |Ax| J = 0. However, we do not have any prior information of the index set J (i.e. the value of Ax * ) and J can be any subset of {1, 2, ..., m}, the condition π J > L/σ(A) needs to be further restricted toπ > L/σ(A). Thus, we complete the proof of this Lemma.
Theorem 3 Boundedness of multiplier and exactness of the Augmented Lagrangian Function. The augmented Lagrangian problem min x,v L(x, v,π) admits the same local and global optimal solutions as the original MPEC problem whenπ ≥ L/σ(A).
Proof
First of all, based on the Lagrangian function L(·), we have the following KKT conditions for any KKT solution (x * , v * , π * ):
The KKT solution is defined as the first-order minimizer (respectively maximizer) for the primal (respectively dual) variables of the Lagrange function. It can be simply derived from setting the (sub-)gradient of the Lagrange function to zero with respect to each block of variables. Secondly, we focus on the penalty function L(x, u,π). Whenπ > L/σ(A), by Lemma 5 we have:
By the local optimality of the penalty function L(x, u,π), we have the following equalities:
Since Eq (36) and Eq (37) coincide with Eq (35), we conclude that the solution of L(x, u,π) admits the same local and global optimal solutions as the original non-separable MPEC reformulation, whenπ > L/σ(A).
In the following, we present the proof of Theorem 4. For the ease of discussions, we define:
First of all, we prove the subgradient lower bound for the iterates gap by the following lemma.
Lemma 7 Assume that x t are bounded for all t, then there exists a constant > 0 such that the following inequality holds:
Proof For notation simplicity, we denote p = ∂|Ax t+1 | and z = |Ax t+1 |. By the optimal condition of the x-subproblem and v-subproblem, we have:
By the definition of L we have that
The first step uses the definition of L x (s t+1 ), the second step uses Eq (39), the third step uses v t + v t+1 − v t+1 = v t , the fourth step uses the multiplier update rule for π. We assume that x t+1 is bounded by δ for all t, i.e. x t+1 ≤ δ. By Theorem 3, π t+1 is also bounded. We assume it is bounded by a constant κ, i.e. π t+1 ≤ κ. Using the fact that ∂ Ax 1 ∞ ≤ 1, Ax 2 ≤ A x , x y 2 ≤ x ∞ y and Eq (40), we have the following inequalities:
Similarly, we have
Then we derive the following inequalities:
Combining Eqs (41-43), we conclude that there exists > 0 such that the following inequality holds
We thus complete the proof of this lemma.
Proposition 8 Assume that x t are bounded for all t, then we have the following inequality:
∞ t=0 s t − s t+1 2 < +∞
In particular the sequence s t − s t+1 is asymptotic regular, namely s t − s t+1 → 0 as t → ∞.
Moreover any cluster point of s t is a stationary point of L. Proof Due to the initialization and the update rule of π, we conclude that π t is nonnegative and monotone non-decreasing. Moreover, using the result of Theorem 3, as t → ∞, we have: |Ax t+1 | v t+1 = 0. Therefore, we conclude that as t → +∞ it must hold that
On the other hand, we naturally derive the following inequalities:
The first step uses the definition of L; the second step uses update rule of the Lagrangian multiplier π; the third and fourth step use the µ-strongly convexity of L with respect to x and v, respectively.
, v t+1 ; π t+1 ). Clearly, by the boundedness of {x t , v t , π t }, both C and L(x t+1 , v t+1 ; π t+1 ) are bounded. Summing Eq (44) over i = 1, 2..., t, we have:
Therefore, combining Eq(44) and Eq (45), we have +∞ t=1 s t+1 − s t 2 < +∞; in particular s t+1 − s t → 0. By Eq (38), we have that:
which implies that any cluster point of s t is a stationary point of L. We complete the proof of this lemma.
Remarks: Lemma 8 states that any cluster point is the KKT point. Strictly speaking, this result does not imply the convergence of the algorithm. This is because the boundedness of ∞ t=0 s t − s t+1 2 does not imply that the sequence s t is convergent 11 . In what follows, we aim to prove stronger result in Theorem 4.
Our analysis is mainly based on a recent non-convex analysis tool called Kurdyka-Łojasiewicz inequality (Attouch et al., 2010; Bolte et al., 2014) . One key condition of our proof requires that the Lagrangian function L(s) satisfies the so-call (KL) property in its effective domain. It is socalled the semi-algebraic function satisfy the Kurdyka-Łojasiewicz property. We note that semialgebraic functions include (i) real polynomial functions, (ii) finite sums and products of semialgebraic functions , and (iii) indicator functions of semi-algebraic sets (Bolte et al., 2014) . Using these definitions repeatedly, the graph of L(s) : {(s, z)|z = L(s)} can be proved to be a semialgebraic set. Therefore, the Lagrangian function L(s) is a semi-algebraic function. This is not surprising since semi-algebraic function is ubiquitous in applications (Bolte et al., 2014) . We now present the following proposition established in (Attouch et al., 2010) .
Proposition 9 For a given semi-algebraic function L(s), for all s ∈ domL, there exists θ ∈ [0, 1), η ∈ (0, +∞] a neighborhood S of s and a concave and continuous function ϕ(ς) = ς 1−θ , ς ∈ [0, η) such that for alls ∈ S and satisfies L(s) ∈ (L(s), L(s) + η), the following inequality holds:
where dist(0, ∂L(s)) = min{||w * || : w * ∈ ∂L(s)}.
We now ready to prove the convergence of our alternating direction method.
Theorem 4 Assume that x t are bounded for all t. Then we have the following inequality: Finally, by Eq (38) in Lemma 7 we have ∂L(s t+1 ) = 0. In other words, we have the following results:
which coincide with the KKT conditions in Eq (35). Therefore, we conclude that the solution {x t+1 , v t+1 , π t+1 } converges to a first-order KKT point of the reformulated MPEC problem. l = m; L=C ; e l s e i f ( C<s ) r = m; R=C ; end end end i f ( o p e r ( 1 ) = = ' > ' ) r h o = min ( rho , 0 ) ; e l s e i f ( o p e r ( 1 ) = = ' < ' ) r h o = max ( rho , 0 ) ; end t = (−a−r h o ) . / d ; x = max ( 0 , min ( t , 1 ) ) ;
