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Field-Programmable Gate Arrays  (FPGAs) foram inventadas pela  Xilinx 
em 1985, ou seja, há menos de 30 anos. A influência das FPGAs está a 
crescer continua e rapidamente em muitos ramos de engenharia. Há 
varias razões para esta evolução, as mais importantes são a sua 
capacidade de reconfiguração inerente e os baixos custos de 
desenvolvimento. 
 
Os micro-chips mais recentes baseados em FPGAs combinam 
capacidades de software e hardware através da incorporação de 
processadores multi-core e lógica reconfigurável permitindo o 
desenvolvimento de sistemas computacionais altamente otimizados para 
uma grande variedade de aplicações práticas, incluindo computação de 
alto desempenho, processamento de dados, de sinal e imagem, sistemas 
embutidos, e muitos outros. 
 
Neste contexto, este trabalho tem como o objetivo principal estudar estes 
novos micro-chips, nomeadamente a família Zynq-7000, para encontrar 
as melhores formas de potenciar as vantagens deste sistema usando 
casos de estudo como ordenação de dados e cálculo do peso de 
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Overheads, High-Performance Ports. 
abstract 
 
Field-Programmable Gate Arrays (FPGAs) were invented by Xilinx in 
1985, i.e. less than 30 years ago. The influence of FPGAs on many 
directions in engineering is growing continuously and rapidly. There 
are many reasons for such progress and the most important are the 
inherent reconfigurability of FPGAs and relatively cheap development 
cost. 
 
Recent field-configurable micro-chips combine the capabilities of 
software and hardware by incorporating multi-core processors and 
reconfigurable logic enabling the development of highly optimized 
computational systems for a vast variety of practical applications, 
including high-performance computing, data, signal and image 
processing, embedded systems, and many others. 
 
In this context, the main goals of the thesis are to study the new 
micro-chips, namely the Zynq-7000 family and to apply them to two 
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Field-Programmable Gate Arrays (FPGAs) were invented by Xilinx in 1985, i.e. less than 30 
years ago. The influence of FPGAs on many directions in engineering is growing continuously and 
rapidly. There are many reasons for such progress and the most important are the inherent 
configurability of FPGAs and relatively cheap development cost. Forecasts suggest that the impact 
of FPGAs will continue to grow and the range of applications will increase considerably in future. 
Recent field-configurable micro-chips combine the capabilities of software and hardware by 
incorporating multi-core processors and reconfigurable logic appended with a number of frequently 
used devices such as digital signal processing slices and block memories. Such integration leads to 
the creation of complex programmable systems-on-chip allowing fixed plus variable structure 
multi-core computational systems to be built. Xilinx Zynq-7000 all programmable system-on-chip 
(APSoC) can be seen as a new and efficient way to integrate on a chip the most advanced 
reconfigurable devices and a widely used processing system based on the dual-core ARM 
CortexTM MPCoreTM. There are now very efficient computer-aided design systems available (e.g. 
Xilinx Vivado). There are also high-performance interfaces between the processing system and the 
reconfigurable logic that are supported by ready-to-use intellectual property cores. These, 
combined with numerous architectural and technological advances, have enabled APSoCs to open 
a new era in the development of highly optimized computational systems for a vast variety of 
practical applications, including high-performance computing, data, signal and image processing, 
embedded systems, and many others. 
 
1.1. Motivation 
A system-on-chip (SoC) contains the necessary components (such as processing units, 
peripheral interfaces, memory, clocking circuits and input/output) for a complete system. The 
Xilinx Zynq-7000 family features the first All Programmable System-on-Chip - APSoC 
architecture that combines the dual-core ARM CortexTM MPCoreTM-based processing system 
(PS) and Xilinx programmable logic (PL) on the same microchip. APSoC permits functionality of 
the components and communications between them to be changed using the software tools 
provided by Xilinx [1] therefore orienting it to each user unique needs. 
 
The Zynq APSoC enables implementation of custom logic in the PL and custom software in 
the PS. This means offering the flexibility and scalability of an FPGA while featuring performance, 
power, and ease of use typically associated with Application Specific Integrated Circuits (ASIC) 
and Application Specific Standard Products (ASSP). Each Zynq-7000 device contains the same 
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Processing System, however the Programmable Logic and IO resources vary ensuring that the 
diverse target designs constrains are met with the most adequate hardware. It allows for the 
realization of unique problem-oriented systems in such areas as [2]: 
• Automotive driver assistance, driver information, and infotainment 
• Broadcast camera 
• Industrial motor control, industrial networking, and machine vision 
• IP and Smart camera 
• LTE radio and baseband 
• Medical diagnostics and imaging 
• Multifunction printers 
• Video and night vision equipment  
 
The integration of the PS with the PL allows levels of performance that two-chip solutions 
(e.g., an ASSP with an FPGA) cannot match due to their limited I/O bandwidth, latency, and power 
budgets [2].Given these advantages, it is important to find the best ways to use the platform 
enabling the maximum potential to be achieved. This is the main target of this thesis.  
1.2. Related Work 
The Zynq family attracts many researchers. Two books [1], [3], one of them being co-authored 
by the author of this thesis, and several papers within this area have been published in English. The 
books focus mainly on teaching how to use the platform while the papers provide interesting results 
on specific topics. 
 
The current state-of-the-art Next Generation Sequencing (NGS) computing machines are 
lowering the cost and increasing the throughput of DNA sequencing. The paper [4] proposes a 
practical study that uses a Zynq board to summarize acceleration engines using FPGA accelerators 
and ARM processors for the state-of-the-art short read mapping approaches. The experimental 
results show speed up of more than 112 times and the potential to use accelerators in other generic 
large scale big data applications. 
 
LINQits [5] is a flexible hardware template that can be mapped onto programmable logic for a 
mobile device or server. LINQits accelerates a domain-specific query language called LINQ. 
LINQits is prototyped in ZYNQ with improved energy efficiency in a factor from 8.9 to 30.6 and 
performance in a factor from 10.7 to 38.1 compared to optimized, multithreaded C programs 




Multi-rotor Unmanned Aerial Vehicles (UAVs) are attractive for both commercial and private 
use. Simple tasks like aerial photography are widely known and used, but new applications are 
gaining importance like on-board video processing or complex sensor data utilization. These 
scenarios require high-performance on-board processing which is not available in most of today's 
avionics architectures for civilian multi-rotor systems. Fundamental requirements on the 
architecture and flight control algorithms of existing autonomously flying commercial multi-rotor 
UAVs are presented in [6] where a new avionics architecture using the Xilinx Zynq platform is 
proposed. 
 
Computer networks also benefit from Zynq as show in [7] with implementation of an 
OpenFlow switch on a Zynq board. The results show that the design targeted can achieve a total 88 
Gbps throughput for a 1K flow table which supports dynamic updates. Correct operation has been 
demonstrated using a ZC706 board [8]. The architecture is divided on a high-performance, yet 
highly-programmable, data plane processing residing in the programmable logic, while complex 
control software runs in ARM processing system. 
 
The best way to communicate between the PS and PL has also been object of study in [9]. In 
this paper several Zynq interfaces are tested in several scenarios and a detailed practical 
comparison of the speed and energy efficiency of various PS-PL memory sharing techniques is 
done. 
 
Microsoft’s project Catapult [10] for accelerating the Bing Search Engine data centre combines 
the server rack computers and FPGAs achieving, under high load, a significant improvement on the 
ranking throughput of each server. This example does not use the Zynq technology, but it is a case 
where such technology could be used very successfully especially because it is optimised for 
interactions between software and hardware.  
 
Besides the academic research several projects using Zynq have appeared: 
 GNU Radio [11], many of the needed signal processing blocks are implemented in the 
PL taking advantage of the FPGA capacity to support broad parallelism 
 FreeRTOS [12], the free real time operating system is now available for the Zynq 
platform 
 Bit coin mining [13] provides an efficient Bitcoin miner implemented through high-




Chapter one is the introduction providing information on the motivation and background on the 
platform used. At the beginning a brief overview of APSoC is presented and advantages of this 
platform are discussed. Then applications of Zynq both in academic and educational research are 
considered. Finally both the prototyping systems and the coding tools are described with some 
detail with references to further study.    
 
Chapter two describes platform-specific features regarding communication and operating 
system capabilities. The first part focuses on the PL and interface types explaining how each port 
can be used and how relevant IP cores can be chosen. The second part focuses on the PS 
considering two modes of operation: under Linux operating system or Standalone (Bare-Metal) and 
describes how each interface can be used. 
 
Chapter three is dedicated to the sorting problem and studies the applicability of the Zynq 
platform taking advantages of hardware/software co-design. Central points of chapter three are:  
1. Hardware/software partitioning for processing large sets of data that is based on sorting 
networks in hardware and merging in software. 
2. Merging techniques in software based on single-core and multi-core (dual-core) 
implementations for Zynq APSoCs.  
3. The use of high-performance and general-purpose ports in Zynq APSoCs. 
4. The results of thorough experiments and comparisons for sorting large data sets in two 
Zynq APSoC-based prototyping systems: ZyBo from Digilent [14]and ZedBoard [15] 
from Avnet. 
 
Chapter four explores the Popcount problem solving it in the Zynq platform and includes the 
following topics: 
1.  New highly parallel methods for popcount computations in FPGA-based systems 
which are faster than existing alternatives. 
2. A hardware/software co-design technique implemented and tested in APSoC from the 
Xilinx Zynq-7000 family.  
3. Data exchange between software and hardware modules through high-performance 
interfaces in such a way that the implemented burst mode enables run-time popcounts 
computations to be combined with data transactions.   
4. The result of experiments and comparisons demonstrating increase of throughput 




The last chapter, five, presents an overall conclusion about the developed projects and future 
work.  
1.4. Prototyping Systems 
Figure 1.1 illustrates interactions between the basic functional components of the Zynq-7000 
APSoC [16] that contains two major top-level blocks: the processing system and the programmable 
logic. Communications with external devices are provided through multiplexed input/outputs 
(MIO) with potential extension from the PL through extended MIO (EMIO). 
 
Application Processor Unit (dual-core 
ARM)
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12-bit analog to digital 
converters (XADC)















Figure 1.1 Interactions between the basic functional components of the Zynq-7000 APSoC 
 
The application processor unit (APU) contains two ARM Neon engines with dedicated and 
shared cache memories, static dual-port RAM, registers, and controllers. A snoop controller 
enables access to the cache memories and on-chip memories (OCM) from the PL through an 
accelerator coherency port (ACP). There are two levels of cache: 32 KB (level L1) independent for 
each engine (central processing unit - CPU) and 512 KB (level L2) shared by both engines (CPUs). 
Two 32 KB caches of the level L1 are available for each CPU: one for instructions (I-cache) and 
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one for data (D-cache). The DMA controller has four channels for the PS, four channels for the PL 
and enables access to/from any memory to be provided in the system. An interrupt controller 
handles different types of events including interrupts from the PL. 
 
The Zynq has multi-stage boot process that includes the factory-programmed (inaccessible by 
users) boot ROM and the first stage boot loader (FSBL) initializing automatically the APSoC after 
a system reset from the selected external boot device, such as JTAG, flash memory or SD card. The 
boot ROM checks the relevant mode registers and executes subsequent configuration steps 
specified in the FSBL [16] reading the images from the indicated boot device (SD card, flash 
memory or JTAG). 
 
Features and capabilities of the PS are comprehensively described in [16]. The PL provides 
features available for Artix-7/Kintex-7 FPGA and contains: 
 Digital signal processing (DSP) slices DSP48E1 providing arithmetical and bitwise 
operations on up to 48-bit operands and some additional functionality;  
 36 Kb dual-port block RAM up to 72 bits wide; 
 Clock managers; 
 Dual 12-bit Xilinx Analog to Digital Converter (XADC); 
 Configurable inputs and outputs; 
 Additional components for Kintex devices. 
 There are a number of functional interfaces between the PS and PL that include Advanced 
eXtensible Interface (AXI) interconnect, EMIO, interrupts, DMA and debug. The AXI 
interconnect contains: 
o One 64-bit master port (AXI_ACP port) in the PL (see A in Figure 1.1) allowing 
coherent access from the PL to the cache (level L2), and on-chip memories – OCM 
in APU of the PS. 
o Four high-performance master ports (AXI_HP ports) in the PL (see B in Figure 
1.1) providing 32-bit or 64-bit independently programmed data transfers. They are 
optimized for high bandwidth access from the PL to external DDR and OCM 
memories [17]. 
o Four general-purpose ports (AXI_GP ports) two of which are 32-bit master 
interfaces and the other two – 32-bit slave interfaces (see C in Figure 1.1). They 
are optimized for access from the PL to the PS peripherals and from the PS to the 




There are many details about Zynq microchips that are not covered here and can be found in 
the comprehensive Xilinx technical reference manual [16].  
 
Prototyping in Zynq-based boards (such as [14], [15], [18]) is considered to be the base for 
verifying the described projects. Mainly the designed circuits and systems will be implemented in 
Zynq microchips available on ZedBoard [15] and ZyBo [14] including one xc7z020clg484 (Zed) or 
xc7z010clg400 (ZyBo) APSoC of Zynq 7000 family with embedded dual-core Cortex-A9 PS and 
PL based on Artix-7 FPGA. The ZedBoard has the following main components and connectors (see 
Figure 1.2): 
1. Xilinx Zynq™-7000 APSoC xc7z020-1clg484c (some details about the PL section are 
given in Figure 1.2 in a dashed rectangle). 
2. 512 MB DDR3 memory with 32-bit wide data. 
3. 256 Mb 4-bit SPI (Quad-SPI) Flash for initialization of the PS (16 Mb), configuration of 
the PL and data storage. 
4. 10/100/1000 Ethernet. 
5. Onboard USB-JTAG programming. 
6. USB-UART (Universal Asynchronous Receiver/Transmitter) port. 
7. HDMI (High-Definition Multimedia Interface) output. 
8. I2S Audio Codec (audio line-in, line-out, headphone, microphone). 
9. 33.3 MHz clock source for the PS and 100 MHz oscillator for the PL. 
10. 9 user LEDs (1 LED on the PS side and 8 LEDs on the PL side). 
11. 7 user buttons for GPIO - General-Purpose Input/Output (2 buttons on the PS side and 5 
buttons on the PL side). 
12. 8 slide switches. 
13. Power connector and power-on LED indicator. 
14. 2×7 programming JTAG connector. 
15. 5 Pmod expansion connectors (26). 
16. FMC-LPC (FPGA Mezzanine Card - Low Pin Count) connector (68 single-ended or 34 
differential I/Os). 
17. Two reset buttons. 
18. SD (Secure Digital) card slot. 
19. XADC header. 
20. VGA (Video Graphics Array) connector. 
21. 128x32 OLED (Organic Light-Emitting Diode) display. 
























































































(53,200 LUTs, 106,400 flip-flops)




Figure 1.2 The simplified layout of ZedBoard 
 
The Zynq microchip on the ZedBoard can be configured using: Quad-SPI, SD Card or JTAG. 
The onboard jumpers (not shown in Figure 1.2) permit the required configuration mode to be 
selected (see Figure 1.3). Five mode pins are used to indicate the boot source [16]. Figure 1.3 
shows settings in the ZedBoard for the mode pins used in this book for selecting configuration from 




Figure 1.3 Settings for configuring the ZedBoard: from flash memory (a), from JTAG (b), from SD card 
(c) 
 
The ZyBo board (based on the smallest member of the Xilinx 7000 family) has the following 
main components and connectors (see Figure 1.4): 
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1. Xilinx Zynq™-7000 APSoC xc7z010-1clg400C (some details about the PL section are 
given in Figure 1.4 in a dashed rectangle). 
2. 512 MB (x32) DDR3 memory (with 1050 Mb per second bandwidth). 
3. 10/100/1000 Ethernet. 
4. Shared UART/JTAG USB port. 
5. HDMI port. 
6. Audio codec connectors. 
7. 50 MHz clock to the PS (allowing the processor to be operated at a maximum frequency 
650 MHz) and external 125 MHz clock to the PL (the details are given in [5]). 
8. 5 user LEDs (1 LED on the PS side and 4 LEDs on the PL side). 
9. 6 user buttons for GPIO (2 buttons on the PS side and 4 buttons on the PL side). 
10. 4 slide switches. 
11. Power connector. 
12. JTAG connector. 
13. 5 Pmod expansion connectors (26), including 3 high-speed Pmods. 
14. XADC (analog) Pmod. 
15. Two reset buttons. 
16. Micro SD card slot. 
17. VGA connector. 
18. USB OTG connector. 




















































































(17,600 LUTs, 35,200 flip-flops)




Figure 1.4 The simplified layout of ZyBo 
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The Zynq microchip on the ZyBo can be configured using: Quad-SPI, micro SD card or JTAG. 
The onboard jumpers JP5 (not shown in Figure 1.4) permit the required configuration mode to be 
selected [14] much like it is done for the ZedBoard. 
   
1.5. Development Tools 
The Xilinx Vivado Design Suite can be used to develop software and hardware. Two main 
components of the Vivado are IP Integrator and Software Development Kit (SDK). The IP 
Integrator is an IP and system-centric design environment targeted to the Xilinx 7th series FPGAs 
and APSoCs. It is used to describe the hardware in VHDL (or Verilog), synthesize, implement and 
configure FPGA or APSoC. It also offers the possibility of design simulation and run-time 
verification (with ILA – Integrated Logic Analyser). The Software Development Kit (SDK), based 




Vivado is an IP and system-centric design environment targeted to the Xilinx 7th series FPGAs 
and APSoCs. The detailed information, design guides, and tutorials are available at the Xilinx 
website. Here just the minimal details are presented that are needed to introduce the tool and the 
proposed methods. The Vivado design suite integrates tools available separately in the previous 
Xilinx software. 
 
When Vivado is launched many different options may be chosen. A new project will be of RTL 
(Register Transfer Level) type and may include existing hardware description language files, IP 
cores, simulation sources, and constraints. If a new project is created then several windows appear 
on the screen (see Figure 1.5). Described below are just a few options and introductory design 
steps. 
 
Options available in the flow navigator (shown on the left-hand side of Figure 1.5) are 
synthesis, implementation and generating bitstream, analysis, and simulation as well as in-circuit 
verification and debug. The menus (File … Help) in the upper part integrate numerous options that 
may be chosen in different design scenarios: to work with files and projects; to execute different 
steps for the design flow (that are also shown on the left hand side of Figure 1.5); to change project 
settings; to open existing IP cores and templates; and some others comprehensively explained in 




Note that options in different menus depend on the currently chosen design scenario. For 
example, the described above options in the File menu are valid when a project is open in the 
Vivado and they are different when working on an elaborated design (from the menu on the left-
hand side of Figure 1.5). Thus, the menus are context-dependent and the given above examples are 
chosen just because they are used more often. Let us now briefly characterize the remaining 
windows in Figure 1.5 that permit: 
 to observe project structure (hierarchy), check libraries and work with the templates 
providing assistance in using hardware description language constructions and 
frequently needed circuits; 
 to analyze opened designs; 
 to verify waveforms with the aid of the integrated simulator; 
 to debug run-time designs using the integrated logic analyzer (ILA);  
 to check messages about warnings and errors; 
 to execute numerous additional scenarios that are outside of the scope of the thesis and 











































Figure 1.5 Windows on the screen in Vivado design suite 
 
Further information can be found in [19].  
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1.5.2 Software Development Kit 
 
The Xilinx SDK provides a full environment for building software applications for Xilinx 
embedded processors (soft and hard). It comes with the GNU-based compiler toolchain (GCC 
compiler, GDB debugger, utilities, and libraries), JTAG debugger, flash programmer, drivers for 
Xilinx IPs and bare-metal board support packages, middleware libraries for application-specific 
functions, and an IDE for C/C++ bare-metal and Linux application development and debugging. 
SDK is based upon the open source Eclipse platform and incorporates the C/C++ Development 
Toolkit (CDT). Features include [20]: 
• C/C++ code editor and compilation environment  
• Project management  
• Application-build configuration and automatic makefile generation  
• Error navigation  
• Integrated environment for debugging and profiling embedded targets  
• Additional functionality available using third-party plug-ins, including source code version 
control 
 
The SDK also includes a template for creating a First Stage Bootloader (FSBL) and a graphical 
interface for building a boot image. The SDK can be launched from Vivado when exporting a new 
hardware definition. 
 
The Xilinx Microprocessor Debugger (XMD), also included in SDK, is a JTAG debugger that 
can be invoked on the command line to download, debug, and verify programs. It includes a Tool 
Command Language (Tcl) interface that supports scripting for repetitive or complex tasks. XMD is 
not a source-level debugger, but serves as the GDB server for GDB and SDK when debugging 
bare-metal applications. When debugging Linux applications, SDK interacts with a GDB server 
running on the target. Debuggers can connect to XMD running on the same host computer or on a 
remote host on the network.  
 
Further information can be found in [20]. 
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2. Methods and Tools for On-chip Interactions between 
Hardware and Software Modules 
2.1. Introduction 
The major advantage and novelty of the Zynq is the hardcore CPU tightly coupled with an 
FPGA on the same chip, the APSoC. To take advantage of such setup it is necessary to understand 
how the two entities (PS & PL) that compose the platform may communicate in order to work in a 
collaborative manner. Otherwise we would just be wasting recourses and the Zynq would not be 
the ideal choice for the job. The APSoC has 9 interfaces that permit communication between the 
PS and PL; these interfaces have already been mentioned in the previous chapter and are now going 
to be detailed. Figure 2.1 from [16] shows such interfaces along some other information.  
 
 
Figure 2.1 Interfaces for PS – PL Communication from [16] 
  
In first row of the table, GP – PS Slave allows the PL to interact as Master directly with several 
components available in the PS. This interface does not have much interest in the software 
hardware co-design area and was not explored. Additional details about it are available in [16]. 
 
GP – PS Master, is the interface in the second row, it permits direct data exchange between the 
PS and the PL. In these transactions the PS is always the master, which means it always initiates 
transactions either by sending data to the PL or by requesting data from the PL. This interface can 
be used in one of two ways: 1) IO controlled by CPU, or 2)  through DMA available in the PS side. 
The CPU programmed IO is the method that offers the worst throughput but consumes the smallest 
recourses (DMA controllers are limited) and also it is the simplest to use. It is suggested in [16] 
that programmed IO is used for control functions and DMAs for other data transfers. Programmed 
IO is extensively used as suggested and its importance will be shown later on. 
 
The last two rows represent the interfaces for indirect data transfer. PS and PL exchange data 
through an external passive agent, a memory (the On-Chip Memory or the DDR), here both the PS 
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and the PL act as Masters of the shared memory, being both capable of initiating data transfers. 
These interfaces offer the best throughput. The main difference between the AXI_HP and 
AXI_ACP interfaces is where they are connected, see Figure 1.1, AXI_HP ports are connected to 
the “PL to Memory Interconnect” while the AXI_ACP port is connected directly to the APU. This 
configuration ensures that accessing data in the shared memories through the AXI_ACP interface 
has the same Quality of Service (QoS) as the Processing Cores in the APU achieving the lowest 
possible latency and having optional cache coherency. The advantages of this interface must be 
used with caution as it shares the processing cores bandwidth, possibly lowering their performance 
and also large bursts of data may cause thrashing of the cache. This interface is meant for small 
data transfers (conditioned to the cache size) and to off-load the processing cores work to a 
specialized co-processor implemented in the PL. On the other hand, the AXI_HP interface is meant 
to be used in larger data transfers. 
 
Using indirect communication offers a much higher throughput but also introduces a new 
problem: the need for signalling mechanisms, to avoid the waste of resources in polling operations. 
For signalling from the PS to the PL the aforementioned GP – PS Master Interface fits perfectly, 
allowing not only for signalling but also sending specific control information such as data start 
address in memory, data size and even operation to realize. For the reverse signalling it is not 
possible to use the GP – PL master interface, but the traditional signalling mechanism for 
peripherals to the CPU, interruptions, is available. In this case, when the PL needs to signal the PS, 
for example to request more data or to indicate that an operation has completed, it asserts the 
interrupt line. The PS in the Interrupt Service Routine reads a specific register in the PL, through 
the GP – PS master Interface, and acts accordingly. All topics in this chapter can be further studied 
with explanations and examples provided in [21]. 
2.2. Programmable Logic 
2.2.1 GP-PS Master 
  
In this thesis the GP port is mainly used for control functions, therefore its utilization example 
will be based in such interactions. Xilinx provides a very useful IP Core to handle this interface 
abstracting the AXI protocol details and supporting point-to-point bidirectional data transfers, the 
relevant IP Core is LogiCORE IP AXI4-Lite IPIF [22]. At the moment of this writing the latest 
version is v2.0. 




AXI4-Lite interface IPIF interface
PS PL












Figure 2.2 General interface between the PS and the PL 
 
There are three groups of signals in the interface: 1) system signals establishing interaction 
with the PS through general-purpose input/output (GPIO) ports (through the AXI4-Lite IPIF); 2) 
system clock/reset signals; 3) user signals for interactions with the control functions. Signals from 
the first group are processed by the Xilinx IP core axi_lite_ipif. Signals from the third group are 
handled in control logic module that is shown in Figure 2.3 in a simplified form including 
structural connections and fragments of VHDL code. 
-- Definition of the top-level component
entity GPIO_Control is
port(  -- signals of AXI Slave Interface
--signals to control other modules in the PL
);
end GPIO_Control;
architecture RTL of GPIO_Control is
-- Constants for generic map supplying generic parameters to the Xilinx axi_lite_ipif component
begin
-- instantiation of the developed control module





architecture Behavioral of GPIO_LOGIC is








architecture imp of axi_lite_ipif is
-- this is Xilinx architecture that enables communications









The Xilinx LogiCORE IP AXI4-Lite IP Interface (IPIF) [22] is optimized for slave operations 
and does not provide support for direct memory access (DMA) and master services. The IPIF 
creates a set of signals allowing interactions with AXI4-lite bus to be easily understood. If the 
name of a signal begins with Bus then the signal comes from the bus and goes to the user module. 
Otherwise, the signal goes from the user module to the bus. 
 
Finally, it is worth noting that the Xilinx IP Core axi_lite_ipif provides an addressing 
mechanism based on address spaces that relieves the developers of address filtering by using a 
more convenient approach based on Chip Enable/Select and Write/Read Enable signals, examples 
of this as well the rest of this interface usage are available at http://sweet.ua.pt/skl/TUT2014.html.  
 
 
2.2.2 AXI_HP & AXI_ACP 
 
Although the interfaces are different they share the same protocol. Xilinx provides IP Cores to 
abstract these interfaces, they are the LogiCORE IP AXI Master Lite [23] and the LogiCORE IP 
AXI Master Burst [24]. The main difference between these two IP Core is that the Lite version 
implements just a subset of the AXI protocol (AXI-Lite) thus being simpler to use, less resource 
consuming but does not allow burst transfers. 
 
When using indirect communication, the GP – PS Master Interface is used for control 
functions, retrieving the status of the Data Processing Module and providing the signal to the 
interrupt line. This separates the control from data transfers enabling an easier understanding of the 
design. Figure 2.4 shows a general top level diagram for this type of communication. 
Data Processing Module






Figure 2.4 Top-level diagram 
  
2.2.3 LogiCORE IP AXI Master Lite 
 
At the moment of this writing the latest version of this core is v3.0. The Data Processing 
Module using the lite protocol is shown in figure 2.5. 
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Data Processing Top Module
 
Figure 2.5 Component diagram for Data Processing top module and FSM in Data Processor module 
 
The Data processor component includes an FSM with state transition diagram shown in Figure 
2.5. The FSM provides support for read/write memory operations through AXI ports and controls 
data processing. There are four states in the FSM and they are responsible for the following 
operations: 
 The state init is the first FSM state which initializes internal signals with data received 
from the control module. 
 In the state read data items are sequentially received from the selected memory area. 
Depending on the chosen address mapping, we can use either DDR or OCM. As soon 
as all items have been received, transition to the state proc is executed.  
 The state proc activates the Data Processor component. This may be a sorting 
processor using, for example, iterative even-odd-transition network that tests when 
sorting is completed (see the enable signal in [25], [26]). As soon as sorting is 
completed, transition to the state write is carried out. 
 In the state write data items are sequentially written to the selected memory area. 
Dependently on the chosen address mapping, we can use either DDR or OCM. As soon 
as all items have been written, the transition to the state done is performed. 
 The state done indicates that the job has been completed.  
A component diagram for a sorting project using AXI Master Lite is presented figure 2.6 as an 
example. The top module instantiates several components, two of which are GPIO_Control and 
Sort_TOP. The remaining components are Xilinx IP cores supporting AXI-lite interactions. The 
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main functions of the components GPIO_Control and Sort_TOP are (more details on sorting are 
presented in chapter 3): 
 To sort data in hardware (Sort_TOP) with an iterative even-odd transition network 
 To interact with the PS through the AXI interface (GPIO_Control) with the aid of 
Xilinx axi_lite_ipif component. The component NewIterativeSorter (that sorts data) 
will be instantiated in the module Sort_TOP. Connections of the modules 
GPIO_Control and Sort_TOP will be done in Vivado block design.  
 
Sort_TOP
Design for AXI lite
GPIO_control Xilinx modules
Component Sort which instantiate 
component NewIterativeSorter with 
iterative even-odd transition network
constant C_ARD_ADDR_RANGE_ARRAY
One CS and 
four CE signals
Supplying initial details
(e.g. reset, base address,
blocks to sort) and
retrieving the number
of sorted blocks through
GPIO ports
FSM that 
supports interactions with memory (read and write 
operations) through AXI ports and activates the sorter
 
Figure 2.6 Component diagram for a sort project using AXI Master Lite 
 
2.2.4 LogiCORE IP AXI Master Burst 
 
At the moment of this writing the latest version of this core is v2.0. Much like the previously 
presented IP Core, the AXI Master Burst allows the same strategy to be implemented but this mode 
is more complex. The suggested approach is to divide the read and write states presented in figure 
2.6 in modules with their own state machine to specifically handle the burst read/write and generate 
signals finished as soon as reading/writing is completed and thus transition to the next state can be 
done. Figure 2.7 presents necessary illustrations.  
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Data Processing Top Module
The NewIterativeSorter entity
 
Figure 2.7 Component diagram and FSM for Data Processing Top Module  
 
The component diagram for a sorting project using the AXI Master Burst is depicted in Figure 
2.8. The top module instantiates several components, two of which are GPIO_Control and 
Sort_TOP. The remaining components are Xilinx IP cores. The main difference with the previous 
section is in two new components in the module Sort that are BurstRead and BurstWrite that 
execute burst read/write and generate signals finished as soon as reading/writing is completed and 
thus transition to the next state can be done. Besides, the Xilinx component axi_master_lite in 





Design for AXI lite
GPIO_Control Xilinx modules
Component Sort which instantiates components 
NewIterativeSorter, BurstRead and BurstWrite
with the iterative even-odd transition network








FSM and components (NewIterativeSorter, BurstRead, 
BurstWrite) can also be described in form of  a 





support interaction with 
memory and activate the sorter
 
Figure 2.8 Component diagram for a sorting project using the AXI Master Burst 
 
2.2.5 Final Remarks 
 
All interfaces can be used directly without the Xilinx IP Core, which may reduce the design 
resource overhead and increase the maximum attainable frequency but forces the developer to 
handle manually the AXI interface increasing development time. Note, that the Xilinx IP Cores will 
be maintained by Xilinx avoiding potential problems in the future. These arguments should be 
taken into consideration when deciding how to handle communication in a new system. 
Complete projects for all the examples are available online at 
http://sweet.ua.pt/skl/TUT2014.html . 
 
2.3. Processing System 
Communication from the PS Perspective works in two ways either send/receive data directly 
to/from the PL using the GP – PS Master Interface or store data in the memory to be later accessed 
by the PL. Implementation varies depending on the mode in use. Both Linux and Standalone have 







Standalone is the simplest mode enabling C compiled code to be run directly in the ARM 
processor, i.e., without any software layer between them. This mode is used when only a main loop 
and a few other tasks, which can be encapsulated in interrupts, are required. It is also very useful 
for testing. 
 
 Sending and receiving data using the GP – PS Master is easily achieved by accessing a pre-
assigned memory address range, defined in [16]. For indirect communications, a fixed address 
range defined at design time can be used. Another option is dynamically defined memory ranges, 
using the memory allocation primitives available and then sending the assigned start address and 
size of intended memory areas through the GP-PS Master Interface. This latter option relieves the 
programmer of some of the responsibility of memory management. Finally keep in mind that when 
using AXI_HP or AXI_ACP with coherency disable it is mandatory to guaranty that the data to be 
retrieved by the PL is not in CPU Cache to ensure correct results. When using ACP with coherency 
enable this problem does not exist. Regarding the usage of interrupts, several interrupt handlers can 




Linux mode offers the standard OS abstractions such as Virtual Memory, Multiprogramming, 
File system, Inter Process Communication, Hardware abstraction, etc. These advantages came at 
the price of increased overhead and development time. This mode is used when there are needs for 
several independent tasks to run at the same time, possibly sharing resources. 
 
For interaction with the PL, contrasting with the Standalone mode, a more complex 
methodology is required. In the traditional way the developer has to hack the kernel to include a 
driver for the PL device. Considering that most of the time all that is needed is to provide access to 
the PL memory space and handle an interrupt line this may seem too much effort. To address this 
situation, the userspace I/O system (UIO) was designed by the Linux kernel developers. In this 
document all interactions using Linux will be based in the UIO.  
 
To use UIO a set of steps are required, starting with adding an entry to the device tree file 
representing the PL and containing the required address spaces and interrupt lines used. Note that 
now fixed address spaces must be used for both the direct and indirect communications. This step 
allows for the creation of a special device file “/dev/uioX” that can be mapped in a process address 




As a final note, it is possible to access the memory directly through the special file “/dev/mem” 
in the same way it is done in the Standalone mode. This possibility requires super user permissions, 
is very unsafe and can cause system instability.   
 
2.3.3 Other Modes 
 
The two modes presented above are the most commonly used, but a few other modes are also 
available and can be consulted in [27].  
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3. Hardware/Software Co-design for Data Sort 
3.1. Introduction 
 
Sorting is a procedure that is needed in numerous computing systems [28]. For many practical 
applications, sorting throughput is very important. To keep up with increasing performance 
requirements, fast accelerators based on FPGAs (e.g.[29]–[37]), GPUs (e.g. [33], [38]–[42]) and 
multi-core CPUs (e.g.[43], [44]), have been investigated  in depth with multiplied intensity during 
the last few years. The former can be explained by the recent major advances in high-density and 
high performance microelectronic devices that have originated serious challengers to general-
purpose and application-specific processing systems for solving computationally intensive 
problems. The results are especially promising if multiple operations can be executed 
simultaneously. Two of the most frequently investigated parallel sorters are based on sorting [29] 
and linear [30] networks. A sorting network is a set of vertical lines composed of comparators that 
can swap data to change their positions in the input multi-item vector. The data propagates through 
the lines from left to right to produce the sorted multi-item vector on the outputs of the rightmost 
vertical line. 
 
It is shown in [26] that the fastest known even-odd merge and bitonic merge circuits are very 
resource consuming and can only be used effectively in existing FPGAs for sorting very small data 
sets. An alternative solution is based on an iterative even-odd transition network that is very regular 
and can be implemented very efficiently in FPGAs for larger data sets. Besides, for many practical 
applications the effective throughput is higher than in other known networks (e.g. [29], [30]), 
which is demonstrated in [26] on results of numerous experiments in FPGA. The size of blocks 
(sub-sets of data) sorted in FPGA is increased but it is still small and constrained by the available 
FPGA resources. The best scenario would be to sort tens of millions of data items while using 
significantly cheap microchips. Thus, the problem has been split into two parts [26], [35], one 
executed in reconfigurable logic and the other in software running on embedded high-performance 
processors. Zynq APSoCs are very appropriate for such decomposition. The following steps [26] 
have been applied: 
1. A large set of data is divided into such subsets that can be sorted in APSoC PL with the 
aid of iterative networks [26]. 
2. The subsets are stored in memory accessible from both APSoC PS and the PL. 
3. The PL reads each data subset from the memory, sorts it using the iterative network, 
and copies the sorted subset back to the memory, in a sequential fashion. 
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4. The PS reads the sorted subsets from the memory and merges them producing the final 
result of sorting.  
 
Processing data in the PL is very similar to [26] and this is not the target of this chapter. The 
central points of interest are: 
 How efficiently the methods [26] can be used for sorting large data sets based on 
subsequent merging in software of sorted in hardware sub-sets. 
 Study and evaluation of different types of parallelism for data sort. 
 Study and evaluation of communication overheads and effectiveness of available high-
performance interface AXI Accelerator Coherency Port for Zynq microchips [16].  
 How the size of the blocks [26] influences on effective throughput of data sorters. 
 Exact comparison of software only and hardware/software sorters for large data sets. 
 
The remainder of the chapter is organized in 4 main sections. Section 3.2 presents the main 
ideas of the proposed method and motivations. Section 3.3 discusses software/hardware 
architectures and suggests methods to parallelize computations and to increase throughput. Section 
3.4 presents the experimental setup, discusses experiments in APSoCs, and comparisons. 
Conclusion is given in section 3.5. 
3.2. Methods, Motivations, and Related Work 
 
Performance is critical for the majority of computational systems in which sorting plays an 
important role. From the analysis presented in [26] the following can be taken: 
1. The known even-odd merge and bitonic merge circuits are the fastest and they enable the 
best throughput to be achieved. However, they are very resource consuming and can only be used 
effectively in existing FPGAs for sorting very small data sets. 
2. Pipelined solutions permit even faster circuits than in point 1 to be designed. Usually 
pipelining can be based on flip-flops in FPGA slices used for the network and resource 
consumption is more or less the same as in point 1. Once again, in practice, only very small data 
sets can be sorted in FPGAs. 
3. To use even-odd merge and bitonic merge circuits for large data sets, the following two 
methods are the most commonly applied: a) large data sets are sorted in host computers/processors 
based on sorted subsets of the large sets produced by an FPGA (see, for example, [29], [35]); b) the 
sorting networks for large sets are segmented in such a way that any segment can be processed 
easily and the results from the processing are handled sequentially to form the sorted set (see, for 
example, [31], [39]). Both methods involve intensive communications, either between an FPGA 
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and a host computing system/external memory (the size of memory embedded to FPGA is limited), 
or between a processing system (such as [39]) and memory. 
4. The existing even-odd merge and bitonic merge circuits are not very regular (compared to 
the even-odd transition network for example) and, thus the routing overhead may be considerable 
in FPGAs.  
5. It is shown that very regular even-odd transition networks with two sequentially reusable 
vertical lines of comparators are more practical because they operate with a higher clock frequency, 
provide sufficient throughput, and enable a significantly larger number of items to be sorted in the 
same PL. Further, a pipeline can be constructed [26] if required allowing a compromise between 
the performance and resources to be found. 
6. Experiments done in [21], [25] give additional motivation to the methods [26] which 
finally have been chosen for implementation of sorting networks in reconfigurable logic (in the PL) 
of APSoC.  
 
Note that although some non-essential modifications have been done in the method [26] all 
the ideas and circuits are very similar. The most related work to the described here methods can 
be found in [26], [28]–[44] and it was profoundly discussed in [25], [26]. 
 
Fig. 3.1 outlines the basic architecture of hardware/software data sorters that will be considered 
in this chapter. 
 
The following four designs will be analysed: 
1. A single core implementation where software in the PS and hardware in the PL operate 
sequentially. Analysis of such implementation permits communication overheads to be easily 
found. 
2. A single core implementation where software in the PS and hardware in the PL operate in 
parallel. It permits further comparisons with multi-core solutions to be done. Different cores 
frequently share the same memory which leads to performance degradation and the latter needs to 
be evaluated.  
3. A dual-core implementation where software in the PS and hardware in the PL operate 
sequentially. This permits to compare dual-core and single-core solutions taking into account 
communication overheads between software and hardware. 
4. A dual-core implementation where software in the PS and hardware in the PL operate in 
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Figure 3.1 The basic architecture of hardware/software data sorter 
 
 
Access to memories can be done in lite and burst modes. The latter is faster [21] especially for 
transferring large data sets and it will be used in all the proposed designs. Fig. 3.2 demonstrates the 
highest level of parallelism. Note that some advanced microchips available in more expensive 
prototyping boards (e.g. [8]) allow communications with higher level systems (such as a host PC) 
through PCI-express. Thus, additional level of parallelism may be involved: the first level is 
software of the host PC; the second level is software of the PS and the third level is hardware of the 
PL. This topic is planned for future work. 
 
Note that higher parallelism requires more sophisticated interactions between processing units 
that execute parallel operations. Besides, the used memories often have to be shared between the 
processing units. Potentialities for APSoC standalone applications are limited and applications 
running under operating systems (such as Linux) involve additional delays caused by the relevant 
programs of operating systems. Furthermore, the programs allocate memory spaces and the size of 
available memory for data sorters is reduced. Consequently more constraints are introduced. So, the 
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results of the listed above designs need to be carefully evaluated and compared and they cannot be 
predicted in advance. 
PL
PS























Figure 3.2 Potential parallel operations in APSoC 
3.3. Hardware Software Architectures    
 
For all architectures below we assume that source (unsorted) data is saved in a memory, which 
can be: 1) external DDR; 2) OCM; or 3) processor’s cache. Available in the ZyBo and ZedBoard 4 
Gb DDR memory permits more than one hundred millions of 32-bit data items to be stored. The 
OCM (256 KB) and cache (512 KB) allow significantly smaller number of items to be saved. 
Besides, different memories can also be used by other programs (e.g. by an operating system and 
other applications running in parallel). 
 
Discussion of the four designs listed in section 3.2 and their hardware/software architectures 
will be presented with all necessary details. For all the designs the following techniques have been 
used: 
1. The PS randomly generates sets of data, each of which is further sorted. The number L of 
data items varies from the size N of one block to tens of millions. The last block in the generated 
set may contain less than N items. 
2. Source data items may also be received in files from a host PC (projects for transferring 
files are given in [21]) and further sorted. 
3. Two types of projects are implemented and compared: a) sorting in software only of the PS 
(C language qsort function is used); and b) sorting with interacting hardware and software applying 
the proposed methods. 
4. Any hardware/software project involves two types of communications between the PS and 
the PL: a) transferring a small number of control signals (e.g. reset, start, and the number of blocks 
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sorted in hardware); and b) copying blocks of data. Communications of the type a) are needed for 
control functions and it is done through general-purpose ports where the PS is a master and the PL 
is a slave. This means that the PS prepares the signals as soon as they are ready and the PL tests 
and reads the signals as soon as they are needed for subsequent computations. The PS also 
monitors signals formed by the PL on interrupts it is always assumed that the PS and the PL are 
masters relatively to memories with data items transferred through high-performance ports (HPP) 
according to type b) above. Frequently the memories are shared between the PS and PL (e.g. for 
sort of blocks in the PL and merging the sorted blocks in the PS). A request to copy data and to sort 
them is generated by software in the PS setting the start signal. Hardware in the PL waits for this 
signal and as soon as it is set, copies blocks of data from memories through an HPP and begins 
sorting. As soon as any individual block is sorted, the sorted items are transferred back to the 
memory. 
5. Interrupts from the PL to the PS indicate that some job is done in the PL and the results of 
this job may be used in the PS. In the designs 1) and 3) (see section 3.2) an interrupt from the PL to 
the PS is generated as soon as all blocks for the given data set are sorted and copied to the memory. 
Thus, the PS begins merging the blocks. In the designs 2) and 4) (see section 3.2) an interrupt from 
the PL to the PS is generated as soon as 2 sorted blocks are ready. The details will be given in 
sections 3.3.2 and 3.3.4 below. The design 4 (see section 3.3.4) gives the highest level of 
parallelism where the two available cores in the PS and the PL are operating concurrently. 
6. Measuring of time slots and throughputs is always done from the moment when all initial 
unsorted data are available in memory to the moment when the sorted set is available in the 
memory. Software and software/hardware solutions are compared as follows: a) two copies of 
initial (unsorted) data items are prepared in two sections of the same memory; b) the first set (i.e. 
the first copy) is sorted by the C-language qsort function and the second set (i.e. the second copy) is 
sorted by the proposed designs (see points 1-4 in section 3.2); c) the consumed time is measured by 
the Xilinx functions XTime_SetTime, XTime_GetTime (the details can be found in [21]). 
7. Two types of applications have been developed and tested: standalone (bare-metal) and 
Linux. Dual-core implementations have been tested just for C programs with multiple threads in 
the PS running under Linux. Hardware modules for the PL were described in VHDL and they are 
exactly the same for standalone and Linux applications. Synthesis and implementation of hardware 
modules are done in Xilinx Vivado 2014.2. The used memories (DDR, OCM, cache) are enabled 
and the size of data, that are intended to be transferred, is indicated. The different memories and the 






3.3.1 A Single Core Implementation 
 
Fig. 3.3 shows the proposed hardware/software architecture. The PL reads blocks of data from 
the chosen memory, sorts them using the iterative network and copies the sorted blocks to the same 
location in the memory (i.e. unsorted blocks are replaced with sorted blocks). The used memory is 
specified through mapping. DDR, OCM and cache have different preallocated ranges of addresses 
given in [16] which have to be properly chosen in hardware modules (in the Vivado design suite) 
and in software modules (in the Xilinx software development kit - SDK). Note that on-chip cache 
may extensively be used by other software programs running, for example, under Linux operating 
system. The available size for the data sorter is almost always unknown. However, as soon as cache 
is filled up, on-chip controller selects another available memory. The use of cache memory is more 
efficient for standalone applications rather than Linux applications. 
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Figure 3.3 Hardware/software architecture for a single core implementation 
 
As soon as all sorted blocks are ready and copied to memories, the PL forms an interrupt to the 
PS indicating that further processing (i.e. merging) can be started. The PS reads the sorted subsets 





3.3.2 A Single Core Implementation with Parallel Operations 
 
Fig. 3.4 shows the proposed hardware/software architecture. L/N blocks with up to N of M-
bit data items (in all projects M=32) are copied from the chosen memory to the PL, sorted and the 
sorted blocks are transferred back to the memory. As soon as the first two blocks are sorted and 
transferred, the PL generates an interrupt indicating that the first two blocks can be merged in 
software of the PS. Further merging in software and sorting the remaining blocks in hardware are 
done in parallel. The number of currently sorted blocks is periodically updated through the GPP. 
As soon as the PS finishes the merging, it checks the number of newly available blocks from the 
PL through the GPP. If a new pair of blocks is available a new merge operation is began, otherwise 
either a merge of the previously merged blocks is initiated (if such blocks are ready) or software is 
suspended until blocks for merging from the PL become available. The latter situation (although 
supported) is actually unnecessary because hardware is faster than software even taking into 
account communication overheads. Thus, the PS and the PL may run in parallel until the final 
result of sorting is produced. Memories may be shared but such sharing is minimized through 
potential invocation of different memories (e.g. DDR, OCM and cache). Section 3.4 shows that 
sorting blocks in the PL is finished much earlier than merging sorted blocks in the PS. 
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3.3.3 A Multi-Core (a Dual-Core) Implementation 
 
Let us consider here a multi-core project for the data sorter that is assumed to be run under 
Linux. Hardware for the project is almost the same as in the previous sections 3.3.1 and 3.3.2. 
There are 4 threads in software that are executed in processing cores of the PS in such a way that 
two processing cores may be active at the same time (i.e. in parallel). Fig. 3.5 demonstrates 
functions of different threads and the basic distribution of operations between the PS and PL. 
 
The first thread is responsible for transferring unsorted subsets from the PS to the PL and 
sorted subsets from the PL to the PS. Finally, Z = L/N sorted subsets will be ready for the PS and 
they are divided into two halves. The second and the third threads activate the functions 
(halfMerger) that merge the first and the second half of the sorted subsets creating two large blocks 
of data that are further merged in the function finalMerger activated in the last (fourth) thread. Two 
functions halfMerger are running in different cores in parallel. In this type of implementation 
hardware and software operate sequentially, i.e. at the beginning software execution is suspended 
waiting until all the blocks have been sorted in hardware.  
 
3.3.4 A Multi-Core (a Dual-Core) Implementation with Parallel Operations 
 
Fig. 3.6 shows the proposed hardware/software architecture. L/N blocks with up to N of M-
bit data items are copied from the chosen memory to the PL, sorted, and the sorted subsets are 
transferred back to the memory. As soon as the first two blocks are sorted and transferred, the PL 
generates an interrupt indicating that the first two blocks can be merged in software of the PS 
running in one core. At the beginning software running in the second core checks availability of 
sorted blocks through the General Propose Port. As soon as such blocks are available the merging 
begins in parallel with merging in the first core. Subsequent operations are similar to those in 
section 3.3.2, i.e. as soon as any core finishes the merging, it checks the number of newly available 
blocks from the PL through the General Propose Port. If a new pair of blocks is available a new 
merge operation is began, otherwise either a merge of the previously merged blocks is initiated or 
software is suspended until blocks for merging become available. The latter situation (although 
supported) is actually unnecessary (see point 3.2 above). Thus, two cores in the PS and in the PL 
may run in parallel until the final result of sorting is produced. Much like it was done in section 
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Figure 3.5 Functions of different threads in a multi-core implementation 
 
All the designs described in sections 3.3.1-3.3.4 have been implemented and tested in two 
prototyping systems: ZyBo with the Xilinx APSoC xc7z010-1clg400C [14] and ZedBoard with the 
Xilinx APSoC xc7z020-1clg484c [15]. Synthesis and implementation of hardware modules were 
done in Vivado 2014.2 using the techniques described in [21]. Interactions between hardware and 
software were done through Xilinx IP cores, namely axi_master_burst and axi_lite_ipif. Design 
technique for application-specific IP cores is described in [21] with all necessary details and 
examples. The size N of the blocks for the ZyBo varies from 16 to 128 and for the ZedBoard – 
from 16 to 256. The number of data items in initial (unsorted) set varies from N (i.e. from the size 
of one block) to 33,554,432 (i.e. up to almost 34 million of 32-bit data items). The detailed results 
of numerous experiments and comparisons will be given in the next section. Please note that ZyBo 
contains the smallest Zynq microchip and it is cheap. ZedBoard is also very reasonably priced. 
Besides, power consumption is small. Nevertheless, the proposed methods and architectures permit 
fast data sorters to be created.  
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Figure 3.6 Hardware/software architecture for a dual core implementation  
 
3.4. Experiments and Comparisons 
This section presents a thorough evaluation and comparison of the proposed data sorters.  
 
3.4.1 Experimental Setup 
 
Fig. 3.7 shows the organization of the experiments. We have used a multi-level computing 
system [1]. Initial unsorted data are either generated randomly in software of the PS with the aid of 
the C-language rand function (see number 1 in Fig. 3.7) or prepared in the host PC (see number 2 in 
Fig. 3.7). In the last case data may be randomly generated by the rand or other functions or copied 
from benchmarks available at the Internet. Sorting is done completely in Zynq APSoC using 
architectures described in the previous section. The results of sorting are verified in software 
running either in the PS (see number 3 in Fig. 3.7) or in the host PC (see number 4 in Fig. 3.7). 
Functions for verifications of the results are given in [21]. Verification time is not taken into 
account in the measurements below. Methods that are used for copying files between the PC and 




Standalone software applications have been created and uploaded to the PS memory from SDK 
using methods described in [21] Interactions are done through the SDK console window. An 
example of interactions for a project with architecture 3.3.1 is shown at the bottom of Fig. 3.7. Note 
that the results were produced by the simplest Zynq APSoC available in the ZyBo (a single core in 
the PS is run with clock frequency 650 MHz). The clock frequency for the PL was set to 125 MHz. 
The size N of the block is 64 and the measured time includes all the involved communication 
overheads. 
 
Applications running under Linux need additional steps described in [21] with all necessary 
details. At the beginning Linux operating system is uploaded to the PS memory through JTAG 
cable and then the program (running under Linux) is copied to the PS memory through Ethernet 
cable (many detailed examples with programs running under Linux are given in [21]). 
 
Execution time for sorting different sets of data is measured as it is explained in section 3.3. 
Throughput is the number of data items sorted per second and, thus, it can be computed by dividing 
the number of sorted items by the execution time (in seconds). For example, throughput of 
hardware/software (hybrid) sorter for N=64 in Fig. 3.7 is 64/0.00000333=19,219,219 of 32-bit 
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For all experiments 32-bit AXI ACP port was used for transferring blocks between the PL and 
memories. Available in Zynq APSoCs snoop controller decides which memory can be used. 
Clearly, it is best to use as much as possible fast cache memory that is shared by the AXI_ACP and 
the PS. Note that this memory may extensively be used by other programs running in parallel. 
 
3.4.2 Experimental Comparison of Software only and Hardware Software Sorters 
 
Table 3.1 presents the result of experiments that permit communication overheads to be 
estimated. Standalone applications and the following three types of data sorters are considered: 
 Software only sorters (see the row Software only) where sorting is completely done in 
software of the PS by the C language qsort function. Initial data are taken from memory 
and sorted data are saved in the same memory. The APSoC snoop controller decides 
which memory may be used. 
 Hardware only sorters (see the row Hardware only) where sorting is completely done 
in hardware of the PL without transmitting data items between the PS and PL. Initial 
data are taken from the PL registers and sorted data are saved in the PL registers. 
Assuming data items in the registers are ready before sorting and the results are not 
copied to anywhere. This case does not reflect reality but it is useful because it permits 
to evaluate potentialities of hardware for further improvements. 
 Hardware/software sorters (see the row Hardware/software) where sorting is 
completely done in hardware of the PL but initial data are copied from memory to the 
PL in AXI ACP burst mode and sorted data are copied from the PL to memory in AXI 
ACP burst mode. The PS participates only in data transfer and does not execute 
merging. This case permits to evaluate sorting in hardware plus communication 
overheads, i.e. copying initial (unsorted) data from memory to the PL and copying the 
results from the PL to memory. The memory is shared between the PS and the PL and 
will be used later on for subsequent merging of the sorted blocks in the PS. This mode 
permits helpful results to be obtained for further experiments with large data sets.  
 
The rows Acc with CO and Acc without CO show accelerations of hardware/software sorters 
and hardware only sorters comparing to software only sorters (i.e. communication overheads - CO 
are either taken, Acc with CO, or not taken, Acc without CO, into account). The clock frequency of 
the PS was set to 650 MHz for ZyBo and 667 MHz for ZedBoard. The clock frequency for the PL 
was set to the maximum value allowed by the synthesis and implementation tools in Vivado for the 
both prototyping boards and it was: 166.7 MHz for N=16 and N=32; 150 MHz for N=64; 125 MHz 
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for N=128; and 100 MHz for N=256. The values in Table 3.1 are average times spent for sorting 
from 10 examples of randomly generated data. That is why the results at the bottom part of Fig. 3.7 
and in Table 3.1 may be slightly different because Fig. 3.7 gives a particular case whose values 




The results of experiments with one block of size N data items in software only, hardware/software and hardware 
only  
 
N 16 32 64 128 256 
Software only ZyBo 3.6 s 12.9 s 29.4 s 66.2 s - 
ZedBoard 3.5 s 12.0 s 28.2 s 65.6 s 145.5 s 
Hardware/software ZyBo 2.3 s 2.7 s 3.6 s 5.6 s - 
ZedBoard 2.3 s 2.6 s 3.5 s 5.5 s 10.1 s 
Hardware only ZyBo 0.087 s 0.172 s 0.403 s 0.969 s - 
ZedBoard 0.086 s 0.175 s 0.383 s 0.970 s 2.485 s 
Acc with CO ZyBo 1.6 4.8 8.2 11.8 - 
ZedBoard 1.5 4.6 8.1 11.9 14.4 
Acc without CO ZyBo 41.4 75.0 72.9 68.3 - 
ZedBoard 40.7 68.6 73.6 67.6 58.6 
 
Let us look at the column N=16. The value Acc with CO (1.6) for ZyBo is calculated as 3.6 
s/2.3 s and the value Acc without CO (41.4) is obtained as 3.6 s/0.087 s. Similarly other 
values of Table 3.1 are calculated. Note once again that values of Table 3.1 are average times spent 
for sorting from 10 examples of randomly generated data while at the bottom part of Fig. 3.7 a 
particular example is given in which acceleration (10.02) is better than the average. Iterative sorter 
in ZyBo for N=256 cannot be implemented because of the lack of hardware resources. Iterative 
sorter for N = 512 in ZedBoard was implemented but the remaining resources are not sufficient to 
provide support for interactions with the PS. 
 
From the results in Table 3.1 we can conclude the following:  
1. Communication time (for transferring data between the PS and PL) is significantly larger than 
the time for sorting data in the PL by iterative networks from [21]. This is easily seen 
comparing values in the rows Hardware/software and Hardware only and taking into account 
the fact that no merging (or additional sorting operations) are done in software for the 
considered examples. Clearly, communication overhead is equal to hardware/software time 
minus hardware only time, for example, for N=16 interactions between the PL and memory for 
ZyBo require additional time that is equal to (2.3 s - 0.087 s).  So, using faster but 
significantly more resource consuming sorting networks (e.g. even-odd merge and bitonic 
merge) does not make any sense. Indeed, any additional acceleration in hardware (allowing the 
value 0.087 s in the example above to be reduced) does not permit overall acceleration in 
software/hardware sorters to be increased. Although we evaluated sorting for individual blocks 
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without merging in software, exactly the same conclusion can be done for multiple blocks and 
consequent merging. 
2. The row Acc without CO makes sense only for an evaluation of hardware capabilities but the 
results in this row are not very important for practical applications requiring sorting large data 
sets because data items have to be transmitted to/from internal registers and the experiments 
have shown that it takes significantly larger time than sorting in the PL (see the example in the 
previous point and compare values in hardware/software and hardware only rows of the Table 
3.1). Sorting larger data sets entirely in FPGA is possible but only in advanced devices, such as 
[45] and even for FPGA [45] the maximum size of one block is 4096 (see introduction section 
above). Note that the prototyping system [45] is almost 30 times more expensive than ZyBo 
[14] and in any case it involves interactions between FPGA and external systems that have to 
be taken into account. 
3. The row Acc with CO shows actual accelerations in APSoC. It is clearly seen that the larger is 
the size of the blocks the higher is the acceleration. Taking into account the results of point 1 
we can conclude that better acceleration can be achieved increasing the size of the blocks. It 
can be done, for example, by applying partial merge in hardware in such a way that: 
3.1. Several blocks are received by the PL and stored in memories (such as embedded to the PL 
RAM); 
3.2. The blocks are sorted using the iterative network and stored (in embedded to the PL 
RAM); 
3.3. The sorted blocks are merged in the PL. 
3.4. Sorted data from all blocks are copied to the chosen memory through AXI ACP.   
4. More advanced APSoCs (such as [8]) would permit larger blocks to be processed in the PL and 
the acceleration would additionally be increased.  
 
Let us now sort blocks in the PL and merge sorted blocks in the PS. Since the results of Table 
3.1 are very similar for ZyBo and ZedBoard let us study the case with N=256 for only ZedBoard. 
Table 3.2 presents the result of experiments that permit accelerations for different sizes L of data 
items to be estimated (our experiments have demonstrated that hardware/software sorters are 
always the fastest).  
 
Table 3.2  
The results of experiments for N=256 (ZedBoard) and different values of L (from 29=512 to 226=33,554,432 data 
items)  
 
L 512 65,536 262,144 524,288 1,048,576 4,194,304 8,388,608 33,554,432 
Software only 316 s  71 ms 329 ms 688 ms 1467 ms 6491 ms 13.6 s 59.8 s 
Hardware/software 53 s 37 ms 187 ms 415 ms 908 ms 4252 ms 9.1 s 41.4 s 




Measurements in the Table 3.2 are given for single-core implementations described in point 
3.3.1 and software/hardware interactions through 32-bit AXI ACP port (all the involved 
communication overheads are taken into account). 
 
From the results in Table 3.2 the following can be concluded: the larger is the number L of data 
items the smaller is the acceleration. Taking into account conclusions for Table 3.1 it is clear that to 
provide an additional acceleration it is necessary to increase the number of data items in each block 
sorted in the PL.  
 
Tables 3.3-3.5 are similar to the Table 3.2 but the projects use more parallel architectures for 
standalone applications (Table 3.3) and Linux applications (Tables 3.4, 3. 5).  
 
Table 3.3  
The results of experiments similar to the Table 2 but architecture from section 3.3.2 is used for the projects  
 
L 65,536 131072 262,144 524,288 1,048,576 2,097,152 4,194,304 
Software only 72.8 ms 154.7 ms 330 ms 712 ms 1484 ms 3136 ms 6602 ms 
Hardware/software 34.8 ms 79.5 ms 180 ms 398 ms 874 ms 1908 ms 4130 ms 
Acc with CO 2.09 1.95 1.83 1.79 1.70 1.64 1.60 
 
Table 3.4  
The results of experiments similar to the Table 2 but architecture from section 3.3.3 is used for the projects  
 
L 65,536 131072 262,144 524,288 1,048,576 2,097,152 4,194,304 
Software only 75.2 ms 160.1 ms 341 ms 729 ms 1524 ms 3193 ms 6690 ms 
Hardware/software 28.3 ms 64.9 ms 130 ms 282 ms 611 ms 1281 ms 2732 ms 
Acc with CO 2.66 2.47 2.62 2.59 2.49 2.49 2.45 
 
Table 3.5 
The results of experiments similar to the Table 2 but architecture from section 3.3.4 is used for the projects  
 
L 65,536 131072 262,144 524,288 1,048,576 2,097,152 4,194,304 
Software only 74.7 ms 158.5 ms 341 ms 718 ms 1509 ms 3156 ms 6625 ms 
Hardware/software 48.5 ms 102.0 ms 210 ms 451 ms 971 ms 1942 ms 4059 ms 
Acc with CO 1.54 1.55 1.62 1.59 1.55 1.63 1.63 
 
From the results in Tables 3.2-3.5 we can conclude the following:  
1. Dual core implementations (see Hardware/software row in Table 3.4) in 
hardware/software sorters where software runs sequentially with hardware are the 
fastest. This is because hardware operates considerably faster than software even 
including communication overheads (see Table 3.1 and comments for Table 3.1 
above). Hence, merging in software can be faster when both cores are involved. 
Sorting in hardware is completed much sooner than merging in software and although 
additional parallelism (such as that is used for projects in the Table 3.5) should give 
advantages but they do not appear in the projects. This situation is explained because 
of additional efforts done by the operating system to support parallelism in software 
and in hardware causing larger delays than sorting blocks in hardware. So, it is more 
advantageous to focus on increasing sizes of the blocks sorted in hardware.  
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2. The best acceleration of hardware/software sorters comparing to software 
only sorters is also achieved for multi-core architecture from section 3.3.3. 
 
Fig. 3.8 permits all the results of hardware/software projects which have different architectures 
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Figure 3.8 The results of projects for architectures proposed in sections 3.3.1-3.3.4 
 
3.4.3 Discussion of the Results 
 
It is demonstrated in numerous design cases that hardware/software sorters are faster than 
software only sorters. The results of this chapter can efficiently be used in the following practical 
applications: 
1. APSoC-based embedded systems (and also other systems) where sorting is required. 
2. APSoC-based hardware accelerators that involve sorting and interact with higher level 
computers through fast interfaces, such as PCI express available for the prototyping system [8]. 
 
Both standalone and Linux projects are important and frequently practiced. The choice of a 
particular type depends on many factors such complexity of the designed system, performance 
requirements, needs for device drivers available for operating systems, etc. The results of 
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experiments from section 3.4.2 demonstrate that for both types of projects hardware/software 
solutions are faster. Additional acceleration may be achieved by: 
1. Increasing the size of the blocks sorted in hardware in such a way that parallel merge of the 
sorted blocks (in software) and sort of blocks (in hardware) can be done more efficiently. 
Indeed, in the presented implementations sort of blocks in hardware is always significantly 
faster than merge of the sorted blocks in software. Thus, sorting larger blocks would permit 
to adjust time between software and hardware and finally to accelerate sorting of large data 
sets. Besides, for larger blocks burst mode for data exchange might become faster. 
2. Designing multi-core standalone applications. The developed multi-core applications only 
running under Linux operating system where programs with multiple parallel threads have 
been implemented. However, potentialities for multi-core standalone applications may also 
be studied in depth. 
3. Interaction between software and hardware through more than one HPP. Zynq APSoCs 
permit up to 5 ports to be used that are four AXI HP ports and one AXI ACP port. 
Preliminary experiments have demonstrated that valuable acceleration may be achieved for 
relatively small number L of data items transferred through AXI HP and AXI ACP port for 
standalone applications. In this case data can be kept in different memories (in cache and 
OCM in particular). For very large number L of data items acceleration can also be 
achieved but it is not so significant because of limited bandwidth for external DDR 
memory (see also [16]). On-chip memories are insufficient for sorting large data sets. In 
any case this problem requires additional research efforts.  
 
The points 1, 2 and 3 above are planned to be studied in the future work. 
 
3.5. Conclusion 
This chapter discusses four proposed architectures for data sorters implemented and thoroughly 
evaluated in Zynq all programmable systems-on-chip. They involve iterative networks for sorting 
blocks of data in hardware and subsequent merge of the blocks in software. The projects make use 
of parallelism including multi-core capabilities. Two types of sorters have been developed that are 
standalone (bare-metal) and running under Linux operating system. The results of the chapter 
demonstrate that hardware/software sorters are faster than software only sorters in all design cases. 
It is also proved that the larger the blocks sorted in hardware are the better acceleration that can be 
achieved. A number of improvements and proposals for future work are discussed and 




4. Hardware/Software Co-design for Popcount Computations 
4.1. Introduction 
Popcount (which is short for "population count", also called Hamming weight) P(A) of a binary 
vector A is  the number of ones in the vector A={a0,…,aN-1}. It is also defined for any vector as 
the number of the vector’s non-zero elements.  
 
Popcount computations are widely used in bioinformatics. For example, in [46] they permit 
Hamming distance filter during oligonucleotide probe candidate generation to be built to select 
candidates below the given threshold. The Hamming distance (HD) d(A,B) between two vectors A 
and B is the number of positions they differ. Since d(A,B) = P(A XOR B), HDs can easily be 
found. 
 
In recent years genetic data analysis has become a very important research area and the size of 
data to be studied has been increased significantly. For example, to represent genotypes of 1000 
individuals a 37 GB array is created [47]. To process such large arrays a huge memory is required. 
The compression of genotype data can be done in succinct structures [48] with further analysis in 
such applications as BOOST [49] and BiForce [50]. Succeeding advances in the use of succinct 
data structures for genomic encoding are provided in [47]. The methods proposed in [47] 
intensively compute pop-counts for very large data sets and it is underlined that further 
performance increase may be possible in hardware accelerators of popcount algorithms. This 
chapter suggests such accelerators which compute popcounts faster than in software running in 
multi-core processors by a factor ranging from 5 to more than 600. The results may be used in 
numerous bioinformatics applications such as [46]–[53]. Besides the proposed architectures are 
important for solving many other problems such as molecular fingerprints [54] in similarity search 
widely used in chemical informatics to predict and optimize properties of existing compounds [55], 
[56]. A fundamental problem is to find all the molecules whose finger-prints have Tanimoto 
similarity no less than a given value. It is shown in [56] that solving this problem can be 
transformed to a Hamming distance query involving popcount computations. 
 
The chapter shows that popcount computations can be done in FPGA significantly faster than 
in software that is almost always used for such purposes. The remainder of the chapter contains 7 
sections. Section 4.2 presents a brief overview of related work. Section 4.3 analyses highly parallel 
circuits for popcount computations. Section 4.4 suggests system architectures for the proposed two 
design techniques. Particular solutions with experiments and comparisons are presented in sections 
4.5 and 4.6. Section 4.5 is dedicated to FPGA based designs and section 4.6 – to the designs based 
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on all programmable systems-on-chip from the Xilinx Zynq-7000 family. Section 4.7 discusses the 
results. Section 4.8 concludes the chapter. 
4.2. Related Work 
State-of-the-art hardware implementations of popcount computations have been exhaustively 
analysed in [57]–[60]. The results were presented in form of charts in [57]–[59] that compare the 
cost and the latency of three selected methods. The basic ideas of these methods are summarized 
below:  
 Parallel counters from [57] are tree-based circuits that are built from full-adders. 
 The designs from [58] are based on sorting networks, which have known limitations, in 
particular, when the number of source data items grows, the occupied resources are 
increased considerably. 
 Counting networks [59] eliminate propagation delays in carry chains that appear in 
[47] and give very good results especially for pipelined implementations. However, 
they occupy many general-purpose logical slices which are very extensively employed 
for the majority of practical applications frequently running in parallel with popcount 
computations.  
 
Different software implementations in general-purpose computers and application-specific 
processors are also very broadly discussed [54], [56], [60]. A number of benchmarks are given in 
[54] which will be later used for comparisons. Since hardware circuits allow high-level parallelism 
to be provided they are faster and we will prove it in sections 5-6. Besides, popcount computations 
for long vectors, required for a number of applications [47], [54], involve multiple data exchanges 
with memory that can be avoided in FPGA-based solutions where the implemented circuits may 
easily be customized for any size of vectors. 
 
Novel designs for popcount computations are suggested giving better performance than the 
best known alternatives. All the results will be thoroughly evaluated and compared with existing 
solutions on available benchmarks (such as [54]). 
4.3. Highly Parallel Circuits for Popcount Computations 
FPGAs still operate on a lower clock frequency than non-configurable application-specific 
integrated circuits and broad parallelism is evidently required to compete with potential 
alternatives. Let us use such circuits that enable to process as many as possible bits of a given 




One possible approach is based on the frequently researched networks for sorting [28], [58]. 
However, they are very resource consuming [26]. In [59] a similar technique was used for parallel 
vector processing with non-comparison operations. The proposed circuits are targeted mainly 
towards various counting operations and they are called counting networks.  
 
In contrast to competitive designs based on parallel counters [57], counting networks do not 
involve a carry propagation chain needed for adders in [57]. Thus, the delays are reduced and this 
is clearly shown in [59]. The networks [59] are easily parameterizable and scalable allowing 
thousands of bits to be processed in combinational circuits. Besides, a pipeline can easily be 
created [59]. A competitive circuit can be built directly from FPGA look-up tables (LUTs) using 
the methods [25]. A LUT(n,m) with n inputs and m outputs can be configured to implement 
arbitrary Boolean functions f0,…,fm-1 of n variables x0,…,xn-1. In recent FPGAs (e.g. the Xilinx 
7th series and the Altera Stratix V family), most often n is 6 and m is either 1 or 2. If we consider 
the FPGA generations during the last decade, we can see that these values (n, in particular) have 
been periodically increased. Clearly, h elements LUT(n,m) can be configured to calculate the 
popcount P(A) of A={a0,…,an-1}, where the number of LUTs h=(log2(n+1))/m. It is important 
to note that the delay is very small (e.g. in the Xilinx 7th family FPGAs it is less than 1 ns). The 
idea is to build a network from LUTs(n,m) that can find the popcount for an arbitrary vector A of 
size N. For filtering problems that appear in genetic data analysis this weight is compared with 
either a fixed threshold κ, or with the popcount P(B) of another binary vector B to be found 
similarly. 
 
From experiments in [25], [59] we can see that counting networks [59] and LUT-based circuits 
are the fastest comparing to other alternative methods and we will base popcount computations on 
them. 
4.4. System Architecture 
Data from genetic analysis is kept in memories which have very large size [47]. Thus, we need 
to transmit very large volumes of data to the counter (computing popcounts) and this process 
involves communication time that may exceed the processing time. The following two designs 
techniques targeted to FPGA and to all programmable systems-on-chip [16] are suggested: 
 FPGA-based accelerators for general-purpose computers with architecture shown in Fig. 
4.1. The complexity of recent FPGAs permits a complete system to be implemented, in which the 
accelerator is one of the system components. 
 APSoC responsible for solving a relatively independent problem and potentially interacting 
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Figure 4.1 FPGA-based accelerator for general-purpose computer. 
 
The first design (see Fig. 4.1) contains an FPGA-based system that solves either complete 
problems exemplified in section 4.1 or is dedicated to sub-problems, such as popcount 
computations. In the last case, the FPGA is used as a hardware accelerator for general-purpose 
software running in the host PC. Since this chapter is dedicated to popcount computations, only one 
block from Fig. 4.1 (pointed to by arrow ) will be analysed. Large input vectors are built inside 
the FPGA and they are saved either in internal registers or in built-in block RAM. Note that even 
low-cost FPGAs (such as Artix-7 xc7a100t-1csg324c available on Nexys-4 prototyping board [61]) 
contain more than 100 thousands flip-flops and the most advanced FPGAs include millions of flip-
flops. Available 140 36Kb Block RAMs in the FPGA of Nexys-4 board [61] can be configured to 
be up to 72 bits in width and thus 72140=10,080 bits may be read or written in parallel. More 
advanced FPGAs have almost 2000 of such blocks.  
 
The second design (see Fig. 4.2) contains an FPGA-based accelerator that solves either 
complete problems indicated in section 4.1 or is dedicated to sub-problems. Designs for Zynq-7000 
family of APSoCs [16] which embed a dual-core ARM® Cortex™-A9 MPCore™-based 
processing system (PS) and the Xilinx 7th family programmable logic (PL) from either Artix-7 or 




In contrast to Fig. 4.1 we will discuss the following three-level processing systems [21]: 
1. General-purpose computer (such as PC) running application-specific software; 
2. The PS running application-specific software; 
3. The PL implementing application-specific hardware. 
 
On-chip interactions between the PS and PL are shown in Fig. 4.3 (additional details can be 
found in [16]). 
 
APSoCInterface such as 
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Figure 4.2 APSoC-based accelerator for general-purpose computer. 
 
There are 9 Advanced eXtensible Interfaces (AXI) between the PS and PL that involve over a 
thousand of on-chip signals [16]. Large size vectors for popcount computations will be received by 
the PL from memories (DDR, OCM, or cache) through up to 5 AXI ports that are: 
 One 64-bit accelerator coherency port (ACP) indicated by letter A in Fig. 4.3 which allows to 
get data from ARM cache, on-chip memory (OCM) or external DDR memory; 
 Four 32/64 bit high-performance ports marked with letter B in Fig. 4.3 which allow to get data 
from either external DDR memory or OCM. 
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According to [16] theoretical bandwidth for read operations through any port listed above is 
1200 MB/s (in case of OCM it is 1779 MB/s) and we will evaluate actual performance for the 
chosen APSoC later on. 
 
The resulting popcount will be sent to the PS through one 32-bit general-purpose (GP) port 
indicated by letter C in Fig. 4.3. One 32-bit port enables popcounts for N=232-1 to be transmitted in 
one transaction. Since theoretical bandwidth is 600 MB/s [16] we can neglect the relevant delay. 
Popcounts will be computed in the PL using logic slices, block RAM and digital signal processing 
(DSP) slices. Methods [25], [59] will be used and acceleration comparing to software will be 
measured. 
 
Data exchange with a host PC (see Fig. 4.1 and 4.2) is not the target and it may be organized 
through high-performance PCI express bus or USB. In the experiments below data for analysis are 
created in the host PC and supplied to FPGA/APSoC through: 
 On-chip memories using projects from [25].  
 Files copied to large DDR memory (see Fig. 3) using projects from [21].  
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All these PL blocks may efficiently 






































































Dual-core Application Processor Unit
Data can also be stored in OCM and cache memory
 
Figure 4.3 Interactions between the basic functional components in the Zynq-7000 APSoC. 
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4.5. Design and Evaluation of FPGA-based Accelerators 
Fig. 4.4 depicts the proposed architecture for popcount computations in an FPGA-based 
accelerator. The fastest result can be obtained in a composition of pre- and post-processing blocks 
because of the following reasons. It is shown in [25], [59] that LUT-based circuits [25] and 
counting networks [59] are the fastest solutions comparing to the existing alternatives for small 
sub-vectors with such sizes  that are 32, 64, or 128 bits. For example, the designs from [25] 
enable popcounts for N=32 to be found in about 3.5 ns (in low-cost FPGA xc7a100t-1csg324c 
available on Nexys-4 board [61]). Similar computations can be organized as a tree of DSP adders. 
To compute popcounts for N=32, five sequential DSP adder tree levels are needed [25] involving 
five DSP delays that are greater than the delays for networks [59]. 
 
The resources occupied by the networks from [59] are insignificant for small values of  (such 
as 32, 64, or 128) and they are rapidly increased for larger values of . DSP-based circuits are more 
economical for post-processing as shown below. Numerous experiments have demonstrated that a 
compromise between the number of logical and DSP slices can be found depending on:  
1. Utilization of logical/DSP slices for remaining circuits implemented on the same FPGA 
(i.e. the unneeded for other circuits FPGA resources may be employed for popcount computations); 
2. Optimal use of available resources in such a way that allows the largest vectors to be 
processed in the chosen microchip. For example, we found that for xc7a100t-1csg324c FPGA 
available on Nexys-4 board [61] the largest vector (with the size exceeding 40,000 bits) may be 
handled for =32. 
 
 Single instruction multiple data (SIMD) feature allows the 48-bit logic unit in DSP slice 
[62] to be split into four smaller 12-bit segments (with carry out signal per segment) performing the 
same function. The internal carry propagation between segments is blocked to ensure independent 
operations. The described above feature enables only two DSP slices to be used (from 240 DSP 
slices available in the low-cost FPGA xc7a100t-1csg324c [61]) and pre-processing is done in only 
112 logical slices (from 15,850 logical slices available). Similarly, more complicated designs for 
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Figure 4.4 The proposed architecture for popcount computations in an FPGA-based accelerator. 
 



























































































Circuits were synthesized, implemented and tested for popcounts and compared them with 
benchmarks from [54] where general-purpose computers with multi-core processors were used for 
similar computations in software. Table 4.1 presents the results of synthesis, implementation and 
test, where N is the size of vectors in bits, NDSP is the number of the occupied DSP slices, Ns is the 
number of the required logical slices, LUTs is the number of LUTs, FFs is the number of flip-flops, 
and L is the number of levels in the DSP-based tree from adders. Percentage of the used resources 
is also shown below the relevant numbers. Please note that percentage was calculated for different 
microchips which have different available resources. Clock frequency was set to only 50 MHz. All 
the design steps were done in Xilinx Vivado 2014.1. The number of slices was calculated as the 
number of LUTs from Vivado reports divided by 4. Experiments were done for three different 
prototyping boards that are explicitly indicated (Nexys – Nexys-4 [61], Zed – ZedBoard [15], and 
Zy – ZyBo [14]). 
 
TABLE 4.1 
The Results of Experiments (=32) 
N 8,192 10,416 20,832 31,248 41,664 
NDSP 44 (55%) 55 (69%) 109 (50%) 162 (74%) 215 (90%) 
Ns 3,438 4,056 7,920 10,859 14,266 
LUTs 13,752 (78%) 16,221 (92%) 31,679 (60%) 43,434 (82%) 57,063 (90%) 
FFs 8,439 (24%) 10,597 (30%) 21,158 (20%) 21,158 (20%) 43,211 (34%) 
L 8 9 10 10 11 
Board Zy Zy Zed Zed Nexys 
 
 
To reduce the delay, output registers in the DSP48E1 slices [62] are synchronized by clock and 
the result is computed in L clocks cycles. Thus, the delay from getting N-bit vector on the circuit 
inputs to producing the result is 20L ns (we remind that clock frequency is set to 50 MHz and the 
clock period is 20 ns). It means that popcounts are computed as fast as from 160 ns (for L=8) to 
220 ns (for L=11). 
 
Let us compare the results with [54], where the fastest popcounts for 8 MB vectors are 
computed in 242,884 s. Thus, for sizes N in Table 1 our popcount computations are faster by a 
factor ranging from 185 to 685. Note that such acceleration may be achievable only in FPGAs with 
larger built-in memories that have to be at least 8 MB otherwise communication overheads with 
external memories need to be taken into account. To process large vectors (such as that are taken 
for the experiments in [54]) the circuits in Fig. 4.4 need to be reused for vector segments (of size N 
given in Table 4.1) with accumulating the results. The latter can also be done in one DSP slice [62]. 
This gives an additional delay (20 ns for our case). So, the acceleration is slightly reduced. 
However, accumulating the results can be done in pipeline (such as that is described in [26] for data 
sorters). Thus, the acceleration will in fact be increased because only the first segment will be 
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handled in Dmax(L+1) ns (1 is added for the last DSP-based accumulator) and all the subsequent 
segments will be added to the accumulator in Dmax ns, where Dmax is the maximum delay of circuits 
between pipeline registers (e.g. 20 ns for our example). So, the proposed circuits significantly 
outperform functionally equivalent software running in multi-core general-purpose processors [54]. 
4.6. Design and Evaluation of APSoC-based Accelerators 
The following two types of popcount computations in the Xilinx Zynq-7000 APSoCs are 
considered: 
1. Software programs running in the PS (i.e. in the Cortex™-A9 MPCore™). 
2. Software/hardware co-design where popcounts are computed in hardware and used in 
software. 
 
The maximum clock frequency for ARM (the PS) in different Zynq-7000 APSoCs microchips 
ranges from 650 MHz to 1 GHz [2]. The clock frequency for the PL was set to 150 MHz. 
Popcounts for long binary vectors (such as that used in [54]) are computed as follows (see Fig. 
4.6): 
1. The source vector A is built in the PS and saved in external DDR memory (512 MB 
external memory is available on the used prototyping boards [14], [15]).  
2. On Start signal from the PS the PL reads segments of the vector (through high-
performance ports) for subsequent popcount computation. 
3. The vector is split into U segments S0(A),…,SU-1(A) with equal number of bits  and 
popcounts for each segment Su (0uU-1) is found as shown in Fig.4.7. The fasted 
known circuit [25] is chosen to compute popcount for  bits and to accumulate 
popcounts (i.e. to add the currently computed popcount to the sum of all the previously 
received and computed popcounts for -bit sub-vectors). It is important to note that the 
indicated above operations are executed in parallel with reading  bits in the fastest 
burst mode, i.e. no additional time is required. We assume that  is equal to the bus 
size, i.e. either 32 or 64.  
4. The final result is produced as a combinational sum of the accumulated popcounts 
from all ports (see Fig. 4.7) that can be done either in DSP slices shown in Fig. 4.7 or 
in a circuit built from logical slices. Both options are available and the choice depends 
on availability of either DSP or logical slices and their need for other circuits. 
5. Since popcounts are incrementally accumulated with the speed of burst transactions:  
5.1. Millions of bits may be processed easily; 
5.2. There is no faster way because the speed of data transfer in burst mode is 
predefined by the APSoC characteristics. 
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6. As soon as popcount is computed, the PL generates an interrupt that forces the PS to 
read the popcount through a GP port (see Fig. 4.6) and then the popcount may be used 
for further processing. 
7. The PS also executes similar operations in software only with the aid of the following 
functions: 
7.1. A naive function popcount_software_naive that sequentially selects bits of the 
given vector and adds them; 
7.2. The best parallel function from [63]; 
7.3. A function popcount_software_table that uses look-up tables with 8 entries [63]; 
7.4. A function popcount_software_builtin that calls the built in function 
__builtin_popcount [54].  
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Experiments that were done in two prototyping boards [14], [15] with APCoCs permit to 
conclude the following: 
 Although the maximum acceleration is achieved with 5 parallel high-performance ports (4 
AXI ports and 1 AXI ACP port), it is not significant comparing to processing through just 4 AXI 
ports. The bottleneck is in a shared access to common DDR memory that is used by built-in Zynq-
7000 memory controllers. 
 64-bit AXI ACP port does allow significant additional acceleration mainly for N  64215 
(while the data size is lesser than the cache size). 
 Possible multi-core (dual-core) implementations in the PS may be advantageous if one core 
supports hardware computations of popcounts and another core executes the remaining tasks for 
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Figure 4.7 Popcount computations in the PL reading data through 4 high-performance ports in burst 
mode. 
 
Tables 4.2-4.7 present the results that include all the involved communication overheads. The 
row N64 indicates the number of bits in the input vector divided by 64. For example, the column 220 
presents the results for popcount computations over 64220-bit vectors that are exactly the same as 
in benchmarks [54]. The row Acc indicates acceleration of hardware popcount computations 





The Results of Experiments (data are transferred through one 32-bit ACP high-performance port and =32) 
N64 210=1024 215 218 220 223 225 
Acc 12.11 14.30 6.83 6.04 5.84 5.81 
TABLE 4.3 
The Results of Experiments (data are transferred through one 64-bit ACP high-performance port and =64) 
N64 210=1024 215 218 220 223 225 
Acc 16.95 19.65 7.13 6.16 5.93 5.90 
 
Tables 4.2 and 4.3 allow communication overheads for ACP port to be evaluated. The first 
table uses 32-bit burst transactions (from the available 64 bits). The second table uses full 64-bit 
burst transactions. As you can see acceleration is increased up to 64215-bit vectors and then 
decreased. It is easy to explain such results. ACP port may use cache memory that is fast [16]. As 
soon as the requested size of the cache is not available, other memories are used that are slower. 
There is another interesting feature. 64-bit ACP port is faster if cache memory is involved; 
otherwise the acceleration is negligible comparing to 32-bit mode.  
TABLE 4.4 
The Results of Experiments (data are transmitted through four 32-bit high-performance ports and =32) 
N64 210=1024 215 218 220 223 225 
Acc 5.56 6.23 6.83 6.96 6.99 7.01 
 
TABLE 4.5 
The Results of Experiments (data are transmitted through four 64-bit high-performance ports and =64) 
N64 210=1024 215 218 220 223 225 
Acc 5.69 6.25 7.05 7.29 7.37 7.37 
 
 
Tables 4.4 and 4.5 demonstrate that using four high-performance AXI ports permits better 
acceleration to be achieved comparing to one AXI ACP port for N64>218, again the cache size has a 




The Results of Experiments (data are transmitted through four 32-bit high-performance ports and one 64-bit ACP) 
N64 210=1024 215 218 220 223 225 
Acc 5.14 6.47 7.08 7.18 7.21 7.21 
 
TABLE 4.7 
The Results of Experiments (data are transmitted through four 64-bit high-performance ports and one 64-bit ACP) 
N64 210=1024 215 218 220 223 225 
Acc 5.16 6.66 7.31 7.42 7.44 7.45 
 
The fastest popcount computations for N64218 are done in hardware/software system with four 
64-bit AXI ports and one 64-bit AXI ACP port (see Table 4.7). Using 32-bit AXI ports (see Table 




The columns marked with 220 permit the results to be compared with benchmarks from [54]. 
For experiments in Table 4.6 the computation is done in 7,514,703 units measured by functions 
described in the Xilinx xtime_l.h header file. Each unit corresponds to 2 physical clock cycles and 
the ARM working frequency is 650 MHz. Thus the clock period is 1.54 ns and 
7,514,7032=15,029,406 clock cycles or 23,145,285 ns = 23,145 s are required to produce the 
result. The fastest program from [54] produces the result for similar data in 242,884 s. Thus, the 
proposed hardware/software popcount computations are faster by a factor of more than 10. Note 
that the comparison is done between a general-purpose computer with multi-core Intel processor 
running with clock frequency 3.46 GHz [54] and the simplest microchip from Zynq-7000 family 
available on ZyBo [14]. Besides, even for such APSoC the used resources are small allowing 
additional circuits for genetic data analysis to be accommodated on the same microchip. Fig. 4.8 
shows the utilized post implementation hardware resources from the report in Vivado 2014.1. 
 
Two types of popcount computations were used to get the results for Tables 4.2-4.7. In the first 
type popcounts for all 32-bit ports are computed as it is shown in Fig. 4.7. Popcounts for 64-bit 
ports port are computed similarly and the only difference is in an additional popcount circuit that 
was taken from [25] for =64. 
 




Figure 4.8 Post implementation resources for Table 6 from the Vivado 2014.1 report (FF – flip-flops, 
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Figure 4.9 Popcount computations for using 5 AXI ports in burst mode. 
 
Accumulating the weights is done in the DSP slice [62]. The values P1 and P2 are added and 
accumulated in one clock cycle which can be done thanks to ALU with three operands in the 
DSP48E1 slice [62]. 
 
Note that all the results were obtained in physical tests running in prototyping boards with the 
aid of methods and Zynq-7000 projects from [21].  
4.7. Discussion of the Results 
Two alternative design techniques targeted to FPGA and Zynq-7000 APSoCs (see section 4.4) 
were described above. 
 
The first technique is very efficient when the complete system for genetic data analysis is 
implemented in FPGA. The complexity of the system [47] would undoubtedly require advanced 
microchips, such as those from the Xilinx Virtex-7 family. An advantage of such approach is an 
opportunity for a very high optimization level. Acceleration of popcount computations that are used 
in the system may be very significant. Examples in section 4.5 demonstrate speed up by a factor 
from 185 to 685 comparing to functionally equivalent software running in multi-core general-
purpose computers. A disadvantage is the complexity of the design process normally requiring 
experience in computer-aided development of complex systems from specifications in hardware 
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description languages (HDL). For all the examples above Very high speed integrated circuits HDL 
(VHDL) was used. Advances in high-level synthesis from general-purpose languages (such as 
C/C++) [64]–[66] would undoubtedly permit to simplify the complexity of the design process 
making it widely acceptable not only by hardware but also by software engineers. Some design 
examples from high-level specifications are given in [21] for Zynq-7000 APSoCs. 
 
The second technique permits very precise comparison of software and hardware to be done. 
Although the achieved acceleration is not as significant as for the first technique, all supplementary 
factors (such as communication overheads and particularities of APSoC controllers) were taken 
into account and measured. So, we can talk about exact comparison that is done for the same 
microchip. The achieved acceleration in hardware comparing to the best implementations in 
software is by a factor from 5.14 to 19.65. Besides, we believe that this acceleration is the 
maximum possible for particular microchips because no additional time is involved comparing to 
just data transfer from memory in the fastest burst mode. Thus, to improve the results in hardware 
it is necessary to provide support for better bandwidth for high-performance ports. Additional 
acceleration may be achieved if data (that are partially ready) are copied to hardware while other 
software parts are involved in solving parallel tasks that, in particular, have to prepare the complete 
set of data for the PL. This problem is outside of the scope of the chapter.  
4.8. Conclusion 
The main contribution of the presented work is the novel technique for the design of hardware 
accelerators for popcount computations that are widely used in bioinformatics applications. Two 
types of highly parallel designs for FPGAs and all programmable systems-on-chips are proposed. 
The results of experiments with these designs implemented and tested in hardware, demonstrate 
speed up by a factor from 5 to 685 comparing to functionally equivalent software programs running 
in multi-core processors.  
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5. Conclusions and Future Work 
5.1. Conclusions 
Zynq APSoC efficient usage requires a lot of experience in software development, digital 
design, interfaces, FPGA architectures and design flow. Therefore it was necessary to either extend 
or gain knowledge in every one of these areas which was not so easy mainly because no materials 
in English were available at the time the work started. This in particular, led the author, as well as 
his supervisors, to write a book teaching how to use Zynq-based devices. The thesis resumes the 
work done and illustrates how to program an APSoC for two case studies, exploring different 
communication options and various software/hardware partitioning alternatives, starting by 
showing and analysing the importance of reconfigurable systems. The Zynq APSoC is the thesis 
main focus and two boards equipped with this chip are analysed, they are the considered platform 
for implementing, testing and verifying all the proposed circuits. The introductory chapter finishes 
with a reference to the tools used for hardware design (Vivado) and for software development 
(SDK). 
 
Once the reader is acquainted with the basics, a detailed explanation of the possible PS-PL 
interfaces is given, including how to use, when to use and examples of code and architecture.  
Finally, several operating system possibilities are discussed. 
 
The knowledge referenced above is then applied to two concrete case studies, sorting and 
Hamming weight by describing the problems, proposing and implementing architectures to solve 
them, testing and measuring times to find the most effective architecture compared to processor 
only systems (or SoC). 
 
Finally, the whole field of Hardware / Software co-design is still growing and with much to be 
explored yet, but the Zynq Platform has already proved to be a capable, reliable and complete tool 
that surely will be used in the systems of the future.  
 
5.2. Future Work 
5.2.1 Hardware / Software Co-design outside of Zynq  
 
Applying the knowledge obtained in this thesis in a different ecosystem for example a host 
computer featuring an x64 CPU and a FPGA connected through a PCI-Express bus. Understand if 
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the knowledge is valid in such different situations, redo the experiments, compare the results and 
find the most advantageous and appropriate system for each problem. This would ultimately allow 
for the proposal of a more generic method for designing Hardware / Software cooperative systems. 
In particular, it is necessary to find a way to decompose system functionality in software and 
hardware components. The questions “what should be implemented in hardware?” and “what 
should be implemented in software?” are important.  
 
 
5.2.2 Three Tier Hardware / Software Co-design  
 
Consider another tier above the Zynq platform, for example a Host pc connected through a 
PCI-Express bus permitting a new level of parallelism. Applied to the sorting problem we would 
have: 
 Block Sort in Hardware (Zynq) 
 Pre-merge in Software (Zynq) 
 Final merge in Software (Host) 
 
The final merge has to be in the Host system because it exceeds the capacities of the Zynq 
platform. After implementing it, run experiments to find the ideal sizes of blocks for both hardware 
sort and pre-merge and compare to known solutions.  
 
5.3. Publications  
During the development of this thesis a book and a few papers have been published.  They 
allow to understand the continuous work developed and are listed with the respective abstract. 
 
 V. Sklyarov, I. Skliarova, J. Silva, A. Rjabov, A. Sudnitson, "Application of Extensible 
Processing Platforms for Experiments with FPGA-based Circuits", Proceedings of the 17th 
IEEE Mediterranean Electrotechnical Conference – MELECON'2014, Beirut, Lebanon, 
April, 2014, pp. 467-471. 
o Extensible processing platforms combine a high performance multi-core processor 
with a programmable logic on the same microchip. The paper describes how such 
platform has been used to provide support for experiments with competitive 
devices implemented in the programmable logic. The processor receives initial 
data from a host PC, copies the data to memory, which can also be accessed from 
the reconfigurable logic, activates the analyzed devices that execute operations 
over the data, and collects the results from the devices that finally are transmitted 
to the host PC. There are two main contributions in the paper that are 1) the 
developed technique of interaction of the processing system with the 
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reconfigurable logic through a shared memory window; 2) a set of experiments 
illustrating the technique. 
 
 V. Sklyarov, I. Skliarova, J. Silva, A. Sudnitson, Design Space Exploration in Multi-level 
Computing Systems. Proc. of the 15th Int. Conf. on Computer Systems and Technologies - 
CompSysTech'14, Bulgaria, June, 2014. 
 
o The paper is dedicated to design space exploration for Xilinx devices from Zynq-
7000 family with such architecture that combines dual-core processing system and 
programmable logic on the same microchip. The developed multi-level computing 
system enables three subsystems to be combined that are: a host personal 
computer, Zynq-based hardware/software system and peripheral devices. 
Interactions with the host computer are provided through files that are used to 
supply data to a Zynq device and to get the results from the Zynq device. For 
interactions between software running in Zynq processing system and hardware 
implementing in Zynq programmable logic different types of interfaces have been 
supported. A number of peripheral modules for using such devices as VGA 
monitors and keypads have been designed. The paper reports the results of 
integration of the developed components in a whole system and proposals for using 
such system in practical applications. 
 
 Book: V. Sklyarov, I. Skliarova, J. Silva, A. Rjabov, A. Sudnitson, & C. Cardoso, (2014). 
Hardware/Software Co-design for Programmable Systems-on-Chip. TUT Press. 
 
o This book is dedicated to practical designs in the Xilinx Vivado environment 
involving hardware and software modules for the Xilinx Zynq-7000 family of 
devices. The emphasis is on the interaction between the processing system and the 
reconfigurable logic.  
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