In this short paper, we intend to describe one way to construct arbitrarily high order kinetic schemes on regular meshes. The method can be arbitrarily high order in space and time, and run at CFL one. This is a common feature with the Lattice Boltzmann Methods. However, the type of Maxwellian we use here are different. This results in very simple and CPU efficient methods.
Introduction
The Lattice Boltzmann Method (LBM) is a relatively new numerical method that finds its origin in the Lattice Automata Method founded in the 80's by U. Frisch, Y. Pommeau, D'Hummière and others [1] , but also in the theory of statistical mechanics because it starts from the BGK approximation of the Boltzmann equations. It has been very successfull in several areas of fluid mechanics, including multiphase flows with or without solid particle, but mostly for incompressible flow or weakly compressible flows, see [2, 3] among many others. Its success comes from the fact that a small number of discrete velocities are chosen, the computational domain is discretised with a structured Cartesian grid and the Maxwellian, that is needed in the BGK approximation, has a very simple form (though several form of the equilibrium Maxwellian can be found in the literature).
Much less work has been done for fully compressible flows, since the early work of [4, 5] and [6, 7] and many others as [8, 9] . It seems that following the same techniques in writing the Maxwellian leads to numerical instabilities however, and this reduces the scope of application. Several authors, [10, 11] for example, have noticed the similarities between the LBM methods and the Kinetic methods, developped for example in [12, 13] for scalar problems and then [14] for systems.
In both cases, the velocity space reduces to a finite and small number of velocities. The difference between LBM and Kinetic methods is that the first ones get their inspiration from the method of characteristics, while the second ones uses the simplicity of the Riemann problem for transport equations with constant coefficients to construct the schemes. The collision terms are also handled differently, mostly because they have different interpretation of the data and, finally, the LBM methods run with a CFL number of unity while the Kinetic method use smaller than unity CFL numbers.
The notion of accuracy is, in our opinion, not completely clear for the LBM methods. In many papers, physics related arguments are used to assess the accuracy. The setting of Kinetic methods is more classical, and up to our knowledge, these methods have been designed up to second order in space, using the classical reconstruction tools of modern CFD methods. Our aim here is to propose a framework that enables to design schemes that have a flavour of LBM methods and a flavour of Kinetic methods, that can run at CFL unity, and be of arbitrary order of accuracy. We will show examples up to third order. We will also present an algorithm able to handle the discontinuities of the solution, though it does not spoil the accuracy when no solution singularity exists.
Let us specify first the context. We are given the PDE ∂u ∂t + ∂f (u) ∂x = 0 (1a)
with the initial condition u(x, 0) = u 0 (x),
with u ∈ R p and f : R p → R p . It is known, at least since the work of Jin [12] and then Natalini [13] and co-workers, that this system can formally be see as the limit for ε → 0 of a relaxation system:
with F ∈ R k×p , M is a Maxwellian and P is a linear operator such that PM(PF) = PF. The simplest example is ∂u ∂t
− v ε that can be rewitten in the form with:
where
i.e.
We know that Λ must be larger than the max of |f (u)| because of the sub-characteristic condition by Whitham as a formal Chapman Enskog expansion. Another argument is, as shown by [15] , that under this condition the two Maxwellian M 1 and M 2 satisfy a monotonicity condition. The question we address in this paper is the following: given a system (1) and a regular grid of spatial step ∆x > 0, can we construct an explicit scheme that solves (2) with uniform accuracy of order r > 0 for all ε > 0 and with a CFL condition, based on the matrix Λ, that is larger than 1. The answer is yes, and this paper proposes a simple construction in one dimension. As we have written above, this type of scheme has a flavour of the methods of LBM type.
The format of the paper is as follows. We first introduce the general method which amounts to describe the discretisation of Λ ∂F ∂x and a time discretisation. The scheme resulting from this discretization is fully implicit. The next step is to show that, thanks to the operator P, we can make it explicit. Several choices of Λ and Maxwellians M are described. We also address the question of the non linear stabilisation of the method when discontinuities appear. Several numerical examples, covering scalar and system cases, are then proposed to show the relevance of the method. The accuracy is checked for the scalar case.
General discretisation principle
Starting from (2), the idea is to first discretise in space Λ ∂F ∂x . This introduces an error which we assume to
The second step is to discretise in time, so that we expect that the resulting scheme will be of order p in space and time, at least for moderate values of ε. This leads to have q ≥ p. The problem is then two-fold: (i) how to define the discretisation operator δ for which a minimum requirement is the semi discrete stability, (ii) how to discretise in time so that the accuracy is uniform in time and uniformly in ε. We first discuss the issue of time discretisation, then space discretisation.
Time discretisation
Let us consider q + 1 points in [0, 1], c 0 = 0 < c 1 . . . < c i < . . . < c q = 1 and the quadrature formula
More precisely, if { j } are the Lagrange polynomials associated to the partition {c j } q j=0 , if we take
the quadrature formula is of order q + 1. In the practical example, this is the way we proceed, but this choice has no incidence on the construction. Nevertheless, we will always require that the quadrature formula are consistent, i.e. Considering x k , a grid points, and setting F n,j k ≈ F(x k , t n + c j ∆t), an approximation of (2) is:
where µ = ∆t ε and δF ∆x is a consistent approximation of ∂F ∂x . As a result, (5) is implicit, and in general non linear. In order to simplify the resolution, we consider a simpler scheme, where the source term discretisation remains the same and the Euler method is used on each sub-time step:
This leads to the introduction of two operators,
where the index j refers to the grid point x j and, denoting by F j the vector (or vectors)
and
where A = (A ij ) is the (q + 1) × (q + 1) matrix defined by
and D is the (q + 1) × (q + 1) diagonal matrix defined by D ii = c i+1 if i > 0 and D 11 = 0. For both matrices, there is no contribution to F 0 . Clearly, the evaluation of
if the matrix ∆t ∆x Λ stays bounded. Hence, under a CFL-like condition (where C is still to be defined)
we see that the scheme in F will be q-th order accurate if the discretisation operator δF is itself q-th order accurate, after at most q steps of the Defect Correction (DEC) iterative procedure:
This is a simple application of the following lemma shown in [16] :
∆ defined on R m , which depend of a parameter ∆, are such that:
There exists α 1 > 0 independent of ∆ such that for any U , V ,
3. There exists α 2 > 0 independent of ∆ such that for any U , V ,
This last condition is nothing more than saying that the operator L Remark 2.2. Since we use the same discretisation of the relaxation term for L 1 and L 2 , the accuracy will be uniform in ε.
Without creating ambiguity, we can slightly change the notations. For the mesh point under consideration, the state vector is F = (F 1 , . . . , F q )
T where F l ≈ F(x j , t n + c l ∆t). The index j is not written in the following. After simple algebra, we see that (9) reads:
where F 0 is the value of F at x j and t n . We have denoted
It is easy to solve the problem (12), thanks to the operator P. By applying P to (12), we get
so that PF (p+1) is known explicitly, and then:
provided that Id + µA is invertible. Assuming this is true for µ ∈ [µ 0 , +∞[, we see that
Hence we have a scheme that is defined for any µ ≥ µ 0 which is defined by (13)- (14), and in the limit µ → +∞, (14) is replaced by
Here, we will consider second and third order approximation in time, namely the Crank-Nicholson method and the third order one that uses the points t n , t n + ∆t 2 and t n+1 . They are described by their matrices A, • Second order
Writing the discretisation of the time derivative applied to F, we would have
This is Crank-Nicholson.
• Third order
Space discretisation: Definition of the δ operator
The only question left is how to define a stable scheme. This amounts to study the stability of the pure convection scheme, since under the sub-characteristic condition, the Maxwelian defines a monotone operator [15] . The stability of the convection schemes splits into two sub-questions: is the convection scheme defined by L 2 conditionally or unconditionally stable, and then, is the convection scheme defined by the DEC iteration (13) stable, and under which conditions. In the next section, we will provide 3 examples with increasing accuracy, and sketch a general method.
The matrix Λ is diagonal. In [17] , the author considers the transport equation
and shows that if a < 0 and
then the order is at most 2 min(r + 1, s) and in addition the only stable methods are those defined for r = s or s = r + 1 or s = r + 2. If a > 0, we set
while in that case r = s or r = s + 1 or r = s + 2. We will only consider these approximations. Following [17] , we have
. We note that we can always write
Proof. Assuming that f i+1/2 = s−1 j=−r β j u i+j for any i, we write
This means that the approximation (14) , in the limit ε → 0 is always conservative since Λ is diagonal, and thanks to (15) .
We list the possible choices:
• First order approximation (upwind scheme): if a > 0, we take
• Second order: for a < 0,
This corresponds to the [r, r + 2] approximation with r = −1. In term of flux, we have (for a < 0):
For a > 0, we have f i+1/2 = a 6 2u i+1 + 5u i − u i−1 .
• Third order: if r = s = 2, and for any a
and if r = 1, s = 3 and a < 0,
In term of flux, we have:
Stability analysis
We study the stability of the discretisation of the homogeneous problem. Since Λ is diagonal, it is enough to look at the scalar conservation problem. We first look at the implicit method, and then at the DEC iteration that is constructed on top of it. This is done by Fourier analysis, we can assume that a > 0 and the Fourier symbol of δ is g. The next step is to evaluate the amplification factors of the method, first without DEC iteration, then with DEC iteration.
First order in time
The scheme is the explicit one, so the CFL condition is 0 ≤ λ ≤ 1, and no DEC iteration is needed: by Fourier transform, we haveû n+1 −û n + λgû n+1 = 0, so that the amplification factor is G = 1 1 + λg which
If λ → 0 + , we see that (g) ≥ 0 is a necessary condition, while if λ → 0 − , (g) ≤ 0. In all cases, λ (g) ≥ 0 is a necessary condition. Writing g = a + ib, and assuming that λ = 0, we see that this condition writes:
We also see that (λa + 1)
so that λ (g) ≥ 0 is a necessary and sufficient condition for stability. The Table 2 provides the stability condition for the first, second and third order schemes. Conditions DEC
Second order in time
In that case the scheme writes:
for which the amplification factor is simply
We have |G| ≤ 1 if and only if λ (g) ≥ 0.
Again, the Table 2 provides the stability condition for the first, second and third order schemes. The DEC iteration is u
and we see that
Third order in time
Here, the scheme writes: 
and we have to look at max{|G 1 |, |G 2 |} ≤ 1 for the calculation ofû n+1/2 andû n+1 to be stable. We have
Then with obvious notations, the DEC iteration is
The Fourier analysis gives:
, so that using the spectra decomposition of θ which has two complex and distinct eigenvalues,
We get finaly µ 1 = 0.4115783562, µ 2 = 0.1188124373, µ 3 = 0.03429819635, µ 4 = 0.009901036444, hence the convergence is very quick.
Summary of the stability analysis
Combining these expressions with the actual form of the Fourier symbol of δ, we get the results of table 2.
First
Analytical condition Now, we turn our attention on the DEC iteration. For the second order in time approximation, we first have
so we get
hence if |G| ≤ 1, a sufficient condition is that
For the third order scheme, we have similarly
but it is more complicated to get an analytical condition. So we rely on Maple. The stability conditions are summarised in Table 3 .
Wave model
We have to specify the diagonal matrix Λ and the Maxwellians M. We will use two kind of wave models:
• A two wave model. In that case, Λ = a 0 0 −a with a ≥ max i ρ(f (u i )). In that case, since PF = u and PΛF = f (u), we have explicitly M = (M 1 , M 2 ) with Table 3 : CFL number for stability of the DEC iterations. 0 means that the scheme is unconditionally unstable. x means that the scheme is stable up to CFL x, ≥ x means that the scheme is stabble for at least CFL x (and slightly above).
• A three waves model, where
In that case, the Maxwellian is M = (M 1 , M 2 , M 3 ) and we have
so we need to specify M 2
For the scalar problems, we will use the two wave model that reveals itself sufficient. For the fluid problems, we will show that the two wave models is not perfect, and hence the three wave model needs to be considered. Following [15] , we know that the sub-characteristic condition is equivalent to the monotonicity of the Maxwellians: they need to be differentiable and have only positive eigenvalues. In [15, 13] , it is proposed to use
has only positive eigenvalues, while ∇ u f − (u) has only negative eigenvalues. In the case of the Euler equations,
we propose to use a simpler Maxwellian that relies on the van Leer flux splitting [18] . It is purely algebraic and defined by:
The eigenvalues of f ± are bounded by
Note that 
Non linear stabilisation
If the solution is expected to be non smooth, then one can expect the occurence of spurious oscillations. Sometimes, oscillations are acceptable, provided they do not lead to the crash of the simulation. In order to get rid of them, or to control them, we have adopted the MOOD technique initially designed in [19] with some improvement described in [20] . We have adapted it our way in order to get results that are formally of order p in space and time, here p = 1, 2, 3. We proceed as follows: at the time step t n , we have the values (F n j ) j . For now on, we drop the superscript n, since there is no ambiguity. In the DEC iteration (5), with the spatial scheme defined by δ p , writes (with the convention that F
form which we get
The increment δ p F l k is the difference of two flux, and we write
One way to rephrase the conservation is
and the right hand side of this relation is independant of the order p. We use this remark in the implementation. Let us detail this point. For each iteration, we apply the algorithm 1.
In the simplified version of the MOOD algorithm, we will consider only two spatial approximations, namely the first order one defined by δ 1 , and the high order one define by δ p , p = 2 or 3 in this paper. The idea is to use as often as possible the highest order scheme, and to use the low order one to correct potential problems. Knowing the {F j,(p) k } k , we first compute {PF j,(p+1) k } k (5) using the high order residuals and algorithm 1. Then we test the results using a set of criteria, applied on PF. This set of criteria is 
i+1 − ∆t ∆x P res(2, j e ) end for end for explained below in subsection 5.1. This enable to identify a set I of mesh points where the criteria are not met for the PF j,(p+1) k , k ∈ I. These quantities are initially computed using the high order residuals. In order to guaranty local conservation, we proceed as follows: if the point x j is flag, flag the cells [j, j + 1] and
, is recomputed by using the residuals:
algorithm 2 and then we apply again the loop 1. This is followed by (14) or (15) depending whether ε = 0 or ε > 0.
Algorithm 2 Evaluation of P F
(p+1) from P F (p) . Require: res: the residual we need Require: res 1 : the residual computed using δ 1 Require: res p : the residual computed using δ p for all elements [j, j + 1] : j e = 1, . . . n e do if Criteria(je) = .T RU E. then res(:, je) = res 2 (:, je) else res(:, je) = res 1 (:, je) end if end for
Criteria
We follow the ideas of [19, 20] with some small adaptation to the context. Initially, the predicted values of PF are obtained with the highest order scheme. For any element [i, i + 1], we look the structure of the solution PF first in the element and then around it. From this we get a logical information (true or false) for the elements. Initially, the logical array is set to .TRUE. for any element. In the sequel, S is the stencil of the method. Then, we proceed as follows:
1. We first check if PF i and PF i+1 lies in the invariance domain if relevant: in the case of the Euler equation, we check if the density and the internal energy are both positive. If not, we set the criteria to .FALSE. on this element. In that case we jump to the next element, else we look for the next criterion.
2. We check if the solution is not locally constant. Taking ν = ∆x 3 , we check if
If this is true, the criteria is kept to .TRUE., else it is set to .FALSE. and we jump to the next element 3. We check if a new extrema is created or not, by comparing with the solution at the previous time step, in a neighbourhood extended to the right and the left by one cell: we are running at CFL 1. In the case of the Euler equations, the test is done on a subset of the primitive variables, see later. The variables on which the test are done are denoted by u.
If this is true, we jump to the next element, (b) else, denoting by P j the Lagrange interpolation polynomial that interpolates {u j+l } l∈S
• If α = 1, the we have a true extrema, keep the criteria to .TRUE. and jump to the next element. Else, we set the criteria to .FALSE. and jump to the next element.
In the case of the Euler equations, we test this on some primitive variables: the density and the energy, and for some severe problems, the velocity. We can add as many criteria as needed. There are certainly better ways to do.
6 Numerical examples
Scalar problems
The first problem is the transport equation with periodic boundary conditions
where the initial condition is u 0 (x) = sin(2πx) + 0.5.
A two waves model is used with a = 1.01 (so a little larger that the actual maximum speed. We always proceed as such for scalar and system cases. We make a convergence test for short and long final times, namely T = 0.5 and T = 10. The CFL number, with respect to the wave model maximum speed, is always set to 1. In both cases, we see that the expected order of accuracy is obtained. Note that the second and third order scheme with the non linear stabilisation give exactly the same error: the scheme are in this case identical because the criteria is always true. All the calculations are done with the two waves model. Note that for first order scheme, if one starts from an initial condition given by the Maxwellian, then this scheme is nothing more than the Lax-Friedrichs scheme, for second order in time approximation. For third order in time, since the equilibrium relaxation is more complex, we get a different scheme. with the initial condition (21) . The non linear stabilisation performs correctly. The last scalar example is the Buckerett equation
First order
again with the same initial condition (21) . We have run the same initial condition (21) with 100 points, until time T = 1 with the 2 waves model we have considered.The first order (O1), second order (O2), third order (O3), second order with non linear stabilisation (O2M), and third order with non linear stabilisation (O3M) are displayed on figure 2, together with a reference solution computed with 1000 points and the first order scheme: remember that this corresponds to the Lax Friedrichs scheme, and it satisfies all entropy inequalities. This guaranties that the scheme converges. The non linearly stabilized solution have a correct behavior. 3.46 Table 5 : Order of convergence for the convection problem and two wave model for order 1, 2 and 3. The final time is T = 10.
Euler
In that case, se wet γ = 1.4 and we have run some standard cases: the Sod case and the Shu Osher case.
Sod test case
We have used the 3-waves model described above. The mesh resolution is of 100 elements, and the CFL is again 1 in all cases. From figure 3 , we see that the results are of good quality, at least compared with more standard methods.
For the sake of completeness, we have made the same simulation with the two wave model. We see a stair case solution of the first order in space which is typical from the Lax-Friedrichs scheme. By comparing the solution, the 2 waves model provide results of lesser quality than the 3 waves one. For that reason, we will not consider it anymore for the Euler equations.
Shu Osher test case
The reference solution is obtained with 10 000 points and 3rd order limited scheme. It is difficult to see any modification in the solution if we use more grid points, this is why we consider this solution as the reference solution. We display only the solution with the stabilisation strategy, however, we have tried two different strategy. The figures labelled as OXMood, where X=2 or 3, use the full strategy of section 5. The physical variables are the density and the pressure, nothing is tested on the velocity. In the figures labelled as OXMoodNaN, with X=2 or 3, we only check if the solution lies in the invariance domain. Last, 200, 400 and 800 mesh points are used. From figure 6 , we see that with 800 points, there is hardly no difference with between the O3MoodNaN solution and the reference one. 
Conclusion
In this paper, simplifying a method described in [21] , we show how to construct a class of numerical methods that have the flavour of Lattice Boltzmann Method that can handle in a simple manner hyperbolic problems, and in particular compressible fluid mechanics one. These methods are always locally conservative and thus can handle correctly discontinuities. We have described a rather simple stabilisation mechanism which can be further improved or changed: it is not really at the core of the method. Our methodology can be arbitrary high order and use CFL number larger or equal to unity on regular Cartesian meshes. Extension to the multidimensional case will be the topic of future works. In particular, our implementation of these methods indicates that they can be potentially very fast. The parallelisation should also be straightforward. This, however, has to be confirmed in several spatial dimensions. 
