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1 Introduction
In recent decades, fractional calculus and fractional diﬀerential equations have attracted
great attention. It has been proved that fractional calculus and fractional diﬀerential equa-
tions are valuable tools in the modeling of many phenomena in various ﬁelds of engineer-
ing, physics and economics. For details and examples, see [–] and the references therein.
Stability analysis is always one of the most important issues in the theory of diﬀerential
equations and their applications for both deterministic and stochastic cases. The analy-
sis on stability of fractional diﬀerential equations is more complex than that of classical
diﬀerential equations, since fractional derivatives are nonlocal and have weakly singular
kernels. Recently, stability of fractional diﬀerential equations has attracted increasing in-
terest. The earliest study on stability of fractional diﬀerential equations started in [], the
author studied the case of linear fractional diﬀerential equations with Caputo derivative
and the same fractional order α, where  < α ≤ . The stability problem comes down to
the eigenvalue problem of systemmatrix. Since then, many researchers have done further
studies on the stability of linear fractional diﬀerential systems [–]. For the nonlinear
fractional diﬀerential systems, the stability analysis is much more diﬃcult and a few re-
sults are available in [–]. For more details about the stability results and the methods
available to analyze the stability of fractional diﬀerential equations, the reader may refer
to the recent survey papers [, ] and the references therein.
As we all know, Lyapunov’s second method provides a way to analyze the stability of a
system without explicitly solving the diﬀerential equations. It is necessary to extend Lya-
punov’s second method to fractional systems. In [, ], the fractional Lyapunov’s sec-
ond method was proposed, and the authors extended the exponential stability of integer
order diﬀerential system to the Mittag-Leﬄer stability of fractional diﬀerential system.
In [], by using Bihari’s and Bellman-Gronwall’s inequality, an extension of Lyapunov’s
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second method for fractional-order systems was proposed. In [–], Baleanu et al. ex-
tended Lyapunov’s method to fractional functional diﬀerential systems and developed
the Lyapunov-Krasovskii stability theorem, Lyapunov-Razumikhin stability theorem and
Mittag-Leﬄer stability theorem for fractional functional diﬀerential systems. As far as we
know, there are few papers with respect to the stability of fractional neutral systems. In
this paper, we consider the stability of a class of nonlinear fractional neutral functional
diﬀerential equations with the Caputo derivative. Motivated by Li et al. [, ], Baleanu
et al. [] and Cruz and Hale [], we aim in this paper to extend the Lyapunov-Krasovskii
method for the nonlinear fractional neutral systems.
The rest of the paper is organized as follows. In Section , we give some notations
and recall some concepts and preparation results. In Section , we extend the Lyapunov-
Krasovskii approach for the nonlinear fractional neutral systems, results of uniform stabil-
ity for the nonlinear fractional neutral systems are presented. Conclusions are presented
in Section .
2 Preliminaries
In this section, we introduce notations, deﬁnitions, and preliminary facts needed here.
Throughout this paper, let Rn be a real n-dimensional linear vector space with the
norm | · |, let C = C([–r, ],Rn) be the space of continuous functions taking [–r, ] into
R
n with ‖φ‖, φ ∈ C deﬁned by ‖φ‖ = sups∈[–r,] |φ(s)|, r >  be a real constant. If σ ∈ R,
A >  and x ∈ C([σ – r,σ +A],Rn), then for any t ∈ [σ ,σ +A], we let xt ∈ C be deﬁned by
xt(θ ) = x(t + θ ), θ ∈ [–r, ].
Let us recall the following known deﬁnitions. For more details, we refer the reader to [,
, , ].
Deﬁnition . The fractional order integral of a function f : [t,∞) → R of order α ∈
R
+ = [,+∞) is deﬁned by





(t – s)α–f (s)ds,
where (·) is the gamma function.
Deﬁnition . For a function f given on the interval [t,∞), the α order Riemann-
Liouville fractional derivative of f is deﬁned by







(t – s)n–α–f (s)ds, n –  < α < n,n ∈N,
where N = {, , , . . .}.
Deﬁnition. For a function f given on the interval [t,∞), the α orderCaputo fractional
derivative of f is deﬁned by





(t – s)n–α–f (n)(s)ds, n –  < α < n,
cDαt f (t) = f
(n)(t), α = n,n ∈N.
Some properties of the aforementioned operators are recalled below [].
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Property . The following results are especially interesting:
(i) For ν > –, we have Dαt (t – t)
ν = (+ν)
(+ν–α) (t – t)ν–α .
(ii) When n –  < α < n, n ∈N, we have











(iii) For α ∈ (, ), T ≥ t and f ∈ C([t,T],Rn), we have cDαt Iαt f (t) = f (t),
Iαt
cDαt f (t) = f (t) – f (t).
Remark . From Property ., if cDαt f (t)≥ , α ∈ (, ), then for t ≥ t, we have
(i) f (t)≥ f (t).
(ii) In general, it is not true that f (t) is nondecreasing in t.
In [], Cruz and Hale studied a class of functional diﬀerence operators which are very
useful in stability theory and the asymptotic behavior of solutions of functional diﬀer-
ential equations of neutral type. In monograph [], Hale et al. presented the following
deﬁnitions and results of the diﬀerence operators.
For Banach spaces X and Y , L(X,Y ) is the Banach space of bounded linear mappings
from X to Y with the operator topology. If L ∈ L(C,Rn), then the Riesz representation









Deﬁnition . Let  be an open subset of a metric space. We say L :  → L(C,Rn) has
smoothness on the measure if, for any B ∈R, there is a scalar function γ (λ, t) continuous













∣∣∣∣≤ γ (λ, s)‖φ‖.
If B ∈R and the matrix A(λ;B,L) = μ(λ,B+)–μ(λ,B–) is nonsingular at λ = λ, we say L(λ)
is atomic at B at λ. If A(λ;B,L) is nonsingular on a set K ⊆ , we say L(λ) is atomic at B
on K .
Deﬁnition . Suppose that  ⊆R× C is open with elements (t,φ). A functionD : →
R
n (not necessarily linear) is said to be atomic at B on if D is continuous together with its
ﬁrst and second Fréchet derivatives with respect to φ; andDφ , the derivative with respect
to φ, is atomic at B on .


















Liu and Jiang Advances in Diﬀerence Equations 2013, 2013:379 Page 4 of 9
http://www.advancesindifferenceequations.com/content/2013/1/379
Thus, D(t,φ) is atomic at B on R × C for all t ∈ R. In particular, if B 	= , B ∈ [–r, ],
D(t,φ) = φ() + F(t)φ(B), then A(t,B) = F(t) and D(t,φ) is atomic at B on R × C if
detF(t) 	=  for all t ∈R.
In the sequel, we consider the following nonlinear fractional neutral system:
cDαt
[D(t,xt)] = f (t,xt), t > t, (.)
with the initial condition
xt = ϕ, (.)
where  < α < , t ∈ R is a constant, D, f : R × C → Rn are given continuous functions,
nonlinear diﬀerence operatorD atomic at zero. Formore details about the operatorD, the
reader may refer to [, , ] and the references therein. In the sequel, we always assume
that, for any given t ∈ R and a given function ϕ ∈ C , there exists a unique continuous
solution of (.), denoted by x(t) = x(t, t,ϕ), such that it satisﬁes (.) for all t > t and (.).
To deal with stability, as usual, we assume thatD(t, ) = f (t, ) =  so that (.) has the zero
solution.
Deﬁnition . [] The zero solution x =  of (.) is stable if for any t ∈R and any ε > ,
there exists δ = δ(t, ε) such that any solution x(t) = x(t, t,ϕ) of (.) with initial value ϕ
at t, ‖ϕ‖ < δ satisﬁes |x(t)| < ε for t ≥ t. It is asymptotically stable if it is stable and for
any t ∈ R and any ε > , there exists δ = δ(t, ε), T(t, ε) >  such that ‖ϕ‖ < δ implies
|x(t)| ≤ ε for t ≥ t + T(t, ε), i.e., limt→+∞ x(t) = . It is uniformly stable if it is stable and
δ = δ(ε) >  can be chosen independently of t. It is uniformly asymptotically stable if it is
uniformly stable and there exists δ >  for any η > , there exists T = T(η) >  such that
‖ϕ‖ < δ implies |x(t)| < η for t > t +T . It is globally (uniformly) asymptotically stable if it
is (uniformly) asymptotically stable and δ can be an arbitrary large, ﬁnite number.
For a nonlinear operator D, in [], Zhang gave the following deﬁnition.
Deﬁnition . D(t,φ) is said to be uniformly stable if there exist positive constants a, b,
c such that for any h : R → Rn and any σ ∈ R, ϕ ∈ C, with D(σ ,ϕ) = h(σ ), the solution
x(t,σ ,ϕ) of
D(t,xt) = h(t), t ≥ σ ,
xσ = ϕ.
(.)
satisﬁes the following estimate:
‖xt‖ ≤ be–a(t–σ )‖ϕ‖ + c sup
u∈[σ ,t]
∣∣h(u)∣∣, t ≥ σ . (.)
The following lemma plays a major role in our analysis.
Lemma . Let D(t,φ) be uniformly stable, xt = xt(σ ,ϕ) be the solution of equation (.).
Suppose that α(t) is any continuous and nondecreasing function with α() = , and α(t) > 
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for t > . Then, for small s > , there is a continuous and strictly increasing function β(s)≥
bs + cα(s), β() = , β(t) >  for t >  such that
(i) for each small δ > , ‖ϕ‖ < δ, |D(t,xt)| < α(δ), t ≥ σ , then
‖xt‖ ≤ β(δ), t ≥ σ . (.)
(ii) for each small δ > , μ >  and a nonnegative constant L, there exists T(μ, δ,L) > 
such that ‖ϕ‖ < δ and |D(t,xt)| ≤ α(μ), t ≥ σ imply
‖xt‖ ≤ β(μ) + L, t ≥ σ + T(μ, δ,L). (.)
Proof (i) From Deﬁnition ., for suﬃciently small δ >  and t ≥ σ , we have
‖xt‖ ≤ be–a(t–σ )‖ϕ‖ + c sup
u∈[σ ,t]
∣∣h(u)∣∣
≤ bδ + cα(δ).
Trivially, we can choose a continuous and increasing function β(δ)≥ bδ + cα(δ), β() = ,
β(t) >  for t > , so that (.) holds.
(ii) For L≥  and suﬃciently small μ > , if ‖ϕ‖ < δ and |D(t,xt)| ≤ α(μ), t ≥ σ , then by
Deﬁnition . it suﬃces to show that
be–a(t–σ )δ + cα(μ)≤ bμ + cα(μ) + L,
which implies
‖xt‖ ≤ β(μ) + L, t ≥ σ + T(μ, δ,L).
Therefore, if we take T(μ, δ,L) =max{, a ln bδbμ+L }, then (.) holds. 
3 Main results
In this section, we consider the stability of nonlinear fractional neutral system (.).
Here, we always assume that fractional neutral system (.) with initial condition (.)
has a unique continuous solution x(t) which depends continuously upon t, ϕ. By Prop-
erty .(iii), we can obtain that initial value problem (.)-(.) is equivalent to the integral
equation
D(t,xt) =D(t,ϕ) + Iαt f (t,xt), t ≥ t,xt = ϕ. (.)
If V :R×C →R is continuously diﬀerentiable, we deﬁne the Caputo fractional derivative






(t – s)–αV ′(s,xs)ds.
Now, we give the following Lyapunov-Krasovskii methods for nonlinear fractional neu-
tral systems as counterpart to Lyapunov-Krasovskii methods for classical neutral systems
proposed in [].
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Theorem . Suppose that D(t,φ) is uniformly stable, f takes closed bounded sets
into bounded sets, and suppose that u(s), v(s) are strictly increasing functions with
u() = v() = , and w(s) is a continuous, nonnegative, nondecreasing function. If there
exists a continuously diﬀerentiable functional V :R× C →R such that
u
(∣∣D(t,φ)∣∣)≤ V (t,φ)≤ v(‖φ‖),
cDγtV (t,xt)≤ –w
(∣∣D(t,xt)∣∣), (.)
where γ ∈ (, ]. Then the zero solution of (.) is uniformly stable. If, in addition, w(s) > 
for s > , then it is uniformly asymptotically stable.
Proof It is possible to choose a continuous function α(t) so that α() =  and α(t) >
u–(v(t))≥  for small t > . Then v(t) < u(α(t)) for small t > . For the above-chosen α(t),
by Lemma ., we can ﬁnd a corresponding β(t) with the desired properties. Now, for any
ε > , we can ﬁnd a suﬃciently small δ such that β(δ) < ε. Hence, for any initial time t and




)≤ , t ≥ t,




)≤ V (t,ϕ), t ≥ t.
By (.), this implies that
u
(∣∣D(t,xt(t,ϕ))∣∣)≤ V (t,xt(t,ϕ))≤ V (t,ϕ)≤ v(δ) < u(α(δ)), t ≥ t,
which implies that |D(t,xt(t,ϕ))| < α(δ) for t ≥ t. Since D(t,φ) is uniformly stable,
Lemma . implies
∥∥xt(t,ϕ)∥∥ < ε, t ≥ t.
Therefore, the zero solution is uniformly stable.
To prove uniform asymptotic stability, let ε := ε = , choose δ := δ() >  corresponding
to uniform stability. Then, for any t ∈R, ‖ϕ‖ < δ implies
∥∥xt(t,ϕ)∥∥ < ε, ∣∣D(t,xt(t,ϕ))∣∣ < α(δ), t ≥ t. (.)
Next, for any η > , we wish to show that there is T(δ,η) such that any solution x(t, t,ϕ)
of (.) with ‖ϕ‖ < δ satisﬁes
∥∥xt(t,ϕ)∥∥ < η, t ≥ t + T(δ,η). (.)
Suppose that (.) is not true, then there is a solution x = x(t, t,ϕ) of (.) with ‖ϕ‖ < δ
and ‖xt(t,ϕ)‖ ≥ δ = δ(η) (δ < bα(δ)) for t ≥ t. Then, for any s≥ t, from (.) we have
δ ≤ ‖xt‖ ≤ be–a(t–s)‖xs‖ + c sup
u∈[s,t]
∣∣D(u,xu)∣∣. (.)
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Choose N =N(δ,η) so that N >max{o, a ln bδ }. Let t = t +N , from (.) we have
δ ≤ ‖xt‖ ≤ be–aN‖xt‖ + c sup
u∈[t,t]
∣∣D(u,xu)∣∣






Therefore, there exists ζ ∈ [t, t] such that
∣∣D(ζ,xζ )∣∣≥ δb . (.)
Now consider a sequence of intervals Ik with Ik = [tk–, tk], tk = t +kN , k = , , . . . . By (.)
and (.), there must be some ζk in each Ik such that
∣∣D(ζk ,xζk )∣∣≥ δb .
Then there exists a sequence {ζk}∞k=, ζk → ∞, as k → ∞ such that
∣∣D(ζk ,xζk )∣∣≥ δb , k ≥ .
Without loss of generality, we may assume that ζk+ – ζk ≥ r for k ≥ . It follows from
equation (.) that
D(t,xt(t,ϕ)) =D(t,ϕ) + Iαt f (t,xt(t,ϕ)), t ≥ t,
and
D(ζk ,xζk (t,ϕ)) =D(t,ϕ) + Iαt f (ζk ,xζk (t,ϕ)).
Then we have
D(t,xt(t,ϕ)) =D(ζk ,xζk (t,ϕ)) + Iαt f (t,xt(t,ϕ)) – Iαt f (ζk ,xζk (t,ϕ)).
Since f takes bounded sets into bounded sets, there is a constant L such that |f (t,
xt(t,ϕ))| ≤ L for t ≥ t, ‖ϕ‖ ≤ δ. Then
∣∣D(t,xt(t,ϕ))∣∣≥ δb – L(t – ζk)
α
( + α) , t ≥ ζk .
Hence, for any k ≥ , we have
∣∣D(xt(t,ϕ))∣∣≥ δb , t ∈ [ζk , ζk + θ ],
where θ =min{r, [ δ(+α)bL ]

α }.







Then there exists some positive integer k such that
V (t,ϕ) <
λ
( + γ ) (ζk – t)
γ . (.)




)≤ –w(∣∣D(ζk ,xζk (t,ϕ))∣∣)≤ –λ.






≤ V (ζk ,xζk (t,ϕ))≤ V (t,ϕ) – λ( + γ ) (ζk – t)γ < , (.)
which is a contradiction. Then there must be some t∗ ∈ [t, t + kN] such that ‖xt∗ (t,
ϕ)‖ < δ. Therefore, for ‖ϕ‖ < δ, we have
∣∣x(t, t,ϕ)∣∣ < η, t ≥ t + kN .
This proves the uniform asymptotic stability of the zero solution of (.). 
Remark . From the proof of inequality (.), we can know that the analysis on stabil-
ity of fractional diﬀerential equations is more complex than that of classical diﬀerential
equations, since fractional derivatives are nonlocal and have weakly singular kernels.
Remark . If D(t,φ) is linear in φ and α = γ = , Theorem . is just the same as Theo-
rem . in [].
Remark . If D(t,φ) = φ(), the conclusions of Theorem . are just the same as the
corresponding conclusions of Theorem in [].
Theorem . Suppose that the assumptions in Theorem . are satisﬁed except replacing
cDγt by D
γ
t , then one has the same result for uniform stability and uniform asymptotic
stability.
Proof By using Property ., we have
cDγtV (t,xt) =D
γ
tV (t,xt) –V (t,ϕ)
(t – t)–γ
( – γ ) .
Since V (t,ϕ)≥ , then cDγtV (t,xt)≤DγtV (t,xt). Then we can obtain the same result for
uniform stability and uniform asymptotic stability. 
4 Conclusions
In this paper, we have studied the stability of nonlinear fractional order neutral systems.
We introduce the Lyapunov-Krasovskii approach for the nonlinear fractional neutral sys-
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tems, which enrich the knowledge of both the system theory and the fractional calcu-
lus. We partly extend the application of Caputo fractional systems by using Lyapunov-
Krasovskii approach. By using Caputo and Riemann-Liouville derivatives and Lyapunov-
Krasovskii technique, uniform stability criteria are obtained for the nonlinear fractional
neutral systems. The obtained conclusions generalize the corresponding conclusions in
[, ].
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