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Abstract

In both health systems engineering and reliability engineering, individual units, such
as patients and product units, often exhibit highly heterogeneous performance due to the
influences of various observed individual characteristics and unobserved/unknown factors. Successful modeling of the heterogeneous performance of individual units is of great
importance. It will not only facilitate the identification and quantification of influencing
factors for improving performance of individual units, but also improve prediction accuracy of their future performance. This will further facilitate better decisions, such as costeffective and adaptive healthcare resource planning decision, and proactive maintenance
policy at reduced cost. However, due to the highly complex data structure of the heterogeneous performance of individual units, heterogeneous performance modeling is challenging. Most of existing models often have restrictive modeling assumptions with limited modeling flexibility. In this dissertation, a generic modeling framework is established
with a series of statistical models to characterize three major types of heterogeneous performance data in health systems engineering and reliability engineering, namely the heterogeneous time-to-event data, the heterogeneous trajectory data and the heterogeneous
frequency response data. First, a modeling approach of heterogeneous time-to-event data
is proposed to characterize the time-to-discharge and time-to-readmission observations
of older adults. The proposed model improves service utilization modeling of individual older adults by considering individual latent heterogeneity as well as multiple types
of healthcare settings. Second, a modeling approach of heterogeneous trajectory data
with latent heterogeneity is proposed to characterize the heterogeneous service demand
of nursing home residents. The proposed approach improves prediction accuracy of ser-

viii

vice demand of individual resident and further improves resource planning decisions
via integration of the predictive models with computer simulation and stochastic optimization. Third, a modeling approach of heterogeneous trajectory data with covariates
is proposed to characterize the heterogeneous tribological degradation performance data
of deteriorating test units of cooper alloys. The proposed model improves prediction
accuracy of degradation performance by considering mixed-type covariates as well as
latent heterogeneity within each test unit. Last, a modeling approach of heterogeneous
frequency response data is proposed to characterize the heterogeneous corrosion performance assessment data of corroding aluminum alloys in frequency domain. Both the
individual latent heterogeneity and nonlinear fractional order system dynamics are considered to improve reliability assessment and prediction performance of individual test
units. Real case studies in both health systems engineering and reliability engineering are
considered to illustrate the effectiveness of the proposed modeling framework as well as
the developed approaches, and further demonstrate their superior performances as well
as benefits to stakeholders in both health systems engineering and reliability engineering.
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Chapter 1
Introduction

1.1

Background and Motivation
Due to the influences of various observed individual characteristics and unobserved

(or unknown) factors, the individual units (e.g., patients, product units) in health systems engineering and reliability engineering often exhibit highly heterogeneous patterns
of performance outputs. For instance, in health systems engineering, individual patient
often exhibits heterogeneous service utilization and health outcome, due to the influences
of various observed individual characteristics (e.g., demographics, health conditions) and
unobserved factors (e.g., service quality of the healthcare provider, care quality of caregiver), which are not available from the existing data (e.g., administrative claims data).
Similarly, in reliability engineering, the individual product unit often exhibits highly heterogeneous reliability performance, such as time-to-failure observations and degradation
performance trajectories, due to the influences of various observed individual characteristics of product units (e.g., material properties, operating conditions) and unobserved
factors (e.g., unknown manufacturing errors and variations, unverified design changes).
Successful modeling of heterogeneous performance of individual unit is of great importance in both health systems engineering and reliability engineering. First, a better
heterogeneous performance model will enrich the scientific understanding of the subject of interest for potential performance improvement by identifying and quantifying
the influence of potential contributing factors. In health systems engineering, different
risk/protective factors which influence the heterogeneous health outcome of individual
patient can be identified through the heterogeneous performance modeling and they will
1

inform healthcare providers to provide more personalized treatment and/or care to improve the outcomes of patients. In reliability engineering, different reliability accelerating/decelerating factors can be identified and quantified based on the heterogeneous performance model. As a result, reliability engineers will be able to improve the reliability
growth and maximize the product reliability based on the modeling outputs. Second, a
better heterogeneous performance model will improve the prediction accuracy of the performance outputs. In health systems engineering, it will allow the healthcare providers
to better predict how different individual patients will utilize healthcare resources differently or allow the doctors to better anticipate how the health outcomes of individual
patients will respond differently to the same treatment. In reliability engineering, the
heterogeneous performance model will improve the product reliability assessment and
the prediction accuracy of failure occurrence as well. Third, with the improved prediction accuracy of performance outputs, the developed heterogeneous performance model
can further facilitate the decision making of relevant stakeholders when the available resources are limited. In health systems engineering, with the improved prediction performance of service demand, healthcare provider will be able to achieve better personalized
care delivery to meet the heterogeneous service demand of individual patients at reduced
costs. In reliability engineering, with the improved prediction accuracy of failure occurrence, reliability engineers will be able to develop more proactive and cost-effective maintenance strategies to maximize the product reliability at field operation stage. To further
demonstrate the importance of heterogeneous performance modeling, I will show three
motivating examples as follows with different types of performance data which are commonly investigated in health systems engineering and reliability engineering.
The first example is the heterogeneous time-to-event data. The event can be discharge or re/admission in health systems engineering or product failure in reliability
engineering. As shown in Figure 1.1, the time-to-readmission observations of residents
in assisted living facility are correlated within the same individual and exhibit hetero-
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Figure 1.1: Heterogeneous time-to-readmission data
geneous patterns among different individuals. Besides, the readmission events also involve multiple competing healthcare facilities, such as hospital and nursing home (NH),
as shown in Figure 1.1. Successful modeling of heterogeneous time-to-event data in
health systems engineering (e.g., time-to-readmission and time-to-discharge) is of great
importance to achieve high-quality care delivery and cost-effective healthcare resource
preparedness. For example, adequate modeling of heterogeneous time-to-readmission
data can help to identify the influencing factors of readmission to healthcare facilities
(e.g., re/hospitalization). Better understanding of these risk/protective factors can help
to better analyze individual patterns of service utilization of different healthcare settings
and identify the individuals with high need and high cost. The adequate model of heterogeneous time-to-readmission data can also improve the prediction accuracy of personalized risk of re/hospitalization and NH placement. Moreover, the modeling of time-toreadmission data in health systems engineering can facilitate proper healthcare resource
preparedness and care delivery decision to improve health outcomes of elderly individuals, and further inform reimbursement policy. Similarly, successful modeling of heterogeneous time-to-event data in reliability engineering (e.g., time-to-failure) can provide
reliability growth opportunities by identifying important influencing factors in affecting
product reliability and further can improve the reliability assessment and failure predic-
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tion of engineering products. The developed model with improved prediction accuracy
enables more proactive maintenance plans and/or warranty policies to be designed.
The second example is the heterogeneous trajectory data. The trajectory data are repeated measurements in temporal domain, which often exhibit heterogeneous evolution
patterns among different individual units. For example, the longitudinal observations of

(a) Service need trajectories of nursing
home residents

(b) Tribological degradation performance
outputs of material test units

Figure 1.2: Heterogeneous trajectory data
service need (measured by the amount of nursing care needed in minutes) for NH residents are temporally evolving and exhibit temporal heterogeneity patterns among different individuals, as shown in Figure 1.2a. Another example is the tribological degradation
performance measurements of material test units, which are highly heterogeneous among
different test units, as shown in Figure 1.2b. Successful characterization of such heterogeneity is essential to investigate the temporal dynamics and temporal evolution patterns
of the trajectory data. The modeling of heterogeneous trajectory data can help to identify
the influencing factors which affect the temporal evolution of heterogeneous performance
(e.g., service need evolution of nursing care, tribological degradation performance) and
quantify their effects as well. The modeling framework can further help to capture the
increasing/decreasing patterns of trajectory data and improve the prediction accuracy of
dynamic evolution of heterogeneous performance. With the improved predictive analytics and higher modeling fidelity, the adequate modeling of heterogeneous trajectory data
4

in health systems engineering can further provide managerial insights and inform better
decisions about healthcare resource planning. Similarly, successful modeling of trajectory data in reliability engineering can inform better experimental design about material
reliability testing and better maintenance policy.
The third example is the heterogeneous frequency response data. The frequency pro-

Figure 1.3: Heterogeneous corrosion performance assessment signals
files are nonlinear signal measurements in frequency domain and often exhibit heterogeneous patterns among different individual units. For example, the corrosion performance
assessment signals of material units of aluminum alloy measured in frequency domain
are highly nonlinear and heterogeneous among different material units, as shown in Figure 1.3. Successful modeling of such heterogeneous and nonlinear frequency response
data in reliability engineering can help to identify important accelerating/decelerating
factors and quantify their influences on product degradation performance. The adequate
modeling of heterogeneous frequency response data in reliability engineering can also improve the prediction accuracy of remaining useful life and failure occurrence of missioncritical components/systems, and further improve product reliability assessment. Further, the predictive model of heterogeneous frequency response data with improved ac5

curacy can benefit the cost-effective design of experiments for accelerated testing at research and development stage and also facilitate the optimal maintenance decisions at
field operation stage. The heterogeneity modeling approach of frequency response data
in reliability engineering can be extended to health systems engineering for analyzing
physiological signals, such as electroencephalogram (EEG) signals, which will further
facilitate care delivery decisions and inform better treatment decisions to improve the
health outcomes of patients.

1.2

Literature Review
The scope of this dissertation is focusing on the heterogeneous performance modeling

in both health systems engineering and reliability engineering. Specifically, this dissertation work will investigate the modeling of three major types of heterogeneous performance data often encountered in both health systems engineering and reliability engineering, namely (i) the heterogeneous time-to-event data, (ii) the heterogeneous trajectory data, and (iii) the heterogeneous frequency response data. This section will provide
a comprehensive literature review of the existing modeling approaches for these common
types of performance data.
The time-to-event data is a generic type of performance data which measures the
time duration until the event of interest occurs. This type of performance data commonly appears in both health systems engineering and reliability engineering. For instance, the observations of time-to-discharge from hospital and the observations of timeto-readmission to multiple competing healthcare facilities are examples of the time-toevent data in health systems engineering. In reliability engineering, the time-to-event
data can refer to the time-to-failure data of product units. The time-to-event observations
in both health systems engineering and reliability engineering are highly heterogeneous
among different individual units and often exhibit within-individual dependency, as previously illustrated in Figure 1.1. Such heterogeneous performance is influenced by the
6

observed individual characteristics, such as individual socio-demographics and health
conditions in health systems engineering, and individual characteristics of product unit
in reliability engineering. The within-individual dependency can be ascribed to the influence of unobserved/unknown factors, such as the detailed physiological information
of individual patient which is not available from high-level claims data in health systems
engineering, and unknown material properties due to measurement limitations in reliability engineering. To characterize such complex time-to-event data in health systems
engineering and reliability engineering, different analytical methods have been developed. Some existing studies use parametric/non-parametric distribution-based methods
(Zonderland et al., 2015; Méndez-González et al., 2017) to analyze time-to-event data at
aggregate population level. These methods fail to consider the influence of individual
characteristics on heterogeneous performance data and they are incapable of personalized analysis. To account for the influence of individual covariates, some existing models
incorporate individual observed characteristics and investigate their effects on heterogeneous performance of time-to-event data, such as linear and generalized linear models
(Lee et al., 1993; Bender et al., 2018; Verburg et al., 2014). For instance, the existing literature in health systems engineering utilize individual demographics and clinical diagnoses to characterize the heterogeneous time-to-readmission data (Salamzadeh et al.,
2003) and time-to-discharge data (Gardner et al., 2007). However, these models with observed covariates fail to consider the individual unobserved heterogeneity due to the lack
of available information (e.g., detailed health information in administrative claims data).
Although some recent studies incorporate latent variables to capture individual unobserved heterogeneity, such as frailty models (Rondeau et al., 2003, 2006), their estimation
procedures are developed for population-level analysis and cannot estimate individualspecific latent variables. Moreover, most existing literature often focus on single type of
event, e.g., single type of healthcare settings for individual readmission in health systems
engineering (Zonderland et al., 2015; Salamzadeh et al., 2003), and they fail to consider
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multiple cause-specific competing types of event of interest. There is a need to develop a
generic analytical framework to address the above gaps and to characterize the heterogeneous time-to-event data in both health systems engineering and reliability engineering.
The trajectory data is another important type of performance data to be investigated
in this dissertation. The longitudinal trajectory consists of repeated measurements from
same subject in temporal domain. It is a generic data type in health systems engineering and reliability engineering, which can be used to represent different performance
responses, such as the service need trajectories of NH residents in health systems engineering, and tribological degradation performance trajectories of material test units in
reliability engineering. The trajectory data in both health systems engineering and reliability engineering is heterogeneous among different individual units and often exhibits
diverse temporal evolution pattern, as previously illustrated in Figure 1.2 (a) and (b).
Many existing studies often assume a homogeneous population and utilize population
parameters to characterize the trajectory data, such as continuous stochastic process (Ye
and Xie, 2015; Chen and Ye, 2018) and Markov-based models (Kharoufeh et al., 2010; Bian
et al., 2015). For instance, the population dynamics models (Dadlani et al., 2014) in population health study assume the individuals are from same population and often use population parameters to characterize the heterogeneity of disease propagation. Similarly,
in reliability engineering, Kharoufeh and Cox (2005) focus on characterizing the heterogeneity of degradation performance outputs as a whole without explicitly incorporating
covariates as additional inputs. These approaches neglect the influence of individual covariates and fail to explain part of the heterogeneity of the trajectory data. To characterize
heterogeneous trajectory data with covariates, many existing models often consider single type of covariates. For example, Bagdonavicius and Nikulin (2001) only considers
scalar covariates which represent the aggregate-level material characteristics. Similarly,
Park et al. (2017) only considers scalar covariates of external environmental conditions
in their model to capture degradation performance heterogeneity in reliability engineer-
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ing. On the other hand, Si et al. (2019) only considers functional covariate of detailed
material microstructure information in their degradation model for reliability study. For
another example in health systems engineering, many existing models consider timeinvariant covariates only to capture the heterogeneous temporal evolution patterns of
disability/functional performance trajectories (Chiu and Wray, 2011; Zimmer et al., 2012).
The above models fail to consider multiple types of covariates (e.g., scalar and functional,
time invariant and time-varying) and their potential interaction. Moreover, most existing literature fail to address the latent heterogeneity induced by the unobserved factors
shared within each individual unit. In some recent studies which consider the influence
of unobserved factors, they either utilize discrete latent variable only, such as mixture
model in health systems engineering and reliability engineering (Yuan and Ji, 2014; Sakib
et al., 2017), or use continuous latent variable only, such as random growth model in
health systems engineering (Laird and Ware, 1982) and degradation path model in reliability engineering (Meeker et al., 1998). Most existing models fail to consider both types of
latent variables, namely discrete and continuous latent variables, and they are not able to
capture both individual-level latent heterogeneity and sub-population level heterogeneity. In addition, most existing studies in both health systems engineering and reliability
engineering focus on the modeling of one-dimensional trajectory data and they are not
applicable for handling multi-dimensional trajectory data. There is a need to develop a
generic modeling framework to address the above gaps and to characterize both temporal dynamics and temporal heterogeneity of trajectory data with observed covariates and
latent heterogeneity in both health systems engineering and reliability engineering.
The frequency response data is the third type of performance data that will be investigated in this dissertation. The frequency profiles are nonlinear assessment signals measured in frequency domain. For instance, the corrosion performance data of aluminum
alloy in reliability engineering are nonlinear frequency responses and can be collected via
non-destructive testing technique to account for the latent nature of degradation state of
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corroding units of aluminum alloy. The frequency response data is highly heterogeneous
among different material test units, as previously illustrated in Figure 1.3. To investigate
the corrosion-induced degradation process of the test units and to assess the latent degradation performance of corroding aluminum alloy units, several physical models based on
frequency response data have been established, including Randles circuit model (Alavi
et al., 2016) and failed coating model (Bierwagen et al., 2003). However, these models are
less generic and less flexible to characterize the highly nonlinear relationship between frequency responses and the latent degradation state. Besides, the existing physical models
have two major limitations. First, the least squares estimation method which is mainly
considered in the existing literature fails to quantify model parameters uncertainty due
to the limited sample size of data. Second, many existing studies are mainly restricted to
analyzing degradation behavior of an individual test unit and often fail to account for the
degradation performance variability of the underlying population from which multiple
test units are drawn. Moreover, when a test unit has sparse measurements, it is difficult
to assess its individual degradation performance. Although Bayesian statistics provides
appealing estimation and inference framework (Gelman et al., 2013) to address the aforementioned estimation challenges, it cannot be directly adopted due to its empirical nature
and the complex physical failure mechanism of corroding units. It will be desirable to integrate physical models with Bayesian statistics to improve the modeling accuracy and
reliability assessment as well. There is a need to develop a modeling framework to capture the heterogeneity of the highly nonlinear frequency responses data and to quantify
both the parameters uncertainty and population variability.

1.3

Overview of Dissertation
This dissertation focuses on advancing the modeling of heterogeneous performance

in health systems engineering and reliability engineering with three different types of
performance data, namely the heterogeneous time-to-event data, the heterogeneous tra10

jectory data and the heterogeneous frequency response data. To address the research gaps
mentioned in previous section, I propose a generic modeling framework of heterogeneous
performance of individual units in both health systems engineering and reliability engineering, manifested as
yij ∼ f (y | xi , Zi , Θ), ∀i = 1, ..., N, j = 1, ..., mi
Zi ∼ G (z | Φ), ∀i = 1, ..., N

(1.1)

where yij refers to the jth performance observation/measurement of individual unit i. For
instance, in health systems engineering, yij can represent either the jth hospital time-todischarge observation of individual patient i, or the service need observation of nursing
care of NH resident i at day j as well. In reliability engineering, yij can be specified as the
tribological degradation performance measurement of individual material unit i at time
index j, or the corrosion performance assessment of test unit i at frequency j. f (·) is a
function mapping which links observed covariates and latent factors with performance
response, and it can be manifested as parametric/nonparametric and linear/nonlinear
model. xi is a vector of observed characteristics of individual unit i, and it can be either the
time-invariant characteristics, time-varying characteristics, or the functional covariates in
spatial domain. For instance, xi can refer to individual demographics, clinical diagnosis,
and therapy intensity level of individual patient i in health systems engineering. Alternatively, it can also represent the time-varying health conditions of elderly adults i. In reliability engineering, xi can refer to the environmental/accelerated conditions of individual
material unit i in an accelerated degradation test, or the individual material properties of
test unit i as well. Θ is a set of unknown model parameters. Zi is a latent variable (Bentler
and Weeks, 1980) which is a random quantity that cannot be observed directly. In the proposed generic framework, I utilize Zi to capture the unobserved heterogeneity induced
by the unobserved/unknown factors shared within individual unit i. G (·) is a density
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function for Zi with parameters Φ. The latent variable Zi can be specified as a continuous
random variable which accounts for individual unobserved heterogeneity. It can also be
specified as discrete random variable which captures sub-population level heterogeneity. Moreover, Zi can become more than one dimension, such as mixed type (e.g., both
discrete and continuous) latent variables, which capture both individual unobserved heterogeneity and grouping patterns of performance data. For instance, Zi can represent the
unobserved factors shared within each patient in health systems engineering due to the
lack of detailed physiological information in claims data. In reliability engineering, Zi can
refer to the unmeasurable/unknown factors shared within each individual material unit
due to measurement limitations. With the above formulation, the proposed modeling
framework can jointly capture the observed heterogeneity and unobserved heterogeneity at different levels (e.g., individual level and sub-population level). Attributed to the
generic formulation, several important classes of statistical models, such as frailty model
and mixture model, can be viewed as special cases of the proposed modeling framework.
Besides, the proposed modeling framework has appealing features in practice, such as
improved prediction accuracy and sound model interpretability. Moreover, in this dissertation, I further develop the model estimation algorithms by addressing various technical
challenges during model estimation. With such generic model formulation and flexible
modeling capability, the proposed framework can be applicable for modeling different
types of heterogeneous performance data in health systems engineering and reliability
engineering. Under the proposed framework, the detailed contributions and advancements of the specific modeling approach developed in each chapter are elaborated as
follows from both methodological development and application perspectives.
As mentioned in previous section, many existing modeling approaches of time-toevent data often consider the influence of observed covariates only and mainly focus
on a single type of critical event. These approaches fail to consider the influence of
unobserved/unknown factors and they are not able to account for multiple competing

12

types of critical events in both health systems engineering and reliability engineering. To
fill the gaps and to address the research need of modeling heterogeneous time-to-event
data, in chapter 2, I employ the proposed generic modeling framework and develop specific statistical model and estimation algorithm to jointly quantify the observed heterogeneity and the unit-specific latent heterogeneity. Considering the problems of time-toreadmission and time-to-discharge modeling in health systems engineering as examples,
the response variables yij ’s refer to the correlated time-to-readmission observations and
time-to-discharge observations of patient i, respectively. The individual observed covariates xi refer to individual demographics and health conditions of each patient i. I then
develop survival model to manifest the function mapping f (·). Θ is a set of unknown
parameters related to the specified survival model. The unknown model parameters can
be facility-specific to account for the multiple types of competing healthcare settings (e.g.,
hospital, nursing home) involved in the critical events (e.g., discharge event, readmission event). The latent variable Zi follows continuous distribution and it captures the
unobserved heterogeneity of each patient i due to the lack of detailed physiological information in administrative claims data. Zi can be facility-specific as well to account for the
multiple competing types of healthcare settings. Further, I develop estimation algorithm
under Bayesian framework to jointly estimate the influences of observed covariates and
unobserved factors. With the integrated Bayesian estimation technique and latent survival analysis, I advance the heterogeneous time-to-event data modeling approach in this
dissertation to account for both observed heterogeneity and unobserved heterogeneity.
In addition to the methodological contribution, the proposed work also has contribution
in the application of health systems engineering. As compared to many existing studies which focus on a particular disease group and/or single type of healthcare settings
(e.g., hospital), I investigate multiple competing types of healthcare settings and study
the elderly adults with multiple disease diagnoses in this dissertation.
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The second type of heterogeneous performance data I want to investigate in this dissertation is the heterogeneous trajectory data. First, I study the application problem of
service demand modeling of NH residents in health systems engineering. As mentioned
in previous section, many existing studies use descriptive analytics and/or simple predictive analytics to capture individual service demand of NH residents. Some existing
methods with predictive analytics characterize heterogeneous individual service demand
via considering the influence of observed covariates or utilizing single type of latent variable. Most existing studies fail to account for temporal evolution dynamics and temporal
heterogeneity of service demand. Many existing models fail to consider both observed
heterogeneity and unobserved heterogeneity of service demand at both sub-population
level and individual level. To fill the gaps and to address the research need of modeling
trajectory data in health systems engineering, in chapter 3, I employ the proposed generic
framework and develop service need trajectory model by incorporating both observed
heterogeneity and mixed-type latent heterogeneity to characterize the temporal dynamics and temporal heterogeneity of individual service need evolution. Specifically, considering the problem of modeling service need trajectory of NH residents, the response
variables yij ’s refer to the repeated observations of individual daily service need of NH
resident i in temporal domain. The individual observed covariates xi refer to both of the
individual time-invariant characteristics and time-varying characteristics of NH resident
i, such as individual demographics, health conditions, functional performance limitations
and therapy intensity level. The proposed model considers mixed-type latent heterogeneity and uses both continuous and discrete latent variables to capture both individual-level
unobserved heterogeneity and sub-population level temporal evolution patterns. The underlying service need evolution is captured by both observed covariates and mixed-type
latent variables, and further linked with observed service need trajectory via longitudinal model f (·). I also develop model estimation algorithm to jointly quantify the influence of observed covariates and the mixed-type latent heterogeneity of individual service
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need evolution. Further, I integrate the developed predictive analytics with simulation
model to capture the temporally evolving heterogeneous service demand of NH residents. Moreover, I improve NH resource (e.g., capacity, staffing) planning decisions to
achieve better system performance via incorporating predictive analytics integrated simulation into data-driven decision analytics. In this dissertation, I also investigate how the
demand heterogeneity of NH residents will influence the resource planning decisions. In
addition to the methodological contributions, the proposed work in this dissertation also
has several contributions from application perspective. The staffing decisions in many
existing literature are ratio-based and most of them neglect the service demand heterogeneity among different individuals. There is also a lack of analytics-based decision support tools for NH resource planning. The proposed work in this dissertation considers the
heterogeneous and temporally evolving service demand and further achieves adequate
NH staffing decision based on the characterized service demand. Besides, I develop an
analytics-based decision support platform to facilitate managerial decisions in response
to the varied service demand of varied residents census compositions.
Along the research line of heterogeneous trajectory data modeling, I further investigate the tribological degradation performance modeling in reliability engineering. As
mentioned in previous section, many existing degradation models either consider the
scalar covariate of the external environmental condition only, or solely the functional covariate of the internal material information. Most existing models fail to consider both the
scalar and functional covariates as well as their potential interaction. Besides, many approaches in existing literature fail to consider the influence of unobserved factors shared
within each unit. To fill the gaps and to address the research need of modeling heterogeneous trajectory data with covariates in reliability engineering, in chapter 4, I employ
the proposed framework and develop a generic degradation model with mixed-type covariates and latent heterogeneity to capture the heterogeneous tribological degradation
performance. Specifically, the response variables yij ’s refer to the repeated measurements
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of tribological degradation performance of test unit i in temporal domain during an accelerated wear test. The individual observed covariates xi are mixed-type covariates of material unit i which embrace both the scalar covariates of accelerated conditions and the functional covariates of material characteristics. The continuous latent variable Zi captures
the latent heterogeneity of each test unit i due to the influence of unobserved/unknown
factors shared within each unit. I develop a bi-level degradation model to characterize
the heterogeneous degradation performance. At response level, I linearize the function
mapping via polynomial basis functions. At coefficient level, I then decompose the basis coefficient into five parts to quantify both the influences of mixed-type covariates and
their interaction as well as continuous latent heterogeneity. Further, I develop estimation algorithm to address the estimation challenges. In this work, I employ finite basis
approximation technique to address the infinite dimensionality of functional covariates.
In addition, I use data augmentation technique to address the issue of joint estimation
of mixed-type covariates and latent variable, and further develop the estimation procedure under expectation maximization framework. With the above model and algorithm
development, the propose approach accounts for the influences of observed mixed-type
covariates, which represent both the environmental/accelerated conditions and material
microstructure characteristics, and the influence of their potential interaction as well as
the influence of unobserved factors. In addition to the methodological contributions, the
proposed work in this dissertation also achieves problem-wise advancements. As compared to many existing studies which may neglect the internal factors of material information, the proposed work considers both internal material information and external
environmental conditions for accelerated degradation tests. Besides, the proposed work
considers multiple types of material microstructure characteristics as compared to previous studies which only consider single material type.
In addition to the above modeling approaches of characterizing the heterogeneous
time-to-event data and the heterogeneous trajectory data, I also investigate the model-
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ing of heterogeneous performance data in frequency domain. As mentioned in previous section, many existing studies are based on physical models and only consider simple system dynamics. Most of these models fail to capture the complex physical failure
mechanism and they are not able to characterize the highly nonlinear relationship between frequency responses and the latent degradation state. Besides, the conventional
estimation methods in most existing studies could quantify neither the parameter uncertainty nor the population variability due to the limited sample size of data. Moreover,
the sparse measurements also make the individual degradation performance assessment
difficult. Although Bayesian statistics provide appealing estimation and inference framework to address the above estimation challenges, it cannot be directly adopted due to
its empirical nature. To fill the gaps and to address the research need of modeling heterogeneous and nonlinear frequency response data, in chapter 5, I employ the proposed
generic modeling framework and develop a physical-statistical model with integrated
fractional order system dynamics and Bayesian statistics. Considering the problem of
modeling degradation performance of corroding units of aluminum alloy, the response
variables yij ’s refer to the nonlinear corrosion performance assessment signals of test unit
i in frequency domain. The individual observed covariates xi refer to the frequencies of
stimulus applied on each unit i. To establish the adequate nonlinear relationship between
frequency responses and the latent degradation state, I then incorporate fractional order
system dynamics to manifest the highly nonlinear function mapping f (·). The continuous latent variable Zi captures the influence of unobserved/unknown factors shared
within unit i. In this dissertation work, I propose Bayesian hierarchical model with integrated nonlinear fractional order system dynamics and Bayesian statistical inference to
characterize population-level degradation performance and to capture the complex physical failure mechanism of corroding units. I develop estimation algorithm under Bayesian
framework to quantify both parameter uncertainty and underlying population variability, and also to enable information sharing among different test units drawn from same
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population. The proposed modeling framework of frequency response data can improve
the prediction accuracy of remaining useful life and improve the reliability assessment of
product unit as well. In addition to the methodological contributions, the proposed work
also has contribution from the application perspective. As compared to the conventional
approaches in corrosion degradation study which are either physical models or statistical
models only, the proposed work incorporates both physical engineering knowledge and
Bayesian statistics into a physical-statistical model for characterizing the highly nonlinear
and heterogeneous frequency response data.
Overall, the proposed framework is generic for characterizing different types of heterogeneous performance data in both health systems engineering and reliability engineering. Under this framework, the model development details in each chapter for handing
different types of performance data are summarized in Table 1.1.

1.4

Organization of This Dissertation
The dissertation is organized as follows. Chapter 1 introduces the background and

significance of heterogeneous performance modeling in health systems engineering and
reliability engineering. Chapter 1 also gives the literature review and introduces the proposed modeling framework as well as key features of the specific modeling approaches
developed in each chapter for characterizing different types of heterogeneous performance data. Chapter 2 proposes a Bayesian modeling approach of heterogeneous timeto-event data with competing risk to characterize the heterogeneous service utilization of
elderly individuals in different healthcare settings. Chapter 3 proposes a series of heterogeneous service demand modeling approaches to characterize heterogeneous length
of stays and heterogeneous service need trajectories of NH residents and further integrates the predictive analytics with computer simulation and stochastic optimization to
achieve optimal NH resource planning. Chapter 4 proposes a degradation model with
mixed-type covariates and continuous latent variables to characterize the heterogeneous
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Table 1.1: Summary of different model specifications
Domain
Performance

Healthcare
time-to-discharge/time-to-readmission

Data structure

time-to-event data

Model specification details under the proposed framework in chapter 2
yij ’s

time-to-discharge/time-to-readmission observations

xi
Zi

individual demographics and health conditions
continuous latent variable, capturing latent heterogeneity
due to the lack of detailed physiological information

f (·)

survival model

Θ

facility-specific unknown model parameters

Performance

service need trajectory

Data structure

trajectory data

Model specification details under the proposed framework in chapter 3
yij ’s

Zi

service need observations in temporal domain
individual demographics, health conditions, functional
performance limitations, therapy intensity
mixed-type (both continuous and discrete) latent variable, capturing
temporal heterogeneity at both individual level and sub-population level

f (·)

longitudinal model

Θ

unknown model parameters

Domain

Reliability

xi

Performance

tribological degradation performance

Data structure

trajectory data

Model specification details under the proposed framework in chapter 4
yij ’s

Zi

tribological degradation performance measurements in accelerated wear test
mixed-type covariates (both scalar covariates of accelerated
conditions and functional covariates of material characteristics)
continuous latent variable, capturing the influence of unobserved factors
shared within each test unit

f (·)

longitudinal model

Θ

unknown model parameters

xi

Performance

corrosion performance assessment signals

Data structure

frequency profiles

Model specification details under the proposed framework in chapter 5
yij ’s

corrosion performance measurements in frequency domain

xi
Zi

frequency stimulus on each test unit
continuous latent variable, representing the latent degradation rate and capturing
the influence of unobserved factors shared within each test unit

f (·)

hierarchical model with fractional order system dynamics

Θ

unknown model parameters, including population sharing parameters
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tribological degradation performance of test units in an accelerated wear test. Chapter 5
proposes a hybrid degradation model via integrating Bayesian hierarchical models with
fractional order system dynamics to characterize the heterogeneous frequency profiles of

Figure 1.4: Organization of the dissertation
corroding units of aluminum alloy. Chapter 6 concludes the dissertation with some directions for future research. Figure 1.4 gives an organization diagram of the dissertation.
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Chapter 2
Heterogeneous Healthcare Service Utilization Modeling and Evaluation of Older
Adults with Latent Survival Analysis

2.1

Introduction
To achieve high quality healthcare service delivery and cost-effective resource man-

agement among different healthcare service facilities is one of the important and essential
objectives in the current healthcare research and practice1 . The increasing healthcare demand of the elderly due to the rapid population aging and high prevalence of diseases
and disabilities, coupled with the costly and limited resources available in healthcare facilities, pose great challenges in current U.S. healthcare systems to ensure high quality of
care. The service utilization of healthcare facility is a key measure of healthcare service
demand. The pursuit of match between healthcare demand and resource requires a deep
understanding of the relationship between the service utilization of healthcare facility
and the various individual characteristics of aging population. Healthcare administrative
claims data, originally generated for administrative and billing purpose, contains important information, such as healthcare time-to-readmission and length of stay (LOS), which
can be leveraged to investigate the service utilization under different healthcare settings.
They provide valuable tracking information for admissions and discharges of elderly individuals with different health conditions and demographics. Since healthcare service
utilization may be affected by various individual characteristics and different types of
healthcare facilities, such as acute care and long-term care facilities, may also have differ1 This chapter was published in IEEE (Sun et al., 2017a) and World Scientific (Sun et al., 2017b).

Copyright

permissions from the publishers are included in Appendix A.
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ent influencing factors, it will be desirable to develop data-driven models to analyze individual’s time-to-readmission and LOS from historical administrative claims data. Claims
data and electronic health records are two popular data sources for researchers to examine healthcare utilization patterns and cost of care. Electronic health records contain
detailed individual health information while they are highly fragmented across different healthcare facilities due to various reasons, such as lack of compatibility of different
data warehouse, lack of standardization of data formats, and privacy and security of data
sharing (Fernández-Alemán et al., 2013). As compared to electronic health records, claims
data are standard data sources for billing and administrative purposes with more compatible information but less individual detailed information. These important information
of varied individual characteristics may contribute to the highly heterogeneous service
utilization of elderly individuals while they are not available from claims data. Consequently, there may be many potentially influencing factors shared within each individual
but they are unobserved. These unobserved factors may also affect individuals’ healthcare service utilization and need to be quantified explicitly. Thus, an efficient and effective
statistical model needs to be developed to capture such unobserved heterogeneity and to
quantify the influence of observed individual characteristics on healthcare service utilization of different types of facilities.
Several challenges are involved in modeling heterogeneous time-to-event observations of elderly individuals from administrative claims data. In the context of this work,
an event can refer to "readmission" or "discharge", and thus time-to-event observations
become time-to-readmission or LOS observations. Both time-to-readmission and LOS
data in practice exhibit right-skewness. This right-skewness makes the normality assumption in conventional statistical modeling approaches invalid. To address the rightskewness issue and to explore the influences of different factors, many statistical modeling approaches have been investigated (Bernatz et al., 2015; Jasti et al., 2008). However,
these methods only consider heterogeneity induced by observed factors. They ignore the
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unobserved heterogeneity, which quantifies the effect of unobserved factors due to the
aforementioned unavailability of many individual detailed information in claims data.
Some approaches are developed recently to address the issue of unobserved heterogeneity (Kansagara et al., 2011; Lee, 2012). However, these existing studies mainly employ
non-Bayesian estimation method, such as maximum likelihood estimation method. They
can only assess the average healthcare utilization over a population and fails to provide
an individualized model for every individual care recipient. Non-Bayesian methods also
have issues in unknown parameter estimation when sample size is small. In addition,
most of the previous studies only consider single type of healthcare facility, and fail to
address the multiple types of competing healthcare facilities.
Moreover, in the healthcare system, patients’ behaviors directly affect the utilization
of different healthcare resources (e.g., facility and personnel). The allocation of healthcare
resources conversely impact the individuals’ decisions on healthcare service selection.
In addition, the individuals’ health condition and service requirements are dynamically
changing over time. To evaluate the performance of such complex healthcare systems,
agent-based simulation (ABS) paradigm can be adopted according to its capability of
modeling individual objects (e.g., patients) and their interactions in a dynamic environment. To better model the agents based on individuals’ characteristics and their decisions
on healthcare facility selection, there is a need to develop a predictive analytics integrated
simulation model which integrates ABS and statistical models.

2.2

Methodological Framework

2.2.1

Framework Overview

To address aforementioned challenges and research needs, we propose a data-driven
simulation approach with latent survival analysis that integrates Bayesian statistical modeling and ABS to evaluate the service utilizations of different healthcare facilities. As
shown in Figure 2.5, the individuals transit from community dwelling to different health23

Figure 2.5: Service utilizations among different healthcare facilities
care facilities. The service selection of a typical healthcare facility is latent before the individual is readmitted to one of the multiple competing healthcare facilities. In particular,
we consider two types of healthcare settings, namely, the acute care setting, such as hospitals, and long-term care setting, such as nursing homes (NHs).The proposed predictive
models can capture the latent individual factors due to unavailable physiological information and the latent readmitted healthcare facility due to service selection. The developed statistical models can jointly estimate the facility specific individual observed and
unobserved heterogeneity, and capture both within-individual dependency and betweenindividual independency. For each individual, multiple individual characteristics, such
as ethnic group, age, gender, availability of caregiver, and health condition, are considered to model the time-to-readmission and LOS observations in the hospital and NH.
An ABS model is then developed to simulate the individuals’ time-to-readmission and
LOS in the hospital and NH. The readmission and discharge events of each individual
are driven by the Bayesian individualized models. We further define healthcare facility
utilization as the simulation output. As illustrated in Figure 2.6, the proposed framework
integrates the Bayesian modeling approach and ABS for healthcare systems with a heterogeneous population. The Bayesian modeling approach is employed to estimate each individual’s time-to-readmission to different types of healthcare facilities and his/her stay
in each type of healthcare facility. The ABS model is then developed to simulate each
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Figure 2.6: Overview of proposed modeling framework
individual’s readmission and discharge events and further to evaluate service utilization
of different types of healthcare facilities.
2.2.2

Modeling of Heterogeneous Time-to-readmission Data

Consider a heterogeneous population of N elderly individuals, and each individual
i can be readmitted to one of M different healthcare facilities, namely, type m facility,
i = 1...N, m = 1...M. Denote the jth time-to-readmission observation of type m facility
of an elderly individual i as Tij , j = 1...mi , where mi is the total number of readmissions
to healthcare facility m of individual i. To account for the uncertainty and variability
of individualized multi-types facility readmission, an advanced statistical modeling approach needs to be developed. Several issues involved in the statistical modeling and
analysis of time-to-readmission data should be addressed: (i) the data right-skewness
which invalidates the conventional normality assumption; (ii) the consideration of both
within-individual dependency and between-individual independency; (iii) the individualized model of considering both individual facility-specific observed and unobserved
heterogeneity; and (iv) the competing risk of individuals requesting for healthcare services among multiple types of healthcare facilities.
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To simultaneously address the aforementioned issues, we develop a data-driven individualized multi-type healthcare facility readmission model with latent survival analysis.
The facility-specific readmission risk, rim (t), can be expressed as
Pr(t ≤ Tij ≤ t + ∆t, Jij = m | Tij ≥ t)
, i = 1...N, m = 1...M, j = 1...mi (2.2)
∆t
∆t→0

rim (t) = lim

where Jij is an indicator taking value m if the target facility of jth readmission of individual
i is type m. rim (t) captures the instantaneous probability of individual i being readmitted to healthcare facility m at time t. The model can be further formulated by hazard
regression, written as
b
rim (t) = rm
(t) exp( βTm xi + γim ), i = 1...N, m = 1...M

(2.3)

b ( t ) is the baseline readmission rate to type m healthcare facility of an individwhere rm

ual in the absence of facility-specific individual observed and unobserved heterogeneity.
β m and xi are vectors of facility-specific covariate coefficient and covariates, which represent the facility-specific individual observed heterogeneity. γim is a random factor and is
used to quantify the facility specific individual unobserved heterogeneity. Weibull hazard
b ( t ) due to its flexibility in modeling right-skewness data,
function can be assumed for rm
b ( t ) = λ k tk m −1 where λ and k are facility-specific rate parameter and shape
i.e., rm
m m
m
m

parameter of Weibull distribution respectively. The overall probability of no readmission
to any facilities for individual i, i = 1...N is then given by

Si (t) = exp −

Z t M

∑

0 m =1

!
rim (v)dv

"

= exp −

M

∑

#
λm tkm exp( βTm xi + γim )

(2.4)

m =1

The probability density function of facility-specific time-to-readmission can be expressed
as f im (t) = rim (t)Si (t), i = 1...N, m = 1...M. Denote D as the set of all available data, i.e.,
D = {tij , xi , i = 1...N, j = 1...mi }, and Θ as a collection of all unknown parameters, i.e.,
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Θ = {λm , k m , β m , m = 1...M}. The marginal likelihood function can be obtained as
L(Θ | D ) =

N Z ∞

∏

i =1 0

...

Z ∞ M
0

∏∏

f im (tij )π (γi1 )...π (γiM )dγi1 ...dγiM

(2.5)

m=1 j∈ Im

where Im is an index set of all readmission records that the target facility of individual
i is type m. π (·) represents an arbitrary probability density function. Conventional estimation methods, such as maximum likelihood estimation method, fail to carry out the
estimation of all γim ’s, since they will be integrated out in the marginal likelihood function
maximization. To achieve the joint estimation of both the unknown parameters and all
γim ’s, we develop estimation algorithm under Bayesian framework. The joint posterior
of Θ and γim ’s can be expressed as
π (Θ, {γim } | D ) ∝

N

"

∏ ∏ ∏
i =1

!#

M

m =1

· π (Θ)

f im (tij )

(2.6)

j∈ Im

The above joint posterior can further be derived as
N

π (Θ, {γim } | D ) ∝ L (Θ | D, {γim }) · π (Θ) · ∏

M

∏ π (γim )

(2.7)

i =1 m =1

where π (Θ) is joint prior density function of unknown parameters. L (Θ | D, {γim }) is
joint likelihood function and can be calculated as

L (Θ | D, {γim }) =

N

"

M

mi

∏ ∏ ∏ rim (tij ) · ∏ Si (tij )
i =1

m=1 j∈ Im

#
(2.8)

j =1

Markov Chain Monte Carlo (MCMC) method (Roberts and Sahu, 1997) can be employed to obtain the posteriors of all unknown parameters and all γim ’s. The sampling
algorithm can be summarized as below. τmax is the maximum number of iterations in the
sampling. It is noticed that the total time-to-readmission data of all individuals contribute
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Algorithm 1 Sampling algorithm for parameter estimation of proposed model
(0)

(0)

(0)

0 }
Initialization: Θ and {γim } as Θ0 ← {{λm }, {k m }, { β m }} and {γim
for τ ← 1 to τmax do


(τ )
( τ −1)
( τ −1)
( τ −1)
Draw samples γim ∼ π γim | Di , {λm
}, {k m }, { β m } , i=1...N,m=1...M


(τ )
(τ )
( τ −1)
( τ −1)
Draw samples λm ∼ π λm | D, {γim }, {k m
}, { β m } ,m=1...M


(τ )
(τ )
(τ )
( τ −1)
Draw samples k m ∼ π k m | D, {γim }, {λm }, { β m
} ,m=1...M


(τ )
(τ )
(τ )
(τ )
Draw samples β m ∼ π β m | D, {γim }, {λm }, {k m } ,m=1...M
end for

to the estimation of facility specific unknown parameters, while time-to-readmission data
to any facilities of individual i contribute to the estimation of γim ’s.
Based on the estimated parameters, individual cumulative risk can be analyzed. The
cumulative probability of readmission to a specific healthcare facility m of individual i
Rt
over time can be represented as Fim (t) = 0 f im (v)dv where Fim (t) is essentially a representation of cumulative incidence function (CIF). The upper limits of Fim (t) quantify the
eventual probability that readmission to healthcare facility m will happen on individual i.
The upper limits of Fim (t) approximate to proportion value

mi
∑ m mi

where mi is the number

of readmission to healthcare facility m for individual i, and ∑m mi is the total number of
readmission events of individual i.
2.2.3

Modeling of Heterogeneous Length-of-stay Data

Based on the above developed model, we can analyze personalized risk of readmission to any types of healthcare facilities. When an individual is readmitted to a specific
healthcare facility, the individual stays in that facility and utilize healthcare service for
a certain time. We can employ Bayesian statistical modeling techniques to characterize
individual dwelling duration in a specific healthcare facility Consider a population of n
elderly individuals in a studied healthcare facility and let a random variable Yij represent the jth LOS of an elderly individual i in that facility, i = 1...n, j = 1...ui , where ui is
the total number of times that individual i is discharged from healthcare facility of inter28

est. Denote yij as an actual observation of Yij , the observed LOS data can be expressed
as {yij , i = 1...n, j = 1...ui }. To account for both the effects of observed individual characteristics (e.g., age, race, health conditions, etc.) and latent effects due to unavailable
clinical information, we develop a personalized LOS model under Bayesian framework
with latent survival analysis. The individual LOS in a specific healthcare facility can be
determined by the following model
Pr(t ≤ Yij ≤ t + ∆t | Yij ≥ t)
∆t
∆t→0

di (t) = lim

= db (t) exp(αT wi + δi ), ∀i = 1...n, j = 1...ui

(2.9)

where db (t) is the baseline discharge rate of an individual from studied healthcare facility in the absence of influences of all observed individual characteristics and unobserved
factors. We use Weibull hazard to represent the baseline discharge rate due to its flexibility in modeling right-skewed data, i.e., db (t) = νζtζ −1 , where ν is rate parameter
and ζ is shape parameter of Weibull distribution. wi and α are vectors of covariates and
corresponding coefficients to represent individual characteristics and to quantify their effects, respectively. δi is a random variable with continuous distribution function G (·),
i.e., δi ∼ G (·), ∀i. δi is incorporated to capture the individual latent heterogeneity of the
unobserved factors due to unavailable detailed individual information. di (t) can be interpreted as the instantaneous probability of being discharged from the facility of interest
of individual i at time t given this individual is still in the health care setting. It can measure how likely an individual will be discharged from hospital. A larger value of di (t)
indicates a shorter LOS of individual patient i and vice versus.
To estimate the above LOS model, we utilize available data D l , i.e., D l = {yij , wi , i =
1...n, j = 1...ui }. Denote Θl as a collection of all unknown parameters in the proposed
LOS model, i.e., Θl = {ν, ζ, α}. To estimate Θl , the conventional non-Bayesian estimation method, e.g., maximization likelihood estimation, can be employed to maximize the
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marginal likelihood function, i.e., Θ̂l = arg maxΘl L(Θl | D l ). The marginal likelihood
function L(Θl | D l ) can be expressed as
L(Θl | D l ) =

n Z ∞ ui

∏

i =1 0

∏

j =1



ζ −1

νζyij

h
i
ζ
exp δi + αT wi − νyij exp(αT wi + δi ) π (δi )dδi (2.10)

where π (·) represents an arbitrary probability density function. As shown in Eq. (2.10),
all δi ’s are integrated out in the marginal likelihood function and therefore, they cannot
be estimated. However, δi ’s carry important information to quantify the individual LOS.
To overcome such limitation in the conventional non-Bayesian method, Bayesian inference is considered since (i) both of the Θl and δi ’s can be estimated; (ii) exact inference
of Θl and δi ’s can be achieved through obtaining their posterior densities while in nonBayesian method, point estimate is often obtained and confidence intervals are approximated based on the asymptotic theory. Under the Bayesian framework, the joint posterior
π (Θl , {δi }in=1 | D l ) can be derived as
n

π (Θl , {δi }in=1 | D l ) ∝ L(Θl | {δi }in=1 , D l ) · ∏ π (δi ) · π (Θl )
i =1

n

ui



h

= ∏ ∏ νζyijζ −1 exp δi + αT wi − νyijζ exp(αT wi + δi )
i =1 j =1

i

n

· ∏ π (δi ) · π (Θl )

(2.11)

i =1

where L(Θl | {δi }in=1 , D l ) is the joint likelihood function and π (Θl ) is the joint prior
density of a collection of unknown parameters. Prior independence is often assumed,
i.e., π (Θl ) = π (ν)π (ζ )π (α). We further employ MCMC sampling method (Roberts and
Sahu, 1997) to obtain the posterior densities of Θl and all δi ’s. The full conditional poste-
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rior densities can be explicitly derived as
π (δi | D l , ν, ζ, α) ∝ exp [ui δi − νSi exp(δi )] · π (δi ), ∀i
"
#
n

n

π (ν | D l , {δi }in=1 , ζ, α) ∝ ν∑i=1 ui exp − ∑ νSi exp(δi ) · π (ν)
i =1

π (ζ | D l , {δi }in=1 , ν, α) ∝ ζ

∑in=1

"

ui

n

exp (ζ − 1) ∑

ui

n

∑ log(yij ) − ∑ νSi exp(δi )

i =1 j =1

"
π (α | D l , {δi }in=1 , ν, ζ ) ∝ exp
u

n

n

i =1

i =1

∑ ui αT wi − ∑ νSi exp(δi )

#

· π (ζ )

i =1

#

· π (α)

(2.12)

where Si = ∑ j=i 1 yij exp(αT wi ). Since ζ > 0 and ν > 0, their prior distributions can
ζ

be specified as gamma distribution or log-normal distribution (McGilchrist and Aisbett,
1991). For δi ’s and α, there are no such positiveness restrictions and normal prior density is often selected. Based on the above equations, we can draw the samples from
the derived posterior densities sequentially and update parameter estimates iteratively.
Since the full conditional posterior densities in Eq. (2.12) are not from common distributions, e.g., distributions from the exponential family, Metropolis-Hasting algorithm
(HASTINGS, 1970) can be employed to draw the corresponding samples.
2.2.4

Predictive Analytics Integrated Simulation

With the developed Bayesian statistical models in previous sections, we further develop a predictive analytics integrated ABS model to simulate the readmission and discharge events of each individual who has potential healthcare service needs for multiple
types of healthcare facilities. The flow chart of ABS model is illustrated in Figure 2.7. In
the simulation model, we assume that all of the elderly individuals are in the community
dwelling status before being readmitted to any types of healthcare facilities. Individuals
in this status do not need any healthcare services. However, an individual may need a
certain type of healthcare service (e.g., care service in NH) over time, and can be readmitted to the corresponding healthcare facility to receive service. An individual’s probability
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Figure 2.7: State chart for agent-based simulation of elderly individuals
of readmission to a certain type of healthcare facility is time-dependent and is driven by
the individualized readmission model, as described in Eq. (2.3). The status of an individual is then changed to the corresponding type of the facility. The individual stays in
that status for a certain time, and the dwelling duration in that facility is driven by the
individual LOS model, as shown in Eq. (2.9). After being discharged from the healthcare
facility, an individual transit back to community dwelling status or exits the simulation
when he/she reaches a randomly generated death age. The individual healthcare service
demand of an agent is driven by the proposed statistical models and can be characterized
by the ABS simulation model. The simulation outputs include the number of individuals
in each type of healthcare facility throughout the entire simulation horizon. Animations
include the visualizations of states transition of agents and the real-time plots of number
of individuals in various healthcare facilities.

32

2.3

Case Study
To illustrate the proposed approach and demonstrate its effectiveness, a real case study

is provided based on a subset of the Florida’s Medicare and Medicaid claims data (Meng
et al., 2013). The real data contain details of readmission and discharge records of multiple types of healthcare facilities. The readmission records of 217 elder people and the
discharge records of 1529 elderly individuals in total are utilized to extract the facilityspecific time-to-readmission data and individual LOS data. Two facility types, namely,
hospital and NH are considered in this study. As shown in Figure 2.8, the individual

(a) Individual time-to-readmission

(b) Individual LOS

Figure 2.8: Healthcare service utilization variations
facility-specific time-to-readmission and individual LOS exhibit heterogeneity. To account for such individual heterogeneity, we employ the developed statistical models and
incorporate both observed individual characteristics as well as unobserved factors. The
individual characteristics available in the data set include binary variables, such as gender
indicator, and categorical variables, such as Assisted daily living (ADL) total score and
Charlson comorbidity index as well as ethnicity group, and continuous variables, such as
age. Classical variable selection methods, such as random forest based method, can be
used to select the significant covariates. In proposed readmission model, five covariates
are selected to estimate the proposed statistical models, including the indicator of white
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ethnic group x1 , age x2 , female indicator x3 and caregiver indicator x4 , and score for total
help in activities of daily living x5 . Ten facility-specific covariates coefficients are involved
in the readmission model. Totally 14 unknown parameters and 217 individual γi1 ’s, γi2 ’s
can be jointly estimated using Algorithm 1. In the proposed individual LOS model, six
covariates are selected for model development, including dummy variables w1 -w3 which
represent the ethnic groups of "white", "black" and "hispanic" while the baseline ethnic
group is "other", w4 , w5 and w6 which represent age, gender and Charlson comorbidity
index, respectively. The estimates of unknown parameters of individual LOS model and
all δi ’s can be jointly obtained under Bayesian estimation framework.
Table 2.2: Parameters estimation results of proposed readmission model
Parameters

Posterior mode

2.5%

25%

50%

75%

97.5%

k1

1.36538

1.19000

1.29700

1.35800

1.42700

1.58200

k2

1.10523

0.94020

1.04600

1.10300

1.16100

1.28400

λ1

0.00102

0.00013

0.00053

0.00104

0.00199

0.00681

λ2

0.00102

0.00007

0.00042

0.00106

0.00255

0.01302

β 11

-0.46868

-0.83680

-0.59130

-0.46760

-0.34450

-0.10750

β 12

-0.37511

-0.89031

-0.54450

-0.37440

-0.20400

0.13600

β 22

0.02201

-0.00812

0.01171

0.02188

0.03220

0.05241

β 52

0.74749

0.22840

0.56680

0.74540

0.92540

1.28500

As no prior knowledge is available, non-informative priors are assumed for parameters. To be specific, normal priors are assigned for all facility-specific covariates coefficients β m , and inverse gamma distributions are assumed for shape parameters k1 and k2 .
The point estimate and interval estimate of some estimated unknown parameters in the
readmission model are summarized in Table 2.2. The facility-specific shape parameters
k1 and k2 are larger than 1, which indicates that both the individualized instantaneous
probability of readmission to hospital and NH will increase over time. λ1 and λ2 can
be interpreted as the baseline average hospital readmission and NH readmission respectively, in the absence of effects from individual observed covariates and unobserved het34

erogeneity. As shown in Table 2.2, β 11 has strong negative effect on hospital readmission,
which implies that the "caucasian" ethnic group is less likely to be readmitted to hospital,
compared to other ethnic groups. Although β 12 is not significantly different from zero
at 95% credible interval, it still contains rich information. β 12 has negative effect at 50%
credible, and shows strong concentration on negative values. This implies that the white
ethnic group is less likely to be readmitted to NH. β 22 neither has a significant effect at
95% credible interval. However, it is significantly positive at 50% credible interval. When
an individual gets older, the probability of readmission to NH becomes higher. β 52 is significantly positive at 95% credible interval, which implies that the individual who needs
more help in activities of daily living is more likely to be readmitted to NH and thus has
shorter time-to-readmission to NH. The density plots of β̂ 11 and β̂ 52 are shown in Fig-

(a) β 11

(b) β 52

Figure 2.9: Posterior density plots of model parameters
ure 2.9, which consistently depict the strong negative tendency and the strong positive
tendency at 95% credible interval respectively.
In addition to the unknown parameters of the proposed readmission model, the individual latent heterogeneity can also be quantified. The positive value of facility-specific
individual unobserved heterogeneity indicates that individual is more likely to be readmitted to a specific facility, and thus has a shorter time-to-readmission, and vice versus. As shown in Figure 2.10a, individual C has relatively longer time-to-readmission
to NH, compared to the other individuals. Individual A has relatively shortest time-to35

(a) Time-to-readmission of four individuals

(b) Density plots of NH-specific γi2 ’s

Figure 2.10: Individual unobserved heterogeneity of time-to-readmission data
readmission to NH. As illustrated in Figure 2.10b, the density plot of γC2 concentrates
on negative values, and it indicates that individual C is less likely to be readmitted to
NH, and thus has longer time-to-readmission to NH. All of γi2 ’s for the other individuals
exhibit a strong tendency on positive values, and particularly γ A2 has largest positive posterior mode among all individuals. The results inferred from γi2 ’s are consistent with the
real data, that is, individuals A, B, D are more likely to be readmitted to NH and has relatively shorter time-to-readmission to NH than individual C, and individual A is relatively
most likely to be readmitted to NH due to the effect from strongest positive concentration
and largest posterior mode of γ A2 . The hospital-specific and NH-specific individual latent
heterogeneity of all individuals are illustrated in Figure 2.11. The hospital-specific unobserved heterogeneity γi1 ’s are approaching to 0, indicating that the majority of individual heterogeneity can be explained by the observed individual covariates. On the other
side, the NH-specific γi2 ’s are significantly different than 0, which implies that individual
time-to-readmission to NH is influenced by the unobserved factors due to information
unavailability issue in the raw health claims data.
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Figure 2.11: Facility-specific individual unobserved heterogeneity
Based on the estimated unknown parameters and facility specific individual unobserved heterogeneity, individualized competing risk analysis can be carried out for the
proposed readmission model. The facility-specific individual cumulative incidence function can be obtained and the upper limits of hospital CIF and NH CIF can be calculated.
The upper limits theory in context of readmission can be interpreted as upper limits of
specific healthcare facility CIF should equal to the proportion of number of readmissions
to corresponding healthcare facility over total number of readmissions. As shown in Fig-

(a)

(b)

Figure 2.12: Upper limits validation of hospital and NH CIF
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ure 2.12, the upper limits of NH CIF for both two individuals approximate to the proportion of number of readmissions to NH over total number of readmissions respectively.
Upper limits of hospital CIF can also be validated. Moreover, the personalized cumulative risk curve and probability of no readmission over time can be obtained. As shown in

(a)

(b)

Figure 2.13: Personalized risk analysis
Figure 2.13b, the total hospital-specific and NH-specific cumulative risks of readmission
of individual with ID 97 are all larger than the ones of individual with ID 112, which are
consistent with real data in Figure 2.13a.
Further, we carry out joint estimation of unknown parameters and all δi ’s in the proposed individual LOS model for healthcare facility of interest. The estimation results of
hospital LOS model are summarized in Table 3.6, including point estimates (e.g., posterior mean), posterior quantiles (e.g., 25% posterior quantile) and interval estimate (e.g.,
95% credible interval). The Bayesian estimation approach provides a rich information
summary to quantify both the uncertainty of estimated parameters and variability among
different individuals. As shown in Table 3.6, the parameter α1 is significant and has a positive effect on hospital LOS based on 95% credible interval. This implies that compared to
the baseline ethnic group "other", the individuals in "white" group will have shorter stay
in hospital. Although the other covariates are not significantly from zero at 95% credible
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Table 2.3: Estimation results of hospital LOS model
Parameters

Posterior mean

2.5%

25%

50%

75%

97.5%

α1

0.31793

0.08485

0.23900

0.31790

0.39642

0.54990

α2

0.24265

-0.16460

0.10340

0.24315

0.38350

0.64870

α3

-0.06581

-0.33660

-0.16100

-0.06627

0.02705

0.21630

α4

0.00215

-0.00811

-0.00141

0.00217

0.00570

0.01247

α5

0.07670

-0.11680

0.01062

0.07645

0.14260

0.27190

α6

-0.03613

-0.12060

-0.06472

-0.03530

-0.00802

0.04617

ν

0.00958

0.00357

0.00634

0.00861

0.01187

0.02100

ζ

1.93879

1.85100

1.90800

1.93900

1.96900

2.02700

interval, posteriors can still give rich and useful information. For instance, α6 has a negative significance based on 50% credible interval. As the value of w6 increases when the
health condition of an individual becomes worse, the negative value of the coefficient α6
indicates that individual with more severe health condition will be less likely discharged
and thus has a longer stay in hospital. The estimated parameter ζ̂ > 1 implies that the
instantaneous probability of hospital discharge of an individual will increase over time.
ν̂ can be perceived as the baseline average instantaneous discharge rate in the absence of
influences of all δi ’s and all wi ’s. The individual unobserved heterogeneity of all individuals can be simultaneously obtained by the estimation procedure of proposed LOS model,
as described in Section 2.2.3. Figure 2.14 illustrates the estimation results of all δi ’s. The
quantified individual latent heterogeneity is significantly different from 0, which implies
that hospital LOS is impacted by unobserved individual factors. A positive value of δi
indicates that an individual will be more likely discharged and thus has a shorter hospital LOS, and vice versus. Furthermore, we compare the goodness-of-fit performance
of proposed LOS model with conventional models without considering individual unobserved heterogeneity. The deviance information criterion (DIC) (Spiegelhalter et al.,
2002) is employed to evaluate the goodness-of-fit. A lower DIC value indicates a better
goodness-of-fit. The DIC of the proposed model and the conventional model are 11380
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Figure 2.14: Individual unobserved heterogeneity of hospital LOS
and 12070, respectively. Thus, the proposed LOS model considering individual latent heterogeneity achieves better goodness-of-fit to the data. Similarly, the individual NH LOS
model of all elderly adults in NH can also be estimated based on the available data using
the procedure demonstrated in Section 2.2.3.
Based on the above developed statistical model, we integrate predictive analytics with
simulation model. The data-driven ABS model is developed in AnyLogic environment.
Based on the data used in our case study, each agent in the simulation model has three
possible states, including the state of an agent being in the community (no healthcare service needed), the state of an agent being in NH, and the state of an agent being in hospital.
The data-driven simulation model is flexible enough to incorporate other types of healthcare facilities and individual attributes if the corresponding data is available. The individualized facility-specific probability of readmission can be quantified by Eq. (2.3) and
individual LOS in facility of interest can be captured by Eq. (2.9). In the experiment, we
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create 2 scenarios with different population cohort and varied individual characteristics.
Table 2.4 shows the variables of individual characteristics as simulation inputs in differTable 2.4: Simulation settings in different scenarios
Scenario 1
Variables

Region 1

Region 2

Region 3

x1

uniform_discr(0,1)

uniform_discr(0,1)

uniform_discr(0,1)

x2 ,w4

uniform_discr(45,55)

uniform_discr(55,65)

uniform_discr(65,75)

x3

uniform_discr(0,1)

uniform_discr(0,1)

uniform_discr(0,1)

x4

uniform_discr(0,1)

uniform_discr(0,1)

uniform_discr(0,1)

x5

uniform_discr(0,5)
uniform_discr(0,1)
w1 + w2 + w3 = 1

uniform_discr(0,5)
uniform_discr(0,1)
w1 + w2 + w3 = 1

uniform_discr(0,5)
uniform_discr(0,1)
w1 + w2 + w3 = 1

w5

uniform_discr(0,1)

uniform_discr(0,1)

uniform_discr(0,1)

w6

uniform_discr(0,5)

uniform_discr(0,5)

uniform_discr(0,5)

[ w1 , w2 , w3 ]

Scenario 2
Variables

Region 4

Region 5

Region 6

x1

1

0

0

x2 ,w4

uniform_discr(65,75)

uniform_discr(65,75)

uniform_discr(65,75)

x3

uniform_discr(0,1)

uniform_discr(0,1)

uniform_discr(0,1)

x4

uniform_discr(0,1)

uniform_discr(0,1)

uniform_discr(0,1)

x5

uniform_discr(0,5)

uniform_discr(0,5)

uniform_discr(0,5)

[ w1 , w2 , w3 ]

[1, 0, 0]

[0, 1, 0]

[0, 0, 1]

w5

uniform_discr(0,1)

uniform_discr(0,1)

uniform_discr(0,1)

w6

uniform_discr(0,5)

uniform_discr(0,5)

uniform_discr(0,5)

ent scenarios. In Scenario 1, 3 geographic regions (Regions 1-3) with different population
age distribution are modeled to study the impact of age on healthcare service utilizations
of different facilities. In Scenario 2, another 3 geographic regions (Regions 4-6) with different ethnic groups are modeled to study the effects of ethnicity on healthcare service
utilization. Each region is designed to host a population of 150 individuals (agents) that
may need healthcare services from NH and hospital. The steady state of simulation can
be reached in about 3 years for each scenario. Consequently 5 years are simulated and
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1865 samples are collected in total. The simulation results for all 6 regions are statistically
significant. Figure 2.15a and Figure 2.15b show the healthcare service utilization results

(a) Number of individuals in nursing home in
Regions 1-3

(b) Number of individuals in hospital in
Regions 1-3

(c) Number of individuals in nursing home in
Regions 4-6

(d) Number of individuals in hospital in
Regions 4-6

Figure 2.15: Number of individuals using care services in different scenarios
for Scenario 1. When the average age of the population increases, the utilizations of both
NHs and hospitals increase. However, when the individuals are relatively young (e.g.,
in Regions 1 and 2), their utilization of NH service shows a slower increase compared to
that from older individuals. These results indicate that the individuals in the region with
an older population tend to have a higher healthcare service utilization. Figure 2.15c and
Figure 2.15d show the healthcare service utilization results for Scenario 2. The white people (Region 4) tend to stay in NHs compared to African American and Hispanic people.
When comparing African American people (Region 5) and Hispanic people (Region 6),
African American people tend to utilize healthcare service in NHs, while Hispanic people
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tend to go to hospitals. These results reveal that healthcare service utilizations of different
facilities are affected by the ethnicity.

2.4

Concluding Remarks
In this work, a data-driven simulation approach with latent survival analysis is pro-

posed to model and to evaluate healthcare service utilization of both acute care facility and long-term care facility. In the proposed approach, a Bayesian statistical modeling approach is proposed to analyze complex data structures of individuals’ time-toreadmission and LOS observations by incorporating varied individual observed characteristics (e.g., gender) and unobserved factors based on real administrative claims data.
Joint estimation of individual observed effects and individual latent heterogeneity is carried out under Bayesian estimation framework. An ABS model is further developed to
study the readmission and discharge events of individuals based on the individualized
Bayesian statistical models. We conduct a real case study based on Florida’s Medicare and
Medicaid claims data to evaluate the performance of proposed approach. The predictive
analytics integrated simulation results reveal that 1) the healthcare facilities in the region
with an older population tend to have a higher utilization, and 2) the healthcare facility
utilization is affected by the ethnicity. Our future research works are to study additional
observed factors for statistical modeling and incorporate the impact of healthcare facility
capacity and payment policies, such as reimbursement policies, on individuals’ healthcare service selection to produce more realistic results.
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Chapter 3
An Analytics-based Capacity and Staffing Decision Support System under
Heterogeneous Service Demand of Nursing Home Residents

3.1

Introduction
The elderly population in the United States has a rapid growth in recent years2 . Along

with the demographic shift in the elderly population, there is a considerable increase in
the prevalence of aging-related disabilities, multiple chronic diseases and functional limitations/losses among older adults. Consequently, their needs for nursing care and personal assistance are dramatically increasing in healthcare systems, especially in modern
nursing homes (NHs) which are mainly responsible for caring frail and vulnerable elderly
population. Modern NHs provide 24/7 formal care to frail older adults with a variety of
skilled personal medical care and living assistance. Different types of nursing staff in
NH, such as certified nurse assistant (CNA), registered nurse (RN), and license practical
nurse (LPN), provide various care services, including post-acute health care, specialized
medical services, restorative and rehabilitation services, assistance with activities of daily
living and end-of-life care. Although there are multiple different types of nursing care
supplies, the aging-related issues of NH residents consequently trigger escalating nationwide NH workforce shortage and insufficient care resources as well as public financing
shortfall (Janiszewski Goodin, 2003). On one hand, the shortage in available beds and
nursing staff will arouse concerns on care accessibility of NH residents (Hyer et al., 2011;
Spilsbury et al., 2011) and undermine their quality of life (Park and Stearns, 2009; Konet2 Portions of this chapter were arxiv preprint (Sun et al., 2021b).

Copyright permission from the publisher

is included in Appendix A.
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zka et al., 2008). Specifically, there are over 45 million Medicare-eligible aging adults with
potential needs of NH care services, as compared to the insufficient nationwide supply
of 1.7 million available NH beds (National Center For Health Statistics, 2019). Moreover,
there is nationwide severe shortage of CNAs and over 90% of NHs are understaffed.
On the other hand, excessive supplies in capacity and workforce may lead to a waste
of resource and increase financial burden of NH providers. The unused beds will incur
unnecessary healthcare expenditures and overstaffing will reduce the profitability of NH
providers. To meet the excessive service demand of NH residents, it will be highly desirable to develop a cost-effective solution for NH resource planning which can ensure both
the quality of care for NH residents and the profitability for NH providers.
Nevertheless, successful NH resource planning is challenging due to the highly heterogeneous and complex service demand of NH residents. The complexities of heterogeneous service demand lie in three aspects. First, different NH residents may have varied
individual characteristics (Manton et al., 1985), such as diverse socio-demographics, various clinical diagnoses and chronic conditions, and different functional performance limitations (e.g., physical, mental and cognitive performance limitations and losses). Consequently, NH residents have diverse service needs. Per diem staff-time of certain care service may vary among different NH residents. For example, daily CNA staff-time ranges
from 30 to 200 minutes (Centers For Medicare & Medicaid Services, 2013) among different individuals. Moreover, NH residents have diverse needs (e.g., skilled nursing care,
restorative care, physical therapy, etc.) on different types of nursing staff and aides due
to varied individual health conditions. The daily staff-time of different types of care services also varies among residents. Second, the resident-level service utilization, such as
dwelling duration, is heterogeneous among NH residents. Specifically, different NH residents may have diverse length-of-stay (LOS) (Liu et al., 1991) with multiple competing
and correlated discharge dispositions (e.g., hospital, community, etc.) due to different
individual characteristics. For example, NH residents may be discharged to community
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in a few weeks due to recovery, or stay in NH longer for several months or years due
to further deterioration of their health conditions. Even during their stays, some NH
residents may be transferred to acute care settings (e.g., hospital) due to the occurrence
of critical events and emergencies (e.g., falls, infections, etc.). Third, resident-level functional performance limitations, such as activities of daily living (ADL) score, and health
conditions as well as therapy intensity are time-varying. Consequently, the service need
of NH residents may also changes over time and exhibits diverse temporal patterns. The
resident-level service need may decrease over time due to recovery after receiving treatments and less needs of nursing care and assistance are required, or may increase over
time due to health deterioration and more needs of daily living assistance are required.
There is a research need to improve NH capacity and workforce planning in response to
such heterogeneous and temporally evolving service demand of NH residents.
Existing NH resource planning approaches in nursing literature and industrial practice were mainly based on personal experiences and subjective judgment of NH administrators (Mueller et al., 2006; Zhang and Grabowski, 2004), and/or often relied on government regulations, such as minimum staff-to-resident (SR) ratio enforced by federal/state
agencies (Bowblis, 2011; Bowblis and Ghattas, 2017). Many of them adopted one-sizefits-all policies based on aggregated measures, such as SR ratio and hours per patient
day, which neglected service demand heterogeneity of different individuals. There was
a lack of both data-driven framework and practical analytics-based decision support system to inform NH administrators of proper and managerial resource planning decisions.
There is a need to develop an evidence-based analytical framework for NH capacity and
workforce planning via taking the aforementioned complexities of service demand heterogeneity into account. On the other side, extensive works in the field of healthcare
system and operations research focused on acute care settings, such as intensive care
units (Ridge et al., 1998), emergency units (Kunkel and McLay, 2013) and hospitals (Ma
and Demeulemeester, 2013; Burdett and Kozan, 2016; Siferd and Benton, 1992; Bard and
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Purnomo, 2005; Kim and Mehrotra, 2015; Yankovic and Green, 2011; Punnakitikashem
et al., 2013). There is few research focusing on long-term care (LTC) settings (Li et al.,
2016; Zhang et al., 2012), such as LTC network and NH facilities. The existing studies
often simplified the service demand via assuming a homogeneous population of NH
residents and neglecting the complexity of heterogeneous service demand of NH residents (Bard and Purnomo, 2005; Kim and Mehrotra, 2015). Many of them considered
the distribution-based LOS model without incorporating individual characteristics (Bard
and Purnomo, 2005; Kim and Mehrotra, 2015; Burdett and Kozan, 2016; Siferd and Benton, 1992; Li et al., 2016). Some works utilized patient volume to quantify service demand
without accounting for individual differences among patients (Siferd and Benton, 1992;
Kim and Mehrotra, 2015). Further, most existing methods failed to account for temporal dynamics and temporal heterogeneity in service demand modeling. There is a need
to better understand and characterize the complex and heterogeneous service demand
of NH residents, and further to develop an integrated evidence-based decision support
system for NH capacity and workforce planning under heterogeneous service demand
of NH residents. To fill the above gaps and to address the research needs, I propose a
data-driven integrated framework and analytics-based decision support system for NH
resource planning in this chapter. The details will be described in the following sections.

3.2

Framework Overview
To determine the "right" amount of resources (e.g., number of beds and number of

nursing staff) with proper scheduling in response to the heterogeneous and temporally
evolving service demand of NH residents, I propose a data-driven modeling framework
and decision support system. The proposed framework integrates advanced statistical
modeling, computer simulation and stochastic optimization. It embraces several key
modules, as illustrated in Figure 3.16. In Module I, I develop an individual NH LOS
model to quantify heterogeneous service utilization of NH residents. In Module II, I then
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Figure 3.16: Overview of the proposed framework and decision support system
incorporate domain knowledge and develop a service need classification system to capture individual heterogeneity of service need of NH residents. In Module III, I further
integrate computer simulation with developed predictive analytics to obtain facility-level
service demand. In Module IV, I enhance the predictive analytics and propose a temporal
heterogeneity modeling approach to characterize heterogeneous and temporally evolving
service demand of NH residents at higher granularity. To meet the simulated service demand, I further develop a two-phase optimization approach to achieve optimal capacity
planning decision (Module V) and optimal workforce planning (Module VI). Moreover,
I develop a practical user-friendly decision support platform to facilitate managerial decision making for NH administrators. The details of proposed modeling framework are
elaborated in the following sections.
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3.3

Individual Heterogeneity Modeling of Service Demand

3.3.1

Module I: Heterogeneous Service Utilization Modeling

LOS is a critical measure of service utilization of NH residents. Due to the varied individual characteristics, LOSs differ considerably among residents. Further, NH residents
will be either discharged back to their residential community due to recovery or transferred to higher-level acute care settings, such as hospital, due to the occurrence of critical
events (e.g., fall, and infection, etc.). To improve the LOS prediction accuracy in presence
of such individual heterogeneity with multiple competing discharge dispositions, I develop a semi-parametric predictive model with competing risk. The predictive model can
better quantify and predict the service utilization of NH residents. In addition to the superior prediction accuracy, the developed model also achieves sound model interpretability
by identifying the disposition-specific contributing factors and quantifying their effects
on NH service utilization. Considering a heterogeneous population of N elderly NH residents and M discharge dispositions, Tim is denoted as LOS of resident i with discharge
disposition m, i = 1...N, m = 1...M. The proposed LOS model can be formulated as

γim (t| xi ) =

lim∆t→∞ Pr(t ≤ Tim < t + ∆t| Timin ≥ t, xi )
∆t

b
= γm
(t) exp ( βTm xi ),

i = 1...N, m = 1...M

(3.13)

where Timin = min( Ti1 , ..., Tim , ..., TiM ). γim (·) refers to the resident-specific NH discharge
b (·) is the baseline NH discharge risk of disposition m, m =
risk of disposition m and γm

1...M. β m and xi represent the disposition-specific covariates coefficients and the individual characteristics (e.g., demographics, clinical diagnoses, functional performance, etc.),
respectively. The proposed predictive LOS model with competing risk can be perceived
as a special case of the time-to-event model described in Chapter 2. The latent variable
is not considered here because only single LOS observation is available for each NH resi-
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dent. It is not applicable to capture the within-individual dependency of correlated LOS
observations, as compared to the model in Chapter 2. Based on the above formulation
in Eq. (3.13), we can further estimate model parameters and quantify the effects of influencing factors. The original likelihood function has complex structure due to multiple
discharge dispositions, making model parameters estimation challenging. To address the
estimation issue, the augmented variables ∆im , i = 1...N, m = 1...M are introduced to
indicate the discharge disposition type and further to decouple the likelihood function.
∆im = 1 if resident i is discharged to disposition m and ∆im = 0 otherwise. Given the augmented data D = {ti , ∆im , xi }iN=1 and a set of unknown parameters Θ =

S

m

Θm where

b (·), β }, m = 1...M, the original likelihood
Θm ’s are mutually exclusive and Θm = {γm
m

can be decomposed into multiple disposition-specific likelihood functions as

L ( Θ |D) =

N

M

∏∏



b
(ti ) exp( βTm xi ) exp
γm



−

∑

m =1 0

i =1 m =1
M

=

M Z ti

b
γm
(τ ) exp( βTm xi )dτ

∆im

∏ L m ( Θ m | D)

(3.14)

m =1

where Lm (Θm |D) =

b ( t ) exp( βT x ) exp
∏i∈ Im γm
i
m i



R ti
M
− ∑m
=1 0

b ( τ ) exp( βT x ) dτ
γm
m i


is the

disposition-specific likelihood function and Im is the index set of all NH residents who are
discharged to disposition m. To estimate model parameters, partial likelihood maximization is first used to obtain the estimates of β m , e.g., β̂ m = arg max Lm (Θm |D). Further, to
βm

address the estimation issue of nonparametric component, Efron morris estimator (Efron
b (·).
and Morris, 1973) is employed to estimate γm

3.3.2

Module II: Heterogeneous Service Need Characterization

In real practice, the daily service need of NH residents can be quantified as per diem
staff-time needed (in minutes) on each type of caregivers (e.g., CNA). Due to diverse
chronic conditions (e.g., vascular disease, osteoporosis, dementia and depression), multi-
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functional (e.g., physical and cognitive) limitations, and different types of therapies (e.g.,
audiology, occupational and/or physical therapy) and treatments (e.g., radiation, dialysis
and/or skin treatment) received, residents service need can be highly heterogeneous. For
example, per diem CNA staff-time varies from 30 minutes to 200 minutes among different NH residents with varied health conditions and therapy service level. To characterize

Figure 3.17: Service need heterogeneity characterization system
the heterogeneous service need of NH residents, I develop a service need classification
system, as shown in Figure 3.17. In this work, I particularly use CNA service need as
an example to illustrate the classification system because CNAs account for the majority
(over 60% in average) of nursing staff in U.S. NHs. Without losing generality, the proposed approach can be applied to any other types of caregivers in a NH as well (e.g.,
RN, LPN). In the proposed classification system, I incorporate NH domain knowledge,
such as national Staff Time and Resource Intensity Verification (STRIVE) Project (Centers
For Medicare & Medicaid Services, 2013) and resource utilization group (RUGs) (Dellefield, 2006). The raw RUG system is a patient classification system for reimbursement
purpose which categorizes NH residents into multiple service need groups. Each service need group comprises NH residents with similar resource usage level. For residents
in each of the raw service need groups, STRIVE project, one of the most recent national
staff-time projects, further provides staff-time information based on nationwide measurement study. Specifically, STRIVE provides nationwide reference values of average daily
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staff-time needed based on the aggregation of raw staff-time measurements (collected
using personal digital assistants) of approximately 97,000 NH residents from more than
200 representative high-quality NHs across different states. For each service need group,
STRIVE contains (i) daily average staff-time spent directly with or on behalf of a resident;
and (ii) daily average staff-time proportion spent indirectly for supporting the delivery
of care for a resident. The former is defined as direct care, which involves activities such
as feeding, helping dress, giving medications, charting for a resident, calling a physician about a resident, etc. The latter is defined as indirect care, which involves activities
such as stocking medication cabinet, performing administration, participating in training
sessions, taking time for breaks and meals, etc. Due to a lack of actual staff-time measureTable 3.5: Identifying variables in the service need characterization system
Variable

z1

z4

z5

Variable Description

Activities of daily
living (ADL) score:
functional disability

Rehabilitation
services level: level
of therapy services
for speech, audiology,
occupational and
physical therapy

Extensive medical
services level: level
of medical services

Value

Value Description

0-1

Independent, no or few needs of daily living assistant

2-5

Dependent, need daily living assistance

6-10

Dependent, need medium level daily living assistance

11-14

Highly dependent, need high level daily living assistance

15-16

Most dependent, need highest level daily living assistance

0

No: without rehabilitation services

1

Low

2

Medium

3

High

4

Very high

5

Ultra-high

0

No: without extensive medical services

1

Tracheostomy care, AND ventilator/respirator

2

Tracheostomy care, OR ventilator/respirator

3

Isolation for active infectious disease

ments at our studied NH, I incorporate STRIVE project to quantify the "representative"
daily staff-time needed in minutes. I utilize the identifying variables in original RUGs
classification system and develop a modified service need classification system to charac52

terize service need heterogeneity of NH residents, as shown in Table 3.5. The identifying
variables include (i) the resident-level ADL scores which measure the level of functional
assistance or support required by the resident, and (ii) care intensity such as the rehabilitation service level and extensive medical care service level.
As aforementioned, the raw RUG classification system is designed for reimbursement
policy making. Thus, NH residents in different raw groups may have similar patterns of
daily service need of different types of caregivers. To reduce the complexity of raw classification system and to characterize service need heterogeneity of NH residents, I modify
the raw RUG classification system. To ensure modeling simplicity and practical convenience (van Eeden et al., 2016), I consider exponential distribution with single parameter
to model daily staff-time of direct care and indirect care, and further assume they are independent. The total staff-time then follows hypoexponential distribution with two different rate parameters. To capture similar patterns of total staff-time among NH residents,
I perform clustering on total staff-time of original RUG groups. Specifically, I employ hierarchical clustering approach (Dhillon et al., 2003) and use Jensen-Shannon divergence
(JSD) as similarity measure (Lin, 1991). The number of target service need groups is obtained by minimum number of groups which can satisfy the condition that maximum
within-cluster JSD is not exceeding tolerance ec , expressed as N ∗ = arg min N ∈ Z+ :
R
R pi + p j
p +p
log i 2 j dµ + + 12 pi log pi dµ +
{ D pi ,p j }i,j∈ck
≤ ec , k = 1, ..., N where D pi ,p j = −
2
∞
R
1
p j log p j dµ with pi and p j as distributions of average daily staff-time of original RUG
2
group i and j, and ck is a index set of original groups which belong to cluster k. In this
study, I use ec = 0.002 as the criterion to determine final number of service need groups.
Further, the group-specific parameters for total staff-time are obtained based on the mean
of the rate parameters of all raw RUG groups within cluster. The effectiveness of clustering results is evaluated via Cramer-Von Mises (CVM) test (Stephens, 1970). The p-values
of all groups based on CVM test are larger than 0.5. This strongly indicates that the hypoexponential distribution with fitted group parameters achieves satisfactory goodness-
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of-fit performance. As shown in Figure 3.18, the total mean staff-time is increasing when

Figure 3.18: Fitting performance of the service need groups
the group index becomes larger and the distributions of total staff-time among different
groups are significantly different. To further characterize the service need heterogeneity

Figure 3.19: Decision tree of service need classification system
among different NH residents, I employ Apriori algorithm (Agrawal et al., 1994) to learn
the association rules among identifying variables and service need groups. I then construct and prune a classification tree (Gehrke et al., 1999). The tree-based classification
diagram is illustrated in Figure 3.19. When the resident ADL score is larger, the service
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need group index becomes larger, which implies that the residents need of CNA service
becomes larger. It is because, in a typical NH, CNAs are mainly responsible for providing daily living assistance (e.g., dressing, feeding and bathing) for NH residents. Besides,
CNAs also assist residents with their rehabilitation plans, such as assisting residents with
physical or occupational therapy activities established by the therapists. As shown in
Figure 3.19, when resident has higher rehabilitation service level, the CNA service need
tends to become larger. In addition, when resident extensive medical care becomes more
intensive, the resident need more CNA service, as depicted in Figure 3.19. It is because
that CNAs also provide tracheostomy care and ventilator care (e.g., ventilation equipment setup) under verification and supervision from RN or LPN. Overall, the proposed
classification system can characterize service need heterogeneity of NH residents with no
loss on fitting performance and can ensure the modeling fidelity for demand simulation.
3.3.3

Module III: Facility-level Service Demand Simulator

With the above predictive analytics, I further integrate with computer simulation to
predict facility-level service demand of a heterogeneous population of NH residents for
NH resource planning. In the predictive analytics integrated simulation model, daily
arrivals for short-stayers and long-stayers are simulated. For each newly admitted shortstay resident, I employ the developed predictive LOS model in Section 3.3.1 to predict
individual NH LOS and the discharge disposition. Due to the limited number of observations of discharge events for long-stay residents, distribution-based model is used
to predict NH LOS for newly admitted long-stayers. For each NH resident, the individual service need group is identified based on the developed classification system in
Section 3.3.2. For each resident within the identified service need group g, we extract
group-specific daily average staff-time of direct care and indirect care, denoted as y1g and
y2g respectively. For modeling convenience, we assume the daily staff-time of direct and
indirect care are independent and consider exponential distribution with single param-
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eter to model them. The group-specific rate parameters of total staff-time then become
λsg =

1
ysg , s

= 1, 2 where s = 1 represents direct care and s = 2 represents indirect care. For

each resident i who belongs to service need group g, denoted as Ii = g, the resident-level
daily service demand ξ i measured by total staff-time in minutes is further simulated, i.e.,
ξ i = ∑2s=1 ξ is , s = 1, 2 where ξ is | Ii = g ∼ Expo (λsg ). The total daily staff-time of resident
i in service need group g can then be simulated on a daily basis from hypo-exponential
distribution (van Eeden et al., 2016), i.e., ξ i | Ii = g ∼ HypoExp(λ1g , λ2g ). Such residentlevel daily service demand is repeatedly simulated for each NH resident until the end of
his/her NH stay. Further, the simulated resident-level service demand is aggregated to
obtain facility-level service demand of a heterogeneous population of N NH residents,
denoted as ξ, i.e., ξ = ∑iN=1 ξ i . The generated facility-level demand will be utilized in
Module VI for workforce planning.

3.4

Module IV: Temporal Heterogeneity Modeling of Service Demand

3.4.1

Model Formulation

In the above demonstrated paradigms of residents service demand simulation, we
assume the daily average service need of both direct care and indirect care are timeinvariant. However, the individual daily average service need may vary over time in
real world. As shown in Section 3.3.2, the resident-level daily living assistance and therapy intensity level as well as the varied individual health conditions determine individual daily service need on CNAs. Due to recovery or deterioration of health condition,
the individual daily service need of NH residents may vary over time based on the timevarying individual characteristics and care intensity. As a result, the daily service demand
may exhibit temporally evolving patterns within NH stay of each resident. The temporal
evolving patterns of individual service demand among different residents may also be
considerably different. Thus, I propose a generic modeling approach with mixed-type
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(e.g., both discrete and continuous) latent variables to characterize temporal dynamics
and temporal heterogeneity of resident-level daily service demand.
Let us consider a heterogeneous population of N elderly NH residents, and mi observations of daily staff-time of direct care and indirect care are collected over time for each
resident i. To capture temporal dynamics and heterogeneity of daily average service need,
s , ys , ...ys ]T , ∀i = 1...N, s = 1, 2 as the service need trajectory of resiwe denote yis = [yi1
imi
i2

dent i where yijs = ysIij (tij ), ∀ j = 1...mi refers to the observed daily average service need of
resident i at time tij for care type s. Iij is an indicator of service need group of resident i at
time tij and it may vary over time. We assume that the heterogeneous population consists
of K sub-populations and each NH resident belongs to one single sub-population. NH
residents within each sub-population exhibit similar temporal patterns of service need
trajectories while residents among different sub-populations exhibit different patterns of
service need trajectories. Given that resident i belongs to sub-population k, the observed
service need trajectory of resident i can be modeled as
yijs | δi = k = Hs (Λk (tij ) + eij ; ηs ), ∀i = 1...N, j = 1...mi , s = 1, 2, k = 1...K

(3.15)

where yijs is observed daily average service need of resident i at time tij . A discrete latent
variable δi with P(δi = k ) = πk is introduced to indicate the membership of resident i
where πk is the proportion of sub-population k in the overall population. δi = k indicates
the service need trajectory of resident i belongs to sub-population k. With the categorical latent variable δi , we can capture sub-population-level latent heterogeneity of service
need trajectory of NH residents. Λk (t) represents the latent service need evolution of residents in sub-population k. eij ∼ N (0, σe2 ) refers to the error term where σe2 is the variance.
The function mapping Hs (·) is a link function with parameters ηs = [η1s

η2s ], s = 1, 2

that describes the relationship between the observed service need evolution of direct care
and indirect care (represented by observed service need trajectories) and the latent service
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need evolution. For modeling simplicity and ease of interpretation, linear link function is
considered and can be expressed as
Hs−1 (yijs | δi = k ) =

yijs − η1s
η2s

= Λk (tij ) + eij , ∀i = 1...N, j = 1...mi , s = 1, 2, k = 1...K (3.16)

Further, the nonlinear latent service need evolution of sub-population k can be explicitly
characterized as
Λk (tij ) = θTki φ(tij ) + µi , ∀i = 1...N, j = 1...mi , k = 1...K

(3.17)

where µi is continuous latent variable, i.e., µi ∼ N (0, σu2 ) where σu2 is the variance. µi is
introduced to capture individual-level latent heterogeneity and to reflect the correlations
of observations of resident i. φ(tij ) and θTki refer to a vector of basis functions and a vector of corresponding basis coefficients respectively. To capture the nonlinear pattern of
service need evolution, we can specify φ(tij ) as polynomial basis functions with maximum order Q, i.e., φ(tij ) = [1 tij ... tijQ ]T . Then the basis coefficients can be written as
q

θki = [θki0 θki1 ... θkiQ ]T and the basis expansion becomes θTki φ(tij ) = ∑qQ=0 θkiq tij . The
basis coefficient θkiq can further be formulated as
θkiq = αkq + βTkq xi , ∀k = 1...K, i = 1...N, q = 0...Q

(3.18)

where αkq is sub-population-specific intercept for the decomposed qth basis coefficient.
xi = [ xi1 ...xiP ]T is a vector of individual covariates of resident i and β kq = [ β kq1 , ..., β kqP ]T
represents the corresponding sub-population-specific coefficients of individual covariates
in the decomposed qth basis coefficient.
Based on the above formulation with mixed-type latent variable, the temporal dynamics of service need evolution can be captured, and the temporal heterogeneity of service need trajectory, including sub-population-level heterogeneity and individual-level
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heterogeneity, can be characterized as well. In addition to the modeling flexibility, the
proposed model has appealing interpretability. For example, θki0 = αk0 + βTk0 xi captures
the baseline service need of resident i who belongs to sub-population k upon NH admission. αk0 represents the average baseline service need in the absence of individual
characteristics. The individual covariates xi (e.g., ADL, therapy intensity) and the corresponding coefficients β k0 capture the influences of individual factors on baseline service
need. Another example is the decomposition of basis coefficient when q = 1, as shown in
Eq. (3.18). θki1 = αk1 + βTk1 xi characterizes the slope of latent service need evolution. αk1
is the average slope of latent service need evolution in the absence of individual covariates. β k1 captures the temporal effects of baseline individual characteristics on the slope.
In this work, we consider Q = 1 and use linear basis function to avoid overfitting, i.e.,
φ(tij ) = [1 tij ]T and θki = [θki0 θki1 ]T . The latent service need evolution is manifested as
Λk (tij ) = θki0 + θki1 tij + µi

= αk0 + βTk0 xi + αk1 tij + βTk1 xi tij + µi , ∀i = 1...N, j = 1...mi , k = 1...K

(3.19)

With the above model specification, the density function of observed service need trajectory can further be manifested. f (yijs | δi = k) is essentially a Gaussian density function,
and its mean and variance can be calculated respectively as
E(yijs | δi = k ) = η1s + η2s αk0 + βTk0 xi η2s + η2s αk1 tij + βTk1 xi tij η2s ,
V(yijs | δi = k ) = (η2s )2 (σu2 + σe2 ), ∀i = 1...N, j = 1...mi , s = 1, 2, k = 1...K
3.4.2

(3.20)

Model Estimation

With the above generic formulation for temporal heterogeneity modeling of service
need trajectory, I further employ numerical optimization techniques for model estimation.
To estimate the proposed model, let D = {yijs , tij , xi , ∀i = 1...N, j = 1...mi , s = 1, 2} denote
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the set of all available data of N NH residents. We then denote a collection of unknown
model parameters as Θ = {αk0 , αk1 , β k0 , β k1 , σu2 , σe2 , η1s , η2s , πk , ∀k = 1...K, s = 1, 2}. The
joint likelihood function of the proposed model can be explicitly expressed as

L(Θ | D ) =

N

2

K

mi

k =1

j =1

∏ ∏ ∑ πk ∏ f
i =1 s =1





yijs

| δi = k, Θ



!

 

mi 
− 1
N 2
K
2


= ∏ ∏  ∑ πk ∏ 2πV(yijs | δi = k)
exp −
i =1 s =1

k =1

j =1

yijs

− E(yijs | δi = k)
2V(yijs | δi = k )

2  



(3.21)

The model parameters estimation can be achieved by maximizing the log-likelihood, i.e.,
Θ̂ = arg max l (Θ | D ) where l (Θ | D ) = log L(Θ | D ) is the log-likelihood function.
I further employ Levenberg-Marquardt algorithm to solve this nonlinear optimization
problem. At each iteration τ, the gradient and Hessian matrix of the log-likelihood function are computed as g(Θτ ) = Ol (Θτ | D ) and H τ = J( g(Θτ )), respectively, where J
is the Jacobian matrix. Further, the diagonal-inflated Hessian matrix is calculated to update model parameters. The estimation algorithm is summarized in Algorithm 2. The
convergence criterion C1 is used to ensure parameter stability and C2 is used to ensure
log-likelihood stability. C3 is introduced based on size of the derivatives. With the developed estimation procedure, both the influences of observed covariates and mixed-type
(e.g.,discrete and continuous) latent variables can be jointly quantified.
Further, we perform the post-analysis on the estimated model to investigate the influences of different potential contributing factors on mixing proportions. The total number
of groups K ∗ can be obtained via model selection and the estimated mixing proportions
π̂k , ∀k = 1...K ∗ can then be obtained. Further, the posterior probability that the service
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Algorithm 2 Parameter Estimation Algorithm of Temporal Heterogeneity Model
Initialization: Θ0 , τ ← 0, ι ← 0.01, ρ ← 0.01, ζ ← 1, ε 1 = ε 2 = ε 3 = 10−4 ,
while τ < τmax and stop flag is false do
Calculate gradient g(Θτ ) and Hessian matrix H τ at current iteration
Calculate diagonal-inflated Hessian H̃ τ at current iteration as

Hijτ , if i 6= j
τ


( H̃ )ij =
Hiiτ + ι (1 − ρ) Hiiτ + ρtr( H τ ) , o.w.
if ( H̃ τ ) is positive-definite then
ι ← 0.9ι, ρ ← 0.9ρ
else
ι ← 1.1ι, ρ ← 1.1ρ
end if
Check convergence is achieved using three criteria simultaneously:
|Θ|
C1: ∑ j=1 (Θτj − Θτj −1 )2 ≤ ε 1
C2: l (Θτ | D ) − l (Θτ −1 | D ) ≤ ε 2
C3: g(Θτ )T ( H τ )−1 g(Θτ )/|Θ| ≤ ε 3
if any of C1-C3 is not satisfied then
Update parameter estimates as
Θτ +1 = Θτ − ζ ( H̃ τ )−1 g(Θτ )
τ = τ+1
else
set stop flag as true
end if
end while
need trajectory of resident i belonging to sub-population k can be obtained as
Pik = Pr (δi = k | D, Θ̂)
m

=

π̂k ∏2s=1 ∏ j=i 1 f (yijs | δi = k, Θ̂)
∗
∑lK=1 π̂l

m
∏2s=1 ∏ j=i 1

f (yijs

| δi = l, Θ̂)

, ∀i = 1...N, k = 1...K ∗

(3.22)

With the obtained posterior probability, we then investigate the influences of individual
characteristics on membership. The probability of service need trajectory of resident i
belonging to sub-population k can be expressed as

P̂ik =

exp(χTk νi )

∗
∑lK

exp(χTl νi )

, ∀i = 1...N, k = 1...K ∗

(3.23)
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where νi is a vector of individual covariates of resident i and χl ’s ∀l = 1...K ∗ are the
corresponding sub-population-specific coefficients for membership modeling. With the
estimated coefficients χ̂l , we can quantify the effects of individual covariates on determining membership. In addition, for a newly admitted NH resident, the probability of
his/her service need trajectory belonging to a specific sub-population can be evaluated
based on the observed individual covariates, as described in Eq. (3.23). Based on the estimated probabilities, the membership of service need trajectory of the newly admitted residents can further be determined. With the determined membership, we can then predict
individual service need trajectory over time based on the proposed model in Eq. (3.15).
With the above modeling approach for characterizing temporally evolving and heterogeneous patterns of service need, I employ the similar simulation procedure (as described
in Section 3.3.3) to incorporate the developed predictive analytics into the computer simulation model. Specifically, with the quantified daily staff-time needed for direct care
and indirect care over time, denoted as y1ij and y2ij respectively, the hypoexponentially
distributed individual daily service demand can be simulated with parameters λ1ij =
and λ2ij =

1
.
y2ij

1
y1ij

The predictive analytics integrated simulation approach can capture non-

stationary patterns of residents service demand over time. The individual service demand is then aggregated to obtain facility-level demand for NH resource planning.

3.5

Data-driven Two-Phase NH Resource Planning
Based on the characterized facility-level service demand, we further develop a two-

phase decision analytics module to determine optimal resource planning decisions at different time scales, such as annual bed capacity at strategic level, bi-monthly number of
nursing staff to be recruited at tactical level, and daily working schedules as well as daily
staffing level at operational level. The details are elaborated as follows.
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3.5.1

Module V: Capacity Planning

In the first phase, the goal of capacity planning is to search for the optimal bed capacity such that the service quality measure of interest can be ensured. In this work,
we consider average daily acceptance level as NH service quality measure. The optimal
capacity planning problem can be expressed as
κ p = arg min{κ ∈ Z+ : Pr (ᾱ T (κ ) ≥ τc ) ≥ η }

(3.24)

where κ p is the minimum required bed capacity and ᾱ T (κ ) is the mean of a vector of
daily acceptance level over the planning horizon T with fixed capacity κ, i.e., α T (κ ) =

{αt (κ )}tT=1 . τc is service quality criterion and η is the quantile threshold. To account for
Algorithm 3 Optimal Capacity Planning
Initialization: κ p ← κ0 , ζ ← 0.5κ0 , m ← 1, υ ← 1, T ← 365, N ← 500, r ← 500, τc ←85%,
η ← 95%
while m ≤ N& υ = 1 do
for j ← 1 to r do
j
obtain daily acceptance level at current simulation run j as {αt (κ p )}tT=1 with simulation parameters κ p and T
j

ḡ j = T1 ∑tT=1 αt (κ p )
end for
calculate p = Pr ( ḡ ≥ τc )
if p < η then
update ζ ← 0.5κ p and κ p = dκ p + ζ ∗ (η − p)e
else
υ=0
end if
m ← m+1
end while
the uncertainty of residents flow and to achieve desired facility-level performance, I employ simulation-based heuristic search to determine the minimum required number of
beds at the desired service quality level. The optimal capacity algorithm is summarized
in Algorithm 3. In each iteration, I perform 500 replication runs to simulate NH arrivals,
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admission and discharge events, and then obtain 500 samples of daily average acceptance
rate based on simulation outputs. We then check if current capacity decision achieves satisfactory accessibility performance, as described in Eq. (3.24). If the stopping condition is
not satisfied, the current bed capacity will be updated and the performance with a new capacity decision will be evaluated. The iterative searching process continues until we find
the optimal capacity that can achieve the desired performance criterion. The developed
solution algorithm can achieve a desired level of care accessibility (e.g., average daily acceptance rate at 85% or above) while can maintain the utilization performance (e.g., bed
occupancy rate) as well.
3.5.2

Module VI: Workforce Planning

With the simulated facility-level service demand and the determined optimal annual
capacity in previous sections, an integrated staffing and scheduling (ISS) optimization
model is further formulated to minimize the overall labor cost and to meet the heterogeneous service demand of NH residents. To reduce the combinatorial complexity of working schedules in real practice, I apply dynamic programming to generate the scheduling patterns based on NH industrial knowledge, as described by PATTNGEN in Algorithm 4. A P×T is a matrix of all generated scheduling patterns, Ait = 1 if scheduling
pattern i contains working day t, and Ait = 0 otherwise. The objective of workforce
planning is to achieve optimal staffing and scheduling decision at reduced total labor
cost. The total labor cost includes planned staffing cost for staff recruitment, understaffing penalty cost for calling temporary nursing staff (e.g., nurse as needed or agency
aides) to satisfy the unmet demand, and overstaffing penalty cost due to unnecessary
planned additional staffing. We denote the understaffing penalty cost as cu and denote
overstaffing penalty cost as cv . We use x = [ x1 , ..., x P ]T to represent a vector of decision
variables where xi is number of staff need to be recruited for scheduling pattern i, and use
c = [c1 , ..., c P ]T to represent a vector of staffing cost where ci is the staffing cost of schedul-
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Algorithm 4 Optimal Workforce Planning
function PATTN G EN(x, Γ, tc , Ts , η, υ p f , t̃1 , t̃2 )
if |η| = tc then
Γ←Γ∪η
else
for j ← x to Ts do
c ← total number of working days allocated at weekend
if c ≤ t̃1 then
c ← bi-weekly total number of working days
if υ p f =2 AND c ≤ t̃2 OR υ p f = 1 then
η←η∪j
PATTN G EN(j+1, Γ, tc , Ts , η, υ p f , t̃1 , t̃2 )
end if
end if
end for
end if
end function
procedure S TAFF D ECISION M AKER
PATTN G EN(1, A, β f t , T, Ξ, 1, t̃wk , t̃ pt )
for each β ∈ β pt do
Ξ ← {}
PATTN G EN(1, A, β, T, Ξ, 2, t̃wk , t̃ pt )
end for
simulate individual daily service demand of NH residents
aggregate resident-level demand to obtain facility-level demand as ξ = [ξ 1 , ..., ξ T ]T
solve the following model
average
approximation:
 by sample



T
−
T
minx⊆Z p c x − cu Eξ [(s − ξ ) ] 1T + cv Eξ [(s − ξ )+ ]T 1T
+

where (d)− = [min(d1 , 0), ..., 
min(d T , 0)]T and (d)+ = [max(d1 , 0), ..., max(d T , 0)]T
s = [s1 , s2 , ..., s T ]T and st = K ∑iP=1 Ait xi
end procedure
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ing pattern i, i = 1...P. Given the planning horizon T, we can then define a loss function
as L(ξ, x) = cT x − cu ∑tT=1 (st − ξ t )− + cv ∑tT=1 (st − ξ t )+ where the operators (·)− and (·)+
are denoted as (d)− = min(d, 0), (d)+ = max(d, 0). ξ t refers to the random facility-level
service demand at day t, t = 1...T. st refers to the staffing supply in minutes at day t and


can be further expressed as st = K ∑iP=1 Ait xi , where P is total number of generated
scheduling patterns and K is the daily supply (in minutes) per staff. Then the goal of NH
workforce planning is to determine number of nursing staff need to be recruited for each
scheduling pattern that can minimize the expected loss function. The NH ISS optimization problem is described in Algorithm 4. To account for the stochastic uncertainty of
service demand, I employ sample average approximation method (Kleywegt et al., 2002)
to solve the ISS optimization model.

3.6

Case Study

3.6.1

Data Description

I evaluate the prediction performance and decision performance of proposed framework based on the de-identified electronic health records of NH residents (Saliba et al.,
2012) from our industrial collaborator (Greystone Healthcare Management Corp.). The
real data contains details of admission and discharge records, and rich resident-level
health assessment information, including but not limited to socio-demographics, disease
diagnoses, functional performances limitations (e.g., physical limitation and cognitive
impairments, etc.), and care intensity as well as service level. In this work, totally 677
residents are considered. More than 80% of residents are over 65 years old. Based on the
admission and discharge records, the resident-level LOS information is extracted. As illustrated in Figure 3.20a, the extracted resident-level dwelling duration is heterogeneous
with different discharge dispositions. In addition, the diseases and chronic conditions
among NH residents are diverse, as shown in Figure 3.20b. Over 90% of the NH residents have at least one type of chronic diseases (e.g., cancer, and hypertension, etc.) and
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(a) Service utilization

(b) Diseases

(c) Service need of direct care and indirect care

Figure 3.20: Extracted resident-level information
many residents even have multiple chronic conditions. About 38% of residents have diabetes mellitus and about 35% of residents have anemia condition. Besides, over 60%
of residents are diagnosed with skin problems, such as pressure ulcers and skin tears.
Over 90% of residents need skin care and treatment procedure. Moreover, about 5% of
residents are diagnosed with acute conditions such as obstructive uropathy. Further, the
ADL score of NH residents are also available from the data set. It measures the level of
functional assistance or support required by the residents. A higher ADL score means
that the resident is more physically dependent and needs more daily living assistance.
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In the real data, over 90% of residents need daily living assistance (e.g., ADL is larger
than 1). Among the residents who need daily living assistance, 20% of them have more
physical disabilities and are highly dependent, and thus need most daily living assistance
(e.g., ADL from 11 to 16). Besides, the resident-level information also includes the varied
service need level and care intensity among different types of services. Over 95% residents need rehabilitation therapy service during their stay. On the other hand, less than
5% residents need extensive medical care service. Due to the varied individual functional
performance and care service needed, the service demand of each resident (quantified in
staff-time needed) is highly heterogeneous and also fluctuates over time. As shown in
Figure 3.20c, the extracted facility-level compositions of direct care and indirect care over
time reflect the heterogeneous and temporally evolving service demand of NH residents.
3.6.2

Prediction Performance Evaluation and Comparison

Based on the acquired data, I first model simulation inputs, such as daily arrivals and
LOSs of NH residents, and evaluate their prediction performances. Based on the LOS
observations and definitions of short stay as well as long stay from Centers for Medicare
& Medicaid Services, we classify NH residents into short-stay residents (e.g., LOS ≤ 100
days) and long-stay residents (e.g., LOS > 100 days). Short-stay residents mainly receive
rehabilitation therapy service and post acute care while long-stay residents mainly receive long-term custodial care in a NH. Negative binomial distribution is used to model
the arrivals of short-stay residents, i.e., NB(r, p). The goodness-of-fit performance is evaluated by Chi-square test. The p-value of the estimated NB(r̂, p̂) is 0.3, which indicates a
satisfactory goodness-of-fit performance. On the other side, I use Poisson distribution to
model the arrivals of long-stay resident, i.e., Pois(λ). The p-value of Chi-square test is
0.67, which also indicates a satisfactory goodness-of-fit performance.
Further, I apply the developed LOS model to analyze the real LOS observations. Two
major discharge dispositions are considered, e.g., community and hospital (about 61% of
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residents are discharged to community and 24% of residents are re/hospitalized). Other
discharge dispositions, such as transferring to another NH or death, are negligible and
thus discarded. In the real NH data, more than 90% of residents are short-stay residents
(e.g., LOS ≤ 100 days) while the others stay longer than 100 days. I employ the predictive
LOS model (as described in Section 3.3.1) with incorporating individual characteristics
and multiple competing discharge dispositions to analyze NH LOS of short-stay residents. I employ variable selection techniques and identify 16 covariates to model the heterogeneous LOS, including both time-to-discharge to community and time-to-discharge
to hospital. As shown in Table 3.6, the ADL score exhibits a significant negative effect on
Table 3.6: Estimation results of proposed LOS model
Community specific covariates

Type

Coefficients

p-value

ADL

Numeric

-0.1134

<1e-6

Summary score of mental health

Numeric

-0.0341

0.05589

Total mood severity score

Numeric

-0.1433

0.00047

Cancer

Binary

-0.4356

0.00722

Anemia

Binary

-0.2026

0.0367

Hypertension

Binary

-0.5592

<1e-6

Benign prostatic hyperplasia

Binary

-0.5148

0.00027

Renal failure

Binary

-0.3303

0.01363

Multidrug-resistant organism

Binary

-0.6281

0.03305

Hip fracture

Binary

-0.6041

0.00957

Other fracture

Binary

-0.4213

0.00091

Non-Alzheimer’s Dementia

Binary

-0.4478

0.00139

Hemiplegia or hemiparesis

Binary

-0.8457

0.00041

Malnutrition

Binary

-0.5564

0.00448

Hospital specific covariates

Type

Coefficients

p-value

ADL

Numeric

0.0872

0.00026

Anemia

Binary

0.4821

0.00727

Obstructive uropathy

Binary

1.0283

0.00079

Diabetes mellitus

Binary

0.5031

0.00311

Malnutrition

Binary

0.4162

0.08115
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the time-to-discharge to community. With a higher ADL score, the resident needs more
daily living assistance and thus stays in NH longer. It is because the resident either needs
more time to restore his/her functional performance, or changes from short-term rehabilitation stay into long-term care stay due to unsuccessful recovery. The proposed LOS
model also identifies other significant factors, including varied disease conditions, such
as anemia, diabetes, and obstructive uropathy, etc. These factors have significant positive
effects on rehospitalization risk. The quantified effects of these contributing factors on
re/hospitalization risk can better inform NH administrators to focus on the most at-risk
NH residents with more targeted resource allocated.
Based on the developed model, I further evaluate its prediction performance and compare with alternative modeling approaches, namely LOS model without considering multiple discharge dispositions. Specifically, I compare the Kaplan-Meier survival curves
(Akritas, 1986) between predicted samples of two LOS models and observed samples. As

(a) Proposed model

(b) Alternative model

Figure 3.21: Comparison of survival curves based on different approaches
shown in Figure 3.21a, the K-M curve of predicted LOS samples based on the proposed
model is close to the K-M curve of observed LOS samples. This demonstrates satisfactory predictive distribution accuracy of the developed LOS model. On the other side,
the model without considering multiple discharge dispositions results in LOS underestimation, as shown in Figure 3.21b. Overall, the developed LOS model can successfully
capture LOS heterogeneity with multiple competing discharge dispositions and improve
LOS prediction performance. For long-stay residents, most of them stay much longer
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than the selected one-year time period. Thus, few completed discharge events are observed. I simply use log-normal distribution to capture such right-censored observations.
The p-value of Chi-square test is 0.26 and thus the estimated model of LOSs for long-stay
residents is also validated.
3.6.3

Validation of Simulation Model

With the above predictive analytics, I further integrate them with high-fidelity simulation to predict facility-level service demand of NH residents. To validate the simu-

(a) Based on proposed LOS model

(b) Based on alternative LOS model

(c) Based on proposed LOS model

(d) Based on alternative LOS model

Figure 3.22: Comparison of simulated resident volume at different scales
lation model, I compare the simulated outputs of daily resident volume with the actual
observed resident volume. As shown in Figure 3.22a, the simulated samples of daily resident volume exhibit a similar distribution to the real data. Moreover, I use two-sample
Kolmogorov-Smirnov (KS) test to compare their statistical differences and a p-value of
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0.52 implies that there is no statistically significant difference between the two. The results demonstrate the superior prediction performance of the proposed approach at facility level. On the other hand, the simulation outputs of model without considering
competing discharge dispositions fail to achieve satisfactory prediction results, as shown
in Figure 3.22b, with a p-value of <2.2e-16 in the KS test. The conventional model which
neglects multiple discharge dispositions will result in LOS underestimation and a lowerthan-actual resident volume. Such prediction inaccuracy will propagate to resource planning, and further induce the inappropriate capacity and workforce planning decisions
with unsatisfactory performance (e.g., inadequate capacity, and large understaffing cost).
To further provide validation of the simulation outputs at a finer scale, I compare the
simulated daily number of residents over time (under multiple replication runs) based
on the proposed approach with the real data. As shown in Figure 3.22c, 95% confidence
bands of the simulated resident volume can fully cover the observed daily number of residents over time. On the other hand, the simulation outputs based on LOS model without
considering multiple discharge dispositions have lower-than-actual daily number of residents over time than actual data, as shown in Figure 3.22d.
Further, I validate the developed simulation model by comparing the simulated and
observed system performance (e.g., daily staffing level, average planned staffing cost per
day). The comparison results are summarized in Table 3.7. The average planned staffing
Table 3.7: Staffing decision comparison of real practice and proposed model
Cost Analysis

Real Practice (min/mean/max)

Simulation

Average planned staffing cost per day

2.9K / 4.2K / 5.2K

3168-4224

Daily staffing level

32/46/57

36-48

cost per day and the daily staffing level from the proposed model are covered by the
lower and upper bounds of observed performance. This further justifies the validity of
the proposed predictive analytics integrated simulation model for demand simulation.
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3.6.4

Decision Performance Evaluation and Comparison

With the characterized service demand from the proposed predictive analytics integrated high-fidelity simulation, I further implement the proposed two-phase optimization module for NH resource planning. For capacity planning, I employ heuristic search
method to find the optimal bed capacity with the desired performance level, as described
in Section 3.5.1. To evaluate the capacity decision performance, I compare the proposed
Table 3.8: Descriptions of different capacity strategies
Strategies

Description

C1

The maximum capacity of NHs in the state of Florida

C2

The average capacity of NHs in the state of Florida

C3

The maximum capacity of NHs from our industry collaborator

C4

The average capacity of NHs from our industry collaborator

capacity strategy with other alternative strategies, as shown in Table 3.8. As compared

Figure 3.23: Performance comparison among different capacity strategies
to the other capacity strategies (e.g., C1-C4), the proposed capacity strategy can achieve
the desired accessibility level (e.g., average daily acceptance rate 85% or above) at largest
bed utilization performance with minimum required number of beds, as shown in Figure 3.23. On the other side, the other strategies either fail to achieve the desired quality
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level of care accessibility (e.g., C2 and C4), or fail to maintain a satisfactory bed utilization
performance (e.g., C1 and C3). Moreover, I evaluate the performance of capacity decision
from LOS model which neglects multiple competing discharge dispositions. The required
number of beds derived from LOS model without considering multiple discharge dispositions is 100, which is much smaller as compared to the capacity from propose strategy
due to the underestimated LOS and lower resident volume. The average daily acceptance
rate based on such capacity decision becomes less than 30% and it fails to achieve the desired care accessibility level. Overall, the proposed capacity strategy can achieve desired
quality level of care accessibility and can maintain bed utilization performance as well
with minimum required number of beds.
With the optimal annual capacity obtained, I further evaluate the performance of proposed ISS decision making model. Without losing generality, workforce planning decision of CNAs is considered since CNAs provide the most direct and essential care to the
NH residents. I compare the proposed ISS strategy for CNA workforce planning with
Table 3.9: Descriptions of different staffing strategies
Strategies

Description

M1

Facility-implemented SR ratio-based staffing without scheduling patterns

M2

State-regulated SR ratio-based staffing without scheduling patterns

M3

Facility-implemented SR ratio-based ISS

M4

State-regulated SR ratio-based ISS

M5

Need-based ISS without incorporating predictive analytics

M6

Need-based ISS without incorporating stochastic uncertainty of demand

alternative staffing strategies, as described in Table 3.9. As compared to the other staffing
strategies (e.g., M1-M6), the proposed ISS strategy achieves the smallest total labor cost,
as shown in Figure 3.24, due to the following three reasons. First, the proposed strategy
accounts for the heterogeneous service need of NH residents while the SR ratio-based
strategies (e.g., M1-M4) fail to consider the service need heterogeneity. The strategies
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Figure 3.24: Performance comparison among different staffing strategies
with minimum SR ratio elicited from industry practice (e.g., M1 and M3) result in significantly larger overstaffing cost. On the other side, the strategies with minimum SR ratio
enforced by state regulation (e.g., M2 and M4) lead to significantly larger understaffing
cost. As compared to the SR ratio-based staffing strategies without considering scheduling patterns (e.g., M1 and M2), the SR ratio-based ISS strategies (e.g., M3 and M4) which
incorporate scheduling patterns can achieve smaller total cost. All of these above strategies result in larger unmet service demand, and further induce larger cost than the proposed need-based ISS strategy. Second, the proposed strategy accounts for heterogeneous
LOS of NH residents via the developed LOS predictive model. I compare the proposed
strategy with other need-based strategy (e.g., M5) without incorporating the improved
LOS predictive analytics and further investigate the impact of LOS heterogeneity on ISS
decisions. Due to the underestimated LOS and the smaller bed capacity, the strategy M5
underestimates service demand, and results in significantly larger understaffing cost than
the proposed strategy, as shown in Figure 3.24. Third, the proposed strategy accounts for
the stochastic uncertainty of service demand via stochastic optimization. I compare the
proposed strategy with other need-based strategy (e.g., M6) based on deterministic optimization to investigate the impact of stochastic demand uncertainty on ISS decisions.
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The strategy M6 which fails to consider service demand uncertainty leads to larger total
labor cost than the proposed strategy. The value of stochastic solution is 242. Overall, the
proposed need-based ISS strategy can successfully meet with the heterogeneous service
demand and achieve the smallest total labor cost.
3.6.5

What-if Scenarios with Different Resident Compositions

Given the above resident composition, the proposed work demonstrates superior performances on both capacity and workforce planning decisions. In real practice, the current strategies may need to be adjusted when the resident composition varies considerably, such as in the same NH but at different seasonal/yearly period or across different
NH facilities. Thus, I generate different what-if scenarios of resident composition to investigate how the resource planning decisions may vary. Particularly, I investigate the
impacts of LOS heterogeneity and service need heterogeneity on resource planning decisions. The actual resident composition scenario in Section 3.6.1 is considered as baseline
scenario (S1). I then generate five more alternative scenarios, including


worse health conditions scenario (S2): as compared to S1, half of residents have
diabetes mellitus and the percentage of residents having anemia increases to 50%.
Over 50% of residents have acute condition, such as obstructive uropathy.



less physically dependent scenario (S3): 90% of residents are less physically dependent (e.g., ADL from 0 to 1) and can either live independently or require less daily
living assistance. The mean of ADLs decreases 80% as compared to S1.



more physically dependent scenario (S4): 90% of residents are more physically dependent (e.g., ADL from 11 to 16) and require more daily living assistance. The
mean of ADLs increases 80% as compared to S1.
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less rehabilitation therapy need scenario (S5): residents have the same ADLs and
health conditions as those in baseline scenario. However, the percentage of residents
who need rehabilitation decreases 50% as compared to S1.



more extensive medical service need scenario (S6): as compared to S1, residents
have the same ADLs, health conditions and therapy need. However, the percentage
of residents who require extensive medical care increases to 90%.

Based on the constructed scenarios, I investigate the effects of different census compositions on service demand and further investigate the effects of LOS heterogeneity and
service need heterogeneity on capacity and workforce planning decisions. The perforTable 3.10: Resource planning decision comparison among different scenarios
Scenario

Optimal Capacity

Total Labor Cost

Planned Staffing Cost

S1

156

187007

173888

S2

148

178607

167552

S3

146

131249

123904

S4

167

240451

224928

S5

156

180247

167904

S6

156

225031

208736

mance comparison results among different scenarios are summarized in Table 3.10. The
resident-level service utilization quantified by LOS and service demand quantified by
daily staff-time needed in minutes may vary in response to the varied resident composition. Consequently, the capacity and workforce planning decisions will be affected by
the varied service utilization and daily service demand. For example, the residents in S2
have shorter NH stay than S1 due to the increasing likelihood of being re/hospitalized.
Such increasing likelihood is attributed to the increasing percentage of residents having
acute conditions (e.g. anemia, diabetes mellitus and obstructive uropathy), which impose
significantly positive effects on the re/hospitalization risk (as shown in Table 3.6). Consequently, the residents are more likely to be re/hospitalized more quickly for the acute
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condition treatment and thus have shorter NH stay. Due to the decreased residents volume, the optimal capacity in S2 decreases, as shown in Table 3.10. Nevertheless, the service need in S2 has no change because the individual functional performance and therapy
intensity keep the same as compared to S1. With the joint effects of less residents staying
in NH and unaltered daily service need, the facility-level service demand decreases as
well, and further the planned staffing cost and total labor cost also decrease. In addition
to the health conditions, the varied functional performance among different scenarios
also affects residents NH LOS and daily service need, and further influences capacity and
workforce planning decisions. For example, the residents in S3 have decreasing ADL
score and thus need less daily living assistance. With the joint effects of increased likelihood of being discharged to community and decreased likelihood of re/hospitalization,
the residents in S3 tend to stay shorter and the residents volume decreases accordingly.
Consequently, the optimal capacity in S3 decreases as compared to S1. The daily service need also decreases due to less care services are needed. The facility-level service
demand decreases because of both shorter stay and less service need. Further, the total
labor cost and planned staffing cost in S3 decrease as well. On the other side, the residents in S4 become more physically dependent with larger ADL scores and thus need
more daily living assistance during NH stay. The residents in S4 tend to stay longer because of the joint effects of decreased likelihood of being discharged to community and
increased re/hospitalization risk, as shown in Table 3.6. As a result, the optimal capacity
in S4 increases significantly with increased residents volume. The daily service need also
increases in response to the increased ADL scores. The facility-level service demand increases due to the increased service utilization (measured in LOS) and the increased daily
service need. As compared to S1, more CNAs need to be recruited in S4 to meet such increased facility-level demand. Consequently, the total labor cost and planned staffing cost
in S4 become significantly larger. Moreover, the care intensity of different types of service
also varies among different scenarios and induces varied service need and further affects

78

workforce planning decision. For example, the rehabilitation need of NH residents in S5
decreases 50% as compared to S1, and thus the service need becomes less. Nevertheless,
the service utilization of NH residents (measured in LOS) in S5 are the same as S1, different from the varied service utilization among scenarios S2-S4. Thus, there is no difference
in capacity decision of S5 as compared to S1 due to the unchanged resident volume. However, the planned staffing cost in S5 becomes smaller as compared to S1 and the total labor
cost decreases due to the decreased service need. Fewer CNAs are needed to meet the decreased service demand in S5. On the other side, the need for extensive medical care
increases in S6, and consequently the characterized service need increases as compared
to S1. Despite increased residents service need, the individual characteristics related to
service utilization in S6 are the same as compared to S1. Thus, the optimal capacity in S6
is the same as compared to S1 due to the unaltered residents volume. With the increased
daily service need and unchanged service utilization, the facility-level service demand
increases. Consequently, more CNAs are needed to meet the increased demand in S6 and
thus the planned staffing cost as well as total labor cost become larger as compared to S1.
Overall, the proposed framework is flexible to analyze different what-if scenarios of different resident census compositions and can suggest adaptive optimal resource planning
decisions to NH administrators.
With the above demonstrated effectiveness of proposed approach, I develop a practical user-friendly decision support platform to facilitate managerial decision making for
NH administrators, as shown in Figure 3.25. The analytics-based decision support system for NH resource planning can deliver rich decisions at different time scales, including strategic decision, such as annual bed capacity decision, tactical decision, such as
bi-monthly staff recruitment decision (e.g., number of nursing staff need to be recruited),
and operational decision, such as daily staffing levels as well as daily working schedules.
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Figure 3.25: Graphical user interface of the decision support platform
3.6.6
3.6.6.1

Results of Temporal Heterogeneity Model
Prediction Performance Evaluation

With the above proposed decision support platform for NH resource planning, I further enhance the demand modeling via considering temporal heterogeneity, as demonstrated in Eq. (3.15). In this work, we consider resident-level ADL and therapy intensity as the individual covariates to characterize the daily service need evolution. I first
compare the goodness-of-fit performance among models with different number of subpopulations. We consider the performance criteria, such as log-likelihood, Akaike information criterion (AIC) and Bayesian information criterion (BIC). As shown in Figure 3.26,
the model with 8 sub-populations can achieve the largest log-likelihood and the smallest
AIC and BIC values. Thus, we select the estimated model with 8 sub-populations and
further investigate the prediction performance based on the selected model. We predict
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(a) Log-likelihood

(b) AIC

(c) BIC

Figure 3.26: Goodness-of-fit performance evaluation
the individual daily service need trajectories of direct care and indirect care with the incorporated individual characteristics. As illustrated in Figure 3.27, the temporal evolving

Figure 3.27: Predictions of individual service need trajectories
patterns of predicted service need trajectories among different sub-populations are significantly different. For instance, the decreasing pattern of service need trajectories in
sub-population 3 indicates that the residents in sub-population 3 have reasonably good
recovery of functional performance during NH stay and thus their daily service need
trajectories exhibit decreasing pattern. The individual heterogeneity of temporally evolving service need can be further explained by the influences of individual characteristics.
The influence of individual covariates is also sub-population-specific. In other words,
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the individual characteristics will have different influences on the service need evolution
of different individuals in different sub-populations. The details of model interpretation
will be elaborated as follows.
3.6.6.2

Model Interpretation

Further, I investigate the significance of individual covariates and their effects on the
evolving patterns of service need trajectories. As shown in Eq. (3.15), β k captures the sub-

(a) ADL

(b) Rehabilitation

Figure 3.28: Effects of individual characteristics on the baseline service need
population-specific effects of baseline individual characteristics on the underlying service
need evolution. Specifically, β 1k and β 2k , k = 1...K, refer to the effects of individual ADL
score and rehabilitation level on the baseline service need of a resident upon his/her NH
admission, respectively. The estimation results of β k are illustrated in Figure 3.28. The
ADL scores and rehabilitation level have significant impacts on the underlying baseline
service need in some sub-populations. The ADL score exhibits positive effect on baseline
service need in most of the sub-populations, as shown in Figure 3.28a. This indicates that
the underlying baseline service need of a resident increases when the resident is more
physically dependent and needs more daily living assistance at the beginning of NH stay.
Similarly, as shown in Figure 3.28b, the positive effect of therapy intensity implies that
a resident tends to have more service need when the baseline care intensity of rehabilitation becomes larger. In addition, I also investigate the interaction effect of individual
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covariates on the temporal patterns of underlying service need evolution. As illustrated

(a) ADL

(b) Rehabilitation

Figure 3.29: Covariates effects on temporal evolution of service need
in Figure 3.29a, the ADL score in many sub-populations has significant negative effect
on the underlying temporal evolution of resident daily service need. This implies that a
resident with a higher baseline ADL score tends to experience an explicit decreasing pattern of his/her service need during NH stay due to explicit recovery. Similarly, as shown
in Figure 3.29b, the rehabilitation level in some sub-populations has significant negative
effect on the underlying daily service need evolution. This indicates that a resident with
a higher rehabilitation level tends to experience a more explicitly decreasing pattern of
his/her service need during NH stay due to the explicit recovery.
Moreover, I perform the post-analysis on the identified sub-populations, as described
in Section 3.4.2, and investigate the effects of individual characteristics on determining
membership. We consider individual characteristics such as individual demographics,
primary diagnoses, cognitive functioning status, mental health condition, skin condition, pain condition, functional performance score and number of medications prescribed.
Based on the statistical significance of individual covariates, we finally identify three contributing factors, including the ADL score, the indicator of having any skin problems and
the level of required skin care. The residents compositions in different sub-populations
are diverse. For example, over 30% of residents in sub-population 7 require no or less
daily living assistance (e.g., ADL is smaller than 2) while none of the residents in sub83

population 7 are highly dependent (e.g., ADL from 11 to 16). On the other side, half of
residents in sub-population 8 are highly dependent and need most daily living assistant
while none of the residents are least dependent. Over 70% of residents in sub-population
4 have skin problems while the percentage of residents having skin conditions decreases
to half in sub-population 8. In this work, we select sub-population 8 as reference subpopulation to explore the effects of individual covariates on membership. As shown in

(a) ADL

(b) Skin conditions

Figure 3.30: Effects of individual characteristics on determining membership
Figure 3.30a, the effect of ADL score on sub-population 7 membership is significantly negative. This implies that when the ADL score of a resident becomes larger, the service need
evolution pattern of the resident less likely belongs to sub-population 7 as compared to
sub-population 8. On the other side, the indicator of having skin problems has significant
positive effect on sub-population 4 membership, as shown in Figure 3.30b. This implies
that the daily service need evolution of a resident tends to belong to sub-population 4
other than sub-population 8 if the resident has skin problems.
3.6.6.3

Staffing Decision Performance Comparison

Based on the above developed predictive model, we can capture the temporal evolution pattern of heterogeneous service need among NH residents. Further, we simulate
service demand over time with the characterized temporally evolving and individually
heterogeneous service need of NH residents. I employ the workforce planning algorithm
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developed in Section 3.5.2 to achieve optimal ISS decisions. To evaluate the decision performance of proposed approach and to investigate the impact of temporal heterogeneity modeling on staffing decision performance, I compare the proposed work with other
alternative strategies. M1 is ratio-based strategy which neglects baseline service need
Table 3.11: Modeling features of different staffing strategies in comparison
Strategy

Need-based

Sub-population level
heterogeneity

Temporal
dynamics

Individual
heterogeneity

M1

6

6

6

6

M2

4

6

6

6

M3

4

4

6

6

M4

4

4

4

6

M5 (Proposed)

4

4

4

4

heterogeneity and temporal dynamics as well as temporal heterogeneity among different
NH residents. On the other side, strategies M2-M5 account for baseline service need heterogeneity and use different models to characterize temporal complexity of service need.
Strategy M2 assumes that service need of NH residents belongs to a single homogeneous
population while strategy M3 allows the residents’ service need belonging to different
sub-populations. Both of M2 and M3 strategies further assume that the residents’ service
need is time invariant. On the contrary, strategies M4 and M5 account for temporal dynamics of service need. The proposed strategy M5 incorporates individual characteristics
to capture the temporal evolving patterns of residents’ service need while M4 only uses
time basis to characterize temporal evolution pattern. The modeling features of different
strategies are summarized in Table 3.11.
First, I evaluate the prediction performance of all strategies based on service need
modeling. As compared to the alternative strategies M2-M4, the proposed strategy can
achieve superior prediction performance. The average mean squared error over trajectories based on the proposed approach is the smallest, as illustrated in Figure 3.31. With
the predicted service need trajectories of different strategies, I integrate computer simu85

Figure 3.31: Comparison of prediction performance of different strategies
lation to simulate daily staff-time needed for each NH resident. We refer to the simulated
service demand from real observations of trajectories as ground-truth. Further, I evalu-

Figure 3.32: Staffing supply comparison of different strategies
ate and compare the decision performances of different strategies based on the simulated
service demand of each strategy. The proposed strategy can meet the real demand and
achieve the best performance at smallest total labor cost. All of the alternative strate86

gies lead to larger unmet demand, as shown in Figure 3.32. The strategy M1 with state

Figure 3.33: Understaffing amount comparison of different strategies
regulated ratio utilizes resident volume to determine staffing level and it results in significant unmet demand due to inadequate minimum SR ratio. The strategies M2-M4 involve
prediction inaccuracy in service need trajectories and lead to service demand underestimation as well. The predictive modeling inaccuracy further propagates to decision making and induces inadequate staffing supply with significant unmet demand. As shown
in Figure 3.33, the alternative strategies induce significantly larger understaffing amount
as compared to the proposed strategy. The larger unmet demand induces significantly
larger penalty cost among the alternative strategies and leads to the larger total labor
cost, as shown in Figure 3.34. The proposed strategy is capable of predicting accurately
the temporal evolution of service need of NH residents and suggesting adequate staffing
decision at lowest total labor cost.
3.6.6.4

What-if Scenarios Analysis

In real practice, the resident census composition may vary over time within the same
NH facility or differ across different NH facilities. To demonstrate that the proposed
work can accommodate different resident census composition scenarios, I perform what87

Figure 3.34: Total labor cost comparison of different strategies
if analysis in this section to investigate how staffing decision may vary among different
census composition scenarios. I create different scenarios to illustrate the effectiveness of
proposed work in capturing the temporal dynamics as well as temporal heterogeneity of
service need and suggesting the corresponding optimal staffing decisions in an adaptive
manner. The actual resident composition scenario is considered as baseline scenario (S1).
I then generate another scenario S2 with a larger portion (e.g., 30%) of residents experiencing recovery pattern of functional performance and decreasing service need trajectories,
as compared to a lower proportion (e.g., 3%) in S1. The simulated service demand at
facility level becomes significantly lower in S2 than that in S1, as shown in Figure 3.35.
Consequently, the staffing supply will be adjusted with a lower number of nursing staff
to be recruited, leading to the lower total labor cost, as shown in Figure 3.36. Such results
further indicate the importance of adaptively adjusting the staffing supply in response
to varied resident census compositions. The one-size-fits-all staffing policies which are
adopted in federal/state regulation and/or industrial practice cannot appropriately ad-
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Figure 3.35: Daily staffing level comparison of different residents compositions

Figure 3.36: Total labor cost comparison of different residents compositions
just the staffing strategy. The conventional approaches fail to adapt in response to different census composition scenarios in same facility or among different facilities. On the
other side, the proposed work will provide suggestions about staffing decision to NH
administrators in an adaptive manner under different resident composition scenarios.
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3.7

Concluding Remarks
In this chapter, I present a methodological innovation of characterizing the complexi-

ties of heterogeneous service demand of NH residents and improving the performance of
resource planning decisions to meet such complex service demand. Specifically, I introduce an analytics-based decision support system to facilitate NH resource planning under
heterogeneous and temporally evolving service demand of NH residents. The novel integration of advanced predictive analytics, computer simulation, and applied stochastic
optimization as well as domain knowledge in real practice addresses a series of data and
decision complexity in NH resource preparedness and care delivery. The proposed work
is able to characterize both individual heterogeneity and temporal heterogeneity of service demand of NH residents with higher granularity. The proposed predictive analytics
integrated simulation allows accurate prediction of service demand. The developed prescriptive analytics tools further provide optimal planning decisions with rich managerial
insights. The derived operational policy for resource planning is implementable and actionable. The proposed framework is beneficial to multiple stakeholders in NH industry,
such as facilitating adaptive managerial decision making of NH administrators, and improving health outcomes of NH residents.
In this work, we assume that the resident composition will not vary within each
planning horizon and each NH resident belongs to one sub-population with the fixed
membership during the planning horizon. However, the resident composition may vary
within the planning horizon under extreme scenario, such as pandemic. Besides, each
NH resident may also belong to multiple different sub-populations due to the change of
dynamics. There is an opportunity of considering the mixed membership of NH residents
in demand modeling and investigating the dynamics change within the planning horizon
in the future work. Moreover, I will investigate caregiver assignment decision in future
under the developed decision support system.
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Chapter 4
Tribological Degradation Performance Modeling with Mixed-type Observed
Heterogeneity and Latent Heterogeneity

4.1

Introduction
Accurate modeling of degradation performance data is of great importance for achiev-

ing accurate reliability assessment and failure prediction nowadays for highly reliable
product units with few and zero failure observations3 . Due to the varied product characteristics and the influences of many factors throughout the product design, manufacturing and operational phases, product units often exhibit highly heterogeneous degradation
performance over time. To account for such degradation performance heterogeneity and
to improve reliability assessment accuracy, many existing degradation models focused
on modeling degradation performance data with covariates by incorporating various external influencing factors and quantifying their influences (Meeker and Escobar, 2014;
Gorjian et al., 2010). At design phase, by investigating external factors, such as design
settings or accelerated conditions (e.g., accelerated voltage, load, temperature), reliability
engineers are able to either identify the most appropriate design changes for reliability
improvement or achieve cost-effective reliability evaluation via analysis of accelerated
degradation testing data. At operational phase, by investigating external factors, such
as field operating conditions (e.g., usage rate, field temperature), reliability engineers are
able to implement more accurate failure prognosis and initialize cost-effective conditionbased maintenance actions. However, there is limited research to further extract and in3 This chapter was arxiv preprint (Sun et al., 2021a).

Copyright permission from the publisher is included

in Appendix A.
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corporate reliability relevant material characteristics of product units as internal factors
and integrate them with external factors (e.g., accelerated/environmental conditions) for
improving prediction accuracy of degradation performance outputs.
With the advancement of sensing technologies and material property characterization
techniques, such as scanning electron microscope and transmission electron microscope
(Goodhew and Humphreys, 2000), rich material characteristics of product units, such
as microstructure information, become readily available or can be easily accessible. To
extract rich characteristics information from material microstructure images, engineers
often utilize informative material descriptors, such as two-point correlation function, radial distribution function and lineal-path function (Torquato, 2002). Many of these material descriptors are represented in the functional form rather than the scalar form. For
instance, the two-point correlation is a functional feature curve over spatial distance to
describe the spatial heterogeneity of material microstructure at microscopic scale, which
often reflects the reliability-related product properties at macroscopic level (e.g., strength,
hardness). Incorporating such functional covariates as internal reliability influencing factors and integrating them together with other external factors have a great opportunity
for improving degradation performance modeling accuracy as compared to the existing
models which only consider external factors. It will also help to improve the understanding of how material characteristics will influence the degradation performance of the
product and further identify feasible material processing strategies to modify material
settings for degradation-induced failure mitigation and reliability improvement. After
considering the influences of both internal and external observed factors, it is still possible that the degradation performance within each product unit may be highly correlated
due to the latent heterogeneity. Such latent heterogeneity is essentially caused by the
influences of many unobserved/unknown factors shared within each unit. There is a
need to develop a generic modeling framework which can simultaneously incorporate
the mixed-type covariates (e.g., both functional covariates of internal material informa-
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tion and scalar covariates of external accelerated/environmental conditions) and latent
heterogeneity to improve the prediction accuracy of degradation performance modeling.
In the existing literature of reliability data modeling, different statistical/stochastic
models have been developed to analyze different types of reliability data with covariates, such as failure counts data with covariates (Debón and Garcia-Díaz, 2012; Lyu and
Chen, 2008) and time-to-failure data with covariates (Zhang and Xie, 2011; Peng et al.,
2013; Li et al., 2017a). They mainly considered the scalar covariates that represent the
external influencing factors, such as voltage, load, temperature and humidity, while they
failed to incorporate internal factors, such as material characteristics information. In addition to the above reliability data types, degradation data is another important type of
reliability data. For degradation data modeling in general, different data-driven models
have been developed, such as continuous stochastic process (Ye and Xie, 2015; Ye and
Chen, 2014; Gebraeel, 2006; Shafiee et al., 2015), Markov-based models (Kharoufeh et al.,
2010; Shu et al., 2010), and general path models (Yuan et al., 2016; Lu and Meeker, 1993).
Many of these modeling approaches mainly focused on characterizing the heterogeneity
of degradation performance outputs as a whole without explicitly incorporating covariates as additional inputs to explain part of the heterogeneity. To characterize degradation
performance heterogeneity with covariates, existing degradation models often considered scalar covariates that represent external factors, such as environmental conditions
(Zhao et al., 2018; Fang et al., 2020; Ye et al., 2015). There is limited recent studies which
account for the influences of material characteristics on degradation performance output.
Park et. al. (Park et al., 2017) incorporated a scalar covariate into degradation performance modeling which represented the aggregate-level material information. Si et. al. (Si
et al., 2019) considered functional covariate in their degradation model and incorporated
detailed material microstructure information. However, these approaches failed to jointly
consider both the mixed-type (i.e., functional and scalar) covariates and their potential in-
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teraction. The latent heterogeneity caused by the influences of unobserved factors shared
within each product unit was not addressed in these models as well.
To address the above research gaps, we propose a generic statistical degradation performance modeling framework to account for both the observed mixed-type covariates
and the latent heterogeneity. The mixed-type covariates consist of (i) the functional covariates which capture the internal material microstructure characteristics of product
units, and (ii) the scalar covariates which capture the external environmental conditions
elevated in the context of accelerated degradation test. Moreover, a model estimation algorithm is developed to jointly quantify the influences of mixed-type covariates and the
latent heterogeneity, and further to examine the potential interaction between functional
and scalar covariates. Functional data analysis and data augmentation techniques are
employed to address a series of estimation challenges, such as the infinite dimensionality
of functional covariates and joint estimation of observed factors’ effects and latent variable. To demonstrate the effectiveness of the proposed approach, we present a real case
study using accelerated tribological degradation data of Cu-alloy test units and demonstrate the superior performance of proposed model over several alternative degradation
performance modeling approaches.
The rest of this paper is organized as follows. Section 4.2 describes the formulation of
proposed degradation modeling framework and introduces the concepts of functional
material descriptor, followed by a detailed elaboration of the developed algorithm of
model estimation. Section 4.3 presents a real case study to illustrate the proposed work
and further demonstrate its superior performance (e.g., accurate prediction performance,
appealing model interpretation) over several alternative models. Section 4.4 draws the
conclusive remark of this paper.
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4.2

Methodological Framework

4.2.1

Framework Overview

To capture the influences of both environmental conditions and material characteristics as well as the latent effects of unobserved factors, we propose a generic degradation
performance modeling framework with mixed-type covariates and latent heterogeneity,
as shown in Figure 4.37. For each material unit, the degradation performance outputs

Figure 4.37: Overview of proposed modeling framework
are collected in the accelerated degradation test and are used as responses to develop
the degradation performance model. Besides, the material microstructure information of
each test unit is collected via advanced sensing technology. With the obtained microstructure images, we employ statistical measures to extract the functional features of material
characteristics. We then use scalar covariates to represent external environmental conditions (e.g., temperature, loads and humidity) and utilize functional covariate to represent
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internal material characteristics. The proposed framework incorporates both mixed-type
(e.g., scalar and functional) covariates and accounts for their potential interaction as well
as latent heterogeneity. Further, we employ finite basis approximation technique to address the infinity dimensionality issue of functional covariates and apply data augmentation technique with expectation maximization estimation method to jointly estimate both
mixed-type covariates and latent variable. The proposed modeling framework can improve prediction accuracy via considering both influences of mixed-type covariates and
latent heterogeneity. In addition, the proposed framework is able to identify important
influencing factors and quantify their effects on product reliability performance (e.g., accelerating/decelerating degradation process). With the quantified effects of observed influencing factors, the proposed framework can facilitate optimal test design and further
improve product reliability. Besides, the proposed framework can also quantify the latent
heterogeneity of individual test unit and help with future data collection. The details will
be elaborated in the following subsections.
4.2.2

Model Formulation

Considering a population of N test units, the observed degradation performance of
test unit i at time tij is denoted as yij , ∀i = 1, ..., N, j = 1, ..., mi where mi is total number
of degradation performance measurements of test unit i. The degradation performance
of each test unit may be influenced by both external factors, such as accelerated environmental conditions, and internal factors, such as the material characteristics. The former
can often be characterized by scalar covariates to reflect a specific stress level of the accelerated environmental condition, while the latter can often be characterized by functional
material descriptor due to their rich representation of material microstructure characteristics. In addition to the above influences of observed factors, it is still possible that each
test unit may be influenced by a set of unobserved/unknown factors shared within each
test unit, which causes the correlation among repeated degradation performance mea-
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surements of single test unit over time. To simultaneously quantify both the influences of
the observed mixed-type (i.e., scalar and functional) covariates, their potential interaction
effect and the influence of unobserved/unknown factors shared within each test unit, the
proposed bi-level degradation performance model is generically formulated as
yij = gi (tij , θi , Ψ) + eij ≈

L

∑ ηli φl (tij ) + eij ,

i = 1, ..., N, j = 1, ..., mi

(4.25a)

l =0

ηli = νl + βTl xi +

+

S Z

∑

s =1 Rs

P

S Z

p =1

s =1 Rs

∑ xip ∑

αls (r ) Zis (r )dr
!

ρl ps (r ) Zis (r )dr

+ γli , i = 1, ..., N, l = 0, ..., L

(4.25b)

At response level, the degradation performance outputs over time of test unit i can be captured by a unit-specific nonlinear function gi (·) and an error term eij ∼ N (0, σe2 ) where
σe2 is the variance of measurement error. In the unit-specific nonlinear function mapping,
Ψ is a vector of fixed effect parameters and θi is a vector of random effect parameters of
test unit i. To improve the model interpretation and estimation tractability, the nonlinear
function gi (·) can be further approximated by a set of basis functions, {φl (·), ∀l = 0, ..., L}
and unit-specific basis coefficients {ηli , ∀l = 0, ..., L}. φ0 (·) = 1 and η0i is the grand
mean function. Different basis functions, such as polynomial basis and spline basis, can
be considered to capture the nonlinear curvature of degradation performance over time
while unit-specific basis coefficients capture the individual heterogeneity of degradation
performance. To further capture such individual heterogeneity, we decompose each coefficient ηli into five components at coefficient level, namely, (i) population-level component νl , which captures the population average degradation pattern at l th coefficient level
among all test units; (ii) the individual heterogeneity at l th coefficient level explained
by the marginal effect of observed scalar covariates xi = [ xi1 , ..., xiP ]T and covariates coefficients β l = [ β l1 , β l2 , ..., β lP ]T ; (iii) the individual heterogeneity at l th coefficient level
explained by the marginal effect of observed centered functional covariates Zis (r ) with
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support space Rs and covariates coefficient functions αls (r ), ∀s = 1, ..., S; (iv) the individual heterogeneity at l th coefficient level explained by the interaction effect between
observed scalar and centered functional covariates with covariates coefficient functions
ρl ps (r ), ∀ p = 1, ..., P, s = 1, ..., S, and (v) the unobserved heterogeneity at l th coefficient
level due to the influence of unobserved/unknown factors shared within each unit i, cap2 ) where σ2 refers to the
tured by the continuous latent variable γli , i.e., γli ∼ N (0, σγl
γl

variance of latent variable.
The proposed model formulation is generic and several of the existing degradation
performance models can be treated as the special cases of the proposed model. For
instance, by neglecting the mixed-type covariates and their potential interaction, i.e.,
β li = 0, αls (·) = 0, ρl ps (·) = 0, ∀i = 1, ..., N, l = 0, ..., N, p = 1, ..., P, s = 1, ..., S, the
proposed model is reduced into the degradation path model in (Lu and Meeker, 1993).
For another example, by neglecting the functional covariates and the interaction term
as well as latent heterogeneity, i.e., αls (·) = 0, ρl ps (·) = 0, γli = 0, ∀i = 1, ..., N, l =
0, ..., N, p = 1, ..., P, s = 1, ..., S, the proposed model becomes the typical accelerated
degradation model with constant stress factor. Moreover, by neglecting scalar covariates, potential interaction and latent heterogeneity, i.e., β li = 0, ρl ps (·) = 0, γli = 0, ∀i =
1, ..., N, l = 0, ..., N, p = 1, ..., P, s = 1, ..., S, the proposed model becomes the degradation
model with functional covariates introduced in (Si et al., 2019). Figure 4.38 further illustrates the hierarchical structure of the proposed bi-level degradation model. As shown in
Figure 4.38, the rectangle nodes refer to the observed data, including the response data
and the observed environmental/accelerated conditions as well as the measured material
microstructure characteristics. Circle nodes represent either the unknown model parameters to be estimated or random variables. Triangle nodes represent deterministic functions. The solid and dashed lines indicate the deterministic and stochastic relationship
between the connected nodes, respectively.
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Figure 4.38: Visualization of proposed bi-level degradation model
4.2.3

Material Statistical Descriptor

Among mixed-type covariates in the above formulation, the centered functional covariates Zis (r ), ∀i = 1, ..., N, s = 1, ..., S represent critical characteristics of material microstructure, such as spatial heterogeneity, which is known to have indispensable impacts
on degradation performance (Singh et al., 2007). To evaluate the spatial heterogeneity
of material microstructure at microscopic level, advanced sensing devices/technologies,
such as transmission electron microscopy (TEM), are often available for the finer scale
characterization of material microstructure. Figure 4.39a gives an example of a TEM image of a tested unit in the accelerated wear test considered in the paper. The gray part
and black part represent two different phases of material unit, which have different compositions. As reflected in TEM images with two different colors, such material unit is
two-phase and often exhibits spatial heterogeneity and non-uniformity. As compared to
the two-phase unit, there is few color contrast or even single color in TEM image of test
unit of single phase. The unit of single phase often exhibits homogeneous spatial patterns
and uniformity. Figure 4.39a also illustrates a zoom-in view of spatial patterns of the red
dot. To further extract and quantify spatial heterogeneity (or uniformity) patterns of TEM
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(a) Raw TEM image and zoom-in view

(b) Radial distribution function

(c) Two-point correlation function

Figure 4.39: TEM image and diagrams of its functional descriptor
images at reduced complexity, the functional microstructure descriptors (Torquato, 2002),
such as radial distribution function (RDF) and two-point correlation (TPC) function, are
popular choices of correlation-based statistical measures. Unlike scalar covariates which
summarize the spatial heterogeneity information at an aggregate level, the functional covariates (e.g., RDF, TPC) can capture the spatial heterogeneity patterns of of material microstructure more comprehensively. The details are elaborated as follows.
Radial distribution function (RDF) is an useful statistical measure to describe how
particle density varies as a function of distance from a reference particle (Goel et al., 2012).
Considering a material test unit of M particles in a volume V, RDF can be calculated as
g (r ) =

1
κ

∑m6=0 δ(r − rm ) where κ =

M
V

is the average number density of particles and

h·i is the ensemble averaging operator. rm , ∀m = 1, ..., M refers to particle coordinates
and δ(·) is the Dirac delta function. Particularly, for a test unit with equivalent particles
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1, ..., M − 1, RDF calculation can be further simplified as g(r ) = V MM−1 hδ(r − r1 )i. As
shown in Figure 4.39b, RDF is a distance dependent measure and determines how many
particles are within a distance of r and r + dr away from the reference particle. If more
particles in a material unit are uniformly distributed, the number of particles within a
specified distance from the reference particle over the support range will be similar. This
can further be reflected by the RDF values where less sharp changes are involved in the
RDF curve. On the other side, if the particles concentrate on certain area of a test unit, the
RDF values of different radius over the support range will become significantly different.
In addition to the RDF measure, we also introduce another measure called two-point
correlation function (TPC) (Jiao et al., 2007) to describe microstructure characteristics of
material test units. TPC is a statistical measure typically for material test units of twophase. Considering a two-phase test unit with different material compositions
 in differ
1, x ∈ V
h
(
h
)
(
h
)
ent phases, we define an indicator function I ( x ), h = 1, 2 as I ( x ) =

0, x ∈ V̄h
where Vh and V̄h refer to the region occupied by phase h and the other phase, respectively. TPC then represents the probability of two randomly chosen points q1 and q2 are
D
E
(h)
(
h
)
(
h
)
both in phase h, i.e., S2 (q1 , q2 ) = I (q1 ) I (q2 ) where h·i is the ensemble averaging
operator over the support range of a test unit. Particularly, when a material test unit is
D
E
(h)
statistically homogeneous, TPC can be calculated as S2 (q1 , q2 ) = I (h) (q1 ) I (h) (q1 + r )
where r is specified spatial distance, as depicted in Figure 4.39c. When the particles of
same phase are uniformly distributed over a test unit, TPC values of different distances
over the support range tend to be similar.
The aforementioned correlation method based material descriptors, such as RDF and
TPC, are distance dependent functions and can be used to describe the spatial heterogeneity patterns of material microstructure effectively. The curve shape of these descriptors
can be used to differentiate the non-uniformity structure such as clustering pattern from
the uniform material structure. With advanced sensing technologies, these functional
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descriptors become available and can help to investigate the influences of material characteristics on the degradation process.
4.2.4

Model Estimation

Considering a population of N deteriorating units are tested and mi degradation performance measurements are collected on each unit i, i = 1, ..., N, the available data can be
expressed as D = {yij , tij , xi , Zis (r ), ∀i = 1, ..., N, j = 1, ..., mi , s = 1, ..., S}. Let γi be a vech
i
2 , σ2 , ..., σ2
tor of latent variables of length L + 1 with γi ∼ N (0, Σγ ) where Σγ = σγ0
γL I.
γ1
We further let Θ = {νl , β l , αls (·), ρl ps (·), σe2 , ∀l = 0, ..., L, p = 1, ..., P, s = 1, ..., S} be a set
of unknown model parameters. Suppose the support space of extracted functional covariates from previous section is defined as Rs = [0, R], the original marginal likelihood
function then becomes


L Θ, {γi }iN=1 | D =

N Z

∏ ∏p
i =1

∝

N Z

∏

···

Z

σe2 Imi

i =1
P

+

S Z R

∑ xip ∑

p =1

s =1 0

mi

− 12


yij | Θ, γi p(γi )dγi

j =1

L
S
1 mi
T
exp{− 2 ∑ (yij − ∑ [νl + β l xi + ∑
2σe j=1
s =1
l =0
!

ρl ps (r ) Zis (r )dr

+ γli ]φl (tij ))2 } dγ0i . . . dγLi

Z R
0

αls (r ) Zis (r )dr
(4.26)

where |·| refers to the matrix determinant operator and Imi is mi × mi identity matrix. As
shown in the above likelihood function, the intrinsic infinite dimensionality of functional
data (Ramsay and Silverman, 2007) makes the parameters estimation mathematically intractable. In addition, as shown in Eq. (4.26), the latent variables will be integrated out
via the marginal approach and cannot be estimated. To jointly estimate both the model
parameters and the latent variables, we need to address these two key challenges. The
solution details are elaborated as follows.
The functional data can be treated as a realization of stochastic process and intrinsically involves infinite dimensionality issue. To address such issue, we employ approxi102

mation method to reduce the dimensionality of functional data and facilitate parameter
estimation. Based on Mercer’s theorem, the covariance matrix of functional data can
be expressed by orthogonal eigenfunctions and ordered nonnegative eigenvalues (Ramsay and Silverman, 2007). With these eigenfunctions, we can apply Karhunen-Loève expansion (Hsing and Eubank, 2015) on the centered functional covariates as well as the
coefficient functions, and express them as linear combinations of the complete orthog∞
onal basis functions, i.e., Zis (r ) = ∑∞
k=1 cisk ψk (r ), αls (r ) = ∑k=1 blsk ψk (r ) and ρl ps (r ) =

0
∑∞
k=1 bl psk ψk (r ), ∀i = 1, ..., N, l = 0, ..., L, p = 1, ..., P, s = 1, ..., S where cisk , blsk and

bl0 psk are known as functional principle component scores of functional data (Ramsay
and Silverman, 2007). Since the eigenvalues of covariance operator of functional data
decrease and finally approximate to 0, it is often sufficient to use a small number of
eigenfunctions whose eigenvalues are significantly nonzero to accurately approximate
the functional data. The number of finite basis functions can be determined efficiently
by the fraction of variance explained (FVE) in practice (Chen and Lei, 2015). With the
truncated K basis functions, the centered functional covariates and the coefficient functions can then be approximated by Zis (r ) ≈ ∑kK=1 cisk ψk (r ), αls (r ) ≈ ∑kK=1 blsk ψk (r ) and
ρl ps (r ) ≈ ∑kK=1 bl0 psk ψk (r ). The model parameters becomes Θ = {νl , β l , blsk , bl0 psk , σe2 , ∀l =
0, ..., L, p = 1, ..., P, s = 1, ..., S, k = 1, ..., K }. The joint likelihood can be rewritten as

L



Θ, {γi }iN=1



N Z

|D ∝∏

···

Z

σe2 Imi

i =1

S

+ R( ∑

K

∑

s =1 k =1

P

S

blsk cisk ) + R( ∑ xip ( ∑
p =1

− 12

exp{−

1
2σe2

mi

L

j =1

l =0

∑ (yij − ∑ [νl + βTl xi

K

∑ bl0 psk cisk )) + γli ]φl (tij ))2 } dγ0i . . . dγLi

(4.27)

s =1 k =1

In the above likelihood function, the infinite dimensionality issue of functional data is
resolved and it is tractable to estimate
+ 1) design matrix
 Θ. We denote Λi as mi × ( L 
 φ0 (ti1 ) φ1 (ti1 ) ... φL (ti1 ) 


. We then denote
of latent heterogeneity where Λi = 
...
...
...




φ0 (timi ) φ1 (timi ) ... φL (timi )
103

Ωi as mi × U design matrix of observed heterogeneity and denote ζ as the corresponding coefficient vector of length U where U = ( L + 1)(1 + P + SK + PSK ). Ωi can be


manifested as Ωi = Λi A2i A3i A4i where matrix details of A2i , A3i and A4i are
presented in Appendix Section B.1.1. The coefficient vector of observed heterogeneity is
iT
h
0T
0T
, ..., b LPS
where vector details are described
written as ζ = νT , βT0 , ..., βTL , bT01 , ..., bTLS , b011
in Appendix Section B.1.1. The vector form of the proposed model can then be expressed
as yi = Ωi ζ + Λi γi + ei , i = 1, ..., N. The compact likelihood function is given by
L(Θ, {γi }iN=1 | D ) ∝
N Z

∏

···

Z

σe2 Imi

i =1

− 12

exp(−

1
kyi − Ωi ζ − Λi γi k2 ) dγ0i . . . dγLi
2σe2

(4.28)

In the above marginal approach, the latent variables γi , ∀i = 1, ..., N will be integrated
out and cannot be estimated. To address the estimation issue of latent factors, We employ
data augmentation technique (Wei and Tanner, 1990) and introduce the complete data,
i.e., D ∗ = { D, {γi }iN=1 }. The model parameters can be specified as Θ = {ζ, σe2 , Σγ }. Based
on the augmented data D ∗ , the joint likelihood can be derived as
L(Θ | D ∗ ) =

N

∏ p (yi | Θ, γi ) p(γi | Θ)
i =1

∝

N

∏
i =1



σe2 Imi

− 12

|Σγ |

− 12




1
1 T −1
2
exp(− γi Σγ γi ) · exp − 2 ky − Ωζ − Λγk
2
2σe

(4.29)

where k·k is Euclidean norm operator. y = [y1T , ..., yTN ]T is a vector of length ∑iN=1 mi repre
T
senting the degradation performance outputs for all units. Ω = ΩT1 ... ΩTN
is a matrix of dimension (∑iN=1 mi ) by U representing
the design matrix of observed heterogene
Λ1 0 ... 0 


N

ity for all units. Λ = 
 0 Λ2 ... 0  is a matrix of dimension (∑i=1 mi ) × ( L + 1) N


0
0 ... Λ N

representing the design matrix of latent heterogeneity for all units. γ = [γ1T , γ2T , ..., γTN ]T
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is a vector of length ( L + 1) N representing the latent variables among all units. Further, the log likelihood of augmented data can be written as l (Θ | D ∗ ) ∝ l1 (ζ, σe2 |
N

D ∗ ) + l2 (Σγ | D ∗ ). l1 (ζ, σe2 | D ∗ ) can be manifested as l1 (ζ, σe2 | D ∗ ) = − ∑i=21
1
(ky − Ωζ k2
2σe2

mi

log(σe2 ) −

+ ∑iN=1 Tr(ΛTi Λi γi γiT ) − 2(y − Ωζ )T Λγ) where Tr(·) is the trace operator.

1
l2 (Σγ | D ∗ ) can be expressed as l2 (Σγ | D ∗ ) = − N2 log |Σγ | − 21 ∑iN=1 γi T Σ−
γ γi . Given

that γ is known, ζ and σe2 can be obtained by maximizing l1 (ζ, σe2 | D ∗ ) and Σγ can
be estimated by maximizing l2 (Σγ | D ∗ ). However, the latent factors are unknown in
real world problem. Thus, we employ EM technique (Wei and Tanner, 1990; Wu et al.,
1983) to develop the estimation algorithm to jointly estimate unknown model parameters and latent factors. At iteration τ, the Expectation step yields the conditional expectation of l (Θ | D ∗ ), i.e., Q(Θ, Θ(τ −1) ) = ES(γ)| D,Θ(τ−1) [l (Θ | D ∗ )] where S(γ) =

γ1 , γ2 , ..., γN , γ1 γ1T , ..., γN γTN is a set of individual statistics and Θ(τ −1) is a set of all obtained model parameters at iteration τ − 1. The Q-function can be explicitly written as
Q(Θ, Θ(τ −1) ) ∝ −

1
∑iN=1 mi
log(σe2 ) − 2 (ky − Ωζ k2
2
2σe

N

+ ∑ Tr(ΛTi Λi E[γi γiT | D, Θ(τ −1) ]) − 2(y − Ωζ )T ΛE[γ | D, Θ(τ −1) ])
i =1

1 N
N
1
( τ −1)
]
− log |Σγ | − ∑ E[γi T Σ−
γ γi | D, Θ
2
2 i =1

(4.30)

where Tr(·) is the trace operator. The conditional expectation E[γi | D, Θ(τ −1) ] and
E[γi γiT | D, Θ(τ −1) ] can be explicitly obtained as
( τ −1)

E[γi | D, Θ(τ −1) ] = µi

=

( τ −1)

E[γi γiT | D, Θ(τ −1) ] = Vi
( τ −1)

where Vi

−1( τ −1)

= (Σγ

+

1

2( τ −1)

σe

1
2( τ −1)
σe

( τ −1)

Vi

ΛTi (yi − Ωi ζ (τ −1) ), ∀i = 1, ..., N

( τ −1) ( τ −1)T
µi
,i

+ µi

= 1, ..., N

(4.31)

ΛTi Λi )−1 . The derivation details of conditional ex-

pectation are presented in Appendix Section B.1.2. We can further simplify the condi-
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( τ −1)T

tional expectation as E[γ | D, Θ(τ −1) ] = µ(τ −1) = [µ1

( τ −1)T

, µ2

( τ −1)T T
] .

, ..., µ N

With

the calculated Q-function at current iteration, the Maximization step achieves the maximization of Q(Θ, Θ(τ −1) ). The model parameters at iteration τ can then be updated
by Θ(τ ) = arg max Q(Θ, Θ(τ −1) ). The maximization of Q(Θ, Θ(τ −1) ) is mathematically
Θ

tractable and the estimated model parameters at iteration τ can be derived as
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= Ω Ω
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(4.32)
( τ −1) ( τ −1)T
µi

!

ΛTi Λi )−1 + µi
N

(4.33)

( τ −1)

− 2 ∑ (yi − Ωi ζ̂ (τ ) )T Λi µi
i =1

+ ∑ Tr(ΛTi Λi ((Σ̂γ

(τ )−1

i =1

+

1
2( τ −1)
σ̂e

( τ −1) ( τ −1)T
µi
)))

ΛTi Λi )−1 + µi

(4.34)

The derivation details of the above estimation procedure are provided in Appendix SecAlgorithm 5 Parameters estimation procedure of the proposed model
Initialization: Θ(0) = {ζ (0) , σe2

(0)

(0)

, Σγ }

procedure U PDATE E STIM
for ι ← 1, ..., τmax do
Compute E[γi | D, Θ(ι−1) ] and E[γi γiT | D, Θ(ι−1) ] based on Eq. (4.31)
Derive parameter estimates sequentially by maximizing Q(Θ, Θ(ι−1) )
1. Obtain ζ̂ (ι) based on Eq. (4.32)
(ι)

2. Obtain Σ̂γ based on Eq. (4.33)
2( ι )

3. Obtain σ̂e

based on Eq. (4.34)

end for
end procedure

tion B.1.3. The estimation algorithm of the proposed model is summarized in Algorithm 5. In each iteration, the conditional expectations are computed first and the param-
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eters are then updated sequentially via maximizing Q-function. The algorithm updates
parameters iteratively till the maximum iteration τmax is achieved. The EM estimation
technique greatly simplifies the computational difficulties in joint likelihood maximization. The merits of data augmentation method enables the closed-form parameter updating procedure. It is proved that the parameter estimates will converge to maximum
likelihood estimates when the updating iteration increases (Wu et al., 1983).

4.3

Real Case Study

4.3.1

Experimental Data Description

To illustrate the proposed modeling framework and to further evaluate its prediction
performance as well as model interpretation capability, we provide a real case study to
analyze the tribological degradation performance data of copper alloys. Due to their
exceptional mechanical properties and high strength, copper alloys have been widely
considered in various mission and safety critical components (e.g., aircraft bearings and
bushings) and systems (e.g., drilling and mining systems). The tribological degradation
of copper alloys may be influenced by both external factors, such as load conditions, and
internal factors, such as material microstructure information. We will utilize the proposed
degradation performance model to quantify the influences of these observed factors as
well as unobserved heterogeneity within each individual test unit. Specifically, accelerated wear tests of Cu-Ni-Sn alloys are carried out at elevated load conditions using the
Koehler K93500 pin-on-disc tester (Singh et al., 2007), as shown in Figure 4.40. The test
units consist of both as-received and annealed material specimens of Cu-Ni-Sn alloys. As
compared to the as-received test units, the microstructure and physical/chemical properties of annealed test units are often altered considerably through the annealing process,
and therefore the corresponding tribological degradation performance may also differ.
For each test unit, its tribological degradation performance outputs (i.e., height loss in
um) are measured over time (in seconds) by a linear variable displacement transducer
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(a) The testing equipment

(b) The diagram of wear test

Figure 4.40: The testing environment of the investigated accelerated wear test
(LVDT). Figure 4.41 shows degradation performance observations of four test units with

Figure 4.41: Degradation performance outputs of four test units
two different material types under different load conditions. The graphical visualization
implies that both the internal factors (e.g., material types) and external factors (e.g., load
conditions) play important roles in the degradation performance outputs and there is a
need to explicitly quantify their effects.
With the advancement of material sensing and characterization techniques, it becomes
readily available nowadays to obtain and extract more detailed information for test units
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with different material types. In this paper, we utilize transmission electron microscopy
(TEM) technique to characterize the microstructure of both as-received and annealed test
units. The TEM images embrace useful information about material microstructure at
finer scale. Particularly, we use grayscale TEM images at a nanometer-or-less length scale
(20 nm) to characterize the microstructure properties of different types of copper alloys.
Figure 4.42 shows two TEM images of as-received and annealed test units, respectively,

(a) As-received copper alloy

(b) Annealed copper alloy

Figure 4.42: TEM micrographs of two different material types
which have significant visual difference. The texture pattern of the annealed test unit in
Figure 4.42b has less spatial heterogeneity than that of the as-received test unit, indicating a more homogeneous microstructure with less distinct crystal structure and chemical composition. Such microstructure difference among different types of copper alloys
is essentially due to the influence of the annealing process. After annealing at higher
temperature, the primary two-phase microstructure in the as-received test unit has been
converted into a single phase with alerted mechanical properties.
4.3.2

Functional Covariates Extraction

As shown in Figure 4.42, the microstructures of the test units with different material
types exhibit different spatial heterogeneity patterns. To capture the spatial heterogeneity
with rich spatial information, two functional microstructure descriptors, namely TPC and
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RDF, are considered. As described in Section 4.2.3, the functional covariate Z (r ) is used
to represent the material microstructure information where r is the distance measured at
spatial scale in pixel. The distance measure for TPC function ranges from 0 to 200 pixels and the distance measure for RDF is between 0 and 250 pixels. Figure 4.43 shows

(a) TPC

(b) RDF

Figure 4.43: Extracted functional descriptors
the corresponding functional covariates extracted based on TPC and RDF descriptors.
Both descriptors are able to capture and differentiate the spatial heterogeneity patterns
between annealed and as-received test units. The TPC (or RDF) value of an annealed test
unit is uniformly larger than that of an as-received one at various spatial scales (measured in pixels), indicating a uniformly more homogeneous material microstructure. As
the spatial distance r increases, the microstructures of both test units tend to become less
homogeneous (with a smaller TPC or RDF value). When the spatial distance r is larger
than 25 pixels, the TPC (or RDF) value of as-received test unit tends to approach 0, indicating that the cluster size in its TEM image is typically no larger than 25 pixels. Further,
TPC is more sensitive than RDF in capturing and differentiating spatial heterogeneity of
annealed unit at finer scale (e.g., smaller than 15 pixels).
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4.3.3

Performance Comparison with Alternative Approaches

We first apply centering to the raw degradation performance data such that their baseline degradation performance (at t = 0) has been centered around 0, i.e., η0i = 0, ∀i =
1...12. As shown in Figure 4.41, the degradation performance outputs exhibit approximately linear degradation path and thus we consider the first order polynomial basis
function, i.e., φ1 (tij ) = tij , ∀i = 1...12, j = 1...20. We then decompose the basis coefficient
η1i into several parts, as described in Section 4.2.2. We use the extracted functional covariate Zi1 (r ), ∀i = 1...12, as described in previous section, to represent the unit-specific
microstructure pattern. In addition, we consider the scalar covariate xi1 to represent the
load condition exerted on test unit i. By incorporating both Zi1 (r ) and xi1 as well as
their interaction term into the proposed model, we further introduce a unit-specific latent
variable γ1i to capture the unobserved heterogeneity within each test unit i. The model
specification using higher-order polynomial basis functions is also investigated and compared, which will be shown later in this section. Given a sample of test units available
with observed degradation performance data (e.g., the height loss in um unit), we estimate the proposed model based on the estimation procedure described in Section 4.2.4.
For basis function approximation in handling the infinite dimensionality of functional
covariate during estimation, we select the optimal number of orthogonal basis functions
based on the criterion of percentage of functional variation explained (FVE). The final
number of basis functions for TPC functional approximation is two and the basis order
for RDF functional approximation is three.
With the selected number of basis functions and the estimated models, we further
evaluate the models with different functional descriptors (e.g., TPC and RDF) and compare their prediction performances. We partition the data into training (first 80% of
degradation observations of each test unit) and testing data sets. We employ 5-fold crossvalidation (CV) to evaluate and compare the prediction performance of the two models.
The total CV error of all test units using model with TPC descriptor is smaller than the
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total CV error of RDF-based model. Thus, we select TPC as microstructure descriptor
to evaluate the performance of proposed modeling framework and further to compare it
with other alternative models.
To demonstrate the superior modeling performance of the proposed modeling framework which incorporates mixed-type (i.e., both scalar and functional) covariates, their
interaction as well as unobserved heterogeneity, we investigate and compare several alternative modeling approaches at various level of model complexity. First, to investigate
Table 4.12: Different degradation performance modeling approaches
Order of
polynomial basis

Observed factors
Model

Material
microstructure
Functional

Scalar

Model 1

Load
condition

Unobserved
heterogeneity

Scalar

first
order

4

4

Interaction

Model 2

4

Model 3

4

4

Model 4

4

4

4

4

Model 5

4

4

4

4

4

4

4

4

4

Model 6
Model 7

4

4
4

first and
second
orders

4

4

4

4

the importance of mixed-type covariates and their interaction, we consider the following
set of alternative modeling approaches, namely (i) Model 1 which only considers scalar
covariate of load condition, (ii) Model 2 which only considers functional covariate of material microstructure, (iii) Model 3 which considers mixed-type covariates but fails to consider their interaction, and (iv) Model 4 which considers both mixed-type covariates and
their interaction but fails to consider unobserved heterogeneity. Among the first four
modeling approaches, Model 4 is the most complex one. Based on Model 4, we further
adjust its modeling complexity from the following three aspects, namely (i) adding higher
order basis function in Model 5; (ii) replacing functional covariate with scalar covariate
to represent material microstructure in Model 6; and (iii) incorporating latent variable to
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represent unobserved heterogeneity in Model 7 (i.e., the proposed model). It is noticed
that, for Model 6, we consider the scalar covariate of fractal dimension Dα to capture material microstructure, which is a popular choice of feature extraction method and often
considered in microstructure image analysis (Chaudhuri and Sarkar, 1995). Table 4.12
summarizes the structure differences between the proposed modeling approach and six
alternative modeling approaches.
To comprehensively evaluate and compare the modeling performance of the above
models, we consider the following different performance evaluation criteria, namely (i)
model goodness-of-fit criteria, e.g., R-squared and data log-likelihood; (ii) model selection criteria, e.g., Akaike Information Criterion (AIC) and Bayesian Information Criterion
(BIC), and (iii) model prediction criteria, e.g., mean squared error (MSE) of both training and test data sets. The model selection criteria (e.g., AIC, BIC) can be unified as


C (Θ) = −2 ln L Θ̂, {γ̂i }iN=1 | D + pk, where L Θ̂, {γ̂i }iN=1 | D is the maximized joint
likelihood and pk is the penalty term to leverage the model complexity. In particular, p is
total number of estimated model parameters, k = 2 (for AIC) and k = ln N (for BIC).
Table 4.13: Model comparison results
Model

Results

Model
structure

R2

log L

AIC

BIC

¯ train ,∆
¯ test )
(∆

Model 1

0.7303

-937.4

1880.8

1890.6

(1019.2, 3779.6)

x

Model 2

0.5672

-982.3

1972.6

1985.6

(1626.8, 6646.2)

Z (r )

Model 3

0.9269

-811.042

1632.1

1648.4

(273.3, 1067.6)

x + Z (r )

Model 4

0.9736

-712.1

1438.3

1461.1

(97.5, 248.9)

x × Z (r )

Model 5

0.9735

-712.1

1440.1

1466.2

(97.5, 253.6)

φ1 (tij ) + φ2 (tij )

Model 6

0.7304

-936.3

1882.7

1898.965

(1007.9, 3748.8)

Z

Model 7

0.9681

-698.7

1413.3

1439.4

(72.4, 156.3)

x × Z (r ) + γ

Based on the above criteria, Table 4.13 summarizes the results of performance comparison. Among all models, the proposed model achieves the best performance, in terms of
both the largest goodness-of-fit, the smallest AIC/BIC and the smallest MSE values. Sev113

eral additional implications and discussions can be obtained as follows. First, by comparing Model 3 with Models 1 and 2, the model which only considers either external factor of
environmental conditions (e.g., Model 1) or internal factor of material types (e.g., Model
2) has worse goodness-of-fit and prediction performance than the model which considers
both internal and external factors (e.g., Model 3). Further, there exists interaction between
these two factors and capturing such interaction (e.g., Model 4) will further improve
the modeling performance. This implies the importance of incorporating both internal
and external factors (as well as their potential interaction) during the degradation performance modeling. Second, by comparing Models 4 and 5, we explore the impact of higher
order basis function on modeling performance improvement. Based on the training and
testing MSE values, model with extra quadratic term (e.g., Model 5) has overfitting issue.
Thus, in this study, the complex curvilinear model specification with higher order basis
function will not provide additional modeling benefits and need to be avoided. Third, by
comparing Models 4 and 6, Model 4 which considers mixed-type covariates (e.g., functional covariate of material microstructure and scalar covariate of load conditions) has
superior modeling performance than Model 6 which only considers single-type covariates (e.g., scalar covariates). This emphasizes the benefits of incorporating mixed-type
covariates in improving degradation performance modeling accuracy. The functional covariate carries richer material microstructure information than the conventional scalar
covariate. Last, by comparing the proposed model which considers unobserved heterogeneity (e.g., Model 7) and Model 4 which fails to consider unobserved heterogeneity,
both model goodness-of-fit and prediction results indicate the importance of considering
both observed factors’ influences and unobserved heterogeneity in developing the degradation performance model. The predicted degradation performance based on different
models (e.g., Models 1-7) and the observed degradation performance of a single test unit
are also shown in Figure 4.44. As compared to the alternative modeling approaches (e.g.,
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Figure 4.44: Prediction performance comparison among different models
Models 1-6), the predicted degradation performance values based on the proposed model
(e.g., Model 7) are closer to the actual degradation performance observations over time.
4.3.4

Model Interpretation

Based on the above performance evaluation and comparison, the superior prediction
performance of proposed modeling framework is demonstrated. We further investigate
the model interpretability of the proposed work. The effects of different types of covariates on tribological degradation are discussed as below. The point estimates of model
Table 4.14: Model parameter estimation results
Parameter

Point Estimate

P-value

Parameter

Point Estimate

P-value

ν1

0.01633

0.0038

β 11

0.02046

<.0001

0
b1111
0
b1112

0.00002

<.0001

0.000326

0.3298

b111

0.000025

0.0235

b112

-0.00047

0.4234

coefficients and their p-values are summarized in Table 4.14. As shown in Table 4.14,
both ν̂1 and β̂ 11 are significant at a significant level of 0.05. ν̂1 captures the tribological
degradation rate of studied alloy in absence of the influences of mixed-type covariates.
A positive value of ν̂1 indicates an increasing trend of degradation performance (i.e., material height loss) of copper alloys over time. β̂ 11 quantifies the marginal effects of scalar
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covariate, i.e., load condition, on degradation performance output of test units. A positive
value of β̂ 11 indicates that load condition is an effective stress factor in accelerating the
tribological degradation process of copper alloys. Further, we investigate the marginal
and interaction effect of functional covariates (i.e., TPC curves) of material microstrucRR
tures on degradation performance output. As shown in Eq. (4.25b), 0 α11 (r ) Zi1 (r )dr
captures the contributing marginal effects of functional covariate Zi1 (r ) on the slope of
degradation performance, which can be written as R(b111 ci11 + b112 ci12 ) via basis function approximation (in Section 4.2.4). A non-zero value of parameter b111 at a significance
level of 0.05 indicates that there exists a marginal effect of material microstructures (captured by functional covariate) among different material types. Figure 4.45 shows the es-

Figure 4.45: Effects of internal material characteristics among all test units
timated contributing marginal effects,

RR
0

α11 (r ) Zi1 (r )dr, among different test units with

two different types of copper alloys. As shown in Figure 4.45, the microstructure effects
of as-received test units are negative. It indicates that a less homogeneous microstructure yields greater hardness of the materials and ultimately reduces the corresponding
tribological degradation rate. On the other side, the microstructure effects of annealed
test units are positive, which indicates that a more uniformly homogeneous microstructure tends to accelerate the tribological degradation process of test units. In addition
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to the significant marginal effect of functional covariate, the non-zero value of param0
eter b1111
in Table 4.14 at a significance level of 0.05 also indicates that there exists an

interaction effect between material microstructure (captured by functional covariate) and
load condition (captured by scalar covariate) on the slope of degradation performance.
Specifically, as shown in Eq. (4.25b), such interaction effect between scalar and functional
RR
covariates can be characterized as xi1 0 ρ111 (r ) Zi1 (r )dr, which can further be approxi0
0
mated as Rxi1 (b1111
ci11 + b1112
ci12 ) (as manifested in Section 4.2.4). Figure 4.46 shows the

Figure 4.46: Interaction effect among all test units
estimated interaction effect, xi1

RR
0

ρ111 (r ) Zi1 (r )dr, among different test units. As shown

in Figure 4.46, the interaction effect of material microstructure and load condition for
as-received test units are negative. It implies that the degradation performance of asreceived test units with less homogeneous microstructure is less sensitive to the accelerated load condition. On the other side, the interaction effect of material microstructure
and load condition for annealed test units are positive. It implies that for more homogeneous microstructure, there exists a synergistic effect between material microstructure
and accelerated load condition, which can further speed up the accelerated degradation
test. All of the above rich model interpretations will inform the reliability engineers at
product design and development stage to better identify the most appropriate material
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types as well as accelerated conditions to improve the efficiency of accelerated testing as
well as to improve the reliability performance of test units. In addition to the quantifica-

Figure 4.47: Quantification of individual latent heterogeneity
tion of the influences of the observed factors, the proposed work is able to quantify the
unobserved heterogeneity, captured by γ1i , within each test unit. As shown in Figure 4.47,
the positive value of unobserved heterogeneity indicates a positive effect on the slope of
degradation performance and vice versus. Such unobserved heterogeneity is essentially
caused by unobserved/unknown factors shared within each test unit (e.g., the potential
effect of accumulated wear debris on specimen contact surface). Such information can inform the reliability engineers to target specific test units which exhibit large unobserved
heterogeneity and to investigate the potential contributing factors within each test unit
via further data collection and analysis.
4.4

Conclusion Remarks
In this paper, we propose a degradation performance modeling framework with both

generic model formulation and effective estimation algorithm to characterize heterogeneous degradation data with covariates. The proposed model formulation allows the
incorporation of both mixed-type covariates and latent heterogeneity for improving the
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prediction accuracy of degradation performance. The mixed-type covariates include both
(i) the scalar covariates which represent the accelerated/environmental conditions; and
(ii) the functional covariates which represent the material microstructure characteristics.
The developed estimation algorithm further allows jointly quantifying the influences of
mixed-type covariates and unobserved heterogeneity. In particular, basis function approximation technique is employed to address the infinite dimensionality issue of functional covariates. Data augmentation technique is further employed to simultaneously
estimate the influences of the observed mixed-type covariates and the unobserved heterogeneity within each unit which is captured by the unit specific latent variable. A real
case study is also presented to illustrate the proposed framework and to evaluate its performance via comprehensively comparing with several alternative modeling approaches.
The proposed work demonstrates its superior prediction performance via using different
performance metrics, such as goodness-of-fit, model selection criteria and model prediction criteria. With improved prediction accuracy of degradation performance, the proposed model also provides rich model interpretation. Both the marginal effects among
mixed-type covariates, their interaction effect and unobserved heterogeneity within each
test unit can be jointly quantified explicitly. Such modeling outputs will help to inform
the reliability engineers to better identify the most influencing factors for improving reliability performance of product units and design more efficient accelerated tests in response
to the varied material characteristics of product units.
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Chapter 5
Heterogeneous Degradation Performance Modeling of Corroding Aluminum Alloys
with Latent Heterogeneity and Fractional Dynamics

5.1

Introduction
With lightness, sound mechanical properties and relatively low cost (Liu et al., 2017;

Mraied et al., 2016), aluminum (Al) alloys have been widely utilized in many missioncritical and safety-critical industries, such as marine and aerospace (Ezuber et al., 2008;
Alexopoulos and Papanikos, 2008). However, in saline environments, such as sea water and salt-filled atmosphere of coastal shore bases and islands, the corrosion-induced
degradation of Al alloys becomes a major concern and is a key failure cause of many critical engineering components, such as aircraft wing (Alexopoulos and Papanikos, 2008).
It will significantly reduce the structural integrity and strength of materials and eventually leads to catastrophic failures and safety issues of the overall system. Thus, accurate
modeling and assessment of corrosion-induced degradation performance of corroding
Al-alloy units (e.g., specimens, components) becomes important4 . Based on the laboratory or field testing data, successful degradation performance assessment of the test units
will help improve reliability modeling and failure prediction accuracy, and further facilitate subsequent decision-making at design or operation stages, e.g., optimal design of
experiments, cost-effective preventive maintenance.
To improve degradation performance assessment and modeling, a variety of datadriven models have been investigated in reliability literature, such as degradation path
4 This chapter was published in Elsevier RESS (Sun et al., 2018).

Copyright permission from the publisher

is included in Appendix A.
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models (Lu and Meeker, 1993; Gebraeel et al., 2005; Yuan et al., 2016; Bae et al., 2015),
continuous stochastic process (Ye and Chen, 2014; Peng et al., 2014; Huynh et al., 2011;
van Noortwijk, 2009; Ye et al., 2015) and Markov-based models (Kharoufeh, 2003; Bian
et al., 2015). Many of these empirical approaches often assume that the degradation performance of the test units, e.g. the vibration signal of the bearings or the light intensity of
the light-emitting diode lamps, can be directly observed. In corrosion-induced degradation, weight loss is often considered as a directly observed performance measure (Kirkland et al., 2012; Abiola and James, 2010). However, for Al-alloy units, weight loss is
not a good performance indicator (Tabrizi et al., 1991). It is because in the course of Alalloy corrosion, the corrosion products, e.g., Al oxides, often adheres to the alloy surface
and thus the overall weight may not significantly decrease or may even slightly increase.
Therefore, the actual degradation state becomes latent and cannot be directly observed.
Such latent nature of degradation state makes the degradation performance assessment
challenging and the above degradation models inapplicable.
To evaluate the corrosion-induced degradation performance of corroding units, electrochemical impedance spectroscopy (EIS) method (Mraied et al., 2016; He and Mansfeld,
2009; Hinderliter et al., 2006; Bierwagen et al., 2003; Kirkland et al., 2012) is considered
as a popular non-destructive testing technique. By generating alternating potential stimulus signals to the test units, EIS instruments collect the frequency responses. Based on
the frequency response data, EIS-based physical models, such as Randles circuit model
(Hinderliter et al., 2006) and failed coating model (Bierwagen et al., 2003), can be established to investigate the corrosion-induced degradation process of the test units and to
assess the latent degradation performance. Due to the complex physical failure mechanism of corroding Al-alloy units, the existing physical models are less generic and less
flexible to characterize the highly nonlinear relationship between EIS responses and the
latent degradation state.
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In addition, existing EIS-based physical models have two major limitations. First, least
squares estimation (LSE) method is mainly considered for the model estimation. However, due to the time-consuming data collection process and the limited laboratory testing
resources (e.g. available sensing devices and/or operators), the available EIS data is often limited. It is important to quantify model parameters uncertainty due to the limited
sample size of data, which is often neglected in LSE. Second, existing studies are mainly
restricted to analyzing degradation behavior of an individual test unit. However, even
for the same material, the degradation performance among multiple test units may not
be identical. It may be attributed to the composition differences and micro-structural variations, and variability of manufacturing process is another source of variation. Thus, it
will be also desirable to quantify degradation performance variability of the underlying
population from which multiple test units are drawn. The resulting benefits of population
level modeling are twofold. Population variability is an important metric to reflect material quality of suppliers and capability of the manufacturing process where test samples
are produced. Moreover, when a test unit has sparse EIS measurements, it is difficult to
assess its individual degradation performance. Leveraging information among multiple
units will help resolve such issue.
To address the above limitations, Bayesian statistics provides appealing estimation
and inference framework (Congdon, 2010). It has been successfully studied in reliability
field to quantify estimation uncertainty and to improve reliability modeling as well as
reliability assessment (Gebraeel et al., 2005; Hamada et al., 2008; Li and Liu, 2016; Qin
et al., 2015; Zhang et al., 2014; Wang et al., 2013). However, due to the complex physical
failure mechanism of Al-alloy units, Bayesian inference cannot be directly adopted due
to its empirical nature. It will be desirable to integrate the physical model with Bayesian
statistics to improve the modeling accuracy and further quantify both the parameters
uncertainty and population variability.
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To fill the above gaps, this work proposes a physical-statistical modeling approach
to evaluating the latent degradation performance of corroding Al-alloy units by innovatively integrating complex physical failure mechanisms with Bayesian hierarchical modeling and computation. From the physical modeling aspect, the proposed model incorporates the fractional order system dynamics to improve the modeling accuracy of EIS
data with more generic and flexible form than the conventional physical models. From
the statistical modeling aspect, the proposed modeling framework not only quantifies the
model parameters uncertainty of individual test unit, but also quantifies the population
variability among multiple test units. The proposed population-level model further overcomes estimation difficulty of evaluating degradation performance of an individual unit
when its available data is sparse and inadequate. In addition to improving the degradation performance assessment of test units of Al-alloy aircraft coatings (Alexopoulos and
Papanikos, 2008), an additional case study is given to demonstrate the applicability of
proposed model framework in other corroding metallic units, such as test units of magnesium (Mg) implants (Kirkland et al., 2012).

5.2

Framework Overview
Successful modeling and evaluating degradation performance of the corroding Al-

alloy test units is important in both laboratory testing and field inspection for better
reliability assessment. To characterize the latent degradation performance and further
to quantify the parameters uncertainty (due to limited test data) as well as the performance variability (among multiple test units), we propose a modeling and quantification framework by innovatively integrating complex physical mechanisms with Bayesian
statistical inference. Figure 5.48 gives an overview of the proposed framework. The nondestructive testing data is first collected via EIS instruments. Based on such data, both the
individual-level and population-level degradation models are developed by integrating
the fractional order system dynamics and Bayesian hierarchical structure. Physical mod123

Figure 5.48: Overview of the proposed degradation modeling framework
eling improves the modeling accuracy while Bayesian inference delivers rich quantification results, such as parameters uncertainty and population variability. The estimated
latent degradation performance can be used to calculate important reliability quantities,
such as remaining useful life. The details will be elaborated as follows.

5.3

Model Formulation

5.3.1

Physical Background

Conventionally, the degradation performance evaluation of a corroding metallic unit,
such as Zinc and Magnesium specimen, is realized by measuring the weight loss (Kirkland et al., 2012; Abiola and James, 2010). However, collecting weight loss data is often
labor intensive and may incur extra costs, such as labor costs and material cleaning costs,
since it requires manually terminating the corrosion process and measuring the unit outside the test environment. Moreover, for the corrosion-induced degradation of Al-alloy
units in saline environment, such as in salt water, weight loss is not a good measure. It
is because corrosion products may adhere to the surface during the degradation process,
which often results in an insignificant decrease or even a slight increase of the overall
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weight. To automatically evaluate the latent degradation performance, electrochemical
impedance spectroscopy (EIS) method is a modern non-destructive testing technique to
investigate the electrochemical system dynamics and to reflect the corrosion properties
(e.g., corrosion resistance) of the structural deterioration process (Kirkland et al., 2012).
EIS testing is performed by stimulating alternating potential signals over a wide range
of frequencies on the tested unit and collecting the responses. The corrosion process will
not be interrupted during EIS testing. Based on the collected responses, physical models
can be established to evaluate the latent degradation performance. In general, EIS-based
degradation performance model can be represented as




| H ( jω, R, Θ)| cos ∠ H ( jω, R, Θ)


+e
y(ω ) = g(ω, R, Θ) + e = 




H
(
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Θ
)|
sin
∠
H
(
jω,
R,
Θ
)
|

(5.35)

where g(·) is a function mapping from real frequency values to complex frequency responses and ω is the frequency of alternating potential stimulus which varies over a wide
range. y(ω ) = [y R (ω ), y I (ω )]T is the observed frequency response at w with y R (ω ) and
y I (ω ) representing the real and imaginary parts. H ( jω, R, Θ) is frequency response function at ω, i.e., H ( jω, R, Θ) = H (s, R, Θ)|s= jω , where H (s, R, Θ) is the transfer function of
the physical model established for characterizing the electrochemical system dynamics of
the corrosion-induced degradation process. R and Θ are model parameters of H (s, R, Θ),

|·| and ∠· are response modulus operator and phase operator, respectively. e is a vector of error terms which represents the remainder not captured by the model, including
measurement error and model mis-specification error. In H (s, R, Θ), model parameter R
is the corrosion resistance to reflect the degradation performance. Based on Stern-Geary
equation (Stern and Geary, 1957), degradation rate γ can be obtained as γ = 10.9W/R
µm yr−1 , where W = 52 mV is the Stern-Geary constant. It is noticed that the degradation
rate γ cannot be directly measured and thus it is an unknown and latent variable, which
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needs to be estimated from H (s, R, Θ). Therefore, it is referred to the latent degradation
performance in this work.
Different forms of H (s, R, Θ) in Eq. (5.35) have been investigated to characterize the
corrosion-induced degradation. Among them, the simplified Randles cell (SRC) model
(Rosliza et al., 2010) is one of the most commonly utilized models. Its transfer function,
Hr (s, R, Θ), can be expressed as
Hr (s, R, Θ) =

Br s + Ur
Er s + Vr

(5.36)

where s = jω is the alternating potential stimulus at certain frequency value ω, Θ =

{ R1 , C1 }, Br = RR1 C1 , Ur = R + R1 , Er = RC1 and Vr = 1. Figure 5.49a illustrates the

(a) SRC model

(b) FC model

Figure 5.49: Conventional EIS based physical models
physical parameters { R, Θ}. For detailed physical mechanism, please refer to (Rosliza
et al., 2010) and references therein. Although SRC model provides a simple representation, it does not consider the effect of extra layer, such as the passive film developed on
corroding Al alloys, or the effect of corrosion products, such as Al oxides or hydroxide,
which could adhere to the alloy surface. Thus, SRC model is too simple to capture the
complex degradation process of corroding Al-alloy units.
To account for the effect from extra layer of Al alloys, previous studies investigated
on failed coating (FC) model (González et al., 2003). The transfer function of FC model,
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denoted as Hc (s, R, Θ), can be expressed as
Hc (s, R, Θ) =

Ac s2 + Bc s + Uc
Dc s2 + Ec s + Vc

(5.37)

where Θ = { R1 , R2 , C1 , C2 }, Ac = R1 R2 RC1 C2 , Bc = R1 C1 ( R + R2 ) + R2 C2 ( R + R2 ), Uc =
R1 + R2 + R, Dc = RR2 C1 C2 , Ec = R2 C2 + RC1 + R2 C1 and Vc = 1. Figure 5.49b illustrates
the model parameters. For physical mechanism details, please refer to (González et al.,
2003) and references therein. Compared to SRC model, FC model considers the extra
layer and attempts to describe the degree of structural deterioration on the extra layer.
However, FC model fails to consider the effect from corrosion products on the surface of
extra layer as well as the effect of penetrated solution on the interface of alloy substrate,
which are often not negligible in the actual corrosion process of Al alloy units.
5.3.2

Individual-level Degradation Performance Modeling

In the aforementioned EIS-based physical models, the ideal capacitance parameters
(e.g., C1 and C2 ) are considered to characterize the corrosion behavior. As a result, the
orders of their transfer functions are all integers. The assumption about integer order of
transfer function makes them less flexible in capturing the real and complex corrosioninduced degradation process of many metallic units, such as Al-alloy units. For instance,
due to the defects in the extra layer of Al-alloy units, or the effects of corrosion product
on the surface, the corrosion behavior near the surface cannot be captured by an ideal
capacitance. Similarly, the capacitance at the interface of substrate may not be an ideal
capacitance due to the effect of penetrated solution.
To relax the integer order assumption, fractional order system dynamics is employed
as a promising avenue to model physical system with complex electrochemical dynamics
(Wang et al., 2015; Elwakil, 2010). It allows both integer and non-integer orders in the
transfer function and has been successfully utilized in many applications fields, such as
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modeling human tissue or energy storage system, to capture the complex physical system behaviors. In the context of modeling corrosion-induced degradation, the constant
phase elements (CPEs) (Elwakil, 2010) Λ1 and Λ2 are employed to capture the non-ideal
capacitance behavior instead of the ideal capacitances C1 and C2 , with Λk = Ck ( jω )αk , k =
1, 2, 0 ≤ αk ≤ 1 where αk is fractional order parameter. When αk approaches to 0, CPE
behaves like a resistor; when αk approaches to 1, CPE behaves like an ideal capacitor. As

Figure 5.50: Proposed model based on fractional order system dynamics
shown in Figure 5.50, Λ1 = C1 ( jω )α1 captures the non-ideal capacitance behavior due
to the defects in extra layer or the effect of corrosion products. Λ2 = C2 ( jω )α2 captures
the non-ideal capacitance behavior at the substrate interface due to the effect of penetrated solution. Other model parameters, such as R, R1 and R2 , are similar to those in FC
model. The transfer function H f (s, R, Θ) can be represented by a fractional order transfer
function, written as
H f (s, R, Θ) =

A f s α1 + α2 + B f 1 s α1 + B f 2 s α2 + U f s 0
D f sα1 +α2 + E f 1 sα1 + E f 2 sα2 + Vf s0

(5.38)

where Θ = { R1 , R2 , Λ1 , Λ2 } = { R1 , R2 , C1 , C2 , α1 , α2 }, A f = RR1 R2 C1 C2 , B f 1 = C1 R1 ( R +
R2 ), B f 2 = C2 R2 ( R + R1 ), U f = R + R1 + R2 , D f = RR2 C1 C2 , E f 1 = C1 ( R + R2 ), E f 2 =
C2 R2 and Vf = 1. The derivation details are described in the Appendix Section B.2.1.
Now consider the corrosion-induced degradation process of an individual unit of Al
alloy, with the modified fractional order transfer function, the degradation performance
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model of single unit becomes Bayesian non-hierarchical model with only one layer. The
proposed individual-level model can be formulated as
yk | Θ1 , Θ2 , R, ωk ∼ MV N (ζ k , σ2 I )


 H f ( jωk , R, Θ) cos ∠ H f ( jωk , R, Θ)



ζ k = g f (Θ1 , Θ2 , R, ωk ) = 




H f ( jωk , R, Θ) sin ∠ H f ( jωk , R, Θ)
γ = 10.9W/R

(5.39)

where yk , k = 1, ..., m is the observed response collected by alternating potential stimulus
at frequency value ωk with m total measurements. Θ = {Θ1 , Θ2 } is the model parameters of transfer function H f ( jωk , R, Θ) with Θ1 = { R1 , R2 , C1 , C2 } and Θ2 = {α1 , α2 }.
MV N (·) stands for multivariate normal distribution, and I is the 2 × 2 identity matrix. In
the proposed individual-level model, g f (·) is a nonlinear function mapping, which conr
K (ω ,R)2 +K (ω ,R)2
sists of the magnitude of response | H ( jωk , R, Θ)| = K1 (ωk ,R)2 +K2 (ωk ,R)2 and the phase of
3

response as ∠ H ( jωk , R, Θ) =

K (ω ,R)
tan−1 K2 (ωk ,R)
1
k

4

k

k ,R )
− tan−1 KK4 ((ω
,
3 ωk ,R )

k

where the derivation details

of K1 (ωk , R) to K4 (ωk , R) can be found in the Appendix Section B.2.2. The degradation
performance, namely the degradation rate γ, of a test unit can be evaluated based on
Eq. (5.39). The proposed individual-level model is not limited to corroding Al-alloy unit.
The same model structure can be employed for other corroding metallic unit by replacing
H f (·) with the transfer function of the investigated metallic unit.
Compared to the existing physical models, the proposed fractional order transfer function provides a more generic and flexible representation to characterize the complex electrochemical degradation process of corroding Al alloys. SRC model and FC model can be
considered as special cases of the proposed model. Their relationships can be explicitly
summarized in the following theorem.
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Theorem: The proposed fractional order transfer function H f (s, R, Θ) can be reduced into
Hc (s, R, Θ) and Hr (s, R, Θ), respectively, if the following conditions hold:
(i) When α1 = 1, α2 = 0, H f (s, R, Θ)=Hr (s, R0 , Θ) with R0 = R +

R2
R2 C2 +1 ,

Br = A f + B f 1 ,

Ur = B f 2 + U f , Er = D f + E f 1 and Vr = Vf + E f 2 ;
(ii) When α1 = 1, α2 = 1, H f (s, R, Θ)=Hc (s, R, Θ) with Ac = A f , Bc = B f 1 + B f 2 , Uc = U f ,
Dc = D f , Ec = E f 1 + E f 2 , and Vc = Vf .
5.3.3

Population-level Degradation Performance Modeling

Existing studies mainly assess the degradation performance of an individual test unit.
When multiple units are provided by the supplier or produced from the manufacturing
process, their degradation performance cannot be identical and may vary from one to another due to material inhomogeneity and/or manufacturing variation. It will be desirable
to develop a population-level degradation performance model to evaluate and quantify
their underlying population variability, which is not available in individual-level modeling. Successful quantification of such variability can serve as a good metric to evaluate
the quality of a material supplier and/or a manufacturing process. In addition, when the
number of EIS response data is sparse, e.g., the number of observations is smaller than
the number of model parameters, it may be difficult, if not impossible, to estimate the
individual-level model and evaluate the degradation performance of an individual test
unit. However, the population-level model is able to automatically and effectively pool
information from other test units with more available data to compensate for the data
scarcity and make individual-level model estimation possible (Gelman et al., 2013).
Considering K Al-alloy units of the same material type drawing from a large population, they are tested under the same environmental condition. The proposed populationlevel degradation performance model is essentially a three-level Bayesian hierarchical
model and can be formulated as follows.
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The level 1 model is specified for individual corroding Al-alloy unit. It is expressed as
yik | Θ1 , Θ2 , Ri , ωik ∼ MV N (ζ ik , σ2 I )


 H f ( jωik , Ri , Θ̄) cos ∠ H f ( jωik , Ri , Θ̄)



ζ ik = g f (Θ1 , Θ2 , Ri , ωik ) = 




H f ( jωik , Ri , Θ̄) sin ∠ H f ( jωik , Ri , Θ̄)
γi = 10.9W/Ri

(5.40)

where I is 2 × 2 identity matrix, and yik , i = 1, ..., K, k = 1, ..., mi is the observed response of test unit i measured by frequency stimulus at frequency value ωik . There
are mi measurements totally collected for each unit i. Ri and γi are individual specific
corrosion resistance and degradation rate of unit i, respectively. Θ̄ = {Θ1 , Θ2 } represents the rest of unknown parameters shared among all units. Θ1 , Θ2 are same to those
defined in Eq. (5.39) of individual-level model. Prior distributions can be assigned to
Θ1 , Θ2 , which will be elaborated in Section 5.4. The frequency response magnitude and
r
r (ω ,R )2 +r (ω ,R )2
phase can be written as H f ( jωik , Ri , Θ̄) = r1i (ωik ,Ri )2 +r2i (ωik ,Ri )2 and ∠ H f ( jωik , Ri , Θ̄) =
3i
4i
ik i
ik i


r2i (ωik ,Ri )
r4i (ωik ,Ri )
−
1
−
1
tan r (ω ,R ) − tan r (ω ,R ) , respectively. The derivation details of r1i (ωik , Ri ) to
1i

ik

i

3i

ik

i

r4i (ωik , Ri ) can be found in the Appendix Section B.2.2. The population-sharing parameters Θ̄ can be justified from the following three aspects. First, units are tested under
the same environmental conditions, such as the same solution concentration levels and
pH values. Thus, model parameters, such as solution resistance R1 among units, will
be almost identical. Second, for other model parameters, such as capacitance parameters and fractional orders, due to the same material of units, they may not vary significantly. Moreover, since they are not the major parameters of interest in directly determining the degradation rate, in this work, they are specified as common parameters, which
can be interpreted as the population average model parameters. Third, based on the
population-sharing parameter specification, it becomes mathematically feasible to auto-
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matically leverage information among units to compensate for the data scarcity and overcome estimation difficulty for those individual units with sparse response data.
The level 2 model is specified for multiple units drawn from the same underlying
population. It can be expressed as

Ri | θR ∼ Gθ (· | θR )

(5.41)

where Gθ (· | θR ) represents the distribution of the underlying population where multiple
test units are drawn and θR is a collection of population-level parameters. Gθ (· | θR ) can
be analogous to the distribution specified for the random effects in the mixed-effects models. In this work, to account for the positive support of R and the estimation convenience,
we specify Gθ (· | θR ) as log-normal distribution, i.e., LN (µ R , σR2 ). With θR = {µ R , σR2 },
the population average corrosion resistance and its population variability can be quantified explicitly as E( R) = exp(µ R +

σR2
2 )

and Var ( R) = (exp(σR2 ) − 1) exp(2µ R + σR2 ),

respectively. Based on the delta method (Oehlert, 1992), the corresponding mean and
variability of degradation rate for the underlying population can be approximated as
E(γ) = 10.9W/ exp(µ R +

σR2
2 )

2

and Var(γ) = 118.81W 2 e−2µR (1 − e−σR ).

The level 3 model is specified for hyper-prior of population quantity, written as

θR | φ ∼ π ( θR | φ )

(5.42)

where π (θR | φ) is the joint hyper-prior density for the population-level parameters
θR and φ is a collection of hyper-parameters. In this work, independent normal prior
N (µ, τ 2 ) and inverse gamma prior IG (ρ, β) are specified for µ R and σR2 , respectively, due
to their conjugate relationship with Gθ (· | θR ), where µ and τ 2 are mean and variance of
N (·), ρ and β are shape and scale parameters of IG (·).
Both the proposed individual-level and population-level models can be also viewed
from the directed acyclic graph (DAG) perspective, as shown in Figure 5.51. They are
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(a) DAG of individual-level model

(b) DAG of population-level model

Figure 5.51: Graphical representations of proposed models
one-level and three-level Bayesian hierarchical models, respectively. Square nodes represent either the observed response data or the specified hyper-parameter settings. Circle
nodes represent the unknown model parameters to be estimated. The solid and dashed
lines indicate the stochastic and deterministic relationship between the connected nodes,
respectively. Compared to the conventional Bayesian hierarchical models where empirical relationship is often constructed among different nodes, the proposed models incorporate the complex physical failure mechanism of the corrosion-induced degradation
process into the first level of the model structure. Therefore, they can be viewed as a
hybrid model with both physical and statistical modeling features. It is also noticed that
the transfer function H f (·) is considered to capture the complex degradation process of
corroding Al-alloy units. For other corroding metallic units, H f (·) can be replaced with
other material specific transfer function and the model structure will remain the same as
the proposed individual-level and population-level models.

5.4

Model Estimation
To estimate the model parameters, nonlinear least squares (NLS) estimation (Ran et al.,

2010) is mainly utilized in the existing EIS-based corrosion studies. Moreover, the degradation performance assessment is restricted to an individual test unit. In this work,
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Bayesian estimation method is employed to estimate both individual- and populationlevel models. Bayesian estimation is considered because (i) it allows the quantification
of model parameters (e.g., corrosion resistance, degradation rate, etc.) uncertainty due
to the limited sample size of EIS data (Qin et al., 2015; Zhang et al., 2014; Wang et al.,
2013), and (ii) it further provides richer estimation results (e.g., both point and interval
estimation) than NLS method. For NLS, point estimation is often obtained with parameters uncertainty quantification neglected. At population level, Bayesian estimation also
enables the information sharing among multiple test units to overcome the NLS estimation difficulty in evaluating an individual test unit when its available data is sparse. The
details of developed estimation algorithms for both individual-level and population-level
models under Bayesian estimation framework will be elaborated as follows.
5.4.1

Individual-level Model Estimation

Considering an individual corroding Al-alloy test unit with m frequency response observations, the available data for estimating individual-level model can be denoted as
Dind = {yk , ωk }m
k=1 , where yk represents the observed real and imaginary parts of frequency response at stimulus with frequency ωk , i.e., yk = [y R (ωk ), y I (ωk )]T . Based on the
proposed model in Eq. (5.39), the corresponding likelihood function L(Θ, R, σ2 | Dind )
can be written as
L(Θ, R, σ2 | Dind ) =
where χ = yk − g f (ωk , R, Θ)

T

m

h χ i
1
exp
− 2
∏ 2πσ2
2σ
k =1

(5.43)


yk − g f (ωk , R, Θ) . Under Bayesian estimation and in-

ference framework, the joint posterior π (Θ, R, σ2 | Dind ) of the individual-level model
can be written as
2 −m

π (Θ, R, σ | Dind ) ∝ (σ )
2

Ξ
exp − 12
2σ




π ( Θ ) π ( R ) π ( σ2 )

(5.44)
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where Ξ1 = ∑m
k=1 yk − g f ( ωk , R, Θ )

T


yk − g f (ωk , R, Θ) and π (·) denotes an arbitrary

probability density function. π ( R), π (Θ) and π (σ2 ) are prior distribution densities for
the corrosion resistance R, the rest of model parameters Θ and the variance of error term,
respectively. Since Θ1 and R are positive and Θ2 is between 0 and 1, truncated normal and
uniform distributions are assumed, respectively. When prior knowledge is not available,
a less-informative truncated normal prior with large variance can be specified for Θ1 or
R, while a non-informative prior, such as Uni f (0, 1) can be specified for Θ2 . Conjugate
prior is available for σ2 , which can be specified as the inverse gamma distribution, i.e.,
σ2 ∼ IG ( a, b), where a and b are shape and scale parameters, respectively. When no
prior knowledge is available, a less-informative prior can be utilized with small values
of a and b being specified. The full conditional posterior distribution for σ2 can then be
conveniently written as
Ξ
π (σ | Θ, R, Dind ) ∼ IG a + m, b + 1
2
2




(5.45)

Due to the highly nonlinear model structure in H f (·), there are no conjugate priors
available for physical model parameters R and Θ. Thus, we consider the general purpose
of Metropolis-Hastings (M-H) algorithm (Roberts and Sahu, 1997). It is also noticed that
when other corroding metallic units are investigated by replacing H f with other form of
transfer function, the M-H sampling procedure will remain the same. The Bayesian sampling algorithm for individual-level model estimation is summarized in Algorithm 6. The
model parameters R and Θ are initialized based on prior physical knowledge. ιmax is the
maximum number of iterations. Heidelberg and Welch diagnostic test (Heidelberger and
Welch, 1983) are considered to identify the burn-in iterations and further ensure sampling
convergence. The outputs of Algorithm 6 are posterior samples of R and Θ. Bayesian
point estimates (e.g., posterior mean) and interval estimates (e.g., 95% credible interval)
can be calculated conveniently from the posterior samples. Based on Stern-Geary equa-
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Algorithm 6 Sampling algorithm of individual model
Initialization: Θ(0) , R(0) , σ2

(0)

∼ π ( σ2 )

procedure D RAW S AMPLES
for ι ← 1, ιmax do
generate R(ι) from R | Θ(ι−1) , σ2
generate Θ(ι) from Θ | R(ι) , σ
generate σ2

(ι)

( ι −1)

2 ( ι −1)

, Dind by M-H algorithm

, Dind by M-H algorithm

from σ2 | Θ(ι) , R(ι) , Dind by Eq. (5.45)

calculate degradation rate γ(ι) by Eq. (5.39)
end for
end procedure

tion γ = 10.9W/R, posterior samples of latent degradation rate γ can also be obtained
from the posterior samples of R.
5.4.2

Population-level Model Estimation

To further estimate the population-level model, a sample of K Al-alloy units are considered and tested. For unit i, mi response observations are collected by EIS instrument.
k=1,...,m

The available data for population-level modeling are denoted as Dpop = {yik , ωik }i=1,...,K i ,
where yik is the frequency response of unit i at stimulus with frequency ωik . The availm

able data of individual unit i are defined as Dind,i = {yik , ωik }k=i 1 . Based on the proposed
population-level model, conventional maximum likelihood estimation method aims to
maximize the marginalized likelihood function, which can be written as
L(θR , Θ̄, σ2 | Dpop ) =

where χi =

yik − g f (ωik , Ri , Θ̄)

T

K Z ∞ mi

∏

i =1 0

1

χ

∏ 2πσ2 exp(− 2σi2 )π ( Ri )dRi

(5.46)

k =1


yik − g f (ωik , Ri , Θ̄) . As shown in Eq. (5.46), the

individual corrosion resistances Ri ’s (or equivalently, the latent degradation rates γi ’s)
are not estimated. To jointly estimate the individual parameters Ri ’s and γi as well as
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the population-level parameters θR = {µ R , σR2 }, a full Bayesian approach is considered.
Specifically, the joint posterior density π (θR , Θ̄, σ2 , { Ri }iK=1 | Dpop ) can be written as
π (θR , Θ̄, σ

2

, { Ri }iK=1

2 − ∑iK=1 mi

| Dpop ) ∝ (σ )

Ξ2
exp − 2
2σ




π (Θ̄)π (σ2 )

K

· ∏ Gθ ( Ri | θR ) · π (θR )

(5.47)

i =1

m

where Ξ2 = ∑iK=1 ∑k=i 1 yik − g f (ωik , Ri , Θ̄)

T


yik − g f (ωik , Ri , Θ̄) . Gθ ( Ri | θR ) is spec-

ified as a log-normal distribution, as described in Eq. (5.41). π (Θ̄) and π (σ2 ) are prior
distribution densities for the population-sharing parameters and the variance of error
term, respectively. Conjugate prior is available for σ2 , e.g., σ2 ∼ IG ( a, b). Due to the
log-normal distribution form assumed for Gθ ( Ri | θR ), conjugate priors are also available for µ R and σR2 . They are specified as normal and inverse gamma priors, respectively.
When prior knowledge is not available, less-informative priors can be specified similarly
to those discussed in Section 5.4.1. With the above conjugate priors, the full conditional
posterior densities can then be conveniently written as

µ R | { Ri }iK=1 , σR2 ∼ N 

σR2

|

{ Ri }iK=1 , µ R
2

σ |

∑iK=1 ln Ri

∼ IG

Θ̄, { Ri }iK=1 , Dpop



τ 2 + µσR2

Kτ 2 + σR2



,

σR2 τ 2

Kτ 2 + σR2

K
1 K
ρ + , β + ∑ (ln Ri − µ R )2
2
2 i =1
K

∼ IG

1
a + ∑ m i , b + Ξ2
2
i =1

(5.48)

!
(5.49)

!
(5.50)

For other parameters, e.g., Θ̄ = { R1 , R2 , C1 , C2 , α1 , α2 }, conjugate priors are not available, since high nonlinearity is involved in the relationship between the degradation performance and EIS response data, as captured by the function mapping g f (·) in Eq. (5.40).
Thus, M-H sampling method is considered to draw samples of these parameters. The
overall sampling algorithm for the population-level model is summarized in Algorithm 7.
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Algorithm 7 Sampling algorithm of population model
Initialization: Θ̄(0) , (σ2
(0)

Ri

(0)

(0)

(0)

) ∼ π (σ2 , µ R , σR2 )

(0)

(0)

), ∀i = 1, ..., K

, µ R , σR2

∼ LN (µ R , σR2

procedure D RAW S AMPLES
for ι ← 1, ιmax do
( ι −1)

( ι −1) K
}i=1 , Dpop by M-H algorithm
( ι −1) 2 ( ι −1)
(ι)
( ι −1)
generate Ri from Ri | Θ̄(ι) , µ R , σR2
,σ
, Dind,i ,∀i by M-H
( ι −1)
(ι)
(ι)
by Eq. (5.48)
generate µ R from µ R | { Ri }iK=1 , σR2
(ι)
(ι)
(ι)
generate σR2 from σR2 | { Ri }iK=1 , µ R by Eq. (5.49)
(ι)
(ι)
generate σ2 from σ2 | Θ̄(ι) , { Ri }iK=1 , Dpop by Eq. (5.50)
(ι)
calculate individual degradation rate {γi }iK=1 by Eq. (5.40)

generate Θ̄(ι) from Θ̄|σ2

, { Ri

algorithm

end for
end procedure

Similar to Algorithm 6, Heidelberg and Welch diagnostic test is performed to ensure the
algorithm convergence. Posterior samples of unknown parameters can be also extracted
to make Bayesian inference and to quantify uncertainty of model parameters.
Based on the proposed population-level model, both the parameters uncertainty of
degradation performance for an individual unit and the population variability of degradation performance for the underlying population can be explicitly quantified. Specifically, the parameters uncertainty of existing individual unit i under investigation is characterized by the posterior density π (γi |Dpop ). The corrosion resistance variability of the
underlying population where a finite number of existing units are drawn from is characterized by LN (µ̂ R , σ̂R2 ), where µ̂ R and σ̂R2 are point estimates (e.g., posterior mode) calculated from their corresponding posterior densities π (µ R |Dpop ) and π (σR2 |Dpop ). The
mean and variance of degradation rate for the underlying population can be approximately quantified (based on the delta method) as E(γ) = 10.9W/ exp(µ̂ R +

σ̂R2
2 )

and

2

Var(γ) = 118.81W 2 e−2µ̂R (1 − e−σ̂R ). For any future test unit drawn from the same pop-
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ulation, LN (µ̂ R , σ̂R2 ) can be also viewed as the prior knowledge elicited, i.e., Rnew ∼
LN (µ̂ R , σ̂R2 ), where Rnew is the corrosion resistance of a future test unit. Such prior can
be utilized as informative prior knowledge to guide the experimental data collection of
future test units and achieve the same estimation precision with a smaller sample size of
test data (Li et al., 2017b).
Another feature of the population-level model is its capability of borrowing information from multiple test units to overcome the difficulty of estimating individual-level
model when the test data of the individual test unit is sparse. The rationale is that in
Algorithm 7, population-sharing parameters are estimated and updated by all available
data Dpop pooled together from multiple test units. The remaining individual specific parameter Ri can be estimated and updated with the individual data Dind,i and previously
ˆ . In the case that D
updated Θ̄
ind,i is sparse and has a smaller number of observations
than the number of model parameters in the individual-level model, e.g., Eq. (5.39), nevertheless, it is adequate to estimate a single parameter Ri in the population-level model.
It is also noticed that both Algorithm 6 and Algorithm 7, are generic and applicable to
estimating EIS-based models of other corroding metallic units, such as Magnesium-alloy.
5.4.3

Reliability Analysis

The estimated degradation performance can be further utilized to calculate important
reliability quantities, such as the reliability function of remaining useful life (RUL). Given
a fixed thickness νd of the Al-alloy unit, the corrosion-induced failure will occur when
the corrosion depth exceeds the thickness of Al-alloy. The RUL Tc refers to the remaining
time elapsed until the occurrence of such failure given the current corrosion depth νl . The
estimated reliability function of unit i can be expressed as

Ŝi (tc | Dind ) = Pr( Tc > tc | Dind ) = Pr(νl + γi tc < νd | Dind )

= Pr(νl +

10.9Wtc
< νd | Dind )
Ri

(5.51)

139

where Ri is drawn from π ( Ri | Dind ). Individual reliability estimate incorporates parameters uncertainty of an individual unit. The estimated reliability function of the overall
population can be expressed as

Ŝ(tc | Dpop ) = Pr( Tc > tc | Dpop ) = Pr(νl + γtc < νd | Dpop )

= Pr(νl +

10.9Wtc
< νd | Dpop )
R

(5.52)

where R ∼ LN (µ̂ R , σ̂R2 ). The population reliability estimate incorporates the population
variability. Consider a new unit from the underlying population, LN (µ̂ R , σ̂R2 ) can be further utilized as its prior before testing and data collection are performed. Eq. (5.52) can
be also viewed as the prior reliability function of a new test unit. Once its testing is performed and individual data is incorporated for model estimation, the posterior reliability
function becomes Eq. (5.51).
5.4.4

Discussion

The development of the proposed models and estimation procedures is motivated
by the degradation performance assessment of corroding Al-alloy units. Thus, it can be
widely applied to corrosion testing/inspection of many mission-critical engineering components made of Al-alloy, such as aircraft wing, high-speed train gearbox, low-cost fuel
cell and nuclear reactor. In addition, the proposed work also has several general implications, which allow its great potential in improving degradation performance assessment
of other corroding metallic units at different phases, ranging from the laboratory testing
of bio-degradable Magnesium (Mg) at early design phase to the field inspection of rebar
corrosion in deteriorating bridges at field operational phase.
First, the fractional order system dynamics is considered in this work to relax the integer order assumption in the conventional EIS-based physical models (e.g., Eq. (5.36) and
Eq. (5.37) described in Section 5.3.1). With its more generic and flexible transfer func-
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tion form, the modeling accuracy will be improved. This concept not only holds for Alalloy units, but also for other corroding metallic units, such as Mg implants utilized in
biomedical field (e.g., Mg-based bone screws, plates and anchors (Kirkland et al., 2012;
Windhagen et al., 2013)). Mg implants are promising alternatives to permanent metallic
implants widely used in orthopedic surgeries for bone fracture healing and repairs nowadays. They offer the great benefit of avoiding secondary surgery intervention. One critical
issue in developing reliable Mg implants is their rapid corrosion-induced degradation. To
assess the degradation performance of Mg implants, conventional EIS-based model, such
as SRC model in Section 5.3.1, is often utilized. We will give a real case study to demonstrate that by incorporating fractional order system dynamics, the modeling accuracy can
be improved with better goodness-of-fit to real EIS data.
Second, the proposed population-level model in Eq. (5.40) is quite generic and not
problem specific. The transfer function H f (·) can be replaced by any other form of transfer function as long as the transfer function adopted could successfully capture the corrosion complexity of the investigated test units. Therefore, the application context of the
proposed work will not be constrained to a specific type of corroding unit (e.g., Al-alloy
unit). It can be broadly applied to different types of corroding units using EIS testing.
Moreover, Bayesian estimation also advances the conventional least squares estimation
method which is widely adopted in most of EIS data analysis. It quantifies the model
parameters uncertainty due to the limited sample size of available test data. It also allows
information sharing among multiple test units to overcome the estimation difficulty in
evaluating an individual test unit when its EIS data is sparse. These appealing features
are also generic and can be beneficial to EIS-based degradation performance assessment
of different corroding units in general.

141

5.5

Case Study
To illustrate the proposed Bayesian physical-statistical model and to demonstrate its

effectiveness and generality in assessing and quantifying degradation performance of corroding metallic units, two types of test units, namely, Al-alloy specimens for aircraft coatings and Mg-alloy specimens for biomedical implants, are considered.
5.5.1

Case I: Corrosion-induced Degradation of Al-alloy

Alloying pure Al with appropriate transition metal, such as manganese (Mn), is found
to be an effective method in improving the strength of the material and has been widely
utilized to develop high-strength aircraft coatings for the purpose of environmental protections. However, alloying may significantly affect the corrosion-induced degradation
of Al-alloy units in saline environments due to the change of its micro-structure. To evaluate the degradation performance, corrosion immersion tests for Al-Mn units with the
same Mn composition of 20.5 at.% (atomic percentage) are carried out in NaCl solution
with the same concentration level of 3.5 wt.% (weight percentage). Due to the limited
laboratory testing resources available, EIS data of four Al-Mn test units are measured
using non-destructive testing technique, with sample size ranging from six to thirty-six
measurements per test unit.
5.5.1.1

Individual-level Performance Evaluation

For an individual Al-Mn unit, the performance of the proposed individual-level model
is first evaluated and compared with some existing alternative models, such as SRC
model and FC model. Figure 5.52a displays the comparison results in the complex plane
(He and Mansfeld, 2009), where the horizontal axis refers to real part of EIS response data
and vertical axis refers to imaginary part. Compared to the predicted response curves
based on the conventional SRC model (in dashed black) and FC model (in dashed blue),
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(a) Prediction comparison

(b) Degradation rate comparison

Figure 5.52: Performance comparison of different modeling approaches
the predicted curve based on the proposed model (in dashed red) is closer to the observed
EIS responses (in black dot) and exhibits superior prediction performance. It is mainly
attributed to its more generic and flexible representation using fractional order system
dynamics in characterizing more realistic degradation behavior of corroding Al-Mn unit.
Figure 5.52a further compares the prediction performances of the proposed model using
different estimation methods, namely, the proposed Bayesian method and the conventional NLS method commonly adopted in commercial EIS software, such as Gamry and
Metrohm. The prediction results based on Bayesian point estimates (e.g., posterior mode)
in dashed red curve and predicted performance based on NLS estimates in solid blue
curve are similar and they are both close to the observed responses. Compared to NLS
method, which only delivers point estimates, Bayesian estimation method allows richer
estimation results by quantifying exactly the parameters uncertainty, which can be characterized by 95% credible intervals of predicted performance (in red dot), as shown in
Figure 5.52a. The lower and upper bounds of predicted curves completely cover the observed EIS curve. Figure 5.52b compares the estimated degradation rates using different
models and estimation methods. SRC and FC models underestimate and overestimate
the degradation rate of Al-Mn unit. The proposed model under Bayesian estimation and
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inference framework is able to quantify the parameters uncertainty and can give richer
information than the conventional models using NLS method.

(a) Estimated degradation rate γ

(b) Estimated fractional order parameter α1

Figure 5.53: Results comparison based on different estimation methods
Figure 5.53 further shows the prior and posterior densities of model parameters γ and
α1 . Non-informative priors are specified, i.e., R ∼ TN (0, 1020 ) and α1 ∼ Uni f (0, 1). As
shown in Figure 5.53, posterior densities are mainly dominated by the EIS data while
non-informative priors play less significant roles in final estimation results. Therefore,
point estimates between Bayesian and NLS methods are similar.
Table 5.15: Estimation results of individual-level model
Parameters

Proposed method

Point estimation from NLS method

Posterior mean

95% Credible interval

R1 (Ω)

1.991 × 10−2

2.154 × 10−2

1.629 × 10−2 , 2.768 × 10−2

R(Ω)

2.321 × 104

2.327 × 104

2.239 × 104 , 2.364 × 104

R2 (Ω)

3.364 × 106

1.009 × 106

0.315 × 106 , 3.814 × 106

α1

0.799

0.797

0.790, 0.812

C1 (F)

1.346 × 10−5

1.349 × 10−5

1.302 × 10−5 , 1.376 × 10−5

α2

0.417

0.411

0.367, 0.451

C2 (F)

5.000 × 10−4

4.835 × 10−4

3.964 × 10−4 , 5.706 × 10−4

γ(µm yr−1 )

2.442 × 101

2.435 × 101

2.396 × 101 , 2.477 × 101
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Table 5.15 summarizes the estimation results for all model parameters. It is noticed
that we run the Bayesian sampling algorithm for 22000 iterations and the first 2000 iterations are selected as burn-in iterations. Thus, both of the posterior mean and the
95% credible internals are calculated based on the remaining 20000 posterior samples.
Bayesian convergence tests, such as Heidelberg and Welch diagnostic tests (Heidelberger
and Welch, 1983), are further performed to ensure the good convergence of the algorithm. Posterior means of the estimated model parameters are similar to NLS results
since less informative priors are specified. In addition, Bayesian interval estimates completely cover the NLS results. It is also noticed that for fractional order parameters, such
as α1 and α2 , both of the posterior means and the 95% credible intervals are between
zero and one. Analytically, based on the proposed Theorem, it implies that the reduced
model structures, such as SRC and FC models with integer orders, are not appropriate in
characterizing the actual degradation performance of corroding Al-Mn unit. Physically,
it implies that in the actual degradation of corroding Al-Mn unit, the corrosion products
at surface of extra layer and the penetrated solution at the substrate interface have nonnegligible effects on electrons transfer.
5.5.1.2

Population-level Performance Evaluation

To further evaluate the degradation performance variability of the underlying population, the population-level degradation model is considered to jointly analyze the EIS data
of 4 available Al-Mn test units. One test unit (denoted as unit 1), has 6 EIS measurements,
which is smaller than the number of model parameters. It becomes difficult to estimate
the individual-level model due to the inadequate available data. The proposed Bayesian
population-level model, however, is able to overcome such data sparsity issue and evaluate the individual degradation performance by information sharing among multiple units
of the underlying population. Figure 5.54 shows the estimated degradation rates for all
4 units. For unit 1, NLS estimation becomes infeasible while the population-level model
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Figure 5.54: Estimated degradation rates comparison
can give valid estimation. For units 2-4, the estimated degradation performances obtained from the proposed population-level model are slightly different from the results of
individual-level model using NLS method. Such slight discrepancy is mainly attributed
to the effects of population-sharing parameters specified in the population-level model.
However, the discrepancy between the point estimates is small, and the interval estimates
(e.g., 95% credible intervals) can still completely cover the NLS estimation results.
Figure 5.55 further shows the predicted EIS curves of population-level model in the
complex plane. The predicted EIS curves are obtained based on Bayesian posterior mode
of model parameters. They successfully capture the overall trend of the observed data.
The overall model complexity of proposed population-level model is reduced by utilizing population-sharing parameters.Figure 5.55 shows that such reduction of model complexity does not affect the prediction performance and the goodness-of-fit of EIS data is
satisfactory. Moreover, due to sparse EIS data of unit 1 with low frequency data not collected, its EIS curve pattern is different from other units. Figure 5.55a demonstrates that
the estimation result of unit 1 is valid. It is noticed that the goodness-of-fit of unit 1 is
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(a) Unit 1

(b) Unit 2

(c) Unit 3

(d) Unit 4

Figure 5.55: Prediction performance evaluation of population-level model
not as good as other units which have sufficient available data. It is mainly because even
though the propagated information can make estimation feasible, they cannot be treated
as equally important as the observed data of unit 1 itself.
Another appealing feature of the population-level model is its capability of estimating the population-level quantities, such as the estimated average corrosion resistance
exp(µ̂ R +

σ̂R2
2 )

and the estimated corrosion resistance variability (exp(σ̂R2 ) − 1) exp(2µ̂ R +

σ̂R2 ), which cannot be obtained from individual-level model. Approximated by delta
method, the estimated average degradation performance and its population variability
can then be quantified as E(γ) = 10.9W/ exp(µ̂ R +

σ̂R2
2 )

and Var(γ) = 118.81W 2 e−2µ̂R (1 −

2

e−σ̂R ), respectively. The proposed population-level model has the capability of quantifying both parameters uncertainty of every individual unit and the population variability of
multiple units. Figure 5.56 shows both parameters uncertainty of each unit, which is captured by the corresponding posterior density π (γi |Dpop ), and the population-level quan-
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Figure 5.56: Quantification of parameter uncertainty and population variability
tities such as E(γ) ≈ 17.7 micrometer per year (µm/year) and Var (γ) ≈ 9.0 µm2 /year.
The quantified population variability can also be utilized as the prior knowledge of degra-

Figure 5.57: K-M curves for individual units RUL and population average RUL
dation performance for a new individual unit before collecting its response data. Assuming the overall thickness of each unit as νd = 1.5µm and the existing corrosion depth as
νl = 0.5µm, the reliability curves of each individual unit’s RUL and the overall population RUL can also be calculated, as described in Eq. (5.51) and Eq. (5.52), respectively.
Figure 5.57 shows both the corresponding Kaplan-Meier (K-M) curves of individual units
and the overall population.
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5.5.2

Case II: Corrosion-induced Degradation of Mg-alloy

To show that the proposed model framework is also beneficial to assess degradation
performance of other metallic units, a second real case study on Mg-alloy specimens for
developing the next-generation bio-degradable medical implants is further conducted.
EIS instruments are utilized to collect the non-destructive testing data of 3 Mg-alloy units.
The sample size of EIS measurements of 3 units varies from 26 to 31. Figure 5.58 com-

Figure 5.58: Prediction comparison results of individual unit of Mg-alloy
pares the prediction performance between the proposed individual-level model which
considers the fractional order and the conventional modeling approach. Since no extra layer is developed during corrosion process of Mg-alloy unit, the conventional SRC
model is considered as the benchmark. The proposed fractional order model outperforms SRC model with constant order.Figure 5.58 also shows that the proposed model under NLS and Bayesian estimation methods exhibit similar prediction performance (since
non-informative priors are specified), and they are both close to the observed data. In
addition, Bayesian estimation gives richer information than NLS based method and the
predicted intervals totally cover the observed data. Similar to Al-alloy units, the parameters uncertainty of individual unit and the population variability of multiple units can be
simultaneously quantified by the population-level model, as shown in Figure 5.59. Figure 5.60 further shows the K-M curves of individual units and the underlying population
from where multiple test units are drawn. The estimated reliability information can pro149

Figure 5.59: Quantification of uncertainty and variability for Mg units

Figure 5.60: Reliability estimates of individual units and underlying population
vide useful information with regarding to whether the desired reliability requirement has
been satisfied or not at the product development stage.

5.6

Conclusion Remarks
In this work, a physical-statistical modeling approach is proposed to evaluate the la-

tent degradation performance of corroding Al-alloy units. The proposed framework innovatively integrates the physical failure mechanism with Bayesian hierarchical modeling and computation. Fractional order physical model is first employed with more
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generic and flexible form in characterizing the complex degradation process of corroding
Al-alloy units. Bayesian individual- and population-level models are further developed
and estimated to evaluate the degradation performance of an individual test unit as well
as the underlying population of multiple test units, respectively. The effectiveness of the
proposed work and its potential applications to other corroding metallic units are further
demonstrated by two real case studies. The proposed work is more accurate than conventional SRC and FC models in representing real EIS data. The proposed Bayesian model
and estimation procedure also allow the quantification of model parameters uncertainty
as well as population variability, which are not available in conventional EIS data modeling and estimation. In addition, the population-level model is capable of evaluating
degradation performance of an individual unit with sparse measurement data by information sharing among multiple units. In future work, we will investigate more efficient
Bayesian sampling algorithms for both individual- and population-level models. In addition, we will apply the proposed work to other corroding units deployed in the field,
e.g., rebar corrosion of aging infrastructure.

151

Chapter 6
Conclusion and Future Work

In this dissertation, a generic modeling framework of characterizing the heterogeneous performance of individual units (e.g., patients, product units) with different types
of data structure is proposed to advance the statistical modeling approaches in both
health systems engineering and reliability engineering. Specifically, under the proposed
modeling framework, I develop a series of modeling approaches for characterizing three
main types of complex performance data in health systems engineering and reliability
engineering, namely the heterogeneous time-to-event data, the heterogeneous trajectory
data and the heterogeneous frequency response data. The proposed work provides a set
of modeling approaches and analytical tools for the stakeholders (e.g., healthcare practitioners and policymakers, reliability engineers) to improve the scientific understanding
via identifying the contributing factors and quantifying their influences on the heterogeneous performance of individual units. Moreover, the proposed framework improves the
prediction performance and further facilitates the development of proactive and adaptive
decisions (e.g., healthcare resource preparedness decision, product maintenance policy)
in both healthcare practice and reliability engineering.
Chapter 2 focuses on modeling the heterogeneous time-to-event data of elderly adults
to investigate their heterogeneous service utilizations in multiple different healthcare settings. Specifically, I develop modeling approach for heterogeneous time-to-readmission
data and time-to-discharge data with Bayesian statistics and latent survival analysis. The
proposed approach accounts for both the observed heterogeneity and the unobserved heterogeneity due to the lack of detailed physiological information in claims data. The pro-
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posed model considers multiple competing healthcare facilities as well. Real case studies
on time-to-readmission of older adults in assisted living facility with multiple healthcare
settings (e.g., hospital, nursing home) and time-to-discharge of hospital patients demonstrate the effectiveness of proposed work.
Chapter 3 focuses on modeling the heterogeneous service demand of NH residents
and further developing a resource planning decision support platform to meet the service demand of a heterogeneous population of NH residents. Specifically, I first develop
a predictive model to characterize heterogeneous length-of-stay of NH residents. Further,
I develop a generic predictive model with mixed-type latent heterogeneity to capture the
temporal dynamics and temporal heterogeneity of service need trajectory of NH residents. Then, I integrate the developed predictive analytics with computer simulation and
stochastic optimization to investigate the impact of service demand heterogeneity on NH
resource planning decisions. In addition, an analytics-based decision support platform
is developed to facilitate the managerial decisions in response to varied residents census
composition and varied service demand scenarios.
Chapter 4 focuses on modeling the heterogeneous trajectory data of tribological degradation performance of test units in accelerated degradation test. Specifically, I develop a
generic degradation model with mixed-type covariates and latent heterogeneity to simultaneously quantify the influences of both scalar covariates of external accelerated conditions and functional covariates of internal material characteristics, and the influence of
their potential interaction as well as the influence of the unobserved factors shared within
each unit. Further, I develop estimation algorithm to address the estimation challenge induced by functional covariates and to achieve the joint quantification of the influences of
mixed-type covariates and latent variables. A real case study on tribological degradation
performance of cooper alloy units in an accelerated wear test is provided to demonstrate
the effectiveness of proposed work and to illustrate its superior modeling performance
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via comprehensive comparison. The results also demonstrate sound model interpretability of the proposed approach.
Chapter 5 focuses on modeling the heterogeneous frequency response data of corroding units of aluminum alloy in reliability engineering. Specifically, I develop a physicalstatistical modeling approach for heterogeneous corrosion performance assessment signals in frequency domain by integrating Bayesian statistics with fractional order system
dynamics. The proposed work can capture the complex physical mechanisms of corroding material units and nonlinear relationships between frequency responses and latent
degradation state. The proposed hierarchical models and estimation methods can quantify both parameter uncertainty and population variability. In addition, the proposed
approach enables information sharing among different units from same underlying population. Real case studies with corrosion performance assessment via non-destructive
testing technique on corroding aluminum alloy units and corroding magnesium units are
provided. The proposed work demonstrates superior prediction performance and improved reliability evaluation as compared to conventional methods.
For future research plan, several aspects remain to be further investigated. First, although current framework is generic for three different types of heterogeneous performance data, it will be ideal to extend the framework for handling the combination of
some of these data types, such as joint modeling the heterogeneous time-to-event data
and the heterogeneous trajectory data. Second, since computation efficiency is not the
major focus in this dissertation, there is still research opportunity in high-performance
computing, such as developing efficient algorithm to investigate the heterogeneity of
streaming data via incorporating parallel computation technique. Third, considering a
heterogeneous system with the individual latent heterogeneity changing over time, the
current framework can be further developed to explore the dynamics of the influence of
individual unobserved factors and the impact of such time-varying latent heterogeneity
on dynamic decision making. In addition, the proposed framework in this dissertation
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is readily applicable for other applications in health systems engineering and reliability
engineering, such as the modeling of heterogeneous treatment responses of patients for
personalized medical decision making, or problems in other application domain with the
same data structure of performance data, such as the modeling of heterogeneous performance outcomes of students in education system.
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Appendix B

B.1

Supplemental Materials

Appendix for Chapter 4

B.1.1

Details of Vector Form of Proposed Model

Based on Eq. (4.27), the degradation performance responses can be fully expressed as
L

yij =

S

K

∑ [νl + βTl xi + R ∑ ∑ blsk cisk
s =1 k =1

l =0

P

+R

!

S

K

∑ xip ∑ ∑ bl0 psk cisk

p =1

!!

+ γli ]φl (tij ) + eij , i = 1, ..., N, j = 1, ..., mi

s =1 k =1

where yij is degradation performance output of test unit i measured at time tij and eij is
the error term. We denote the vector form as yi = [yi1 , ..., yimi ]T and ei = [ei1 , ..., eimi ]T . νl is
the population-level average degradation performance at l th decomposition, ∀l = 0, ..., L.
Let ν = [ν0 ...νL ]T be a vector of population-level average degradation performance at all
decomposition levels. xip is the pth scalar covariate of unit i and xi = [ xi1 , ..., xiP ] is a vector
of all P observed scalar covariates. β l = [ β l1 ...β lP ]T is a vector of the coefficients of total P
scalar covariates at l th decomposition, ∀l = 0, ..., L. R is the range of spatial distance and
cisk is the kth basis coefficient for sth functional covariate of unit i. blsk and bl0 psk are kth basis
coefficients for coefficient function of sth functional covariate and the interaction terms,
0

respectively. We denote bls = [bls1 , ..., blsK ]T and bl ps = [bl0 ps1 , ..., bl0 psK ]T , ∀l = 0, ..., L, p =
1, ..., P, s = 1, ..., S. γli is the latent factor of unit i at l th decomposition and let γi =

[γ0i , ..., γLi ]T be a vector of latent variables of unit i at all decomposition levels. φl (·) is
basis function at l th decomposition.
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The design matrix of unobserved heterogeneity can be expressed as


mi ×( L+1)
Λi = w1i
uv ∈ R
th
th
where w1i
uv = φv ( tiu ), ∀ u = 1, ..., mi , v = 0, ..., L is the element at u row and v column.

Further, we let A2i , A3i and A4i be the block matrices, i.e.,

A2i =


A20i A21i ... A2Li

∈ Rmi ×( L+1) P


mi × P , ∀ l = 0, ..., L is the submatrix and the element at uth row and
where A2li = w2li
uv ∈ R
vth column is expressed as w2li
uv = xiv φl ( tiu ), ∀ u = 1, ..., mi , v = 1, ..., P.

A3i =


A30i A31i ... A3Li

where each submatrix A3li ∈

∈ Rmi ×( L+1)SK


Rmi ×SK



can be expressed as A3li = A3li1 ... A3liS , ∀l =

0, ..., L. Each submatrix A3lis can be written as A3lis = w3lis
∈ Rmi ×K , ∀s = 1, ..., S where
uv
th
th
w3lis
uv = Rcisv φl ( tiu ), ∀ u = 1, ..., mi , v = 1, ..., K is the element at u row and v column of

the submatrix.

A4i =


A40i A41i ... A4Li



∈ Rmi ×( L+1) PSK



∈ Rmi × PSK , ∀l = 0, ..., L is the submatrix. Each sub

matrix A4lip , ∀ p = 1, ..., P can be expressed as A4lip = A4lip1 ... A4lipS ∈ Rmi ×SK .


4lips
Finally, the submatrix A4lips , ∀s = 1, ..., S is written as A4lips = wuv
∈ Rmi ×K where
where A4li =

4lips

wuv

A4li1 ... A4liP

= Rxip cisv φl (tiu ), ∀u = 1, ..., mi , v = 1, ..., K is the element at uth row and vth column.

With the above block matrices, the design matrix of observed heterogeneity can then
be manifested as
Ωi =




Λi A2i A3i A4i

∈ R m i ×U
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where U = ( L + 1)(1 + P + SK + PSK ).
iT
h
0T
0T
as a vector of coefficients
...b LPS
Further, we denote ζ = νT , βT1 , ..., βTL , bT01 ...bTLS , b011
for the design matrix of observed heterogeneity. With the above notations, we can simplify the proposed model into the vector form, i.e., yi = Ωi ζ + Λi γi + ei , i = 1, ..., N.
B.1.2

Derivation of Eq. (4.31)

The measurements of specimen i are normally distributed, i.e., the marginal density
can be expressed as yi ∼ N (Ωi ζ, Λi Σγ ΛTi + σe2 Imi ). Given that γi is known, the conditional
distribution becomes yi | γi ∼ N (Ωi ζ + Λi γi , σe2 Imi ). Based on Bayes rule, the conditional
distribution of γi | D can be calculated as
p(yi | γi , Θ) p(γi | Θ)
p(yi | Θ)
h
i
1
−2
2
1
1
1 T −1
C11 σe |Σγ | exp − 2σ2 kyi − Ωi ζ − Λi γi k − 2 γi Σγ γi
h e
i
− 12
T
2
Λi Σγ Λi + σe Imi
exp − 21 (yi − Ωi ζ )T (Λi Σγ ΛTi + σe2 Imi )−1 (yi − Ωi ζ )

p(γi | D ) = p(γi | yi , Θ) =

=
C12

where C11 and C12 are normalizing constant. With the expansion of Euclidean norm, i.e.,

kyi − Ωi ζ − Λi γi k2 = kyi − Ωi ζ k2 + kΛi γi k2 − 2(yi − Ωi ζ )T Λi γi , the conditional density
can be further represented as

p(γi | yi , Θ) ∝

σe2 Σγ

− 21
− 12

exp[−

1
((yi − Ωi ζ )T (yi − Ωi ζ ) + γiT ΛTi Λi γi
2
2σe

Λi Σγ ΛTi + σe2 Imi
1
1
1
T
T
2
−1
− 2(yi − Ωi ζ )T Λi γi ) − γiT Σ−
γ γi + ( yi − Ωi ζ ) ( Λi Σγ Λi + σe Imi ) ( yi − Ωi ζ )]
2
2
ΛTi Λi −1
1
∝ (Σ−
)
+
γ
σe2

− 12

Λi Σγ ΛTi
1
exp[− (yi − Ωi ζ )T (Λi Σγ ΛTi + σe2 Imi )−1 (
+ Im i )
2
σe2

1
1 T ΛTi Λi
T
T
2
−1
· (yi − Ωi ζ ) + (yi − Ωi ζ ) (Λi Σγ Λi + σe Imi ) (yi − Ωi ζ ) − γi
γi
2
2
σe2
1
1
1
+ 2 (yi − Ωi ζ )T Λi γi − γiT Σ−
γ γi ]
2
σe

177

ΛTi Λi −1
1
∝ (Σ−
+
)
γ
σe2

− 21

Λi Σγ ΛTi
1
exp[− (yi − Ωi ζ )T (Λi Σγ ΛTi + σe2 Imi )−1
(yi − Ωi ζ )
2
σe2

1 T −1 ΛTi Λi
(yi − Ωi ζ )T Λi
− γi (Σγ +
)γi +
γi ]
2
σ2
σe2
 e

1
1
∝ |Vi |− 2 exp − (γi − µi )T Vi−1 (γi − µi )
2
where µi =

1
V ΛT (yi
σe2 i i

1
− Ωi ζ ) and Vi = (Σ−
γ +

ΛTi Λi −1
) .
σe2

Thus, γi | yi , Θ follows normal

distribution with mean µi and variance Vi . The conditional expectation quantities can
then be derived as
E[γi | D, Θ] = µi =

1
Vi ΛTi (yi − Ωi ζ )
σe2

E[γi γiT | D, Θ] = V(γi | D, Θ) + E[γi | D, Θ] (E[γi | D, Θ])T = Vi + µi µTi
Further, the conditional expectation can be simplified as

  
 E[γ1 | D, Θ]   µ1 

  
 E[γ2 | D, Θ]   µ2 
T

  
E[γ | D, Θ] = µ = 
 =   = µT1 µT2 ...µTN

  ... 
...

  

  
E[γN | D, Θ]
µN
B.1.3

Derivation of Eq. (4.32), Eq. (4.33) and Eq. (4.34)

The model parameters Θ can be obtained by maximizing Q function Q(Θ, Θ(τ −1) ).
We will show how to derive the estimates of ζ̂, Σ̂γ and σ̂e2 respectively.
The parameter ζ̂ at iteration τ can be obtained by ζ̂ (τ ) = arg max Q(Θ, Θ(τ −1) ). This
ζ

can be further explicitly written as
1 ∂ζ T ΩT Ωζ ∂ζ T ΩT y ∂yT Ωζ ∂E[γT | D, Θ(τ −1) ]ΛT Ωζ
∂Q
= − 2(
−
−
+
∂ζ
∂ζ
∂ζ
∂ζ
∂ζ
2σe

+

∂ζ T ΩT ΛE[γT | D, Θ(τ −1) ]
)=0
∂ζ
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The above equation can be simplified as
2ΩT Ωζ + 2ΩT ΛE[γ | D, Θ(τ −1) ] − 2ΩT y = 0

To solve the above equation, we obtain parameter estimate as
ζ̂ (τ ) = (ΩT Ω)−1 ΩT (y − ΛE[γ | D, Θ(τ −1) ]) = (ΩT Ω)−1 ΩT (y − Λµ(τ −1) )
Similarly, the parameter Σ̂γ at iteration τ can be obtained by maximizing Q function, i.e.,
(τ )

Σ̂γ = arg max Q(Θ, Θ(τ −1) ). This can be achieved by solving the following equation
Σγ

∂Q
N ∂ log |Σγ | 1 N
=−
− ∑
∂Σγ
2
∂Σγ
2 i =1

1
( τ −1) ]
∂E[γi T Σ−
γ γi | D, Θ
∂Σγ

!

=0

The parameter estimate of Σγ can then be obtained as
(τ )
Σ̂γ

1
=
N
1
=
N

N

∑

i =1
N

∑

E[γi γiT

| D, Θ

(τ −1)−1

(Σ̂γ

i =1

+

( τ −1)

1
]=
N

1
2( τ −1)
σ̂e

N

∑

i =1



( τ −1)
Vi

( τ −1) ( τ −1)T
+ µi
µi

( τ −1) ( τ −1)T
µi



!

ΛTi Λi )−1 + µi
(τ )

Based on the updated estimates of ζ̂ (τ ) and Σ̂γ , the parameter σ̂e2 at iteration τ can be
2( τ )

obtained by σ̂e

2( τ )

= arg max Q(Θ, Θ(τ −1) ). The parameter σ̂e

can be estimated by

σe2

solving the following equation
1
∂Q
∑iN=1 mi ∂ log(σe2 ) ∂ 2σe2
=−
−
( y − Ωζ̂ (τ )
2
∂σe2
∂σe2
∂σe2

2

N

+ ∑ Tr(ΛTi Λi E[γi γiT | D, Θ(τ −1) ])
i =1

− 2(y − Ωζ̂ (τ ) )T ΛE[γ | D, Θ(τ −1) ]) = 0
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The closed form of parameter estimate of σe2 then becomes
2( τ )

σ̂e

=

1
∑iN=1 mi

( y − Ωζ̂ (τ )

2

N

− 2 ∑ (yi − Ωi ζ̂ (τ ) )T Λi E[γi | D, Θ(τ −1) ]
i =1

N

+ ∑ Tr(ΛTi Λi E[γi γiT | D, Θ(τ −1) ])
i =1

=

1
∑iN=1 mi
N

( y − Ωζ̂

(τ )

2

N

( τ −1)

− 2 ∑ (yi − Ωi ζ̂ (τ ) )T Λi µi
i =1

+ ∑ Tr(ΛTi Λi ((Σ̂γ

(τ )−1

+

i =1

1
2( τ −1)
σ̂e

( τ −1) ( τ −1)T
µi
)))

ΛTi Λi )−1 + µi

Based on the above derived closed forms, the estimation procedure will iteratively update
the parameters through expectation step and maximization step.

B.2

Appendix for Chapter 5

B.2.1

Derivations of Eq. (5.38) and K1 ( R, ω )-K4 ( R, ω )

Based on the proposed equivalent circuit model in Figure 5.50, the overall impedance
Z of the circuit model can be calculated based on the series and parallel configurations of
circuit elements as

Z = R1 +

1
C1 sα1



1
C1 sα1

+



R2
1
C2 sα2 / ( C2 sα2 + R2 )
R + CRs2α2 /( C 1sα2 + R2 )
2
2

R+

which can be further simplified into H f (s, R, Θ) in Eq. (5.38). The corresponding frequency response of transfer function becomes
H f (s, R, Θ) |s= jω = Ψ1 ( jω )/Ψ2 ( jω )
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where Ψ1 ( jω ) = is expressed as
Ψ1 ( jω ) = A f ( jω )α1 +α2 + B f 1 ( jω )α1 + B f 2 ( jω )α2 + U f ( jω )0
Ψ2 ( jω ) is expressed as
Ψ2 ( jω ) = D f ( jω )α1 +α2 + E f 1 ( jω )α1 + E f 2 ( jω )α2 + Vf ( jω )0
Based on Euler’s formula, we can show that ( jω )α = ω α (cos π2 + j sin π2 )α = ω α (cos π2 α +
j sin π2 α). Thus, Ψ1 ( jω ) and Ψ2 ( jω ) can be further written as


π
π
Ψ1 ( jω ) = A f ω α1 +α2 cos (α1 + α2 ) + j sin (α1 + α2 )
2
2



π
π
π
π 
+ B f 1 ω α1 cos α1 + j sin α1 + B f 2 ω α2 cos α2 + j sin α2 + U f
2
2
2
2


π
π
Ψ2 ( jω ) = D f ω α1 +α2 cos (α1 + α2 ) + j sin (α1 + α2 )
2
2



π
π
π
π 
+ E f 1 ω α1 cos α1 + j sin α1 + E f 2 ω α2 cos α2 + j sin α2 + Vf
2
2
2
2
Denote G1 (α, ω ) = ω α cos π2 α and G2 (α, ω ) = ω α sin π2 α, Ψ1 ( jω ) and Ψ2 ( jω ) can be further simplified as K1 ( R, ω ) + jK2 ( R, ω ) and K3 ( R, ω ) + jK4 ( R, ω ), respectively. K1 ( R, ω )
to K4 ( R, ω ) can be explicitly written as

K1 (ωk , R) = A f G1 (α1 + α2 , ωk ) + B f 1 G1 (α1 , ωk ) + B f 2 G1 (α2 , ωk ) + U f
K2 (ωk , R) = A f G2 (α1 + α2 , ωk ) + B f 1 G2 (α1 , ωk ) + B f 2 G2 (α2 , ωk )
K3 (ωk , R) = D f G1 (α1 + α2 , ωk ) + E f 1 G1 (α1 , ωk ) + E f 2 G1 (α2 , ωk ) + Vf
K4 (ωk , R) = D f G2 (α1 + α2 , ωk ) + E f 1 G2 (α1 , ωk ) + E f 2 G2 (α2 , ωk )
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η

η

where G1 (η, ωk ) = ωk cos π2 η, G2 (η, ωk ) = ωk sin π2 η, and A f = RR1 R2 C1 C2 , B f 1 =
RC1 R1 + C1 R1 R2 , B f 2 = RC2 R2 + C2 R2 R1 , U f = R1 + R2 + R, D f = RR2 C1 C2 , E f 1 =
RC1 + C1 R2 , E f 2 = C2 R2 , Vf = 1.
B.2.2

Derivation of r1i (ω, Ri )-r4i (ω, Ri )

Similar to the above impedance calculation, the transfer function H f (s, Ri , Θ̄) of individual unit i in the population-level model can be written as
H f (s, Ri , Θ̄) =

Ai sα1 +α2 + B1i sα1 + B2i sα2 + Ui s0
Di sα1 +α2 + E1i sα1 + E f 2 sα2 + Vf

where Ai = Ri R1 R2 C1 C2 , B1i = C1 R1 ( Ri + R2 ), B2i = C2 R2 ( Ri + R1 ), Ui = Ri + R1 + R2 ,
Di = Ri R2 C1 C2 , E1i = C1 ( Ri + R2 ), E f 2 = C2 R2 and Vf = 1. The corresponding frequency
response of transfer function becomes H f (s, Ri , Θ̄) |s= jω = Ψ1i ( jω )/Ψ2i ( jω ). With similar
denotation of G1 (α, ω ) and G2 (α, ω ) as written in Section B.2.1, Ψ1i ( jω ) and Ψ2i ( jω ) can
be explicitly represented as
Ψ1i ( jω ) = Ai ( G1 (α1 + α2 , ω ) + jG2 (α1 + α2 , ω ))

+ B1i ( G1 (α1 , ω ) + jG2 (α1 , ω )) + B2i ( G1 (α2 , ω ) + jG2 (α2 , ω )) + Ui
= ( Ai G1 (α1 + α2 , ω ) + B1i G1 (α1 , ω ) + B2i G1 (α2 , ω ) + Ui )
+ j ( Ai G2 (α1 + α2 , ω ) + B1i G2 (α1 , ω ) + B2i G2 (α2 , ω )) ,
Ψ2i ( jω ) = Di ( G1 (α1 + α2 , ω ) + jG2 (α1 + α2 , ω ))

+ E1i ( G1 (α1 , ω ) + jG2 (α1 , ω )) + E f 2 ( G1 (α2 , ω ) + jG2 (α2 , ω )) + Vf

= Di G1 (α1 + α2 , ω ) + E1i G1 (α1 , ω ) + E f 2 G1 (α2 , ω ) + Vf

+ j Di G2 (α1 + α2 , ω ) + E1i G2 (α1 , ω ) + E f 2 G2 (α2 , ω )
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Let r1i (ω, Ri ) and r2i (ω, Ri ) represent the real and imaginary parts of Ψ1i ( jω ), and let
r3i (ω, Ri ) and r4i (ω, Ri ) represent the real and imaginary parts of Ψ2i ( jω ), the derivation
is completed. r1i (ω, Ri ) to r4i (ω, Ri ) can be explicitly written as

r1i (ωik , Ri ) = Ai G1 (α1 + α2 , ωik ) + B1i G1 (α1 , ωik ) + B2i G1 (α2 , ωik ) + Ui
r2i (ωik , Ri ) = Ai G2 (α1 + α2 , ωik ) + B1i G2 (α1 , ωik ) + B2i G2 (α2 , ωik )
r3i (ωik , Ri ) = Di G1 (α1 + α2 , ωik ) + E1i G1 (α1 , ωik ) + E f 2 G1 (α2 , ωik ) + Vf
r4i (ωik , Ri ) = Di G2 (α1 + α2 , ωik ) + E1i G2 (α1 , ωik ) + E f 2 G2 (α2 , ωik )
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