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Abstract
In this thesis, I present our Raman scattering studies to elucidate the distinct microscopic mechanisms that
contribute to the magnetodielectric phenomena in diverse d - and f -electron systems. In particular, I study
the low energy excitations—including magnons, phonons and crystal field excitations—in two representative
systems – the d -electron transition metal oxide CoCr2O4 and the f -electron rare earth oxide Ce2O3.
In CoCr2O4, we observe a T1g-symmetry magnon in the magnetodielectric phase below TC ≈ 94 K.
This magnon has an anomalously large Raman intensity, suggesting the presence of large spin fluctuations
that strongly modulate the dielectric response in CoCr2O4. We show that an increasing magnetic field
decreases the magnon Raman intensity, suggesting that the magnetodielectric behavior in CoCr2O4 is as-
sociated with a field-induced suppression of the spin fluctuations. We verify this further by showing that
a similar decrease of the magnon intensity is observed under pressure, which serves to increase the mag-
netic anisotropy and consequently suppress the spin fluctuations. Our studies clarify that the mechanism
behind magnetodielectricity in the spinel CoCr2O4 is different from the field-induced domain reorientation
mechanism that is applicable to several magnetodielectric spinels. Additionally, our simultaneous field- and
pressure-dependent measurements demonstrate that applied pressure or strain can serve as effective methods
to control the magnetodielectric behavior in CoCr2O4.
In Ce2O3, we observe energetically proximate vibrational and electronic crystal field excitations, which
hybridize and lead to the emergence of coupled vibronic excitations in the magnetodielectric phase be-
low TN ≈ 6.2 K. The Raman intensities of these vibronic excitations indicate a strong modulation of the
dielectric response due to these excitations in Ce2O3. We demonstrate that an external magnetic field effec-
tively tunes the energies and intensities of these vibronic excitations, suggesting a novel contribution to the
magnetodielectric behavior in Ce2O3 that is associated with a field-tunable vibronic coupling between the
vibrational and electronic crystal field excitations. We also observe evidence for magnetostructural changes
below TN that likely explain the abrupt enhancement of vibronic coupling in the magnetodielectric phase of
Ce2O3. Such a vibronic coupling related microscopic contribution to the magnetodielectric phenomena in
the rare-earth compounds such as Ce2O3 is distinct from those in the transition metal compounds, which
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have the crystal field excitations far removed in energy from the vibrational excitations. The emergence of
vibronic excitations in the magnetodielectric phase of rare-earth compound Ce2O3 is akin to the emergence
of electromagnon excitations in the multiferroic phase of transition metal compounds.
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Magnetic properties of conventional materials are determined by the spins of the constituent electrons and
ions, while the electrical properties are determined by the charge distribution of the electrons. Although
an electron carries both a spin and a charge, in most materials these two attributes behave independent of
one another. Consequently, the magnetic and electrical behaviors are not coupled in conventional materials;
an electric field is required to tune their electrical properties and a magnetic field is required to tune their
magnetic properties.
However, certain materials exhibit a strong coupling between their electrical and magnetic properties,
thereby providing an additional handle to tune electrical behavior via a magnetic field and vice-versa. The
manifestations of this magneto-electric (ME) coupling lead to various interesting phenomena, such as: (i)
multiferroicity, in which magnetization and electric polarization coexist and one is often induced by the
other [1, 2, 3, 4]; (ii) magnetodielectricity, in which the dielectric permittivity of a material is sensitive
to magnetic transitions and an applied magnetic field [5, 6, 7]; and (iii) magnetoresistance, in which the
electrical resistivity changes in an applied magnetic field [8].
Technologically, ME coupled materials offer many advantages over conventional materials in devices such
as memories, switches, solar cells, etc. [9, 10]. For example, in magnetic random-access memories (MRAMs),
the “data write” process consumes power inefficiently. To change the state of the spin bit, a magnetic field is
required, which in turn is produced by flowing large electric currents that cause unnecessary Joule heating.
In magnetoelectric random-access memories (MERAMs), this problem is circumvented by using electric
voltage to change the spin bit via ME coupling. MERAMs also offer the possibility of realizing 4-memory
states with coexisting magnetization and polarization, as opposed to the conventional 2-memory states of
magnetization in a MRAM bit. The importance of ME coupled materials necessitates the need to understand
the fundamental mechanisms responsible for such a coupling.
Scientifically, it is important not only to understand the microscopic mechanisms behind ME behavior,
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but also to tailor the search towards more promising novel ME materials. Underlying ME coupling is
often a delicate interplay of interactions between spin, charge, orbital and lattice degrees of freedom. One
way to study these interactions is to perturb the system from its ground state and study the evolution of
the collective spin-, lattice- and electronic-excitations. Complex interactions in the ME materials can lead
to mixing of these fundamental excitations. As a result, the strongly coupled ME materials can also host
emergent hybrid excitations, such as electromagnons (hybrid spin-lattice excitations) [11, 12, 13] and vibronic
modes (hybrid electron-lattice excitations) [14, 15, 16, 17, 18]. The focus of this thesis is on understanding
magnetodielectric (MD) phenomena in diverse materials by using inelastic light (Raman) scattering to probe
the collective excitations responsible for the MD behavior.
Quantitatively, the MD response of a material is defined as the percentage change of the dielectric
permittivity in an external magnetic field (H), i.e., MD(%) = ε(H)−ε(0)ε(0) × 100%. While most MD materials
studied so far involve d -electron transition metal elements [5, 6, 7, 19], materials involving f -electron rare-
earth elements with huge MD responses have recently been discovered [20]. The energy dynamics associated
with the d - and f -electrons are very different and a clear understanding of the origin behind the MD behavior
in these diverse systems remains an open question. In this thesis, I present simultaneous temperature-,
pressure- and magnetic-field-dependent Raman scattering studies to elucidate the microscopic mechanisms
behind the MD effect in two representative systems – the d -electron transition metal oxide CoCr2O4, and
the f -electron rare-earth oxide Ce2O3.
CoCr2O4 exhibits a MD response of about 0.01% in the ferrimagnetic phase below TC ≈ 94 K [5, 6] and
Ce2O3 exhibits a giant MD response of 200% in the antiferromagnetic phase below TN ≈ 6.2 K [20]. Our
studies reveal two distinct microscopic mechanisms associated with the MD response in the two materials.
These mechanisms are discussed at length in Sec. 1.2.2. The key results of this thesis are summarized as
follows – (i) In the d -electron MD material CoCr2O4, we show that the microscopic mechanism governing
the magnetic-field induced control of the dielectric response is attributable to the field-dependent suppres-
sion of spin fluctuations [21]; (ii) In the f -electron MD material Ce2O3, we discover a novel MD mechanism
associated with the field-dependent coupling between crystal-electric-field and phonon excitations [22]; (iii)
We discover novel emergent hybrid “vibronic” excitations in the rare-earth MD material Ce2O3, which are
the analogue of the hybrid electromagnon excitations in multiferroic materials; (iv) We show that external
pressure (or epitaxial strain) can be used to tune the MD response in CoCr2O4; (v) Correlating the micro-
scopic mechanisms to the magnitude of the MD effect for both the materials, we suggest a possible new class
of rare-earth materials for exploring giant magneto-electric phenomena.
The following section discusses a phenomenological model that incorporates the MD effect, followed by
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a detailed discussion of the microscopic mechanisms behind the MD effect.
1.2 Mechanisms responsible for magnetodielectric coupling
1.2.1 Phenomenological theory
Landau theory provides a phenomenological approach to qualitatively understand the nature of coupling
between the magnetic and electronic degrees of freedom. Within this approach, a Landau free energy
for ME systems can be expanded in powers of magnetization (M), polarization (P ), and coupling terms
between M and P . The terms allowed in the Landau free energy expression are such that the symmetries
of the underlying system are not violated. Polarization (and external electric field) breaks space inversion
symmetry (r → −r) and magnetization (and external magnetic field) breaks time reversal symmetry (t →
−t). Therefore, to respect both symmetries, the free energy includes only even powers of P and M . The
terms linear in P and M are allowed when they are coupled to an external electric field or a magnetic
field, respectively, such that the overall symmetry is restored. For systems that respect space inversion and
time reversal symmetries, the lowest order coupling term allowed in the Landau free energy in homogeneous
systems, i.e., systems with uniform P and M , is P 2M2. The free energy F (M,P ) for ME coupled systems
having static P and M , expanded up to quartic terms, can be written as [23, 2, 24, 6] –
F (M,P ) = F0 + aP
2 + bP 4 − PE + cM2 + dM4 −MH + eP 2M2 (1.1)
where F0, a, b, c, d, and e are temperature-dependent constants, and M , P , E, and H are the magnitudes
of the magnetization, polarization, applied electric field, and applied magnetic field, respectively. The P 2M2
term in Eq. (1.1) represents the MD coupling [24, 5, 6]. It is worth noting that the coupling terms having
a lower order than the P 2M2 term, such as the bilinear term (PM) and the trilinear term (PM∂M),
are allowed in the Landau free energy in certain special cases. The bilinear term is permitted in only 13
magnetic point groups where the underlying system itself does not obey the space inversion and time reversal
symmetries [2, 25]. The trilinear term is allowed if the magnetization is non-uniform and thus breaks space
inversion symmetry in addition to breaking time-reversal symmetry, e.g., in the presence of a spiral magnetic
order [26, 27]. Both the bilinear and trilinear terms are associated with multiferroic behavior [26, 27, 2, 3].
Clearly, the symmetry constraints and unconventional magnetic orderings restrict exploring the multiferroic
behavior to a few material systems, whereas the MD behavior is always allowed by symmetry. This advantage
opens a lot more opportunities to explore MD coupling in diverse systems [24].
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∂2F (M,P )/∂P 2
=
1
2a+ 12bP 2 + 2eM2
(1.2)
This dependence of ε on M2 manifests in the magnetic field dependence of the dielectric response observed
in the MD effect. In the presence of an external magnetic field, the relative change in the dielectric permittiv-
ity (δε = ε(H)ε(0) −1) is then directly proportional to the change in the squared magnetization (M
2(H)−M2(0)),
i.e. δε ∼ δM2 [23, 28]. The dependence can be positive or negative, depending on the sign of the coupling
coefficient [23, 28]. Indeed, the MD effect in CoCr2O4 beautifully follows this dependence on M
2 [5], as
shown in Fig. 1.1.
Lawes et al. pointed out that while Eqs. (1.1) and (1.2) capture the coupling effects in systems with a
non-zero magnetization, they do not accommodate magnetoelectric coupling in antiferromagnetic systems
where the net magnetization is zero [7]. To account for a more generic coupling that can be applied to all
magnetic systems, the authors suggested replacing M2 in Eq. (1.1) by a thermally-averaged momentum (q)
dependent magnetic correlation function 〈MqM−q〉. The modified MD term in the free energy, denoted by











where g(q) denotes a momentum dependent coupling constant. Equations (1.3) and (1.4) directly suggest
that spin fluctuations can play an important role in modulating the dielectric response.
Although the Landau framework provides an overall description of the MD effect, it does not provide
insights into the microscopic mechanisms responsible for the MD effect. To exploit the magnetoelectric
coupling effects and tailor MD materials for scientific and technological advances, it is important to develop a
thorough understanding of the microscopic details. In the following section, I discuss some of the microscopic
mechanisms that can give rise to MD behavior in materials - (i) a commonly adopted mechanism associated
with a magnetic-field-induced motion of structural domains; (ii) a mechanism associated with a magnetic-
field-induced suppression of spin fluctuations [7], which we apply to the transition metal system CoCr2O4 [21];
(iii) a novel mechanism associated with a magnetic-field-induced control of vibronic (hybrid crystal-electric-
field and phonon mode) coupling, which we discovered as a part of this research and show is relevant to the
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Figure 1.1: Magnetodielectric response (black curve) and M2 (blue curve) as a function of magnetic field in
CoCr2O4. Figure taken from [5].
rare-earth system Ce2O3 [22].
1.2.2 Microscopic theory
Magnetodielectric behavior reflects the sensitivity of the dielectric response to the magnetic degrees of
freedom. The microscopic mechanisms responsible for MD behavior in diverse materials are not very well
understood. In many d -electron transition metal based materials, MD behavior is often attributed to the
presence of magnetostructural domains that reorient in an applied magnetic field, thereby changing lattice
dimensions and contributing to the observed change in the dielectric permittivity [29, 30, 31, 19, 32]. In
these materials, strong spin-lattice coupling and magnetic anisotropy play key roles in the formation of
magnetic domains that are strongly tied to the lattice, forming magnetostructural domains. These conditions
facilitate significant magnetostriction (or strain) and field-induced memory behavior in the materials. One
such material where these field-tunable domains have been observed is the spinel Mn3O4, which exhibits a
MD effect of 2%, as shown in Fig. 1.2(a) [19]. In the magnetic phase below T = 34 K, Mn3O4 exhibits a
significant change in the lattice parameters, also called magnetostriction or magnetostrain, indicating strong
spin-lattice coupling [19, 33]. The magnetostriction in Mn3O4 induces a tetragonal to an orthorhombic
structural distortion below 34 K [34, 35, 36]. In the magnetic phase, magnetostriction can be further enhanced
with an applied magnetic field. Figure 1.2(c) shows that the magnetostriction in Mn3O4 at T = 5 K initially
increases with increasing magnetic field and finally saturates beyond approximately 3 T, which is coincident












Figure 1.2: (a) Relative change in the dielectric permittivity as a function of magnetic field in Mn3O4 at
different temperatures. (b) Magnetic field dependence of magnetization measured along [110], [100], and
[001] axis at 5 K. The remnant magnetization is significant for M‖[110] and M‖[100]. (c) Magnetic field
dependence of strain measured along different directions, [100], [001] and [010] at 5 K for H‖[100]. The






Figure 1.3: Raman spectrum of Mn3O4 as a function of magnetic field, showing the lattice excitations
(phonons) through the structural transition from the cell doubled orthorhombic (CDO) phase at 0 T to
the face-centered orthorhombic (FCO) phase at 2 T. Figures on the right shows the projection of the Mn4
tetrahedra on the (001) plane for both the phases. Black and white circles specify the c-axis components
of the Mn3+ spins and their relative sizes indicate position along the c-axis. Red arrows indicate the local
distortions of the Mn4 tetrahedra. Figure taken from [39].
As shown in Figs. 1.2(b)-1.2(c), the magnetic field dependence of the magnetization and strain in
Mn3O4 varies along different crystallographic directions, suggesting a large out-of-plane magnetic anisotropy
[19, 33, 37]. The field-induced memory behavior in Mn3O4 is reflected in the hysteresis in magnetization
[19, 38] and magnetostrain [33], as shown in Figs. 1.2(b)-1.2(c). In the orthorhombic phase below 34 K,
several measurements have revealed the coexistence of two nearly degenerate magnetostructural domains
in Mn3O4 that are highly susceptible to a magnetic field [39, 35, 36, 29, 33]. Raman scattering studies on
both twinned (multi-domain) [35, 36] and untwinned (single-domain) [39] crystals of Mn3O4 provided clear
evidence of a field-induced structural transition from a cell-doubled orthorhombic domain to a face-centered
orthorhombic domain, thus highlighting the relevance of magnetostructural effects in understanding the MD
behavior in Mn3O4. Figure 1.3 shows the field-induced changes in the phonon (lattice excitations) Ra-
man spectrum, reflecting the structural transition of the underlying lattice [39]. These Raman studies also
captured the hysteresis associated with the magnetostructural transition in Mn3O4 [39, 35, 36]. A unique
advantage of using Raman scattering is that it couples simultaneously to various excitations, including mag-
netic and lattice excitations, associated with a magnetostructural phase. Because the Raman intensity of
these excitations reflects the extent to which these excitations modulate the dielectric response in a ma-
terial (for details, see Chapter 2, Sec. 2.2), this technique allows a direct investigation of the microscopic




















Figure 1.4: (a) Magnetic field dependence of magnetization as a function of magnetic field in polycrystalline
CoCr2O4 at temperatures 5 K and 25 K. These measurements on polycrystalline samples are in good agree-
ment with single crystal measurements in [40, 38]. (b) Magnetic field dependence of strain in polycrystalline
CoCr2O4. Figure (a) taken from [5] and (b) taken from [6].
The mechanism involving reorientation of magnetostructural domains in an applied magnetic field was
extended to explain the MD effect in the spinel CoCr2O4 [6]. The MD effect in CoCr2O4 is shown in Fig. 1.1.
But CoCr2O4 has a very weak anisotropy field (HA < 0.1 T) [41], and a very weak magnetostriction [6] (com-
pare Figs. 1.2(c) and 1.4(b)). As a result, CoCr2O4 exhibits negligible field-induced memory effects, as shown
in Fig. 1.4. The remnant magnetization (also called retentivity) at zero field in CoCr2O4 is 0.15µB/f.u., which
is an order of magnitude smaller than in Mn3O4 (compare Figs. 1.2(b) and 1.4(a)). Similarly, the strain hys-
teresis in CoCr2O4 is negligible compared to that in Mn3O4 (compare Figs. 1.2(c) and 1.4(b)). Moreover, the
magnetostriction shown in Fig. 1.4(b) saturates beyond 0.8 T, whereas the MD effect in CoCr2O4 (Fig. 1.1)
does not saturate up until 4 T. Hence, we argue that it is unlikely that the magnetostructural domains
contribute to the MD response of CoCr2O4.
To clarify the microscopic mechanism behind the MD effect in CoCr2O4, we performed temperature-,
magnetic-field-, and pressure-dependent Raman scattering experiments. Our measurements did not reveal
any evidence for the presence of magnetostructural domains or hysteresis effects in CoCr2O4. Rather, our
studies suggest that the MD behavior in CoCr2O4 is associated with the field-induced suppression of the
large magnetic fluctuations [21], which arise because of the weak anisotropy field in CoCr2O4. Moreover,
we find that the field-induced suppression of the spin fluctuations saturates beyond 4 T, which is in good
correspondence with the saturation of the MD effect in CoCr2O4. Additionally, our simultaneous pressure-
and field-dependent measurements reveal that with increasing pressure, the field-tunability of the spin fluc-
tuations decreases, suggesting that pressure can be used to tune the MD response in bulk CoCr2O4.
So far I have discussed two MD mechanisms, both in the transition-metal-based systems. Next, I will
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discuss a third MD mechanism that we have discovered in a rare-earth-based system, Ce2O3. Most of the
relevant physics in the transition-metal-based systems arises from the spatial spread and the resultant strong
interactions involving the d -orbitals. As a result of their spatial extent, the d -orbitals in transition metal
compounds are much more sensitive to the electric field of the surrounding ligands. The crystal-electric-field
(CEF) of the surrounding ligands splits the degenerate d -orbitals with an energy separation that is at least 1-
2 orders of magnitude higher than the vibrational excitations of the lattice. Contrary to this, the f -orbitals
in rare-earth compounds are more localized and the energy separations between the CEF-split-f -orbitals
overlaps well with the lattice excitations. This energetic overlap is conducive to the formation of hybrid
vibrational and electronic modes and offers a possibility of exploring novel spin-lattice coupling mechanisms
in rare-earth-based materials.
Ce2O3 exhibits a giant 200% MD response in the antiferromagnetic phase below TN ≈ 6.2 K [20]. Our
Raman measurements reveal that the MD phase in Ce2O3 is characterized by the emergence of two coupled
”vibronic” modes, which result from the hybridization of a pair of nearly resonant vibrational and elec-
tronic CEF excitations. Based on the energies of these modes, we extract a vibronic coupling parameter
to characterize the coupling between the CEF and vibrational excitations. This vibronic coupling shows
an abrupt enhancement below TN . We also find evidence for a slight structural distortion in the magnetic
phase of Ce2O3 that is likely responsible for the enhanced vibronic coupling. The energies and intensities of
the vibronic modes exhibit a significant dependence on external magnetic field. Based on these results, we
propose a novel mechanism for the MD response in Ce2O3 that is associated with a field-tunable coupling
between the CEF and vibrational states [22]. Further, we argue that the emergent hybrid vibronic modes
in the MD material Ce2O3 are analogous to the emergent hybrid electromagnon excitations in multiferroic
materials.
Our results clarify the distinct magnetodielectric mechanisms in two representative d - and f -electron
systems. We show that the MD behavior in the f -electron Ce2O3 can be attributed to the field-tunability of
the vibronic modes, whereas the MD behavior in the d -electron CoCr2O4 can be attributed to field-tunability
of the large spin-fluctuations. Interestingly, the MD effect in Ce2O3 is roughly three orders of magnitude
higher than the MD effect in CoCr2O4 [5, 6, 20]. Our findings of distinct microscopic mechanisms in these
systems suggest that rare-earth based materials are promising candidates to explore giant MD phenomena.
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Chapter 2
Raman scattering at high magnetic
fields and pressures
2.1 Basic concepts
When photons having energy ωI are incident on a material, their interaction with the matter can lead to
photons being scattered at energies that are either the same as the incident energy (called elastic or Rayleigh
scattering) or higher or lower than the incident energy (called inelastic scattering or Raman scattering). The
components of the scattered light lower in energy than the incident light constitute the Stokes Raman scat-
tering signal and those higher in energy than the incident light constitute the anti-Stokes Raman scattering
signal. A schematic spectrum of Raman scattered light is shown in Fig. 2.1, depicting the Rayleigh scattered
light at energy ωI , Stokes scattered light at energy ωS (< ωI) and anti-Stokes scattered light at energy
ωAS (> ωI).
From conservation of energy, in Stokes scattering, the energy difference ω = ωI − ωS absorbed by the
material corresponds to the creation of an excitation, whereas in anti-Stokes scattering, the energy difference
ω = ωAS − ωI corresponds to the annihilation of an excitation in the material. Since the energy of an
excitation is equal to the energy difference between the two well-defined quantum states in the material, the
Stokes and anti-Stokes signal are symmetric in energy (see Fig. 2.1). However, these signals differ in intensity,
as expected from the thermal population distribution of the quantum states. When the temperature decreases
below the characteristic energy of an excitation, that excitation becomes less thermally populated and its
anti-Stokes intensity decreases relative to its Stokes intensity. We usually work with materials that have low
transition temperatures, and therefore we only measure the Stokes Raman signal in our experiments.
In addition to the conservation of energy, inelastic scattering should also obey conservation of momentum,
which requires the wavevectors of the incident light (kI) and the scattered light (kS or kAS) to be related
to the wavevector of the excitation (q) by q = kI −kS in Stokes scattering, and q = kAS−kI in anti-Stokes
scattering. The conservation of energy and momentum is schematically depicted in Fig. 2.1.
Typically, the visible light used in Raman scattering experiments has a wavelength (λ) between 400 −
700 nm, and thus has wavevector magnitudes (|kI , |kS |, |kAS | ∼ 1λ ) on the order of 10
6 m−1. The maxi-
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Figure 2.1: Schematic of scattered light showing the elastic (Rayleigh) scattering at the center and Stokes
and anti-Stokes Raman scattering on the left and right, respectively. The inset figures are vector diagrams
to illustrate conservation of energy and momentum in Stokes and anti-Stokes scattering.
mum value of the excitation wavevector, q, obtained in a back-scattering configuration (θ ≈ 180◦) will be
2× 106 m−1. It is instructive to see how the excitation wavevector compares to the wavevector of the Bril-
louin zone edge (BZE): kBZE ∼ 1a ≈ 10
10 m−1, where a represents the lattice constant, which is typically
10−10 m. Thus, q is roughly four orders of magnitude smaller than the size of the Brillouin zone. Hence,
the wavevectors of the excitations probed in Raman scattering experiments are close to the center of the
Brillouin zone (q ≈ 0), and are referred to as zone-center excitations. Higher order scattering involving two
or more simultaneous excitations having wavevectors qi away from the zone center is possible, and can be
observed in Raman scattering when
∑
qi ≈ 0.
The Raman scattering event from an elementary excitation can be described in a three-step process: (i)
The incident photons having energy ωI interact with the electrons in the material via the dipole interaction.
(ii) These electrons are excited to a virtual intermediate electronic state. The virtual intermediate state is
so called because the Raman scattering process is very fast, indicating a very short lifetime of this state, less
than 10−12 seconds, which is much smaller than the lifetimes of the real stationary states (≈ 10−9 seconds).
(iii) The excited electrons relax to a final electronic state, emitting a scattered photon having energy ωS or
ωAS . A schematic diagram of the quantum energy states in a scattering event is shown in Fig. 2.2.
Note that because of its energy, the visible light used in Raman scattering interacts directly with the
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Figure 2.2: Schematic illustration of energy states involved in elastic (Rayleigh), Stokes and anti-Stokes
Raman scattering events. The horizontal yellow lines represent electronic energy states with energies E0,
E1 and so on; the blue horizontal lines represent low energy excited states such as vibrational or magnetic
states; the dashed yellow line represents a virtual state during an scattering event.
electrons, and not with the low-energy excitations such as phonons or magnons. However, these low-energy
excitations can be observed in Raman scattering indirectly through their interaction with the electrons, such
as the electron-phonon interaction for phonon (lattice) excitations, or the spin-orbit interaction for magnon
(spin-wave) excitations [42]. This is one of the key differences between Raman and infrared spectroscopies.
While both techniques are useful to study various low-energy excitations in a material, and are referred to as
complementary techniques, they differ in how the incident light interacts with the excitations in the system.
Compared to the visible light energies used in Raman scattering, the incident photons used in infrared
spectroscopy have low energies and as such, can interact directly with the low-energy excitations, such as
phonons or magnons, via direct absorbtion of incident photons to an excited vibrational or spin state. This
is why infrared spectroscopy is also referred to as infrared absorption, while Raman spectroscopy is referred
to as Raman scattering.
2.2 Classical derivation of Raman scattering cross section
A mathematical derivation of Raman scattering cross section can be done using either a classical or a quantum
mechanical approach. In the classical approach, individual dipole moments combine to form a macroscopic
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polarization density, whose oscillations upon interaction with the incident light radiate the scattered light.
In the quantum mechanical approach, the interaction of light with atoms is expressed in terms of matrix
elements of the electric-dipole operator and transitions between distinct atomic states in the system. Both
these derivations can be found in standard text books on Raman scattering such as [43]. In this section, I
reproduce parts of the classical derivation for the Raman scattering cross section.
The electric field vector of the monochromatic incident light with frequency ωin and wavevector kin can
be written as:
EI(r, t) = EI e
i(kI ·r−ωIt) + E∗I e
−i(kI ·r−ωIt) (2.1)
where EI and E
∗
I denote the amplitude of the incident electric field and and its conjugate, respectively. The
incident electric field induces a polarization (P ) in the material given by:
P (r, t) = ε0χEI(r, t) (2.2)
where ε0 is the permittivity of free space and χ is the electric susceptibility of the material, which in
general is represented by a 3 × 3 tensor. Various excitations in the material, such as phonons, magnons
and crystal field excitations, can modulate the electric susceptibility, and hence the electric polarization in
the material. These excitations can be represented through fluctuations in their dynamical variables, such
as vibrational displacement of ions for phonons, deviation of magnetization from a perfect alignment for
magnons and fluctuations in electron density for crystal field excitations. In general, an excitation can be
characterized by a dynamical variable having a space- and time-dependent amplitude Q(r, t), which can be




Q(q, ω) ei(q·r−ωt) +Q∗(q, ω) e−i(q·r−ωt) (2.3)
where Q∗(q, ω) represents the complex conjugate of the Fourier amplitude Q(q, ω). The modulation
of the electric susceptibility due to these excitations can be Taylor expanded in increasing powers of the
excitation amplitude Q:




where χ0 represent the static susceptibility of the material in the absence of any excitations and O(Q
2)
represents second or higher order contributions from Q. The derivative of the susceptibility tensor (also called
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the second order susceptibility or dynamic susceptibility), ∂χ∂Q , represents the degree to which an excitation
modulates the electric susceptibility of the material, and is central to the theory of Raman scattering, as we
will discuss later. Using Eqs. (2.1), (2.3) and (2.4) in Eq. (2.2), we get three different types of terms:
P (r, t) = ε0χ0EI(r, t) + P S(r, t) + PAS(r, t) (2.5)
where the first term represents a polarization oscillation at the same frequency as the incident frequency
ωI and is responsible for elastic scattering; the second and third terms represent polarization oscillations at
frequencies different from the incident frequency and are responsible for Stokes and anti-Stokes scattering,
respectively. The Stokes component gives rise to scattered light with wavevector kS = kI −q and frequency
ωS = ωI − ω. The anti-Stokes component gives rise to scattered light with wavevector kAS = kI + q and
frequency ωAS = ωI + ω. The second and third terms in Eq. (2.5) are given by:




























where Q and Q∗ are shorthand notations for Q(q, ω) and Q∗(q, ω). When the polarization in Eqs. (2.6)
and (2.7) is written in terms of Fourier components P S(kS , ωS) and PAS(kAS , ωAS), we get:
P S(kS , ωS) = ε0
∂χ
∂Q∗
Q∗(kS , ωS)EI (2.8)
PAS(kAS , ωAS) = ε0
∂χ
∂Q
Q(kAS , ωAS)EI (2.9)
Notably, Eqs. (2.6)-(2.9) show that an excitation can contribute to inelastic scattering only when the
modulation of the electric susceptibility due to that excitation is non-zero, i.e. ∂χ∂Q 6= 0.
1 A mathematically
more accurate expression for this will be discussed shortly.
In light scattering experiments, the relevant quantity of interest is the spectral differential cross section,
which for Stokes scattering is defined as the rate of removal of energy from the incident beam as a result of
scattering from a volume V into a solid-angle element dΩ with a scattered frequency between ωS and ωS ,
divided by the product of dΩdωS and the incident intensity. For the Stokes polarization, P S(kS , ωS), the
1This is another key difference between the Raman and infrared spectroscopies. For an excitation to be infrared-active, the












〈êS · P ∗S(kS) êS · P S(kS)〉ωS (2.10)
where V denotes the scattering volume, eS denotes a unit vector in the direction of incident electric
field and the most important quantity 〈 ... 〉ωS denotes the power spectrum of polarization fluctuations.

















I |2 in the above equation forms the crux of Raman scattering: (i) It reveals that for




I |2 6= 0; (ii) It demonstrates the suitability of
using Raman scattering to study the magnetodielectric (MD) response, which is the topic of this thesis. This
factor shows how Raman intensity depends on the fluctuations in the electric susceptibility due to various
elementary excitations, and thus can help elucidate the microscopic mechanisms behind the MD behavior;
(iii) It highlights a powerful feature of Raman scattering – identification of the symmetries of excitations. An
excitation’s symmetry determines the form of the dynamic susceptibility tensor ∂χ∂Q . Experimentally, tuning





I |2 factor, which is reflected in changes in the measured scattering cross section and thus helps in
determining the symmetries of the underlying excitations.
Eq. (2.11) also shows that the spectral differential cross section is proportional to the thermally averaged
pair correlation function 〈QQ∗〉ω, the scattering volume V and the fourth power of the incident frequency,
ω4I (since ωI ≈ ωS). The scattering volume is proportional to the penetration depth (λ) of the incident light
and is a material dependent parameter. Typically, λ is on the order of a few nanometers. It is worth pointing




I |2 6= 0 should theoretically be observable in the
Raman spectrum, it is sometimes possible that the excitation might not yield an experimentally observable
Raman scattering strength, which could happen if this factor or rather a combined effect of all the factors
in Eq. (2.11)) is very small. While an experimental observation can verify whether an excitation yields a
significant Raman scattering intensity or not, a theoretical prediction of the number and the symmetries




Group theory is primarily based on symmetry arguments and presents an elegant and simple approach to
predicting the number of excitations and their symmetries allowed within a crystallographic point group. In
this section, I will employ a group theory based approach, the correlation method developed by Fateley et
al. [44], to determine all possible phonon symmetries in the two materials presented in this thesis, Ce2O3
and CoCr2O4. This approach utilizes the knowledge of the point symmetry of each atomic site occupied in
the unit cell. I will first summarize the ”recipe” used in the correlation method and then use it to construct
the zone-center phonons allowed in Ce2O3 and CoCr2O4. Steps for using correlation method are given below:
Step I : Identify the space group and point group of the crystal and the point groups corresponding to
the distinct atomic sites in a unit cell.
Step II : Identify which symmetries within every site’s point group transform as translation (or polar)
vectors since phonons involve atomic displacement vector.
Step III : For the symmetries identified in step (II), use correlation tables to find how these point sym-
metries correlate with the symmetries of the space group.
Step IV : Construct the total irreducible representation for the full space group of the crystal, subtract
the acoustic symmetries (identifiable from the point group of the crystal) and identify the Raman-active
symmetries from the remaining representation of the full space group.
Ce2O3: A-type Ce2O3, or more generally A-type Ln2O3 (Ln = elements of the lanthanide series from
lanthanum to lutetium), crystallize in the trigonal D33d (P3̄2/m1) crystal structure. There are two inequiv-
alent oxygen ions in Ln2O3, O(I) and O(II). The site symmetries for the Ln
3+ ions and the inequivalent
O2− ions, are shown in Table 2.1. The character tables for the site symmetries in Table 2.1 are shown in
Tables 2.2-2.3.
Let us take a brief detour to understand what various terms in the character table represent, by using
Table 2.2 as a reference. The top row terms such as E, 2C3 and 3σv represent various symmetry operations
that the underlying lattice respects. These operations are represented by matrices, which can be reduced
to smaller matrices by block-diagonalization until no further reduction is possible. The reduced matrices so
obtained are called the irreducible representations and are denoted by symbols A1, A2 and E in the first
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column. A1, A2 are singly degenerate representations with only one element and E is a doubly degenerate
representation with a 2 × 2 matrix. The numbers in the character table below each symmetry operation
are called the characters and are equal to the sum of the diagonal elements in the irreducible matrix rep-
resentation for that symmetry operation. The last two columns in the character table represents how the
linear functions such as translations (T) and rotations (R), and quadratic functions such as polarizability
(α), transform. The translation operator Tx represents a displacement in the x-direction;the rotation op-
erator Rx represents a rotation about the x-axis and the polarizability αij represents the elements of the
polarizability tensor.
Continuing with Step II, from Tables 2.2 and 2.3 the irreducible representations (irreps) A1 and E
transform as translation vectors in the C3v point group and the irreducible representations A2u and Eu
transform as translation vectors in the D3d point group.





Table 2.2: Character table for C3v point symmetry
C3v E 2C3 3σv Linear functions, Rotations Quadratic functions
A1 1 1 1 Tz αxx + αyy, αzz
A2 1 1 -1 Rz
E 2 -1 0 (Tx, Ty); (Rx, Ry) (αxx − αyy, αxy), (αxz, αyz)
Table 2.3: Character table for D3d point symmetry
D3d E 2C3 3C2 i 2S6 3σd Linear functions, Rotations Quadratic functions
A1g 1 1 1 1 1 1 αxx + αyy, αzz
A2g 1 1 -1 1 1 -1 Rz
Eg 2 -1 0 2 -1 0 (Rx, Ry) (αxx − αyy, αxy), (αxz, αyz)
A1u 1 1 1 -1 -1 -1
A2u 1 1 -1 -1 -1 1 Tz
Eu 2 -1 0 -2 1 0 (Tx, Ty)
For Step III, the complete correlation table of D3d space group with the C3v and D3d point groups is
reproduced in Table 2.4 [44]. The correlation of D3d with D3d is essentially redundant and is shown just to
illustrate a systematic approach. From the previous step, only A1 and E symmetries are relevant for the
C3v point group. From Table 2.4, A1 in the C3v group correlates with A1g and A2u in the D3d group and E
in the C3v group correlates with Eg and Eu in the D3d group. Similarly, the relevant symmetries in the D3d
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point group, A2u and Eu correlate with A2u and Eu, respectively, in the D3d space group. The irreducible
representation corresponding to each ion can be summarized as:
ΓLn = A1g + A2u + Eg + Eu
ΓO(I) = A2u + Eu
ΓO(II) = A1g + A2u + Eg + Eu
For Step IV, combine the irreducible representations for all the ionic species to write the total irreducible
representation of all the allowed symmetries in the space group:
ΓtrigonalLn2O3 = ΓLn + ΓO(I) + ΓO(II) = 2A1g + 3A2u + 2Eg + 3Eu
The above representation ΓtrigonalLn2O3 includes both the optic and the acoustic modes. The acoustic modes
transform as translations and from the character table of the point group of the crystal (D3d) given in
Table 2.3, ΓtrigonalLn2O3 (acoustic) = A2u + Eu. Therefore, the total irreducible representation for the optic modes
is given by:
ΓtrigonalLn2O3 (optic) = Γ
trigonal
Ln2O3
− ΓtrigonalLn2O3 (acoustic) = 2A1g + 2A2u + 2Eg + 2Eu (2.12)
Out of the optic symmetries listed in Eq. (2.12), A1g and Eg are Raman-active and A2u and Eu are
infrared-active. Thus, ΓRaman = 2A1g + 2Eg.
CoCr2O4: The cubic spinel CoCr2O4, or more generally AB2O4, where A
2+ and B3+ are transition
metal ions. The AB2O4 spinel crystallizes in the cubic space group O
7
h. The site symmetries for the A
2+
ions is Td, for the B
3+ ions is D3d and for the O
2− ions is C3v. The character tables for the D3d and C3v
symmetries are already provided above in Tables 2.2-2.3 and the character table for the Td site symmetry
is shown in Table 2.5.
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Table 2.5: Character table for Td point symmetry
Td E 8C3 3C2 6S4 6σd Linear functions, Rotations Quadratic functions
A1 1 1 1 1 1 αxx + αyy + αzz
A2 1 1 1 -1 -1
E 2 -1 2 0 0 (αxx + αyy − 2αzz, αxx − αyy)
T1 3 0 -1 1 -1 (Rx, Ry, Rz)
T2 3 0 -1 -1 1 (Tx, Ty, Tz) (αxy, αxz, αyz)
The symmetries that transform as polar vectors: (i) in the Td group is T2; (ii) in the D3d group are A2u
and Eu; (iii) in the C3v group are A1 and E. From the partial correlation table shown in Table 2.6, it follows
that – T2 in the Td group correlates with T2g and T1u in the Oh group; A2u in the D3d group correlates
with A2u and T1u in the Oh group, and Eu in the D3d group correlates with Eu, T1u and T2u; A1 in the
C3v group correlates with A1g, T2g, A2u, T1u in the Oh group, and E in the C3v group correlates with Eg,
T1g, T2g, Eu, T1u, T2u in the Oh group. Thus we have ΓA = T2g + T1u,ΓB = A2u + 2T1u + Eu + T2u,ΓO =
A1g + A2u + Eg + Eu + T1g + 2T1u + T2u + 2T2g. The total irreducible representation of allowed symmetries
in the cubic O7h space group are given by:
ΓcubicAB2O4 = ΓA + ΓB + ΓO = A1g + 2A2u + Eg + 2Eu + T1g + 5T1u + 3T2g + 2T2u
From the character table of point group Oh (not shown here), the acoustic phonons transform as T1u.
Therefore, the optical phonons are given by:
ΓcubicAB2O4(optic) = A1g + 2A2u + Eg + 2Eu + T1g + 4T1u + 3T2g + 2T2u (2.13)
Out of these, the representation for Raman-active phonons is given by ΓRaman = A1g + Eg + 3T2g.
In Eq. (2.13), T1g is also a Raman-active symmetry, but it is an antisymmetric representation and hence
cannot be a phonon symmetry, which are always symmetric. The T1g symmetry can correspond to a magnetic
excitation.
2.4 Experimental details
The steps involved in a simple Raman experiment can be outlined as follows: (i) shine monochromatic
(single-frequency) light on a material to perturb the material from its ground state; the material can simul-
taneously be subjected to other external perturbations such as varying temperature, pressure and magnetic
field; (ii) collect and disperse the light scattered from the material. This scattered light is composed of
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Table 2.6: Correlation table for Oh space group
Oh Td D3d C3v
A1g A1 A1g A1
A2g A2 A2g A2
Eg E Eg E
T1g T1 A2g + Eg A2 + E
T2g T2 A1g + Eg A1 + E
A1u A2 A1u A2
A2u A1 A2u A1
Eu E Eu E
T1u T2 A2u + Eu A1 + E
T2u T1 A1u + Eu A2 + E
many frequencies; (iii) analyze the components of scattered light that have frequencies different from the
incident frequency. The difference in energies between the components of the scattered light and the incident
light correspond to various collective excitations in the material and constitute the Raman spectrum. The
experimental setup used in this study is shown in Fig 2.3. An understanding of our Raman setup can be
broadly classified into two parts, optics and sample environment, both of which are discussed separately
below.
2.5 Optics
Figure 2.4 provides a detailed schematic of the optics part shown in Fig. 2.3. The important aspects and
components of the optical setup depicted in Fig. 2.4 are discussed below.
Excitation wavelength: When light shines on a material, most of the light undergoes elastic (Rayleigh)
scattering and only a tiny fraction undergoes inelastic (Raman) scattering. Typically, the Raman scattering
strength is roughly 1012 orders of magnitude weaker than the elastic signal. Consequently, to enhance the
weak Raman signal, high intensity, monochromatic, collimated lasers are employed as light sources. The
laser used in our lab is a continuous wave krypton ion (Kr+) gas laser operated at an excitation wavelength
of 647.1 nm.
In addition to the desired the 647.1 nm wavelength, several unwanted gas emission lines are also emitted
in the laser light. To remove these lines, a narrow bandpass filter (BF) and a prism monochromator (PM)
are placed in the optical path. The BF removes the laser lines close to 647.1 nm while the PM removes the
laser lines away from 647.1 nm.
The Raman scattering intensity is directly proportional to the fourth power of the incident frequency,










Figure 2.3: Experimental lab setup. The left region outlined in red contains all the optical components and
the right region outlined in yellow contains the apparatus to tune the sample environment, such as cryostat,
magnet and hydralic ram.
unfavourable. However, the following advantages outweigh this trade-off: (i) Raman scattering often suffers
from a competing phenomenon - fluorescence, which involves an electronic transition induced by absorption
of incident photons and a subsequent emission of photons corresponding to the energy difference between
the initial and the final electronic states. If the incident energy is high enough to excite such electronic
transitions, the resulting fluorescence signal can overwhelm the weak Raman signal in the spectrum. One
way to identify and separate the features corresponding to fluorescence is to excite the material with dif-
ferent incident wavelengths. Contrary to a Raman signal, a fluorescence signal will depend on the exciting
wavelength and change its position in the spectrum. Another approach is to use an exciting wavelength
that is low enough in energy, such that fluorescent electronic transitions are suppressed. Thus, we choose
low energy light in the red wavelength region from our laser source. (ii) The spectral resolution of the
spectrometer depends inversely on the wavelength of light, and thus using larger wavelengths is preferable
to obtain better spectral resolution.
Polarization selection: Raman scattering is particularly advantageous to identify the symmetries
of the low-energy excitations in materials. The symmetry identification is possible because the Raman




Figure 2.4: Schematic of optical components in the lab setup. Figure taken from [45]
.
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light (see Eq. 2.11). To analyze the symmetries of excitations, polarization dependent measurements are
performed, which require controlling the relative orientation of polarizations of the incident and the scattered
light by using certain optical components discussed below.
A polarization rotator and beamsplitter are used to control the incident polarization. The light emitted
from the laser is almost vertically polarized. By using a polarization rotator (PR), the polarization of the
laser output light can be rotated to any desired angle away from the vertical direction. To further remove any
leakage polarization, a polarization beamsplitter (PB) is used. The PB removes most of the light polarized
perpendicular to the incident plane, thereby transmitting the clean desired linear polarization.
The light scattered from the sample is typically unpolarized and thus, to select a particular polarization,
a polarization analyzer (PA) is placed in the path of the scattered light. The polarizing axis of the PA
is chosen such that the polarization of the scattered light entering the spectrometer is oriented along the
maximum efficiency direction for the blazed diffraction gratings. The blazed diffraction gratings used in our
spectrometer are most efficient for horizontally polarized light and therefore, the PA selectively transmits
horizontal polarization of the scattered light.
When symmetry analysis is not required and one wishes to simultaneously observe all possible Raman-
active excitations in the material, circularly polarized incident light can be used, which can be achieved by
placing quarter waveplate (QW) in the path of the linearly polarized incident light. The use of a QW is
particularly advantageous in magnetic field measurements, where circularly polarized incident light is de-
sired. This is because magnetoptical effects in the sample can cause a Faraday rotation of the incident linear
polarization in the presence of an external magnetic field, and thereby alter the Raman intensity of some
excitations – this can be avoided by using circular incident polarization.
Lenses and mirrors: A collection of lenses and mirrors are used to focus and direct the laser light to
the sample, and finally to collect the scattered light and direct it to the spectrometer. The mirrors M1, M2
and M3 are used to change the direction of the incident laser light such that it enters the sample region.
The purpose of L1 lens is two-fold: to focus the laser beam on to the sample spot (the typical size of the
focussed laser spot on the sample in our setup is roughly 50µm) and to collect the scattered light from the
sample. This collected scattered light passes through the PA described previously. The selected polarization
of the scattered light is then focussed by L2 lens on to the entrance slit of the spectrometer.
Spectrometer: The scattered light that enters the spectrometer contains elastic as well as inelastic
energy components. The two main purposes of the spectrometer are: (i) to separate and remove the much
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stronger elastic signal from the weak Raman signal in the scattered light and (ii) to disperse the Raman
signal onto the detector. To achieve this, a custom-built triple-stage spectrometer was used in our experi-
ments. The first and second stages (S1 and S2), each include the Acton Research AM-503 monochromator,
coupled in a subtractive configuration to get rid of the elastic signal. In stage S1, the diffraction gratings
disperse the collected scattered light, which then passes through a narrow slit at the end of S1. This slit
transmits a narrow range of frequencies on to the second stage S2. In stage S2, the diffraction gratings are
used in a reverse configuration that effectively recombines the dispersed light and transmits it to the final
stage S3. There is no net dispersion after stages S1 and S2. The stage S3 includes the Acton Research
AM-506 monochromator, which causes dispersion of the light, which now is mostly free from stray (elastic)
light, on to the detector. To obtain high resolution, diffration gratings with a high groove density, 1800
grooves/mm, were used in all the monochromators.
Detector: The detector used in our setup is a Princeton Instruments charge coupled device (CCD)
detector, which consists of a two-dimensional array of 1340×400 pixels, with pixel dimensions 20µm× 20µm.
Each of these pixels is a metal oxide semiconductor consisting of a doped silicon base coated with a silicon
dioxide layer that is finally capped with a polysilicon layer. When photons strike a pixel, electron-hole pairs
are generated. To reduce the background noise from thermal excitation of electron-hole pairs, liquid nitrogen
was used to cool the detector. By applying a suitable voltage, these electrons are collected and sent to a data
processing device that converts the analog signal to the digital Raman spectrum we observe. To establish
the correspondance of pixels to wavelengths, a xenon lamp, which has sharp and discrete emission lines, was
used for caliberation.
The CCD detector is also sensitive to cosmic rays, which result in the appearance of very sharp, intense
lines in the recorded spectrum. An easy way to identify these cosmic peaks is to take two or more subsequent
scans under the same external conditions and compare the multiple scans. It is highly unlikely that the cosmic
peaks would appear at the same position in the multiple spectra and hence combining and averaging the
multiple scans can get rid of the cosmic ray peaks.
2.6 Sample environment
A unique capability of our experimental setup is the ability to perform simultaneous low temperature, high
pressure and high magnetic field measurements. To achieve this, our setup is equipped with a liquid helium
cryostat, a superconducting magnet and a hydraulic pressure assembly. Details for each of these components
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Figure 2.5: Arrangement of equipments for tuning the sample environment. Figure taken from [46].
are provided below.
2.6.1 Temperature
For temperature dependent measurements, an Oxford Instruments continuous flow-through cryostat (CF1201)
is used in our lab. This cryostat is a cylindrical tube (see Fig. 2.5) that is mounted horizontally and has
three optical windows at the side facing the optics so as to allow the entry and exit of the incident and the
scattered light from the sample. The other end of the cryostat tube, which is shown in Fig. 2.5, is sealed once
the sample is inserted inside the cryostat, followed by pumping the cryostat space down to a high vaccum
using a diaphragm pump. For measurements at ambient temperature, the sample is epoxied at the end of
a long thin rod, which is inserted in the cryostat. Silver paint is used as an epoxy as it has good thermal
conductivity and it holds the sample well down to low temperatures.
To attain cryogenic temperatures, liquid helium is used, which is transferred out of the storage dewars
to the cryostat via transfer tubes. At the entry point where the transfer tube is attached to the cryostat,
a needle valve is used to regulate the amount of liquid helium being introduced to the sample region. The
interior of the cryostat is also supplemented with a resistive heater that can heat the sample space to
temperatures above liquid helium temperature. This resistive heating is easily controlled by an external
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voltage regulator. Combined control of the helium flow through the needle valve and the heating through
the resistor allows a precise tuning of the sample space temperature from 3− 300 K.
With the use of liquid helium in the flow-through cryostat, samples can be cooled to temperatures as
low as 3 K, However, when optical measurements are performed, the laser hitting the sample induces some
amount of heating, which increased the local sample temperature at the laser spot to above 3 K. One way
to minimize laser heating is to use the laser at low powers. For this reason, we usually limit the laser power
to less than 10 mW. The minimum output power of the laser used in our lab is 5 mW, but this can be
lowered further by placing additional neutral density filters in the laser path. If the materials being studied
have transition temperatures of interest fairly high compared to the liquid helium temperature, the use of
5− 10 mW of laser power is not problematic. But if the transition temperature of the sample is close to 3 K,
any amount of laser heating is highly undesirable. At the same time, using extremely low laser powers is
impractical.
The magnetic transition temperatures for the two materials discussed in this thesis are: TN = 94 K for
CoCr2O4 and TN = 6.2 K for Ce2O3. In CoCr2O4, we observe a magnetic excitation (magnon) that is
sensitive to temperature, but since TN is fairly high, it was not critical to exactly estimate the laser heating
in CoCr2O4. All the measurements on CoCr2O4 were performed with laser power between 5− 10 mW and a
rough estimate of laser heating by 7 K was included in all the reported temperatures in Chapter 3. On the
other hand, given the very low TN in Ce2O3, 5 mW incident laser power was enough to drive the material
out of the magnetic phase. Hence, for measurements on Ce2O3, I limited the laser power to less than 1 mW.
To exactly identify the temperature dependent changes in the narrow region between 3K < T < TN, it was
important to quantify the laser heating. I used two different approaches to quantify laser heating in the
Ce2O3 samples, as discussed below.
Temperature estimation in Ce2O3
Figure 2.6 shows the Raman spectrum of Ce2O3 as a function of temperature and as a function of laser
power. With decreasing laser power and decreasing temperature, the Raman spectrum of Ce2O3 shows
significant changes. Here we focus on the sharp peak at roughly ω1 ≈ 177 cm−1, which corresponds to a
vibronic excitation that dramatically changes its intensity as a function of temperature and power. The
vibronic excitations in Ce2O3 will be discussed in more detail in Chapter 4. In my first approach to quantify
laser heating, I tracked the Raman intensity of this vibronic peak.
For variable power measurements, using higher incident laser power implies higher intensity counts for
all the excitations in a spectrum. It is important to eliminate this effect before comparing different spectra.
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Fixed Tsurrounding = 3 K
Figure 2.6: Raman spectrum of Ce2O3 normalized to the intensity of the lowest-energy peak at roughly
100 cm−1, as a function of (left) temperature varied by controlling liquid helium flow and using a constant
laser power of 0.41 mW; (right) laser power when the helium flow is kept constant such the surrounding
temperature is fixed at 3K. The dramatically changing intensity of the peak at roughly 177 cm−1 was
compared between the left and right data sets, as illustrated by the dotted lines.
For the temperatures relevant here (T < 10 K), the intensity of the lowest peak at roughly 104 cm−1, which
corresponds to an Eg-symmetry phonon, is independent of temperature. Consequently, all spectra were
normalized to the intensity of their respective lowest Eg modes. The resultant normalized intensity of the
ω1 –peak was compared across two different data sets shown in Fig. 2.6– measurements performed (i) as a
function of temperature at a constant incident power and (ii) as a function of incident power at a constant
temperature2. By comparing the normalized intensity of the vibronic peak at ω1 across the two sets, I found
that increasing the laser power by 1 mW decreased the intensity of the vibronic peak by the same amount
as obtained by increasing the temperature by 1 K. Thus, I estimated that at the low laser powers used, an
incident power of 1 mW increases the local sample temperature by 1 K in Ce2O3.
This estimate was further verified from my second approach based on the measurement of energy of an
Eg-phonon at 416 cm
−1. Specifically, below TN, the Eg-phonon exhibits a steep increase in energy with
decreasing temperature. The peak energy of this phonon extracted from measurements as a function of
temperature at a constant laser power was compared with the measurements as a function of incident power
at a constant temperature. These results confirmed the above quantitative estimate of laser heating of
the sample by the incident powers used. While this work is mostly concerned with the low temperature
behavior of the Raman spectra, the above quantitative estimate of the laser heating was assumed to hold at
2The temperature reading shown on the sensor that is attached to the space surrounding the sample. Hence, irrespective
of the laser power and the consequent heating on the sample surface, the sensor reading stays between 3− 4 K and is sensitive
only to the changes in the helium flow.
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all temperatures measured, and has been included in the temperatures reported in Chapter 4.
2.6.2 Field
Magnetic field measurements were performed using a superconducting magnet with an open-bore design
that allows the cryostat to be inserted through the bore. A solenoid made of Nb-Ti alloy concentric with the
cryostat is wound around the bore. The solenoid is located in a separate cryostat, which is filled with liquid
helium before beginning the magnetic measurements. At liquid helium temperatures, this alloy becomes
superconducting. To operate the magnet, a voltage is applied across the solenoid that generates a current,
which in turn creates the magnetic field inside the solenoid parallel to its the axis. Once the magnetic field
is stable, the applied voltage is ramped down to zero. Since the coil is superconducting, the current so
generated persists without any loss, even after removal of the voltage. This setup allows generation of stable
magnetic fields in the range 0-9 T parallel to the axis of the cryostat.
Our field dependent measurements can be performed in two different geometries–Faraday and Voigt–as
illustrated in Fig. 2.7. In the Faraday geometry, the sample is mounted at the end of the thin temperature
insert, just like in the temperature measurements and the sample experiences a magnetic field parallel to
the wavevector of the incident light. In the Voigt geometry, the sample is mounted on an octagon, which
in turn is mounted on the temperature finger such that the axis of the octagon is perpendicular to that
of the temperature finger. In addition, a 45 ◦ mirror is mounted on the temperature insert, which reflects
the incident light such that the wavevector of the incident light is perpendicular to the magnetic field (see
Fig. 2.7). The Voigt geometry is particularly useful because a magnetic field in the Faraday geometry can
cause a rotation of the incident polarization (called Faraday rotation), thereby reducing the intensity of some
Raman-active excitations. The Voigt geometry can only be exploited while using a temperature insert, such
as for temperature and/or magnetic field measurements, but not for pressure measurements. Because of
the construction of the pressure-cell and pressure-insert, the pressure measurements can only be conducted
in the Faraday geometry. To minimize the effects of Faraday rotation in pressure measurements, circularly
polarized incident light should be used instead of linearly polarized light.
2.6.3 Pressure
Application of pressure on a material tends to bring the constituent atoms closer, thereby enhancing the
interatomic interactions and modifying the interplay between the spin, orbital and lattice degrees of freedom
in the material. Consequently, pressure dependent measurements are extremely useful to gain insights into
the microscopics of the material and to sensitively tune its properties. We use a miniaturized cryogenic
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Figure 2.7: Schematic illustration of the magnet in the (a) Faraday and (b) Voigt configurations. Figure
taken from [46].
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Figure 2.8: Schematic illustration of the working of pressure cell. A cross sectional view is shown. Figure
taken from [45].
Figure 2.9: (a) Complete hydraulic assembly for pressure measurements; (b) an enlarged view of the pressure
cell; (c) Various components of the pressure cell: (1) thrust plate, (2) screw for the optical fiber insert, (3)
piston, (4) piston anvil, (5) cell body, (6) tilt adjustment plate, (7) face plate anvil, (8) clamping/tilt
adjustment screws, and (9) a bottom support plate (face plate). Figure taken from [46].
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diamond anvil cell (MCDAC) to achieve pressures as high as 100 kbar. The key idea is to load the sample
and a pressure transmitting medium between two anvils and force those anvils together to create a high
pressure region between them, as depicted in Fig. 2.8. The hydraulic assembly showing the assembled
MCDAC and its individual components are shown in Fig. 2.9. The assembled cell is placed inside the
pressure insert, which is inserted in the cryostat for pressure measurements.
The most important part of the pressure cell are the anvils. Some of the key characteristics for the choice
of anvil material are summarized as follows: (i) Hardness – The anvil material should be hard enough to
endure high pressures without breaking; (ii) Transparency – Since the sample to be measured is held in
between the anvils, transparency of the anvils in the visible wavelength region is required to allow optical
measurements; (iii) Low fluorescence – As discussed earlier, fluorescence signal can swamp the Raman signal
and hence, anvil materials with low fluorescence in the red light region are preferred. Additionally, the
Raman-active modes of the anvil material should be far removed in energy such that they do not interfere
with the sample’s low-energy excitation energies typically probed in Raman spectroscopy; (iv) Chemically
inert – The anvils are in close proximity to the sample and should not break down or undergo any chemical
reactions under pressure as it can pollute the sample spectrum. The diamond anvils we used in our MCDAC
satisfy all of these desired properties. Alternatively, moissanite anvils are also sometimes used instead of
diamond anvils in the MCDAC. Although moissanite is less hard than diamond, it is still a good choice for
pressures as high as 300 kbar [46] and is much cheaper than diamond. For all the measurements presented
in this thesis, the diamond anvils were used.
Apart from anvils, another important consideration regarding the pressure cell is the material that
constitutes the cell body and the gasket. Since we are interested in conducting pressure measurements in
conjunction with simultaneous temperature and magnetic field measurements, these components should have
a high thermal conductivity and be non-magnetic. The body of the cell in MCDAC is made of a beryllium-
copper (BeCu) alloy, which satisfies the two mentioned characteristics. For pressure measurements, a thin
metal disk called a gasket is placed between the two anvils. This gasket has a small hole at its center to hold
the sample, ruby and pressure transmitting medium. In this study, copper gaskets were used, as copper has
a good thermal conductivity and is only very weakly magnetic.
Conducting pressure measurements is a highly detail-oriented and lengthy process. Various steps involved
in the preparation of a pressure experiment are discussed below.
1. Assembling the pressure cell
At the outset, all parts of the pressure cell should be thoroughly cleaned by first sonicating them in a
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diluted soap solution, followed by rinsing in acetone. The anvils might have leftover epoxy from previous
pressure experiments that should be scraped off with a toothpick or a syringe. Once the cell parts are clean,
the anvils are glued using epoxy prepared by mixing Loctite 1266 STYCAST A and STYCAST B in the
mass ratio 100:28. One anvil is glued to a thin flat called the face plate and the other anvil is glued to the
cylindrical piston, as shown in Fig. 2.9. After the epoxy dries, the cell components are assembled together.
Multiple screws are used to adjust the horizontal and tilt positions of the face plate anvil. No changes are
made to the piston anvil.
Next, the anvils are brought into translational and rotational alignment. This step is very critical to
the success of high-pressure measurements. Failure to align the anvils well can result in breaking of the
anvils. To observe rotational alignment, the top surfaces of the diamond anvils, which are flat, are brought
in contact. A light source is placed on one side of these anvils and the interference pattern so created is
observed on the other side with the help of a microscope. When the anvil surfaces are not parallel but
rather oriented at an angle relative to one another, linear fringes are observed in the interference pattern.
The higher the degree of misalignment, the more fringes are observed. A perfect rotational alignment would
produce no fringes. Screws at the bottom of the pressure cell can be adjusted to improve the rotational
alignment. To observe translational alignment, the cell body is tilted on its side and the anvils are brought
in proximity. The relative offset of the two anvils along the vertical direction (i.e. perpendicular to the
cylindrical axis) is noted and the side screws on the face plate are adjusted such that the offset decreases.
The rotational and translational alignments are coupled and changing one can affect another. Hence, several
iterations of these two alignments need to be performed before the desired alignment of the anvils is achieved.
2. Preparing the gasket
There are two steps involved in this process – indenting and drilling. A circular copper gasket having a
diameter of roughly 1 cm and a uniform thickness of 0.5mm is balanced between the anvils. The assembled
cell is mounted in the pressure insert and a small pressure is generated by using the hydraulic ram to bring
the anvils closer. This causes a slight indentation and hence a reduction in thickness in the central region
of the gasket. The diameter of the indented region on the gasket is the same as the diameter of the top
surfaces of the diamond anvils, which is 800µm. The indentation of the gasket serves two purposes for the
subsequent steps: (i) it provides a reference with respect to which we can drill a hole in the gasket center,
which creates the high-pressure region in which the sample and ruby will be placed; (ii) it makes the gasket
more stable when seated on the anvil, which is very useful while loading the sample and ruby in the gasket
hole.
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At the center of the indented region in the gasket, a hole is drilled using an electric discharge machine
(EDM). Several drilling tips having diameters ranging from 200 − 500µm are available for use in our lab.
When the experiment demands high pressure investigation of the material, a smaller hole is better. But it is
also more difficult to perform the next step of loading the sample and ruby in a smaller hole, and therefore,
if the highest pressures are not required, the largest diameter tip of 500µm can be used.
3. Loading the sample and ruby
The drilled gasket is seated on the piston anvil and the sample and a ruby piece are placed in the drilled
hole. The ruby is used for determining the pressure during the measurements. Upon excitation with a laser,
ruby emits two fluorescence lines (R1 and R2) that increase linearly with pressure. We usually focus on
the lower R1 peak since it has a higher intensity than the R2 peak. The wavelength (λ) of the R1 peak
increases linearly with pressure (P) according to the relation: ∆P (in kbar) = 27.46 ∆λ (in nm). Figure 2.10
shows a typical ruby spectrum measured during a pressure experiment. The above relation between ∆P
and ∆λ typically holds from 3 - 100 K, beyond which the fluorescence lines show a significant temperature
dependence (see Fig. 2.11). Since the ruby wavelength is dependent on temperature and the above equation
relates the change in pressure to the change in wavelength, a baseline measurement (at ambient pressure)
must be performed at every temperature the experiments are conducted at.
The lateral size of the sample and the ruby should be less than the diameter of the drilled hole, which
ranges from 200 − 500µm depending on the EDM tip used for drilling. One should also be mindful of the
vertical dimension or thickness of the sample and ruby, which should be fairly less compared to the thickness
of the indented region on the gasket. During the pressure measurements when the anvils are forced close
together to generate pressure in the gasket hole, it leads to a reduction in the thickness of the indented gasket
region. If the sample and ruby are not thin enough, they could be crushed by the anvils at relatively low
pressures during the measurements. On the other hand, if an extremely thin sample or ruby is loaded, they
can easily flip around on their edges when the pressure cell is moved around while setting up the experiment.
This is highly undesirable as the sample area being illuminated by the laser light is diminished, resulting
in a low scattering volume. A sample flipped onto its edge also has a higher chance of being crushed by
the anvils. Through experience by monitoring the gasket indentation thickness at the end of the pressure
experiments, one can determine how small a fraction of the initial gasket indentation thickness should the
sample and ruby be so that desired high pressures can be attained without damaging the sample. Since
pressure measurements require very small sample and ruby sizes, syringe tips are used to pick them up and
drop them into the gasket hole. Once the sample and ruby are in place, the cell should be packed and
33
Figure 2.10: Measured ruby florescence corresponding to the R1 line with increasing pressure at 3 K. The
shift in the fluorescent wavelength increases linearly with increasing pressure and can be used to calculate
the applied pressures by using the equation provided in the text. The inset shows a summary of the linear
increase of wavelength with pressure.
Figure 2.11: Wavelength of the R1 ruby emission as a function of temperature. Figure taken from [45].
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mounted in the pressure insert.
4. Loading Argon
This step is to introduce a pressure transmitting medium in the hole. Since a uniaxial load is applied
to the anvils during the measurements, it is important to use a pressure transmitting medium that is
hydrostatic over a broad range of temperatures and pressures attained in the measurements. We use argon
as the pressure transmitting medium as it is approximately hydrostatic over the pressure range studied in this
thesis. Additional advantages of using argon are that it is inert and hence non-reactive, and it is monoatomic
and hence contributes no first order optical phonons that will interfere with the Raman spectrum of the
sample being examined.
The pressure insert is sealed in a vertical copper tube and the whole tube is first flushed with argon gas
and then immersed in liquid nitrogen to solidify the argon. Thereafter, a small pressure (called trapping
pressure) is applied using the hydraulic ram and the whole assembly is taken out of liquid nitrogen and
warmed to room temperature. Now we have a pressure transmitting medium trapped in the gasket hole
along with the sample and the ruby. The pressure insert is ready to be loaded in the cryostat and simulta-
neous temperature-, pressure- and field-dependent measurements can be started.
5. Performing pressure measurements
During the measurements, the gasket hole expands with increasing pressure, as shown in Fig. 2.12. It
is extremely important to monitor the expansion of the gasket hole after every pressure increment because
if the hole expands out to a diameter equal to or greater than the diameter of the indented region of the
gasket, the diamond anvils can come in contact and fracture into pieces. Pressures at which the gasket
material expands to a size that is nearly the same as (but smaller than) the indentation boundary should
be considered a good stopping point for the experiment. It is easy to identify the indentation boundary as
it has a different focus depth compared to non-indented region (Fig. 2.12).
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Figure 2.12: Expansion of the gasket hole with increasing pressure (left to right). The black piece is sample
and the little pink piece is ruby. The outer edge that seems dark is out of focus and represents the boundary
of the gasket indentation region. To prevent anvils from breaking, pressure measurements should be stopped
before the hole expansion reaches the indentation boundary.
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Chapter 3
Magnons and spin-fluctuation induced
magnetodielectric behavior in
CoCr2O4
This chapter describes low-temperature Raman scattering studies on the spin and lattice excitations in
CoCr2O4. Section 3.1 presents background information regarding the crystal structure, crystal field split-
ting and magnetic orderings. We discuss the interesting magneto-electric coupling effects exhibited by
CoCr2O4 and the gaps in understanding the microscopic mechanisms behind these effects. Sections 3.2 and
3.3 contain our Raman scattering studies to elucidate the origin of magnetodielectric behavior at ambient
and low pressures, followed by a short summary in Sec. 3.4. Section 3.5 examines the effect of high pressures
on CoCr2O4. Much of the work described here is based upon research published in “Magnons and magne-
todielectric effects in CoCr2O4: Raman scattering studies”, A. Sethi et al., Phys. Rev. B 95, 174413 (2017)
[21].
3.1 Introduction
Strongly coupled materials with a significant coupling between the internal spin, lattice, orbital and charge
degrees of freedom are particularly rich environments to explore magneto-electric effects such as magnetodi-
electricity and multiferroicity. Such materials are often characterized by the presence of multiple degenerate
ground states that cause frustration, i.e., the inability of the system to settle in a specific lowest energy
ground state. As a result, these systems are highly sensitive to higher-order interactions, as well as external
perturbations, such as magnetic field, pressure, etc.
One family of materials that hosts a frustrated lattice and has been widely explored for magneto-electric
phenomena is the transition metal oxide spinels, AB2O4, where A
2+ and B3+ are transition metal ions. Here,
we study one of these spinels, CoCr2O4, that exhibits both magnetodielectric and multiferroic behavior.
3.1.1 Crystal structure
At high temperatures, AB2O4 spinels crystallize in a cubic lattice structure with the space group Fd3̄m.













Figure 3.1: (a) Cubic crystal structure of AB2O4 spinel with tetrahedral AO4 and octahedral BO6 units as
building blocks. (b) BO6 octahedra share edges forming a B4 sublattice, which is frustrated when occupied
by a magnetic ion with antiferromagnetic exchange interactions, such as B = Cr. (c) (top) Octahedral
crystal field splitting at the B site for B3+ = Cr3+ and (bottom) tetrahedral crystal field splitting at the
A-site for various ions. Figures (a) and (b) are taken from [47, 48]
important factors – crystal field splitting and magnetic transitions. If the crystal-field-split d -orbitals at
the A- and/or B -sites have an orbital degeneracy, the system can partially lift this degeneracy through a
structural transition from a high-symmetry cubic phase to a low-symmetry tetragonal phase. At lower tem-
peratures, magnetic interactions become significant and can couple to the lattice causing magnetostructural
transitions—such as from a tetragonal to an orthorhombic phase—thereby fully lifting the ground state de-
generacy. Next, we will discuss the relevance of crystal field splitting and magnetic orderings to the crystal
structure in CoCr2O4.
3.1.2 Crystal field splitting
In a normal cubic spinel, the A2+ ions are tetrahedrally coordinated by O2− anions forming AO4 structural
units, and the B3+ ions are octahedrally coordinated by O2− anions forming BO6 structural units (see
Fig. 3.1(a), (c)). The crystal field from the surrounding O2− anions lifts the five-fold degeneracy of the d -
orbitals at both the A and B sites. The d -orbitals at the tetrahedrally coordinated A-site are split into two
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sets − a set of low-energy doubly degenerate e orbitals and a set of high-energy triply degenerate t2 orbitals.
The d -orbitals at the octahedrally coordinated B -site are split into two sets − a set of low-energy triply
degenerate t2g orbitals and a set of high-energy doubly degenerate eg orbitals. Co
2+ and Cr3+ ions have 3d7
and 3d3 electrons, respectively. Crystal field splitting in CoCr2O4 leads to an e
4t32 electronic configuration
at the Co2+ site and a t32ge
0
g electronic configuration at the Cr
3+ site.
The presence of orbital degeneracy in the crystal-field-split d -orbitals at the A and B sites can lead to
Jahn-Teller type lattice distortions, which lower the cubic symmetry. To illustrate this concept, consider the
crystal field splitting in some of the chromite spinels (ACr2O4), as shown in Fig. 3.1(c). The Cr
3+ ions with
half-filled t2g orbitals have no orbital degeneracy. But at the A site in FeCr2O4 (or NiCr2O4), the electron
in the e (or t2) orbitals has an additional orbital degree of freedom. As a result, both FeCr2O4 and NiCr2O4
undergo Jahn-Teller type structural transitions from cubic to tetragonal crystal structures at temperatures
TJT = 140 K and 310 K, respectively [49, 50]. On the other hand, in CoCr2O4 and ZnCr2O4, both Co
2+
and Zn2+ ions have no orbital degeneracy, and consequently no Jahn-Teller distortion from the cubic crystal
structure is observed in these compounds [50, 51].
3.1.3 Magnetic transitions
At sufficiently low temperatures, magnetic exchange interactions can play an important role in spin-induced
lattice distortions. In the spinel structure, while the AO4 units are spatially separated from one another, the
neighboring BO6 octahedras are connected by edges, creating a corner sharing tetrahedral B4 sublattice,
as shown in Fig. 3.1(b) [48]. If the B site is occupied by a magnetic ion with antiferromagnetic exchange
interactions, such as Cr3+, magnetic geometric frustration results, because all six pairs of JCr-Cr exchange
interactions in the Cr4 tetrahedra cannot be satisfied simultaneously. This frustration prevents the system
from choosing a unique magnetically ordered ground state.
There are multiple ways by which spinels relieve the magnetic geometric frustration within the Cr4
tetrahedra. Systems with a non-magnetic ion at the A-site often undergo a structural transition that breaks
the degeneracy in the exchange interactions within the Cr-sublattice, thereby facilitating magnetic ordering.
For example, in ZnCr2O4, the Zn
2+ ions (3d10) are non-magnetic, and in the cubic crystal geometry, magnetic
frustration associated with the Cr4 tetrahedra persists down to unusually low temperatures. The magnetic
ordering at TN = 12.5 K in ZnCr2O4 is concomitant with a structural transition from the high-symmetry
cubic phase to a low-symmetry tetragonal or orthorhombic phase [52, 51]. Another way to release the
frustration on the magnetic B -site is to have another magnetic ion at the A-site, for example, A = Co,
Fe, Ni, which contributes additional exchange interactions, such as JA−Cr and JA−A, that aid the onset
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Figure 3.2: Molar susceptibility of our CoCr2O4 sample as a function of temperature measured in an applied
field of 100 Oe. Figure taken from [21]
of magnetic ordering at relatively higher temperatures. For example, the paramagnetic to magnetic phase
transition temperatures in CoCr2O4, FeCr2O4 and NiCr2O4 are T = 94, 93, and 74 K, respectively. By virtue
of spin-lattice coupling prevalent in spinels, these magnetic transitions can further lead to coupled structural
transitions, as discussed in detail in the next section.
The combination of various exchange interactions in the bi-magnetic spinels often results in a sequence of
complex magnetic phases. CoCr2O4 exhibits ferrimagnetic order below TC ∼ 94 K, followed by incommen-
surate conical spiral order below TS ∼ 26 K that finally becomes commensurate below a lock-in transition
temperature of TI ∼ 14 K [53, 54]. All three transitions can be discerned in the temperature-dependent dc
magnetization data on our CoCr2O4 powder collected using a Quantum Design MPMS-3 (see Fig. 3.2).
3.1.4 Magnetostriction
Many chromite spinels exhibit magnetostructural transitions - for example, both FeCr2O4 and NiCr2O4,
undergo tetragonal to orthorhombic structural transitions at their respective magnetic ordering temperatures
[50]. This has motivated many researchers to look for evidence of magnetoelasticity or magnetostriction in
CoCr2O4, either through direct measurements of static lattice parameters [55, 56] or through spectroscopic
investigations of the dynamical lattice excitations [49, 50, 57]. Neutron diffraction measurements have
confirmed that CoCr2O4 retains its cubic lattice structure down to temperatures as low as 10 K [55, 56].
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However, two reports on magnetostrain measurements show slight changes in the lattice parameters at the
magnetic transitions in CoCr2O4, and have proposed a slight cubic to tetragonal distortion [6, 58]. However,
there is a discrepancy regarding the temperature dependence of magnetostrain in both these reports. In
[58], magnetostrain shows a monotonic increase with decreasing temperature below TC = 94 K, whereas in
[6], magnetostrain initially increases as the temperature is lowered from TC to 60 K, and then decreases as
temperature is further lowered from 60 K down to TS = 26 K.
In centrosymmetric systems, infrared (IR)- and Raman-active excitations are mutually exclusive. There-
fore, low temperature IR and Raman spectroscopies together can reveal important information regarding
local breaking of symmetry. In these spectroscopic measurements, the lowering of crystal symmetry can
be evidenced by a splitting of degenerate phonons or by the appearance of additional phonon modes. Low
temperature IR measurements on CoCr2O4 have reported no observable splitting of the IR-active phonons
[49, 50, 57]. However, these IR reports observe very weak anomalous changes in the energies or the damping
parameters for some of the IR-active phonons at the magnetic transition temperatures in CoCr2O4, sug-
gesting a possible weak distortion of the cubic lattice [49, 50, 57]. To our knowledge, we report the first
low-temperature Raman measurements on CoCr2O4. Under ambient pressure, we find no evidence for a
structural transition in CoCr2O4 down to 10 K. Further, we show that it is only under an applied pressure
that one of the Raman-active phonons in CoCr2O4 splits, indicating a pressure-induced lowering of the cubic
crystal symmetry.
Altogether, these reports suggest that while there may be tiny deviations from the cubic symmetry,
there is no major structural transition in CoCr2O4 (at ambient pressure) coincident with the magnetic
transition. Although CoCr2O4 does not exhibit a magnetostructural transition, it exhibits a variety of
interesting effects below the magnetic transition temperatures, such as dielectric anomalies [40, 55, 38],
multiferroicity [40, 38, 59] and magnetodielectricity [6, 5]. These effects are discussed in the following
sections.
3.1.5 Multiferroicity
Multiferroicity, i.e., the coexistence of magnetization (M) and magnetically-induced electric polarization
(P ), has been observed in the magnetic phases of CoCr2O4 [40, 38, 59]. However, various reported results
disagree with each other in some aspects. Reports on single crystals of CoCr2O4 by Yamasaki et al. [40]
and Choi et al. [38] agree that the development of P is observed only in the non-collinear spiral magnetic
phase below TS = 26 K and that the direction of P can be reversed using an external magnetic field.
Phenomenological [60] as well as microscopic spin-current [61] mechanisms have been proposed to explain
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Figure 3.3: Magnetodielectric (MD) effect in CoCr2O4 as a function of magnetic field, where MD effect is
defined as the percentage change in the dielectric permitivitty (ε) with magnetic field (H), i.e., MD(%) =
ε(H)−ε(0)
ε(0) × 100%. Figure adapted from [5].
the magnetically induced polarization, P , and its reversal in external magnetic field in various non-collinear
magnets through the spin-current mechanism, P ∝ eij × (Si × Sj), where eij is a unit vector connecting
the two adjacent spins, Si and Sj , and is directed along the spiral wave vector. Within the spin-current
model, the induced polarization P is perpendicular to the magnetization M and is non-zero only when
the adjacent spins are non-collinear. In contrast with Yamasaki et al., Choi et al. reported an additional
thermally-induced reversal of the direction of P below TI = 14 K, even without any change in the direction
of the external magnetic field [38]. Furthermore, measurements on polycrystalline samples by Singh et al.
showed that the electric polarization in CoCr2O4 persists even in the collinear magnetic phase, all the way
up to the Curie temperature TC ∼ 94 K [59]. These results cannot be explained within the framework of
the spin-current model. Clearly, there is ambiguity regarding the origin and temperature dependence of
multiferroicity in CoCr2O4.
3.1.6 Magnetodielectricity
CoCr2O4 also exhibits magnetodielectric (MD) behavior, i.e., a change in the dielectric permittivity with
magnetic field, in all the magnetic phases below TC (see Fig. 3.3) [6, 5]. Unlike multiferroicity, the presence
of the MD effect at all temperatures below TC is not controversial. Here, the open question is understanding
the microscopic mechanism responsible for the MD effect in CoCr2O4. One possible mechanism is associated
with the field-induced reorientation of magnetostructural domains, similar to what has been observed in the
spinel Mn3O4, which has Mn
2+ and Mn3+ ions at the A and B sites, respectively [39, 35, 36, 29, 33].
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Figure 3.4: Contour plot of the intensities of three closely spaced phonons in Mn3O4 at ω =
290, 295 and 300 cm−1 as a function of (left panel) increasing and (right panel) decreasing magnetic field, at
T = 7 K. With increasing magnetic field from 0 T to 6 T, the highest phonon at 300 cm−1 loses intensity,
while the lowest phonon at 290 cm−1 gains intensity, indicating the magnetostructural change from one
domain configuration to another. With decreasing magnetic field from 6 T to 0 T, the 290 cm−1 phonon
retains its intensity down to very low fields, indicating that the high-field stabilized phase does not relax
back to the low-field phase until field is reduced to 0.5 T. Figure adapted from [36].
The spinel Mn3O4 exhibits the Jahn-Teller type structural transition from the high-symmetry cubic phase
to a low-symmetry tetragonal phase at T = 1440 K, followed by a magnetostriction induced transition from
the tetragonal to an orthorhombic phase below the magnetic transition at T = 34 K [34]. In the Raman
spectrum of Mn3O4, this magnetostriction manifests in the appearance of new phonon peaks [39, 35, 36].
In the magnetic phase below 34 K, several experiments have revealed the presence of two nearly degenerate
orthorhombic magnetostructural domains in Mn3O4 [39, 35, 36, 29, 33]. Raman scattering experiments have
shown that the application of a modest field causes a structural change from one domain configuration to
another [39, 36], thus contributing to the MD effect in Mn3O4 [19, 33]. This magnetostructural transition
between domains exhibits significant hysteresis that is evident in the varying magnon and phonon Raman
spectra as a function of increasing versus decreasing magnetic field. Figure 3.4 summarizes this hysteresis
observed in the three closely spaced phonons in Mn3O4 at ω = 290, 295 and 300 cm
−1 [36].
Yang et al. invoked the domain-based mechanism to explain the MD behavior in CoCr2O4 [6]. The
authors suggested that below TC , the magnetostriction in CoCr2O4 leads to a structural transition from the
cubic to a tetragonal phase, forming tetragonal multiferroic domains that reorient in an applied magnetic
field [6]. However, this explanation raises the following concerns - (i) Several measurements (including ours)
have confirmed that CoCr2O4 retains its cubic structure down to 10 K [55, 56, 21]. Even though some
measurements have suggested tiny deviations from the cubic symmetry [49, 50, 57], the magnetostriction
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in CoCr2O4 is very small and saturates for magnetic fields beyond 0.8 T (see Fig. 1.4(b)) [6], while the
MD effect only plateaus beyond 4 T (see Fig. 3.3); (ii) Unlike Mn3O4, the field-induced memory behavior,
such as hysteresis in magnetization [5] and magnetostriction [6], which are rather characteristic of domain
reorientations, are negligible in CoCr2O4(see Fig. 1.4). This agrees well with our measurements, which
reveal no field-induced hysteresis effects in the magnon and phonon spectra; (iii) Yang’s model postulates
the presence of a non-zero electric polarization (P ) below TC and assumes that the induced P is parallel
to M , which is at variance with the experiments that have measured P to be perpendicular to M [40, 38].
Hence, we argue that it is unlikely that the mechanism behind the MD effect in CoCr2O4 is associated with
a field-induced domain reorientation.
In Secs. 3.2 and 3.3, we present our Raman scattering results to elucidate the origin of the MD effect in
CoCr2O4 [21]. We propose that the MD behavior in CoCr2O4 is attributable to the presence of large spin
fluctuations that are suppressed in an applied magnetic field. These spin fluctuations arise as a result of
the very weak magnetocrystalline anisotropy field in CoCr2O4 [62], and couple to the dielectric response via
spin-orbit coupling. Additionally, our simultaneous field and pressure measurements convey that pressure
can be used to sensitively tune the MD response in CoCr2O4.
3.2 Raman spectrum at ambient pressure
3.2.1 Temperature dependent Raman spectrum of CoCr2O4
Figure 3.5 shows the Raman spectrum of CoCr2O4 in the paramagnetic phase at a temperature T = 130 K
measured using circularly polarized incident light and unanalyzed scattered light. These configurations of
the incident and scattered light are used to allow a simultaneous observation of all possible Raman-active
excitations in the material. From group theory analysis of the cubic Fd3̄m space group, five Raman-active
phonons are expected at the zone center in CoCr2O4 [63] – one A1g-symmetry, one Eg-symmetry and three
T2g-symmetry phonons. As shown in Fig. 3.5, all five phonons are observed in the Raman spectrum at 130 K
at energies ω ≈ 199 (T2g(1)), 455 (Eg), 518 (T2g(2)), 607 (T2g(3)) and 692 (A1g) cm−1, in good agreement with
previous studies [63, 47]. A nice description of the assignment of these phonons to the specific vibrations in
the cubic spinel lattice is given in [64]. The lowest energy T2g(1) phonon corresponds to a complete translation
of the CoO4 unit, where all O
2− and Co2+ ions move in one direction. The Eg phonon corresponds to a
symmetric bending of the O2− ions in the CoO4 unit. The T2g(2) phonon corresponds to a translation
motion, where all O2− ions move in a direction opposite to the Co2+ ions. The assignment of the T2g(3)
phonon is debated between being antisymmetric breathing [65] or asymmetric bending [66] of O2− ions
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Table 3.1: Dynamic susceptibility matrices for the allowed Raman-active symmetries in the cubic Fd3̄m
space group
























within the CoO4 unit. The highest-energy A1g phonon corresponds to a symmetric breathing of the O
2−
ions in the CoO4 unit. The vibration assignments, taken from [66], are shown in the inset of Fig. 3.5. The
dynamic susceptibility matrices corresponding to the symmetries of the allowed Raman-active excitations
in the cubic Fd3̄m space group are given in Table 3.1. Apart from the three phonon symmetries already
discussed above, the cubic space group also permits an antisymmetric Raman-active excitation having a
T1g-symmetry.
Temperature dependent Raman spectra of CoCr2O4 through the magnetic transition at TC = 94 K are
shown in Fig. 3.6. The energies and linewidths of all the phonons are summarized in Fig. 3.7. All the
phonon energies increase with decreasing temperature, as expected from the slight shrinking of the lattice.
The energy of the T2g(2) phonon shows a change in its slope below TC . Similarly, the linewidths of all the
phonons (except A1g) show the expected decrease with decreasing temperature. The slopes of linewidths
of the T2g(2) and T2g(3) phonons with decreasing temperature change below TC . These anomalies in the
energies and linewidths of the phonons below TC in CoCr2O4 are very small. Similar small anomalies were
also observed in the temperature dependences of the IR-active phonons below TC [49, 50, 57].
In addition to the phonons that are observed at all temperatures, a low-energy mode develops near
ω ≈ 16 cm−1 (≈ 2 meV) below TC , as shown in Fig. 3.6. A detailed temperature dependence of this mode is
shown in Fig. 3.8(a). We identify the new mode as a magnetic excitation for several reasons. First, this mode
is observable only for temperatures T < TC . As summarized in Fig. 3.8(b), the energy of this mode (solid
circles) decreases with increasing temperature toward TC , consistent with the temperature dependence of
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Figure 3.5: Raman spectrum of CoCr2O4 at 130 K, showing the five phonons. Inset figures have been adapted
from [66] and show the vibrations within the CoO4 units corresponding to each phonon. The hollow circles
represent the four O2− ions that tetrahedrally surround the Co2+ ions at the center.
46
Figure 3.6: Raman spectrum of CoCr2O4 as a function of temperature showing the five phonon modes
above 180 cm−1 and a low energy peak below 20 cm−1 that is observed only below the magnetic transition
at TC ≈ 94 K.
the Co2+ sublattice magnetization [62], thereby indicating that it is a single-magnon excitation [67]. Second,
this mode is observable when the incident and scattered light polarizations are perpendicular to one another,
and vanishes when the incident and scattered light polarizations are parallel to one another (see Figs. 3.8(c)-
3.8(d)), independent of the crystallographic orientation of the sample. This polarization dependence indicates
that the symmetry of the 16 cm−1 mode transforms like the fully antisymmetric T1g representation in the
cubic space group (Table. 3.1), which has the symmetry properties of an axial vector, characteristic of a
magnetic excitation [67, 68]. Third, the energy of this mode increases linearly with magnetic field, as will be
discussed in Sec. 3.2.2 (see Fig. 3.11(c)). Consequently, we assign the 16 cm−1 excitation to a zone-center
(q = 0) T1g-symmetry magnon in CoCr2O4.
In a unit cell of the cubic spinel structure of CoCr2O4 there are six magnetic ions - two inequivalent Co
2+
and four inequivalent Cr3+ ions. Consequently, six zone-center (q = 0) magnon branches—one acoustic and
five optic—are expected in CoCr2O4[69, 70, 71, 57]. Neutron scattering measurements [53] revealed the spin
orientations of the Co2+ and the two inequivalent Cr3+ sites below TS , shown in Fig. 3.9. The net magne-
tization in CoCr2O4 points along the [001] direction. Previous electron spin resonance (ESR) measurements
revealed a low-energy magnetic resonance (ω < 50 GHz ≈ 1.7 cm−1) in CoCr2O4 below TC [41]. ESR data
was explained considering a two-sublattice model for the ferrimagnetic CoCr2O4, where Co
2+ and Cr3+ are
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Figure 3.7: Summary of energies (left panel) and full width at half maximum (FWHM) (right panel) of the
phonons in CoCr2O4 as a function of temperature. The dashed line represents T = TC
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Figure 3.8: (a) Raman scattering susceptibility, Imχ(ω), of the T1g-symmetry magnon of CoCr2O4 as a
function of temperature. (b) Summary of the temperature dependence of the T1g symmetry magnon energy
(filled circles). Filled squares show the summary of the temperature dependence of the Raman suscepti-
bility amplitude of the T1g symmetry magnon normalized to the susceptibility amplitude of the 199 cm
−1
T2g optical phonon, Imχmag(ω)/Imχph(ω). (c) Raman spectrum showing the polarization dependence of
the magnon measured using two different geometries - (i) (x,x) denotes that the incident and scattered
polarizations are parallel to one another, and (ii) (y,x) denotes that the incident and scattered polarizations
are perpendicular to one another. These two geometries for the incident and scattered polarizations were
measured for various crystallographic orientations (not shown here), and all measurements showed that this
mode is present only in the (y,x) geometry, indicating that it has T1g-symmetry, which transforms like an
axial vector. (d) Raman susceptibility matrix calculation showing that the T1g-symmetry excitation yields
zero Raman intensity when the incident (EI) and scattered (ES) polarizations are parallel to one another.
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Co2+ Cr3+(I) Cr3+(II)
Figure 3.9: Ordering of spin moments in CoCr2O4. Figure taken from [53].
the two sublattices1 [41]. Within the two-sublattice ferrimagnet model, two magnons are expected - a uniform
magnon mode and an exchange magnon mode. ESR measurements observed the low-energy uniform magnon
below 50 GHz and predicted the energy of the exchange magnon to be approximately 300 GHz (≈ 10 cm−1)
at 25 K [41]. The energy of this high-frequency mode was predicted to decrease to zero as the temperature
is increased to TC [41]. More than 40 years later, submillimeter and infrared spectroscopy [57, 62] indeed
showed a magnon at energy ω ≈ 16 cm−1 at 4 K, having a temperature dependence in agreement with that
predicted in [41]. The authors ascribed it to be the exchange magnon mode [57, 62].
Notably, the 16 cm−1 T1g-symmetry magnon we observe in CoCr2O4 has a similar energy and tem-
perature dependence to that of the exchange magnon observed previously in terahertz [57] and infrared
spectroscopy [62] measurements. In a centrosymmetric structure, such as the cubic symmetry presumed in
the collinear ferrimagnetic phase of CoCr2O4, infrared measurements should not be able to observe Raman-
active modes and vice versa. If the magnon mode we observe in the Raman spectrum is same as the magnon
observed in infrared spectroscopy, it would suggest a local breaking of symmetry into a noncentrosymmetric
structure in CoCr2O4. This is unlikely as we do not observe any additional phonons that would indicate a
locally noncentrosymmetric structure in the ferrimagnetic phase of CoCr2O4. Moreover, the symmetry of 16
cm−1 magnon we observe in Raman scattering, T1g-symmetry, is not an infrared-active symmetry. Hence,
of the five optical magnons expected at the zone-center in the spinel structure, we are likely observing a
different optical magnon that is close in energy to the one observed in the infrared measurements [57, 62].
Large Raman scattering susceptibility of the T1g-symmetry magnon
A striking feature of the T1g-symmetry magnon is its large Raman scattering response, S(ω), as shown in
1As per Fig. 3.9, a three-sublattice model, including Co2+, Cr3+(I) and Cr3+(II), would be more appropriate. The authors
in [41] argued for the validity of the two-sublattice model (comprised of Co2+ and Cr3+(II)) by discussing that a three-sublattice
model just adds a small correction term (quadratic in the Cr3+(I) moment along [001] direction) in the magnetic resonance
calculations and that term is negligible except for temperatures very close to TC . However, their argument was based on the
neutron diffraction data available at that time [72, 41], which predicted the Cr3+(I) moments to be oriented at 90◦ to the [001]
axis. Consequently, for magnetic fields applied along [001] axis, the Cr3+(I) sublattice contribution was considered negligible.
But according to the revised neutron diffraction results (Fig. 3.9) [53], the Cr3+(I) spins are oriented at 71◦ from the [001]
axis. This suggests that the validity of the two-sublattice model needs to be revisited to verify whether the contribution from
the Cr3+(I) is still negligible.
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Fig. 3.6. This response is anomalous as the Raman scattering intensity associated with magnons is generally
much weaker than that associated with phonons. Let us compare the Raman response of the T1g-magnon
to that of the T2g phonon at 199 cm
−1. Since the magnon is much lower in energy than the phonon, for a
fair comparison, we consider the Raman scattering susceptibility, Imχ(ω), which is related to the Raman
scattering response by Imχ(ω) = S(ω)1+n(ω,T ) , where n(ω, T ) =
1
eh̄ω/kBT−1 is the Bose thermal factor and ω and
T represent the energy and temperature, respectively. The ratio of the amplitude of the resulting Raman
susceptibility of the magnon to that of the 199 cm−1 T2g phonon is shown in Fig. 3.8(b) (solid squares).
This ratio is close to 1 and is relatively insensitive to temperatures, at least up to 60 K.
The Raman scattering susceptibility of an excitation reflects the modulation of the material’s dielectric
response, ε = 4πχE (where χE is the electric susceptibility), by that excitation [73, 74]. A magnetic excitation
gains its Raman intensity by virtue of spin-orbit coupling of the spin fluctuations to the dielectric response
of the material. The large Raman susceptibility of the 16 cm−1 T1g-symmetry magnon reflects a large
magneto-optical response in CoCr2O4, and is likely associated with large magnetic fluctuations that strongly
modulate the dielectric response via strong spin-orbit coupling [75, 73, 76]. Such large magnetic fluctuations
are attributable to the weak anisotropy field in CoCr2O4, HA ≤ 0.1 T [62], and can contribute in several ways
to fluctuations in the dielectric response [75, 73, 76]. The canted ferrimagnetic spin moments in CoCr2O4
(Fig. 3.9) can be represented by a net magnetization vector, M = M1 + M2, and an antiferromagnetic
vector, L = M1 −M2, where M1 and M2 are the magnetization vectors of the Co2+ and Cr3+ sublattices.
The contributions of the magnetic M and L vectors to the dielectric response can be expressed as [75, 73, 76]:
εij(M ,L) = i fijkMk + gijknLkLn + a δij(M)
2 (3.1)
where fijk, gijkn and a are all material dependent constants that reflect the strength of spin-orbit inter-
action and determine the degree to which the magnetic vectors modulate the dielectric response. Each of the
three terms in Eq. (3.1) represent specific magneto-optical effects that can contribute to the light scattering
intensity from a magnetic material. (i) The first term in Eq. (3.1) is associated with the Faraday effect and
circular dichroism. If linearly polarized light is incident on a magnetic material, the Faraday effect causes
a rotation of the light polarization and circular dichroism causes light to acquire an elliptical polarization.
This term is dominant when the wavevector of the incident light is parallel to the direction of magnetization
(or external magnetic field) in a material. Linearly polarized light can be thought of as a superposition
of right circularly polarized (RCP) and left circularly polarized (LCP) components. The Faraday effect is
caused by circular birefringence, in which the RCP and LCP components of the incident light experience
different indices of refraction in a material. Circular dichroism arises as a result of material’s differential
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absorption of the RCP and LCP components. (ii) The second term in Eq. (3.1) is associated with linear
magnetic birefringence (also called the Voigt effect or the Cotton-Mouton effect) and linear dichroism. The
Voigt effect causes light to acquire an elliptical polarization and linear dichroism leads to a rotation of the
light polarization. This term is dominant when the wavevector of the incident light is perpendicular to the
direction of magnetization (or external magnetic field) in a material. In this orientation, the symmetry for
incident polarization in the plane perpendicular to wavevector is broken, as the linear polarization can pref-
erentially orient either parallel or perpendicular to the magnetization direction. Even if the magnetization
direction is reversed, the asymmetry for the polarization remains the same. Thus, the lowest order terms
representing the Voigt effect are quadratic in magnetization, such as the LkLn term. (iii) The last term
in Eq. (3.1) represents an isotropic magnetic refraction associated with magnon scattering in non-collinear
antiferromagnets [73, 77]. This term is independent of the relative orientation of the wavevector and the
magnetization vector.
Following Eq. (3.1), the longitudinal magnetic fluctuations in the M and L vectors, represented by δM
and δL, lead to fluctuations in the dielectric response (δεij) given by [75, 73, 76]:
δεij(δM , δL) = i fijkδMk + gijkn(LkδLn + δLkLn) + 2a δijMkδMk (3.2)
As the Raman scattering intensity is proportional to the correlator of the dielectric response fluctuations
(〈δε2ij〉), Eq. (3.2) shows that in non-collinear antiferromagnetic and ferrimagnetic materials with weak
anisotropy, such as CoCr2O4, strong single-magnon scattering can result from large fluctuations of both
M and L. Here, it is worth noting that CoCr2O4 is distinct from a simple antiferromagnet, in which
the thermally averaged spin fluctuation correlator (〈δMqδM−q〉) is zero at the zone-center. CoCr2O4 has
ferrimagnetic ordering and therefore has non-zero contribution from the longitudinal fluctuations at the
zone-center, similar to a ferromagnet [78]. Moreover, CoCr2O4 is geometrically frustrated and consequently,
develops short range spin-spin correlations having a broad q dependence, as opposed to sharply peaked
〈δMqδM−q〉 function at the zone boundary in a simple antiferromagnet [79]. Hence, we attribute the large
magnon Raman intensity observed in CoCr2O4 at the zone-center to the presence of large magnetic fluctua-
tions in M and L that are strongly coupled to the dielectric response via spin-orbit coupling. In particular,
the one-magnon Raman scattering intensity, S, associated with large magnetic fluctuations of the antiferro-
magnetic vector at H = 0 is limited only by the anisotropy field, HA (i.e., S ∝ 1/HA) [73], which is very
small in CoCr2O4, HA ≤ 0.1 T [62].
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Figure 3.10: Schematic representation of the relative orientation of applied field (H) and the incident light
in the Voigt (left) and Faraday (right) geometries. k and E represent the wavevector and polarization of
incident light, respectively. The rectangular block represents the sample with its net magnetization (M) and
antiferromagnetic (L) vectors.
fluctuations, the T1g-symmetry magnon intensity provides insights into the magnetodielectric response of
CoCr2O4(Fig. 3.3) [5, 6]. An applied magnetic field is expected to suppress the magnetic fluctuations and
thereby alter the dielectric response. Consequently, magnetic-field-dependent studies of the magnon Raman
intensity offer a unique means of directly studying the magnon contribution to the magnetodielectric response
in CoCr2O4.
3.2.2 Magnetic field dependent Raman spectrum of CoCr2O4
The magnetic field measurements were performed in two different geometries - Faraday and Voigt. In
the Faraday configuration, the wavevector (k) of the incident light is oriented parallel to the direction of
the applied magnetic field (H), whereas in the Voigt configuration, k is oriented perpendicular to H. A
schematic representation of these configurations is shown in Fig. 3.10. Because of the very small anisotropy
field in CoCr2O4, HA ≤ 0.1 T [62], the net magnetization (M) was assumed to follow the applied field (H)
in all experiments performed. To verify this, we confirmed that the field dependence of the Raman spectrum
was independent of the crystallographic orientation of the applied field.
Figures 3.11(a) and 3.11(b) show the magnetic field dependence of the Raman susceptibility for the
T1g-symmetry magnon of CoCr2O4 at T = 10 K with an applied magnetic field in both the (Fig. 3.11(a))
Faraday (k ‖M ‖H) and (Fig. 3.11(b)) the Voigt (k ⊥M ‖H) geometries. With increasing magnetic
field, the T1g-symmetry magnon exhibits noticeable changes in both its energy and its Raman scattering
susceptibility. None of the phonons show any appreciable changes under applied magnetic field.
Figure 3.11(c) summarizes the field-dependence of the T1g-symmetry magnon energy in the Faraday
(shown by squares) and Voigt (shown by triangles) geometries at T = 10 K, showing that in both the ge-
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Figure 3.11: Magnetic-field-dependence of the Raman scattering susceptibility, Imχ(ω), of the T1g-
symmetry magnon in CoCr2O4 at T = 10 K in the (a) Faraday geometry (k ‖M ‖H) and the (b) Voigt
geometry (k ⊥M ‖H). (c) Summary of the field dependences of the T1g-symmetry magnon energy of
CoCr2O4 at (filled squares) T = 10 K and (filled circles) T = 55 K in the Faraday geometry and at (filled tri-
angles) T = 10 K in the Voigt geometry. (d) Summary of the field dependences of the integrated intensity of
the T1g-symmetry magnon normalized to the integrated intensity of the ω = 199 cm
−1 T2g phonon at (filled
squares) T = 10 K and (filled circles) T = 55 K in the Faraday geometry and at (filled triangles) T = 10 K
in the Voigt geometry. Figures taken from [21].
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ometries the magnon energy increases linearly with increasing field. The shift in the T1g-symmetry magnon
energy with field, dωdH ≈ 1.1 cm
−1/T, corresponds to a dimensionless ratio h̄ωµBH = 2.4. Our measured ratio
of 2.4 is closer to the gyromagnetic ratio of 2.2 for Co2+ than to the gyromagnetic ratio of 1.95 for Cr3+
[80, 62]. Although, one can argue that these values are not too far off from one another. To ascertain
which sublattice contributes dominantly to the T1g-symmetry magnon, we performed additional magnetic
measurements at higher temperatures. In CoCr2O4, the Co
2+ sublattice begins to order below TC = 94 K,
whereas the highly frustrated Cr3+ sublattice begins to order below T = 50 K [62]. Thus, the contribution
from the Cr3+ sublattice is expected to be reduced at higher temperatures. Fig. 3.11(c) summarizes the
field-dependence of the magnon energy in the Faraday geometry at T = 55 K, showing that the slope of the
magnon energy with respect to field at T = 55 K is essentially same as that at T = 10 K. The invariance in
the field-dependence of the magnon energy at these different temperatures suggests that the T1g-symmetry
magnon is primarily dominated by the Co2+ sublattice.
The key result of the magnetic field dependence of the dielectric response modulation by the T1g magnon is
summarized in Fig. 3.11(d), which shows the field dependence of the integrated intensity2 of the T1g magnon
normalized to the integrated intensity of the ω = 199 cm−1 T2g phonon
3 in both the Faraday (k ‖M ‖H)
(shown by circles and squares) and the Voigt (k ⊥M ‖H) (shown by triangles) geometries. Figure 3.11(d)
shows that there is a substantial decrease in the normalized integrated intensity of the T1g-symmetry magnon
with increasing field in both the geometries at T = 10 K and T = 55 K. From Figs. 3.11(a) and 3.11(b), it is
clear that the linewidth broadening of the T1g magnon peak with increasing magnetic field is not significant
in CoCr2O4. Hence, the decrease in the integrated intensity of the magnon mode with increasing magnetic
field indicates a field-dependent suppression of the magnon susceptibility. Note that the field-dependent
decrease we observe in the T1g-symmetry magnon Raman susceptibility —which is particularly dramatic in
the Faraday geometry (k ‖M ‖H) —cannot be attributed to field-dependent changes in polarization or
crystallographic orientation: the T1g symmetry of the magnon and the use of circularly polarized incident
light in these experiments preclude the effect of any field induced rotations on the Raman intensity of the
T1g-magnon.
The large decrease in the Raman intensity of the ω ∼ 16 cm−1 T1g-symmetry magnon with increasing
field in CoCr2O4 is quite different from the field-independent magnon Raman intensities observed in other
spinel materials, such as Mn3O4 and MnV2O4 [81]. To understand the large T1g-symmetry magnon Ra-
2In the Raman susceptibility versus energy spectrum, magnon susceptibility refers to the height of the magnon peak, and
the integrated magnon intensity refers to the area under the magnon peak.
3None of the phonons in CoCr2O4 show any appreciable changes under applied magnetic field. Thus, to account for small
day-to-day variations in the experimental conditions for the field sweep measurements, we have normalized the integrated
intensity of the magnon by the integrated intensity of the T2g phonon at ω = 199 cm−1.
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man scattering intensity at H = 0 and its more pronounced field-induced decrease in the Faraday geometry
compared to the Voigt geometry, it is helpful to look at Eq. (3.2) and Fig. 3.10. In the Faraday geometry
(k ‖M ‖H, Fig. 3.10 (right)), the polarization (E) of the incident light couples primarily to the longitudinal
fluctuations associated with the antiferromagnetic vector, L. The magnon Raman intensity in the Faraday
geometry is therefore expected to be dominated by the linear magnetic birefringence contribution to the
dielectric fluctuations, δεij = gijkn(LkδLn + δLkLn) (Eq. (3.2)) [73, 76, 77]. The size of antiferromagnetic
vector fluctuations at H = 0 is inversely related to the anisotropy field [73], HA, which is very small in
CoCr2O4 (HA ≤ 0.1 T)[62]. Consequently, the anomalously large magnon Raman response at H = 0 can be
attributed primarily to the large antiferromagnetic vector fluctuations in CoCr2O4. Further, the dramatic
field-dependent decrease in the T1g magnon Raman intensity in the Faraday geometry likely reflects a de-
crease in magnetic fluctuations – and a concomitant reduction in the dielectric fluctuations (Eq. (3.2)) –
with applied magnetic field. A similar field-dependent decrease in the single-magnon inelastic light scatter-
ing response associated with fluctuations of the antiferromagnetic vector was also observed in the canted
antiferromagnet EuTe [73].
Fig. 3.11(b) shows that there is a similar, albeit less dramatic, field-dependent decrease in the T1g-
symmetry magnon Raman intensity measured in the Voigt (k ⊥M ‖H) geometry. In the Voigt geometry
(Fig. 3.10 (left)), the polarization (E) of the incident light couples primarily to the longitudinal fluctuations
(δm) associated with the net magnetization, M. This geometry is primarily sensitive to the linear magneto-
optical Faraday effect contribution to the dielectric fluctuations, δεij = i fijkδMk (Eq. (3.2)) [73, 76, 77].
Altogether, the suppression of the T1g-symmetry magnon Raman scattering intensities in both Faraday and
Voigt geometries is consistent with a field-induced suppression of the dielectric fluctuations associated with
transverse and longitudinal magnetic fluctuations in CoCr2O4[21].
Based on the above results, we suggest that the mechanism behind the MD effect in CoCr2O4 is asso-
ciated with a field-induced suppression of the spin fluctuations that are coupled to the dielectric response.
This mechanism is distinct from the field-induced domain reorientation in CoCr2O4 proposed by Yang et
al. [6]. To verify whether there are any field-induced domain alignment effects in CoCr2O4, we performed
measurements as a function of increasing and decreasing magnetic field. In contrast to Mn3O4, where the
high-field stabilized domain configuration exhibits significant hysteresis during the ramping down of the
magnetic field (see Fig. 3.4), we observe no such hysteresis effects in the Raman spectrum of CoCr2O4.
Figure 3.12 shows the Raman spectrum at 0 T and 4 T, where solid lines represent the measurements taken
while increasing the magnetic field from 0 T to 7 T and dashed lines represent the measurements taken while
decreasing the magnetic field from 7 T to 0 T. The dashed lines superimpose well on the solid lines, thus
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Figure 3.12: Raman spectrum of CoCr2O4 showing the T1g-symmetry magnon and the T2g-symmetry
phonon at 0 T and 4 T. The solid lines represent the spectrum recorded while increasing the magnetic
field from 0 to 7 T and dashed lines represent the spectrum recorded while decreasing the magnetic field
from 7 to 0 T. These measurements are performed in the Faraday configuration. The peak around 30 cm−1
marked with an asterisk is an artifact from the laser.
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ruling out any contribution from the field-induced alignment of magnetostructural domains to the MD effect
in CoCr2O4. Importantly, Yang et al. showed that the magnetostriction, which they propose is induced by
domain-alignment in CoCr2O4, saturates beyond 0.8 T [6], whereas the suppression of spin-fluctuations that
we observe through the field-induced decrease of the magnon intensity saturates beyond 4 T (see Fig. 3.11(d))
and is in excellent correspondence with the saturation of the MD effect beyond 4 T (Fig. 3.3).
Magnetodielectricity in CoCr2O4 associated with the suppression of large spin fluctuations
The field-dependent decrease of the Raman intensity of the T1g-symmetry magnon in CoCr2O4 reflects
a suppression of the magnetic fluctuations (see Eq. (3.1)) and points to a specific microscopic contribution
to the MD response observed in the ferrimagnetic phase of CoCr2O4 [21]. Lawes et al. had first pointed
out the explicit dependence of the dielectric response on spin fluctuations via ε ∼ (
∑
q g(q)〈MqM−q〉)−1 [7],
where 〈MqM−q〉 denotes the thermally averaged momentum (q) dependent spin-spin correlation function,
and g(q) denotes the q-dependent coupling coefficient (for details, see Chapter 1, Sec. 1.2.1). This relation
shows that the microscopic mechanism behind the coupling of spin fluctuations to the dielectric response
relies on the microscopic origin of the g(q) function. One possible origin, as discussed by Lawes et al.
[7, 24], is the spin-phonon coupling, by which magnetic fluctuations can alter the optic phonon frequencies,
which in turn affect the dielectric response via the Lyddane-Sachs-Teller (LST) relation. The LST relation







2 , where ε0 and ε∞ denote the static and the high frequency (visible range) dielectric response,
respectively, and ωLOi and ωTOi denote the longitudinal and transverse optic phonon frequencies of the i
th
mode. The phonon frequencies are normally insensitive to the magnetic degrees of freedom, but in materials
with strong spin-phonon coupling, magnetic fluctuations can affect the phonon frequencies, and hence the
dielectric response [24]. Thus, the field-induced changes to magnetic fluctuations can contribute to the MD
response of the material via spin-phonon coupling [7, 24].
Our measurements show that the Raman-active optic phonons in CoCr2O4 are not sensitive to the field-
induced suppression of the magnetic fluctuations, suggesting a weak spin-phonon coupling in CoCr2O4.
This is also supported by the very weak magnetostriction in CoCr2O4[6, 58], which is two to three orders
of magnitude smaller compared to the magnetostriction in the strong spin-lattice coupled spinels, such as
Mn3O4, MnV2O4, FeV2O4 [33, 29, 32, 85]. The large Raman intensity of the magnon in CoCr2O4 reflects
large spin fluctuations that couple to the dielectric response via strong spin-orbit coupling. Therefore, we
propose that the field-induced changes to the spin-fluctuations contribute to the MD response in CoCr2O4 via
strong spin-orbit coupling.
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Smolenski and Chupis [23] and others [28, 6] have employed a simple phenomenological model for how
the magnetization in a MD material influences the material’s dielectric response. In this model, the effect of
MD coupling is incorporated in the free energy of the material through a term proportional to P 2M2, where
P and M denote the magnitudes of polarization and magnetization, respectively (for details, see Chapter 1,
Sec. 1.2.1). The dielectric response derived from the resultant free energy expression depends inversely on
magnetization: ε = 1α+βM2 , where α and β are constants. Consequently, the dielectric response decreases
with increasing magnetization [28, 6, 23]. This result is qualitatively consistent with our observation of the
field-dependent suppression of the T1g magnon Raman susceptibility in CoCr2O4, which indicates that the
magnetic fluctuations that modulate the dielectric response are suppressed with an applied field [21].
Summarizing, the field-dependent decrease in the T1g-symmetry Raman magnon intensity is likely related
to the observed MD response in CoCr2O4, as both reflect field-induced changes to magnetic fluctuations that
are strongly coupled to the dielectric response.
3.3 Raman spectrum at low pressures
As discussed in Sec. 3.2, the strong T1g-symmetry magnon Raman intensity in CoCr2O4 likely reflects large
magnetic fluctuations that couple strongly to the dielectric response. Our field-dependent measurements
showed that an applied magnetic field suppresses magnetic fluctuations, thus providing a likely explanation
for the MD response in CoCr2O4. To further test this hypothesis, an alternative approach to suppressing
magnetic fluctuations is to use applied pressure or strain to increase the magnetocrystalline anisotropy in
CoCr2O4. Application of pressure reduces the interatomic distances, thereby modifying the interplay between
the spin, orbital and lattice degrees of freedom. Applied pressure is expected to increase the magnetocrys-
talline anisotropy and exchange fields [43]. To study the effects of pressure on the T1g-symmetry magnon
Raman intensity in CoCr2O4, pressure measurements at H = 0 and magnetic-field-dependent measurements
at various pressures were performed.
3.3.1 Pressure dependence of the T1g-symmetry magnon in CoCr2O4 at H = 0
Figure 3.13(a) shows the pressure-dependence of the Raman susceptibility of the T1g-symmetry magnon and
the 199 cm−1 T2g phonon at T = 10 K and H = 0 at various applied pressures, including 0, 4.5, 15 and 21
kbar. With an increase in pressure from 0 to 21 kbar, the T2g phonon exhibits a slight increase in its
energy (< 1.5 cm−1) and no appreciable changes in its Raman susceptibility.4 However, the T1g magnon
4A detailed pressure dependence of all the phonons will be discussed in Sec. 3.5, where we show that in some of the samples
used for high pressure measurements, the splitting of the T2g phonon was observed at pressures as low as 12 kbar. However,
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Figure 3.13: (a) Pressure dependence of the T1g-symmetry magnon Raman susceptibility of CoCr2O4 at
T = 10 K and H = 0 at 0, 4.5, 15 and 21 kbar. (b) Summary of the pressure dependence of the amplitude
of the T1g-symmetry magnon Raman susceptibility normalized to the amplitude of the ω = 199 cm
−1 T2g
phonon Raman susceptibility at T = 10 K and H = 0 at the applied pressures noted in (a). ((b) inset)
Summary of the pressure-dependence of the T1g-symmetry magnon energy measured for two different samples
of CoCr2O4 at T = 10 K and H = 0. The two different samples of CoCr2O4, Sample 1 and Sample 2, are
represented by filled pentagons and filled stars, respectively. Figures adapted from [21]
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exhibits dramatic changes in its energy as well as Raman susceptibility. Figure 3.13(b) summarizes the
pressure dependence of the amplitude of the T1g-symmetry magnon Raman susceptibility normalized to
the amplitude of the ω = 199 cm−1 T2g phonon Raman susceptibility at T = 10 K and H = 0 for different
applied pressures, including 0, 4.5, 15 and 21 kbar. We measured the pressure-dependence of the T1g-
symmetry magnon energy on two different samples (sample 1 and 2) of CoCr2O4 at H = 0 and T = 10 K
and our results are summarized in the inset of Fig. 3.13(b). The Raman spectrum shown in Fig. 3.13(a) is
from measurements of sample 1.
The decrease in the Raman susceptibility of the T1g-symmetry magnon shown in Fig. 3.13 can be at-
tributed to a decrease in the magnetic fluctuations as well as the degree to which these fluctuations modu-
late the dielectric response in CoCr2O4[21]. The inset of Fig. 3.13(b) shows that the pressure dependence
of the T1g-symmetry magnon energy exhibits a roughly linear increase at a rate
dω
dp ≈ 0.6 cm
−1/kbar over
the range of pressures studied. This increase in energy likely reflects a roughly linear increase in both
the anisotropy (HA) and the exchange (HE) fields with increasing pressure, according to the relationship
ω ∝ (2HAHE)1/2 [43]. These results illustrate that increasing pressure suppresses the magnetic fluctuations
and the magneto-optical response in CoCr2O4 by increasing the anisotropy and exchange fields. Chen et al.
have experimentally shown that with increasing pressure, the magnetization of CoCr2O4 increases [86]. This
pressure dependence is consistent with the expectation that increasing magnetic anisotropy and exchange
fields reduces the magnetic fluctuations and the associated dielectric fluctuations responsible for the T1g-
symmetry magnon response (see Eq. (3.2)), providing additional confirmation of our hypothesis that the
MD response in CoCr2O4 results from the field-induced suppression of magnetic fluctuations.
3.3.2 Field dependence of the T1g-symmetry magnon under applied pressure:
Tuning the magnetodielectric response in CoCr2O4
Figures 3.14(a)–3.14(c) show the field-dependence of the T1g-symmetry magnon spectrum of CoCr2O4 in
the Faraday (k ‖M ‖H) geometry at T = 10 K for applied pressures of 0, 15 and 21 kbar. Figure 3.14(d)
summarizes the integrated intensity of the T1g-symmetry magnon normalized to the integrated intensity
5
of the 199 cm−1 T2g phonon at T = 10 K for different applied pressures, including 0, 4.5, 15 and 21 kbar.
Figure 3.14(e) summarizes the field dependence of the T1g-symmetry magnon energy at T = 10 K at various
for the bigger samples used for low pressure measurements that are presented in this section, the peak intensity or Raman
susceptibility (Im(χ(ω))) of the T2g phonon did not exhibit any significant change under pressures up to 21 kbar, as evident
in Fig. 3.13(a). Hence, it is justifiable to use the T2g phonon Raman susceptibility for normalization to compare the dramatic
change in the magnon Raman susceptibility at low pressures.
5As can be seen in Fig. 3.13(a), the susceptibility and the linewidth of the 199 cm−1 T2g phonon don’t change appreciably
in the 0-21 kbar range, and so we continue to normalize the Raman spectrum by the integrated intensity of this phonon to
account for the small day-to-day variations in the field-dependent measurements.
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pressures specified in Fig. 3.14(d).
Figures 3.14(a)–3.14(d) shows that increasing pressure reduces the strong suppression of the T1g-symmetry
magnon intensity with increasing magnetic field in the Faraday geometry (k ‖M ‖H), indicating that the
MD response in the ferrimagnetic phase of CoCr2O4 should be suppressed with increasing pressure. Future
MD measurements in strained CoCr2O4 are needed to confirm this prediction. Two studies on the thin films
of CoCr2O4 have shown that epitaxial strain alters the magnetic anisotropy and increases the coercive field
by two orders of magnitude compared to that in bulk CoCr2O4 [87, 88], but these studies did not measure
the MD response of the strained films.
The magnetic field dependence of the T1g-magnon energy in CoCr2O4 at different fixed pressures sum-
marized in Fig. 3.14(b) shows that the field-dependent slope associated with the T1g-symmetry magnon
frequency, dωdH , is insensitive to applied pressure at least up to approximately 21 kbar, which is the highest
pressure in our experiments, indicating that the gyromagnetic ratio associated with Co2+ is not strongly
affected by these pressures in CoCr2O4. Altogether, our Raman scattering results show that by tuning mag-
netic anisotropy and exchange fields, pressure and epitaxial strain can be used as effective tuning parameters
for controlling the MD response of CoCr2O4[21].
3.4 Summary
Our results discussed in Secs. 3.2-3.3 show that the zone-center T1g-symmetry magnon in CoCr2O4 exhibits
an anomalously large Raman scattering intensity, which reflects a large magneto-optical response that likely
results from large magnetic fluctuations that couple strongly to the dielectric response. The strong suppres-
sion of the T1g-symmetry magnon Raman intensity in an applied field is consistent with the MD response
observed in the ferrimagnetic phase of CoCr2O4 [5, 6] and suggests that the MD response is associated with
the magnetic-field-induced suppression of magnetic fluctuations [21]. This magnetic fluctuation driven MD
behavior in the spinel CoCr2O4 is distinct from the magnetic domain driven MD behavior in several other
spinels.
Using pressure to increase the magnetic anisotropy in CoCr2O4, we found that we can suppress the mag-
netic field dependence of the T1g-symmetry magnon Raman intensity, demonstrating that pressure or epitax-
ial strain can serve as effective parameters to control the MD behavior and the magneto-optical response in
CoCr2O4. This Raman study also reveals conditions that are conducive for the substantial magneto-optical
responses and MD behaviors in materials, including the presence of strong spin-orbit coupling and weak
magnetic anisotropy, both of which create favorable conditions for large magnetic fluctuations that strongly
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modulate the dielectric response.
3.5 Raman spectrum at high pressures
The cubic ACr2O4 spinel lattice is inherently frustrated because of the possibility of multiple ground states
arising from degeneracy in the orbital occupation and/or from degeneracy in the magnetic states because of
competing exchange interactions. Consequently, to release this frustration many spinels undergo a transition
from the high-symmetry cubic structure to a low-symmetry tetragonal or orthorhombic structure. Most
commonly, such structural transitions in spinels are of two types – (i) a Jahn-Teller type transition, in which
the presence of orbital degrees of freedom at the A- and/or B-sites drives the lattice distortion, and (ii)
a magnetostructural transition, in which the emergent magnetic ordering drives the lattice distortion via
exchange striction. Neither Co2+ nor Cr3+ in CoCr2O4 have orbital degeneracy, and thus the frustration in
CoCr2O4 is primarily attributed to competing magnetic interactions. To release this magnetic frustration,
a magnetostructural transition has been speculated in CoCr2O4 below TC ≈ 94 K. However, there has
not been any experimental validation of a significant magnetostructural transition in CoCr2O4 yet. While
measurements of lattice parameters have suggested the stability of the cubic structure down to 10 K [55, 56],
only slight phonon anomalies have been observed at TC in IR [49, 50, 57] and Raman measurements (see
Fig. 3.7).
One way to drive the material closer to a transition is to increase the frustration by enhancing the
magnetic exchange interactions, which can be accomplished by subjecting the material to external pressure.
Previously, a comprehensive pressure-dependent x-ray diffraction and Raman scattering study on CoCr2O4 at
room temperature by Efthimiopoulos et al. suggested a pressure induced cubic-to-tetragonal transition
above 170 kbar [47]. Although the room temperature pressure-dependent Raman measurements in this
study did not reveal any noticeable splittings in the existing phonon peaks or appearance of any new phonon
peaks across this transition, the linewidths and integrated intensities of some of the phonons showed abrupt
significant changes above 170 kbar, suggesting a structural distortion. In particular, the linewidths of the
T2g(1) and Eg phonons and the integrated intensities of the Eg and T2g(3) phonons substantially increased
above 170 kbar. The authors attributed this pressure-induced structural distortion to increased magnetic
exchange interactions under pressure.
Well above the magnetic transition temperature, thermal fluctuations are expected to dominate over
magnetic interactions, which is likely why the structural distortion in CoCr2O4 at room temperature requires
pressures as high as 170 kbar to significantly enhance the exchange interactions and even at this high pressure,
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Figure 3.14: (a)-(c) Field-dependence in the Faraday (k ‖M ‖H) geometry of the T1g-symmetry magnon
Raman susceptibility of CoCr2O4 at T = 10 K under applied pressures of 0, 15 and 21 kbar.(d) Summary of
the field dependences of the integrated intensity of the T1g-symmetry magnon normalized to the integrated
intensity of the ω = 199 cm−1 T2g phonon at T = 10 K for pressures, (filled squares) 0, (filled circles) 4.5,
(filled triangles) 15, and (filled diamonds) 21 kbar. (e) Summary of the field dependences in the Faraday
(k ‖M ‖H) geometry of the T1g-symmetry magnon energy of CoCr2O4 at T = 10 K and at the pressures
noted in (d). Figures taken from [21].
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Figure 3.15: Raman spectra of CoCr2O4 as a function of pressure showing various excitations below 220 cm
−1.
The spectra have been offset for clarity.
no clear splitting for any of the phonons was observed [47]. With an aim to observing – (i) the susceptibility
of lattice dynamics to external pressures in the regime where magnetic correlations are significant, and
(ii) the effect of pressure-induced enhanced exchange interactions on the low energy magnetic excitations
– we performed pressure-dependent measurements on CoCr2O4 at temperatures well below the magnetic
transition temperature. Our measurements at low temperatures provide a clear evidence for a pressure-
induced lowering of the cubic symmetry at modest pressures less than 40 kbar.
The low energy pressure-dependent Raman spectra at 10 K is shown in Fig. 3.15. At the lowest pressure
of 7 kbar (bottom curve), the spectrum shows two peaks – one corresponding to the T1g-symmetry magnon
excitation at ω ≈ 16 cm−1 (we will refer this as M2) and another corresponding to the triply degenerate
T2g(1) phonon at ω ≈ 200 cm−1. With increasing pressure, the following changes are observed in the
spectrum – (i) The broadening and splitting of the T2g(1) phonon peak; (ii) The appearance of a new peak
lower in energy than the M2 magnon. This peak, which we refer to as M1, increases in energy with increasing
pressure; and (iii) The increasing of the M2 magnon energy, as already discussed in Sec. 3.3.1.
The pressure dependent energies of the M1 and M2 peaks and the split T2g(1) phonon are summarized
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Figure 3.16: Summary of the pressure dependences of the (a) M1 and M2 peak energies and (b) T2g(1)
phonon in four different CoCr2O4 samples represented by squares, circles, triangles and stars. The shaded
regions in (a) include the range over which the M1 and M2 energies were observed in roughly 15 measure-
ments. The four dashed lines in (a) denote the lowest pressures at which the M1 peak was observed in
the four samples. For a particular sample, the upper filled symbols in (a) represent the M2 energies and
the lower filled symbols represent the M1 energies. In (b), for a particular sample, the fully filled symbols
below 20 kbar represent the T2g(1) phonon energies before splitting and the partially filled symbols at high
pressures show the energies of the split peaks. For each sample, the dashed line in (b) denotes the lowest
pressure at which the splitting of the phonon peak was observed in that sample. The phonon in two samples
(squares and circles) split into three peaks P1, P2 and P3 and in the other two samples (triangles and stars)
split into two peaks.
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in Fig. 3.16. The four symbols shown in Figs. 3.16(a)-3.16(b) correspond to the measurements performed
on four different samples; the green squares represent the sample whose spectra are shown in Fig. 3.15. In
Fig. 3.16(a), the upper filled symbols represent M2 peak energies and the lower filled symbols represent M1
peak energies. In Fig. 3.16(b), the fully filled symbols represent the T2g(1) phonon before it splits, and the
partially filled symbols represent the split phonon peak energies.
For performing high-pressure measurements that are presented in this section, smaller samples of CoCr2O4
needed to be fractured for loading in the pressure cell. Altogether, about 10 different CoCr2O4 samples were
measured and all these measurements showed similar qualitative behavior—the appearance of the low en-
ergy M1 peak and the splitting of the T2g(1) phonon—with increasing pressure. However, the quantitative
aspect in these measurements showed a wide variation across different samples. For example, the pressures
at which the low energy M1 peak becomes observable ranges roughly from 12 − 30 kbar across samples.
Also, the M1 and M2 peaks show variations in the rates of increase of their energies with pressure across
different samples. The rate of increase of M1 peak energy roughly ranges from 0.1 − 0.7 cm−1/kbar. Even
multiple measurements on the same samples also were not entirely reproducible. The shaded regions shown
in Fig. 3.16(a) cover the entire range of energies over which the M1 and M2 peaks were observed in about
15 experiments on 10 different samples. Similarly, the pressures at which the T2g(1) phonon splits ranges
widely from 12 − 35 kbar across samples. In some samples, the triply degenerate T2g(1) phonon splits into
three peaks (denoted as P1, P2 and P3), whereas in others the T2g(1) phonon only splits into two peaks up
to the highest pressures attained in the experiment. Out of the data for four samples shown in Fig. 3.16(b),
the squares and circles represent the two samples that showed phonon splitting into three peaks and the
stars and triangles represent the two samples that showed phonon splitting into two peaks.
In these pressure measurements, the samples also showed a significant spot-to-spot variation because
of which the pressures at which the M1 peak became observable or the phonon peak split depended on
what part of the sample the data was being collected from. For this reason, all the measurements in an
experiment were performed on the same sample spot. To find out how much of this spot dependence can
be attributed to experimental inhomogeneity, such as non-uniformity of pressure in the pressure cell used
for measurements, I loaded three ruby pieces in the pressure cell. Typically, one small ruby piece is loaded
along with the sample for caliberating pressure during the measurements. In my experiment with multiple
ruby pieces, with increasing pressure I observed the fluorescence response from the three ruby pieces spread
out in the pressure cell. At a high pressure of 40 kbar, the ruby responses showed a small 1 kbar variation
in pressure, suggesting that the pressure is mostly uniform in the pressure cell. Thus, the spot dependence
in a CoCr2O4 sample is inherent to the sample itself.
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Figure 3.17: Raman spectra of CoCr2O4 at 10 K as a function of pressure showing the three highest energy
phonons in CoCr2O4. The spectra have been offset for clarity.
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The T2g(1) phonon represents a triply degenerate vibrational excitation of the underlying cubic lattice
structure. The splitting of this phonon into two or three peaks provides strong evidence for a pressure-induced
lowering of the cubic symmetry. To look for additional evidence for pressure-induced structural changes at
low temperatures, we measured the pressure dependences of the higher energy phonons in CoCr2O4. In
addition to the T2g(1) phonon, there are four more phonons in the cubic phase of CoCr2O4. The Eg at
ω ≈ 455 cm−1 is very weak in intensity and was not measured in our experiments. The pressure-dependent
Raman spectra at 10 K for the remaining three high energy T2g(2), T2g(3) and A1g phonons at energies
ω ≈ 518, 607 and 691 cm−1 is shown in Fig. 3.17. These three phonons exhibit increasing energies with
increasing pressures. Up to the highest pressures studied, the triply degenerate T2g(2) and T2g(3) phonon
peaks do not show any splitting. Since only the T2g(1) phonon shows splitting with increasing pressures
while the T2g(2) and T2g(3) phonons from the ambient pressure cubic phase appear to persist up to high
pressures, it is likely that pressure introduces a local breaking of symmetry in CoCr2O4 rather than a global
structural transition.
The sample-to-sample variations in these high energy phonon excitations are much less pronounced than
the variations observed in the excitations below 300 cm−1. Figure 3.18 summarizes the pressure dependences
of the energies of the T2g(2) (squares), T2g(3) (circles) and A1g (triangles) phonons. The three different
colored symbols for each of the phonon energies represent measurements on three different samples; the blue
colored symbols denote the phonon energies measured in the sample whose spectrum is shown in Fig. 3.17.
The rates of increase of the energies of these phonons with pressure (dωdp ) at 10 K are 0.28± 0.06 cm
−1/kbar
for the T2g(2), 0.28± 0.04 cm−1/kbar for the T2g(3) and 0.29± 0.04 cm−1/kbar for the A1g phonon, where
errors include the range of dωdp measured in five different samples. These rates of increase of phonon energies
with pressure at 10 K are smaller than the room temperature values reported by Efthimiopoulos et al. [47],
which are 0.38, 0.4 and 0.46 cm−1/kbar for the T2g(2), T2g(3) and A1g phonon, respectively.
To identify the nature of the new low energy M1 peak and to verify whether the lowered symmetry
of the T2g(1) phonon is limited to the magnetically ordered phase, we performed temperature dependent
measurements under pressure. In these measurements, once pressures at which the low energy M1 peak and
the phonon splitting become observable are attained, the pressure was held constant and measurements were
taken as a function of increasing temperature.
Figure 3.19 shows the temperature dependent Raman spectra at 40 kbar of the sample whose pressure
dependent spectra was shown in Fig. 3.15. The bottom curve in Fig. 3.19 is same as the topmost curve
in Fig. 3.15. With increasing temperature, the M2 T1g magnon peak dramatically shifts to lower energies,
consistent with its temperature dependence at ambient pressure, whereas the low energy M1 peak does not
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Figure 3.18: Summary of pressure dependences of energies of the T2g(2), T2g(3) and A1g symmetry phonons
represented by squares, circles and triangles, respectively, at 10 K. The three different colors represent
measurements on the three distinct samples. Dashed lines are a guide to the eye.
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Figure 3.19: Raman spectra of CoCr2O4 at 40 kbar as a function of temperature. The spectra have been
offset for clarity. The dashed lines are a guide to the eye to follow the splitting of the phonon with temper-
ature.
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Figure 3.20: Summary of temperature dependences of the M1 and M2 peak energies in three different samples
represented by squares, circles and triangles. The pressures at which the temperature measurements were
performed on the three samples are shown in the legend. For each sample, the upper and lower filled symbols
represent the M2 and M1 peak energies, respectively.
show any significant shift intially. However, once the M2 peak is proximate to the M1 peak, which likely
happens near the magnetic transition temperature (see the 80 − 95 K spectra in Fig. 3.19), both the M1
and M2 peaks appear to shift to lower energies together and vanish out of the range of our spectrometer.
Typically, one-magnon excitations vanish above magnetic transition temperatures. The magnetic transition
temperature under pressure should be higher than the ambient pressure magnetic transition temperature
of TC ≈ 94 K. The increase in the magnetic ordering temperature with pressure is expected because of the
enhanced exchange interactions under pressure. Kanomata et al. showed that at least up to 11.5 kbar, the
magnetic transition temperature in CoCr2O4 increases with increasing pressure at a rate
dTC
dp = +0.25 K/kbar
[89]. Assuming the same rate of increase to hold at high pressures, the magnetic transition at 40 kbar should
occur approximately at 105 K.
The energies of the M1 and M2 peaks as a function of temperature for three different samples are
summarized in Fig. 3.20. The upper and lower filled symbols represent the energies of the M2 and M1
peaks, respectively. The vanishing of the M1 peak (along with M2 peak) for temperatures above the magnetic
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Figure 3.21: Polarization dependence of the M1 and M2 peaks in CoCr2O4 showing that the intensities of
both the peaks vanish when the incident and scattered light polarizations are parallel to one another (black
curve (x,x)) and are maximum when the incident and scattered light polarizations are perpendicular to one
another (pink curve (y,x)).
transition temperature suggest that M1 peak also represents a magnon excitation. This is further validated
by the symmetry analysis shown in Fig. 3.21 for a sample under 20 kbar pressure at 10 K, which shows
that the M1 and M2 peaks are observed when the incident and scattered polarizations are perpendicular
to one another (denoted as (y,x)) and vanish completely when the incident and scattered polarizations are
parallel to one another (denoted as (x,x)). Thus, both the M1 and M2 peaks exhibit symmetry properties
of an axial vector, which transforms like a fully antisymmetric representation. Hence, we identify the M1
peak as another low-energy magnon excitation in CoCr2O4 that shifts to higher energies with increasing
pressures and becomes observable in the range of our spectrometer, which has a lower energy cut off at
around 10 cm−1. Linear fits to the pressure dependence of the M1 excitation energy in various samples at
10 K provided zero-pressure intercepts in the range 0.1− 6 cm−1.
The magnetic unit cell in the ambient pressure cubic spinel phase contains six magnetic ions, and hence
six magnon excitations are expected. Out of these six expected magnons in the magnetic phase below TC in
CoCr2O4, three magnetic excitations have been observed at ambient pressure in various experiments – (i)
ESR measurements showed a magnetic resonance line at ω ≈ 1.3 cm−1 [41]; (ii) IR measurements showed a
magnetic absorption line at ω ≈ 16 cm−1 [57, 62]; and (iii) our Raman measurements showed a T1g symmetry
magnon at roughly the same energy as the IR magnon [21]. The new low-energy magnetic M1 excitation that
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exhibits increasing energy with increasing pressure could correspond to either of the following possibilities –
(i) It is one of the three remaining magnon excitations that increases in energy with increasing pressure; (ii)
It is the same low-energy magnon that was observed in ESR measurements and it hardens in energy under
pressure and becomes observable in our experiments; or (iii) It is a magnetic excitation corresponding to a
modified magnetic unit cell in the locally broken cubic lattice symmetry.
Figure 3.19 also shows that under modest pressure of 40 kbar, the splitting of the T2g(1) phonon remains
fairly intact over temperatures ranging from 10−140 K. However, in the previous pressure-dependent Raman
study at room temperature, no splitting of this phonon was observed even at pressures as high as 170 kbar
[47]. This suggests that beyond a certain temperature, the T2g(1) phonon splitting that we observe should
vanish. Simultaneous temperature and pressure measurements in the intermediate range from 150 − 300 K
would be useful to map out the pressure-temperature phase diagram for CoCr2O4 and to understand the




Emergent vibronic modes and
magnetodielectric behavior in Ce2O3
This chapter describes low-temperature Raman scattering studies of the lattice and crystal electric field
excitations in Ce2O3. Section 4.1 presents background information regarding the crystal structure, crystal
field splitting, vibronic modes, magnetic transition and magnetodielectric phenomenon in Ce2O3. Section 4.2
and 4.3 contain our temperature- and field-dependent studies to elucidate the origin of magnetodielectric
behavior in Ce2O3, followed by a short summary in Sec. 4.4. Section 4.5 examines the effect of pressure on
the excitations in Ce2O3. Much of the work described here is based upon research published in “Emergent
Vibronic Excitations in the Magnetodielectric Regime of Ce2O3”, A. Sethi et al., Phys. Rev. Lett. 122,
177601 (2019) [22].
4.1 Introduction
The strong coupling between spin, lattice and electronic degrees of freedom in magnetic materials can
lead to interesting phenomena, such as multiferroicity and magnetodielectricity. So far, these effects have
predominantly been explored in transition metal (TM) based compounds [1, 5, 11, 12, 90, 13, 91]. The
search for new multiferroic and magnetodielectric materials is important, not only to expand the family
of existing multifunctional materials but also to uncover the novel physics and excitations that the new
materials may exhibit. In TM compounds, the comparatively large spatial extent of the d -orbitals plays
a significant role in governing the spin-lattice interactions responsible for multifunctional phenomena—
such as multiferroic and magnetodielectric behavior—in TM oxides. Consequently, the discovery of a huge
magnetodielectric response in rare-earth oxides—which have spatially localized, atomic-like f -orbitals—raises
important questions, including, what microscopic interactions give rise to magnetodielectricity in rare-earth
materials and what emergent phenomena result from these interactions?
The recent discovery of a giant magnetodielectric effect in the TM-free rare-earth sesquioxide, Ce2O3 [20],
opens avenues for exploring answers to these questions. In this chapter, we discuss our Raman scattering
study aimed at elucidating the microscopic mechanism associated with the magnetodielectric phase of the
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f -electron system, Ce2O3. Our results reveal: (i) a novel mechanism for magnetodielectric behavior that
is characteristic of rare-earth materials, namely the field-dependent coupling between crystal-electric-field
(CEF) excitations and phonons; and (ii) emergent hybrid CEF-phonon (”vibronic”) excitations, which reflect
the onset of the magnetodielectric behavior of rare-earth materials in a manner similar to the emergence of
hybrid electromagnons in the multiferroic phase of TM oxides.
4.1.1 Crystal structure of Ce2O3
Ce2O3 belongs to the rare-earth sesquioxide family, Ln2O3, where Ln denotes the elements of the lanthanide
series from lanthanum to lutetium. Under ambient conditions, the Ln2O3 compounds crystallize in three
different types of crystal structures - the trigonal A-type, the monoclinic B -type and the cubic C -type.
The first few members of the lanthanide series form the A-type sesquioxides, the last few form the C -type
sesquioxides and the middle members can form either the B -type or the C -type sesquioxides [92, 93, 94, 95].
Application of significant pressure (on the order of several GPa) can induce structural phase transitions
from the B- and C-type to the A-type crystal structure [96, 97]. At room temperature, Ce2O3 crystallizes
in the A-type trigonal P3̄2/m1 crystal structure [20, 98, 92, 93], which is stable under applied pressures up
to 70 GPa [99].
Figure 4.1 shows the unit cell of A-type Ce2O3 along with a projection of the crystal structure in the
ab plane depicting the trigonal symmetry. Each cerium ion is surrounded by seven oxygen ions that can be
grouped in two categories, three O(I) and four O(II) type ions. The three O(I) ions are equidistant from the
cerium ion, having Ce−O(I) bond lengths of 2.6865(5)A each [20]. Out of the four O(II) ions, three O(II)
ions are equidistant from cerium, having the shortest Ce−O(II) bond lengths of 2.333(5)A each, and the
remaining O(II) ion have an intermediate Ce−O(II) bond length of 2.435(2)A [20]. The atomic vibrations
associated with the Raman-active phonons in Ce2O3 involve the two Ce−O(II) bonds with distinct bond
lengths.
4.1.2 Crystal field splitting
The electronic configuration of the trivalent cerium ion in Ce2O3 is [Xe]4f
1. The one unpaired f -electron in
cerium has an orbital and spin angular momentum of L = 3 and S = 12 , respectively. The spin-orbit inter-
action splits the seven-fold degenerate f -orbital Kramers doublets into two sets [100, 20]: three degenerate
Kramers doublets having J = L−S = 52 and four degenerate Kramers doublets having J = L+S =
7
2 , where
J denotes the total angular momentum quantum number. In Ce2O3, the Ce
3+ ions experience the trigonal








Figure 4.1: (Left) Crystal structure of Ce2O3; large (green) circles denote cerium ions and small (brown)
circles denote oxygen ions. Here, O1 and O2 correspond to the descriptions in the text of the O(I) and
O(II) ions, respectively. (Right) Projection of the crystal structure on the ab plane depicting the trigonal
symmetry of Ce3+ ions. Figures taken from [20].
of these multiplets. The J = 52 multiplet is split into three energetically distinct Kramers doublets and the
J = 72 multiplet is split into four energetically distinct Kramers doublets. The splitting of Ce
3+ 4f orbitals
in Ce2O3 is schematically depicted in Fig. 4.2 and the calculated energies of the CEF-split seven distinct
Kramers doublets in Ce2O3 [100, 20] are shown in Table 4.1.
Table 4.1 shows that the CEF excitations between the distinct CEF states in Ce2O3 have energies on the
order of a few hundred to a few thousand wavenumbers, which is comparable to the low-energy vibrational
(phonon) excitations. The phonon energies in Ce2O3 are expected to be similar to those in isostructural
A-type La2O3, whose phonon dispersion curve is shown in Fig. 4.3. Clearly, the energies of the electronic
CEF excitations overlap well with the energies of the phonons in Ce2O3. To our knowledge, we report the
first experimental observation of the two lowest electronic excitations associated with the CEF split J = 52
states in Ce2O3. The ceramic samples used in our study were grown by Kolodiazhnyi et al. [20] and our
experimentally measured CEF excitation energies are in excellent agreement with the CEF energies predicted
for Ce2O3 in [20].
The overlapping energies of the CEF excitations and phonons is characteristic of the rare-earth based
compounds, in which the localized f -orbitals experience weaker electronic repulsion from the surrounding
ligands than the extended d -orbitals in TM based compounds. Consequently, the CEF splitting energies
in rare-earth compounds are significantly lower compared to the CEF splitting energies in TM compounds,













Figure 4.2: (Top) Schematic of the spin-orbit splitting, followed by trigonal CEF-induced splitting of the





are the term symbols corresponding
to the discussion in the text of the J = 52 and J =
7
2 states, respectively.
Table 4.1: Theoretically calculated energies of the CEF split states in Ce3+. The number (2) in front of the
energy values denotes the two-fold Kramers degeneracy. Energy values have been taken from [20] and [100].
Ce3+ Energies of crystal field split levels (in cm−1) Reference
2F 5
2
0 (2), 221 (2), 824 (2) Kolodiazhnyi et al. [20]
2F 7
2
2190 (2), 2358 (2), 2675 (2), 3329 (2) Kolodiazhnyi et al. [20]
2F 5
2
0 (2), 194 (2), 598 (2) Gruber et al. [100]
2F 7
2
2186 (2), 2234 (2), 2615 (2), 2990 (2) Gruber et al. [100]
TM compound CoCr2O4 discussed in the previous chapter, the CEF splitting energies range roughly from
7000 − 16000 cm−1 at the Co2+ site, and from 13000 − 27000 cm−1 at the Cr3+ site [50, 101], whereas the
phonon energies in CoCr2O4 range from 200 − 700 cm−1 [21, 50]. The energetic proximity of the electronic
and vibrational excitations in rare-earth materials is conducive to a strong electron-phonon coupling be-
tween the f -electrons and the lattice, thus offering the possibility of novel spin-lattice coupling mechanisms
and magnetically responsive phenomena in rare-earth-based materials. One manifestation of such electron-
phonon coupling in rare-earth systems is the formation of hybrid vibronic excitations, which are discussed
below.
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Figure 4.3: (Left) Phonon dispersion curves showing phonon frequencies as a function of wavevector for




The presence of strong electron-phonon coupling can lead to a mixing of the vibrational and electronic states
if they satisfy two favorable conditions: energetic proximity and similar symmetry. The new hybrid quantum
states of the resulting coupled system are called vibronic states, consistent with the mixed vibrational and
electronic character of these states. Thalmeier and Fulde first proposed the concept of the formation of
vibronic states to explain their observation of new features at unexpected energies in their inelastic neutron
scattering data on CeAl2 [14]. They developed a quantitative model to incorporate an interaction term
in the Hamiltonian that describes the coupling between the CEF and vibrational states, parameterized by
a vibronic coupling parameter. This model yields the energies of the hybrid vibronic excitations in terms
of CEF excitation energy, phonon energy, and CEF-phonon coupling parameter. Such coupled vibronic
excitations have been observed in several rare-earth systems with closely spaced CEF and phonon excitations,
such as CeCu2 [15], Ho2Ti2O7 [16], CeCuAl3 [17], NdBa2Cu3O7 [18] and PrFe3(BO3)4 [103].
Here, we report the first experimental observation of the emergence of two vibronic excitations in Ce2O3,
which result from exchange-striction-induced hybridization of the lowest energy CEF excitation and an en-
ergetically proximate phonon band. The vibronic excitations previously observed in other materials show
the general expected trend of increasing electron-phonon coupling with decreasing temperature. Previously
observed vibronic modes were observed over a broad range of temperatures and were not limited to any
particular ordered phase. However, in Ce2O3, we find that the vibronic modes emerge only in the magne-
todielectric phase of Ce2O3.
4.1.4 Magnetic transition and magnetodielectricity
Magnetic susceptibility measurements revealed an antiferromagnetic (AFM) transition at TN ≈ 6.2 K in
Ce2O3 [20]. Based on the anisotropy of the g-factor (
gzz
gxy
≈ 0.2, where the z-axis coincides with the trigonal
c-axis), the authors proposed that the magnetic ordering in Ce2O3 is expected to be easy plane type AFM
ordering with magnetic moments aligned in the ab plane, and stacked antiferromagnetically along the c-axis.
The magnetic structure of Ce2O3 was not resolved in the neutron diffraction measurements [20]. However,
a similar ab plane ordering was resolved for the isostructural A-type Nd2O3, which also has an anisotropic
g-factor with gzzgxy ≈ 0.133 [104].
Below TN, Ce2O3 exhibits a giant magnetodielectric (MD) effect, where the dielectric permittivity changes
by 200% in a modest magnetic field H ≥ 8 T [20], as shown in Fig. 4.4. Through our Raman scattering
studies, we propose a novel microscopic mechanism associated with the MD effect in Ce2O3 that results from
an enhanced vibronic coupling and a consequent emergence of the vibronic excitations below TN. In analogy
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Figure 4.4: Dielectric permittivity of Ce2O3 as a function of temperature under applied magnetic field
ranging from 0− 90 kOe (10 kOe = 1 T). The inset shows the MD effect in Ce2O3 as a function of magnetic
field, where MD effect is defined as the percentage change in the dielectric permitivitty (ε) with magnetic
field (H), i.e., MD(%) = ε(H)−ε(0)ε(0) × 100%. Figure taken from [20].
with the multiferroic phase that can host hybrid spin-lattice electromagnon excitations [11, 12, 13], we show
that the MD phase of rare-earth materials can be characterized by the emergence of hybrid electron-phonon
vibronic excitations.
4.2 Temperature dependent Raman spectrum of Ce2O3
4.2.1 Phonons for T > TN
Figure 4.5 shows the room-temperature Raman spectrum of Ce2O3 measured using circularly polarized
incident light and unanalyzed scattered light. These configurations of the incident and scattered light are
used to allow a simultaneous observation of all possible Raman-active excitations in the material. From a
group theory analysis of the trigonal P3̄2/m1 (or D33d) space group, four Raman-active phonons are expected
at the zone-center in Ce2O3, two A1g-symmetry and two Eg-symmetry [98, 92, 93]. These phonons involve
bending and stretching vibrations of two distinct Ce-O(II) bonds with slightly different bond lengths; the
O(I) ions are not involved in the Raman-active vibrations [93]. As shown in Fig. 4.5, all four phonons
are observed at energies that are in close agreement with a previous room temperature Raman scattering
study [98]. The two broad peaks in Fig. 4.5 correspond to crystal field excitations, which will be discussed
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Table 4.2: Dynamic susceptibility matrices for the allowed Raman-active symmetries in the trigonal D3d
space group











  d −e−d
−f

later. The two lower energy phonons at ω ≈ 103.4 and 190 cm−1 correspond to bending vibrations of the
two distinct Ce-O(II) bonds having Eg and A1g symmetry, respectively [98, 92]. The slightly asymmetric
peak in Fig. 4.5 at ω ≈ 408 cm−1 is comprised of two nearly degenerate stretching vibrations of the two
distinct Ce-O(II) bonds having A1g- and Eg-symmetry. In previous unpolarized Raman scattering studies at
room temperature, the stretching A1g and Eg phonons were not resolved in energy in most of the lanthanide
sesquioxides (Ln2O3), including Ce2O3 [98, 92]. However, as shown in Fig. 4.6(c), these two stretching
phonons become distinguishable at low temperatures. At 9 K, the energies of these phonons are ωA1g ≈
408.6 and ωEg ≈ 416 cm−1. The Ce-O(II) bond length involved in the A1g-symmetry stretching vibration
is slightly longer than that in the Eg-symmetry stretching vibration. Correspondingly, the A1g-stretching
phonon is slightly lower in energy than the Eg-stretching phonon [98, 92, 93]. The temperature dependences
of the two bending phonons are shown in Figs. 4.6(a)-4.6(b). With decreasing temperature, all the phonons
exhibit a slight hardening of their energies, as expected from the slight shrinking of the lattice with decreasing
temperatures. The dynamic susceptibility matrices corresponding to the symmetries of the allowed Raman-
active excitations in the trigonal D33d space group are given in Table 4.2 [43].
4.2.2 Crystal Electric Field (CEF) excitations for T > TN
In addition to the phonons, the room-temperature spectrum in Fig. 4.5 shows two broad peaks centered
approximately at ω ≈ 250 and 835 cm−1. The energies and intensities of these peaks exhibit a strong
temperature dependence, as shown in Figs. 4.7(a) and 4.7(b). We identify these peaks as CEF excitations,
primarily for two reasons: (i) With decreasing temperature, the intensities of both the peaks increase













Figure 4.5: Room temperature Raman spectrum of Ce2O3 showing the phonons and CEF excitations below
1000 cm−1. The insets show the Ce-O(II) vibrations corresponding to each zone-center phonon.
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Figure 4.6: Temperature dependences of the zone-center Raman-active phonons in Ce2O3 for T > TN.
Figures taken from [22].
statistics [18]; (ii) The energies of these two peaks correspond well with the theoretical calculations for
the CEF levels in Ce2O3 [20, 100] (see Table 4.1). In Ce2O3, spin-orbit coupling along with the trigonal
crystalline field generated by the surrounding oxygen ligands splits the electronic states of Ce3+ ions into
sets of three J = 52 and four J =
7
2 Kramers doublets [20, 100]. The CEF excitation energies associated
with the J = 72 states are above 2000 cm
−1 [20, 100], which is outside the energy range of this study. The
two CEF excitations we observe correspond to the lower-lying electronic transitions associated with the
crystal-field-split J = 52 states. To our knowledge, the excitations shown in Fig. 4.7 are the first reported
experimental observation of CEF excitations in Ce2O3 [22].
Figure 4.7(c) summarizes the energies of both CEF excitations as a function of temperature in the
paramagnetic phase of Ce2O3. Notably, the CEF excitation energies initially decrease with decreasing
temperature from 295 K to 50 K, but then exhibit an increase in energy with a further decrease in temperature
below 50 K. The temperature dependence of the CEF energies below 50 K tracks that of the phonon energies,
suggesting an increased coupling of the f -electron and phonon states below 50 K in Ce2O3. The energetic
proximity of the f -electron and phonon levels in Ce2O3 suggests the possibility of strong electron-phonon
interactions, which are indeed evidenced in the anomalous temperature dependences of the CEF excitation
energies as well as in the significant linewidths of both the CEF excitations.
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Figure 4.7: (a),(b) Temperature dependences of Raman intensities of CEF excitations in Ce2O3 for T > TN.
The dashed lines are a guide to the eye to follow the shifts in energies of the two peaks with temperature.
(c) Summary of temperature dependences of the CEF excitation energies. Figures taken from [22].
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Figure 4.8: (a) Raman spectrum of vibronic modes, ω1 and ω2, as a function of temperature. (b) Summary
of (log scale) temperature dependences of energies of ω1, ω2, CEF1 excitation, and ph-band. Dashed line in
(b) denotes the T = TN boundary between the anti-ferromagnetic (AFM) and paramagnetic (PM) phases.
Figures taken from [22].
4.2.3 Vibronic excitations and phonon anomalies for T < TN
Below the Néel transition at TN ≈ 6.2 K, the Raman spectrum of Ce2O3 exhibits several interesting features
in the vicinity of the lower CEF excitation (denoted as CEF1) and the Eg stretching phonon, both of which
are discussed below. The lowest Eg bending phonon at 104 cm
−1, the A1g stretching phonon at 408 cm
−1
and the higher CEF excitation at 835 cm−1 do not show any noticeable changes through the Néel transition.
Figure 4.8(a) shows the development of two new modes: a sharp mode at ω1 ≈ 177 cm−1 and a broader
mode at ω2 ≈ 250 cm−1. Below TN, the mode at ω2 gains intensity while the 230 cm−1 CEF1 excitation loses
intensity, suggesting that there is a transfer of spectral weight from CEF1 to the ω2 mode with decreasing
temperature through TN. Naively, one could interpret the two new modes that emerge below TN as magnetic
excitations. However, the energies of the modes at ω1 and ω2 are roughly an order-of-magnitude too large
for zone-center magnon or electromagnon modes given the low magnetic ordering temperature (TN ≈ 6.2 K)
of Ce2O3. In particular, other magnetic Ce-based compounds with comparable Néel temperatures have
magnon energies in the range 8− 35 cm−1 [105, 106, 107, 108, 109], well below the energies of the two new
modes observed in Ce2O3. Consequently, we rule out a magnetic origin for the new excitations observed
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below TN in Ce2O3.
On the other hand, the two emergent modes in the MD Néel state of Ce2O3 have all the characteris-
tics of vibronic excitations, i.e., coupled vibrational and f -electron quantum modes. Thalmeier and Fulde
first predicted that strong electron-phonon coupling between a crystal field level and a phonon band having
similar energies and symmetries can lead to hybridized ”vibronic” states having mixed electron-phonon char-
acter [14]; such vibronic modes have been observed in many rare-earth compounds with atomic-like crystal
field levels in the phonon energy region, including CeAl2 [14], CeCu2 [15], Ho2Ti2O7 [16], CeCuAl3 [17],
NdBa2Cu3O7 [18] and PrFe3(BO3)4 [103]. Since the Ce2O3 samples used in our study were ceramics, exper-
imental verification of the symmetries of the involved phonon and CEF excitations was not possible. We do
provide a qualitative argument for the symmetry compatibiliy of these excitations later in the discussion.
Nonetheless, even without symmetry verification, the following characteristics sufficiently establish the two
new modes observed below TN in Ce2O3 as vibronic modes involving the CEF1 level and a phonon band:
(i) The development of two new modes, ω1 and ω2, in the same energy region as the CEF1 and phonon
modes is consistent with the vibronic mode interpretation. We show a more quantitative analysis of how
our data fits well within the Thalmeier and Fulde vibronic model later in the discussion; (ii) The increasing
separation between the ω1 and ω2 mode energies with decreasing temperature (see Fig. 4.8(b)) are consistent
with an increasing level repulsion with decreasing temperature within the Thalmeier-Fulde vibronic model;
(iii) Finally, the transfer of scattering strength from the electronic CEF1 excitation to the broader vibronic
mode (see Fig. 4.8(a)) is strong evidence for mixed electronic character associated with the ω2 mode.
In addition to the emergent vibronic modes, a broad feature at ω ≈ 194 cm−1 develops at low tempera-
tures, especially below 7 K. This feature can be identified more clearly in Fig. 4.9, which shows the individual
peaks used for fitting the Raman spectrum at T = 3.6 K. As the four expected one-phonon excitations and
the two CEF excitations below 1000 cm−1 in Ce2O3 have already been accounted for, this broad feature
likely represents a two-phonon band that is involved in the formation of the vibronic modes. It is important
to note that the phonon involved in coupling to the electronic levels need not be a zone-center phonon but
could lie anywhere in the Brillouin zone, and can contribute to a two-phonon scattering at the zone-center
that is observable in the Raman measurements. Since the A1g-symmetry phonon at ω ≈ 190 cm−1 is in the
vicinity of the CEF and vibronic excitations, it is tempting to assume that the A1g mode is involved in the
phononic contribution to the formation of the vibronic modes. However, from Fig. 4.8(a) and from further
validation by performing curve fittings at different temperatures, we conclude that the A1g phonon shows
no changes in its intensity or energy as the temperature is lowered through the Néel transition. Hence, it is
unlikely that the zone-center A1g phonon is involved in the formation of the vibronic modes. On the other
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hand, the broad feature at ω ≈ 194 cm−1, which likely represents a two-phonon band, shows noticeable
changes in its energy as well as intensity across TN. Although this two-phonon band is not directly evident
in the Raman spectra for temperatures above 7 K, our curve fittings to the Raman spectra at temperatures
above TN yielded better fits by including this band, at least up to roughly 30 K. Figure 4.8(b) summarizes
the temperature dependences of the peak energies of the two vibronic modes, the CEF1 excitation and the
two-phonon band, extracted from curve fits to the Raman spectra.
To illustrate the curve fitting procedure used in this study, a representative curve fit to the Raman
spectrum at T = 3.6 K is shown in Fig. 4.9. Five peaks were used to fit the measured Raman intensity
(black curve): two vibronic modes – ω1 andω2, a broad two-phonon band (denoted as ph-band), the low
energy CEF1 and the A1g one-phonon mode. Except for the two-phonon band, all the peaks were fit
with Lorentzian profiles. A Gaussian profile was used to fit the two-phonon band because it provided a
better fit than a Lorentzian profile. The dotted green lines in Fig. 4.9 are the individual Lorentzian profiles
corresponding to the fits to the vibronic modes, ω1 andω2. The dashed blue curves show the Gaussian profile
fit to the ph-band and the Lorentzian profile fit to the CEF1 excitation. The pink dash-dotted line is the
Lorentzian profile fit to the A1g phonon. The red line represents the cumulative fit to the raw data. The
fitting parameters are summarized in the table in Fig. 4.9.
Table 4.2 lists the possible symmetries for the Raman-active excitations allowed within the trigonal
D33d space group, which are A1g, A2g and Eg. For the C3v site symmetry at the Ce
3+ ion, the two CEF
excitations within the J = 52 crystal-field-split manifold include A1, A2 and E symmetries. The symmetries
of the Raman-active one-phonon excitations, A1g and Eg, have already been established in previous studies
on single crystals of various lanthanide sesquioxides [92, 93]. The symmetries of the CEF excitations, the
new vibronic excitations and the two-phonon band in Ce2O3 remain to be identified. The A2g and A2 tensors
are antisymmetric, and hence, any excitation with A2g or A2 symmetry should vanish when the incident
polarization (Ei) is parallel to the scattered polarization (Es), irrespective of the sample orientation. We
performed measurements in the (Ei ‖ Es) geometry and did not observe diminished intensity for any of the
excitations, thus ruling out A2g or A2 symmetry for all the excitations we observe in Ce2O3. This suggests
that the possible symmetries for the CEF excitations, two-phonon band and vibronic excitations include
A1g (or A1) and Eg (or E) symmetries. As discussed in the previous paragraph, despite being in the vicinity
of the CEF and vibronic excitations, the A1g phonon at 190 cm
−1 shows no significant changes through
the emergence of vibronic modes, thus suggesting that the A1g symmetry is orthogonal to the symmetry
of phonon involved in the formation of the vibronic modes. Hence, we speculate that the symmetries of
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E n e r g y  ( c m - 1 )
T = 3 . 6  K
ω2
C E F 1
A 1 g
Peak Index Peak Type Peak Center FWHM Area Intg(%)
ω1 Lorentz 177.35 5.16 8.19
A1g Lorentz 189.89 2.45 1.53
ph-band Gaussian 194.45 30.77 20.06
CEF1 Lorentz 233.69 38.94 53.99
ω2 Lorentz 255.74 18.96 16.22
Figure 4.9: (Top) Raman spectrum of Ce2O3 at T = 3.6 K in shown in black line. Five individual peaks
used to fit the data in increasing order of energy are – ω1, A1g,ph-band,CEF1 excitation, and ω2. Red line
is the cumulative fit to the data. (Bottom) Parameters used for curve fitting shown above. Peak center and
FWHM are in units of cm−1.
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the two-phonon band and the CEF excitation should include1 Eg and E symmetry, respectively, and hence
are compatible for hybridization to form vibronic excitations. Future measurements on single crystals of
Ce2O3 would be useful to verify the symmetries of these excitations.
The Thalmeier-Fulde description predicts that the relative mixing of electron-phonon character associated
with the vibronic modes depends on the energy difference between the coupled phonon band and the CEF
level [14]. If the CEF and phonon levels are degenerate, the resultant hybrid vibronic modes are expected
to have a 50% phononic and a 50% electronic character. In Ce2O3, the appearance of a relatively narrow
”phonon-like” mode at ω1 ≈ 177 cm−1 and a broader ”electron-like” mode at ω2 ≈ 250 cm−1 is consistent
with the relatively large separation between the coupled phonon band at 194 cm−1 and the CEF1 level at
230 cm−1.
Unlike previously observed vibronic modes in rare-earth materials [14, 15, 16, 17, 18, 103], the vibronic
modes observed in Ce2O3 are noteworthy in that they emerge in the MD regime below TN. Importantly, the
integrated Raman scattering intensity of an excitation is proportional to the modulation of the dielectric
response due to that excitation [43, 110, 74, 21]. The significant increase in the intensity of both the vibronic
modes observed below TN (see Fig. 4.8(a)) implies an enhanced modulation of the dielectric susceptibility
due to these modes, thus highlighting their relevance to the giant MD effect in the Néel state of Ce2O3. In
particular, the increased coupling between the CEF electronic and phononic modes below TN is expected to
result in enhanced fluctuations in the electronic levels, which is known to cause increased fluctuations of the
dielectric response [111]. To extract more quantitative information from the emergent ω1 and ω2 modes in
Ce2O3, we apply the Thalmeier-Fulde model for vibronic mode energies resulting from a coupling between








+ V 2 (4.1)
where ωCEF and ωph denote the energies of the CEF excitation and the phonon band, respectively, and V
denotes the electron-phonon coupling strength between them. Since we observe all the excitations (vibronic,
CEF, phonons), we have more parameters than needed in Eq. (4.1), which we utilize to cross-verify the
energy of the phonon involved in the vibronic coupling. The fitting procedure described earlier in reference
to Fig. 4.9 was used to fit the data at all temperatures below T = 7 K and the values so obtained for the
vibronic energies, ω1 andω2, as well as the CEF energy, ωCEF, were used in Eq. (4.1) to extract V and ωph.
The temperature dependent ω1, ω2 and ωCEF obtained from the curve fittings, along with the values of V
and ωph extracted from Eq. (4.1), are summarized in Table 4.3. Also shown for comparison are the energies











Figure 4.10: (a) Schematic representation of the coupling of electronic (CEF) and vibrational states to form
new bound states called ”vibronic states”. (b) Temperature dependence of the electron-phonon coupling con-
stant, V (extracted from Eq. (4.1)). Dashed line denotes T = TN boundary between the anti-ferromagnetic
(AFM) and paramagnetic (PM) phases. The fitting errors in peak positions were used to estimate the error
bars in V as per Eq. (4.1). Figures taken from [22].
of the experimentally observed two-phonon band (ωph-expt) obtained from the curve fittings. The extracted
value of ωph ≈ 199 cm−1 from Eq. (4.1) is reasonably close to our experimentally observed phonon-band
centered at ωph-expt ≈ 194 cm−1, consistent with our assumption that this phonon band is involved in the
formation of the vibronic modes.
Table 4.3: CEF-phonon coupling strength (V ) and phonon energy (ωph) as a function of temperature,
extracted using Eq. (4.1). ω1, ω2 and ωCEF are obtained from curve fittings to the Raman spectra and are
used as input in Eq. (4.1). ωph-expt denotes the two-phonon band energy also obtained from curve fittings.
All the energies and coupling parameter, V, are in units of cm−1.
T(K) ω1 ω2 ωCEF V ωph ωph-expt
3.6 177.35 255.74 233.69 35.25 199.40 194.45
4.1 177.25 255.34 233.69 34.96 198.90 194.21
4.6 177.05 254.80 233.14 34.86 198.71 194.03
5.2 176.92 254.16 232.39 34.75 198.69 193.91
5.7 177.04 252.49 230.69 34.20 198.84 193.89
6.2 177.47 250.80 229.73 33.18 198.53 194.17
6.6 179.16 248.29 228.45 31.27 199.00 196.07
The resulting temperature dependence of the electron-phonon coupling strength, V , along with a schematic
of the vibronic modes is shown in Fig. 4.10. The errors in estimating the peak positions of the vibronic
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Figure 4.11: (a) Raman spectrum of the stretching Eg phonon as a function of temperature across TN.
Dotted line is a guide to the eye. Inset: Schematic of Eg symmetry stretching vibration of the Ce-O(II)
bond. Vertical axis is the c3 axis. (b) Summary of dependence of Eg phonon energy on temperature across
TN. Dashed line in (b) denotes T = TN boundary. Figures (a) and (b) adapted from [22].
modes and the CEF excitation in the curve fittings were used to estimate the error in V by using propaga-
tion of errors as per Eq. (4.1). The resulting error bars in V are included in Fig. 4.10(b). Figure 4.10(b)
suggests that the emergence of the vibronic modes in Ce2O3 below TN results from a rapid increase in the
CEF-phonon coupling strength through the Néel transition.
While the vibronic modes previously observed in other materials persist to high temperatures [14, 15, 16,
17, 18], the vibronic modes in Ce2O3 are strongly tied to the MD phase below TN. This suggests a possibility
of magnetostructural effects that likely contribute to the development of vibronic modes in Ce2O3. Indeed, we
found that the energy of the 416 cm−1 Eg stretching phonon increases abruptly with decreasing temperature
below TN (see Fig. 4.11), suggesting a decrease in the Ce-O(II) bond length involved in this vibration.
The other three zone-center phonons do not show any appreciable changes in energy or intensity across
TN. Significantly, the increase in CEF-phonon coupling shown in Fig. 4.10(b) coincides with the abrupt
increase in the 416 cm−1 Eg-symmetry stretching vibration below TN. Consequently, we propose that the
increasing vibronic coupling parameter and resultant emergence of vibronic modes in Ce2O3 is caused by
magnetostructural changes associated with the Néel ordering, which result in an abrupt shortening of the
Ce-O(II) bond below TN [22].
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Figure 4.12: Raman spectrum Ce2O3 at 0 T (black curve) and 8 T (red curve) in the magnetic phase at
temperature T = 4.4 K.
4.3 Magnetic field dependent Raman spectrum of Ce2O3
Our hypothesis for magnetostructurally enhanced vibronic coupling in Ce2O3 suggests a novel mechanism
by which an applied field can modify the structural and dielectric properties in rare-earth materials, and
thereby contribute to the MD response in these materials. To test this hypothesis, we conducted magnetic
field-dependent Raman measurements to study the effects of magnetic field on the vibronic and phonon
modes. Figure 4.12 compares the entire Raman spectrum of Ce2O3 at 8 T to that at 0 T in the magnetic
phase at T = 4.4 K. The two spectra show very noticeable differences in the vicinity of the vibronic modes,
and a slight change in the Eg phonon energy at 416 cm
−1. Both of these changes are discussed in detail below.
The Eg phonon at 104 cm
−1, the A1g phonons at 190 cm
−1 and 408 cm−1 and the higher CEF excitation at
835 cm−1 do not show any field-induced changes.
Figure 4.13(a) shows that an increasing magnetic field leads to a decrease of the vibronic mode intensities
and a slight reduction of the level repulsion between the ω1 and ω2 modes, primarily resulting from a shift
of the ω2 mode to lower energies. Analyzing the field-dependent results using Eq. (4.1), the slight decrease
in the energy separation between ω1 and ω2 vibronic modes with increasing field is consistent with a small
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Figure 4.13: (a) Raman spectrum of vibronic modes as a function of magnetic field at T = 4 K. (b) Summary
of field dependence of electron-phonon coupling constant, V (extracted from Eq. (4.1)). The fitting errors
in peak positions were used to estimate the error bars in V as per Eq. (4.1). Figures taken from [22].
decrease in the vibronic mode coupling with applied field, as summarized in Fig. 4.13(b).
The magnetic field used in our experiments were limited to 9 T, which is likely small compared to the
internal field strength of the ordered spins. Hence, it is not surprising that with these field strengths we do
not observe a complete suppression of the vibronic modes, and only discern a small decrease in the vibronic
coupling. Nonetheless, the overall trend in the energy and intensity of the vibronic modes with increasing
field is similar to that with increasing temperature. Hence, despite the large error bars in Fig. 4.13(b), it is
reasonable to conclude that an applied field suppresses the vibronic coupling.
The magnetic field dependence of the Raman spectrum showing the Eg stretching phonon at two dif-
ferent temperatures, one above and one below the Néel transition at TN ≈ 6.2 K, is shown in Figs.4.14(a)-
4.14(b). The Eg phonon exhibits a sensitivity to the applied field only in the magnetically ordered phase.
The Eg phonon energy as a function of magnetic field at various temperatures across TN is summarized in
Fig.4.14(c). Consistent with the field dependence of the vibronic coupling, the 416 cm−1 Eg phonon exhibits
a decrease in energy with increasing field for T < TN, indicating that the associated Ce-O(II) bond lengthens
slightly with increasing magnetic field in the Néel state. These results support the hypothesis that magne-
tostructural changes below TN are responsible for the shortening of the Ce-O(II) bond and the emergence
of vibronic modes in the MD regime of Ce2O3 [22]. In this regard, the emergence of vibronic modes in the
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Figure 4.14: Raman spectrum of stretching Eg phonon as a function of field in (a) magnetic phase, T = 5.1 K
and (b) paramagnetic phase, T = 8.1 K. (c) Summary of Eg phonon energy as a function of magnetic field
at various temperatures. Dotted lines are guide to the eye. Figures taken from [22].
MD phase of Ce2O3 is analogous to the emergence of electromagnons that develop via magnetostriction in
the multiferroic phase of magnetoelectric materials [11, 12].
Additionally, the decrease of the vibronic mode intensities with applied field is consistent with a reduced
modulation of the dielectric response by these modes in the Néel state. Altogether, these field-dependent
results provide evidence that the field-tunable coupling between the CEF and phonon excitations is correlated
with the unusual MD behavior in Ce2O3 below TN, presumably because of enhanced fluctuations of the CEF
levels by phonons [111].
It is worth noting that our measurements do not reveal any evidence for field-induced memory behavior
in Ce2O3. Figure 4.15 shows three distinct Raman spectra measured at 3.7 K in the following sequence - (i)
measured without applying any magnetic field, (ii) measured after applying a magnetic field of 8 T, and (iii)
measured after removing the 8 T field. All the spectral changes induced by field from 0 T to 8 T are fully
recovered when field is reduced from 8 T back to 0 T, suggesting negligible hysteresis effects in Ce2O3.
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Figure 4.15: Raman spectrum of Ce2O3 at 3.7 K measured in the following sequence – (i) blue curve
represents the spectrum measured directly after cooling down from room temperature to 3.7 K; (ii) black
curve represents the spectrum measured after applying a magnetic field of 8 T at 3.7 K (iii) red curve (label
denoted by 0T*) represents the spectrum measured after ramping down the magnetic field from 8 T to 0 T.
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4.4 Summary
The localized f -orbitals in Ce2O3 result in an energetic overlap between the CEF and phonon excitations,
which is favorable for strong electron-phonon (vibronic) coupling. We provide evidence that magnetostruc-
tural changes below TN(≈ 6.2 K) in Ce2O3 lead to a rapid enhancement in the CEF-phonon coupling, which
is manifest in the emergence of two coupled vibronic modes. Our results suggest that the strong interactions
between the CEF electronic and phononic subsystems lead to increased fluctuations of the dielectric response
below TN, which we argue result from increased fluctuations of the CEF levels. The field-tunable energies
and intensities of the vibronic modes suggest that the coupling between the CEF and phonon states—and
consequently the degree to which the dielectric response is modulated by phonons—is reduced with increasing
field. These results suggest a distinctive mechanism that can contribute to magnetodielectricity in rare-earth
materials such as Ce2O3—namely a field-tunable CEF-phonon coupling— which is not expected in TM ox-
ides because of the significantly higher CEF energies associated with d -orbital materials. Additionally, we
show that unconventional magnetodielectric behavior in rare-earth Ce2O3 is associated with the emergence of
hybrid vibronic excitations, which we argue are analogous to the emergent hybrid electromagnon excitations
in the multiferroic phase of TM oxides.
In Raman scattering studies, we primarily probe the zone-center excitations or the higher order excitations
whose wavevectors add up to 0. However, the phonons that can couple to the CEF excitations could lie
anywhere in the Brillouin zone. While we have been able to observe several interesting features in our
measurements, it would be worth investigating the CEF-phonon coupling in other parts of the Brillouin
zone (BZ) through inelastic neutron scattering studies. Moreover, the magnetostriction-induced change we
observe in the energy of the zone-center Eg phonon is only about 1.2% and so there is a good possibility
of observing stronger effects in other parts of the BZ. Computational methods would also be very useful
to identify the microscopic structural changes that might be associated with the magnetic-order-induced
structural changes responsible for the increased CEF-phonon coupling.
4.5 Pressure dependent Raman spectrum of Ce2O3
Application of pressure shrinks the lattice by bringing constituent atoms close together and as a result is
expected to alter the interatomic interactions in the system. Previous studies using density functional theory
(DFT) calculations [112] and room temperature x-ray diffraction measurements [99] examined the effect of
pressure on the lattice parameters in Ce2O3. Lipp et al. [99] showed that the shrinking volume of the
crystal structure in Ce2O3 under pressure is mainly attributed to the compression along the c-axis, in good
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Figure 4.16: Raman spectrum of Ce2O3 at 3.6 K as a function of pressure showing excitations in increasing
order of energy: Eg-bending phonon, ω1 vibronic, A1g bending phonon, two-phonon band, CEF1 and ω2
vibronic excitation. Note that the x-axis scale before and after the break is different.
agreement with the DFT calculations by Qi et al. [112]. Both these studies showed that the change in the
lattice constant c is roughly four to five times higher than the change in the lattice constant a.
To explore the effect of pressure on the low-energy excitations and vibronic coupling in Ce2O3—with the
particular goal of enhancing the vibronic mode coupling with pressure—we performed pressure-dependent
measurements at temperatures above and below TN. The pressure-dependent Raman spectra of Ce2O3
below TN are shown in Figs. 4.16 and 4.18, which reveal noticeable pressure-induced changes in the energies
and intensities of various excitations. The energies of all the excitations in Ce2O3 increase with increasing
pressure. The increasing phonon energies under increasing pressure are consistent with the reducing bond
lengths and the consequent increasing bond strengths between the vibrating atoms. Similarly, the increasing
CEF excitation energies under increasing pressures are consistent with the reducing ion-ligand distances and
the consequent increasing splitting between the CEF levels. Unsurprisingly, the changing phonon and CEF
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Figure 4.17: (a) Summary of the pressure dependence of energies of various excitations below 300 cm−1
in Ce2O3. The open and filled symbols denote measurements on two different samples. Dashed lines are
guide to the eye. (b) The CEF-phonon coupling constant V as a function of pressure. V is extracted using
the energies of vibrnoic and CEF excitations obtained from curve fittings to the Raman spectra at various
pressures. The four symbols in (b) denote calculations of V for four different samples. The fitting errors in
peak positions were used to estimate the error bars in V as per Eq. (4.1).
excitation energies also result in pressure-induced changes in the vibronic mode energies.
Additionally, all the excitations show decreasing intensities and increasing linewidths with increasing
pressure. The increasing linewidths can partly be attributed to the fact that these measurements are
performed on the ceramic samples of Ce2O3, in which there is a high probability that the constituent unit cells
experience slightly different environments from one another. This variability can be further enhanced under
applied pressure. Thus, the inhomogeneity in the system can contribute to the ”inhomogeneous broadening”
of the linewidths of excitations, and it is difficult to identify and separate this contribution from the real
physical homogeneous broadening or self-energy effects. Future measurements on single crystals of Ce2O3
would be useful for interpreting the pressure-dependent intensities of excitations in Ce2O3. Here, we will
not discuss the pressure-dependent intensities of the excitations, but will focus instead only on the pressure
dependence of the various excitation energies.
The pressure-dependent Raman spectra in the magnetic phase of Ce2O3 in the energy range 100 −
300 cm−1 are shown in Fig. 4.16. For pressures greater than approximately 25 kbar, it becomes difficult to
identify the five distinct excitations between 175 − 300 cm−1, namely vibronic ω1, A1g, two-phonon, CEF1
and vibronic ω2. These five peaks together form two broad features at high pressures. Since these features
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are discernible only at low pressures, we fitted the Raman spectra in this range energy only for pressures
below 25 kbar. The pressure dependences of the various excitation energies below 300 cm−1 are summarized
in Fig. 4.17(a), which shows that the two vibronic modes (ω1 and ω2) as well as the CEF1 and phonon-
band excitations exhibit similar rates of increase in their energies with increasing pressure. This observation
suggests that the CEF-phonon vibronic coupling V remains almost constant with increasing pressures at least
up to 25 kbar, as per Eq. (4.1). Using the energies of the vibronic modes and CEF1 excitation extracted from
curve fittings at various pressures in Eq. (4.1), we calculated the CEF-phonon vibronic coupling strength
V as a function of pressure in four different samples in the temperature range 3 − 4 K, as summarized in
Fig. 4.17(b). We find that in this temperature range, the vibronic coupling V ≈ 34.8± 0.5 cm−1, where the
reported error includes the range of V obtained from extrapolating to the ambient pressure values in the
four samples.2 For two of the samples (denoted by circles and stars in Fig. 4.17(b)), this vibronic coupling
increases with pressure (p) at an approximate rate of dVdp ≈ 0.026 ± 0.012 cm
−1/kbar. The errors in these
reported values account for the range dVdp in the two samples. For the other two samples, the error bars in
V are too large to comment on the rate dVdp .
The negligible effect of pressure that we observe on the vibronic coupling in Ce2O3 is similar to a
previous study by Goncharov et al. that examined the effect of pressure on vibronic coupling in the ceramic
and single crystal samples of the CEF-phonon coupled cuprate NdBa2Cu3O7 [113]. The energies of the
two vibronic modes in this material exhibit a similar rate of increase under pressure. The authors showed
that the CEF-phonon coupling V in the single crystals of NdBa2Cu3O7 at ambient pressure is roughly
28 ± 2 cm−1 and increases at a small rate of dVdp = 0.026 ± 0.02 cm
−1/kbar, whereas the ceramic samples
showed V ≈ 27± 2 cm−1 with an even smaller pressure dependence of dVdp = 0.016± 0.02 cm
−1/kbar.
Unlike excitations in the vicinity of the vibronic modes, the peaks corresponding to the higher energy
excitations, i.e. the A1g and Eg stretching phonons and CEF2 excitation, are not convoluted with other
peaks and hence, these excitations are easily identifiable individually even at high pressures, as shown in
Fig. 4.18. In Fig. 4.18(a), there is a small peak at approximately ω ≈ 465 cm−1, which corresponds to
a Raman-active phonon in CeO2 [114, 98]. A brief discussion of why this peak was not observed in the
data shown in the previous sections is given below. The rates of increase of energies with pressure for all
the low-energy excitations we observe in Ce2O3 are summarized in Table 4.4. Also shown in this table
2Performing ambient pressure measurements on the tiny pressure sized samples in the magnetic phase below TN ≈ 6.2 K
was not possible as laser heating in these small samples was enough to drive them to the paramagnetic phase, as confirmed
by vanishing of the vibronic modes and the shift of the CEF1 excitation to lower energies (see Fig. 4.8(a)). Fortunately, the
presence of a pressure transmitting medium during the pressure measurements was helpful in dissipating some of the heat and
allowed for measurements below TN. Therefore, the excitations energies need to be extrapolated to their ambient pressure
values for calculating V at ambient pressure. Additionally, since V is very sensitive to temperature, the slight temperature
variations in the four samples also contribute to the spread of V in the ambient pressure extrapolated values and are included
in the error reported here.
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Figure 4.18: Raman spectrum of Ce2O3 as a function of pressure at 3.6 K showing (a) the A1g-stretching and
Eg-stretching phonons and (b) higher CEF excitation. The peak marked with asterisk (*) in (a) corresponds
to a CeO2 phonon.
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Table 4.4: The ambient pressure energies, the rates of increase of excitation energies with pressure and the
Gruneisen parameters associated with each phonon mode in the magnetic phase of Ce2O3 (at T ≈ 3.5K).
The errors in the third column include the range of slopes obtained in six different samples. Gruneisen
parameters are calculated using bulk modulus of 1110 kbar from [99, 112].
Excitation Energy ω (in cm−1) slope dωdp (in
cm−1
kbar ) Gruneisen parameter γ
Eg bending ph 103.4 0.15± 0.01 1.61
ω1 vibronic 177.35 0.52± 0.07
A1g bending ph 189.9 0.3± 0.03 1.7
two-ph band 194.45 0.55± 0.1
CEF1 233.7 0.5± 0.03
ω2 vibronic 255.75 0.5± 0.04
A1g stretching ph 408.7 0.21± 0.02 0.54
Eg stretching ph 420 0.43± 0.03 1.14
CEF2 807 1.55± 0.02





dp , where B refers to the isothermal bulk modulus. For this calculation, we use B = 1110 kbar from
[99, 112].
Ce2O3 is unstable in air and readily oxidizes to CeO2 in a short period of time. While preparing for
the temperature and magnetic field measurements, the Ce2O3 samples were mounted on a temperature
insert under an inert atmosphere of argon gas and the insert was then loaded in the cryostat, which was
immediately sealed and evacuated. As a result, the air exposure was negligible and we only observed peaks in
the Raman spectrum corresponding to Ce2O3 in all of our data shown in the previous sections. However, the
preparation for pressure measurements is somewhat time consuming and our setup does not allow loading
the sample in the pressure cell under any gas flow.3 This is mainly because our pressure measurements
require very small sized samples (∼ 400µm), which are picked up on a syringe tip and can easily fall off even
with a slight disturbance in the air flow. To minimize air exposure, the samples were loaded in the pressure
cell relatively fast (< 1 hr), but this is enough to at least partly oxidize Ce2O3 to CeO2. Consequently, we
observed a Raman-active phonon expected in CeO2, which corresponds to the weak feature denoted with an
asterisk in Fig. 4.18(a). The intensity from all the excitations in Ce2O3 is still very high compared to the
CeO2 phonon intensity, suggesting that even though our samples begin to oxidize to CeO2, the oxidization
is limited to the surface. Due to a finite penetration depth of the incident laser beam, we are able to observe
a much more intense Raman scattering response from the bulk of the sample, which is still Ce2O3.
The Raman spectrum of Ce2O3 as a function of pressure in the paramagnetic phase (at T = 30 K) is
shown Fig. 4.19. For pressures higher than roughly 20 kbar, the CEF1 excitation peak becomes asymmetric
3A glove box fitted with a microscope would have been ideal for loading the sample in the pressure cell. Although, even
with that benefit, the steps after loading the sample entailing mounting the pressure cell on the pressure insert and preparing
for trapping the pressure transmitting medium will induce some air exposure (∼ 10− 15 mins).
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Figure 4.19: Raman spectrum of Ce2O3 as a function of pressure in the paramagnetic phase at temperature
T ≈ 30 K. Note that the x-axis scale before and after the break is different.
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to the right, which results in poor curve fittings. Hence, we only fitted the Raman spectrum in the energy
range 175−300 cm−1 for pressures below 20 kbar. All other peaks corresponding to the Eg bending phonon,
A1g and Eg stretching phonons, and CEF2 excitation can be fitted well for high pressures too. The energies
of the four phonons and the two CEF excitations obtained from curve fittings to the Raman spectra at two
different temperatures, T ≈ 14 K and 30 K, in the paramagnetic phase of Ce2O3 are summarized in Fig. 4.20.
Also shown for comparison are the pressure-dependent energies in the magnetic phase at T = 3.5 K. None of
the phonons show any changes in the rates of increase of their energies under pressure across the magnetic
transition. The Eg stretching phonon has its energy versus pressure slope shifted down for temperatures
above TN ≈ 6.2 K, as is expected from the magnetostructural effects discussed previously in reference to
Fig. 4.11. The rate of increase of energy of the higher CEF2 excitation with pressure also shows no change
across the magnetic transition. The lower CEF1 excitation seems to have a slightly smaller slope in the
paramagnetic phase compared to the magnetic phase. Although with the error bars in the CEF1 energies,
the difference isn’t significant.
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Figure 4.20: Summary of pressure dependences of energies of the (a) Eg and A1g bending phonons, (b)
A1g and Eg stretching phonons, (c) CEF1 and (d) CEF2 crystal field excitations. The squares denote data
in the magnetic phase at T = 3.5 K, while the circles and triangles denote data at two temperatures in
the paramagnetic phase, T = 13 − 14 K and T = 30 K. The two different colored squares in (c) denote




The complex interplay of interactions among the spin, lattice, orbital and charge degrees of freedom gives
rise to multifunctional phenomena such as magnetodielectricity and multiferroicity. Magnetodielectricity
reflects the sensitivity of the dielectric response in a material to an external magnetic field. In this thesis,
using inelastic light scattering studies we elucidate the distinct microscopic mechanisms that contribute to
the magnetodielectric phenomena in the transition metal oxide CoCr2O4, and the rare-earth oxide Ce2O3.
The magnetodielectric phenomena in several d -electron transition metal based spinels such as Mn3O4,
MnV2O4 and FeV2O4, is associated with a field-induced reorientation of the magnetostructural domains.
Distinct from this domain-reorientation mechanism, our studies suggest that the magnetodielectric phe-
nomenon in the spinel CoCr2O4 is attributable to a field-induced suppression of large spin fluctuations,
which arise because of a low anisotropy field in this material. Our studies show that these spin fluctua-
tions couple strongly to the dielectric response, giving rise to a huge magneto-optical Raman response in
CoCr2O4. By using magnetic field and pressure to suppress the spin fluctuations, we show that the dielectric
response is dramatically reduced, thus clarifying the significance of spin-fluctuations to the magnetodielec-
tricity in CoCr2O4. Additionally, through our field-dependent studies under pressure we demonstrate that
the magnetodielectric response in CoCr2O4 can be controlled with pressure or strain.
Our Raman scattering studies in the rare-earth oxide Ce2O3 reveal a novel mechanism behind magnetodi-
electricity that is associated with a field-tunable coupling between the crystal electric field and vibrational
excitations. Due to the localized character of the f -orbitals, the ion-ligand interactions in the rare-earth
based systems lead to a small crystal field splitting within the f -orbitals, in contrast to the large crystal
field splitting within the more extended d -orbitals in the transition metal based systems. Consequently, the
electronic crystal field excitations in the f -electron systems are lower in energy compared to those in the
d -electron systems and overlap well with the low-energy vibrational excitations of the lattice. In Ce2O3, we
show that this energetic proximity leads to hybrization of the vibrational and electronic crystal field exci-
tations, resulting in the emergence of the coupled vibronic excitations that strongly modulate the dielectric
response in the magnetodielectric regime of Ce2O3. We demonstrate that the modulation of the dielectric
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response by these vibronic excitations is highly sensitive to an external magnetic field, thereby suggesting
a novel contribution to the magnetodielectric phenomenon. Our studies illustrate that analogous to the
emergent hybrid spin-lattice electromagnon excitations in the multiferroic phase of transition metal com-
pounds, the emergent hybrid electron-lattice vibronic excitations charactertize the magnetodielectric phase
of rare-earth compounds. Compared to several other transition metal compounds including CoCr2O4, the
much larger magnetodielectricity in Ce2O3 suggests that the rare-earth systems hold a great potential for
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6.2 Abstracts
6.2.1 Soft Mode Behavior and Evidence for Pressure-Induced Magnetism in
Praseodymium Sesquioxide
The energetic proximity of crystal electric field (CEF) and phonon excitations in rare-earth materials can
lead to strong electron-phonon coupling, exotic behavior, and technologically useful properties. We present
a temperature-, pressure-, and magnetic field-dependent Raman scattering study of Pr2O3 that reveals
evidence for strong phonon-CEF coupling, which is manifest in soft phonon mode behavior and anomalies
associated with CEF excitations. Pressure-dependent measurements provide evidence for a possible pressure-
induced magnetic phase in Pr2O3. These results demonstrate the importance of strong CEF-phonon coupling
in governing the phases and properties of rare-earth materials.
(To be published)
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6.2.2 Temperature and magnetic field dependent Raman study of
electron-phonon interactions in thin films of Bi2Se3 and Bi2Te3
nanoflakes
We have investigated two-dimensional nanostructures of the topological insulators Bi2Se3 and Bi2Te3 by
means of temperature and magnetic field dependent Raman spectroscopy. The surface contribution of our
samples was increased by using thin films of dropcasted nanoflakes with the aim of enhancing their topological
properties. Raman spectroscopy provides a contact-free method to investigate the behavior of topological
properties with temperature and magnetic fields at lower dimensions. The temperature dependent Raman
study reveals anharmonic phonon behavior for Bi2Te3 indicative of a two-phonon relaxation mechanism in
this material. Contrary to this, Bi2Se3 shows clear deviations from a two-phonon anharmonic decay model
at temperatures below 120 K exhibiting a hardening and broadening, especially of the A21g mode. Similarly,
the magnetic field dependent self-energy effects are only observed for the A21g mode of Bi2Se3, showing
a broadening and hardening with increasing field. We interpret our results in terms of corrections to the
phonon self-energy for Bi2Se3 at temperatures below 120 K and magnetic fields above 4 T due to electron-hole
pair excitations associated with the conducting surface states. The phonon renormalization with increasing
magnetic field is explained by a gap opening in the Dirac cone that enables phonon coupling to the changing
electric susceptibility. (Phys. Rev. B 101, 245431 (2020)).
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6.2.3 Isotropic and anisotropic regimes of the field-dependent spin dynamics
in Sr2IrO4: Raman scattering studies
A major focus of experimental interest in Sr2IrO4 has been to clarify how the magnetic excitations of this
strongly spin-orbit coupled system differ from the predictions of an isotropic 2D spin-1/2 Heisenberg model
and to explore the extent to which strong spin-orbit coupling affects the magnetic properties of iridates. Here,
we present a high-resolution inelastic light (Raman) scattering study of the low-energy magnetic excitation
spectrum of Sr2IrO4 and Eu-doped Sr2IrO4 as functions of both temperature and applied magnetic field.
We show that the high-field (H > 1.5 T) in-plane spin dynamics of Sr2IrO4 are isotropic and governed by
the interplay between the applied field and the small in-plane ferromagnetic spin components induced by the
Dzyaloshinskii-Moriya interaction. However, the spin dynamics of Sr2IrO4 at lower fields H < 1.5 T exhibit
important effects associated with interlayer coupling and in-plane anisotropy, including a spin-flop transition
at HC in Sr2IrO4 that occurs either discontinuously or via a continuous rotation of the spins, depending
on the in-plane orientation of the applied field. These results show that in-plane anisotropy and interlayer
coupling effects play important roles in the low-field magnetic and dynamical properties of Sr2IrO4.
(Phys. Rev. B 93, 024405 (2016))
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