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We propose a method of testing the shift between mean vectors of two multivariate
Gaussian random variables in a high-dimensional setting incorporating the possible
dependency and allowing p > n. This method is a combination of two well-known
tests: the Hotelling test and the Simes test. The tests are integrated by sampling several
dimensions at each iteration, testing each using the Hotelling test, and combining their
results using the Simes test. We prove that this procedure is valid asymptotically. This
procedure can be extended to handle non-equal covariance matrices by plugging in the
appropriate extension of the Hotelling test. Using a simulation study, we show that the
proposed test is advantageous over state-of-the-art tests in many scenarios and robust
to violation of the Gaussian assumption.
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1 Introduction
A common problem in statistics is testing the equality of two mean vectors µX ∈ Rp and
µY ∈ Rp based on two independent random samples, Xi i = 1, . . . , nX and Yj j = 1, . . . , nY .
Formally, the hypothesis being tested is
H0 : µX − µY = δ H1 : µX − µY 6= δ. (1.1)
This problem appears in many fields of science, including but not limited to analyzing
EEG data [14], fMRI data [33], Neurobiology [34] and more. At the first stage of the
analysis the interest lies in detecting a difference and not necessarily identifying where this
difference lies. A common approach to test the hypothesis is using the classical Hotelling
T 2 test [16] which assumes that X and Y follow the same multivariate normal distribution
X,Y ∼ N (µ,Σ).
1.1 Hotelling T 2 test
The Hotelling T 2 test statistic is defined as follows:
T 2(X,Y ) = n−p−1(n−2)p · nXnYn (X¯ − Y¯ )′Σˆ−1(X¯ − Y¯ ),
where X¯ and Y¯ are the estimated mean vectors, n = nX + nY and Σˆ = (nX + nY −
2)−1
(∑nX
i=1(Xi − X¯)(Xi − X¯)′ +
∑nY
j=1(Yj − Y¯ )(Yj − Y¯ )′
)
is the pooled covariance matrix
estimator. Under H0, the test statistic follows the Fp,n−1−p distribution, the p-value of the
test is given by 1 − F (T 2(X,Y ))
p,n−1−p, the null hypothesis is rejected for large value of
the test statistic only.
The test is a natural generalization of the one-dimensional t-test. It is invariant under any
non-singular linear transformations and is the uniformly most powerful test among all tests
which share this invariance property [4]. The test cannot be used when p > n, a common
situation in modern scientific research, as the estimated covariance matrix is not of full
rank, and therefore its inverse is undefined. Moreover, even for p < n, as p approaches n,
the power of the test deteriorates [2]. Several approaches have been suggested for testing
1.1 in the p > n setting. Many of them rely on a different method to estimate Σ, which
will guarantee that it would be of full rank.
1.2 Simes test
A very different approach is to rely on the logical fact that µX = µY ⇐⇒ µX,l =
µY,l ∀l, l = 1, . . . , p. This allows us to test each dimension marginally and reject the global-
null hypothesis using a combination test, such as Fisher, Simes, or Stouffer.
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Assuming that X and Y follow the multivariate normal distribution, each one of their
dimensions also follows the normal distribution Xl ∼ N(µXl ,Σl,l) and Yl ∼ N(µYl ,Σl,l).
Under these conditions we can test the marginal hypotheses H0l : µXl − µYl = δl, by
applying the t-test. To complete the procedure, we need to find a test of the global null
hypothesis, H0 =
p⋂
l=1
H0l . Since the tests are dependent, a good candidate is the Simes test
[28], which does not rely on the assumption of independence.
The Simes test, is a test of the global null, making use of the p-values, p, which in our
context, the p-values are acquired by marginally testing each dimension. The p-values are
sorted, p(1) ≤ p(2) ≤ · · · ≤ p(p), and the test statistic is
Simes(p) = min
l
p(l)
p
l
l ∈ 1, . . . , p.
Under the null hypothesis, if the test statistics are independent then Simes(p) ∼ U [0, 1]
[28]. While the Simes test offers a method to test the global-null, it ignores the covariance
structure as each dimension is tested marginally. We suggest combining the Hotelling and
Simes tests to construct a new test for the hypothesis of the two sample mean equality in
the p > n dependent setting.
The rest of the paper is organized as follows: In Section 2 we propose the test, in Section 3,
default test parameters values are suggested. In Section 4 we extend the test by removing
the equal covariance assumption and the normality assumption using a permutation test
based on the suggested test. In Section 5 we present the results of the simulation study
comparing our suggested test with existing alternatives, and finally in Section 6 we apply
the suggested test to two real-data examples.
2 The proposed test
In order to reject the null hypothesis presented in Eq. 1.1, it is enough to reject any
marginal hypothesis H0,l : µX∗l −µY ∗l = δ∗l . However, we need not limit ourselves to a single
marginal hypothesis as we can test different subset of hypotheses,
⋂
l∈S
H0,l, S ⊂ {1, · · · , p}.
Any subset of hypotheses rejected indicates that the global null hypothesis should also be
rejected.
Utilizing this idea, define M to be the group of all possible m subset of dimensions, |M | =(
p
m
)
. At each iteration we sample Sm ∈M, |S| = m dimensions, and conduct the Hotelling
T 2 test of the null hypothesis µ1,Sm = µ2,Sm . Repeat the process B times and combine the
B resulting p-values from the random Hotelling statistics using the Simes test and compute
psimes, then test at level α. Algorithmically the test procedure is
3
Algorithm 1 Suggested procedure
p← ∅
for i = 1 to B do
S ← sample(p,m)
p← p ∪
(
1−
(
F
(
T 2(XSm , YSm)
)
n,n−1−m
))
end for
psimes ← Simes(p)
return psimes
Each Hotelling test under the intersection hypothesis (µY = µX) yields a uniformly dis-
tributed p-value at step 2. We denoted the test as SHm,B(X,Y ), for Simes-Hotelling. One
of the reasons to use the Simes test, is that it remains valid under various dependency
structures of the test statistics. In particular, the Simes test has been proven to be con-
servative if the positive regression dependency on subset (PRDS) property between the
test statistics holds [3]. This is type of dependency likely to arise when two samples of
dimensions overlap.
Property 2.1 (PRDS). For any increasing set D, and for each i ∈ I0, P (X ∈ D,Xi = x)
is non-decreasing in x.
Unfortunately, even if X is PRDS, |X| is not necessarily PRDS, and therefore does not
assure the validity of Simes for p-values stemming from two-sided tests. For p-values origi-
nating from two-sided Gaussian tests, if X is multivariate total positivity of order 2 (MTP2),
or if it is so after changing the sign of some of the Xi-s, then so is |X|, thereby implying
the validity of the Simes test [17], [26].
Property 2.2 (MTP2). X is MTP2 if for all x and y,
f(x)f(y) ≤ f(min(x,y))f(max(x,y)), (2.1)
where f is the joint density, and the minimum and maximum are evaluated component-wise.
Even for pairwise dependency structure which is neither MTP2 nor PRDS [35] gave strong
theoretical support for its validity. These are known theoretical results establishing the
validity of Simes test for X ∼ N(0,Σ). Still, PRDS is not a necessary condition for the
validity of Simes test: the case of t-tests derived from PRDS normal distribution scaled by
the same independent estimator S ∼ χ2 is not PRDS yet the Benjamini-Hochberg (BH)
procedure and the Simes test are valid for a significance level less than 0.5. Evidence of the
conservatism of the Simes test based on two-sided p-values under general dependency for
Gaussian distribution have accumulated since then. This is based on numerous reported
simulation studies, see [32], [19], [24], [21], as well as unreported ones. Even though the
global bound of α(1 + 1/2 + ... + 1/p) on the level of Simes test for any joint distribution
has been shown to be attainable [3], a counter example based on Gaussian distributed
test statistics has not been found. The distribution for which the bound is attained is
far from being Gaussian, not being ellipsoidal or even unimodal. Hence Simes test is
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widely considered valid for two-sided tests based on Gaussian or t-distributions under any
dependency.
We show that the covariance between pairs of T 2 Hotelling statistics is asymptotically
positive and they are asymptotically distributed as multivariate Gaussian. Since positively
correlated multivariate Gaussian hold the PRDS property this ensures the validity of the
Simes test. For further details see the supplementary material.
Theorem 2.1. If X ∼ N(µ,Σp), then lim
n,p→∞P (SHm,B(X) ≤ α) ≤ α for ξn =
m
n , limn→∞ ξn =
ξ ∈ (0, 1).
The theorem is stated using a single sample, X, but can easily be extended to accommo-
date two-samples. We support the validity of the procedure for finite sample sizes in the
Simulation section. The proposed test has certain advantages over the classic Hotelling
test, as it is applicable when p > n, and it allows to inspect smaller subsets of the dimen-
sions. It also has advantages over the marginal Simes procedure, it combines a number of
weak signals potentially improving the power and incorporates information regarding the
covariance structure. In some sense the procedure is like that suggested by Thulin [31],
where the sampled Hotelling statistics are averaged, and the computation of p-value relies
on permutations. The suggested procedure does not rely on permutation for the compu-
tations and therefore enjoys a lower computational burden. It remains to determine the
values of parameter B and m, which will be done in the next section.
3 Considerations for choosing m and B in SHm,B
We follow the result of [23], and set m = n2 . Since the proof of the property underlying
their recommendation is asymptotic, we will also consider another option in our simulations
study.
For a given parameter m there are as many as
(
p
m
)
different dimension subsets of size m.
Even for small m and p the number of all possible samples is too large to consider each any
every possibility. Therefore, we must find a suitable value for the number of samples, B,
to be taken. Note that if we happen to sample the same set of dimensions twice the Simes
test does not lose power even though the number of tests increases because of its step-up
nature. We would like to ensure that each dimension will be chosen at least once, as to
avoid situations where only null hypothesis dimensions are captured by the sampling, which
could lead to a loss of power (see Fig. 1). For computational reason we would like to use
smaller B. Finding the number of samples needed to cover all the dimensions is known as
the Coupon Collector Problem, and for choosing one dimensions at each time the expected
number K of samples needed to ensure it,
E(K) = p log p+ 1/2 + γp, (3.1)
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where γ is the Mascheroni-Euler constant. For selecting more than one dimensions at each
sample see [30], the above equation can be viewed as an upper bound for the expected
number of draws when selecting more than one dimension. Setting B = p log p seems to
satisfy the condition of ensuring the selection of all dimensions with high probability.
The power increases by sampling the dimensions rather than conducting a single Simes test
over all dimensions. Suppose that the proportion of dimensions with no signal µi,1−µi,2 = 0
is β. If testing is conducted marginally (t-test followed by Simes) there are β∗p test statistics
distributed according to the null distribution. By sampling each time m dimensions and
combining them using T 2 Hotelling, the proportion of T 2 statistics that are from the null
distribution is (
βp
m
)(
p
m
) = βp . . . (βp−m+ 1)
p . . . (p−m+ 1) < β
m. (3.2)
The gain from the sampling mechanism is not only by allowing the incorporation of data
regarding the covariance matrix, but also by reducing the ratio of null to non-null test
statistics. The parameter m can be viewed as controlling the trade-off between including
data regarding the covariance matrix and the averaging of effects. If m = 1 the procedure
would correspond to the marginal testing of components and will include no data regarding
the covariance matrix, and for m = p the procedure would correspond to the standard T 2
Hotelling test.
The test seems to lose power for all values of m when B is small, for larger values of B
it seems to have little effect (see Figure 1, the difference between B = 10 to B = 100
is large, yet the the difference between B = 1000 and B = 10, 000 is almost negligible).
While m = n2 = 50, is the suggested value, it is not consistently the best option. The
optimal m is dependent both on ρ, and on #(||µX ||0 6=0)p . When signal is spread across more
dimensions, it is better to select a larger value for m, but if the signal is centered only on a
few dimensions it seems that a smaller value of m should be considered. Usually, this type
of information is not known, and it seems that m = n2 is a good compromise, having good
power for most scenarios. Further theoretical justification for the value is given in Section
”Choosing sample size m in the supplementary material”.
4 Extensions
4.1 Non equal covariance matrices
The testing of Gaussian means when the variances are not equal, also known as the Behrens-
Fisher problem, has been of interest from the early age of Statistics. The natural statistic
in one dimension is
t∗ =
X¯ − Y¯√
σˆ2X
nX
+
σˆ2Y
nY
6
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Figure 1: Comparison of various choices for m and B. Data is simulated from multivariate
Gaussian the covariance matrix Σi,j = ρ
|i−j|, i, j = {1, . . . , 300}, nX = nY = 50, p = 300
and µy = 0. The normalized Euclidean distance
||µX−µY ||22
nX+nY
= 5 The x-axis is the number
of non-null hypotheses #(||µX ||0 6=0)p , the y-axis is the power, the rows correspond to various
ρ values, the columns to the number of samples taken B, and the colors to sample sizes,
m. The number of iterations is 1000, and the maximum standard deviation is 0.016
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The common solution is approximating t∗ using the t-distribution and using the Welch
method to evaluate the degree of freedom. The corresponding statistic in high dimensions
would be:
T 2∗ = (X¯ − Y¯ )′
(
ΣˆX
nX
+
ΣˆY
nY
)−1
(X¯ − Y¯ ),
To find its distribution we use the approximation by [20]
vp
v − p− 1T
2∗ ∼ F (p, v − p− 1),
where the degree of freedom v is calculated as follows
v =
p+ p2
(1/n1)
{
tr
[
(s˜X s˜−1)2
]
+
[
tr(s˜X s˜−1)
]2}
+ (1/n2)
{
tr
[
(s˜Y s˜−1)2
]
+ [tr(s˜Y s˜−1)]2
} ,
and s˜X = (nX − 1)−1ΣˆX (or Y accordingly) and s˜ = s˜X + s˜Y . This suggestion was
shown to have the best power out of the invariant methods. It can be easily integrated
into our proposed test, using T 2∗ instead of the usual Hotelling statistic for the sampled
dimensions. Note, that Result 2.1 still holds as the only thing changed is the number of
degrees of freedom. We assess the performance of the procedure and then compare the
performance of three other methods in a simulation study (see Section 5.3).
4.2 Extension to non-Gaussian distributions
In order to overcome the reliance of the suggested test on the Gaussianity assumption,
we can conduct a permutation test of the same statistic, resulting with a distribution free
test. The only assumption needed is that the two samples are interchangeable. Under the
global null there is no difference between the two groups, the two distributions are equal,
so observations in the two groups are interchangeable. Notice, that the non-parametric
extension of the procedure no longer test for equality of the mean vector but the equality
of the distributions, H0 : FX = FY H1 : FX 6= FY .
The permutation test is the following, for each sample Sim obtain the Hotelling T
2 statistics,
for each such sample shuffle the labels L times, and obtain the permutation p-value, for
each shuffle and sample. Now use function G to combine p-values for each permutation
resulting in a single vector of p-values. From there compare the shuffled p-values to the
original to obtain the final p-value. Algorithmically the permutation test is the following
After obtaining the B p-values for all the subsets, one can either combine them using
any valid test (Bonferroni, the brave scientist may still use Simes), or use any function
coupled with a permutation test. This method is similar to the method suggested by
[31] and shares the disadvantage of being computationally expensive. A small study of
additional non-parametric tests and their comparison to the suggested test can be found in
the supplementary material.
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Algorithm 2 Extension of suggested procedure to permutation tests
for i = 1 to B do
Sim ← sample(p,m)
Ti,0 ← T 2(XSim , YSim)
for j = 1 to L do
X∗, Y ∗ ← shuffle(X,Y )
Ti,j ← T 2
(
X∗
Sim
, Y ∗
Sim
)
end for
end for
for j = 0 to L do
for i = 1 to B do
Pi,j ← Σ
L
k=0I(Ti,j≥Ti,k)
L+1
end for
pj ← G(P .,j)
end for
ppermute ← Σ
L
k=0I
(
p0≥pk)
)
L+1
return ppermute
5 Simulations
A simulation study was conducted in order to evaluate the suggested test in terms of Type
I error and power in comparison to other tests. The other tests considered rely on various
approaches, regularization based methods [29] (SD), [8] (CQ), that are similar to Hotelling
T 2 but the estimate of Σ−1 is replaced by a matrix which can be inverted, and thereby allow
for the calculation of the test statistic. Their main drawback is the loss of power when the
covariance structure is not negligible [23]. The random projection type tests such as [23]
(Lopes) and the non-parametric test suggested by Thulin [31], where the data are projected
into a smaller sub-space, thus allowing the calculation of Hotelling-like test statistic. The
suggested method falls under this category (using Simes instead of permutation tests). A
test based on the supremum of the standardized differences between the observed mean
vectors [7] (CLX). Another test is based on the smoothed t-test statistics [12] (GCT). More
information regarding the tests can be found in the supplementary material. The simulation
section is split into two subsections each dedicated to a different type of tests: subsection
5.2, Parametric tests, and subsection 5.3 covers tests which do not require the equal covari-
ance assumption. The section regarding the performance of the non-parametric tests can be
found in the supplementary material 5.2. In this section we present the most interesting re-
sults, the full comprehensive tables and figures can be found in the supplementary material.
The simulation code can be accessed in github.com/.../Simulations-Simes-Hotelling.
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5.1 Simulations parameters
Since the goal is to evaluate the tests over a wide array of scenarios, we varied multiple
parameters of the data generation.
1. The number of observations: nX = nY = 20, 50, 100.
2. The number of dimensions, p: For the equal and non-equal covariance matrix samples,
p = 600, for the non-parametric simulation p = 300.
3. The sparsity, ||µX−µY ||0p , varied between 1− β = 0.01, 0.05, 0.15.
We considered 4 different types of covariance matrices.
1. An auto regression (AR) matrix, that is Σ = (σij), σij = ρ
|i−j|, 1 ≤ i, j ≤ p,
ρ = 0.3, 0.5, 0.75, 0.95.
2. The block covariance matrix, where we varied the in block correlation ρ = 0.5, 0.65, 0.8,
and the size of each block 20, 50, 100.
3. Model 7 presented in [7], Σ∗ = (σ∗i,j) where σ
∗
i,i = 1 and for i 6= j σ∗i,j = 0.5 ∗ |i −
j|−5, Σ = D1/2Σ∗D1/2. D is a diagonal matrix with di,i sampled from a Uniform
distribution U [1, 3].
4. Equally correlated covariance matrix , Σ = (σij), σij = ρ 1 ≤ i 6= j ≤ p, σii = 1.
ρ = 0.1, 0.3, 0.5.
The above list of covariance matrices represents scenario used in other matrices, as well as
covariance structures that resembles those encountered in practice. To simulate the signal,
we kept µY = 0, and vary µX . µX is divided into 6 sub-vectors, 1 sub-vector of size (βp),
whose entries are 0. The rest of the sub-vectors have a size of (1−β)p5 where each sub-vector
elements are i5L. To find L we determine ||µX ||22, and solve
||µX ||22 =
(1− β)p
5
5∑
i=1
(
i ∗ L
5
)2
,
for L. The norm ||µX ||22 is chosen to set a specific signal to noise ratio, allowing us to
compare different scenarios results. The non-zero entries are determined at random. We
followed a full factorial design observations × 1-β × dependency structure. All tests are
evaluated at level α = 0.05.
5.2 Simulations - parametric tests
The parametric tests that were chosen for comparison are SD 3.1.2, CQ 3.1.3, Lopes 3.1.4,
GCT 3.1.5, CLX 3.1.6 and the suggested test (SH) with number of dimensions sampled at
each iteration m ∈ {n2 , n4 }. We kept the number of samples constant at B = p ∗ log(p),
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n1 = n2 ρ SD CQ Lopes Simes GCT CLX KNN SHn
2
SHn
4
20
0.3 0.034 0.051 0.051 0.066 0.077 0.19 0.114 0.054 0.051
0.45 0.034 0.056 0.052 0.048 0.074 0.178 0.113 0.045 0.046
0.6 0.035 0.057 0.052 0.049 0.074 0.19 0.119 0.052 0.056
0.75 0.029 0.047 0.07 0.05 0.077 0.188 0.111 0.049 0.044
0.95 0.019 0.05 0.046 0.03 0.164 0.15 0.124 0.054 0.032
50
0.3 0.046 0.06 0.046 0.049 0.065 0.08 0.101 0.051 0.05
0.45 0.044 0.061 0.047 0.043 0.068 0.1 0.1 0.048 0.052
0.6 0.041 0.053 0.041 0.045 0.064 0.057 0.095 0.044 0.047
0.75 0.034 0.056 0.047 0.043 0.077 0.093 0.103 0.052 0.038
0.95 0.034 0.074 0.043 0.024 0.191 0.137 0.12 0.042 0.028
100
0.3 0.043 0.049 0.046 0.046 0.056 0.072 0.094 0.04 0.04
0.45 0.04 0.05 0.036 0.048 0.056 0.054 0.098 0.045 0.028
0.6 0.04 0.053 0.048 0.06 0.068 0.031 0.087 0.042 0.042
0.75 0.043 0.054 0.045 0.045 0.075 0.095 0.092 0.043 0.031
0.95 0.029 0.067 0.052 0.025 0.178 0.099 0.113 0.036 0.029
Table 1: Parametric tests, type I error rates for the AR covariance matrix scenario for each
of the methods. ρ is the correlation parameter. The number of iterations is 1000, and the
conservative s.e of the simulation is 0.016.
so we shall simply denote the test as SHm. The implementation of GCT and CLX used
can be found in the R package highD2pop [11], and the implementation of SD, CQ in the
R package highmean [22]. Across all simulations the number of repetitions is 1,000, such
that the conservative deviation of the estimated power and Type I error is 0.015. All tests
are conducted on the same simulated data. Throughout the simulation ||µX − µY ||22 =
2.5
√
40
n1+n2
to allow us to compare between the rest of the simulations shown.
5.2.1 Type I Error Comparison
Here we describe our main finding with some of the supporting evidence. The complete
results of the Type I error are presented in the supplementary material.
Across the various scenarios it can be seen that both SH variants keep the required error
rate. As the correlation structure is stronger (Table 2 and Table 1), the Simes and SD
tests are becoming more conservative. CQ test has a slightly elevated error rates (> 0.05)
under all the covariance structures. It seems that a GCT, and CLX fail to keep type
I error, especially when the covariance between the dimensions decays slowly (Table 2).
CLX performance was worst for the block covariance structure, due to the difficulty in
estimating the covariance matrix. The covariance matrix was estimated using the adaptive
threshold estimator, indeed, it can be expected that for sparse covariance matrices using
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the CLIME would have yielded better performance. The type I error of the GCT test holds
asymptotically as p → ∞ and should have therefore performed better for larger p. KNN
also does not seem to keep the type I error, this is possibly due to the asymptotic nature
of the test. It can be expected to perform better when n→∞. Due to these results, GCT,
KNN and CLX tests were omitted from the rest of the simulations study.
5.2.2 Power comparison - parametric tests
We compare the power curves of the different tests in different scenarios. The power of
the global null tests is affected by the sparsity of the signal, the covariance structure and
number of observations. Considering the covariance structure can change the sparsity of
the problem: if a signal is sparse in the original dimensions considered, it could be dense
when considering it across the principle components. As can be seen in Lemma 1.2, in the
supplementary material, Hotelling’s test sums the signal across the principal components,
increasing the power of tests that take into consideration the covariance structure in certain
situations.
As seen in Figure 2 the SH variants and Lopes tests are the only tests that do not lose
power as the correlation increases as evident by their increasing power curves across the
x-axis in each of the plot. This is an example of the difference between tests which utilize
the sum of signal across the principle components versus tests such as SD and CQ that
mainly rely on summing the signal across the original dimensions. It is also worth noting
that in the sparse case the Simes procedure performs well as expected.
In Figure 3a, we see the power curves of the tests under a milder covariance structure,
where the block size of equally correlated dimensions size is 20, rather than 100. One of the
downsides of the SH procedure becomes apparent: if the number of observations is small
then the number of dimensions sampled at each iteration is also small, which makes it
harder for the test to detect a signal that is dense. This can be seen in the downward trend
of the SH power curves across the columns of the figure. Notice that the trend decreases as
the number of observations increases. This is unlike the rest of the tests such as the CQ,
SD and Lopes which power does not change as a result of changes in the number of false
null hypotheses. It is important to mention that the Simes test is better than all other
tests except for SH in the sparse setting (1−β = 0.01). Still, the SH variants dominate the
other tests except for the instance where there the signal is dense (1 − β = 0.15) and the
number of observations is small (nX = nY = 20).
Figure 3b displays the results of the least favorable scenario for the SH variants, the signal
is relatively dense (1 − β = 0.15) and the covariance structure is close to independence
(ρ = 0.3 with exponential decay). Indeed, the power of the SH and Lopes tests is lower
than the power of SD and CQ. However when the number of observations or ρ increases,
so that either more dimensions are sampled or there is more signal across the principle
components, the SH tests becomes more competitive, as can be seen in the power curves
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n1 = n2 Block Size ρ SD CQ Lopes Simes CLX KNN SHn
2
SHn
4
20
20
0.5 0.033 0.055 0.050 0.032 0.193 0.116 0.048 0.049
0.65 0.029 0.056 0.050 0.033 0.204 0.109 0.059 0.031
0.8 0.024 0.056 0.046 0.023 0.228 0.118 0.048 0.034
50
0.5 0.024 0.059 0.045 0.044 0.241 0.128 0.044 0.042
0.65 0.017 0.057 0.037 0.029 0.251 0.122 0.035 0.030
0.8 0.010 0.059 0.047 0.025 0.305 0.121 0.052 0.024
100
0.5 0.029 0.070 0.049 0.052 0.288 0.142 0.046 0.040
0.65 0.021 0.069 0.040 0.030 0.318 0.143 0.049 0.031
0.8 0.012 0.072 0.030 0.021 0.431 0.133 0.053 0.039
50
20
0.5 0.028 0.060 0.049 0.045 0.295 0.126 0.042 0.051
0.65 0.027 0.062 0.035 0.026 0.290 0.119 0.047 0.041
0.8 0.023 0.067 0.051 0.031 0.593 0.109 0.035 0.033
50
0.5 0.038 0.069 0.044 0.058 0.537 0.123 0.051 0.046
0.65 0.030 0.068 0.055 0.029 0.546 0.116 0.046 0.038
0.8 0.019 0.070 0.041 0.029 1.000 0.112 0.048 0.035
100
0.5 0.017 0.064 0.054 0.041 0.757 0.098 0.045 0.046
0.65 0.014 0.069 0.058 0.032 0.878 0.098 0.038 0.044
0.8 0.010 0.065 0.055 0.022 1.000 0.101 0.052 0.047
100
20
0.5 0.049 0.067 0.046 0.051 0.164 0.111 0.054 0.035
0.65 0.039 0.059 0.066 0.039 0.240 0.107 0.044 0.046
0.8 0.033 0.060 0.045 0.039 0.242 0.100 0.042 0.024
50
0.5 0.032 0.064 0.049 0.047 0.373 0.103 0.034 0.049
0.65 0.023 0.069 0.049 0.034 0.828 0.109 0.042 0.038
0.8 0.017 0.068 0.053 0.022 0.842 0.106 0.045 0.031
100
0.5 0.025 0.070 0.051 0.045 0.833 0.106 0.040 0.039
0.65 0.011 0.070 0.052 0.023 1.000 0.100 0.054 0.037
0.8 0.006 0.069 0.048 0.014 1.000 0.100 0.045 0.041
Table 2: Parametric tests, type I error rates for the block covariance matrix. ρ is in block
correlation, GCT was removed as the test assumptions do not hold in the scenario. The
number of iterations is 1000, and the conservative s.e of the simulation is 0.016.
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Figure 2: Parametric tests power comparison, block covariance matrix, block size is 100.
Rows indicate number of observations (n1 = n2), the columns indicate 1−β, the proportion
of dimensions where δ 6= 0. The number of iterations is 1000, and the conservative s.e of
the simulation is 0.016.
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Figure 3: Parametric tests power comparison, (a) block covariance matrix, block size is 20
and (b) AR covariance matrix. The x-axis is the covariance parameter and the y-axis is
power. The number of iterations is 1000, and the conservative s.e of the simulation is 0.016.
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n1 = n2 SD CQ Lopes Simes SHn/2 SHn/4
20 0.022 0.066 0.063 0.124 0.383 0.371
50 0.009 0.089 0.108 0.072 0.439 0.456
100 0.008 0.090 0.131 0.060 0.551 0.551
Table 3: A-la Princeton simulation study results, finite sample min-min results.
trend upwards across rows and the x-axis. Overall, it seems that each test has its preferable
scenarios: for the Simes test it is a strong and sparse signal across independent dimensions,
for the CQ and SD it is when the signal is spread across independent dimensions, and for the
Lopes test it is when the signal is dense and spread across strongly dependent dimensions.
A way to encompass the comparisons across all scenarios jointly is presented next.
5.2.3 Min-min power comparison (A-la Princeton)
The SH test dominates in some scenarios but even in its least favorable scenarios retains a
reasonable amount of power. It performs best when the dimensions are strongly correlated
with a sparse signal, but even when the correlation is weak, if the number of observations,
n, is large enough for m = n2 to capture most of the signal, it returns decent results.
This performance can be quantified by using empirical min-min criterion (A-la Princeton
simulation study),
SM = min
cj∈C
 Power(Mi, cj)
max
Ml
Power(Ml, cj)
 , (5.1)
cj being a scenario, M ∈ {SD, CQ, SH, Lopes, Simes}. The score indicates how well a test
performs relative to the best among the compared tests under its least favorable condition.
SM is calculated separately for each n1 = n2 = 20, 50, 100, the number of observations,
which is a known parameter of the problem when testing the global null.
In the equal-correlated covariance structure (4) the correlation between the dimensions
is high and the SH test variants have very high power. We therefore removed the equal
correlation case from the following simulation. The SH variants dominate the other tests.
This is because most of the tests specialize in a certain kind of signal, while the SH test
power is not always the highest, it does not plummet in any scenario.
5.3 Simulation - non-equal covariance matrices
In this section we study the SH variant for the non-equal covariance matrices and compare
its power to that of the other available tests. The simulation is conducted as in 5.2, but
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with X1 ∼ N(µ1, 2 ∗ Σ) and X2 ∼ N(µ2,Σ). We first assess the type I error for the tests
that controlled the type I error in the equal covariance simulation, namely, SD, CQ, Simes
(with Welch t-test), SHn
2
and SHn
4
, and then continue to compare their power.
5.3.1 Type I error comparison
n1 = n2 ρ SD CQ Simes SHn
2
SHn
4
20
0.3 0.001 0.061 0.048 0.035 0.015
0.45 0.006 0.061 0.047 0.021 0.03
0.6 0.005 0.056 0.043 0.028 0.025
0.75 0.015 0.049 0.049 0.037 0.03
0.95 0.018 0.062 0.027 0.023 0.021
50
0.3 0.014 0.06 0.049 0.046 0.044
0.45 0.023 0.061 0.046 0.045 0.046
0.6 0.027 0.06 0.041 0.046 0.04
0.75 0.029 0.062 0.052 0.048 0.024
0.95 0.03 0.071 0.029 0.039 0.023
100
0.3 0.032 0.05 0.045 0.061 0.045
0.45 0.028 0.05 0.052 0.051 0.041
0.6 0.027 0.051 0.058 0.058 0.044
0.75 0.037 0.058 0.048 0.047 0.029
0.95 0.032 0.073 0.03 0.047 0.032
Table 4: Non-equal covariance matrix tests, type I error rates for the AR covariance ma-
trix scenario. ρ is in correlation parameter. The number of iterations is 1000, and the
conservative s.e of the simulation is 0.016.
The type I error is kept by all tests in all of the scenarios. The type I error rates indicate
that the tests are slightly more conservative compared to 5.2.2 for small ρ and n1 = n2.
We are left to assess the tests power of in the different scenarios.
5.3.2 Power Comparison
The signal was generated by ensuring that ||µ1 − µ2||22 = 2.5
√
40
n1+n2
. This results in a
smaller signal to noise ratio than in the parametric simulations tests (as the covariance
matrix Σ2 was inflated).
As can be expected, the power of the procedure is lower because only n1 or n2 observations
are available to estimate each covariance matrix rather than the n1 +n2 in the equal covari-
ance case, with the implication on the degrees of freedom of the test statistic distribution.
The difference between the compared tests is similar to the differences in the parametric
17
n1 = n2 Block Size ρ SD CQ Simes SHn
2
SHn
4
20
20
0.5 0.025 0.057 0.048 0.029 0.031
0.65 0.021 0.054 0.029 0.019 0.029
0.8 0.019 0.052 0.025 0.025 0.012
50
0.5 0.02 0.058 0.043 0.015 0.015
0.65 0.017 0.061 0.032 0.019 0.015
0.8 0.01 0.058 0.021 0.022 0.015
100
0.5 0.027 0.07 0.034 0.025 0.023
0.65 0.022 0.073 0.033 0.025 0.023
0.8 0.018 0.07 0.018 0.03 0.024
50
20
0.5 0.027 0.058 0.047 0.044 0.029
0.65 0.026 0.063 0.039 0.055 0.03
0.8 0.024 0.066 0.022 0.035 0.023
50
0.5 0.036 0.077 0.044 0.046 0.038
0.65 0.025 0.076 0.034 0.052 0.036
0.8 0.018 0.074 0.024 0.052 0.022
100
0.5 0.021 0.066 0.036 0.042 0.037
0.65 0.013 0.066 0.028 0.048 0.037
0.8 0.007 0.066 0.022 0.05 0.024
100
20
0.5 0.04 0.067 0.048 0.057 0.037
0.65 0.038 0.07 0.036 0.068 0.036
0.8 0.03 0.07 0.031 0.063 0.033
50
0.5 0.034 0.072 0.054 0.063 0.05
0.65 0.028 0.073 0.036 0.066 0.039
0.8 0.021 0.073 0.024 0.057 0.033
100
0.5 0.027 0.07 0.035 0.066 0.038
0.65 0.013 0.069 0.031 0.074 0.044
0.8 0.007 0.069 0.015 0.061 0.041
Table 5: Non-equal covariance matrix tests type I error rates for the block covariance matrix
scenario. ρ is the in block covariance. The number of iterations is 1000, and the conservative
s.e of the simulation is 0.016.
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Figure 4: Non-equal covariance tests power comparison, AR covariance matrix (Σ1 = 2∗Σ2).
The number of iterations is 1000, and the conservative s.e of the simulation is 0.016.
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setting, as evident by the power curves in Figure 4 intersecting roughly in the same points
as in Figure 3b.
5.3.3 Min - min Power Comparison (A-la Princeton)
Evaluating the min-min performance of the tests, after removing again, the equally corre-
lated covariance scenario (4).
n1 = n2 SD CQ Simes SHn/2 SHn/4
20 0.031 0.078 0.146 0.234 0.235
50 0.009 0.080 0.074 0.404 0.401
100 0.007 0.083 0.035 0.512 0.468
Table 6: A-la Princeton simulation study results for the non-equal covariance tests, finite
sample min-min results.
The results are similar to those seen in the equal covariance case. The SH loses power in
certain scenarios, but even in the least favorable scenario its power does not deteriorate
much unlike the other tests.
6 Real data examples
The proposed combination of Simes and Hotelling tests (SH) was also applied to real data,
found in previous papers. We show that it performs as well as other tests, in terms of
getting low p-values while enjoying full guarantee of type I error.
6.1 Colon cancer data
Alon et al. [1] compared the expression level of 2000 genes between 22 normal colon
tissues and 40 tumor colon tissues. Same example was used in [29] the data is available
at (http://genomics-pubs.princeton.edu/oncology/affydata/index.html) and was
taken from [1].
Tests SD CQ Lopes Simes SHn/2 SHn/4
P-value 0.27 1.03 ∗ 10−7 9.89 ∗ 10−3 7.43 ∗ 10−5 8.47 ∗ 10−4 1.07 ∗ 10−4
Table 7: The resulting p-values for the tests of the gene expression levels (the random tests
SH and Lopes test were repeated ten times and averaged to lower variance)
All tests except for SD reject the null hypothesis. CQ seems to be the most sensitive but
recall that it fails to control the type I error.
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6.2 Mitochondrial calcium concentration
The next data set was used in [12] and was taken from [25]. The researcher tracked the Cal-
cium count level every ten second during the hour, after administrating a dose of Cariporide.
They repeated the experiment twice, once for intact cells, and once for permeabilized mem-
branes. The pre-processing here was conducted in the same way as in [12]. We used the
non-equal covariance matrix variant of the test.
Tests GCT CQ Simes SHn/2 SHn/4
P-value 1.7 ∗ 10−6 3.33 ∗ 10−16 1.06 ∗ 10−4 3.06 ∗ 10−10 10−16
Table 8: The resulting p-values for the tests of the Calcium count levels for intact cells (SH
was repeated ten times and averaged to lower variance)
Again, all tests reject the null hypothesis.
Conclusions
The suggested test seems to be powerful when there is strong correlation between dimen-
sions. This is because the Mahalanobis distance between µX and µY can be bigger than
the Euclidean distance in such a scenario.
Example 6.1. Suppose X ∼ N(µ,Σ) where Σ =
(
σ22 −ρσ1σ2
−ρσ1σ2 σ21
)
, Σ is known.
Then E(nX¯Σ−1X¯ ′) = 2 + n(σ
2
2µ
2
1+σ
2
1µ
2
2−2ρσ1σ2µ1µ2)
σ21σ
2
2(1−ρ2)
. Taking σ1 = σ2 = 1,µ = (2, 0), ρ =
0.5, n = 1, the expected Mahalanobis distance is 7.333, while the expected Euclidean dis-
tance E(nX¯IX¯ ′) = 6.
We can see that dimensions which do not contain any signal influence the Mahalanobis
distance between the mean vectors. When sampling dimensions we obtain various estimates
to the Mahalanobis distance between parts of the mean vector. This is beneficial since the
Simes test is powerful for a single strong effect but retains its power for many moderate
effects.
To conclude, we have suggested a two-sample test for detecting a shift between the mean
vectors of two multivariate normal distributions, by combining the Simes test and the
Hotelling T 2 test. While the Hotelling T 2 test cannot be used when p > n, and the
Simes test does not take dependency into account, combining them resolves both issues.
The procedure is different from other tests in two important ways: (i) It allows for the
incorporation of the covariance matrix, as seen in the simulation in the scenarios where the
dimensions are correlated; (ii) The procedure is relatively computationally efficient, as it
does not require conducting permutations to obtain a p-value. The test retains power across
widely different scenarios, as can be seen in the min-min simulations. While many tests
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have a preferred scenario, the suggested test works well in most of them, often achieving
the highest or second highest power. The simulation results can be summarized to a rule of
thumb of which test to use for various signal and dependencies strength (assuming p > n),
as can be seen in the table below.
Signal Dependency Test to use
Very sparse Weak Simes
Sparse Strong SH
Dense Weak CQ
Dense Strong SH
Table 9: Rule of thumb summary. When to use each test according to expected signal
sparsity and covariance between dimensions.
If computational power is not an issue, then it is recommended to use PSH. As was men-
tioned earlier, the simulation study is not exhaustive, and missing several tests such as
Higher Criticism [10] which is suitable to deal with a much larger amount of hypotheses
but relies on the assumption of independence, as well as non-parametric tests such as sug-
gested in [13], which is suited for testing a general difference between distributions and not
a specific difference between the mean vectors. It could be interesting to check the effect of
combining sampled dimensions for different tests, as this methodology can be appropriate
for other problems.
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Supplementary Materials
1 Theorem and Lemmas
Theorem 1.1. Cov(T 2Sm , T
2
S∗m
) ≥ 0 Sm, S∗m ∈M for ξn = mn , limn→∞ ξn = ξ ∈ (0, 1).
The proof start with the observation that the Hotelling T 2 statistic of the Sm subset can
be rewritten as (as in [S4])
T 2Sm =
nX¯ ′SmΣ
−1
Sm
X¯Sm
X¯′SmΣ
−1
Sm
X¯Sm
X¯′Sm Σˆ
−1
Sm
X¯Sm
= ASm/BSm , (S1)
where
ASm = nX¯
′
SmΣ
−1
Sm
X¯Sm ∼ χ2p, (S2)
and
BSm =
X¯ ′SmΣ
−1
Sm
X¯Sm
X¯ ′SmΣˆ
−1
Sm
X¯Sm
∼ χn−p+1. (S3)
We also require to prove the following Lemmas.
Lemma 1.1. For X ∼ N(0,Σ), then
E(X2iX
2
j ) = 2Σ
2
i,j . (S4)
Proof:
w.l.o.g assume V ar(Xi) = V ar(Xj) = 1. Let Z ∼ N(0, 1) where Z ⊥ Xi, Xj , then
Xj = ρXi +
√
1− ρ2Z. (S5)
Allowing us to calculate the covariance
E
(
X2i (ρ
2X2i + 2XiZ + Z
2)
)
=
ρ2E(X2iX
2
i ) + 2E(XiXiZ) + E(X
2
i Z
2) = 2ρ2i,j .
(S6)
Lemma 1.2. If X ∼ N(0,Σ) then ∀Sm, S∗m ∈M
Cov(ASm , AS∗m) > 0
1
Proof:
ASm = nX¯
′
SmΣ
−1
Sm
X¯Sm =
nX¯ ′Sm(DΛ
1
2D′DΛ
1
2D′)−1SmX¯Sm =
nX¯ ′SmDSm(Λ
1
2
Sm
Λ
1
2
Sm
)−1D′SmX¯Sm =
U ′SmΛ
− 1
2
Sm
Λ
− 1
2
Sm
USm ,
USm =
√
nX¯ ′SmDSm, DSm is a m ×m matrix whose columns are the eigenvectors of ΣSm.
ΛSm is a diagonal matrix of eigenvalues. Under the null hypothesis USm is distributed as
N(0, λi), λi being the eigenvalue with respect to the corresponding eigenvector in the i’th
column of D. Writing the quadratic form in as a sum,
nX¯ ′SmΣ
−1
Sm
X¯Sm =
m∑
i=1
U2Sm,i
λi
.
The covariance between ASm and AS∗m is
Cov(ASm , AS∗m) = E(ASmAS∗m)− E(ASm)E(AS∗m) =
E
( m∑
i=1
U2Sm,i
λSm,i
m∑
j=1
U2S∗m,j
λS∗m,j
)
−m2 =
m∑
i=1
m∑
j=1
E
(
U2Sm,i
λSm,i
U2S∗m,j
λS∗m,j
)
−m2.
Using the result from Lemma 1.1 and defining ci,j = cov
(
USm,i√
λSm,i
,
US∗m,j√
λS∗m,j
)
, we obtain
m∑
i=1
m∑
j=1
E
((
U2Sm,i
λSm,i
)(
U2S∗m,j
λS∗m,j
))
−m2 =
m∑
i=1
m∑
j=1
(1 + 2c2ij)−m2 =
2
m∑
i=1
m∑
j=1
c2ij +m
2 −m2 = 2
m∑
i=1
m∑
j=1
c2ij .
Concluding Cov(ASm , AS∗m) > 0.
Lemma 1.3. If X ∼ N(0,Σ) then
ASm ⊥ BS∗m.
2
Proof:
The joint distribution of XSm , XS∗m can be written as
XSm , XS∗m ∼ N
(
0,
(
ΣSm ΣSmS∗m
ΣS∗mSm ΣS∗m
))
. (S7)
BSm ⊥ Σ−0.5X¯Sm, [S4]. Therefore, BSm is dependent solely on Σˆ−1Sm, we can define BSm =
g
(
Σˆ−1Sm
)
, andAS∗m = f(X¯S∗m).
Since Σˆ−1Sm ⊥ X¯S∗m Cochran’s Theorem, [S4] and f and g are Borel measurable functions,
according to Theorem 3.1 [S18], BSm ⊥ AS∗m, concluding the proof of Lemma 1.3.
We can now turn to prove Theorem 1.1, define ASm = ASm/p, ASm ∼ χ2p/p and B∗Sm =
BSm/(n−p+1), B∗Sm ∼ χ2n−p+1/(n−p+1). We will use Taylor approximation to estimate a
E (f (θ)) = E
(
ASm
B∗Sm
AS∗m
BS∗m
)
at the expansion point E (θ), where θ =
{
ASm , AS∗m , BSm , BS∗m
}
.
E (f(θ)) = E
(
A∗Sm
B∗Sm
A∗S∗m
B∗S∗m
)
≈ E
(
E(A∗Sm)E(A
∗
S∗m
)
E(B∗Sm)E(B
∗
S∗m
)
)
+ E (∇f(E(θ)) [θ − E (θ)]) +
0.5E
(
[θ − E (θ)]′H (f (E (β))) [θ − E (θ)])
= 1 + 0.5E
(
[θ − E (θ)]′H (f (E (θ))) [θ − E (θ)]) .
(S8)
We are left to find the Hessian, H, we start by finding the gradient
∇f (θ) =
(
A∗S∗m
B∗SmB
∗
S∗m
,
−A∗SmA∗S∗m
B∗2SmB
∗
S∗m
,
A∗Sm
B∗SmB
∗
S∗m
,
−A∗SmA∗S∗m
B∗SmB
∗2
S∗m
)
. (S9)
The Hessian is
H (f (θ)) =

0 − A
∗
S∗m
B∗2SmB
∗
S∗m
A∗Sm
B∗SmB
∗
S∗m
− A
∗
S∗m
B∗2
S∗m
B∗
− A
∗
S∗m
B∗2SmB
∗
S∗m
2A∗SmA
∗
S∗m
B∗3SmB
∗
S∗m
− A
∗
Sm
B∗2SmB
∗
S∗m
A∗SmA
∗
S∗m
B∗2SmB
∗2
S∗m
A∗Sm
B∗SmB
∗
S∗m
− A
∗
Sm
B∗2
S∗m
B∗
S∗m
0 − A
∗
Sm
B∗2
S∗m
B∗Sm
− A
∗
S∗m
B∗SmB
∗2
S∗m
A∗SmA
∗
S∗m
B∗2SmB
∗2
S∗m
− A
∗
Sm
B∗SmB
∗2
S∗m
2A∗SmA
∗
S∗m
B∗SmB
∗3
S∗m

. (S10)
returning to Eq. S8,
3
E(
A∗Sm
B∗Sm
A∗S∗m
B∗S∗m
)
≈ 1 + 0 + Cov(A∗Sm , A∗S∗m) + Cov(B∗Sm , B∗S∗m) + Cov(A∗Sm , B∗S∗m)+
Cov(A∗S∗m , B
∗
Sm) + Cov(A
∗
Sm , B
∗
Sm) + Cov(A
∗
S∗m , B
∗
S∗m) + V ar(B
∗
Sm) + V ar(B
∗
S∗m). (S11)
According to Lemma 1.3 ∀k, l, Cov(A∗S∗m , B∗Sm) = 0, and according to Lemma 1.2 ∀k, l,
Cov(ASm , A
∗
S∗m
) > 0, allowing us to bound
E
(
A∗Sm
B∗Sm
A∗S∗m
B∗S∗m
)
> 1 + Cov(B∗Sm , B
∗
S∗m) + V ar(B
∗
Sm) + V ar(B
∗
S∗m). (S12)
Since BSm ∼ χn−m+1, and Cov(B∗Sm , B∗S∗m)2 ≤ V ar(B∗Sm)V ar(B∗S∗m), then Cov(B∗Sm , B∗S∗m) ≥
− 2(n−m+1) , we obtain that
E
(
A∗Sm
B∗Sm
A∗S∗m
B∗S∗m
)
≥ 1 + 2
n−m+ 1 > 0, (S13)
thus Cov
(
TSm , TS∗m
)
> 0.
Lemma 1.4. Under the conditions of Theorem 1.1,
√
(1− ξ)3n
2ξ
(
T 2m
n
− ξn
)
→ N(0,Σ∗), as n→∞, (S14)
where Tm = {T (1)Sm , . . . , T
(B)
Sm
}, and ξn = { ξn1−ξn , . . . ,
ξn
1−ξn }.
Proof:
Apply the multivariate CLT to obtain the result.
Theorem 1.2. If X ∼ N(µ,Σp), then lim
n,p→∞P (SHm,B(X) ≤ α) ≤ α for ξn =
m
n , limn→∞ ξn =
ξ ∈ (0, 1).
According Lemma 1.4, lim
n,p→∞Tm ∼ N(0,Σ
∗). According to Theorem 1.1 ∀i, j Σi,j > 0.
Applying Theorem 1.2 from [S3], concludes the proof.
2 Choosing sample size m
The asymptotic power function of Hotelling’s test, assuming that ξn =
m
n , limn→∞ ξn = ξ ∈
(0, 1), is
4
pi
(
T 2(X,Y )
)
= Φ
(
Zα +
√
n(1−ξ)
2ξ r(1− r)||∆m||2
)
,
where ∆m = Σ
− 1
2
m δm. Using Cauchy interlace theorem we can obtain the following lower
bound for
∆2m
||δm||22
≥ 1
λmin(Σm)
≥ 1
λmin(Σp)
≥ tr(Σp)
λmin(Σp)tr(Σp)
≥ m
tr(Σp)
(S1)
Expression S1 indicate that the for the worst case scenario, the power function of the
Hotelling increases linearly in the number of dimensions, implying that the maximum of
the power function is achieved at m = n2 .
3 Parametric simulations
Here can be found the omitted parts regarding the the parametric tests, mainly a description
of the various parametric tests and simulation results deemed not interesting enough to
present in the main section.
3.1 Comparing parametric tests
From [S9] to [S7] , several tests were suggested in order to appropriately address the setting
where p > n. Some procedures are relatively similar to the T 2 Hotelling test, replacing Σ−1
with some other estimator usually at the cost of ignoring some of the covariance structure.
Others are designed to ensure that the estimated covariance matrix will be invertible. We
give here a detailed description of some of the tests, emphasizing the more recent ones.
3.1.1 Bai & Saranadasa (1996)
[S2] suggested replacing Σ−1 with Ip resulting with
T 2B = (X¯1 − X¯2)′(X¯1 − X¯2)− τtr(Σˆ),
where τ = n1n2n1+n2 . It was shown to be superior to Dempster test [S9], and even to that of
Hotelling T 2 (when p < n) as long as the covariance structure is fairly regular, that is Σ
does not cause too large of a difference between does δ′Σ−1δ
√
n and ||δ||2/√tr(Σ2).
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3.1.2 Srivastava & Du (2008) (SD)
[S29] used D−1σ a diagonal matrix, to replace the inverse covariance matrix, where Dσ =
{σ11, ..., σpp} yielding the following test statistic:
T 2S =
τ(X¯1 − X¯2)′D−1σ (X¯1 − X¯2)− NpN−2[
2(tr(R2)− p2N )cp,N
]0.5
where R = D−0.5σ ΣD−0.5σ is the correlation matrix, N = n1 + n2 − 2 and cp,N = 1 + tr(R
2)
p
3
2
.
Using simulations it was shown that the test is superior to both [S2] and [S9].
3.1.3 Chen & Qin (2010) (CQ)
[S8] suggested the following test statistic
T 2C =
∑n1
i 6=j X
′
i,1Xj,1
n1(n1 − 1) +
∑n2
i 6=j X
′
i,2Xj,2
n1(n1 − 1) − 2
∑n1
i=1
∑n2
j=1X
′
i,1Xj,2
n1n2
.
E(T 2C) = ||µ1−µ2||2, that is, the test is the sum of squares test between of the distance be-
tween the two mean vectors. By measuring it in Euclidean distance instead of Mahalanobis
distance, it ignores the covariance structure.
The above tests suggest replacing Σˆ−1 with some matrix A. Doing so allows the tests to be
conducted when p > n, but it also ignores the covariance structure. This test can also be
expanded to non-equal covariance matrices. Therefore, it can be expected that this type of
test will perform better when the covariance structure is close to independence [S23].
3.1.4 Lopes et al (2011)
[S23] used random projection in order to ensure that Σˆ could be inverted, the test statistic
is:
T 2L = τ(X¯1 − X¯2)′Pk(P ′kΣˆPk)−1P ′k(X¯1 − X¯2),
Pk being the random projection matrix from R
p to Rk, generated by simulating i.i.d N(0, 1).
The random projection procedure has a guarantee regarding the distance between observa-
tions in the projected space, thereby taking into account the covariance structure. The test
has greater power than both Srivastava and Chen & Qin when the covariance structure is
not regular (in the sense of 5.1).
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3.1.5 Gregory et al (2015) (GCT)
Gregory et al. suggested using a scaled version of the two sample un-pooled variance
t-statistic average over the dimensions. The statistic is used in scenarios where the p
dimensions indices adhere to a certain order related to the dependence between them. Let
Gn = p
1/2(T 2G − νˆ)/ζˆ,
where T 2G being the sum of the squared un-pooled variance of the t-statistics T
2
n =
1
p
p∑
j=1
(X¯1,j−X¯2,j)2
Σˆ1jj /n1+Σˆ2jj /n2
,
with νˆ, ζˆ are the location and scale parameters. Although the test statistic is based on
marginal testing, the construction of the scaling takes into account the dependence between
dimensions.
All of the above tests are based on the sum of squares approach, combining the signal across
all dimensions. Therefore they are best suited to find a difference when each dimension has
a weak signal. However, if the difference is relatively large but lies in a small number of
dimensions, it is expected that tests based on this approach will not perform well.
3.1.6 Cai et al (2014) (CLX)
[S7] suggested using Ω = Σ−1, to transform the data, so that the test is conducted on the
transformed observations
{
ΩˆXi,1 1 ≤ i ≤ n1} and
{
ΩˆXi,2 1 ≤ i ≤ n2}. After applying
the transformation the dimensions are independent. The test statistic is defined as the
maximum between the square difference of the two transformed samples:
Mn = τ max
1≤j≤p
Z¯2j
Ωjj
,
Z is defined as Z¯ = Ω(X¯1 − X¯2). There is still the problem of the undefined covariance
matrix. When Ω is known to be sparse it was suggested to estimate it directly using the
constrained l1-minimization for inverse matrix estimator (CLIME) [S6]. When Ω cannot
be assumed to be sparse, it was suggested to use the inverse of the adaptive thresholding
estimator [S5]. The test statistic is distributed as a type-1 extreme value distribution. The
test is unique in the sense that it does not combine signals in order to detect them, but
instead is tailored to ’hunt’ stronger and sparser signals. In the simulation study we used
the adaptive thresholding estimator, since in some situations no such extra assumption can
be made.
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3.1.7 Type I error simulations
Here can be found the following type I errors tables for covariance structures missing from
the parametric simulation section, Model 7 and equally correlated.
n1 = n2 SD CQ Lopes Simes KNN GCT CLX SHn
2
SHn
4
20 0.037 0.055 0.042 0.044 0.113 0.076 0.175 0.044 0.035
50 0.033 0.056 0.046 0.058 0.106 0.075 0.187 0.053 0.045
100 0.029 0.057 0.058 0.051 0.111 0.07 0.176 0.049 0.06
Table S1: Parametric tests type I error rates for the model 7 covariance matrix scenario
for each of the methods.
n1 = n2 ρ SD CQ Lopes Simes KNN GCT CLX SHn
2
SHn
4
20 0.1 0.053 0.072 0.043 0.039 0.393 0.163 0.11 0.055 0.05
50 0.1 0.052 0.074 0.033 0.065 0.367 0.092 0.093 0.054 0.04
100 0.1 0.051 0.07 0.052 0.051 0.398 0.059 0.091 0.05 0.038
20 0.3 0.037 0.078 0.046 0.043 0.829 0.252 0.141 0.05 0.042
50 0.3 0.034 0.078 0.063 0.04 0.802 0.661 0.099 0.057 0.046
100 0.3 0.022 0.073 0.053 0.036 0.824 0.996 0.11 0.047 0.059
20 0.5 0.014 0.079 0.056 0.032 0.913 0.401 0.136 0.043 0.043
50 0.5 0.011 0.08 0.049 0.033 0.887 0.986 0.108 0.039 0.044
100 0.5 0.003 0.072 0.041 0.025 0.91 1 0.11 0.041 0.041
Table S2: Parametric tests type I error rates for the equally correlated covariance matrix
scenario. ρ is the correlation parameter.
3.1.8 Power simulations
Shown here the rest of the simulations for the power of the functions in different scenarios.
Rows indicate number of observations (n1 = n2), columns the proportion of dimensions
where µi 6= 0 unless specified otherwise. Also it is worth noticing that the plots are scales
free across the rows, so notice is needed when comparing between curves in different rows.
||µ1 − µ2||22 = 2.5
√
40
n across all simulations. Across all simulations it can noticed that
SH performs uniformly better then the Lopes test. In Figure ??, a major different appears
between test that include the covariance matrix, specifically Lopes and SH to the rest of
the tests which are unable to detect any difference. The rest of the simulations confirm our
previous statements, the SH performs the best when the signal is sparse, and the covariance
structure is such that there are dimensions that are strongly correlated or many dimensions
weakly correlated (Figure S2). The least favorable scenario for it is complete independence.
8
For each set of parameters the power is estimated from 1000 repetitions. The number of
dimensions is 600.
4 Non-equal covariance matrices
The following sections hold the rest of the simulations results for the non-equal covariance
matrices tests.
4.1 Type I error
Type I error rates for tests dealing with non-equal covariance matrices, the number of
repetition is 1000, such the conservative standard deviation is 0.015. It seems that all the
tests except for GCT keep the required level (the tests are conducted at α = 0.05).
n1 = n2 SD CQ Simes SHn
2
SHn
4
20 0.028 0.045 0.057 0.057 0.039
50 0.031 0.058 0.055 0.069 0.034
100 0.024 0.048 0.062 0.063 0.053
Table S3: Non-equal covariance tests type I error rate for the model 7 covariance matrix
scenario (Σ1 = 2 ∗ Σ2).
n1 = n2 ρ SD CQ Simes SHn
2
SHn
4
20
0.1 0.045 0.076 0.057 0.036 0.023
0.3 0.036 0.074 0.051 0.03 0.02
0.5 0.019 0.077 0.037 0.024 0.021
50
0.1 0.053 0.073 0.043 0.047 0.041
0.3 0.029 0.083 0.051 0.046 0.032
0.5 0.009 0.083 0.033 0.051 0.038
100
0.1 0.051 0.072 0.06 0.072 0.047
0.3 0.021 0.071 0.033 0.057 0.055
0.5 0.004 0.068 0.025 0.057 0.037
Table S4: Non-equal covariance matrix tests type I error rates for the equally correlated
covariance matrix scenario (Σ1 = 2 ∗ Σ2). ρ is the covariance parameter.
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Figure S1: Parametric tests power comparison, block covariance matrix, block size is 50.
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Figure S2: Parametric tests power comparison, equally correlated covariance matrix.
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Figure S3: Parametric tests power comparison, model 7 covariance matrix.
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We can see in similar vain of earlier results, it is better to sample a smaller number of
dimensions since SHn
4
performance better than SHn
2
.
4.2 Power simulations
The results are similar to what is seen in the non-parametric case. For the sparse scenarios
Simes has the highest power, and as the covariance between dimension increases (the block
size or the correlation parameter increases) the SH tests begin to overtake it. CQ, SD
are almost powerless in those scenarios. As the scenarios become more dense, SD and CQ
became the most powerful tests, yet SH is not without power, and as was with the Simes
test, as the covariance increases the SH begins to overtake them. This is especially notable
in for all block covariance scenarios.
5 Non-parametric tests
In the following section we will investigate the performance of the non-parametric version
of the suggested test 4.2. We begin by examining a few non-parametric alternative tests.
5.1 Comparing non-parametric tests
5.1.1 KNN (1988)
[S15] studied the distribution of the k nearest neighbors, the test statistics looks at the
sum of the k nearest neighbors for all n observations. It is possible to use different types of
distance in order to determine the nearest neighbors, we used euclidean distance. The test
statistic is the following:
KNn,k =
n∑
i=1
k∑
r=1
Ii(r), (S1)
Ii(r) = 1 if the r nearest neighbor of observation i is from the same group as observation
i and zero otherwise. It was proven that the test statistics is asymptoticly (in n) normally
distributed and thus does not require permutations.
5.1.2 Thulin (2014)
[S31] suggested a test similar to the proposed test, sampling subsets of dimensions and
computing the T 2 Hotelling test statistic for each subset and averaging them to obtain the
13
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Figure S4: Non-equal covariance tests power comparison, block covariance matrix, block
size is 20 (Σ1 = 2 ∗ Σ2).
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Figure S5: Non-equal covariance tests power comparison, block covariance matrix, block
size is 50 (Σ1 = 2 ∗ Σ2).
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Figure S6: Non-equal covariance tests power comparison, block covariance matrix, block
size is 100 (Σ1 = 2 ∗ Σ2).
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Figure S7: Non-equal covariance tests power comparison, model 7 covariance matrix.
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test statistic. Since the distribution of the test statistic is not known, it is evaluated using
a permutation test. The procedure is as following, sample m random Hotelling statistics
and average them to obtain T 2
(i)
, repeating the process B iterations (while randomizing
the observations label vector) to approximate the null distribution.
5.1.3 Shen & Lin (2015)
Shen & Lin method is to try and find a subset of variables which would result in the highest
statistic value [S27]. The algorithm to find the maximum is the following:
1. Start with an empty active set of A = ∅.
2. Find the dimension j∗ for which the t-statistic is maximal. Denote T 21 = maxj∈l
(X¯1,j−X¯2,j)2
σˆjj
.
Add j∗ to A.
3. For k = 2, 3, ..., r. Find one remaining variable with the maximum asymptotic power,
when included with the already-selected subset A. Let j∗ = argmaxj /∈A
√
n−1
2 ||∆A∪j ||2,
and T 2k = maxj /∈A
√
n−k
2k ||∆A∪j ||2. Further, add j∗ to A.
4. Calculate T ∗ = max1≤k≤rT 2k .
r is suggested to be to be n2 . At each permutation shuffle the samples label and repeat
the process (step 1-4) to calculate the maximal Hotelling statistic for that permutation.
Comparing the original Hotelling statistics to the permutation yields the the test p-value.
5.1.4 Zhang & Pan (2016)
Zhang & Pan suggested to use hierarchical clustering [S36], and for each of the cluster to
compute the Hotelling T 2 statistic, summing the resulting test statistics.
The algorithm for obtaining the test statistic is the following:
1. Set parameters dc, kc.
2. Hierarchical top-down clustering is performed (Pearson correlation coefficient and
average linkage are used). Clusters are calculated based on cutoff distance dc; A
cluster is split into two clusters as long as it has more than kc dimensions.
3. Calculate the Hotelling T 2 statistic for each cluster.
4. Sum the Hotelling T 2 statistic.
In their paper, kc was suggested to be
2
3 ∗ (n1 +n2) and dc is based on the standard error of
fisher transformation for the correlation coefficient. After obtaining the initial hierarchical
18
Abbreviation Tests
SH Simes Hotelling
CLX Cai et al.
GCT Gregory et al.
PSH Permutation Simes Hotelling
SL Shen & Lin
ZP Zhang & Pan
SD Srivastava & Du
CQ Chen & Qin
KNN K-Nearest Neighbors
Table S5: Abbreviations used in parametric and non parametric tests
it is repeated across permutation so there is no need to repeat the process of obtaining the
clusters at each permutation. The p-value is computed using the permutations distribution.
The tests we chose to describe above represent the state of the art procedures (as we
understand it) for the problem of testing the equality of the means of two Gaussian vectors,
enriched by some non parametric tests. While, we compare several non-parametric tests
this is by no mean an exhaustive comparison of all known non-parametric methods.
5.2 Simulation - non-parametric tests
A simulation study is conducted to assess the power of the different non-parametric tests, as
well as testing how sensitive the parametric tests to the Gaussianity assumption are. This
simulation study is somewhat smaller (since the permutation tests are computationally ex-
pensive). In order to do so, we used the covariance structures, AR and block covariance out
of the four covariance structures considered for the parametric simulation. The number of
observations is n1 = n2 = 20, 50 and the sparsity parameter 1−β = 0.01, 0.05, 0.15. In this
simulation we will evaluate the parametric tests, SH, SD, CQ and Lopes. Non-parametric
versions of the Simes,SH and KNN. As well as non-parametric tests (permutation based),
Zhang & Pan 5.1.4, Shen & Lin 5.1.3 and Thulin 5.1.2. First we check the performance in
the Gaussian case and then we added to each dimensions, marginally, Laplace or Exponen-
tial noise. It is important to note that after adding the noise the variance of each dimensions
σii increases to 2, weakening the correlation between every two dimensions dimensions. Due
to the increased variance we adjust ||µ1 − µ2||22 = 5
√
40
n1+n2
. Each scenario was repeated
1000 times and the number of permutation for each test was 250. The conservative standard
deviation remains 0.015.
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5.2.1 Type I error comparison
We only present the type I error table for the first AR covariance structure, the type I
error rates in the block covariance case share similar behavior and can be found in the
supplementary material.
Type n1 = n2 ρ Simes SD CQ Lopes SHn
2
PSHn
4
PSHn
2
Thulin SL ZP KNN
Exponential
20
0.3 0.042 0.037 0.059 0.05 0.054 0.035 0.042 0.044 0.051 0.712 0.036
0.45 0.041 0.037 0.048 0.044 0.038 0.034 0.044 0.05 0.035 0.666 0.045
0.6 0.048 0.041 0.051 0.049 0.048 0.049 0.047 0.052 0.046 0.64 0.036
0.75 0.039 0.035 0.053 0.052 0.045 0.04 0.04 0.043 0.052 0.483 0.046
0.95 0.036 0.038 0.062 0.045 0.029 0.04 0.034 0.036 0.055 0.102 0.041
50
0.3 0.041 0.041 0.046 0.049 0.046 0.041 0.041 0.042 0.05 0.234 0.051
0.45 0.029 0.04 0.052 0.056 0.048 0.049 0.043 0.047 0.038 0.213 0.049
0.6 0.033 0.039 0.057 0.048 0.049 0.043 0.04 0.036 0.045 0.138 0.059
0.75 0.036 0.049 0.071 0.051 0.047 0.051 0.045 0.048 0.049 0.077 0.049
0.95 0.04 0.058 0.07 0.052 0.036 0.048 0.046 0.049 0.038 0.048 0.046
Laplace
20
0.3 0.04 0.036 0.052 0.04 0.037 0.041 0.038 0.042 0.039 0.702 0.03
0.45 0.037 0.046 0.058 0.04 0.039 0.045 0.047 0.047 0.046 0.698 0.035
0.6 0.047 0.043 0.053 0.047 0.041 0.046 0.039 0.048 0.039 0.624 0.048
0.75 0.054 0.034 0.045 0.048 0.044 0.048 0.043 0.039 0.044 0.464 0.038
0.95 0.042 0.037 0.065 0.05 0.039 0.046 0.041 0.045 0.038 0.091 0.042
50
0.3 0.028 0.042 0.05 0.052 0.043 0.042 0.037 0.038 0.039 0.227 0.049
0.45 0.04 0.054 0.064 0.055 0.049 0.054 0.054 0.058 0.062 0.206 0.043
0.6 0.041 0.051 0.059 0.052 0.046 0.047 0.049 0.052 0.043 0.141 0.045
0.75 0.03 0.049 0.056 0.053 0.046 0.044 0.055 0.048 0.051 0.085 0.046
0.95 0.044 0.06 0.073 0.041 0.066 0.059 0.052 0.055 0.054 0.064 0.046
Gaussian
20
0.3 0.047 0.044 0.059 0.046 0.061 0.047 0.043 0.049 0.038 0.633 0.031
0.45 0.042 0.042 0.06 0.053 0.05 0.038 0.037 0.04 0.054 0.43 0.036
0.6 0.048 0.043 0.052 0.044 0.062 0.04 0.044 0.045 0.051 0.214 0.037
0.75 0.042 0.036 0.056 0.032 0.05 0.04 0.047 0.045 0.041 0.099 0.034
0.95 0.024 0.028 0.074 0.047 0.036 0.041 0.045 0.049 0.036 0.039 0.048
50
0.3 0.038 0.039 0.046 0.034 0.044 0.054 0.043 0.044 0.043 0.177 0.045
0.45 0.034 0.043 0.05 0.044 0.044 0.04 0.039 0.035 0.047 0.097 0.048
0.6 0.031 0.045 0.057 0.05 0.041 0.042 0.044 0.041 0.041 0.088 0.061
0.75 0.045 0.046 0.063 0.049 0.051 0.052 0.041 0.049 0.049 0.057 0.043
0.95 0.023 0.032 0.075 0.049 0.039 0.057 0.049 0.051 0.051 0.042 0.047
Table S6: Type I error rates in the AR covariance matrix scenario for each of the tests
(parametric and non-parametric tests). ρ is the correlation parameter.
All tests except for ZP, keep the nominal level across all scenarios. This is surprising
considering that SH,SD,CQ and Lopes make use of the assumption of Gaussianty of the
data. It seems that all of the parametric tests are robust to a violation of the Gaussian
assumption. ZP computes the cluster once, on the original data and does not repeat the
computation at each permutation (it relies on the fact the covariance structure should not
change between permutation). It seems that when the covariance between dimensions is
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close to independence, the clusters are over fitted on the original data leading to increased
type I error. As seen in Table S6 as the correlation increase the test achieve better error
rates, until converging to the required α = 0.05 level. Due to these results the test is
omitted from the rest of the simulations.
5.2.2 Power comparison
Overall, throughout the non-parametric simulation we can see that permutation tests have
superior power when comparing them to the parametric tests, there are also vast differences
between the different p-value combination functions (Thulin vs PSH). The PSHn/2 appears
to be powerful across almost all configurations, being beaten by Simes when the signal is
sparse (1 − β = 0.01) and by CQ only in the block covariance matrix, block size 10,
n1 = n2 = 20 and 1 − β = 0.15. Almost everywhere else PSH is the most powerful test.
In Figure S8 we can see that tests which are based on Mahalnobis distances (SL, Thulin,
Lopes, SH and PSH) power increases as the correlation parameter becomes larger. Thulin
is more sensitive to the number of observations, as evident with the increase of the power
curves between the two rows. Thulin seems to be robust to changes in sparsity (almost no
change in power curves between columns). SL, SH and PSH are effected negatively by the
sparsity parameter, with a larger decrease in the power curve of SL than in that of PSH.
The Simes test is powerful in the scenarios where the signal is sparse (1− β is 0.01), which
is also the scenario where PSH obtains its maximum power. The CQ test does not perform
so well even while considering the fact that the covariance structure is weaker than in the
previous considered simulations. It seems that the effect of the larger marginal variance
harms its power more than it does to the SH test.
5.2.3 Min - min power comparison (A-la Princeton)
It seems that that PSH performs the best out of all the tests, with SH being a close second
followed by Thulin and SL. That is it appears that the dimensions sampling methods
21
l l l
l
l
l
l l l
l
l
l
l
l
l
l l
l
l
l
l
l
l l l
l
l l
l l
l
l
l
l
l l
l
l
l l l
l l l
l
l
l
l l l
l
l
l
l
l
l
l l l
l
l
l
l l l
l
l
l
l
l l
l
l
l
l
l
l
l l
l
l
l l l
l l l
l l
l
l l l
l
l
l
l
l
l
l
l
l l
l
l l
l
l
l
l l l
l
l
l
l
l
l
l
l
l
l
0.01 0.05 0.15
20
50
0.5 0.6 0.7 0.8 0.5 0.6 0.7 0.8 0.5 0.6 0.7 0.8
0.00
0.25
0.50
0.75
1.00
0.25
0.50
0.75
1.00
Correlation
Po
w
e
r
Tests
l
l
l
l
l
l
l
l
CQ
SHn 2
plog(p)
PSH1
PSHn 2
SL
Simes
Thullin
KNN
Figure S8: Non-parametric tests power comparison, block covariance matrix, block size is
20, Laplace noise was added to each dimension independently.
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n1 = n2 Simes SD CQ SHn
2
PSHn
4
PSHn
2
Thulin SL KNN
20 0.091 0.020 0.083 0.356 0.422 0.563 0.191 0.310 0.054
50 0.088 0.025 0.094 0.441 0.703 0.715 0.396 0.343 0.062
Table S7: A-la Princeton simulation study results for the non-parametric and selected
parametric tests, finite sample min-min results.
perform well, it is interesting that SH while not being the best, is competitive as it takes
substantially less time compute it (allowing to use it for larger data-sets). The KNN test
does not work well in any scenario, but this could be a result of the distance metric chosen
(Euclidean), a different distance metric might have been better suited for the task leading
to an increase power for the test. In general, the permutation tests have superior power to
that of the parametric tests (Thulin, PSH and SL compared to Lopes and CQ). Among the
non-parametric tests those who are based on sampling of dimensions perform better than
those who do not (Thulin and PSH compared to SL and KNN).
5.3 Remaining simulation results
Here can be found the the rest of the simulation results for the non-parametric tests.
5.3.1 Type I error
5.3.2 Power simulations
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Type n1 = n2 Block Size ρ Simes SD CQ Lopes SHn
2
PSHn
4
PSHn
2
Thulin SL ZP KNN
Exponential
20
10
0.5 0.037 0.048 0.057 0.037 0.046 0.037 0.044 0.046 0.037 0.52 0.046
0.65 0.039 0.062 0.055 0.047 0.054 0.049 0.053 0.044 0.045 0.361 0.043
0.8 0.034 0.054 0.041 0.041 0.036 0.032 0.035 0.037 0.039 0.179 0.041
25
0.5 0.037 0.058 0.06 0.048 0.051 0.052 0.047 0.049 0.05 0.276 0.034
0.65 0.035 0.064 0.045 0.043 0.038 0.031 0.032 0.038 0.047 0.105 0.042
0.8 0.036 0.057 0.048 0.039 0.043 0.04 0.045 0.049 0.05 0.061 0.032
50
0.5 0.036 0.045 0.033 0.04 0.045 0.032 0.029 0.038 0.04 0.138 0.039
0.65 0.033 0.052 0.043 0.035 0.049 0.043 0.042 0.046 0.044 0.098 0.043
0.8 0.03 0.056 0.045 0.034 0.024 0.031 0.039 0.033 0.046 0.083 0.034
50
10
0.5 0.05 0.056 0.055 0.042 0.035 0.041 0.038 0.039 0.048 0.089 0.046
0.65 0.044 0.059 0.05 0.049 0.032 0.045 0.044 0.045 0.043 0.067 0.037
0.8 0.049 0.068 0.059 0.039 0.039 0.055 0.046 0.046 0.054 0.052 0.053
25
0.5 0.055 0.067 0.057 0.049 0.029 0.039 0.044 0.049 0.053 0.049 0.045
0.65 0.057 0.074 0.053 0.051 0.043 0.057 0.048 0.051 0.034 0.051 0.045
0.8 0.049 0.071 0.053 0.042 0.039 0.049 0.05 0.05 0.045 0.045 0.05
50
0.5 0.055 0.069 0.043 0.046 0.035 0.043 0.04 0.042 0.038 0.052 0.041
0.65 0.054 0.083 0.05 0.037 0.029 0.056 0.052 0.061 0.05 0.056 0.031
0.8 0.052 0.081 0.054 0.042 0.041 0.057 0.046 0.048 0.052 0.053 0.046
Laplace
20
10
0.5 0.037 0.052 0.042 0.037 0.021 0.039 0.037 0.048 0.049 0.516 0.036
0.65 0.039 0.058 0.043 0.04 0.043 0.046 0.037 0.042 0.043 0.37 0.053
0.8 0.04 0.061 0.056 0.042 0.041 0.045 0.048 0.052 0.049 0.199 0.048
25
0.5 0.039 0.056 0.036 0.046 0.041 0.04 0.04 0.042 0.044 0.289 0.042
0.65 0.048 0.066 0.052 0.041 0.037 0.049 0.045 0.05 0.043 0.112 0.037
0.8 0.04 0.064 0.051 0.035 0.041 0.042 0.041 0.04 0.045 0.072 0.042
50
0.5 0.038 0.051 0.048 0.023 0.032 0.034 0.035 0.039 0.053 0.155 0.039
0.65 0.033 0.052 0.046 0.046 0.048 0.046 0.043 0.037 0.039 0.086 0.048
0.8 0.032 0.065 0.042 0.037 0.046 0.042 0.04 0.04 0.059 0.115 0.041
50
10
0.5 0.05 0.057 0.039 0.051 0.04 0.05 0.059 0.054 0.054 0.094 0.048
0.65 0.054 0.067 0.054 0.051 0.045 0.051 0.043 0.044 0.06 0.064 0.062
0.8 0.047 0.061 0.06 0.047 0.037 0.052 0.05 0.049 0.059 0.047 0.053
25
0.5 0.055 0.065 0.051 0.048 0.028 0.047 0.05 0.05 0.052 0.051 0.048
0.65 0.047 0.065 0.055 0.058 0.028 0.05 0.049 0.051 0.047 0.053 0.042
0.8 0.05 0.067 0.052 0.048 0.038 0.048 0.048 0.051 0.059 0.054 0.05
50
0.5 0.06 0.078 0.057 0.046 0.043 0.046 0.052 0.054 0.051 0.045 0.052
0.65 0.052 0.072 0.042 0.04 0.039 0.055 0.06 0.054 0.057 0.049 0.038
0.8 0.049 0.079 0.053 0.049 0.031 0.051 0.056 0.057 0.038 0.053 0.041
Gaussian
20
10
0.5 0.04 0.054 0.049 0.049 0.041 0.052 0.045 0.046 0.055 0.079 0.037
0.65 0.035 0.059 0.041 0.038 0.034 0.04 0.038 0.042 0.041 0.054 0.046
0.8 0.031 0.062 0.039 0.044 0.023 0.043 0.037 0.041 0.042 0.04 0.046
25
0.5 0.035 0.06 0.042 0.036 0.035 0.034 0.037 0.043 0.048 0.04 0.035
0.65 0.034 0.064 0.054 0.016 0.036 0.04 0.048 0.048 0.053 0.036 0.032
0.8 0.029 0.063 0.044 0.034 0.029 0.042 0.043 0.048 0.046 0.044 0.036
50
0.5 0.032 0.064 0.051 0.04 0.032 0.043 0.044 0.048 0.05 0.087 0.038
0.65 0.023 0.066 0.042 0.05 0.031 0.046 0.045 0.046 0.053 0.096 0.045
0.8 0.017 0.066 0.045 0.036 0.017 0.039 0.042 0.042 0.045 0.093 0.043
50
10
0.5 0.041 0.055 0.053 0.038 0.034 0.044 0.04 0.046 0.05 0.048 0.043
0.65 0.037 0.057 0.044 0.043 0.042 0.048 0.055 0.049 0.046 0.048 0.043
0.8 0.032 0.058 0.044 0.03 0.027 0.051 0.05 0.048 0.051 0.043 0.05
25
0.5 0.051 0.069 0.057 0.043 0.024 0.051 0.042 0.047 0.042 0.035 0.043
0.65 0.043 0.076 0.057 0.039 0.026 0.05 0.046 0.051 0.049 0.041 0.041
0.8 0.028 0.078 0.039 0.045 0.024 0.05 0.051 0.051 0.046 0.048 0.038
50
0.5 0.042 0.081 0.041 0.039 0.03 0.042 0.041 0.044 0.042 0.037 0.045
0.65 0.026 0.083 0.044 0.04 0.025 0.056 0.047 0.052 0.048 0.039 0.047
0.8 0.014 0.082 0.058 0.046 0.021 0.052 0.044 0.049 0.058 0.041 0.042
Table S8: Type I error rates in the block covariance matrix scenario for each of the tests
(parametric and non-parametric tests). ρ is the correlation parameter.
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Figure S9: Non-parametric tests power comparison, AR covariance matrix, Gaussian noise
was added to each dimension independently.
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Figure S10: Non-parametric tests power comparison, AR covariance matrix, Exponential
noise was added to each dimension independently.
26
ll l
l
l
l
l l
l
l
l l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l l
l
l
l l
l
l
l
l
l
l
l l
l
l
l
l l l l l
l l
l
l
l l
l
l
l
l
l
l
l
ll l
l l
l l l l l
l l
l
l
l
l l
l
l
l
l
l l
l l
l
l
l
ll l l
l
l l
l
l
l
l l l
l
l
l l l l
l
l l l l
l
l
l
l
l
ll l
l
l
l
l l
l l
l
l
l
l
l
l
l l
l
l
l l l
l
l
l l l l
l
l l l
l
l
l
l l
l ll
l
l l
l
l
l
l l l
l
l
l
l
l
l
l
l l l l
l
l l
l l
l
l l l
l
l
l
l
l l
l
l l l l l
l
l l l
l
l
l
l
0.01 0.05 0.15
20
50
0.4 0.6 0.8 0.4 0.6 0.8 0.4 0.6 0.8
0.1
0.2
0.3
0.4
0.5
0.25
0.50
0.75
Correlation
Po
w
e
r
Tests
l
l
l
l
l
l
l
l
CQ
SHn 2
plog(p)
PSH1
PSHn 2
SL
Simes
Thullin
KNN
Figure S11: Non-parametric tests power comparison, AR covariance matrix, Laplace noise
was added to each dimension independently.
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Figure S12: Non-parametric tests power comparison, block covariance matrix, block size is
10, Gaussian noise was added to each dimension independently.
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Figure S13: Non-parametric tests power comparison, block covariance matrix, block size is
10, Exponential noise was added to each dimension independently.
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Figure S14: Non-parametric tests power comparison, block covariance matrix, block size is
10, Laplace noise was added to each dimension independently.
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Figure S15: Non-parametric tests power comparison, block covariance matrix, block size is
25, Gaussian noise was added to each dimension independently.
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Figure S16: Non-parametric tests power comparison, block covariance matrix, block size is
25, Exponential noise was added to each dimension independently.
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Figure S17: Non-parametric tests power comparison, block covariance matrix, block size is
25, Laplace noise was added to each dimension independently.
33
l l l
l
l
l
l l l
l
l
l
l
l
l
l l
l
l
l
l
l
l l l
l
l l
l l
l
l
l
l
l l
l
l
l l l
l l l
l
l
l
l l l
l
l
l
l
l
l
l l l
l
l
l
l l l
l
l
l
l
l l
l
l
l
l
l
l
l l
l
l
l l l
l l l
l l
l
l l l
l
l
l
l
l
l
l
l
l l
l
l l
l
l
l
l l l
l
l
l
l
l
l
l
l
l
l
0.01 0.05 0.15
20
50
0.5 0.6 0.7 0.8 0.5 0.6 0.7 0.8 0.5 0.6 0.7 0.8
0.00
0.25
0.50
0.75
1.00
0.25
0.50
0.75
1.00
Correlation
Po
w
e
r
Tests
l
l
l
l
l
l
l
l
CQ
SHn 2
plog(p)
PSH1
PSHn 2
SL
Simes
Thullin
KNN
Figure S18: Non-parametric tests power comparison, block covariance matrix, block size is
50, Gaussian noise was added to each dimension independently.
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Figure S19: Non-parametric tests power comparison, block covariance matrix, block size is
50, Exponential noise was added to each dimension independently.
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Figure S20: Non-parametric tests power comparison, block covariance matrix, block size is
50, Laplace noise was added to each dimension independently.
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