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Abstract
For an effective field theory in the background of an evaporating black hole with
spherical symmetry, we consider non-renormalizable interactions and their relevance to
physical effects. The background geometry is determined by the semi-classical Einstein
equation for an uneventful horizon where the vacuum energy-momentum tensor is
small for freely falling observers. Surprisingly, despite the absence of large curvature
invariants, the contribution of a class of higher-derivative operators to the probability
amplitudes of particle creations from the Unruh vacuum grows exponentially with time
after the collapsing matter enters the near-horizon region. The created particles have
high energies for freely falling observers. As a result, the uneventful horizon transitions
to a firewall, and the effective field theory breaks down.
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1 Introduction
The information loss paradox [1–3] has been puzzling theoretical physicists since the discov-
ery of Hawking radiation [4]. Nowadays, most people, including Hawking [5], believe that
the answer is affirmative, at least for a consistent theory of quantum gravity such as string
theory. But a persisting outstanding question is how string theory (or any theory of quantum
gravity) ever becomes relevant during the evaporation of black holes. 1 That is, how does
the low-energy effective theory break down in the absence of high-energy events [2]?
If there is no high-energy event around the horizon (i.e. “uneventful”), the effective field
theory is expected to be a good approximation. But it is incapable of describing the transfer
of the complete information inside an arbitrary collapsing matter into the outgoing radiation.
For example, the information hidden inside a nucleus in free fall cannot be retrieved unless
there are events (e.g. scatterings) above the scale of the QCD binding energy 2. This conflict
between an uneventful horizon and unitarity has been emphasized in Refs. [2,10] and it has
motivated the proposals of fuzzballs [11] and firewalls [10,12].
It has been shown [13] that the effective field theory in string theory breaks down in the
near-horizon regime due to stringy effects. The mechanism involved is not directly related
to the one studied here. More importantly, we emphasize that, to resolve the information
loss paradox, we must identify an abnormal process in the low-energy effective theory as a
warning that the low-energy effective theory is breaking down. Otherwise, the application
of low-energy effective theories to any problem at arbitrarily low energies could break down
unexpectedly, and would require a double check in string theory. We shall explain in this pa-
per how a low-energy effective theory predicts the creation of high-energy particles (firewall)
around the horizon, which leads to its breakdown.
In the modern interpretation of quantum field theories (see e.g. §12.3 of Ref. [14]),
the effective Lagrangian (see eq.(3.2) below) includes all higher-dimensional local operators
which are normally assumed to be negligible at low energies because they are suppressed by
powers of 1/Mp, where Mp is the Planck mass (or the cut-off energy). It is well known that,
when there are Planck-scale curvatures, the higher-dimensional terms cannot be ignored,
and the effective field-theoretic description fails. However, no rigorous proof has been found
to show that a non-trivial spacetime geometry without large curvature cannot introduce
significant physical effects through these non-renormalizable interactions. In this paper,
we show that there are indeed higher-dimensional interactions with large physical effects
around the horizon of the evaporating black hole where the curvature is small, and that this
eventually leads to the formation of a firewall and the breakdown of the effective field theory.
1 Other outstanding questions about the paradox include whether Hawking radiation is thermal, and how
its entanglement entropy should be computed. There is significant recent progress in these directions [6–8].
2 There is no clear inconsistency in a unitary evaporation without high-energy events [9] if there are no
small particles like nuclei. But we will show below that a firewall still arises under our assumptions.
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We first construct the spacetime geometry for a dynamical and uneventful horizon, in-
cluding the back-reaction of the vacuum energy-momentum tensor in Sec.2. “Uneventful”
means that the energy-momentum tensor is small for freely falling observers. In Sec.3, we
show that, after the collapsing matter enters the near-horizon region, a class of (higher-
dimensional) higher-derivative interaction terms, which are naively suppressed by powers of
1/M2np (for n ≥ 1), leads to an exponentially growing probability of particle creation from
the Unruh vacuum in a time scale ∆t ∼ O
(
1
n
a log a
`p
)
. Here, t is the time of distant ob-
servers, a is the Schwarzschild radius of the black hole, and `p = 1/Mp is the Planck length.
Eventually, the effective field theory breaks down. Furthermore, we show that the created
particles have high energies as a firewall for freely falling observers. We conclude in Sec.4
with comments on potential implications of our results.
We use the convention ~ = c = 1 in this paper.
2 Back-reacted geometry
A hint at the invalidity of low-energy effective theories around the horizon was the recent
finding [15, 16] that, until the black hole is evaporated to a tiny fraction of its initial mass,
the proper distance between the trapping horizon and the surface of the collapsing matter
is at most a few Planck lengths, although the curvature is still small. Such a near-horizon
geometry of the dynamical black hole has a Planck-scale nature which is not characterized by
the curvature invariants. In this section, we describe the geometry around the near-horizon
region by reviewing and extending the results of Refs. [15, 16].
We consider the gravitational collapse of a null matter of finite thickness from the infinite
past. The spacetime geometry is determined by the expectation value 〈Tµν〉 of the energy-
momentum tensor through the semi-classical Einstein equation
Gµν = κ〈Tµν〉, (2.1)
where κ ≡ 8piGN .
Assuming spherical symmetry, the metric can be written in the form
ds2 = −C(u, v)dudv + r2(u, v)dΩ2. (2.2)
We shall consider an asymptotically flat spacetime and adopt the convention that C(u, v)→
1 at large distances.
In the classical limit, 〈Tµν〉 = 0 for the space outside the matter, and the geometry is
described by the Schwarzschild metric:
C(u, v) = 1− a
r
, (2.3)
∂r
∂u
= −∂r
∂v
= −1
2
(
1− a
r
)
, (2.4)
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Figure 1: The solid blue curve is the outer boundary of the near-horizon region. The red straight
line represents the surface of the null collapsing matter, and the shaded area the near-horizon
region. The dash blue curve is the trapping horizon.
where a is the Schwarzschild radius.
The vacuum energy-momentum tensor 〈Tµν〉 leads to a quantum correction to this solu-
tion via eq.(2.1). While the classical solution has a curvature tensor ∼ O(1/a2), the vacuum
energy-momentum tensor is κ〈Tµν〉 ∼ O(`2p/a4) (see eqs.(2.7) – (2.10) below). Therefore, in
the Einstein equation (2.1), we can take `2p/a
2 as the dimensionless parameter to treat the
quantum correction perturbatively well outside the horizon where C(u, v) O(`2p/a2). Such
treatment has been widely applied to the study of black-hole geometry in the literature. On
the other hand, the geometry close to the horizon could be modified more significantly.
Following recent progresses [15–17], we give in this section the approximate solution to
the semi-classical Einstein equation in the near-horizon region for an adiabatic process. It
is characterized by two (generalized) time-dependent Schwarzschild radii a(u) and a¯(v) (see
eq.(2.18) for their definitions).3 Both a(u) and a¯(v) agree with the classical Schwarzschild
radius a in the limit `p/a→ 0.
2.1 Near-horizon region and uneventful condition
We start by reviewing the definition of the near-horizon region. Roughly speaking, it is
defined to be the region near and inside the trapping horizon, but outside the collapsing
matter [16]. The surface of the collapsing matter is the inner boundary of the near-horizon
region. The outer boundary is slightly outside the trapping horizon where the Schwarzschild
approximation is valid. We will restrict our consideration to the early stage of black-hole
evaporation when the trapping horizon is timelike in the near-horizon region. (See Fig.1.)
The definition of the outer boundary of the near-horizon region is clearly not unique.
Nevertheless, since the quantum correction is small when C(u, v)  O(`2p/a2), or equiva-
lently, when r(u, v) − a  `2p/a according to eq.(2.3), it is reasonable to define it by the
3 The solution is consistent with previous studies on special cases [15,18–21].
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condition
r(uout(v), v)− a¯(v) =
N`2p
a¯(v)
(N  1), (2.5)
where uout(v) is the u-coordinate of the outer-boundary of the near-horizon region for a
given value of v. 4 The number N should be so large that the Schwarzschild metric with
the Schwarzschild radius a¯(v) is a good approximation around the outer boundary, but so
small that the approximation (2.21) given below is good. (This range of N exists because
the second condition only requires N  a2/`2p.) For a given value of u, the v-coordinate of
the outer boundary of the near-horizon region will be denoted by vout(u). It should be the
inverse function of uout(v): vout(uout(v)) = v.
In the conventional model of black holes, the horizon is assumed to be “uneventful”
[22–26]. This means that the vacuum energy-momentum tensor is not larger than O(1/a4)
for freely falling observers comoving with the collapsing matter. After the coordinate trans-
formation to the light-cone coordinates (u, v), the conditions for uneventful horizons are
given by [23,24]
〈Tuu〉 ∼ O(C2/a4), (2.7)
〈Tuv〉 ∼ O(C/a4), (2.8)
〈Tvv〉 ∼ O(1/a4), (2.9)
〈Tθθ〉 ∼ O(1/a2). (2.10)
This can be computed either by solving the geodesic equation for freely falling observers, or
by computing the transformation factor dU/du between the coordinate u and the light-cone
coordinate U of the flat space inside the collapsing matter (see eq.(3.12)).
From the viewpoint of distant observers, the positive outgoing energy 〈Tuu〉 (2.7) is
nearly vanishing around the horizon because C  1 there, otherwise there would be a huge
outgoing energy flux for freely falling observers.5 On the other hand, 〈Tuu〉 approaches
O(1/a4) > 0 in the asymptotically flat region where C → 1, corresponding to Hawking
radiation at large distances, and the energy of the system must decrease. 6 This means that
the ingoing energy flux 〈Tvv〉 must be negative around the horizon for energy conservation.
This negative ingoing energy is also the necessary condition for the appearance of a time-
like trapping horizon (see e.g. Ref. [17]). The outer boundary of the near-horizon region,
4 It is equally natural to use the condition
r(u, vout(u))− a(u) =
N`2p
a(u)
(2.6)
instead of eq.(2.5). This different choice would not make any essential difference in the discussion below.
5 Using eq.(3.12) below, we obtain 〈TUU 〉 ' C−2〈Tuu〉, which would become very large for C  1 unless
〈Tuu〉 ∝ C2 as in eq.(2.7).
6In the large distance limit r →∞, only the uu-component remains: 〈Tuu〉 ∼ O(1/a4), 〈Tuv〉 ∼ 〈Tvv〉 ∼
〈Tθθ〉 ∼ 0.
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which stays outside the trapping horizon, is also time-like. Hence, any point (u, v) inside the
trapping horizon satisfies
v < vah(u) < vout(u), u > uah(v) > uout(v), (2.11)
where vah(u) and uah(v) are the v and u coordinates of the trapping horizon at given u or
v, respectively. (See Fig.(1).)
In this paper, we will only consider the range of near-horizon region in which
u− uout(v) O(a3/`2p), vout(u)− v  O(a3/`2p). (2.12)
For our conclusion about the breakdown of the effective field theory, we will only need the
knowledge of the spacetime geometry in a much smaller neighborhood.
The energy-momentum tensor (2.7)–(2.10) for an uneventful horizon corresponds to the
Unruh vacuum and is often viewed as an implication of the equivalence principle. However,
we will see in Sec.3 that an uneventful horizon always evolves into an eventful horizon at
a later time for a generic effective theory soon after the collapsing matter enters the near-
horizon region.
2.2 Solution of C(u, v)
In this subsection, we review the solution of C(u, v) in the metric (2.2) [15, 16]. Two of the
semi-classical Einstein equations Guv = κ〈Tuv〉 and Gθθ = κ〈Tθθ〉 can be linearly superposed
as [16]
∂u∂vΣ(u, v) =
C(u, v)
4r2(u, v)
+
κC(u, v)
8
(〈T µµ〉 − 6〈T θθ〉) , (2.13)
where Σ is defined by
C(u, v) ≡ e
Σ(u,v)
r(u, v)
. (2.14)
For the Schwarzschild solution (2.3)–(2.4), Σ(u, v) becomes
Σ = log(r − a) ' v − u
2a
− 1 + log(a) (2.15)
in the near-horizon region.
We shall carry out our perturbative calculation in the double expansion of `2p/a
2 and
C(u, v). The red-shift factor C(u, v) is of order O(`2p/a2) around the trapping horizon, but
C(u, v) gets exponentially smaller as one goes deeper into the near-horizon region. (See
eq.(2.21) below.) With more focus on the deeper part of the near-horizon region, every
quantity is first expanded in powers of C(u, v), and then the coefficients of each term in
powers of `2p/a
2.
We expand Σ as
Σ = Σ0 + Σ1 + Σ2 + · · · , (2.16)
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where Σ0 ∼ O(C0), Σ1 ∼ O(C), Σ2 ∼ O(C2), etc. At the leading order, eq.(2.13) indicates
∂u∂vΣ0 = 0, (2.17)
where we have used eqs.(2.8), (2.10) to estimate 〈T µµ〉 and 〈T θθ〉.
Eq.(2.17) can be easily solved by Σ0 = B(u) + B¯(v) for two arbitrary functions B(u) and
B¯(v). Without loss of generality, we can define a(u) and a¯(v) by
a(u) = − 1
2B′(u)
, a¯(v) =
1
2B¯′(v)
, (2.18)
so that
Σ0(u, v) = Σ0(u∗, v∗)−
∫ u
u∗
du′
2a(u′)
−
∫ v∗
v
dv′
2a¯(v′)
. (2.19)
Comparing eq.(2.19) with the Schwarzschild case (2.15), we can see that a(u) and a¯(v) should
be interpreted as generalizations of the notion of Schwarzschild radius for the dynamical
solution. Roughly speaking, one may interpret a(u) as the Schwarzschild radius observed at
the outer boundary of the near-horizon region along an infinitesimal slice from u to u+ du,
and a¯(v) the Schwarzschild radius observed at the outer boundary along an infinitesimal slice
from v to v + dv. (As the Schwarzschild metric is static, the Schwarzschild radius can be
determined on a single slice of the spacetime. But in the dynamical case, choosing a fixed u
or a fixed v gives different geometries and thus different Schwarzschild radii.) See Ref. [16]
for more discussion. At the leading order, a¯(v) agrees with the mass parameter in the special
case of the ingoing Vaidya metric (see App.A). In the classical limit `2p/a
2 → 0, both a(u)
and a¯(v) approach to the Schwarzschild radius a.
More precisely, since ∂uΣ0 is independent of v, it can be identified with ∂uΣ at the outer
boundary of the near-horizon region (where the Schwarzschild solution is a good approxi-
mation). Similarly, ∂vΣ is independent of u and it can also be determined this way. We
can think of a(u) and a¯(v) as the Schwarzschild radii for the best fit of the Schwarzschild
metric on constant-u and constant-v slices in a small neighborhood around the boundary
of the near-horizon region. For a larger N (see eq.(2.5)), the Schwarzschild approximation
is better at the outer boundary of the near-horizon region, hence there should be a smaller
difference between a(uout(v)) and a¯(v). In App.B, we derive the relation
a(uout(v))
a¯(v)
' 1 +O
(
1
N
)
(2.20)
between a(u) and a¯(v) at the boundary of the near-horizon region. The functional forms of
a(u) and a¯(v) are determined by differential equations (2.37), (2.39) to be derived below.
It is then deduced from eqs.(2.14), (2.16), and (2.19) that the solution of C(u, v) can be
approximated by [16]
C(u, v) ' C∗ r∗
r(u, v)
exp
[
−
∫ u
u∗
du′
2a(u′)
−
∫ v∗
v
dv′
2a¯(v′)
]
[1 +O(C)] , (2.21)
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where C∗ ≡ C(u∗, v∗) and r∗ ≡ r(u∗, v∗) for an arbitrary reference point (u∗, v∗) in the
near-horizon region. For given u, since v < vout(u) inside the near-horizon region (2.11),
eq.(2.21) implies that C(u, v) < C(u, vout(u)), where C(u, vout(u)) can be estimated by the
Schwarzschild approximation (2.3) to be ∼ N`2p/a¯2, using eq.(2.5). Due to the exponential
form of C(u, v) (2.21), the value of C is exponentially smaller as we move deeper inside the
near-horizon region, i.e. for larger u− u∗ or larger v∗ − v.
2.3 Solution of r(u, v)
The solution of r(u, v) in the metric (2.2) can be readily derived using the solution of C(u, v)
(2.21). We start by estimating the orders of magnitude of ∂ur and ∂vr. From the definition
of the Einstein tensor Guu for the metric (2.2):
Guu ≡ 2∂uC∂ur
Cr
− 2∂
2
ur
r
, (2.22)
the semi-classical Einstein equation Guu = κ〈Tuu〉 and eq.(2.7), we derive
∂u
(
∂ur
C
)
= − r
2C
Guu = − κr
2C
〈Tuu〉 ∼ O(`2pC/a3), (2.23)
which can be integrated as
∂ur(u, v) = −κ
2
C(u, v)
∫ u
u∗
du′
r(u′, v)
C(u′, v)
Tuu(u
′, v) +
C(u, v)
C(u∗, v)
∂ur(u∗, v). (2.24)
In this expression, we can choose u∗ = uout(v) so that (u∗, v) is located on the outer boundary
of the near-horizon region. The values of C(u∗, v∗) and ∂ur can thus be estimated in the
Schwarzschild approximation according to eqs.(2.3) and (2.4), so the 2nd term in eq.(2.24)
is of O(C(u, v)). One can use C(u, v) (2.21) to check that the first term in eq.(2.24) is much
smaller than the 2nd term. (See App.C.) Thus, we find
∂ur(u, v) ∼ O(C(u, v)). (2.25)
In a similar manner as App.C, we can use C(u, v) (2.21) again to derive from Gvv = κ〈Tvv〉
with eq.(2.9)
∂vr(u, v) =
κ
2
C(u, v)
∫ v∗
v
dv′
r(u, v′)
C(u, v′)
Tvv(u, v
′) . O(`2p/a2), (2.26)
where we chose v∗ = vah(u) so that the reference point (u, vah(u)) is located on the trapping
horizon, and used the condition ∂vr(u, vah(u)) = 0 on the trapping horizon.
As the linear combination (2.13) of the semi-classical Einstein equations Guv = κ〈Tuv〉
and Gθθ = κ〈Tθθ〉 is already satisfied by C(u, v) (2.21), only one more independent linear
combination of them is needed. We choose to look at
Guv ≡ C
2r2
+
2∂ur∂vr
r2
+
2∂u∂vr
r
= κ〈Tuv〉. (2.27)
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Using eqs.(2.8), (2.21), (2.25), and (2.26) to estimate the order of magnitude of each term
in this equation, we find it to be dominated by the two terms C/2r2 and 2∂u∂vr/r, so that
∂u∂vr(u, v) ' −C(u, v)
4r(u, v)
+O(`2pC/a3). (2.28)
To integrate this, we suppose that the black hole evaporates in the time scale of ∆u,∆v ∼
O(a3/`2p) as usual [4]. Hence, the u and v derivatives of a(u) and a¯(v) introduce additional
factors of order O(`2p/a3) because the two radii are approximately the Schwarzschild radius.
Also, from eqs.(2.25) and (2.26), the u and v derivatives of r(u, v) lead to extra factors of
O(`2p/a3). On the other hand, with C(u, v) given by eq.(2.21), its u and v derivatives provide
only factors of −1/2a and 1/2a¯, respectively. Thus, the functions a(u), a¯(v) and r(u, v) are
approximately constant in comparison with C(u, v), and eq.(2.28) can be solved by
∂ur(u, v) ' − a¯(v)
2r(u, v)
C(u, v) + f1(u) +O(`2pC/a2), (2.29)
∂vr(u, v) ' a(u)
2r(u, v)
C(u, v) + f2(v) +O(`2pC/a2) (2.30)
for arbitrary functions f1(u) and f2(v). However, comparing the first equation (2.29) with
eq.(2.25), we see that f1(u) has to vanish, because a function of u cannot go to 0 as fast as
C(u, v) in the limit (v∗ − v)→∞. According to eq.(2.26), we find f2(v) . O(`2p/a2).
The consistent solution to the two equations above is
r(u, v) ' r0(v) + a(u)a¯(v)
r0(v)
C(u, v) +O
(
`2p
a
C
)
, (2.31)
where the function r0(v) can be determined as follows. First, in the classical limit, C = 1−a/r
(2.3) can be rewritten as r = a+ rC ' a+ aC near r ∼ a, which resembles eq.(2.31). Since
both a(u) and a¯(v) coincide with the Schwarzschild radius a in the classical limit, we have
r0 = a in the limit as well. Therefore, turning on quantum effect, we expect r0(v) to be
approximately equal to a¯(v). To estimate the order of magnitude of the difference r0(v)−a¯(v),
we plug the solution r(u, v) (2.31) into the condition (2.5) on the outer boundary of the near-
horizon region for u = uout(v). Then we find the relation
r0(v)− a¯(v) =
(
1− a(uout(v))a¯(v)
r20(v)
)
N`2p
a¯(v)
. O
(
N`2p
a¯(v)
)
, (2.32)
where we used eqs.(2.3), (2.5) to evaluate C(uout(v), v). Using eq.(2.32) in eq.(2.31), we find
r(u, v) ' a¯(v) + a(u)C(u, v) +O
(
N`2p
a
C
)
(2.33)
' a¯(v) +O
(
N`2p
a¯(v)
)
(2.34)
in the near-horizon region.
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Let us now determine the time-evolution of the functions a(u) and a¯(v). Plugging
eqs.(2.21) and (2.33) back into the semi-classical Einstein equations Guu = κ〈Tuu〉 (with
eq.(2.22)), we can check that this equation is trivially satisfied at the leading order in the
`2p/a
2 expansion and does not provide any condition to a(u). Similarly, we can see that
Gvv = κ〈Tvv〉 gives
a¯′(v)
a¯2(v)
− 2a¯
′′(v)
a¯(v)
' κ〈Tvv(u, v)〉. (2.35)
As the left-hand side of this equation is u-independent, 〈Tvv(u, v)〉 is u-independent at the
leading order in the near-horizon region. Recall the the uneventful condition (2.9) that
〈Tvv(u, v)〉 must be negative and of the order of O(1/a4). It can thus be expressed as
〈Tvv(u, v)〉 ' − σ
κa¯4(v)
(2.36)
for some parameter σ ∼ O(1).
Now, we consider an adiabatic process [27] of Hawking radiation for which |a¯′/a¯|  |a¯′′|.
Eq.(2.35) then becomes
da¯(v)
dv
' κa¯2(v)〈Tvv〉 ' −
σ`2p
a¯2(v)
, (2.37)
which determines the functional form of a¯(v). The function a(u) is approximately equal to
a¯(v) at u = uout(v) due to eq.(2.20), so
da¯(v)
dv
' da(uout(v))
dv
=
duout(v)
dv
da(u)
du
∣∣∣∣
u=uout(v)
' da(u)
du
∣∣∣∣
u=uout(v)
, (2.38)
where we used eq.(B.4). Using eq.(2.20) on the right-hand side of eq.(2.37), we find
da(u)
du
' − σ`
2
p
a2(u)
. (2.39)
2.4 Near-horizon geometry
The solution for C (2.21) can now be further simplified using the solution for r (2.33) as
C(u, v) ' C(u∗, v∗) a¯(v∗)
a¯(v)
exp
[
−
∫ u
u∗
du′
2a(u′)
−
∫ v∗
v
dv′
2a¯(v′)
]
[1 +O(C)] . (2.40)
This and the solution of r(u, v) given by eq.(2.33) define the metric (2.2) for the geometry
of the near-horizon region, with a¯(v), a(u) satisfying eqs.(2.37), (2.39).
In the following, we will also need the Christoffel symbol of the metric (2.2):
Γuuu =
∂uC(u, v)
C(u, v)
= − 1
2a(u)
[1 +O(C)] , (2.41)
Γvvv =
∂vC(u, v)
C(u, v)
=
1
2a¯(v)
[
1 +O
(
`2p
a2
)]
, (2.42)
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with other components Γuuv,Γ
v
uv,Γ
v
uu,Γ
u
vv vanishing.
Finally, note that the characteristic length scale for all curvature invariants is still a¯, e.g.
R ' − 2
a¯2
, RµνR
µν ' 16
a¯4
, RµνλρR
µνλρ ' 8
a¯4
. (2.43)
As we will see below, nevertheless, the metric (2.33) and (2.40) together with the quantum
effect of non-renormalizable operators lead to a non-trivial physical effect.
3 Breakdown of effective theory and formation of fire-
wall
For the low-energy effective theory of, say, a 4D massless scalar field φ, we have an action
S =
∫
d4x
√−gL, (3.1)
with a Lagrangian density given as a 1/Mp-expansion:
L = 1
2
gµν∇µφ∇νφ+ a1
4!
φ4 + a2Rφ
2 +
1
M2p
[
b1(∇2φ)(∇2φ) + b2φ6 + b3(∇2R)φ2 + · · ·
]
+
1
M4p
[
c1g
µν(∇µ∇2φ)(∇ν∇2φ) + c2φ8 + c3(∇2R)(∇φ)2 + · · ·
]
+ · · · . (3.2)
(Assuming the symmetry φ → −φ, we omit terms of odd powers of φ for simplicity.) The
dimensionless parameters a1, a2, a3, b1, b2, · · · are conventionally treated as coupling constants
in a perturbation theory. Higher-dimensional terms are suppressed by higher powers of 1/M2p .
For a given physical state, the validity of the low-energy effective description relies on
the assumption that all higher-dimensional (non-renormalizable) interaction terms, which
are suppressed by powers of 1/M2p , only have negligible contributions to its time evolution.
We will show below that there are in fact higher-dimensional operators in the effective
Lagrangian (3.1) that contribute to large probability amplitudes of particle creation from
the Unruh vacuum in the near-horizon region. We will see that this particle creation makes
the uneventful horizon “eventful” (or even “dramatic”).
3.1 Free-field quantization in the near-horizon region
In this subsection, we introduce the quantum field theoretic formulation for the computation
of the amplitudes mentioned above. It is essentially the same as the standard formulation
for the derivation of Hawking radiation (see e.g. Ref. [28]). The difference is that we
shall consider the background geometry given in Sec.2, instead of the static Schwarzschild
background.
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For a massless scalar field φ in the near-horizon region, we shall focus on its fluctuation
modes with spherical symmetry. It is convenient to define
ϕ(u, v) ≡ r(u, v)φ(u, v) (3.3)
for the s-wave modes. For the metric (2.2), the free-field equation ∇2φ = 0 is equivalent to
∂u∂vϕ− ∂u∂vr
r
ϕ = 0. (3.4)
According to eqs.(2.28), (2.32) and (2.33), it becomes
∂u∂vϕ+
C(u, v)
4a¯2
ϕ ' 0 (3.5)
in the near-horizon region. The free-field equation is thus well approximated by
∂u∂vϕ ' 0 (3.6)
deep inside the near-horizon region where C is exponentially small. Therefore, the general
solution there is given by
ϕ '
∫ ∞
0
dω
2pi
1√
2ω
(
e−iωU(u)aω + eiωU(u)a†ω + e
−iωV (v)a˜ω + eiωV (v)a˜†ω
)
. (3.7)
Here, U(u) and V (v) are arbitrary functions of u and v, respectively. The creation and
annihilation operators {aω, a†ω} and {a˜ω, a˜†ω} satisfy
[aω1 , a
†
ω2
] = 2piδ(ω1 − ω2), [a˜ω1 , a˜†ω2 ] = 2piδ(ω1 − ω2), (3.8)
with the rest of the commutators vanishing.
In principle, we can use any functions U(u) and V (v) as the outgoing and ingoing light-
cone coordinates. We shall choose the light-cone coordinates U and V so that the vacuum
|0〉 defined by
aω|0〉 = a˜ω|0〉 = 0 ∀ω ≥ 0 (3.9)
is the Minkowski vacuum of the infinite past before the gravitational collapse starts. This is
the vacuum which evolves into Hawking radiation at large distances after it falls in from the
past infinity, passes the origin, and then moves out [4]. We assume that this vacuum |0〉 is
the quantum state of the near-horizon region. It is equivalent to the Unruh vacuum — the
vacuum state for freely falling observers at an uneventful horizon [29].
The relation between the coordinates U and u can be derived easily by considering the
special case when the collapsing matter is a spherical thin shell at the speed of light, and
identifying U with the retarded light-cone coordinate of the flat Minkowski spacetime inside
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the collapsing shell [22, 30] as follows. 7 The trajectory of the areal radius Rs(u) = r(u, vs)
of the thin shell (where vs is the v-coordinate of the thin shell) satisfies
dRs
dU
= −1
2
, (3.10)
where we used r(U, V ) = (V − U)/2 in the flat space. It also satisfies
dRs
du
= ∂ur(u, vs) ' −1
2
C(u, vs), (3.11)
following eqs.(2.33), (2.39), and (2.40). The two equations above imply
dU(u)
du
' C(u, vs), (3.12)
and hence the conditions (2.7)–(2.10) simply mean that TUU ∼ TUV ∼ TV V ∼ Tθθ ∼ O(1/a4).
We decompose the field φ = ϕ/r (3.7) into the outgoing and ingoing modes. In the
near-horizon region, the outgoing modes can be expanded in two bases:
φout(u, v) =
∫ ∞
0
dω
2pi
1√
2ω
1
r(u, v)
(
e−iωU(u)aω + eiωU(u)a†ω
)
(3.13)
=
∫ ∞
0
dω
2pi
1√
2ω
1
r(u, v)
(
e−iωucω + eiωuc†ω
)
. (3.14)
The two expressions above are related by the coordinate transformation (3.12) and the
creation and annihilation operators {cω, c†ω} satisfy
[cω1 , c
†
ω2
] = 2piδ(ω1 − ω2), [cω1 , cω2 ] = [c†ω1 , c†ω2 ] = 0. (3.15)
They are related to {aω, a†ω} via a Bogoliubov transformation
cω =
∫ ∞
0
dω′
(
Aωω′aω′ +Bωω′a
†
ω′
)
, (3.16)
c†ω =
∫ ∞
0
dω′
(
A∗ωω′a
†
ω′ +B
∗
ωω′aω′
)
. (3.17)
The equality between eqs.(3.13) and (3.14) determines the coefficients Aωω′ and Bωω′ as
Aωω′ =
1
2pi
√
ω
ω′
∫ ∞
−∞
du eiωu−iω
′U(u), Bωω′ =
1
2pi
√
ω
ω′
∫ ∞
−∞
du eiωu+iω
′U(u). (3.18)
For the vacuum state |0〉 defined by eq.(3.9), it is natural to define a 1-particle state
|ω〉a ≡
√
2ωa†ω|0〉. (3.19)
On the other hand, we also consider the 1-particle state
|ω〉c ≡ N
√
2ω cω|0〉 = N
∫ ∞
0
dω′
√
ω
ω′
Bωω′|ω′〉a, (3.20)
7 If the collapsing shell is not thin, it only introduces negligible corrections to the relation between U and
u in the near-horizon region.
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which is a superposition of the 1-particle states |ω′〉a. The prediction of the spectrum of
Hawking radiation relies on a field-theoretic calculation of 〈0|c†ωcω′|0〉 = c〈ω|ω′〉c/(2
√
ωω′N 2).
If the state |ω〉c is not well-defined in the low-energy effective theory at least for ω ∼ O(1/a),
our understanding of Hawking radiation would be reduced to almost nothing.
In the calculation below, we will need to evaluate the quantity c〈ω|φ|0〉, and hence we
have to estimate the matrix Bωω′ appearing in eq.(3.20). As we will see, only a short time
scale ∆u ∼ O(a log a/`p) is relevant to our calculation below. Within this time scale, the
black-hole mass does not change much so that a(u) ≈ a(u∗), where u∗ is the time around
the region under investigation. Therefore, from eq.(3.12) and eqs.(2.39)–(2.40), we have
U(u) ' U0 − c0e− u2a (3.21)
for arbitrary constants U0 and c0, and the Bogoliubov coefficients can be approximated by
8
Aωω′ ' a
pi
√
ω
ω′
e−iω
′U0
(
1
ω′c0
)−i2aω
epiaωΓ(−i2aω), (3.22)
Bωω′ ' e2iω′U0e−2piaωAωω′ . (3.23)
One then deduces from eqs.(3.22) and (3.23) that∫ ∞
0
dω′′Aωω′′A∗ω′ω′′ '
δ(ω − ω′)
1− e−4piaω , (3.24)∫ ∞
0
dω′′Aωω′′Bω′ω′′ ' 0. (3.25)
The normalization factor N is fixed by the condition
c〈ω|ω′〉c = 4piωδ(ω − ω′). (3.26)
(following eqs.(3.20), (3.23), (3.24) and (3.26)) to be
N =
√
e4piaω − 1. (3.27)
Then we find
c〈ω|φ|0〉 ' 1N r e
−iωu. (3.28)
For the ingoing modes, we have
φin(u, v) =
∫ ∞
0
dω′
2pi
1√
2ω′
1
r(u, v)
(
e−iω
′V (v)a˜ω′ + e
iω′V (v)a˜†ω′
)
, (3.29)
and there are counterparts of the equations shown above for the outgoing modes. In partic-
ular, we can define the 1-particle states
|ω〉a˜ ≡
√
2ωa˜†ω|0〉. (3.30)
But we will not need the operators c˜ω, c˜
†
ω defined with respect to the light-cone coordinates
(u, v) for the ingoing modes.
8See, for example, Ref. [28].
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3.2 Large matrix elements and firewall
In general, the effective Lagrangian (3.2) includes all local invariants. We consider a special
class of higher-dimensional, higher-derivative local observables of dimension M2n+m+2p ,
Oˆmn ≡ 1
m!
gµ1ν1 · · · gµnνn(∇µ1 · · · ∇µnφ1)(∇ν1 · · · ∇νnφ2)φm3 , (3.31)
for all n ≥ 2 and m ≥ 0. The fields φ1, φ2, and φ3 are all massless scalars, and all equations
for φ in Sec.3.1 apply to φ1, φ2 and φ3. (The calculation below will be essentially the same
if φ1 = φ2 = φ3.) The corresponding term in the action (3.1) is
λmn
M2n+m−2p
∫
d4x
√−g Oˆmn, (3.32)
where λmn is the coupling constant of O(1). We focus on the matrix element
Mmn ≡ λmn
M2n+m−2p
∫
d4x
√−g 〈particles|Oˆmn|0〉, (3.33)
where the spacetime integral is done in the near-horizon region. This is related to the
probability amplitude of the creation of particles from the Unruh vacuum |0〉. We will
show below thatMmn becomes exponentially large inside the near-horizon region for certain
particle states |particles〉.
One might naively think that such an amplitude must be small. Naively, the integral of
〈particles|Oˆmn|0〉 is evaluated as O(1/a2n+m−2) by dimensional analysis because the typical
length scale is O(a) for the small curvature (2.43), and Mmn is therefore expected to be
negligible (of the order of O((`p/a)2n+m−2)) due to the coefficient 1/M2n+m−2p . However, it
turns out that Mmn becomes large as a joint effect of the peculiar geometry in the near-
horizon region and the quantum fluctuation of the matter field.
More precisely, the matrix element (3.33) we shall focus on is
Mmn ≡ λmn
M2n+m−2p
∫
d4x
√−g 〈f |Oˆmn|i〉
=
λmn
m!M2n+m−2p
∫
dudvdΩ2
√−ggµ1ν1 · · · gµnνn〈f |(∇µ1 · · · ∇µnφ1)(∇ν1 · · · ∇νnφ2)φm3 |i〉.
(3.34)
The Hilbert space of the perturbative quantum field theory is the tensor product of the Fock
spaces of the 3 fields φ1, φ2 and φ3. The initial state is the tensor product of the Unruh
vacuum for each field,
|i〉 ≡ |0〉 ⊗ |0〉 ⊗ |0〉. (3.35)
The final state is the multi-particle state
|f〉 ≡ |ω〉c ⊗ |ω′〉a˜ ⊗ |ω1, · · · , ωm〉a˜. (3.36)
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Here, |ω〉c is the 1-particle state (3.20) for the outgoing modes of φ1, |ω′〉a˜ the 1-particle
state (3.30) for the ingoing mode of φ2, and |ω1, · · · , ωm〉a˜ the m-particle state of the ingoing
modes of φ3, respectively.
We shall choose
ω ∼ O(1/a) (3.37)
so that the outgoing particle has a frequency of the same order of magnitude as the dominant
frequency in Hawking radiation. As we mentioned above, this frequency range must be
allowed; otherwise, the existence of Hawking radiation would be dubious.
The values of ω′, ω1, ω2, · · · , ωm will not play an important role in showing the matrix
element (3.34) to be large. We shall simply choose
ω′ ' ω1 ' · · · ' ωm ' 0 (3.38)
for simplicity.
3.2.1 Estimation of Mmn
Let us now estimate the order of magnitude of the matrix element Mmn (3.34). Due to
the s-wave reduction, all the spacetime indices µi, νi are either u or v, so that each factor
of gµν contributes a factor of guv = −2/C(u, v). The covariant derivatives ∇u, ∇v involve
derivatives ∂u, ∂v, which contribute factors of frequencies ω, ω
′, in addition to the Christoffel
symbol (2.41)–(2.42). Hence, the matrix element is the integral of a polynomial in ω and
ω′ up to the factor e−iωueiω
′vei
∑
i ωiv. To show that the matrix element (3.34) is large, it is
sufficient to focus on a term with given powers of ω and ω′, as ω and ω′ are independent free
parameters. We shall focus on the terms with the largest power of ω but independent of ω′.
It is
Mmn ∼
λmn`
m+2n−2
p
Nm!
∫
dtdx
ωn
Cn−1
(
1
rm−1
∇nv
1
r
)
e−iωu, (3.39)
where we used eq.(3.38) to ignore the factor eiω
′vei
∑
i ωiv and introduced the coordinates
t ≡ v + u
2
, x ≡ v − u
2
. (3.40)
Note that, at large distances, (t, x) are the Minkowski coordinates. We estimate the order
of magnitude of eq.(3.39) in the following two steps.
Step1. Before starting the estimation, we check what happens in the case of the static
Schwarzschild background. In eq.(3.40), x is the tortoise coordinate and the translation in
t is a symmetry, with C, r and the Christoffel symbol all independent of t. In a spacetime
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region where C is small at r ∼ a, the only t-dependent term in Mmn is the exponential
factor e−iωu = e−iωteiωx, and we have around a time t
Mmn ∝
∫ t+∆t
t
dt′ e−iωt
′
= 0, (3.41)
for ∆t a and the frequency (3.37). Therefore, unless the time-dependence of the dynamical
background is taken into consideration, there can be no particle creation and the matrix
element (3.34) vanishes.
When the back-reaction of Hawking radiation is included and the background is time-
dependent, the matrix element no longer has to vanish. Eq.(2.39) says that the typical time
scale of the geometry is ∆t ∼ O(a3/`2p). Therefore, around a time t = t0 after the collapsing
matter has entered the near-horizon region, the weak time-dependence of the integrand can
be approximated by the first-order term in the Taylor expansion in powers of (t− t0):
Mmn ∼
λmn`
m+2n−2
p
m!
ωn
[∫
dx
[
∂
∂t
(
1
Cn−1
1
rm−1
∇nv
1
r
)]
t0
eiωx
][∫
dt(t− t0)e−iωt
]
. (3.42)
The normalization factor N (3.27) is ignored in the expression above because it is of O(1)
and its time-dependence only contributes a small correction. We will consider the integral
over a finite spacetime region (x0, x1) × (t0, t1) in the near-horizon region. (We will check
later how large (t − t0) is allowed in order for this perturbative analysis to be valid. See
eq.(3.49).)
One has to be careful with the time dependence of the back-reaction of the vacuum
energy-momentum tensor. If we do not take care of the time-dependence of the metric (2.3)
properly, we could mistakenly find the matrix element (3.42) to be negligibly small. Via a
straightforward calculation (see App.D), we have
∇nv
1
r
= (−1)n n!
2nrn+1
(
1− a
r
)n
(3.43)
for the Schwarzschild metric, so that
∂
∂t
(
1
Cn−1
1
rm−1
∇nv
1
r
)
=
∂
∂t
(
(−1)n n!
2nrm+n
(
1− a
r
))
' (−1)n n!
2nrm+n+1
σ`2p
a2
, (3.44)
where the time-dependence is only turned on for a = a(t) in the last step. One would then
come to the false conclusion that, assuming a range of integration of order O(a) in t and x
and ω ∼ O(1/a), the matrix element (3.42) is ∼ O(`2n+mp /a2n+m).
Now, we use the fully dynamical solution (2.33) and (2.40) in Sec.2. Eq.(3.43) is then
replaced by
∇nv
1
r
' (n− 1)!
(−2)n−1
σ`2p
a¯n+3(v)
, (3.45)
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which is still small as a quantum correction (see App.E for its derivation). However, it leads
to a drastically different result from that of eqs.(3.43) and (3.44): as long as n > 1, the
quantities (
1
Cn−1
1
rm−1
∇nv
1
r
)
' (n− 1)!
(−2)n−1
1
Cn−1
σ`2p
a¯m+n+2
, (3.46)
and its time derivative (see eq.(E.6) in App.E)[
∂
∂t
(
1
Cn−1
1
rm−1
∇nv
1
r
)]
t0
& (n− 1)!
(−2)n−1
1
Cn−1
σ2`4p
a¯m+n+5(v)
(3.47)
can both be large due to the large factors 1/Cn−1 in the near-horizon region.
Note that the Taylor expansion in powers of (t − t0) carried out in eq.(3.42) is justified
only if the 1st order term is much larger than the 2nd order term:∣∣∣∣∣
[
∂
∂t
(
1
Cn−1
1
rm−1
∇nv
1
r
)]
t0
(t− t0)
∣∣∣∣∣
∣∣∣∣∣
[
∂2
∂t2
(
1
Cn−1
1
rm−1
∇nv
1
r
)]
t0
(t− t0)2
∣∣∣∣∣ . (3.48)
The dominant term after taking an additional t-derivative on ∂
∂t
(
1
Cn−1
1
rm−1∇nv 1r
)
is the con-
tribution of the t-derivative of C(u, v) (compared with the t-derivatives on a(u) or a¯(v)),
which gives an extra factor of ∂tC/C ' a(u)−a¯(v)2a(u)a¯(v) ∼ O(1/Na) from eqs.(2.20) and (2.40). The
condition above is therefore satisfied as long as
|t− t0|  O(Na). (3.49)
Step2. Let us now evaluate Mmn (3.42). First, we estimate the order of magnitude of
C(u, v) (2.40). Within the time range (3.49), a(u) and a¯(v) are almost constant according
to eqs.(2.37), (2.39),
a(u) ∼ a¯(v) ∼ a0 = const. (3.50)
Thus, C (2.40) can be approximated by
C(u, v) ∼ C(u∗, v∗)e−
u−u∗+v∗−v
2a0 = C(u∗, v∗)e
−x∗−x
a0 , (3.51)
which is exponentially small as we move deeper inside the near-horizon region.9 We shall
choose the reference point (t∗, x∗) to be located somewhere inside the near-horizon region so
that 10
C(x∗) ∼
`2p
a20
. (3.52)
9As we go deeper inside the near-horizon region, x becomes smaller and x∗ − x gets larger. See eq.(3.40)
and Fig.2. Thus, eq.(3.51) becomes exponentially small as we get deeper inside the near-horizon region.
10 We can see where such a reference point can be. At the outer boundary of the near-horizon region,
we evaluate C(xout) ' N`2p/a20 by applying the conditions (2.5) and (3.50) to the metric (2.3). Here,
xout is the x-coordinate of the outer-boundary of the near-horizon region. According to eq.(3.51), we have
C(x∗) ' `2p/a20 at x∗ ∼ xout − a0 log(N).
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Figure 2: The shaded area represents a generic domain (x0, x1)×(t0, t1) in the near-horizon region.
The contribution of this domain to the integral in the matrix element Mmn (3.42) is calculated.
The corner (t0, x1) can be used as the reference point in eq.(2.21). The points in a darker shade have
exponentially smaller values of C(u, v) than those in a lighter shade. The blue curve represents the
outer boundary of the near-horizon region, and the red curve the surface of the collapsing matter.
Now, consider local observers occupying a certain neighborhood (x0, x1)× (t0, t1) inside
the near-horizon region, with t0 = t∗ and x1 = x∗ (see Fig.2). For definiteness, we take
t1 − t0 ∼ O(a0), x1 − x0 > O(a0), (3.53)
where the first one is consistent with the condition (3.49). For these local observers, we can
estimate the order of magnitude of the probability of observing the final state |f〉 (3.36) by
computing the matrix element Mmn(3.42) with the integral defined over this neighborhood
(x0, x1)× (t0, t1). Using eq.(3.47), we estimate it as
Mmn & (n− 1)!
(−2)n−1 `
m+2n−2
p ω
n
[∫ x1
x0
dx
1
Cn−1(x)
σ2`4p
am+n+50
eiωx
] [∫ t1
t0
dt(t− t0)e−iωt
]
∼ (n− 1)!
(−2)n−1 `
m+2n−2
p ω
n
[∫ x1
x0
dx
1
Cn−1(x1)
σ2`4p
am+n+50
e
(n−1)x1−x
a0 eiωx
]
t1 − t0
ω
∼ (n− 1)!σ
2
(−2)n−1
(t1 − t0)
a0
(
`p
a0
)m+2n+2(
a0ω
C(x0)
)n−1
. (3.54)
To derive the second line above, we used∫ t1
t0
dt(t− t0)e−iωt = 1
ω2
[
iωe−iωt1(t1 − t0) + (e−iωt1 − e−iωt0)
] ∼ t1 − t0
ω
, (3.55)
where we dropped factors of order 1 (e.g. eiωt1 and eiωt0) and kept only the first term, as the
second term is at most of the same order because of eqs.(3.37) and (3.53). Also, to derive
the 3rd line above, the integral in the 2nd line is estimated as∫ x1
x0
e−((n−1)/a0−iω)x =
1
((n− 1)/a0 − iω)e
−((n−1)/a0−iω)x0 (1− e−((n−1)/a0−iω)(x1−x0))
∼ 1
((n− 1)/a0 − iω)e
−(n−1)x0/a0 ∼ a0 e−(n−1)x0/a0 , (3.56)
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where we used eqs.(3.37) and (3.53) and ignored factors of order 1 (e.g. phase factors) again.
The expression (3.54) above can then be further simplified as
Mmn & (n− 1)!
(−2)n−1
`m+4p
am+50
(t1 − t0) e(n−1)
x1−x0
a0
∼ (n− 1)!
(−2)n−1
`m+4p
am+40
e
(n−1)x1−x0
a0 , (3.57)
where we applied eqs.(3.37), (3.51), (3.52), and (3.53). This shows that, the further into
the the near-horizon region (see footnote 9), the larger the matrix element Mmn becomes
exponentially.
3.2.2 Transition to firewall
Finally, we show that the matrix element (3.57) becomes large for certain domains (x0, x1)×
(t0, t1). In the calculation above, we have assumed the domain (x0, x1) × (t0, t1) to be in
the near-horizon region, outside the collapsing matter. Hence, denoting the x-coordinate
trajectory of the surface of the collapsing matter as xs(t) and that of the outer boundary of
the near-horizon region as xout(t), we need xs(t0) . x0 and x1 . xout(t0) (see Fig.2). The
spatial range (x0, x1) is thus restricted by the condition
x1 − x0 . xout(t0)− xs(t0). (3.58)
We choose x0 close to xs(t0) and x1 close to xout(t0) so that (x1 − x0) takes the maximal
value consistent with eq.(3.58),
x1 − x0 ∼ xout(t0)− xs(t0), (3.59)
to maximize the value of the matrix element Mmn (3.57). Since t1 is assumed to be related
to t0 by eq.(3.53), our task is to find t0 so that (x1 − x0) (3.59) is sufficiently large.
Let tc denote the time when the surface of the collapsing matter enters the outer boundary
of the near-horizon region, i.e. xs(tc) = xout(tc) (see Fig.2). For t0 > tc, the value of
xout(t0)− xs(t0) is expected to be of the same order as t0 − tc since classically the matter is
falling close to the speed of light and xout(t) changes slowly with t,
xout(t0)− xs(t0) ∼ t0 − tc. (3.60)
From eqs.(3.59) and (3.60), we deduce
x1 − x0 ∼ t0 − tc, (3.61)
and so the matrix element (3.57) is
Mmn & (n− 1)!
(−2)n−1
`m+4p
am+40
e
(n−1) t0−tc
a0 , (3.62)
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which increases exponentially with t0. This implies an exponentially higher probability of the
creation of the particles (3.36) at a later time, including both outgoing and ingoing particles.
As exponentially more particles are created at a later time, there is an exponentially larger
energy flux. The horizon will eventually be “eventful” and even “dramatic”.
Let us examine more specifically when the matrix element becomes large or when the
firewall is formed. We parametrize the time t0 (> tc) by a parameter k as
t0 ≡ tc + k
n− 1a0 log(a0/`p). (3.63)
Thus, the expression (3.62) is simply
Mmn & (n− 1)!
(−2)n−1
ak−m−40
`k−m−4p
, (3.64)
which is huge for k > m+ 4. In other words, the matrix element Mmn becomes large when
t0 > tc +
m+4
n−1 a0 log(a0/`p). Therefore, within a period of time
∆t ∼ t1 − tc ∼ a0 + m+ 4
n− 1 a0 log(a0/`p) ∼
m+ 4
n− 1 a0 log(a0/`p) (3.65)
after the matter enters the near-horizon region, the firewall starts to form (for n ≥ 2 and
m ≥ 0). Eq.(3.65) is of the same order of magnitude as the scrambling time [31].
Notice that the time scale ∆t ∼ m+4
n−1 a0 log(a0/`p) is shorter for larger n with m fixed.
That is, a higher-dimensional operator Oˆmn with a larger n induces a large probability of
particle creation within a shorter time. In other words, higher-dimensional operators are
more important at a given time. The 1/Mp-expansion of the low-energy effective action
(3.2) becomes ill-defined, and the low-energy effective theory loses its predictive power. In
fact, ∆t ∼ m+4
n−1 a0 log(a0/`p) → 0 as n → ∞ according to eq.(3.65). This means that, right
after the matter enters the near-horizon region, the effective theory starts to break down. 11
As we will see in the next subsection, the created particles have trans-Planckian energies
for freely falling observers. The eventful horizon is actually a firewall.
3.3 Viewpoint of freely falling observers
In this subsection, we discuss the same physics from the perspective of freely falling observers
when the matrix elementMmn becomes large. We follow the conventional interpretation [29]
that |ωU〉a (3.19) is the natural outgoing 1-particle state for freely falling observers, where
the frequency ωU is the eigenvalue conjugate to the coordinate U .
12
11The precise time when the low-energy effective theory breaks down depends on the couplings λmn in
the large n limit. In fact, if λmn → 0 sufficiently fast as n → ∞, it could take a longer time for Oˆmn with
a larger n to induce a large matrix element, so that the 1/Mp-expansion of the effective theory is still valid.
Even so, for finite n, it takes only a finite time ∼ O(a0 log(a0/`p)) for Oˆmn to induce a large probability of
particle creation, and the perturbation theory breaks down.
12Note that U is originally defined as the coordinate of the flat space before the matter collapses from past
infinity (see around eq.(3.9)).
20
First, we consider the role of the states |ωU〉a in the matrix elementMmn. The final state
|f〉 (3.36) contains |ω〉c with ω ∼ 1/a, which corresponds to the outgoing 1-particle state
for observers at infinity. It is a superposition of |ωU〉a (see eq.(3.20)), where the distribution
of ωU is given by |BωωU | ∝ 1/
√
ωU (see eqs.(3.22) and (3.23)). The profile 1/
√
ωU does not
approach 0 fast enough at large ωU to guarantee that the integral in the matrix elementMmn
is not dominated by the accumulative effect of large ωU . Therefore, there is a possibility
that such high-frequency modes |ωU〉a contribute significantly to large matrix elements.
To investigate this issue, we evaluate the matrix element M′mn with |ω〉c in |f〉 replaced
by |ωU〉a. By a calculation similar to the previous subsection, we obtain (see App.(F))
M′mn ∼
(n− 1)!
(−2)n−1
`m+4p
am+40
(
a0ωU
dU
du
(u0)
)n−1
e
(n−2) (x1−x0)
a0 . (3.66)
For ωU ∼ 1/a0, this matrix element is extremely small because dUdu (u0) ' C(u0, vs)  1
according to eq.(3.12). However, if we take
ωU ∼ O
((
dU
du
)−1
1
a
)
, (3.67)
the matrix element (3.66) is
M′mn ∼
(n− 1)!
(−2)n−1
`m+4p
am+40
e
(n−2) (x1−x0)
a0 . (3.68)
This is essentially identical to Mmn (3.57), although the coefficients (n− 2) and (n− 1) in
the exponent are different. Note here that because of eq.(3.12), the frequency ωU (3.67) is
exponentially large, i.e., “trans-Planckian”. Hence, there is an exponentially large probability
for freely falling observers to observe outgoing particles at trans-Planckian energies created
out of the Unruh vacuum through the higher-dimensional operators in the near-horizon
region, which leads to the firewall.
One might object to the involvement of such trans-Planckian modes in the low-energy
effective theory calculation. There are reasons why the trans-Planckian modes should not
be dismissed. First, the frequencies defined with respect to light-cone coordinates u, v have
no locally invariant meaning due to the local Lorentz boost
u→ γu, v → γ−1v. (3.69)
A constraint like ω < Mp cannot make sense because it is not Lorentz-invariant and it can
always be violated for any non-zero frequency after a boost.
More importantly, trans-Planckian modes are needed in the derivation of Hawking ra-
diation [4], which was criticized [32] a long time ago. The Hawking radiation is dominated
by modes with frequencies ω ∼ O(1/a) at large distances. Tracing these waves backwards
to the near-horizon region, their frequencies are blue-shifted to the trans-Planckian ones ωU
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(3.67). If the trans-Planckian modes are truncated from the effective theory, there would be
no Hawking radiation.
Therefore, assuming Hawking radiation, we cannot remove the trans-Planckian modes
|ωU〉a (3.67), and the assumption of the uneventful horizon leads to the breakdown of the
low-energy effective theory.
As an effort to resolve this trans-Planckian problem, there have been proposals of alterna-
tive derivations of Hawking radiation which assume non-relativistic dispersion relations such
that the energy is bounded from above to be cis-Planckian [33]. They reproduce the same
spectrum of Hawking radiation, but this does not completely resolve the trans-Planckian
problem [34] as the wave numbers can still be infinite. In the context of this paper, it is
reasonable to expect that, since the wave number is still allowed to go to infinity, there are
higher-dimensional operators (which are no longer required to be Lorentz-invariant) that
produce large matrix elements, and the low-energy effective theory still breaks down. While
this remains to be rigorously proven, what we have shown is at least that, for relativistic
low-energy effective theories, Hawking radiation (which necessarily includes trans-Planckian
modes) is in conflict with the assumption of an uneventful horizon.
4 Conclusion and discussion
In this work, we showed that the higher-dimensional operators in the effective action change
the time evolution of the Unruh vacuum in the near-horizon region of the dynamical black
hole so that it evolves into an excited state with many high-energy particles for freely falling
observers. The uneventful horizon transitions to an eventful horizon (the firewall), and
ultimately the effective field theory breaks down.
We emphasize that we have only used the semi-classical Einstein equation and the con-
ventional formulation of the quantum field theory for matter in our analysis. The only novel
ingredients are (i) the explicit solution of the metric in the near-horizon region and (ii) the
consideration of higher-dimensional operators in the effective field theory.
For the first item (i), we used the metric given by eqs.(2.21) and (2.33) as a solution
to the semi-classical Einstein equation for the energy-momentum tensor (2.7)–(2.10) of the
uneventful horizon. As a result of the negative ingoing energy flux Tvv, the trapping horizon
is time-like [17], with the causal structure of the near-horizon region satisfying eq.(2.11).
This is crucial for the exponential form of the red-shift factor C(u, v) (3.51) to lead to the
exponentially large matrix element after the matter enters the near-horizon region.
About the item (ii), we considered the quantum effect of the higher-dimensional operators
Oˆmn (3.31) for m ≥ 0 and n ≥ 2. These are non-renormalizable operators that are normally
ignored in the low-energy effective theory because they are suppressed by factors of 1/Mp.
However, we found that these operators have exponentially large matrix elements related to
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the creation of particles from the Unruh vacuum, in contrast with renormalizable operators.
A lot of the high-energy particles are thus created for freely falling observers, resulting in a
firewall. This invalidates the conditions (2.7)–(2.10) for an uneventful horizon.
Note that no local curvature invariants of the dynamical background are found to be large
in the near-horizon region. The high-energy events only arise from the higher-dimensional
terms in the effective action, and their origin is a joint effect of the quantum fluctuation and
the peculiar geometry of the near-horizon region.
A frequently asked question about such a firewall scenario is this: If freely falling observers
see anything extraordinary near the horizon, does it imply the violation of the equivalence
principle? Our result has shown that, due to the higher-derivative operators, the Unruh
vacuum evolves to an excited state with many particles for freely falling observers. In this
sense, the equivalence principle is violated when higher-derivative interactions are involved.
In fact, it has been known in classical electromagnetism that higher-derivative terms in the
effective Lagrangian lead to dispersive interactions that violate the equivalence principle [35].
We have demonstrated explicitly in this paper how time-dependent deformations in the
spacetime geometry knock virtual particles out of the vacuum into real particles through
higher-derivative interactions. While the equivalence principle is violated, general covariance,
including the transformation (3.69), is preserved.
While our calculation shows that the low-energy effective theory is inconsistent with an
uneventful horizon, it does not tell us with certainty what really happens to an evaporating
black hole, or how the information comes out. As high-energy particles are created in the
near-horizon region, the background geometry should be modified by the back-reaction of
the created particles, and the change of the background should in turn change the rate of
particle creation.
It is possible that there is a consistent low-energy effective theory capable of describing
an evaporating black hole if the energy-momentum tensor 〈Tµν〉 violates the conditions (2.7)
– (2.10) so that the horizon is no longer uneventful. A self-consistent scenario is perhaps one
that would have no horizon or trapped region, such as the model proposed in Ref. [36–38] (see
also [39]).13 It is also recently argued that a consistent quantum theory of gravity should
always admit the VECRO [40], which should modify the conventional energy-momentum
tensor.
To conclude, we have shown that the horizon cannot remain uneventful. While the
low-energy effective theory eventually breaks down as a result of time evolution from the
Unruh vacuum through higher-dimensional operators, it suggests the creation of outgoing
high-energy particles in the near-horizon region. Because the proper distance between the
collapsing matter and the horizon is of the order of a Planck length [16], the trans-Planckian
13In this model, there is a large tangential pressure inside the black hole. Recently, it was shown [38] that
the pressure comes from vacuum fluctuations of the bound modes of the matter fields with large angular
momenta in the interior, and the interior metric is a self-consistent solution for a certain class of field theories.
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scattering between the created outgoing particles and the collapsing matter cannot be ig-
nored. It is possible that, through such trans-Planckian scatterings, the information of the
collapsing matter is transferred into the outgoing particles, and information loss is no longer
a necessary consequence of black-hole evaporation — not until one examines this problem
with a Planck-scale theory such as string theory. How information is preserved is still a
problem, but it is no longer a paradox.
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A Ingoing Vaidya Metric
We consider the ingoing Vaidya metric as an example to demonstrate the meanings of the
generalized Schwarzschild radii a(u) and a¯(v). The ingoing Vaidya metric
ds2 = −
(
1− a0(v)
r
)
dv2 + 2dvdr + r2dΩ2, (A.1)
where a0(v) is proportional to the mass parameter of the black hole, is a spherically symmetric
solution to the Einstein equation for the energy-momentum tensor
Tvv =
a′0(v)
κr2
, (A.2)
with all other components (Tvr, Trr, Tθθ etc.) vanishing. For a
′
0(v) ∼ O(`2p/a20), the energy-
momentum tensor satisfies the uneventful-horizon condition (2.7) – (2.10), hence the metric
(A.1) should be a special case of the general solution (2.21), (2.33) in the near-horizon region.
To put the metric (A.1) in the form of eq.(2.2), we plug r = r(u, v) into the metric (A.1)
and demand that it agrees with eq.(2.2). It is
2(∂ur)dudv +
[
2(∂vr)−
(
1− a0(v)
r
)]
dv2 = −Cdudv, (A.3)
which means that
∂ur = −1
2
C, (A.4)
∂vr =
1
2
(
1− a0(v)
r
)
. (A.5)
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It is then easy to check that the solution of r (2.34) satisfies both conditions above at
the leading order of the κ-expansion, in which |a′(u)|, |a¯′(v)| ∼ O(`2p/a2)  1, via the
identification
a¯(v) = a0(v). (A.6)
Therefore, a¯(v) can be identified with the Schwarzschild radius a0(v) of the ingoing Vaidya
metric at the leading order.
On the other hand, the parameter a(u) is not directly fixed by the ingoing Vaidya metric
because the form of the metric (2.2) is invariant under a coordinate transformation u →
u′ = u′(u). The u-coordinate in the solution (2.21), (2.34) has been chosen such that, on
the outer-boundary of the near-horizon region, it agrees with the u coordinate used in the
Schwarzschild solution (2.3), (2.4). This is realized in eq.(2.20), which relates a0(v) to a(u)
there.
B Relation between a(u) and a¯(v)
Here we derive the relation (2.20) between the Schwarzschild radii a(u) and a¯(v) on the
outer boundary of the near-horizon region. Take the v-derivative of eq.(2.5), which defines
the location of the outer boundary of the near-horizon region, we find
∂r
∂u
duout(v)
dv
+
∂r
∂v
− da¯
dv
= − N`
2
p
a¯2(v)
da¯
dv
. (B.1)
Use eqs.(2.3), (2.4), (2.5) to estimate ∂r/∂u and ∂r/∂v as
∂r
∂u
' −∂r
∂v
' −1
2
(
1− a
r
)
' −N`
2
p
2a2
. (B.2)
Then, together with eq.(2.39), the equation above becomes
N
2
(
1− duout(v)
dv
)
+ σ ' Nσ`
2
p
a2
, (B.3)
which implies that
duout(v)
dv
' 1 + 2σ
N
, (B.4)
assuming that N  a2/`2p.
Next, we take the v-derivative of C(uout(v), v) according to eq.(2.21);
d
dv
C(uout(v), v) '
[
− 1
2a(uout(v))
duout(v)
dv
+
1
2a¯(v)
− ∂vr(uout(v), v)
r(uout(v), v)
]
C(uout(v), v), (B.5)
which should agree with the Schwarzschild approximation of the same quantity
d
dv
(
1− a(uout(v))
r(uout(v), v)
)
' d
dv
(
N`2p
a2(uout(v))
)
∼ O
(
`4p
a5
)
. (B.6)
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This agreement at the leading order of the `2p/a
2 expansion means
a(uout(v))
a¯(v)
' duout(v)
dv
' 1 + 2σ
N
. (B.7)
where we used eq.(B.1) and dropped the last term of eq.(B.5) as a higher-order term.
C Order-of-magnitude of the first term in eq.(2.24)
Using eqs.(2.7), (2.21), and r/a ∼ O(1), the first term in eq.(2.24) can be estimated as
−κ
2
C(u, v)
∫ u
u∗
du′
r(u′, v)
C(u′, v)
Tuu(u
′, v) ∼ O
(
`2pC(u, v)
∫ u
u∗
du′C(u′, v)
1
a3
)
∼ O
(
`2p
a3
C(u, v)C(u∗, v)
∫ u
u∗
du′ e−
∫ u′
u∗
du′′
2a(u′′)
)
, (C.1)
where we assumed that the range (u − u∗)  O(a3/`2p) so that the Schwarzschild radius a
remains the same order of magnitude. (This assumption is consistent with the range (2.12).)
The integral above can then be estimated as∫ u
u∗
du′ e−
∫ u′
u∗
du′′
2a(u′′) '
∫ u
u∗
du′ e−
u−u∗
2a . O(a). (C.2)
In the evaluation of eq.(2.24), we have taken u∗ = uout(v) so that (u∗, v) lies on the
outer boundary of the near-horizon region. Then we can use eqs.(2.3) and (2.5) to evaluate
C(uout(v), v) ' N`2p/a2  1. Following eq.(C.1), the first term in eq.(2.24) is estimated as
−κ
2
C(u, v)
∫ u
u∗
du′
r(u′, v)
C(u′, v)
Tuu(u
′, v) . O
(
`2p
a2
C(u, v)C(u∗, v)
)
 O
(
`2p
a2
C(u, v)
)
. (C.3)
On the other hand, the second term in eq.(2.24) is of O(C). Therefore, the first term is
negligible in comparison.
D Derivation of Eq.(3.43)
We derive eq.(3.43) here. For the Schwarzschild background, we have
∂vr =
1
2
(
1− a
r
)
, Γvvv =
a
2r2
, Γuvv = 0. (D.1)
Hence, we can calculate
∇v 1
r
= ∂v
1
r
= − 1
2r2
(
1− a
r
)
, (D.2)
∇2v
1
r
= ∂v∇v 1
r
− Γvvv∇v
1
r
=
1
2r3
(
1− a
r
)2
. (D.3)
26
It is straightforward to check explicitly that eq.(3.43) holds for n = 1 and n = 2. By
mathematical induction, assuming that eq.(3.43) is correct for a given n, we can show that
it also holds for n→ n+ 1:
∇n+1v
1
r
= ∂v∇nv
1
r
− nΓvvv∇nv
1
r
= (−1)n+1 (n+ 1)!
2n+1rn+2
(
1− a
r
)n+1
. (D.4)
Therefore, eq.(3.43) holds for all n = 1, 2, 3, · · · .
E Time-dependence of the integrand in Mmn
We show eq.(3.47) in this appendix. We start with deriving eq.(3.45):
∇nv
1
r
' (n− 1)!
(−2a¯)n−1
σ`2p
a¯4(v)
=
(n− 1)!
(−2)n−1
σ`2p
a¯n+3(v)
. (E.1)
First, for n = 1 and n = 2, we can use eqs.(2.32), (2.33), (2.37), and (2.42) and check
∇v 1
r
= ∂v
1
r
= −∂vr
r2
' −∂vr0(v)
r20(v)
' σ`
2
p
a¯4
, (E.2)
∇2v
1
r
= ∂v∇v 1
r
− Γvvv∇v
1
r
' ∂v
(
σ`2p
a¯4
)
− 1
2a¯
(
σ`2p
a¯4
)
' − 1
2a¯
(
σ`2p
a¯4
)
. (E.3)
As we can see, a v-derivative leads to an extra factor of O(`2p/a2) when it acts on a function
of a¯, so the covariant derivatives are dominated by the 2nd term. Similar to the derivation
of eq.(3.43) in App.D, we can use mathematical induction to reach (E.1) for any n.
Using eqs.(E.1), (2.32), and (2.34), we obtain eq.(3.46):(
1
Cn−1rm−1
∇nv
1
r
)
' 1
Cn−1a¯m−1(v)
(n− 1)!
(−2a¯)n−1
σ`2p
a¯4(v)
=
(n− 1)!
(−2)n−1
1
Cn−1
σ`2p
a¯m+n+2(v)
. (E.4)
The t-derivative at t = t0 can be estimated as[
∂
∂t
(
1
Cn−1rm−1
∇nv
1
r
)]
t0
∼
[
∂
∂t
(
1
Cn−1
σ`2p
a¯m+n+2(v)
)]
t0
'
{
σ`2p
Cn−1a¯m+n+2
[
(n− 1)
(
a(u)− a¯(v)
a(u)a¯(v)
+
a¯′(v)
a¯(v)
)
+ (m+ n+ 2)
σ`2p
a¯3(v)
]}
{
u = t0 − x
v = t0 + x
,
(E.5)
where we used eqs.(2.37) and (2.40). A few comments are now in order.
First, as we mentioned in Sec.3 below eq.(3.42), the normalization factor N (3.27) is
ignored because it is of order 1 and its time dependence is small. If we had kept N in the
time derivative, we would have another piece ∂N /∂t ∼ O(ωa˙) ∼ O(`2p/a3) in the bracket [· · · ]
of the expression above, which is of the same order as the last term in the bracket. Hence,
ignoring the contribution of the t-derivative of N does not change the order-of-magnitude
estimate of the matrix element.
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Second, note that the bracket
[
(n− 1)
(
a(u)−a¯(v)
a(u)a¯
+ a¯
′(v)
a¯(v)
)
+ (m+ n+ 2)
σ`2p
a¯3(v)
]
above con-
tributes to the integral (3.42) in the form of a linear combination An + Bm + C of n and
m with some coefficients A, B, and C, where B = σ`2p/a¯
3(v). It is clear that, for any given
value of n, at most one value of m would satisfy An+Bm+C = 0. It is impossible for the
bracket to vanish for all m,n.
Furthermore, for a given pair (n,m), either we have O(|An + Bm + C|) & O(|B|) or
O(|An+Bm+C|) O(|B|). If O(|An+Bm+C|) O(|B|) for a given choice of (n,m),
we can change the value of m by±1 so thatO(|An+Bm+C|) ∼ O(|B|). In our consideration
of generic values of m and n, the order of magnitude of eq.(3.47) can thus be estimated as[
∂
∂t
(
1
Cn−1rm−1
∇nv
1
r
)]
t0
& O
(
σ2`4p
Cn−1(x)a¯m+n+5
)
. (E.6)
F Derivation of M′mn (3.66)
Here we compute the matrix element
M′mn ≡ λmn`m+2n−2p
∫
d4x
√−g 〈f ′|Oˆmn|i〉, (F.1)
which is analogous to eq.(3.34), but with the final state |f〉 replaced by
|f ′〉 ≡ |ωU〉a ⊗ |ω′〉a˜ ⊗ |ω1, · · · , ωm〉a˜. (F.2)
The only difference between this state |f ′〉 from |f〉 (3.36) is the first factor |ω〉a versus |ωU〉c.
The calculation below is in parallel with the calculation ofMmn in the main text. Hence we
will skip some of the details.
In Sec.3.1, we defined the coordinate U by eq.(3.12). To emphasize the fact that our
calculation is invariant under the local Lorentz boosts (3.69), we introduce a class of light-
cone coordinates (U ′, V ′) including the U coordinate as a special case. We define this class
of coordinate systems by
dU ′
du
= λ−1C1/2∗ e
− ∫ uu∗ du′2a(u′) ' λ−1C1/2∗ e−u−u∗2a0 , (F.3)
dV ′
dv
= λC1/2∗ e
− ∫ v∗v dv′2a¯(v′) ' λC1/2∗ e− (v∗−v)2a0 , (F.4)
where the free parameter λ corresponds to the freedom of the choice of initial velocity for
freely falling observers. The coordinate U defined by eq.(3.12) corresponds to the choice
λ = C
1/2
∗ C−1(u∗, vs). For (v − vs) O(a3/`2p), the solution of C (2.21) is
C(u, v) ' r(u, vs)
r(u, v)
dU ′
du
dV ′
dv
' dU
′
du
dV ′
dv
, (F.5)
and the metric under the trapping horizon is
ds2 ' −dU ′dV ′ + r2(u, v)dΩ2. (F.6)
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Using eq.(2.34) and
∂nV ′
1
r
'
(
dV ′
dv
)−n
(n− 1)!
(−2a¯)n−1
σ`2p
a¯4
. (F.7)
we derive
M′mn ∼
λmn`
m+2n−2
p
m!
∫
dU ′dV ′ ωnU ′
(
1
rm−1
∂nV ′
1
r
)
eiωU′U
′
∼ (n− 1)!
(−2)n−1
λmn`
m+2n−2
p
m!
∫
dU ′dV ′ ωnU
(
dV ′
dv
)−n σ`2p
a¯n+m+2
(1 + cmnC) e
iωU′U ′ (F.8)
from eq.(F.1), where cmn ' −(m+ n/2− 2) is a number depending on m,n. 14
Since we are carrying out the calculation from the perspective of freely falling observers, it
is more natural to choose the range of integration to be a domain defined by (U0, U1)×(V0, V1).
The leading order term (the number 1 in the factor (1 + cmnC)) in the integral has no
contribution due to the identity
∫
dU ′eiωU′U
′
= 0, which is the statement of conservation of
energy in the U ′-coordinate analogous to eq.(3.41).
Eq.(3.42) is replaced by
M′mn ∼ −cmn
(n− 1)!
(−2)n−1
λmn`
m+2n−2
p
m!
∫
dV ′ ωnU ′
(
dV ′
dv
)−(n−1) σ`2p
an+m+20
∫
dU ′
dU ′
du
eiωU′U
′
, (F.9)
using eq.(F.5). The expression above can be simplified using eqs.(3.12) and (F.4) as
M′mn ∼
(n− 1)!
(−2)n−1 `
m+2n−2
p
∫
dv ωnU ′
(
λC1/2∗ e
− (v∗−v)
2a0
)−(n−2) σ`2p
an+m+20
∫
duλ−2C∗e
−u−u∗
a0 eiωU′U
′
∼ (n− 1)!
(−2)n−1λ
−nC−n/2+2∗
σ`m+2np
an+m+20
ωnU ′
∫
dv e
(n−2) (v∗−v)
2a0
∫
due
−u−u∗
a0 eiωU′U
′
, (F.10)
where factors of order 1 are omitted.
The two integrals are evaluated as follows. First,∫ v1
v0
dv e
(n−2) (v∗−v)
2a0 = − 2a0
(n− 2)e
(n−2) (v∗−v1)
2a0
(
1− e(n−2)
(v1−v0)
2a0
)
' − 2a0
(n− 2)e
(n−2) (v∗−v1)
2a0 .
(F.11)
Second,∫ u1
u0
du e
−u−u∗
a0 eiωU′U
′(u) '
∫ u1
u0
du e
−u−u∗
a0 e
iωU′
(
U ′0+
dU′
du
(u0)(u−u0)
)
∼ 1
1
a0
− iωU ′ dU ′du (u0)
e
−u0−u∗
a0 ∼ 1
ωU ′
dU ′
du
(u0)
e
−u0−u∗
a0 , (F.12)
where phase factors and other factors of order 1 are ignored, and we have assumed that
ωU ′
dU ′
du
(u0) is not much smaller than 1/a0.
14 The term cmnC arises from the correction term O(C) in the solution of C (2.40) and r (2.33). All we
need to know about cmn is that it is non-zero for generic values of m, n.
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Plugging the results of these integrals back into eq.(F.10), we find
M′mn ∼
(n− 1)!
(−2)n−1λ
−nC−n/2+2∗
σ`m+2np
an+m+20
ωn−1U ′
2a0
(n− 2)e
(n−2) (v∗−v1)
2a0
1
dU ′
du
(u0)
e
−u0−u∗
a0
∼ (n− 1)!
(−2)n−1C
−n+2
∗
σ`m+2np
an+m+20
(
ωU ′
dU ′
du
(u0)
)n−1
2a0
(n− 2)e
(n−2) (v∗−v1)
2a0 e
(n−2)u−u∗
2a0
∼ (n− 1)!
(−2)n−1C
−n+2
∗
σ`2n+mp
a2n+m0
(
a0ωU ′
dU ′
du
(u0)
)n−1
e
(n−2) (x1−x0)
a0 , (F.13)
where we have used eq.(F.3) and chosen u∗ = u0. We define (x1− x0) ≡ (u− u∗+ v∗− v1)/2
as before. Notice that the expression above is independent of λ (and independent of the
choice of U ′), our calculation is clearly invariant under local Lorentz boosts (3.69).
Choosing U ′ = U and the reference point as in eq.(3.52), we find
M′mn ∼
(n− 1)!
(−2)n−1
σ`m+4p
am+40
(
a0ωU
dU
du
(u0)
)n−1
e
(n−2) (x1−x0)
a0 , (F.14)
hence we have derived eq.(3.66).
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