Localized molecular orbitals (LMOs) are much more compact representations of electronic degrees of freedom than canonical molecular orbitals (CMOs). The most compact representation is provided by nonorthogonal localized molecular orbitals (NOLMOs), which are linearly independent but are not orthogonal. Both LMOs and NOLMOs are thus useful for linear-scaling calculations of electronic structures for large systems. Recently, NOLMOs have been successfully applied to linear-scaling calculations with density functional theory (DFT) and to reformulating time-dependent density functional theory (TDDFT) for calculations of excited states and spectroscopy. However, a challenge remains as NOLMO construction from CMOs is still inefficient for large systems. In this work, we develop an efficient method to accelerate the NOLMO construction by using predefined centroids of the NOLMO and thereby removing the nonlinear equality constraints in the original method (J. Chem. Phys. 2004, 120, 9458 and J. Chem. Phys. 2000, 112, 4). Thus, NOLMO construction becomes an unconstrained optimization. Its efficiency is demonstrated for the selected saturated and conjugated molecules. Our method for fast NOLMO construction should lead to efficient DFT and NOLMO-TDDFT applications to large systems.
Introduction
Since the first linear-scaling method of divide and conquer (DAC) was developed, 1,2 linear-scaling techniques have been widely and successfully applied to ab initio electronic structure calculations, first-principles molecular dynamics (MD) simulations, and quantum mechanics/molecular mechanics (QM/MM) modeling.
1-18 Development of linear-scaling techniques, in particular for excited states, remains an active area of electronic structure theory. With sparse matrix techniques, linear-scaling calculations can be achieved by means of DAC-style fragment methods, localized molecular orbitals (LMOs), and density matrices. 11, 13, [15] [16] [17] [19] [20] [21] [22] [23] [24] [25] [26] [27] In contrast to canonical molecular orbitals (CMOs), LMOs can accommodate more localized distributions for electrons in space, which is important for reducing the computational effort in the linear-scaling algorithms. LMOs can be represented either by NOLMOs or by orthogonal localized MOs (OLMOs). [28] [29] [30] Compared with NOLMOs, OLMOs have been extensively investigated and have a long history. 29, 31, 32 OLMOs can be obtained through unitary transformations from CMOs based on some localization criterion, such as Boys-Foster, 29 EdmistonRuedenberg, 21 ,22,31 Pipek-Mezey, 33 and Von Niessen schemes. 32 In addition, they can also be obtained using some particular schemes, for instance, the sparse coefficient space method based on the l 1 -norm sparseness function, 9 the direct method without CMOs, 34 the "on the fly" localization method with 2 × 2 Jacobi rotations, 35 the isopycnic transformation of Cioslowski, 36 and the damped dynamical minimization method based on the spread object function in the context of Car-Parrinello molecular dynamics. 37 Nevertheless, NOLMOs have not gained as much attention as OLMOs until recently. 28, 30, 38 Recent studies demonstrated that NOLMOs could achieve more compact/localized LMOs than OLMOs, with reduction in the spread function by about 10-28%. 28, 38 This advantage stems from the release of orthogonal constraints, which removes the tails of OLMOs, resulting in more localized distributions of electrons in space. Another characteristic of NOLMOs is that the construction from CMOs is a highly parallel algorithm, because the construction for each NOLMO is independent of all other NOLMOs. Thus it is more efficient than OLMO construction where orthogonal constraints need to be satisfied.
Recently, linear-scaling calculations of ground and excited states with NOLMOs have been explored using the Hartree-Fock (HF), self-consistent charge density functional tight-binding (SCC-DFTB), and quantum Monte Carlo (QMC) methods. 10, 27, 39 The ground-state calculations not only demonstrate that NOLMOs are more compact/localized in space than OLMOs but also illustrate that accurate results can be achieved with smaller cutoff radii. Moreover, solution of the time-domain NOLMO-TDDFT equations, with low-scaling effort, was also investigated where NOLMO construction is repeatedly performed to maintain the sparsity of NOLMOs in a system. 27 The performance of these methods heavily rests on the efficiency of NOLMO construction in large systems. 10, 27 However, the original NOLMO construction is inefficient and might fail in large systems because of its four nonlinear equality constraints and the need of Boys centroids prior to NOLMO construction. 28 Furthermore, we believe that the unconstrained optimization algorithms will be more efficient than the constrained ones because the optimization techniques with nonlinear equality constraints are less mature than the unconstrained ones. The need of Boys centroids prior to NOLMO construction is another bottleneck preventing NOLMO applications to large systems. OLMO construction itself is inefficient in large systems, which is rooted in the successive 2 × 2 rotation † Part of the "Klaus Ruedenberg Festschrift". * To whom correspondence should be addressed. E-mail: weitao.yang@ duke.edu. ‡ Duke University. § Beijing Normal University.
operations needed to maintain the orthogonal conditions among OLMOs. In fact, OLMO construction is not a necessary step for constructing NOLMOs. Boys localization in the original method is only used to calculate the centroids of OLMOs. Imposing the condition that the centroids of NOLMOs are the same as the ones of OLMOs avoids linear dependence among NOLMOs. Localization of the centroids not only increases the computational effort but also introduces the nonlinear equality constraints in the original method. Therefore, it is significant to design an algorithm that is independent of OLMO construction and without any constraints. Specifically, we need an unconstrained algorithm for NOLMO construction in large systems.
On the basis of our observation of NOLMOs, 28 we found that the centroid of a MO representing a single bond is located in the middle of this bond. A double bond has two NOLMOs that form a set of "banana" bonds with centroids symmetrically located on the two sides of the double-bond plane. Correspondingly, the centroids of a triple bond are located at points spaced at 0, 120, and 240°around the cylinder's central plane, as shown in Figure 1 .
With this "empirical" or "chemical intuition" selection of NOLMO centroids, OLMO construction can be avoided and the linear independence of NOLMOs can be satisfied by choosing the different centroids according to the above simple rules. In this work, we present the detailed formulations, implementations, results, and discussion of this improved NOLMO construction. We believe that this development will make NOLMO applications much more efficient, especially in large systems. The paper is divided into several parts with Method in section 2, Results and Discussion in section 3, and Conclusion in section 4.
Method
The main challenge in constructing NOLMOs from CMOs is finding a nonsingular transformation matrix A, which transforms CMOs into NOLMOs on the basis of eq 1 where ψ i is the ith NOLMO, φ k is the kth CMO, and n is the number of the occupied MOs of a system. As the orthogonality conditions among MOs have been removed in constructing NOLMOs, the A matrix is not necessarily unitary and a nonsingular matrix is sufficient. In the course of construction, there are two conditions to be satisfied: NOLMO normalization Σ k)1 n A ik 2 ) 1 and linear independence among NOLMOs. Correspondingly, the same scheme could be used to relocalize less-localized NOLMOs into more-localized ones, as done in recent work. 27 The transformation equation is in which ψ k ′ is the kth less-localized NOLMO, ψ i is the ith morelocalized NOLMO, and A remains a nonsingular matrix.
To present our method, some brief discussion on the original method is needed. 28 The original spread object function is defined as follows:
where r is the electron position operator and r j is its expectation value for each NOLMO. In certain conditions, (3) can be traced back to the Boys localization scheme. In the Boys localization scheme, the minimization of Ω is realized by successive 2 × 2 unitary transformations, which satisfy the orthogonality conditions. As a result of the cross dependence in OLMO construction, it is inefficient in large systems. In contrast, there is no cross dependence in NOLMO construction because there is no orthogonal constraint. In the original NOLMO construction, the linear independence among NOLMOs is satisfied by choosing different centroids, which are obtained by means of Boys localization. Nevertheless, this prior localization drastically increases the computational effort, especially for large systems. Additionally, Boys localization remains inefficient in large systems. Finally, in the original method, the linear independence among NOLMOs is achieved by using nonlinear equality constraints in the object function, which imposes that the different NOLMO uses the different centroid. Generally, optimizations with nonlinear equality constraints are not as efficient as unconstrained optimizations. Hence, designing NOLMO construction with unconstrained algorithms is important and useful for NOLMO applications to large systems.
In this work, an unconstrained minimization method for NOLMO construction is proposed, which removes the nonlinear equality constraints in the original method. 28 The spread object function is defined as
} is the predetermined centroid (vector) of the kth NOLMO. In this spread object function, normalization constraints among NOLMOs are imposed explicitly through the denominator of eq 4 instead of the nonlinear equality constraints in the original method. The linear independence is satisfied by choosing different, but predetermined, centroids of NOLMOs,
}. This modification makes NOLMO construction an unconstrained minimization process. Once the unconstrained minimization object functional, eq 4, is selected, many available procedures can be used to fulfill this minimization, for instance, the conjugated gradient, or quasi-Newton methods.
The simplification in the selection of NOLMO centroids is another important point in this work. Here we give up complicated and expensive operations and use an "empirical" or "chemical intuition" method to choose NOLMO centroids 
Expressing Finally, NOLMO construction can be transformed into optimization of the column vector a k of the transformation matrix A, as shown in eqs 6 and 9. This optimization is efficient and highly parallel since there is no cross dependence among the NOLMOs.
To perform minimization of eqs 6 and 9 efficiently with available optimization methods, the analytical gradient vector, and sometimes the Hessian matrix, are needed. Expressions for the gradient vector are given here and those for the Hessian matrix are in the Appendix.
The first-order derivative of Ω[a k ] (eq 6) that transforms CMOs into NOLMOs can be derived through simple mathematical operations as shown here:
} is the set of fixed centroids preselected on the basis of chemical intuition (Figure 1 ) and the definitions of R 2 and R ) {X, Y, Z} are the same as those in eqs 7 and 8. The first-order derivative of eq 9, transforming less-localized NOLMOs into more-localized NOLMOs, is where the definitions of S, R 2 and R ) {X, Y, Z} are also same as those in eqs 10-12.
We point out that there are situations where we cannot easily select the centroids, such as during a chemical reaction, or in a complex bonding environment. It should also possible to determine the centroids: we could use an LMO scheme (such as the Boys localization) applied only on a fragment-by-fragment basis instead of to the full molecule. 29, 40 This approach for choosing centroids, not implemented here, can lead to an automatic procedure for any bonding chemical environment.
In this work, the SCC-DFTB method is employed to calculate the related physical variables, R 2 , R, and S. 41 In principle, all unconstrained minimization procedures can be used, but here only the limited-BFGS (L-BFGS) is used to test our method. 42 Extension to other electronic structure and minimization methods is feasible.
Results and Discussion
We tested our unconstrained optimization method of NOLMO construction on several saturated or conjugated molecules: C 60 H 122 , C 60 H 62 , C 200 H 202 , and C 6 H 5 C 2 H 2 (C 6 H 4 C 2 H 2 ) 11 C 6 H 5 (abbreviation in this work: MOL).
The SCC-DFTB method was employed to calculate the related quantities, for instance, R 2 , R, S, and the initial CMOs. 41 This method explicitly considers only the valence-shell electrons and AOs, for example, the 2s and 2p atomic orbitals for elements in the second row of the periodic The selection of NOLMO centroids is based on the "empirical" rules mentioned in the Introduction. The centroid of a single bond (CsC and CsH bonds in this work) is the middle point of this chemical bond; a double bond forms a set of "banana" bonds, and thus their centroids are fixed on the two sides of π the plane, 1 Å away from the plane of CdC double bond. This selection is based on our observation on the original NOLMOs that the centroids are at about the position of 1 Å. 28 With this selection, OLMO construction in the original method is eliminated, saving computational effort and removing nonlinear equality constraints.
The NOLMO sparsity in large systems is illustrated by the 3-dimensional distribution plots, in Figures 2-5. In these plots, the abscissas represent the AO and MO indexes, whereas the ordinate is the MO coefficient. In all studied systems, the sparsity in AO space can be observed.
The sparsity in AO space exists not only in the saturated systems (Figure 2) but also in the conjugated systems (Figures  3-5) . In terms of the sparse MO coefficient matrix, we can design and realize low-scaling or linear-scaling calculations of electronic structure, as demonstrated in recent linear-scaling or low-scaling calculations of ground and excited states in large systems. 10, 27 Additionally, NOLMO sparsity is reflected not only in AO space but also in real space. Here we chose one NOLMO to illustrate this property, for example, the 100th NOLMO of "MOL" plotted in Figure 6 with a 0.1 isosurface value and with a 0.0001 isosurface value. This NOLMO is localized in an extremely small portion of real space. A similar characteristic is also observed for other NOLMOs of the studied systems. This advantage can be used to reduce the computational effort of electronic structure calculations based on real-space grids. 43, 44 Compared with results of the original method, a similar NOLMO spread value for the C 6 H 6 molecule is obtained: 35.5954 in the original method versus 37.2343 in the present work. 28 This small difference stems from the different centroids, electronic structure methods, basis sets, and spread object functions used in both methods. In principle, the unconstrained algorithm of the present NOLMO construction is more efficient in large systems due to the removal of the nonlinear equality constraints and simple selection of NOLMO centroids. These improvements will make NOLMO construction avoid the OLMO construction and save computational effort.
Conclusion
With the unconstrained scheme presented in this paper, NOLMO construction in large systems becomes efficient. We remove the nonlinear equality constraints in the original method (refs 28 and 32) and simplify the selection of NOLMO centroids (Figure 1 ), which makes NOLMO construction an unconstrained minimization process. The efficiency of this method is demonstrated for both saturated and conjugated molecules. This improvement will make NOLMO-based DFT and TDDFT applications in large systems more efficient. 10, 27 Acknowledgment. Support from the National Scholarship Foundation of the Chinese Ministry of Education (G.C.) and from the National Science Foundation (W.Y.) is gratefully acknowledged.
Appendix: Analytical Hessian Matrices of Eqs 6 and 9
Before the second-order derivative of Ω[a k ] in eq 6 is presented, some useful definitions are given for convenience. o k , p k , and q k are defined as and thus eq 13 becomes 
∂q k ∂a k ) 4a k † S (27) 
