Abstract -In this paper w e use the uniform Cramer-Rao (CR) lower bound [l] t o generate biasvariance tradeoff curves which separate achievable f r o m unachievable regions i n the estimator bias variance plane.
I. Introduction
Let e = [el, ..., 0,lT E 0 be a vector of unknown parameters which parameterize the distribution of an observed random variable Y. Let ]. The goal of this work is to quantify fundamental tradeoffs between the bias and variance functions for any parametric estimation problem. When considered as surfaces over the parameter space 0 , the bias and variance provide a very informative description of estimator performance, for example they jointly specify the MSE.However, since comparison of performance surfaces over a large set 0 is usually impractical, the bias and variance in a small neighborhood is of greater interest. In this case, the bias gradient Vgbl is more useful since it is in- 
The Bias-Variance Tradeoff Curve
The tradeoff curve is derived from a generalization of the bound on estimator variance presented in [l] . Unlike the bound of [l] , this bound applies to the case of singular Fisher information matrices (FIM), an important case arising in deconvolution problems, and permits use of any weighted l~ norm of the bias gradient. The region above and including the curve is the so called 'achievable' region where all the realizable pairs of estimator variance and bias-gradients exist. Note that if an estimator lies on the curve then lower variance can only be bought at the price of increased bias and vice versa. For this example the regularized least squares estimator attains optimal biasvariance tradeoff, i.e. it hits the lower bound for all values of 6 [2] . In this case the bias gradient norm 6 was swept out by varying the smoothing (regularization) parameter of the estimator.
In general to place an estimator somewhere within the achievable region of Figure 1 requires the variance and length of the estimator bias gradient. In most cases the variance and the bias-gradient length are analytically intractable and must be empirically estimated. Since the sample mean estimate of the bias gradient norm has severe positive bias some form of bias correction is necessary. We have developed a bootstrap estimator and a (1 -a)% lower confidence bound for this purpose.
