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Many problems in continuum mechanics, especially in the theory of elastic
materials, lead to nonlinear partial dierential equations. The nonconvexity
of their underlying energy potential is a challenge for mathematical analysis,
since convexity plays an important rôle in the classical theories of existence
and regularity. In the last years one main point of interest was to develop
techniques to circumvent these diÆculties. One approach was to use dier-
ent notions of convexity like quasi{ or polyconvexity, but most of the work
was done only for static (time independent) equations. In this thesis we
want to make some contributions concerning existence, regularity and nu-
merical approximation of nonconvex dynamical problems.
In the rst chapter we give an introduction where we sketch some of the
applications (mainly from physics) for nonconvex dynamical problems and
collect some of the mathematical tools used in this eld, in particular the
concept of Young measures and the dierent notions of convexity.
In Chapter 2 we present dierent notions of existence to handle various non-
convex dynamical problems. Here a focal point are elastodynamical equa-
tions, due to their interesting applications in the material science. We prove
existence of so-called Young measure solutions for these equations. In the
last section of this chapter we discuss a more complicated situation, where
an elasticity equation is coupled with a parabolic equation.
In Chapter 3 we discuss questions connected to numerical approximations
of solutions for nonconvex elastodynamical equations. We study appropri-
ate time discretization schemes and present some recent numerical results
(obtained in joint work with C. Carstensen).
In the fourth chapter we focus on regularity questions for parabolic equa-
tions. We present a surprising example (obtained in joint work with S.
Muller and V. Sverak) about existence of wildly oscillatory solutions for
nonconvex, but strictly quasiconvex parabolic equations.
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Before we describe the fundamental mathematical concepts for nonconvex
variational problems, we briey want to present a physical example where
these problems arise very naturally.
If we consider the crystalline structure of a material, we observe in many
cases a ne structure, sometimes of the lengthscale of millimeters, sometimes
much smaller down to the size of some atoms, see Fig.1.1 and Fig.1.2.
Figure 1.1: A Ni-Ti crystal with a
microstructure on the lengthscale
of some micrometers. The picture
was taken by Chu and James (Uni-
versity of Minneapolis).
Figure 1.2: A crystal with a mi-
crostructure on the lengthscale of
the size of some atoms. The pic-
ture was taken by the group of
Schryvers (RUCA, Antwerp).
The standard model for these crystals is a nonlinear elastic equation for the
deformation vector u(x), where x 2 
  R n (usually n = 3) denotes a point
in the reference conguration and u(x) is the position of this point in the
deformed state. w(x) := u(x)   x is called the displacement (see Fig.1.3).
We call ru(x) the deformation gradient.
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Figure 1.3: The displacement vector eld w: 
  R n ! Rm in the absence
of external loading.






Here  is the free energy density, characterizing the elastic behavior of the
material.
Usually it is supposed that a body in equilibrium assumes a state that (glob-
ally) minimizes its potential energy. Given  and 
 we therefore search for
a function u subject to certain regularity and boundary conditions and min-
imizing I(u).
We mention that  is in general nonconvex, and this fact can indeed ex-
plain presence of the microstructures in some materials (that we have seen
in Fig.1.1 and Fig.1.2) as was pointed out in the fundamental paper of
J. M. Ball and R. D. James [BJ87].
We will come back to this later, but rst we want to study the mathematical
background of minimization problems in a more general context1.
To nd a minimizer of a functional like (1.1) we can study the Euler-
Lagrange equation connected to the functional. In our example this is
divr(ru(x; t)) = 0:
Solutions of this equation are critical values of the functional I; they are can-
didates for solutions of the minimization problem. This method is sometimes
1For more detailed introductions we refer the reader to the book of B. Dacorogna
[Dac89], where the focus is on the theoretical concepts of the calculus of variations, and
to the book of P. Pedregal [Ped97], where the rôle of parametrized measures (i.e. Young
measures) is described and connections to physical applications are studied.
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called \indirect method". The connection between variational problems and
partial dierential equations can also be used in the other direction: In fact
solutions to Euler-Lagrange equations can often be found by solving a mini-
mization problem. This method is called the \direct method". To apply this
idea we can use the following strategy: We consider minimizing sequences
for I. Under suitable coercivity assumptions convergent subsequences may
be extracted from these, and under certain continuity conditions on I their
limit is in fact a minimizer to the variational problem.
Several problems may arise if we want to apply this plan to the partial dif-
ferential equations that we study: First we have to ensure the existence of
a minimizing sequence. Towards this end we can assume for simplicity that
I  0 and I < 1. However this does not solve the second problem: to
guarantee the convergence (of a subsequence) of this minimizing sequence.
For this we need suÆciently strong compactness properties of the space of
admissible functions in our minimization problem and some coercivity con-
ditions on I. In the problems that we study such properties will usually be
satised.
The third problem is the following: If a minimizing sequence converges, this
does not imply that its limit is a minimum. { There are easy examples of
minimization problems where a minimum does not even exist. In fact, this
will turn out to be the crucial point in our analysis. Hence we formulate the
following question:
What conditions do we have to impose on I to obtain that the limit of a
minimizing sequence is a minimizer of the variational problem?
The property that is needed is lower semicontinuity, i.e. for un ! u we have
I(u)  lim inf I(un):
If we have all these properties we can ensure the existence of a minimizer.
To be more precise we quote the following classical theorem:
Theorem 1.1 Let I:A ! R , A  X and X a reexive Banach space, and
assume:
(i) A is a closed, convex subset of X,
(ii) I is coercive: I(u)  C(jjujjX   1), for some C > 0,
(iii) I is lower semicontinuous with respect to the weak topology in X (we
say that I is \weakly lower semicontinuous" or just \wlsc").
Then there exists an element u 2 A minimizing I, i.e. I(u)  I(v) for all
v 2 A.
We remark that the case of the non-reexive space X = W 1;1(
; Rm) can
also be considered by using the weak star topology instead of the weak
topology. To simplify the notation we do not explicitly mention this case in
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what follows. For more details we refer to [Dac89].
To apply this theorem in a concrete situation we want to know a method to
deduce whether a given I satises the conditions (ii) and (iii).
A typical case is X = W 1;p(
; Rm) for some p 2 (1;1), 
  R n and
m;n  1, A = fu 2W 1;p(
; Rm)ju g 2W 1;p0 (
; Rm)g for g 2W 1;p(
; Rm),
and I(u) is given by (1.1). Condition (i) is satised by denition of A.
To obtain (ii) we can assume a growth condition like
(F )  C(jF jp   1):
together with the Poincare inequality and (1.1).
It is a much more sophisticated task to obtain a condition on  that is equiv-
alent to (iii). It turns out that the right condition on  is quasiconvexity, as
introduced by C. Morrey [Mor52], [Mor66]:
Denition 1.2 (Quasiconvexity) Let : Rmn ! R be a Borel measur-
able and locally integrable function (usually we will assume that  is even
continuous). Then  is quasiconvex if





(F +r(x)) dx (1.2)
for every bounded domain 
  R n , for every F 2 Rmn and for every
 2W 1;10 (
; Rm).
We make the following remarks:
 If the inequality (1.2) is valid for a function  on one smooth domain

 then it is valid on all smooth domains, i.e.  is quasiconvex.
 All convex functions are quasiconvex.2 The converse does not hold as
will be pointed out in Remark 1.6.
 The inequality (1.2) is a special case of Jensen inequality.
Now we are able to state the following theorem, see in [Dac89] (Chapter 4,
Th.2.1 and Th.2.3) and in the paper of E. Acerbi and N. Fusco [AF84] (in
particular Th.II.2):
Theorem 1.3 Let 
 be a smooth and bounded domain in R n , and let p 2
(1;1). Consider a quasiconvex function : Rmn ! R satisfying the follow-
ing growth condition:
For C  0 and 1  q < p we have for every F 2 Rmn that
 C(1 + jF jq)  (F )  C(1 + jF jp):
2To prove this consider the right hand side of (1.2) and estimate it using the convexity








is wlsc in W 1;p(
; Rm).
On the other hand:
If I is wlsc for every smooth, bounded domain 
 in R n , and (F )  C(1 +
jF jp) for C  0, p 2 (1;1) and for every F 2 Rmn , then  is quasiconvex.
The condition of quasiconvexity cannot easily be checked for a given func-
tion. In fact there are not many non-trivial examples of quasiconvex func-
tions known, and even quite natural questions about quasiconvexity are still
open problems (for references see [Mul99]). Therefore it is natural to ask
for necessary and suÆcient conditions. For this purpose we dene (follow-
ing J. Ball [Bal77] and C. Morrey [Mor52], [Mor66], see also earlier work of
L. Van Hove [vH47]) the notions of polyconvexity and rank-one-convexity:
Denition 1.4 (Polyconvexity) A function : Rmn ! R is said to be
polyconvex if there exists a convex function g, such that:
(F ) = g(minors(F ));
where minors(F ) denotes the collection of all minors (subdeterminants) of
F .
An example of a polyconvex, but not convex function is (F ) = detF for
F 2 R 22 .
Denition 1.5 (Rank-one-convexity) A function : Rmn ! R is called
rank-one-convex if it is convex along all rank one lines, i.e. if A, B 2 Rmn
and rk(A B) = 1 then
(A+ (1  )B)  (A) + (1  )(B)
for all  2 (0; 1).
The connections between all these types of convexities are given in the fol-
lowing remark:
Remark 1.6 Let : Rmn ! R , then we have:
(i)  convex )  polyconvex )  quasiconvex )  rank-one-convex.
(ii) If m = 1 or n = 1 then:
 convex ,  polyconvex ,  quasiconvex ,  rank-one-convex.
(iii) If n  2 and m  2 then:
 convex :  polyconvex :  quasiconvex.
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(iv) If n  2 and m  3 then:  rank-one-convex ;  quasiconvex.
Proofs and references can be found e.g. in [Mul99] (Lemma 4.3). The coun-
terexample proving that rank-one-convexity does in general not imply qua-
siconvexity was given by V. Sverak in [Sve92]. Interesting in this context is
also the paper of J. Ball [Bal87].
For a given function  it is natural to consider the convex, polyconvex, qua-
siconvex or rank-one-convex envelopes, i.e. the greatest functions below 
which have the desired convexity properties:
Denition 1.7 (Convex envelopes) Let : Rmn ! R be a function,
then we call
qc := supf : Rmn ! R j   ;  quasiconvexg
the quasiconvex envelope of .
In the same way we dene the convex, polyconvex and rank-one-convex en-
velopes of a function.
Usually we denote the convex envelope of  by , the polyconvex envelope
by pc and the rank-one-convex envelope by rc.
Sometimes it is convenient to extend the dierent notions of convexity to
sets, in particular in Chapter 4 we will make use of this concept. Here we
just want to give the basic denition for the case of a quasiconvex hull:
Denition 1.8 (Convex hulls) Let K be a subset of Rmn. Then we de-
ne
Kqc := fF 2 R nm j (F )  sup
K
; for all : Rmn ! R quasiconvex.g
Similarly we dene the rank-one-convex hull Krc, the polyconvex hull Kpc
and the (closed) convex hull K. (It is easy to prove that this denition of
K is equivalent to the usual denition of the closed convex hull of K.)
In view of Remark 1.6 is is obvious that Krc  Kqc  Kpc  K.
Although quasiconvexity is often the right notion of convexity in the vector-
valued case, there are still problems where the lack of convexity leads to
interesting results: Even if we have a quasiconvex energy density  and we
are therefore able to apply Theorem 1.3, the situation still looks in some
cases dierent from the convex setting. This is true in particular for ques-
tions concerning the regularity of solutions to partial dierential equations
of variational type. We study some interesting cases in Chapter 4.
Moreover some models for physical problems lead to variational problems
where we do not have quasi-convexity of the underlying energy density. We
know from Theorem 1.3 that we cannot expect the existence of a minimum
to these problems. Instead we study minimizing sequences and try to dene
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a limiting object for them that contains as much information as possible
about the sequence. This can be realized by considering so-called Young
measures as limits of minimizing sequences. They were rst introduced by
L.C. Young in [You37] under the name \generalized curves" and are also
known as \parameterized measures". (An highly motivating and imagina-
tive introduction to this concept by Young can be found in Chapter VI of
his book [You69].)
Young measures were rst applied to partial dierential equations in the
fundamental work of L. Tartar (for an overview with further references see
[Tar79]), and also by H. Berliocchi and J.-M. Lasry [BL73]. Later they
were applied e.g. by by R. DiPerna [DiP85], [DiP87] for Cauchy problems in
hyperbolic conservation laws with applications to uid dynamics (see also
the work of S. Matusu-Necasova and A. Novotny [MN94] and H. Bellout et
al.[BBN93] for specic non-Newtonian uids) and by J. Ball and R. James
[BJ87] to describe microstructures in crystals as we have seen them in Fig.1.1
and Fig.1.2. More applications to partial dierential equations will be dis-
cussed in Chapter 2.
We recall the following denition of Young measures:
Denition 1.9 (Young measures) A Young measure  is a family of
probability measures  = (x)x2
 associated with a sequence of measurable
functions (fj)j2N with fj : 
  R n ! RN if supp x  RN and x depends
measurably on x 2 





(F ) dx(F ) =: hx; i (1.3)
is measurable, and if the following fundamental property holds:
Let the sequence ((fj))j converge weakly in L
p(
) for p 2 (1;1) or weakly
star in L1(
), then its weak (star) limit is the function .
We say that fj converges for j !1 to the Young measure .
The form hx; i is used since  and x can be understood as a dual pairing
in the sense that  2 C0(RN ) and x 2
 C0(RN )0. A particular example is
the dual pairing of a measure with the identity, i.e. hx; Idi, which is called
the expectancy value of the measure x.
We will soon clarify the ideas of this denition by an example, but rst we
want to give the following theorem about the existence of Young measure
limits to bounded sequences:
Theorem 1.10 Let 
  R n be a smooth bounded domain, let (fj)j be a
sequence of measurable functions with
R

 jfj(x)js dx  C <1 for an s > 0.
Then fj converges for j ! 1 to the Young measure  in the sense of
Denition 1.9.
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A number of dierent proofs are available, see e.g. [Mul99] (Theorem 3.1,
together with Remark 1 and 4, note that our notion of Young measures
diers slightly, since we assume that the Young measure is a probability
measure).
An easy example may illustrate the use of Young measures in the special
case where fj = ruj , the case of the so-called gradient Young measures:
Example 1.11 Let 
 := (0; 1) (0; 1) and let u: R 2 ! R be a weak solution
of the following boundary value problem:
divS(ru(x)) = 0;
u = 0 on @
;
where S = r and (F ) := (1  F 21 )2 + F 42 .







and u 2 A :=W 1;40 (
).
We easily see that  fails to be convex and due to Remark 1.6(ii) it is also
non-quasiconvex. Hence I is not wlsc, and in fact the problem does not have
a minimizer.
In the context of Young measures we can nevertheless nd a \generalized
solution": If we consider minimizing sequences for I in A, we observe im-
mediately, that they are uniformly bounded in W 1;4(
). Thus we can apply
Theorem 1.10 to obtain a Young measure limit . { In this example the
limit is even unique (which is in general not the case), and we can calculate
it explicitly as  = (Æ( 1;0) + Æ(1;0))=2. Moreover we can calculate the weak
limit of the minimizing sequence uj as u = 0.
What does this Young measure tell us about the minimizing sequence and
(even more important) about our original problem?
To answer this question we ask the following: What do we expect as mini-
mizing sequences, and what do we expect as \minimizer"?
In Fig.1.4 we sketch the typical behavior of a minimizing sequence for Ex-
ample 1.11: To minimize the energy (ru) pointwise the preferred gradients
are ( 1; 0) and (1; 0). They can be obtained by a laminate structure like
that in the picture, but then the boundary conditions are violated. Hence we
have to introduce a small boundary region with dierent gradient, such that
we can achieve u = 0 on @
. This however adds some energy. A minimiz-
ing sequence therefore tends to reduce this cost by developing smaller and
smaller oscillations. In the limit we end up with a \minimizer", that is zero
and has innitely ne oscillations, such that its gradient is ( 1; 0) or (1; 0)
a.e. Of course this heuristic argument does not give a reasonable solution:
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Figure 1.4: Sketch of a typical minimizing sequence for Example 1.11.
There is no function satisfying these conditions! Instead we can describe
exactly this with the help of Young measures: We have already calculated
 = (Æ( 1;0) + Æ(1;0))=2 and u = 0. This reects essentially our heuristic
result: The limit function u is zero, and the gradient of u (described by the
Young measure ) is (1; 0) a.e.
We can interpret the measure as some kind of \one-point statistics" for the
gradient of a minimizing sequence uj : In our example the probability that
ruj at a given point is in the limit j ! 1 either ( 1; 0) or (1; 0) is 1=2
each.
We want to dene this concept more rigorously. By B(M; r) we denote an
open ball with radius r and center M . Let




jfy 2 B(x; ")jruj(y) = Fgj
jB(x; ")j ;
then px(F ) can be understood as the limiting probability, that the elements
of the minimizing sequence are taking the value F at a point x 2 
. In
our example px(F ) is zero for all F 62 f( 1; 0); (1; 0)g and px(( 1; 0)) =
px((1; 0)) = 1=2.
With this idea at hand we can nd the following expression for the Young
measure  itself:





jfy 2 B(x; ")jruj(y) = Fgj
jB(x; ")j :
This can be seen formally by inserting the characteristic function of E as 
and Æx as a test function in (1.3). (For a real proof we simply have to ap-
proximate  and Æx and take the limit.) So we see that the Young measure 
summarizes the information about the one-point statistics of the associated
minimizing sequence.
In real world problems we obviously do not obtain innitely ne oscilla-
tions, but often they are on a very ne scale (compare Fig.1.2) and can be
neglected if we are only interested in the behavior on a larger scale. Then
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the structure on the ne scale (the microstructure) can be described by the
Young measure, and the behavior on the large scale can be described by the
weak limit of minimizing sequences, i.e. u, although u itself is in general not
a minimizer of the variational problem.
One of the aims of this thesis is to apply these ideas to time dependent
situations, where the Young measure is also depending on the time variable.
We describe the underlying ideas in Section 2.1 and develop them further
throughout the Chapters 2 and 3.
To conclude this section we want to discuss an important application for
nonconvex problems, namely shape memory alloys. 3 Shape memory alloys
(SMA) are materials that can easily be deformed while below a critical tem-
perature c, but ip back into the original form after being heated above c
(see Fig.1.5)4. This behavior can be explained on an atomistic level: The
Deforming Heating
Cooling
Figure 1.5: Behavior of a typical shape memory alloy (SMA).
material undergoes a phase transition at the temperature c. Above this
temperature there is one highly symmetric lattice type minimizing the en-
ergy, below there are more than one (less symmetric) lattice types with the
same minimal energy. In Fig.1.6 this is illustrated for a cubic to tetrago-
nal transition, where below c three variants are possible. The phase with
high symmetry is called the austenite, the lower symmetric phase is called
martensite. By combining dierent variants of lattices in the martensitic
phase the crystal can reach a wide range of global deformations without
breaking interatomic bonds. Hence the crystal is easily deformable. We ob-
serve a more or less regular pattern of dierent variants, a microstructure,
that changes when we deform the body. In fact in Fig.1.1 we have already
seen a photo of such an SMA material.
By heating above c all the martensitic variants ip back to the austenite
state. Hence the global form of the crystal changes immediately to the orig-
inal form.
This behavior can be modelled by an elasticity equation where the energy
density  depends on the temperature  and has dierent sets of minima
3References to this topic can be found e.g. in [Mul84], [MS96], [Fre96]; a good intro-
duction (in German) with many references is given in [Zim00]; engineering applications
can be found e.g. in [OW98].
4This and the following picture have been kindly provided by J. Zimmer, TU Munich.
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Figure 1.6: Crystallographic lattice variants below and above the critical
temperature.
for  < c and  > c. In particular  is nonconvex for  < c (i.e. in the
martensitic phase).
Shape memory alloys have wide technical applications and therefore moti-
vate the study of nonconvex problems, and in particular nonconvex dynami-
cal problems. We briey return to shape memory alloys in Chapter 3, where
we perform some small numerical experiments.





2.1 The concept of Young measure solutions for
the nonconvex heat- and wave equation
We begin this chapter by reviewing some results on the solvability of non-
convex heat{ and wave equations. (Some of them will be explained in details
later in this section.) For both types of equations one does not expect the ex-
istence of weak solutions without assuming some kind of convexity condition.
Instead innitely ne oscillations may develop. Therefore it is natural to use
the concept of Young measures to dene a notion of solutions. This idea that
had been applied to (usually one-dimensional) dynamical problems by vari-
ous authors (for references see Chapter 1). There are also results for higher
dimensional problems by M. Slemrod [Sle91], D. Kinderlehrer and P. Pedre-
gal [KP92] and S. Demoulini [Dem96] (in the context of nonconvex (so-called
\forward-backward") heat equations) and by J. Malek et al.[MNRR96] and
by S. Demoulini [Dem97] (in the context of wave equations).
First we want to motivate the notion of Young measure solutions. As an
example we study a nonlinear parabolic equation (see [Dem96]). To be
precise we consider the following initial boundary value problem.
Let 
  R n be a bounded domain with smooth boundary, and T > 0. Let
S = r with  2 C1(R n),   0 satisfying for some constants C1, C2,
C3 > 0 the growth conditions:
C1(jAj2   1)  j(A)j  C2(jAj2 + 1);
jS(A)j  C3jAj:
13
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Then we consider for (x; t) 2 
  (0; T ) and u0 2 H10 (
) the following
problem:
ut(x; t)  div S(ru(x; t) = 0;
u(t = 0) = u0: (2.1)
If  is strictly convex, we can apply well-known classical results of existence
and regularity to this problem (see Section 4.1). However in the nonconvex
setting we do not expect even the existence of weak solutions. To motivate




  div S(ruh;j(x)) = 0;
uh;0 = u0: (2.2)
To obtain a (weak) solution of this time step problem we want to solve the








w   uh;j 12 dx: (2.3)
If  is not quasiconvex, W h;j is not weakly lower semicontinuous, hence
the direct method of the calculus of variation fails, a minimizer does not
exist. So a classical solution cannot be obtained by this method, instead
minimizing sequences tend to develop innitely ne oscillations. These os-
cillations can be described by a Young measure x (see Chapter 1) which
can be understood as a probability measure giving one-point statistics for
the distribution ofrw. We can consider the measure  = (x)x as a solution
to the minimization problem if we change our original denition and allow
minimizers (w;), where w 2 H10 (
), and  is a probability measure with
expectancy value rw, i.e. h; Idi = rw. We replace (2.3) by:





w   uh;j 12 dx: (2.4)
This functional can be minimized, and a minimizer (uh;j ; h;j) exists.
This derivation suggests to dene the notion of Young measure solutions for
the system (2.1) in the following way:
Denition 2.1 (Young measure solutions) We call a pair (u; ) a Young
measure solution of system (2.1) if:
 u 2 H10 (
 (0; T ))\L1((0; T );H10 (
)), and  := (x;t) is a family of
probability measures.
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 hx;t; Idi = ru(x; t) for a.e. (x; t) 2 
 (0; T ).
 For all  2 H10 (





h; ir + ut dx dt = 0:
With this denition in hands we can state the following theorem:
Theorem 2.2 (Young measure solutions for parabolic equations)
Let 
  R n be a bounded domain with smooth boundary, and assume the
regularity and growth conditions for  and S stated above. Moreover assume
that u0 2 H10 (
), then there exists a Young measure solution (u; ) to the
problem (2.1).
Denition 2.1 and Theorem 2.2 are slightly modied versions of the def-
initions and theorems given in [Sle91], [KP92] and [Dem96]. A proof to
Theorem 2.2 can also be found there.
It is natural to ask for more than existence of Young measure solutions. S.
Demoulini studied in [Dem96] further properties of these solutions, in par-
ticular she obtained a partial uniqueness result.
There are simple counterexamples to uniqueness of Young measure solu-
tions, in the sense that there exist two dierent solutions, (u; ) and (u; e),
for the same initial data u0, even in the one-dimensional case:
Example 2.3 (Non-uniqueness of Young measure solutions I) Con-
sider a potential  with S = 0 being zero on f 1; 0;+1g, and choose the
initial data u0 = 0. Then there exist innitely many Young measure solu-
tions for the problem (2.1) in the sense of Denition 2.1. In particular we
have the solutions (u;  )>0 dened by u: = 0 and
x;t :=





2Æ+1 ; t  :
There are even counterexamples with solutions (u; ) and (eu; e), where u 6=eu. The following version was motivated by an idea of Stephen Watson
(personal communication):
Example 2.4 (Non-uniqueness of Young measure solutions II) Let

 := (0; 1). Consider a potential (F ) := 12 min((F   1)2; (F + 1)2), dene




2x ; x  12
1  12x ; x  12 :
Then there exist more than onet Young measure solution for the problem
(2.1) in the sense of Denition 2.1.
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Proof:
The rst Young measure solution (u; ) is dened with the help of the clas-
sical solution to the heat equation
vt   vxx = 0;
v = 0 on @
;
v0 =  u0:
We dene u(x; t) := v(x; t) + 2u0(x) and x;t := Æru(x;t). This is a solution

























(ux(x; t)  2@xu0(x))x(x; t) dx dt;
and since vx(x; t) > 0 if and only if x < 1=2 we have S(ux(x; t)) = ux(x; t) 











S(ux(x; t))x(x; t) dx dt;
hence u is a weak solution of (2.1), and therefore (u; ) is a Young measure
solution of (2.1).
The second solution is simply (eu; e) := (u0; (x)Æ 1+(1 (x))Æ+1), where
(x) = 3=4 for x < 1=2 and (x) = 1=4 for x > 1=2. To verify that this
is indeed a Young measure solution is easy, since he; Si = 0 a.e. and  is
chosen in such a way that h; Idi = reu a.e.
Obviously we have u 6= eu. 
Nevertheless uniqueness is not as hopeless as it seems to be: The idea is
not to expect uniqueness for the measure , but instead only for u, and to
assume an additional condition. In fact we have the following theorem:
Theorem 2.5 (Partial uniqueness of Young measure solutions) Let
(u; ) and (eu; e) be Young measure solutions to problem (2.1) for the same
initial data u0, and assume that h; i = h; i and he; i = he; i then
we have: u = eu.
This theorem together with results about the asymptotic behavior and the
continuity with respect to initial data can be found in Theorem 4.2 of
[Dem96]. The additional condition on the measure can be understood as
assuming that the system produces microstructures instantenously if they
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are energetically preferable. We mention that this result cannot be easily
extended to vector-valued equations, see the Corollary 4.20.
For the wave equation we have similar diÆculties if we try to nd so-
lutions for nonconvex problems. We briey mention existence results for
Young measure solutions in [MNRR96] and [Dem97]. Since we will study
more general systems in the next section, we do not want to discuss these
results in details, we only mention that S. Demoulini [Dem97] proves ex-
istence not only for the wave equation, but also for equations of the type
utt S(u) = 0, and that J. Malek et al. [MNRR96] consider a wave equa-
tion with a right hand side f(t), which we do not include in our existence
results (Sections 2.2 and 2.3).
We nally mention that a result for hyperbolic equations analogous to the
partial uniqueness of Theorem 2.5 is at present not known to the author.
Beginning with the next section we will concentrate mainly on problems
where the solution u is vector-valued. This causes new diÆculties since
the dierent notions of convexity in higher dimensional settings will play a
crucial rôle in some of the proofs.
2.2 Nonconvex elastodynamics
Before we consider dynamical problems we briey want to summarize the
static theory: For the static problem a crucial assumption to obtain the ex-
istence of weak solutions for nonlinear elasticity equations is the quasicon-
vexity of the underlying free energy potential; an easier accessible condition
for this is polyconvexity (see [Bal77]). However in many cases the quasi-
convexity of the potential is not appropriate to reect the physical situation
(for examples see Chapter 1). To get solutions in the non-quasiconvex case
Young measures have been used. Oscillatory behavior of solutions that usu-
ally (in the context of weak or classical solutions) makes it impossible to
obtain existence results, can be described with the help of these measures.
(See Chapter 1, for further information and references consider e.g. [Ped97],
[Mul99].)
The equation of elastodynamics
utt(x; t)  div S(ru(x; t)) = 0
is even more diÆcult to handle. Global existence results for weak solu-
tions have been found only in one space dimension, we mention the work by
R. DiPerna [DiP83] and by J. Shearer [She94]. Under certain convexity as-
sumptions C. Dafermos [DH85] proved local existence of smooth solutions;
for global solutions for small initial data consider the book of R. Racke
[Rac92].
The situation improves if one adds viscosity to this problem: Even for higher
dimensional problems G. Friesecke and G. Dolzmann [FD97] proved exis-
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tence of weak solutions for a viscoelasticity equation with nonconvex elastic
energy, extending a result by P. Rybka [Ryb92]. For viscosity terms that
are compatible with the physical principle of frame indierence S. Demoulini
[Dem00] proved an existence theorem similar to that of Friesecke and Dolz-
mann. Even for thermoviscoelastic equations one can obtain existence (of
so-called weak-renormalized solutions) in the nonconvex case as was proved
by J. Zimmer [Zim00]. In one-dimensional thermoviscoelasticity it is even
possible to get classical solutions, see the classical work by R. Pego [Peg87]
for special boundary conditions and the recent results of S. Watson [Wat00].
Results about energy decay, the time asymptotic behavior and related prop-
erties of solutions to damped one-dimensional viscoelastic equations have
been studied by J. Ball et al.[BHJ+91]. Interesting results on the develop-
ment and persistence of oscillations for these equations can be found in the
work of I. Fonseca et al.[FBS94], and the question whether solutions con-
verge to a global minimizer for t!1 has been studied by F. Theil [The98].
A rst approach to nonconvex elastodynamical equations without a dissipa-
tion term was presented by the author using the method of discretization in
time [Rie00a]. With this method one needs certain additional assumptions
on the free energy. (These conditions are satised in particular for antiplane
shear, where u: 
  R n ! R .) The time discretization method is of particu-
lar interest for numerical applications and is therefore presented in the next
chapter.
A similar existence result was obtained by S. Demoulini et al.[DST01], where
(in a dierent context) existence was proved for the polyconvex case under
certain growth conditions.
In this section we prove the existence (globally in time, for large initial data)
of Young measure solutions for nonconvex elasticity equations in arbitrary
space dimensions under some growth conditions on the free energy. This
result was published in [Rie00b]. In contrast to [DST01] we have to assume
that the Andrews-Ball condition (see below) is satised, but we do not need
to assume polyconvexity for the energy density.
Let p  2 be a xed constant (later p will denote the growth rate of the free
energy at innity). By p0 we denote its conjugate, i.e. 1p +
1
p0 = 1.
Throughout this chapter we denote by M a positive generic constant de-
pending only on the initial data. For an open bounded set 
  R n with
Lipschitz boundary, T > 0, g 2 W 1;p(
; Rm) and a function u: 
! Rm we
study the following initial boundary value problem:
utt(x; t)  div S(ru(x; t)) = 0; (x; t) 2 
 [0; T )
u(; 0) = u0;
ut(; 0) = v0;
u = g on @
; (2.5)
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with S = r and  2 C2(Rmn ; R+) satisfying the following growth condi-
tions (for positive constants M1, M2):
jS(A)j M2(jAjp 1 + 1);
M1(jAjp   1)  (A) M2(jAjp + 1); (2.6)
and S satisfying the Andrews-Ball condition, i.e. for some R > 0
(S(F1)  S(F2)) (F1   F2)  0
for all F1 2 Rmn ; F2 2 Rmn ; jF1j; jF2j  R: (2.7)
An interpretation of this condition is that for \large" values the potential 
is assumed to be convex. The condition is not very restrictive since every
suÆciently smooth function  on an arbitrarily large ball B(0; R) can be
extended to a function e, such that eS := re satises the Andrews-Ball
condition.
We can even relax this condition slightly: It is suÆcient to assume that
there exists a constant M > 0 such that for all F1, F2 2 Rmn :
(S(F1)  S(F2)) (F1   F2)   M jF1   F2j2: (2.8)
We want to extend the notion of Young measure solutions to our problem.
Therefore we introduce a measure  expressing the probability distribution
of the deformation gradient at a certain point (x; t) 2 
  (0; T ). For
\classical" solutions this measure will be a Dirac measure concentrated in
ru.
Denition 2.6 (Young measure solutions for elasticity)
A pair (u; ) is a Young measure solution of the system (2.5) if for xed
T > 0:
u 2W 1;1((0; T ); L2(
)); u  g 2 L1((0; T );W 1;p0 (
));





h; S()ir   utt dx dt = 0 for all  2 C10 ((0; T )
);
ru(x; t) = hx;t; Idi a:e:





In this section we prove the following existence theorem:
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Theorem 2.7 (Existence of Young measure solutions)
Assume  2 C2, that the growth conditions (2.6) are satised, and that
one of the conditions (2.7) or (2.8) are valid. Furthermore let u0   g 2
W 1;p0 (
); v0 2 H10 (
). Then there exists a Young measure solution (u; ) of
problem (2.5).
Proof:
To prove this we use a viscosity regularization, as suggested by Vladimr
Sverak (personal communcation). A similar method had also been applied to
wave equations in [MNRR96]. Under the assumptions stated above the fol-
lowing viscoelastic equation (together with the standard initial and bound-
ary conditions) has a weak solution (see [FD97], or consider [Dem00] for
more general viscosity terms):
u"tt(x; t)  div S(ru"(x; t))  "u"t (x; t) = 0:
More precisely there exists
u" 2 W 2;2((0; T );W 1;p0(
))
\W 1;2((0; T );W 1;2(
))
\W 1;1((0; T ); L2(
));
u"   g 2 L1((0; T );W 1;p0 (
));






(S(ru") + "ru"t)r   u"tt dx dt = 0: (2.9)
Furthermore we have the inequality:
1
2




jjp"ru"t jj2 dt M; (2.10)
where M > 0 is independent of " and t. To get this estimate we can follow
[FD97], where we simply add an " to the viscosity term. Additionally we
use the growth condition on .




* u; in L1((0; T );W 1;p(
)) \W 1;1((0; T ); L2(
));
and (ru"(; t))" generates for every xed t 2 (0; T ) a Young measure ;t.
Now we claim that (u; ) is a Young measure solution of the elasticity equa-
tion. To prove this we consider the convergence of the terms in the viscoelas-
tic equation (taking subsequences, if necessary). First we observe that by
(2.10) and the Holder inequality:
u"t
?
* ut in L
2((0; T ); L2(
))):














 utt dx dt.































 S(ru")r dx dt. If we dene ;t for
all t 2 (0; T ) as the gradient Young measure generated by the sequence
ru"(; t) (for a denition and an proof of existence consider e.g. [KP94],
[Mul99] or [Ped97]), we can see that S(ru"(; t)) converges for all t 2 (0; T )
weakly in Lp 1(
) to h;t; Si.





































Hence the term S(ru") converges weakly-? in L1((0; T ); Lp0(
)) to h; Si,
and since r 2 C10 ((0; T )  
)  L1((0; T ); Lp(
)) we have derived that
(u; ) is a Young measure solution of the elasticity equation, proving Theo-
rem 2.7. 
2.3 Hyperbolic-parabolic equations
In this section we study a coupled system that contains of a nonconvex
elasticity equation and a parabolic equation (possibly of forward-backward
type). Originally this was motivated by studying crystals with dierent
types of atoms, where solid state diusion occurs and inuences the elastic
properties of the material. The mathematical structure of the equations is
also similar to problems in thermoelasticity. We want to extend the concept
of Young measure solutions to this hyperbolic-parabolic system and prove
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existence. For this purpose we study the following model problem, where

  R n is a domain with Lipschitz boundary, T > 0, (x; t) 2 
  [0; T ),
g 2 H1(
; Rm), u: 
 [0; T )! Rm and c: 
 [0; T )! R d :
utt(x; t)  div S(ru(x; t); c(x; t)) = 0;
ct(x; t)  divK(rc(x; t); u(x; t)) = 0;
u(; 0) = u0;
ut(; 0) = v0;
c(; 0) = c0;
u = g on @
;
~nK(rc; u) = 0 on @
; (2.11)
with S = r1 and K = r1 (where r1 denotes the derivative with respect
to the rst variable). We write ~n for the outward normal on @
.
To make things easier we only consider the case p = 2, i.e. we assume that S
andK are of linear growth in the rst variable and ,  2 C2 are positive and
of quadratic growth in the rst variable. More precisely there are constants
M1, M2 > 0, such that for all A 2 Rmn , B 2 R nd , b 2 R d and a 2 Rm the
following estimates hold:
M1(jAj2   1)  (A; b) M2(jAj2 + jbj2 + 1);
M1(jBj2   1)   (B; a) M2(jBj2 + jaj2 + 1);
jS(A; b)j M2(jAj+ jbj+ 1);
jK(B; a)j M2(jBj+ jaj+ 1):
Furthermore we assume that S and K are globally Lipschitz continuous.
We want to remark, that (2.11) is only a model problem for studying some
typical mathematical diÆculties. A realistic model for diusion phenomena
should include e.g. a ru-dependence of the diusion tensor K rather than
a u-dependence.
We extend the notion of Young measure solutions to the coupled system,
where the measure  describes the probability distribution of the gradient
of u (in the same way as in the last section) and the measure  describes
the probability distribution of the gradient of c:
Denition 2.8 (YM solutions for an hyperbolic-parabolic system)
We call the quadruple (u; ; c; ) a Young measure solution of the system
(2.11) if for T > 0:
u 2W 1;1((0; T ); L2(
)); u  g 2 L1((0; T );H10 (
));
c 2W 1;2((0; T ); L2(
)) \ L1((0; T );H1(
));
 = (x;t)x;t;  = (x;t)x;t; probability measures,












h;K(; u)ir + ct dx dt = 0 for all  2 H1((0; T ) 
);
ru(x; t) = hx;t; Idi a:e:;
rc(x; t) = hx;t; Idi a:e:
In the rest of this section we prove the following existence theorem:
Theorem 2.9 (Existence of Young measure solutions) For u0   g 2
H10 ; v0 2 H10 ; c0 2 H1; ~nK(rc0; 0) = 0 there exists a Young measure
solution (u; ; c; ) of problem (2.11) under the assumptions stated above.
To prove this theorem we apply the same methods as in the previous section:
We rst prove the existence of a weak solution for our system equipped with
additional dissipation terms, i.e. we study (for " > 0):
u"tt(x; t)  div S(ru"(x; t); c"(x; t))  "u"t (x; t) = 0;
c"t (x; t)  divK(rc"(x; t); u"(x; t))  "c"t(x; t) = 0;
u"(; 0) = u0;
u"t (; 0) = v0;
c"(; 0) = c0;
u" = g on @
;
~n(K(rc"; u") + "rc"t) = 0 on @
; (2.12)
For this system we can prove the following theorem:
Theorem 2.10 For every T > 0 and u0   g 2 H10 , v0 2 H10 , c0 2 H1,
~nK(rc0; 0) = 0 there exists a weak solution (u"; c") of the system (2.12),
i.e.:
u" 2 L1((0; T );H10(
)) \W 1;1((0; T ); L2(
))
\W 1;2((0; T );H1(
)) \W 2;2((0; T );H 1(
));
c" 2 W 1;2(R+ ; L2(
)) \ L1(R+ ;H1(
))
and for all  2 H10 ((0; T ) 











K(rc"; u")r + "rc"tr + c"t dx dt = 0: (2.14)
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Furthermore we have the following inequality:
1
2









For the proof of this theorem we apply the methods used for viscoelastic
equations in [FD97] and [Dem00].
First we discretize with respect to time. To make life easier we drop the " in
the notation of u" and c" and use u and c instead. We denote the discretized
variables by (uh;j)h;j ; (c
h;j)h;j , where we sometimes omit the variable h. For
j = 0; 1; : : : we will construct (weak) solutions of the discretized equations
(together with the standard boundary conditions), valid in H 1(
):
uh;j   2uh;j 1 + uh;j 2
h2










uh;0 = u0; u
h; 1 = u0   hv0; ch;0 = c0:
More precisely we consider the integral form of these equations, i.e. for
 2 H10 (




uh;j   2uh;j 1 + uh;j 2
h2

























(ruh;j ; ch;j 1) +  (rch;j; uh;j 1) + 1
2
jvh;j j2 dx;
where  > 0 will be chosen later.
Lemma 2.11 (Discrete energy estimate) Let T > 0, jh < T and Æ 2
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To prove this we exploit that the nonconvex energy densities  and  are
\convexied" by the viscosity term. We start by considering the energy
dierence in one time step:






(ruj+1; cj) + 1
2




(ruj ; cj 1) + 1
2












jruj+1  rujj2   Æ
h
jruj+1  ruj j2   Æ
h
jruj  rujj2| {z }
=0




jrcj+1  rcjj2    Æ
h
jrcj+1  rcjj2    Æ
h










Before we proceed by estimating this expression, we rst state the following
auxiliary lemma.
Lemma 2.12 Let r; s  1 and ! 2 C2(R rs ; R+). Assume that either !
satises for every F1, F2 2 R rs the inequality:
(r!(F1) r!(F2))(F1   F2)   M jF1   F2j2; (2.20)
where M > 0 is a constant,
or that r! satises the Andrews-Ball condition, see (2.7).
Then for every A 2 R rs the function
g:F 7 ! !(F ) + Æ
h
jF  Aj2
is convex for every h  h0(Æ).




















(F1   F2): (2.21)
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To prove the convexity of g we apply (2.20), which itself is a consequence of
the Andrews-Ball condition (for a proof see e.g. [FD97]). By the convexity
of g we get: g(F1)  g(F2)  rg(F1)(F1   F2) and this gives (2.21). 
We apply this lemma twice: once with F1 := ruj+1, F2 := ruj, A := ruj
and !(X) := (X; cj) and once with F1 := rcj+1, F2 := rcj, A := rcj and
!(X) :=  (X;uj). Furthermore we use the global Lipschitz continuity of S













jruj+1  rujj2 + Ljcj   cj 1j2 +













 jvj+1j2   jvjj2 dx:













jruj+1  rujj2 + Ljcj   cj 1j2
+












 jvj+1j2   jvjj2 dx: (2.22)
Before we continue with our estimate we now consider equation (2.18) with
 := uj+1 uj (or to be precise we consider a sequence (k)k  H10 ((0; T )
)









 (vj+1   vj)vj+1   "
h
jruj+1  rujj2 dx:
Using the same argument for equation (2.19) we get:
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jcj+1   cj j2   "
h
jrcj+1  rcjj2 dx:
We insert these equations into (2.22) and use the Poincare inequality for













juj+1   uj j2
to obtain the following estimate:













jruj+1  ruj j2  
"
h







jrcj+1  rcj j2  
"
h




+Ljuj   uj 1j2  

h








jvj+1 + vj j2  
"  Æ
2h










juj+1   uj j2 + L
 





jcj+1   cj j2 + Ljcj   cj 1j2 dx:




and sum over all j  1, then we
get:













This gives the statement of the lemma. 
The following inequality is an easy corollary of Lemma 2.11.

















2  M <1:
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For the proof one simply applies the growth conditions for  and  and
Lemma 2.11. 
We are now able to prove the existence of solutions (uh;j ; ch;j) of our time-
discretized system.
We rst solve the problem for a single time-step with the help of a variational
principle, i.e. we consider the functional:

















The functional W h;j is weakly lower semicontinuous since its integrand is
convex in (ru;rc), which is true since the \critical" terms (ru; ch;j 1) +
1
2h jruj2 and  (rc; uh;j 1)+ 12h jrcj2 are convex for suÆciently small h > 0.
SinceW h;j is also bounded from below by zero, there exists a (non-necessarily
unique) minimizer (u; c). By a standard calculation one can show, that (u; c)
solves the time-step problem. We dene (uh;j ; ch;j) := (u; c). By induction
we get the existence of a time-discretized solution to the discrete problem.
In the next step we interpolate this discrete approximation (uh;j ; ch;j) in
time. Here it is convenient to use two dierent approximation schemes, i.e.
the piecewise constant and the piecewise aÆne interpolation.
We dene for h > 0, 0  j < Th and the characteristic function h;j :=
[hj;h(j+1)]:
 wh(t) :=Pj h;j(t)vh;j+1 vh;jh
(step function approximation of utt),
 evh(t) :=Pj h;j(t)vh;j + vh;j+1 vh;jh (t  hj)
(the primitive of wh),
 vh(t) :=Pj h;j(t)vh;j+1
(step function approximation of ut),
 euh(t) :=Pj h;j(t)  uh;j + vh;j+1(t  hj)
(its primitive),
 uh(t) :=Pj h;j(t)uh;j+1
(step function approximation of u),
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 dh(t) :=Pj h;j(t) ch;j+1 ch;jh
(step function approximation of ct),
 ech(t) :=Pj h;j(t)ch;j + ch;j+1 ch;jh (t  hj)
(its primitive),
 ch(t) :=Pj h;j(t)ch;j+1
(step function approximation of c).
We have chosen the notation in such a way that the step functions are
each labeled with dierent characters (w, v, u resp. d and c) depending
on the order of derivative they are approximating. Their primitives are
denoted with the character of the corresponding lower order terms and an
additional squiggle, e.g. the primitive of wh (approximating utt) is denoted
as evh (approximating ut). Later we will show that the interpolations denoted
with and without a squiggle of the same character (i.e. terms of the same
order) coincide in the limit h ! 0 and converge to the solution and its
derivatives.
To prove convergence for these sequences we use Corollary 2.13 and the
growth conditions (in the cases where the H 1-norm is involved we also use
the discretized partial dierential equations) to prove the following bounds
(uniformly in h) for xed T > 0:
sup
0tT
jjuh(t)jj2H10  M(u0; v0; c0);
sup
0tT
jjeuh(t)jj2H10  M(u0; v0; c0);
sup
0tT




jjvh(t)jj2H10 dt  M(u0; v0; c0);
sup
0tT




jjevh(t)jj2H10 dt  M(u0; v0; c0);
sup
0tT
jjwh(t)jj2H 1  M(u0; v0; c0);
sup
0tT








jjdh(t)jj2H1 dt  M(u0; v0; c0):
30 CHAPTER 2. EXISTENCE THEORY









;euh ?* eu in L1  (0; T );H1(










* v in L1
 
(0; T ); L2(
)
 \ L2  (0; T );H1(
) ;evh ?* ev in L1  (0; T ); L2(

































Additionally we deduce by applying Corollary 2.13 and the growth condi-
tions on S and K, that there exists eS and eK, such that for
ĉ 2 L1((0; T ); L2(
; R d));
û 2 L1((0; T ); L2(
; Rm))






jS(ruh; ĉ)j2  M sup
0tT






jK(rch; û)j2  M sup
0tT
(jjrchjj2 + jjûjj2 + 1)  M(û);
and hence (for subsequences)
S(ruh; ĉ) ?* eSc in L1  (0; T ); L2(
) ;
K(rch; û) ?* eKu in L1  (0; T ); L2(
) :
We now have to make sure, that the dierent interpolations we have chosen
converge to the same limit. For this we use a standard lemma (see e.g.
[KP92]):
Lemma 2.14 Suppose that (fh;j)h;j is bounded in L
2(
), that fh(t) is its
step function interpolation, gh(t) its continuous and piecewise aÆne inter-
polation. Assume furthermore that fh * f and gh * g in L2loc(
  R+).
Then we have: f = g.
Sketch of the proof: We show the equivalence after testing with a smooth
function. For this purpose we only need to consider test functions of the
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product form w(x)z(t). Let h(t) be the step function approximation of z(t)
and h(t) be the piecewise aÆne approximation of z(t). Then w(x)h(t) and
w(x)h(t) converge strongly to w(x)z(t). If we now test fh(t) with w(x)h(t)
and gh(t) with w(x)h(t) we get the same result, and this equation holds
also for h! 0. (See [KP92] for the complete proof.) 
We can apply this lemma to deduce u = eu, v = ev and c = ec. This is nearly
enough to consider the limit h ! 0 in our equation, but the nonlinearities
S and K cannot be handled in this way, since weak convergence of ruh to
ru is not enough to get weak convergence of S(ruh; c) to S(ru; c). (And
the analogous statement holds for K.) Fortunately we can prove strong
convergence of ruh, reuh, rch and rech in L2  (0; T ); L2(
) as h! 0.
We rst need some lemmata, where we state only simplied counterparts of
the corresponding lemmata in [FD97]. The proofs can also be found there.
Lemma 2.15 (Aubin type result) Let Xs := W
1;2(




). Then the imbedding of L2 ((0; T );Xs) \W 1;2 ((0; T );Xw)
equipped with the natural norm jj  jjL2(Xs) + jj@t  jjL2(Xw) into L2 ((0; T );X)
is compact.
The next lemma gives a closer connection between the two kinds of interpo-
lations we have used:
Lemma 2.16 Let X be a Banach space and ffh;jgj1;h>0 a collection of
elements in X. Let fh be the piecewise constant and efh be the piecewise






















where j is the characteristic function of (jh; (j + 1)h).







Then for all f 2 L2 ((0; T );X) with supt jjf(t)jj2 M1 we have the following
estimate: Z T
0
jjfh   f jj2 dt  2
Z T
0
jj efh   f jj2 dt+ 2
3
h2M2:
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We also use the following fact:
Lemma 2.17 Let G  RN be open, ffhgh  L2(
), fh * 0 in L2(
) as







! 0 as h! 0:
Now we have collected all ingredients for the proof of the strong convergence
of ruh, reuh, rch and rech. First we consider ruh and reuh, later we will
apply the methods introduced there to prove the strong convergence of rch
and rech.
We start with the following time-integrated version of the elasticity equa-
tion, which has the advantage that the test function  does not need to be






S(ruh; ch(   h)) + "rvh



















v0(+ h) dx dt = 0: (2.23)
We consider the limit h! 0 in equation (2.23), where we use that ch( h)!
c in L1((0; T ); L2(










v(T )(T ) + v0(0)| {z }
=0
dx = 0: (2.24)
We insert  := uh   u in (2.23) and  := euh   u in (2.24) and substract the
resulting equations. (To be exact we have to approximate uh   uh(   h)






























(euh)t   ut dx dt| {z }
=:T3







vh(uh(+ h)  u(+ h))  ut











uh(+ h)  u(+ h) dt dx| {z }
=:T5
;
where we have dened the terms T1,: : :,T5 which we will estimate in the
following calculation. To simplify notation we denote all terms converging
to zero as h! 0 (uniformly in t) by (h).
We start by estimating T1, where we use the global Lipschitz continuity of
S giving us for a certain M > 0 and every F1; F2 2 Rmn and ĉ 2 R d the
inequality:
(S(F1; ĉ)  S(F2; ĉ)(F1   F2))   M jF1   F2j2:








S(ruh; ch(   h))  S(ru; ch(   h))

(ruh  ru)






















Applying Lemma 2.17 we can show that the last three terms converge to







jruh  ruj2 + (h):







jreuh  ruj2 + (h):
We can use the same calculations as in the purely viscoelastic case (see














1Remember the slightly dierent notation in their article.
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where the discrete energy estimate proved above is used. This (together
with the estimate for T1) is the key step towards the desired strong conver-
gence result, since at the end we want to apply the Gronwall Lemma to the
inequality we get by estimating these terms. Therefore we need that the
terms T3{T5 are \well behaved", i.e. that they are simply (h).




















ut   u  u(   h)h
 dx dt1=2
= (h):
A similar calculation can be made to get the estimates:
T4 = (h); T5 = (h):














jreuh  ruj2 dx dt+ (h):










and the right hand side converges to zero for h! 0, hence:
reuh !ru in L2  (0; T ); L2(
) :
Due to Lemma 2.16 the same convergence result holds for ruh. This ensures
that eSĉ = S(ru; ĉ).
Now we are ready to apply the same methods to prove eKû = K(rc; û).






K(rch; uh(   h))r + "rc








dx dt = 0: (2.25)





eKur + "rctr + ct dx dt = 0: (2.26)
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We insert  := ch   c in (2.25) and  := ech   c in (2.26) and substract the







K(rch; uh(   h))r(ch   c)  eKur(ech   c)
+"
rch  rch(   h)
h
r(ch   c)  "rctr(ech   c)
+
ch   ch(   h)
h
(ch   c)  ct(ech   c) dx dt: (2.27)
Now we consider the three terms in (2.27). We start with the third one. We





ch   ch(   h)
h
(ch   c)  ct(ech   c) dx dt! 0 as h! 0:
But this is true for the rst part, since
 ech
t




* c in L1((0; T );H1(
)), and it is true for the second part, since
ct 2 L2((0; T );H1(
)) and ech ?* c in W 1;1(H 1(
)).








K(rch; uh(   h)) K(rc; uh(   h))

r(ch   c)
+K(rc; uh(   h))r(ch   c)















jrech  rcj2 dx dt+ (h): (2.28)
It remains to estimate the second term in (2.27). Here we apply the methods

















jrech(t) ru(t)j2 dx dt+ (h): (2.29)
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If we insert (2.28) and (2.29) into (2.27) and apply the Gronwall Lemma in










and this is converging to zero for h! 0. Therefore rech is converging to rc
strongly in L2((0; T ); L2(
)). And due to Lemma 2.16 this also holds for
rch. Hence for h! 0 the nonlinear termK(rch; uh) converges toK(rc; u).
Taking everything together we have proved that the solutions of the time-
discretized equations converge to solutions of the hyperbolic-parabolic sys-
tem (2.12).
To prove Theorem 2.10 it only remains to prove the energy inequality:












(ru(t); c(t)) +  (rc(t); u(t)) + 1
2
jut(t)j2 dx;
andM(u0; v0; c0) is a constant depending only on the initial values u0; v0; c0.
To prove this we start from the discrete energy inequality (Lemma 2.11),




and Æ 2 (0; 1)
the following inequality holds for every t 2 (0; T ):Z



















jrvhj2 + jrdhj2 dx dt  M(u0; v0; c0):
Now we notice that we can apply the following convergence results
vh(t) ! ut(t) in L2(
) for a.e. t 2 (0; T );
rvh * rut in L2((0; T )
);
rdh * rct in L2((0; T ) 
):
By the weakly lower semicontinuity of the L2((0; T )  
)-norm we get for
























jrutj2 + jrctj2 dx dt
M(u0; v0; c0): (2.30)
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Now we apply the strong convergence of ruh(t) to estimate:Z





























































(ruh; ch(   h)) dx:
Similar we get applying the strong convergence of rch(t):Z







 (rch; uh(   h)) dx:




















jrutj2 + jrctj2 dx dt  M(u0; v0; c0);
for a.e. t 2 (0; T ).
By adjusting the constant M we get the desired estimate (2.15). This com-
pletes the proof of Theorem 2.10. 
Now we apply this to prove Theorem 2.9 by considering "! 0 in the same
spirit as in the previous section: First the energy inequality (2.15) gives the
following weak convergence results (for subsequences) as "! 0:
u"
?








* u in W 1;1((0; T ); L2(
)):
Furthermore for a.e. t 2 (0; T ) the sequence ru"(t) generates the Young
measure ;t and rc"(t) generates the Young measure ;t.
For a subsequence we can consider the limit of the viscoelastic equations for
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"! 0 by using the growth conditions on S andK and the strong convergence
of u" and c" in L2. The Neumann boundary condition on c" converges to the
Neumann boundary condition on c. This calculation concludes the proof of
the existence Theorem 2.9. 
An easy consequence of this theorem is the following corollary:
Corollary 2.18 (Vector-valued parabolic equations)
Under the assumptions on  , K and c0 stated above there exists a Young
measure solution, dened in an analogous way to Young measure solutions
for hyperbolic-parabolic systems, for the parabolic system:
ct(x; t)  divK(rc(x; t)) = 0;
c(; 0) = c0;




Proof: To prove this we only have to study the uncoupled case in Theorem
2.9 which is not excluded by the growth conditions. 
This result is an extension of the scalar version that can be found in [Dem96].
In the last chapter we will come back to vector-valued parabolic equations




3.1 Time discretization schemes
The proofs of existence in the last chapter involved two distinct approxi-
mations: rst the equation including viscosity was approximated by a time
discretization, and secondly the limit of vanishing viscosity was studied. For
numerical simulations it would be preferable if one could obtain a solution
directly by a time discretization of the elasticity equation itself.
Of course it is not clear at all whether there exists always a suitable time
discretization scheme that leads to a Young measure solution. In this section
we prove convergence of a time discretization scheme for the problem dis-
cussed in the last chapter and establish a similar existence theorem. It turns
out, however, that we need additional assumptions for this proof. These are
satised in particular if the target space or the reference conguration are
one-dimensional, so the simple cases studied in our numerical examples (sec-
tion 3.2) t into this category, and special situations (like antiplane shear)
are also covered. For other cases where this time discretization scheme can
be applied, see Theorem 3.9.
The proof given below was sketched in [Rie00a]. We want to remark that it
can be modied to get existence for other interesting situations, e.g. in the
case of a quasiconvex energy. We will discuss this at the end of the section
(see Theorem 3.11).
As in the last chapter we consider the nonlinear initial boundary value prob-
lem for an elasticity equation coupled to a parabolic equation. In the numer-
ical examples we will neglect the coupling and study the slightly easier case
of pure elastodynamics, but here we want to give the full existence result.
The system is given by:
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utt   div S(ru; c) = 0;
ct   divK(rc; u) = 0;
u(; 0) = u0 2 H10 ;
ut(; 0) = v0 2 L2;
c(; 0) = c0 2 H10 ;
u = g on @
;
~nK(rc; u) = 0 on @
; (3.1)
where ,  , S = r andK = r satisfying the following growth conditions:
(jAj2   1)  (A; b)  (jAj2 + jbj2 + 1);
(jBj2   1)   (B; a)  (jBj2 + jaj2 + 1);
jS(A; b)j  (jAj+ jbj+ 1);
jK(B; a)j  (jBj+ jaj+ 1);
jr2(A; b)j  (jAj+ jbj+ 1);
jr2 (B; a)j  (jBj+ jaj+ 1):
We need even a slightly stronger assumption. To formulate this we introduce
the spaces E0 and F0:
Denition 3.1 (E0 and F0) By E0 we denote the space of continuous func-
tions with specied quadratic growth and by F0 the space with specied linear










 limjAj!1 f(A)1 + jAj exists and is nite
)
;
where we use the natural norms:
jjf jjE0 := sup
jAj
jf(A)j
1 + jAj2 ; jjf jjF0 := supjAj
jf(A)j
1 + jAj :
In the following we assume that (; b),  (; a) 2 E0 for all a, b, and that
S(; b), K(; a) 2 F0 for all a, b. This assumption is (like the growth con-
ditions or the Andrews-Ball condition) only a condition \at innity", i.e.
every suÆciently smooth function  or  given on a ball with arbitrary ra-
dius R > 0 can be extended to a function satisfying all these assumptions.
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If we compare these assumptions with the assumptions made in the last
section we see, that they dier slightly, in particular this time we do not
need the Andrews-Ball condition (2.7), and concerning the regularity we
have only to assume, that ,  2 C1. (In fact even this can be relaxed, see
Remark 3.8.)
A Young measure solution to this system is dened as in Denition 2.8, and
we can prove the following existence theorem:
Theorem 3.2 (Existence) Let 
 be a bounded domain with smooth bound-
ary. For u0   g 2 H10 ; v0 2 H10 ; c0 2 H1; ~nK(rc0; 0) = 0, g 2 H10 , there
exists a Young measure solution (u; ; c; ) of our problem under the as-
sumptions stated above, provided the energy estimate formulated in (3.4) is
satised.
Furthermore the solution can be obtained by a time discretization scheme.
To simplify the proof below we will assume that the boundary value g is
zero.
Proof:
We will use a similar method as in [Dem97]: First we discretize in time,
prove some energy estimates and nd by relaxation a solution for the time
step problem. In the second step we interpolate between the discrete time
levels and in the last step we consider the limit for innitely small steps and
prove the regularity of the solution we have constructed.
First step As a motivation for the case of the discretized equations below









 (rc; u) + 1
2
jjutjj2 (3.2)
(where  > 0 is a constant specied below) to derive (via Gronwall):
Lemma 3.3 (Energy estimate, continuous version)
Assume that u and c are smooth solutions of the system (3.1), then:
jjujj2H1 + jjcjj2H1  M2(E(t) + 1)  (E(0) +M1t)et +M2
  jju0jj2H1 + jjv0jj2 + jjc0jj2H1 +M1t+ 1 et +M2
< 1; (3.3)
where  and Mi are positive constants independent of t and the initial con-
ditions.
Proof of the lemma:
We estimate using for the rst equality in the calculation below integration
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by parts. Then we apply for the second equality the dierential equation.



































































jjutjj2 + "jjrcjj2 + "jjujj2

























Using the growth conditions for  and  we derive:
d
dt
E(t)  H(t) M1(E(t) + 1): (3.4)
Applying the Gronwall Lemma and again the growth conditions we get:
jjujj2H1 + jjcjj2H1  M2(E(t) + 1)  (E(0) +M1t)et +M2
  jju0jj2H1 + jjv0jj2 + jjc0jj2H1 +M1t+ 1 et +M2 <1;
so we have proved the lemma. 
Now we discretize our problem in time and nd a similar energy estimate
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for the discretized equations. This time we unfortunately need an additional
assumption on the quasi{convex envelope of the energy functionals (see be-
low).
The discretized problem is stated as follows:
Find (uh;j)h;j and (c
h;j)h;j such that:
uh;j   2uh;j 1 + uh;j 2
h2
  div S(ruh;j ; ch;j 1) = 0; (3.5)
ch;j   ch;j 1
h
  divK(rch;j; uh;j 1) = 0; (3.6)
uh;0 = u0; u
h; 1 = u0   hv0; ch;0 = c0 (3.7)
(with the standard boundary conditions).

















where we have used the quasiconvexications of  and  (in contrast to
chapter 2), denoted by qc and  qc.
We can prove the following result:
Lemma 3.4 (Energy estimate, discrete version) Under the additional
assumptions qc =  and  qc =   we have the inequality:
jjuh;jjj2H1 + jjch;jjj2H1 + jjvh;jjj2  M(u0; v0; c0)ehj:
(Here  denotes the convexication with respect to the rst variable.) Hence
Eh;j is bounded for hj  T0 <1.
Proof:












 jju0jj2H1 + jjc0jj2H1 + jjv0jj2 + 1 <1: (3.10)
Now we consider the change of the energy in a time step, where we have
to use the convexity of qc =  and  qc =  . We start by inserting
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appropriate terms and then using an estimate for convex functions:






(ruh;j ; ch;j) +  (rch;j ; uh;j) + 1
2
jvh;j j2









r1(ruh;j ; ch;j 1)(ruh;j  ruh;j 1)
+(ruh;j ; ch;j)  (ruh;j ; ch;j 1)
+r1 (rch;j; uh;j 1)(rch;j  rch;j 1)










For the energy functionals dierentiated with respect to the second variable
we cannot apply this method since  and   are only convexied in the






r1(ruh;j ; ch;j 1)(ruh;j  ruh;j 1)
+r2(ruh;j ; 1ch;j + (1  1)ch;j 1)(ch;j   ch;j 1)
+r1 (rch;j; uh;j 1)(rch;j  rch;j 1)




hdivr1(ruh;j ; ch;j 1)(vh;j + vh;j 1)

:







+(jruh;jj+ jch;j 1j+ jch;j j+ 1)jch;j   ch;j 1j
 divr1 (rch;j; uh;j 1)(ch;j   ch;j 1)
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h2jdivr1(ruh;j ; ch;j 1)j2| {z }
0
+M3(jruh;j j+ 2jch;j j+ jch;j   ch;j 1j+ 1)jch;j   ch;j 1j
  1
h
jch;j   ch;j 1j2 + M3jrch;jj





M2(1 + jruh;j j+ jch;jj)jch;j   ch;j 1j
+M2(1 + jrch;jj+ juh;j j)juh;j   uh;j 1j
+M3jjch;j   ch;j 1jj2 + M3jjuh;j   uh;j 1jj2    1
h
jjch;j   ch;j 1jj2:
Now apply the Young inequality for suÆciently small " > 0 to deduce
Ej  M2
"


















This looks quite similar to the continuous case. We apply the following
discrete Gronwall Lemma, that can be found e.g. in [QV94], Lemma 1.4.2:










Ej  2(hjM1 +E0)ehj:
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for M1h  1
2
;
which can be proved by considering the dierence on [0; 1=2] which is posi-
tive. 
With the help of this Gronwall Lemma we get the energy estimate:
jjuh;j jj2H1 + jjch;jjj2H1 + jjvh;jjj2
M2(Eh;j + 1)




 jju0jj2H1 + jjv0jj2 + jjc0jj2H1 + 1 ehj + 1 eM4hj
M(u0; v0; c0)ehj ; (3.11)
which is bounded for hj  T0 <1. This proves Lemma 3.4. 
Now we want to solve the problem for one time step. We reformulate it
as a minimization problem for the energy functional:















By the usual arguments we can prove, that if (u; c) minimizes Wj it is a
solution of the discretized dierential equations. But in general Wj is not
weakly lower semicontinuous, since  and  are not assumed to be quasicon-
vex. Hence we cannot expect the existence of minimizing functions u and c.
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Instead we consider the quasiconvexication of the energy functional W qcj ,
dened by:





qc(rv; ch;j 1) +  qc(rd; uh;j 1)
+







All terms are (quasi{)convex as we can see from the denition. Therefore
W qcj is weakly lower semicontinuous and the minimizer (u
h;j ; ch;j) satises
inf
v;d
Wj(v; d) = inf
v;d




Now we want to consider a sequence (uh;j;k; ch;j;k)k minimizing Wj . We
apply the discrete energy estimate stated above to prove the boundedness
of this sequence in H1. Therefore we can select a subsequence converging
weakly in H1 (and strongly in L2 by Rellich's Theorem) denoted again by
the index k, i.e.:

































 qc(rch;j; uh;j 1): (3.12)
(Remember that by construction   qc  0,    qc  0 and use the
convergence of W qcj (u
h;j;k; ch;j;k).)
Now we apply Theorem 1.1 in [KP92] to deduce:
qc(ruh;j;k; ch;j 1) k!1* qc(ruh;j ; ch;j 1) in L1
 qc(rch;j;k; uh;j 1) k!1*  qc(rch;j; uh;j 1) in L1
Moreover we prove by applying Theorem 2.2 for H1{Young measures in
[Dem96]:
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qc(ruh;j;k; ch;j 1) k!1* hh;j ; qc(; ch;j 1)i in L1;
(ruh;j;k; ch;j 1) k!1* hh;j ; (; ch;j 1)i in L1;
 qc(rch;j;k; uh;j 1) k!1* hh;j ;  qc(; ch;j 1)i in L1;
 (rch;j;k; uh;j 1) k!1* hh;j (; uh;j 1)i in L1; (3.13)
where h;j and h;j are the Young measures arising from the sequences
(ruh;j;k)k and (rch;j;k)k.
Thus we get
hh;j ; qc(; ch;j 1)i = qc(ruh;j; ch;j 1);
hh;j ;  qc(; ch;j 1)i =  qc(rch;j ; uh;j 1): (3.14)
Applying Theorem 1.3 in [KP94] we derive from (3.12)
r1qc(ruh;j;k; ch;j 1) k!1* hh;j ;r1qc(; ch;j 1)i in L2;
r1(ruh;j;k; ch;j 1) k!1* hh;j ;r1(; ch;j 1)i in L2;
r1 qc(rch;j;k; uh;j 1) k!1* hh;j ;r1 qc(; uh;j 1)i in L2;
r1 (rch;j;k; uh;j 1) k!1* hh;j ;r1 (; uh;j 1)i in L2: (3.15)
Since infW qcj = infWj, we have:Z






hh;j ; qc(; ch;j 1)i;Z






hh;j ;  qc(; ch;j 1)i: (3.16)
We always have   qc and    qc, and to satisfy the equations (3.16)
there has to be equality at least in the support of (h;j) or (h;j), respectively,
i.e.:
supp h;j  fvj(v; ch;j 1) = qc(v; ch;j 1)g;
supph;j  fdj (d; uh;j 1) =  qc(d; uh;j 1)g: (3.17)
Using that  2 C1 and therefore qc 2 C1 (as was shown in [BKK00]) and
using   qc   we can derive that for all v with (v) = qc(v) we have
r = rqc. So we get
hh;j ;r1(; ch;j 1)i = hh;j ;r1qc(; ch;j 1)i;
and for  :
hh;j ;r1 (; uh;j 1)i = hh;j ;r1 qc(; uh;j 1)i: (3.18)
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Let Id1(A; b) := A. If we choose r1qc = Id1 (this is consistent with the
assumptions made for qc) and apply (3.15), we get
ruh;j ( ruh;j;k * hh;j ; Id1i:
Repeating the procedure for  qc we derive
ruh;j = hh;j ; Id1i; rch;j = hh;j ; Id1i: (3.19)
Since quasiconvexity ensures the existence of a minimizer we can apply the
usual variational method to deduce for j  1 and all  2 H10Z


r1qc(ruh;j ; ch;j 1)r + u
h;j   2uh;j 1 + uh;j 2
h2
 = 0; (3.20)Z


r1 qc(rch;j; uh;j 1)r + c
h;j   ch;j 1
h
 = 0: (3.21)
Now we use (3.14) and (3.17) to apply a result in [BKK00] which states
r1qc(ruh;j ; ch;j 1) = hh;j ; S(; ch;j 1)i:
Together with (3.20) this leads to:Z


hh;j; S(; ch;j 1)ir + u
h;j   2uh;j 1 + uh;j 2
h2
 = 0;
and the same auxiliary result for  and h;j together with (3.21) gives:Z






We mention by the way that these equations are valid only for j  1. That
causes some problems after interpolation, that we have to solve in the next
step.
Especially we get by substraction the identities (valid in H 1):
div hh;j ; S(; ch;j 1)i = divr1qc(ruh;j; ch;j 1);
div hh;j ;K(; uh;j 1)i = divr1 qc(rch;j ; uh;j 1):
Second step
In the second step we want to construct an approximate solution by inter-
polating in time.
The method we use is almost identically to that used in the previous chap-
ter. We recall the denitions made there and dene for h > 0, for 0  j < Th
and using the characteristic function h;j := [hj;h(j+1)]:
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 wh(t) :=Pj h;j(t)vh;j+1 vh;jh
(step function approximation of utt),
 evh(t) :=Pj h;j(t)vh;j + vh;j+1 vh;jh (t  hj)
(the primitive of wh),
 vh(t) :=Pj h;j(t)vh;j+1
(step function approximation of ut),
 euh(t) :=Pj h;j(t)  uh;j + vh;j+1(t  hj)
(its primitive),
 uh(t) :=Pj h;j(t)uh;j+1
(step function approximation of u),
 dh(t) :=Pj h;j(t) ch;j+1 ch;jh
(step function approximation of ct),
 ech(t) :=Pj h;j(t)ch;j + ch;j+1 ch;jh (t  hj)
(its primitive),
 ch(t) :=Pj h;j(t)ch;j+1
(step function approximation of c).
We now interpolate the Young measures dened in the last step:








To dene a convergence for the sequences of these Young measures we use
the spaces E0 and F0 (see Denition 3.1) and state the following lemma:
Lemma 3.6 (Regularity of h and h) For h, h we have:
h; h 2 L1loc(
 (0; T0); E 00) \ L2loc(
 (0; T0);F 00);
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Proof of the lemma: Without loss of generality we consider  := 
 















Z p(y) dh;jx (y) dx dt:















1 + jruh;j(x)j2dx <1;
where we have used the denition of the E0{norm in the last step.
This proves the rst statement, the other statements can be proved in the
same way. 
We conclude by inserting the denitions of h and wh resp. h and dh into
the dierence equations discussed in the rst step. So for h  t  T0 and
 2 H10 we get:Z


hhx;t; S(; ch(x; t  h))ir + wh(x; t) dx = 0;Z


hhx;t;K(; uh(x; t  h))ir + dh(x; t) dx = 0: (3.22)
This can be reformulated as:
wh = div hhx;t; S(; ch(t  h))i in H 1;
dh = div hhx;t;K(; uh(t  h))i in H 1:










hhx;t;K(; uh(x; t  h))ir + dh(x; t)(x) dx dt = 0: (3.23)
Additionally we get by (3.19), that ruh = hh; Id1i and rch = hh; Id1i.
Finally we consider the initial values. A short calculation gives (as expected):
euh(; 0) = u0; evht (; 0) = v0; ech(; 0) = c0: (3.24)
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This completes the second step.
Third step
In the third (and last) step of our proof we consider the limit h ! 0. In
particular we have to prove that uh, ch, h and h converge in an appropriate
norm to a solutions of our original problem. Therefore we will apply the
dierent approximations and nally we will have to show their equivalence.
First we observe that (h)h is bounded in L
2
loc(































Now we make the following observation about the spaces E0 and F0:
Remark 3.7 (Separability of E0 and F0) The spaces E0 and F0 (as de-
ned in Denition 3.1) are separable. This can be shown by explicitly giving
a countable dense subset or by considering the isomorphic transformations:
E0 : E0(RN )! C0(SN ); f 7! f1+jj2 ;
F0 : F0(RN )! C0(SN ); f 7! f1+jj :
SN is compact and the spaces of continuous functions on compact manifolds
are separable. 
Using that F0 is separable (see Remark 3.7) we have:
L2loc(






In the same way we prove:
(h)h is bounded in L
2
loc(










, denoted again by (h)h and (
h)h. More precisely for
all g 2 L2loc(
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Especially this has to be true for tensor products gx;t(y) = f(y)(x; t) with
 2 L2loc(
 R+) and f 2 F0. Thus
hh; fi h!0* h; fi in L2loc(
 R+);
hh; fi h!0* h; fi in L2loc(
 R+): (3.25)
By applying Lemma 2.4 in [Dem96] we can show that additionally a L1loc{
convergence can be established for functions in E0, i.e.:
h *  in L2loc(
 R+ ;F 00) \ L1loc(
 R+ ; E 00);
h *  in L2loc(
 R+ ;F 00) \ L1loc(
 R+ ; E 00): (3.26)











generating the Young measures  and , respectively.
We now use the assumption that r1; r1qc; r1 ; r1 qc 2 F0. This al-
lows us to apply (3.25) to these functions. Then we have the following
convergence in L2loc(
 R+):
hh;r1i h!0* h;r1i; hh;r1qci h!0* h;r1qci;
hh;r1 i h!0* h;r1 i; hh;r1 qci h!0* h;r1 qci: (3.27)
Now we are able to prove some estimates which give bounds for our approx-
imating solutions, that can be used to obtain weak limits. More precisely
we can prove for h < 1 and an appropriate constant M > 0:
sup
0tT0




jjeuh(t)jj2 + jjvh(t)jj2  M(u0; v0; c0);
sup
0tT0




jjevh(t)jj2H 1 + jjwh(t)jj2H 1  M(u0; v0; c0);
sup
0tT0
jjevh(t)jj2  M(u0; v0; c0); (3.28)
sup
0tT0




jjech(t)jj2 + jjdh(t)jj2H 1  M(u0; v0; c0): (3.29)
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The proofs are easy consequences of the energy estimates. We only give two
typical examples, namely the proofs of (3.28) and (3.29).








 vh;j2| {z }
Eh;j
+







 M(u0; v0; c0):











 cj+1   cjh (t  hj)








 cj+1   cjh
2| {z }
2M eT0=h2
jj(t  hj)jj2| {z }
h2










M(u0; v0; c0) +R:
It remains to estimate R. For this we use the discrete form of the dierential
equation and then apply jjdivf jjH 1(
) M jjf jjL2 to return to the L2{norm,















Taking this all together we have proved (3.29).
Now we derive from these bounds (using the usual weak-? compactness
property) that there exist subsequences converging weakly-?, to be precise
we have:
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uh
?







euh ?* eu in W 1;1  (0; T0); L2 ;
vh
?






evh ?* ev in W 1;1  (0; T0);H 1 \ L1  (0; T0); L2 ;
ch
?






ech ?* ec in W 1;1  (0; T0);H 1 \ L1  (0; T0); L2 :









it follows that the weak convergences also hold in L2loc(
 (0; T0)). Further-
more we have @teu = v.
Now we have to show, that the dierent approximations lead to the same
limits, i.e.: eu = u, ev = v and ec = c. This can be done by applying Lemma
2.14, and we deduce: u = eu, v = ev and c = ec.
Now by taking the limit h! 0 and using the weak convergence of (h)h and
(h)h we can prove:
supp   faj(a; c) = qc(a; c)g a:e:;
supp  faj (a; u) =  qc(a; u)g a:e:
(To prove this apply any test functions  with support in the complement of
the set faj(a; c) = qc(a; c)g or faj (a; u) =  qc(a; u)g to deduce R  dh =
0 or
R
 dh = 0 for h > 0. Using the weak convergence we have
R
 d = 0
or
R
 d = 0, proving the statement.)
Now we take the limit h! 0 in (3.23) to deduce the dierential equations.






some (unknown) limit. It remains to show that they converge in fact to the
right limit in some (weak) sense.
To be more precise we prove that
hh;r1(; ch(t  h))i   h;r1(; c(t))i* 0 (3.30)
in H 2(
) for a.e. t 2 (0; T0).
We estimate for an arbitrary  2 H20 (
):D




hh;r1(; ch(t  h))i   hh;r1(; c(t))i
56 CHAPTER 3. NUMERICS OF NONCONVEX ELASTODYNAMICS


























) proves the weak con-
vergence to zero.
Using the knowledge that this expression must also converge in L1((0; T0);
H 1) (and repeating the same procedure for the second dierential equa-
tion) we derive that for any  2 H10 (










h;K(; u)ir + ctdx dt = 0:
Furthermore we know by the weak convergence of (h)h that hh; Id1i *
h; Id1i. But on the other hand we know that hh; Id1i = ruh * ru. By a
similar argument for  and rc we have
ru = h; Id1i; rc = h; Id1i:
We nally prove that (u; ; c; ) satises the initial conditions. For this we























,! C0  [0; T0);H 1(
) :
We conclude that:
u 2 C0  [0; T0); L2(
) ; ut 2 C0  [0; T0);H 1(
) ;
c 2 C0  [0; T0);H 1(
) :
So u(0), ut(0) and c(0) are well dened in a way that the initial conditions
are satised, since: euh(0) = u0, evh(0) = v0 and ech(0) = c0. (Here we have
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used again the two types of approximation: The rst was good for the reg-
ularity, the second for the initial conditions.)
Taking everything together we have proved that (u; ; c; ) is a Young mea-
sure solution of our problem, that can be constructed by a time discretization
scheme. 
We can slightly enlarge the class of admissible energy functionals. In par-
ticular we want to allow functions with cusps \on the right side". A typical
example are the distance functions to a set (or to be more precise some
power of it that \smoothes out" the \buckling" at the border of the set),
e.g. (Y ) := dist(Y; f 1;+1g)2, see Fig.3.1.





Figure 3.1: Plot of the function (Y ) := dist(Y; f 1;+1g)2 for  3  Y 
+3. { The cusp of  in Y = 0 does not lead to a lack of dierentiability for
qc.
This leads to the following theorem utilizing the smoothing eect of the
quasiconvexication of a function:
Remark 3.8 (Weakening of the dierentiability condition) If  and
 are not C1{functions, but if for all B 2 Rmn there exists a linear mapping
L from Rmn to Rmn , such that:
(A)  (B) + L(A B) +O(jA Bj)
for all A 2 Rmn, and if the analogous condition holds for  , then Theorem
3.2 is still valid.
Proof: By [BKK00], this condition is suÆcient for the quasiconvex en-
velopes to be in C1. If we check the proof of the existence theorem we
see that the full derivatives of  and  are only used after testing by the
corresponding Young measures, but the support of this Young measures is
contained in the set where  resp.  are equal to their quasiconvex envelopes
and therefore are C1. So we can apply the proof with only minor changes.
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Finally we want to mention a necessary and suÆcient condition for the
assumption qc = ,  qc =   that follows from a result by Zhang Kewei
[Zha]:
Theorem 3.9 If : Rmn ! R is a C1-function and has polynomial growth
of order p > 1 at innity, then the following two conditions are equivalent:
(i) qc = ,
(ii) rc = ,
where rc denotes the rank-one-convexication of a function.
We can apply this theorem for the functionals  and  . For a given func-
tion the rank-one-convexication can be calculated much easier than the
quasiconvexication. Hence this theorem makes it feasible to test for given
energy densities whether Theorem 3.2 can be applied. Even more we have
the following easy corollary:
Corollary 3.10 If  is rank-one-convex but not convex, then it does not
satisfy the assumptions of Theorem 3.2.
We now want to state a similar result for a dierent time discretization
scheme. It covers cases where the condition of Theorem 3.9 is violated, and
is in particular applicable if  and  are quasiconvex. On the other hand it
is not applicable in some situations where Theorem 3.2 works as we will see
later.
Theorem 3.11 (Existence) For u0 2 H10 ; v0 2 L2; c0 2 H10 there exists
a Young measure solution (u; ; c; ) of our problem, provided the envelope
condition as stated in Remark 3.13 is satised.
Furthermore this solutions can be obtained by a time discretization scheme.
The envelope condition is a technical condition that we will need in the
proof. This condition is satised in particular if the energy density  is
quasiconvex. For details see Lemma 3.12 below.
Sketch of the proof:
We do not want to go into the details of the proof, but instead we want to
mention some key points where the proof diers from the proof of Theorem
3.2.
The most important dierence is that we use a modied time discretization
scheme, where we replace S by a function eS depending not only on the
actual time step but also on the previous one. To be exact we dene
eS(A1; A2; b) := Z 1
0
S(tA1 + (1  t)A2; b) dt:
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Such discrete ux functions are used e.g. in conservative numerical schemes
for conservation laws. I am grateful to Martin Rumpf (University of Duis-
burg, Germany) for suggesting to me to apply them for this problem.
Also we dene a discretized counterpart e of  which satises the condition
r1e = eS:





















S(sA1 + (1  s)A2; b) ds
= eS(A1; A2; b);
and furthermore we see that e is always nonnegative.
Now we state the discretized equations as follows:
uh;j   2uh;j 1 + uh;j 2
h2
  div eS(ruh;j ;ruh;j 1; ch;j 1) = 0;
ch;j   ch;j 1
h
  divK(rch;j; uh;j 1) = 0;
uh;0 = u0; u
h; 1 = u0   hv0; ch;0 = c0
(with the standard boundary conditions).
To prove the a priori energy estimate for this discretization scheme we follow
a slightly dierent route, where we do not need the additional assumption





e(rv;ruh;j 1; ch;j 1) +  (rd; uh;j 1)
+






With the usual arguments we can prove, that if (u; c) minimizes Wj , it is a
solution of the discretized dierential equations. Hence if we consider the
weakly lower semicontinuous energy functional W qcj given by




eqc(rv;ruh;j 1; ch;j 1) +  qc(rd; uh;j 1)
+
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we can apply a classical theorem from the calculus of variation that can be
found e.g. in [Dac89], Chapter 1, Theorem 7, to get the following statement
for the energy minimizers:
inf
v;d
Wj(v; d) = inf
v;d




Especially it follows that
W qcj (u
h;j ; ch;j)  W qcj (uh;j ; ch;j 1):
Using this inequality and applying the mean value theorem we can estimate
the dierence  qc(ruh;j ; ch;j)   qc(ruh;j ; ch;j 1) to get:Z












2 + h(jruh;jj2 + jch;j j2 + 1)
!
:
We can estimate the elastic part of the energy by applying the dierence
equation and the identity
eS(A;B; c)(A B) = (A; c)  (B; c)
in the following way:Z





































Combining the last two inequalities gives the desired a priori energy esti-
mate.
We continue as in the proof of Theorem 3.2 with only minor changes. The
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crucial step is now to prove the analog of (3.30), i.e. the convergence of the
discretized equations to the partial dierential equations in the limit h! 0:
hh;r1e(;ruh(t  h); ch(t  h))i   h;r1(; c(t))i* 0 in H 3(
)
for a.e. t:
To prove this we can use the same ideas as in the proof of (3.30), provided
the following statement holds:
jjr1eqc(ruh(t);ruh(t); ch(t  h)) r1qc(ruh(t); ch(t  h))jjH 2 = 0:
(3.31)
We formulate the following auxiliary result:
Lemma 3.12 Let  and e be functions satisfying the assumptions for The-
orem 3.2 and assume additionally that  is quasiconvex. Then we have
eqc(A1; A2; b)jA1=A2 = qc(A1; b): (3.32)
Remark 3.13 We call the condition (3.32) the \envelope condition". By
Lemma 3.12 we ensure that this condition is satised if  is quasiconvex.
This is not a necessary condition, but one can nd counterexamples (even in
one dimension) demonstrating that in the general case the envelope condition
is not true, see Example 3.14.
Proof of the lemma: First we prove that the right hand side of the
equation is less or equal than the left hand side:
qc(A1; b)








































e(A1 +r(x); A2; b) dxjA1=A2
= eqc(A1; A2; b)jA1=A2 :
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To prove the second inequality we calculateeqc(A1; A2; b)jA1=A2  e(A1; A2; b)jA1=A2 = (A1; b):
If  is quasiconvex the right hand side is equal to qc(A1; b) and we have
proved the lemma. 
Hence the statement (3.31) is satised, since we have assumed that the enve-
lope condition holds for . The remaining part of the proof is again similar
to the proof of Theorem 3.2. 
We can ask whether the envelope condition (3.32) might be true for a wider
class (or maybe all) energy functionals , but as we pointed out in Re-
mark 3.13, there exists the following example showing that even in simple
nonconvex situations the envelope condition does not hold in general:
Example 3.14 Consider (A) := (1 A2)2, where we omit the dependence
on b to simplify notation. We choose A2 := 3=(2
p
















Now one can easily construct a line separating the graph of h from the
point (A2; (A2)). { Take for example the line l dened by the points  32 ; h   32  5100 and  1; h(1)  5100 (see Fig.3.2).







Figure 3.2: Plot of the line l(A), the function h(A) and the point
(A2; (A2)) in the range  2  A  +2. The line l apparently separates h
and the point (A2; (A2)) (see text).
The line l does not intersect the graph, and l(A2) >  (A2). Since A2 < 1
and therefore qc(A2) = 0 we derive
hqc(A2) + (A2)  h(A2) + (A2) > 0 = qc(A2);
3.2. DESCRIPTION OF THE ALGORITHM 63
and so we have eqc(A1; A2)jA1=A2 > qc(A2):
Hence  does not satisfy the envelope condition (3.32). 
3.2 Description of the algorithm
In this and the following section we present numerical results for one-
dimensional nonconvex elastodynamics. This is joined work with Carsten
Carstensen [CR]. The aim is to perform numerical experiments giving some
insight in the behavior of nonconvex elastodynamical systems.
We study the simplest case, where the dimensions n and m of the domain

 and the target space are both one. Even in this setting we can perform
some interesting experiments as we will see in the next section.
First we want to give a short description of the algorithm used in our pro-
gram.
The main idea is to use the time discretization introduced in Theorem 3.2
where we neglect the parabolic part.
For the time step width h and given initial values u0, u1 we dene u
h;j as
solution of:
uh;j   2uh;j 1 + uh;j 2
h2
  div S(ruh;j) = 0;
uh;0 = u0; u
h; 1 = u0   hv0
(with the standard boundary conditions).
This implicit scheme gives us a time step problem in variational form, i.e. we
have to minimize the following energy functional in the class of all v 2 H1(
)
subject to the boundary conditions (e.g. v 2 H10 (
)):










This problem is nonconvex and admits in general no classical solution, but
instead it can be solved in terms of Young measures, i.e. we can nd a pair
(uh;j ; h;j), where uh;j 2 H10 (
), h;j = (h;jx )x is a probability measure, and
hh;j ; Idi = ruh;j for a.e. x 2 
, such that (uh;j ; h;j) minimizes the energy
functional:
fW h;j(v; ) := Z
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(This minimizing procedure can be found implicitly in the proof of Theorem
3.2.)
Numerically we can get a solution applying ideas from [CR00], where a very
similar functional was studied as a static problem. The detailed discussion
can be found there, so we only give a summary of the key ideas.
We approximate the Young measure  by a nite sum of Dirac measures ÆFi
with weights i, where 0  i  1 and
P
i i = 1. Questions of convergence
for the static problem are discussed in [CR00]. They can be carried over
to the time step problem, but on the other hand we have unfortunately
only very weak convergence in the limit for h ! 0 (where h > 0 is the
time step width), therefore we cannot expect strong results, like a priori
error estimates. Nevertheless our numerical experiments as described in the
next section indicate that this approximation is a good choice also in the
dynamical setting.
We divide 
 into nitely many intervals with length l. Let Ul be the space
of all H1-functions which are aÆne on each discretization interval of 
 and
satisfying the boundary conditions of our problem (e.g. Dirichlet on @
).
By the approximation of the Young measure described above the time step
problem reduces to minimizing the functional








v(x)  2uh;j(x) + uh;j 1(x)2 dx (3.33)
over all i and v 2 Ul with
P
i i(x)Fi = v(x).
Obviously this can be extended to non-uniform discretizations and even
higher dimensional situations where the intervals are replaced by triangula-
tions of 
.
Problem (3.33) is a nite optimization problem. In fact it is (independent
of the choice of ) a quadratic problem. To solve it we can use standard
optimization algorithms.
By iteration we can calculate every uh;j for xed h > 0 (under the assump-
tions on  stated in Theorem 3.2). As in linear elasticity we have to choose
h suÆciently small with respect to l. In our experiments we stick to the
Courant-Friedrichs-Lewy stability condition h=l  jxxj.
An overview on the algorithm is given in Fig.3.3. For a description of the
method how to select active grid points for the approximative measure and
how to check the need for activating more grid points consider [CR00], Sec-
tion 6. We implemented the algorithm1 in MATLAB, and for solving the
quadratic problem we use the qp subroutine. One advantage of using MAT-
LAB is the easy use of sparse matrix functions that is crucial e.g. in the
calculations of ik := i(xk), where xk 2 (kl; kl+ l).
For all experiments we have chosen 
 := (0; 1) and l := dx (compare the
1A complete listing of the program can be found in Appendix A.
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Initialization
Activate certain grid points
for the approximating measure
Activation
Solve the discrete problem
Optimization














Figure 3.3: Overview on the algorithm implemented in the program.
table on page 68). The support of the approximating measure given by (Fi)i
was chosen as Fi := ( K=2;K=2), e.g. with K = 10. (The precise value of
K is not crucial if it is only chosen larger than a critical value given by
2 sup juxj.)
The complete program was tested on the problem of the linear wave equa-
tion (see 3.4 and Fig.3.6), where the true solutions are well-known. The
approximated solution shows an error for large times, probably due to nu-
merical viscosity.
By now the algorithm is implemented only for purely one-dimensional prob-
lems, but we hope to extend it to higher dimensional problems in the future.
3.3 Numerical examples
In this section we study a list of one-dimensional elastodynamical problems.
Some of them are motivated by experiments for shape memory alloys. For
the physical background consider Chapter 1. For the convenience of the
reader we summarize the experiments of this section in a table on page 68.
In most of the numerical experiments we consider a classical double well
potential (F ) := min
 jF   1j2; jF + 1j2 as underlying energy density (see
Fig.3.1). We prefer this to the equally common potential ̂(F ) := (F 2  1)2
since the stability condition is satised for larger time step width for  than
for ̂ (with F = 0 the only exception).
We will use this potential (or variations on it) for three basic types of ex-
periments:
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1. We choose a homogeneous Dirichlet boundary condition u = 0 on @

and the initial conditions ut(x; 0) = 0 and u(x; 0) = u0(x) 6= 0, thus
simulating a clamped wire of a microstructure material with negligible
dissipation that has been deformed at time t = 0. (Experiment A)
2. In a variant of the last experiment we choose the boundary condition
u = g(x; t) on @
 time dependent, thus simulating dierent oscillations
of one end of the wire. (Experiments B{E)
3. As a further variation on the rst experiment we choose the potential
 time dependent, thus simulating a shape memory alloy where the
temperature is changed during the experiment and passes a critical
value, at which the type of  switches from nonconvex to convex or
vice versa. (Experiments F{G)
We now give the precise setting and the results of the experiments A{G:
Experiment A
We choose 
 = (0; 1), the potential (F ) := min
 jF   1j2; jF + 1j2, homo-




0:2 x 2 (0:28; 0:32) [ (0:68; 0:72);
0 elsewhere.
We approximate the Young measure by a sum of seven Dirac measures ÆFi
with Fi equally distributed between  2 and +2. The discretization step size
in space, dx, and time, h, are chosen as dx = 0:02 and h = 0:02.
The result is represented in two plots: Figure 3.5 shows a 3D plot of u(x; t)
versus x and t. Figure 3.7 shows a plot of ru(x; t). We observe that, like
in the linear case shown in Fig.3.4 and Fig.3.6, travelling waves intersecting
with each other start from the elongated points of the initial state. In
contrast to the linear case the speed of the waves depends on their height,
and the form of the travelling waves is more \triangular like" than in the
linear case.
Experiment B
Now we perform the same experiment, but with a time dependent boundary
condition and zero initial data. We remember that u = 0 is a solution
to the partial dierential equation for homogeneous boundary conditions,
although  does not attain a minimum at ru = 0, since ru = 0 can be
understood as a ne mixture of the two \phases"ru =  1 andru = +1, i.e.
 = 12Æ 1+
1
2Æ+1 is the corresponding Young measure. In this experiment we




sin(2t); t  2;
0; t > 2;
u(0; t) = 0:
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The solution u(x; t) to this problem can be found in Fig.3.8. Here it is
interesting to have a look at the gradient of u (see Fig.3.9): We observe that
ru(x; t) is after some small time nearly everywhere close to one of the wells.
This means that by applying an (fast) oscillation to the boundary of the
wire we induce a phase separation in the material. In the next experiments
we investigate whether this eect does also hold for smaller amplitudes of
the oscillation and for a smooth decay of the oscillations.
Experiment C





2 sin(2t); t  2;
0; t > 2;
u(0; t) = 0:
The result (see Fig.3.10) is quite similar to the last experiment. In fact the
phase separation seems not to dependent on the intensity of the boundary
oscillations. This can be seen from Fig.3.11 where the distribution of dif-
ferent values for the gradients shown. We observe clearly that the values of
the gradient concentrate on the wells  1 and +1. The only dierence to the
last experiment is that the pattern of the dierent phases at a given time
is ner as before. We guess that in the limit of vanishing oscillations this
again approaches an innitely ne mixture of phases.
Experiment D




2 sin(2t); t  2;
0; t > 2;
u(0; t) = 0:
We observe a similar, but slightly more complex solution as in the examples
before { see Fig. 3.12 and Fig.3.13.
Experiment E
The experiments B{D had the slight drawback of showing the solution only
for rather small times. To conclude the experiments with oscillating bound-
ary conditions we show an example where the oscillating boundary condition
are present over a longer time. The resulting displacement and the deforma-
tion (see Fig.3.14 and Fig.3.15) soon seem to approach a periodic solution.
Experiment F
In the last two experiments we use again a homogeneous Dirichlet boundary
condition, but instead we consider a change in time in the potential , thus
simulating a shape memory alloy that temperature is changed externally
(see Chapter 1).
In the rst of these experiments we decrease the temperature below the
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critical temperature, thus inducing a phase transition from austenitic to
martensitic phase. The function




F 2   ; 1
2
min((F   1)2; (F + 1)2)

is shown in Fig.3.17, where the temperature (t) is chosen as (t) := 2  t.










and u1 = 0.
We observe that cooling below the critical temperature where (; ) becomes
nonconvex leads to a strong damping of the oscillations. After the nal state
is reached only a comparable small oscillation remains in the wire.
Experiment G
In the last experiment we consider the inverse situation: We start with a
deformed wire. Its deformation is stable below a certain temperature, but
after passing this point it starts to oscillate. We choose the temperature as
(t) := t  1, and the initial conditions as u0(x) := 110 sin(x), u1 = 0.
We summarize the parameters of the experiments in the following table:
Description dx h
Experiment A Two-well potential, initially two peaks 0:02 0:02
Experiment B Sinus on the boundary, stopping 0:02 0:02
Experiment C Small sinus on the boundary, stopping 0:02 0:02
Experiment D Sinus on the boundary, decaying 0:05 0:05
Experiment E Sinus on the boundary, long time 0:05 0:05
Experiment F SMA with decreasing temperature 0:05 0:04
Experiment G SMA with increasing temperature 0:05 0:04






























Figure 3.4: Linear elasticity, the solution u(x; t) for dx = 0:02 and h = 0:02.























Figure 3.5: Experiment A, the solution u(x; t) for dx = 0:02 and h = 0:02.
Colors indicate the value of u(x; t).


























Figure 3.6: Linear elasticity, the plot for ux(x; t). Colors indicate the values


























Figure 3.7: Experiment A, the plot for ux(x; t). Colors indicate the values
of ux(x; t) in the range between the wells  1 and +1.























Figure 3.8: Experiment B, the solution u(x; t) for dx = 0:02 and h = 0:02.


























Figure 3.9: Experiment B, the plot for ux(x; t). Colors indicate the values
of ux(x; t) in the range between the wells  1 and +1.























Figure 3.10: Experiment C, the solution u(x; t) for dx = 0:02 and h = 0:02.


























Figure 3.11: Experiment C, the plot for ux(x; t). Colors indicate the values
of ux(x; t) in the range between the wells  1 and +1.























Figure 3.12: Experiment D, the solution u(x; t) for dx = 0:05 and h = 0:05.


























Figure 3.13: Experiment D, the plot for ux(x; t). Colors indicate the values
of ux(x; t) in the range between the wells  1 and +1.
























Figure 3.14: Experiment E, the solution u(x; t) for dx = 0:05 and h = 0:05.






















Figure 3.15: Experiment E, the plot for ux(x; t). Colors indicate the values
of ux(x; t) in the range between the wells  1 and +1.




























Figure 3.16: Experiment F, the solution u(x; t) for dx = 0:04 and h = 0:05.






























Figure 3.17: The underlying potential (F; (t)) for Experiment F.























Figure 3.18: Experiment G, the solution u(x; t) for dx = 0:02 and h = 0:02.


























Figure 3.19: Experiment G, the plot for ux(x; t). Colors indicate the values





4.1 Overview on regularity results for nonlinear
elliptic and parabolic equations
In this chapter we study questions of regularity, where the dierent notions
of convexity play a crucial rôle. We will concentrate mainly on parabolic
equations, but we will also compare the situation with the elliptic case.
Regularity results for nonlinear elliptic and parabolic equations date back
to the 60s and earlier (for references see [Lie96]), but at this time often
only scalar-valued equations were studied, and hence the dierent notions of
convexity (especially polyconvexity and quasiconvexity) were not yet applied
to these problems.
Nevertheless the following existence and regularity result, that can be found
e.g. in Theorem 6.3 of [LSU68], will be our starting point in discussing
regularity questions for parabolic equations. (We will give only a simplied
version of this theorem.)
Theorem 4.1 (Existence and regularity for scalar equations)
Let 
  R n be a smooth domain and consider for x 2 
, t 2 [0; T ] the
following scalar partial dierential equation with given initial and boundary
data:
wt(x; t)  div S(rw(x; t)) = f(x; t);
w(x; 0) = w0(x);
w = g on @
 [0; T ]:
Assume furthermore that:
(i) The equation is strictly parabolic, i.e. there exists a constant C > 0
such that Cjj2 Pi;j @Si(F )@Fj ij for all F;  2 R n .
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(ii) f is continuous in x.
(iii) The initial value w0 and the boundary data g are smooth.
Then there exists a unique solution w with w 2 C0;([0; T ] 
) and rw 2
C0;([0; T ] 
) for every  2 (0; 1).
Remark 4.2 If S = D, then condition (i) of the above theorem is equiva-
lent to  being uniformly convex.
Can we extend this result to higher dimensions, where w takes values in
R
m with m > 1? If so, it is not at all obvious, what kind of convexity
we have to assume. One reason is, that in the scalar case the notions of
polyconvexity, quasiconvexity and rank-one-convexity are all equivalent to
convexity, but in higher dimensions they are generally not. (See Chapter 1,
especially Remark 1.6.)
To nd some hints of what to expect we rst study elliptic problems, since
they are generally much better understood than dynamic problems. In this
context we will need the notion of strict quasiconvexity:
Denition 4.3 (Strict quasiconvexity) A Lebesgue integrable function
 2 C0 (Rmn ; R ) is (uniformly) strictly quasiconvex if there exists a con-
stant C > 0, such that for all F 2 Rmn and all smooth test functions  on

  R n with  = 0 on @
 the following inequality holds:Z







For given g 2 H1(
) we now study the following elliptic problem:
div S(rw(x; t)) = 0;
w = g on @
:
where S = D, and  2 C1 satises the growth condition:
0  (F )  C(jF j2 + 1): (4.1)
Usually one considers this system as an Euler-Lagrange equation of the
minimization problem for the energy I(w) :=
R

 (rw) dx, where w   g 2
H10 (
).
A well-known result by L.C. Evans (see [Eva86] or [Eva90]) gives a (partial)
regularity result for solutions of this minimization problem1:
1Related results about regularity of minimizers were given by M. Giaquinta and
G. Modica [GM79], [GM86] and by N. Fusco [FH85].
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Theorem 4.4 (Partial regularity for elliptic equations) Let w be a
minimizer of I with w   g 2 H10 (
), where  is smooth, strictly quasi-
convex and satises the growth condition (4.1).
Then there exists an open set 
0  
 such that 
n
0 has measure zero and
w 2 C1(
0).
This suggests that regularity results for scalar equations may extend to
higher dimensions if one replaces convexity by quasiconvexity conditions.
Hence we would expect that Theorem 4.1 is valid in the vector-valued case
if we assume strict quasiconvexity for .
But unfortunately there exists also a non-regularity result for elliptic prob-
lems [MS99]: It is possible to construct an elliptic system with a strictly
quasiconvex potential , that can produce very irregular solutions. We quote
the essence of this surprising result:
Theorem 4.5 (Irregular solutions for elliptic equations) Let 
  R 2
be a smooth bounded domain. Then there exists a smooth, strictly quasicon-
vex function : R 22 ! R with jD2j  C and a solution w: 
  R 2 ! R 2
to the boundary value problem
divD(rw) = 0;
w = 0 on @
;
such that w is Lipschitz, but not in C1(A) for any open A  
.
A weaker result in this direction was obtained in the unpublished PhD thesis
of Scheer [Sch74].
Theorem 4.5 does not contradict Theorem 4.4 since the constructed irregular
solution is not supposed to be a minimizer of the corresponding minimiza-
tion problem.
It is interesting to compare this result to Rademacher's Theorem, which says
that every locally Lipschitz continuous function is a.e. dierentiable (see e.g.
[Eva98]).
So in the elliptic case we have good regularity properties for minimizers,
but very irregular solutions of the Euler-Lagrange equations without fur-
ther assumptions on the solutions. { What does this tell us about the
parabolic case? On the one hand we could expect similar \bad solutions" as
in the elliptic case. On the other hand the parabolic equation usually has a
\smoothing" structure and solutions can be obtained by time discretization,
where the time step problem is solved by a minimization problem similar
to that in the elliptic case. Therefore it is not obvious what kind of regu-
larity result we can expect. In the next section we will show that irregular
solutions indeed exist.
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4.2 Construction of irregular solutions
In this section we want to construct an irregular solution to a parabolic
initial boundary value problem with a strictly quasiconvex energy potential.
More precisely we want to prove the following theorem:
Theorem 4.6 (Irregular solutions for parabolic equations)
Let n  2, and let 
  R n be a domain with smooth boundary. Then there
exists : R nn ! R strictly quasiconvex and for all  < 1, f0 > 0, T > 0 a
system
wt(x; t)  div S(rw(x; t)) = f(x; t);
w(x; 0) = 0;
w = 0 on @
; (4.2)
with S = D, DS(0) positive denite, and f 2 C0;(
 (0; T )),
jjf jjC0;(
(0;T ))  f0;
and this system admits a solution w with wt 2 C0;(
 (0; T )), but w(t) not
in C1(A) for any open A  
 and any time t > 0.
Furthermore we have div S(rw(x; t)) = 0 a.e. in 
 (0; T ).
The proof is joined work with S. Muller and V. Sverak. For simplicity we
assume that n = 2. We denote by rc the rank-one-convex hull of a set (see
Denition 1.8) and by B(M; r) the open ball with radius r and center M .
The key idea is to construct an energy  and (inductively) a function w, such
that div S(rw(x; t)) = 0 a.e. and wt 2 C0;(
 (0; T )). Then the function
f is dened as wt. We only have to nd a construction that produces a
function w with enough oscillations to get the irregularity stated in the
theorem. For this aim we apply ideas from [MS99], that we summarize
in Theorem 4.9. A central point in these results is the construction of a
so-called \T4-conguration" as given in the following denition:
Denition 4.7 (T4-conguration) LetM1; : : : ;M4 be matrices in Rmn .
Then M1; : : : ;M4 are in a T4-conguration with respect to P1; : : : ; P4 2
Rmn if rk(M i  M j) 6= 1 and rk(Pi; Pj) = Æij for all i; j and if there exist
real numbers 1; : : : 4 > 1, such that
M1 = P1 + 1(P4   P1);
M2 = P2 + 2(P1   P2);
M3 = P3 + 3(P2   P3);
M4 = P4 + 4(P3   P4):
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Such congurations are sometimes called \Tartar squares" and were used in
similar context e.g. by Scheer [Sch74], and in dierent context in [Tar93],
[BFJK94] and [AH86]. The crucial point in using T4-congurations is that
Pi 2 fM1; : : :M4grc, even though the M i are not rank-one connected.
To illustrate this denition we give a sketch of a typical T4-conguration
where matrices are given as points and lines mark rank-one connections









Figure 4.1: A schematic sketch of a T4-conguration. Matrices are repre-
sented by points in the plane. Lines mark rank-one connections.
In the following we will need the notion of a laminate convex hull of rst
order which is given by this denition:
Denition 4.8 Let S  Rmn then we dene the laminate convex hull of
rst order, S lc1, by
S lc1 := X 2 Rmn j there exists  2 [0; 1]; A;B 2 S : rk(A B) = 1;
X = A+ (1  )Bg :
The following theorem summarizes results by S. Muller and V. Sverak given
in [MS99]. The rst idea of this theorem is to express solutions of a cer-
tain nonlinear elliptic partial dierential equation as a dierential inclusion,
which is easier accessible to the construction of a solution with certain prop-
erties. The second idea is to use a T4-conguration to construct a function
 such that by an iteration procedure a solution with suÆcient irregularity
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can be obtained. Here we will not explain the proof of the following theo-
rem, but take it as a starting point for the proof of Theorem 4.6. For an
illustration of the denitions in this theorem compare Fig.4.2.
Theorem 4.9 There exists a strictly quasiconvex  2 C2(R 22 ; R ) with
D2(0) positive denite, and bounded sets K  R 42 and (Ui)i2N  R 42
where for u: = (w; ew): 
  R 2 ! R 4 with w; ew: 







the following conditions hold:
(i) ru 2 K implies divD(rw) = 0. (We will denote S := D.)
(ii) Each Ui has four connected components U1i ; : : : ;U4i with dist (U ji ;U li) 
C > 0 for j 6= l.
(iii) Kj = limi!1 U ji and K = [4j=1Kj.
(iv) For i 2 N , j = 1; : : : ; 4 there exist Oi  (R 42)4, Oi = (O1i ; : : : ;O4i )
with Oji open in Kj, Oi  Oi+1, and a dieomorphism
j : Oi ! j(Oi)  R 42 ;
(fM1; : : : ;fM4) 7! ePj
such that fM1; : : : ;fM4 2 K are in a T4-conguration with respect toeP1; : : : ; eP4, where ePj := j(fM1; : : : ;fM4). Moreover we have Pj 2
j(Oi).
(v) Ui is an in-approximation of K, i.e. Ui  Urci+1 for all i 2 N , and
Ui ! K for i!1.
(vi) We can decompose F = 0 along rank-one lines with only two iteration
steps into points in U1.
More precisely we say that 0 2 U0, where U0  Urc1 is dened as the set
with the following property: For every F 2 U0 there exist P 01; : : : ; P 04 2
R 42 and 1; : : : ; 3 2 (0; 1), such that P 0j 2 U1 for j = 1; : : : ; 4,
rk(P 0j   P 0k) = 1 if jj   kj = 1. Moreover we have for P 05 := 2P1 +
(1  2)P2 and P 06 := 3P3 + (1  3)P4 that F = 1P 05 + (1  1)P 06.
(vii) Let F 2 U ji then dist (F;Kj)=jF   Pj j < 2 i 1 for all i > 1.
From this theorem we deduce the following corollary:






















Figure 4.2: The set K = K1 [ K2 [ K3 [ K4 and its in-approximation Ui
arranged in a T4-conguration. For a detailed construction see [MS99].
Corollary 4.10 There exists open sets V ji  R 42 with Pj 2 V ji such that
 1j :V
j
i ! Oi is continuous. If F 2 V j 1i , then there exist A 2 V ji and
B 2 U ji such that rk(A B) = 1 and F = A+ (1  )B with  2 (0; 1).
Proof: Dene V ji := j(Oi). Since j is a dieomorphism (see (iv))
 1j :V
j
i ! Oi is continuous. Let F 2 V j 1i and (fM1; : : : ;fM4) :=  1j (F ):
Then there exists a  2 (0; 1) and ePj 2 Vj such that
F = (1  ) ePj + fMj: (4.3)
Now dene fM ji := (1  i) ePj + ifMj, where i 2 (0; 1) such that fM ji 2 U ji .
It follows that fMj = 1
i
fM ji   1  ii ePj





 ePj + 
i
fM ji :
Since  < i we can dene  := =i, A := ePj and B := fM ji . 
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A similar decomposition is possible in a small neighborhood:
Corollary 4.11 Let A 2 V ji , B 2 U ji , rk(A   B) = 1, then there exists a
 > 0, such that for all F 2 (B(A; ) [ B(B; ))lc1 there exist  2 (0; 1) and
A0 2 V ji , B0 2 U ji , rk(A0  B0) = 1 with F = A0 + (1  )B0.
Proof: We choose
 := min(dist (A; @V ji );dist (B; @U ji ))=2:
Since V ji and U ji are open we have  > 0. 
Using the results of Theorem 4.9 we continue in our proof of Theorem 4.6
and start to construct a function u with ru 2 K and certain regularity
properties. The construction is rather involved, so we rst give an outline:
The construction of u alternately uses two \building blocks", where the
rst one introduces oscillations but destroys the aÆne structure, a struc-
ture which is necessary to achieve ru 2 K and hence (by Theorem 4.9 (i))
div S(rw) = 0, on some parts of the whole set, and the second one repairs
this structure, such that the rst building block can be applied again. By
iterating this construction we enlarge the set on which u has ne oscillations
and div S(rw) = 0, and in the limit this set has full measure.
We can think of both building blocks as algorithms used in the construction
of u with certain \input" and \output":
Building Block I takes as \input" an aÆne function on 
(0; T ) (or an open
subset of it) and gives as \output" a function which has many oscillations
in the space direction (making the function irregular) and is on some parts
aÆne with gradient in K (giving div S(rw) = 0 a.e. on these parts) and on
others smooth.
Building Block II takes as \input" a piecewise smooth function and gives as
\output" a piecewise aÆne function which is \close" to the original func-
tion.
Despite the oscillations the gradient of the approximating functions con-
verges strongly in L1 (but not in L1).
The following Auxiliary Lemma I will prepare the proof of the Building
Block I. We say that a function g is in C1 on the closure of an open set
U , i.e. g 2 C1( U), if g 2 C1(U) and all derivatives of g can be extended
continuously onto @U .
Lemma 4.12 (Auxiliary Lemma I) Let i 2 N , 0 <  < 1, G  
 
(0; T ) open,   1, "0 > 0. We consider the matrices A; B 2 Rmn with
rk(A   B) = 1 and d := jjA   BjjRmn . Let F = d 1(d1A + d2B), where
d1; d2 2 (0; d) and d1 + d2 = d, i.e. d1 = jjF  Bjj, d2 = jjF  Ajj.
Then there exist countably many disjoint open sets Gj and a Lebesgue null
set N , such that G = ( _[j2NGj) _[N (where _[ denotes a disjoint sum), and
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a function u:G ! Rm with u(x) = Fx for x 2 @G, u 2 C1 on the sets Gj
and ut 2 C0;(G). Moreover there exists CD > 0 (only depending on ),
such that
jjutjjC0;(G)  "0CD 2 i; (4.4)nru 2 B(A; ) [ B(B; )o  (1  "02 i)jGj: (4.5) fru 62 (B(A; ))g   d2d
 < "02 ijGj; (4.6)
ru 2

B(A; ) [ B(B; )
lc1
a.e. (4.7)
Proof of the lemma: The proof is divided into two main steps: In the rst
step (A) we construct a function which satises (4.5) but is not suÆciently
regular (i.e. only continuous). In the second step (B) we smooth this function
to get u and prove that it satises the Holder estimate (4.4).
Step (A):
(A.0) Using an aÆne transformation we can assume F = 0 without loss of






 ;  2d2d
 :
We observe that 0 <   1.
After these preliminaries we can start the construction itself. It will turn
out that the basic sets on which we can dene our function will be cer-
tain octahedra with specic ratios between length (i.e. their dimension in
t-direction) and width (their dimension in x-direction). Due to the varying
shapes of these octahedra it is not easy to cover the set G directly with
them. Therefore we rst cover G with cubes. In step (A.2) we decompose
these cubes into columns with appropriate length-width ratios, and then we
insert the octahedra into these columns. For a sketch of this construction
compare the pictures in Fig.4.3.
Why can't we choose a xed ratio between length and width of the octa-
hedra? The reason is that we want to dene functions on these sets which
have large oscillations in the space direction (the result is supposed to be
nowhere C1, therefore we need the oscillations!), but small slope in the time
direction (since we want to have a Holder bound on the time derivative of
the function u). By stretching a function dened on a standard octahedron
in the t-direction we can reach both goals if we stretch in an appropriate
way.
After this outline we start with the main construction. (To explain the ideas
of the construction it is more convenient to denote it for general n  2 and
m = 2n.)











Figure 4.3: A sketch of the construction in the steps (A.1) and (A.2). The
set G  
  (0; T ) is covered with cubes W1;W2;W3; : : : Every cube W is
decomposed into boxes 2k, and in every box an octahedron 3k is included.
(A.1) First we cover G  
 (0; T ) with countably many cubes (Wk)k with
edges of length lk = 2
 ik where ik 2 N and lk   (and  will be chosen
later). The orientation of the cubes in the x-plane will be chosen in the
following way: Since A   B is assumed to be rank-one-convex there exist
vectors ~a; ~n 2 R n with A B = ~a
~n. One can orientate the cubes such that
~n is a normal vector to one of their sides. By rotating 
 in an appropriate
way one can assume that ~n = ~en . Moreover one can assume that
A = ~a
 ~en;
B = (1  )~a
 ~en;
where  := d2=d with d := jjA Bjj = jj~a
 ~enjj. Hence 1   = d1=d.
(A.2) Now we decompose all the (n+1)-dimensional cubes Wk into (n+1)-
dimensional boxes 2kj (for simplicity we write only 2k) with length (i.e. di-
mension in t-direction) lk and maximal width (i.e. dimension in x-direction)
wk. We can imagine these boxes as columns standing inside the cube Wk
(see Fig.4.3). In each of these boxes we want to insert an octahedron on
which we can nally dene the function we intend to construct. To simplify
notation we rst consider a standard box 20 which is given by:










(A.2) Instead of dening the exact geometric shape of the octahedron 30
tting into 20, we dene directly a function euA in such a way that their
support is 30 and that reuA is close to the matrices A and B a.e. on 30.
Later we will scale 20 and 30 and pack into every box 2k a scaled copy
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3k, dene u
A on each of these copies by transforming the function euA in an
appropriate way from 30 onto 3k and extending it as zero onto 2k n 3k,
and nally glue the resulting functions to a new function uA:G! Rm .
To start with constructing euA we dene some auxiliary functions. Let h: R !
R be dened by
h(s) := (jsj+ (2  1)s)=2:
Later we will need that
h0(s) =

; s > 0
  1; s < 0: (4.8)
For a small constant 0 > 0 (chosen later) let w; v: R
n ! Rm be dened by
ew(x) := ~amax(0; 1  jx1j   : : :  jxn 1j   h(xn));
v(x) := 0 ew(x1; : : : ; xn 1; xn=0):
Finally let z: R ! R be dened by
z(t) := max(0; 1  jtj):
With this we dene:
euA(x; t) := vx=z(t)z(t):
We remark that the denition of euA gives a piecewise aÆne function, since
it depends essentially linearly on t and x1; : : : ; xn. The \octahedron" 30
is now dened to be the bounded set on which jeuAj is positive, and we





Figure 4.4: Plot of the function euA




Figure 4.5: Plot of the function euA
on a cross section of 30 for x2 = 0.
How does euA look like? To illustrate the construction we include plots ofeuA(; 0) and euA((; 0); ) for n = 2 and m = 1 (see Fig.4.4 and Fig.4.5): We
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see that the function looks like a stretched pyramid. Why do we dene euA
in such a way? The reason is that we want to achieve two goals: Firstly we
want to dene euA on an (easy constructible) bounded set, such that euA = 0
on the boundary of this set. In our case this set is the octahedron 30. (Its
cross section for xed time t looks like a rhombus.) Secondly we want to
control the gradient of euA such that it is a.e. \close" to one of the two values
A and B. That is the reason why we stretch the pyramid: This ensures that
the gradient of each of the two halfs of the rhombus is more or less constant,
but very dierent from the gradient on the other half.
To support this heuristic argument we make the following calculation for
(x; t) 2 30 using (4.8):


















0z(t)  0jx1j   : : :  0jxn 1j   h(xn)

;
reuA(x; t) =  ~a
 (0; : : : ;0; )0 ; for xn > 0;
~a
 (0; : : : ;0;   1)0 ; for xn < 0: (4.9)
Apparently we have reuA 2 (B(A; ) [ B(B; )) if we only choose 0()







Figure 4.6: The values of reuA on a cross
section of 30 for a xed t. Here A
0; A00  A






Figure 4.7: The octahedron
3k inside the box 2k.
Moreover we calculate:
euAt = ~a0z0(t): (4.10)
Since z0 is bounded by 1 we have
jeuAt j  j~aj0 =: C0: (4.11)
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A straightforward but lengthy calculation shows that the volume fraction !
between 30 and 20 only depends on the space dimension and is in particular
invariant under aÆne transformations.
We denote the ratio of the maximal width wk to the length lk of 2k by
Æk := wk=lk and transform 30 into 3k by shrinking the x-components by
a factor Æklk=2 and the t-component by a factor lk=2 (see Fig.4.7). It will
turn out that a good choice is Æk := l
q
kÆ for an arbitrary Æ 2 (0; 1), that will
be chosen later, and q := (2)=(1  ).
The decomposition of the cubes Wk into 2k (each having a copy of 3k
inside) is illustrated in Fig.4.3.
On each of these copies we dene uA by transforming the original euA (from
20) with the same aÆne transformation, thus preserving the property (4.9),
i.e. for translations y 2 R n and t0 2 (0; T ) we dene










By applying this method to all sets 2k in G we can dene u
A on the volume
fraction ! of G.
(A.3) We repeat the steps (A.1) and (A.2) for the domains in Gn (Sk3k) as
new G (that has the volume fraction (1 !)). By iteration we get a covering
of our original G by octahedra 3k with length lk and maximal width Æklk.
Finally we observe that the function uA we have just constructed is not only
continuous on G, but even more: If we calculate its time derivative and
apply (4.11) we see that uAt is a.e. bounded by a constant, more exact
juAt j  C0Æk a.e. (4.12)
Step (B):
The construction of Step (A) would be enough to get a function u with
ut 2 L1(
  (0; T )) and hence Theorem 4.6 could be proved for a right
hand side f 2 L1(
 (0; T )). The rest of the construction is necessary to
achieve a higher regularity of ut and hence of f . At the end we want to
have a function u that is at least once continuously dierentiable in t. The
function uA does not have this regularity, hence we smooth uA by \polishing"
its kinks in t-direction on a lengthscale "k := lk, where  > 0 is a small
constant that will be chosen later.
We assume for simplicity that the octahedron 3k has its center at (x =
0; t = 0) and that its cutting hyperplane 3k \ ft = 0g is an n-dimensional
square with side length wk = Æklk, oriented parallel to the coordinate axis,
i.e. 3k \ ft = 0g = [ wk=2;+wk=2]n. { Note that this does not hold in
general: In fact 3k is usually a deformed octahedron, such that the side
lengths of the n-dimensional 2n-edged polygon 3k \ ft = 0g are not exactly
Æklk, but can be estimated from above by Æklk and from below by Æklk where
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 1 can be interpreted as the largest deformation of the original octahedron.
The estimates allow us to consider without loss of generality only the case
where 3k is stretched in t-direction, but regular in the x-directions, i.e.
d1 = d2 and  = 1. By applying an obvious piecewise aÆne deformation we


























































































k as shown on the left picture for the upper half of the octahedron.
The function u is aÆne on every of the hatched sets in 3k  3ak. Its distance
in t-direction to the boundaries is "k. This and the other dimensions are
shown on the right picture.





(x; t) 2 3k




Let dist t denote the distance in t-direction (similarly let dist x denote the dis-




Then Sk = @3k [ (3k \ ft = 0g). We set tkmin(x) := min ftj(t; x) 2 3kg
and  "(y) :=  (y="), where  2 C1(R+ ; [0; 1]) with  (0) = 0,  (y) = 1 for
y  1, with  monotonically increasing and
jD j  C: (4.13)
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dist t((t; x); Sk)








 "kdist t((t; x); Sk) = 1o : (4.15)
The function u is piecewise aÆne on this set.
It remains to dene u on the outer part 3bk := 3k n3ak. One might ask why
we have to distinguish between both parts, but if we simply extended the
denition from 3ak to 3
b
k, there would remain a kink on the points where
the nearest part of Sk in t-direction is not unique. So instead we choose the
following denition:
Let x0(x; t) denote the boundary point of 3k where the half line starting








Let xA(x) denote the point where the same half line hits the boundary


























Figure 4.9: Denition of x0(x; t) and xA(x).
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It is easy to see that this gives a continuos function u on 3k with boundary
value zero. We dene u in the same way on all octahedra. It remains to
prove (4.4) and (4.5):
To calculate the Holder norm of u we observe that it is suÆcient to calculate
it for one typical octahedron and there separately for the two regions 3ak
and 3bk (see Fig.4.8).
We estimate the Holder norms for these two regions in the following steps
(a) and (b):
(B.a) We prove the following two inequalities:
(i) jut(x1; t) ut(x2; t)j  C(Æ2 l2q+1 q k + Æ1  1lq  qk )jx1 x2j
for (x1; t), (x2; t) 2 3ak,
(ii) jut(x; t1)  ut(x; t2)j  4C0Æ 1lq k jt1   t2j for (x; t1), (x; t2) 2 3ak.
Here C0 is the constant from (4.12), i.e. juAt j is a.e. bounded by C0Æk.
Without loss of generality we assume that (x1; t1) and (x2; t2) are in dierent
parts of 3ak, separated by Sk, the set on which u
A is not dierentiable.
To prove statement (i) we perform the following steps: First we use the
denition of u on 3ak (see (4.14)), then we use the triangle inequality, this
gives us
jut(x1; t)  ut(x2; t)j
=
 "kdist t((t; x1); Sk)uAt (x1; t)
  "k






h "kdist t((t; x1); Sk)   "kdist t((t; x2); Sk)iuAt (x1; t)
+
 "kdist t(t; x2); SkuAt (x1; t)  uAt (x2; t) : (4.17)
Now we go on by using the Mean Value Theorem and the estimate (4.12) on
uAt . Moreover we deduce from Fig.4.10 by applying the Intercept Theorem
that
jdist t((t; x1); Sk)  dist t((t; x2); Sk)j  1
Æk
jx1   x2j
and apply all this to (4.17) to get
jut(x1; t)  ut(x2; t)j  sup jD "k j
 1
Æk
jx1   x2j  C0Æk
+jdist t((t; x2); Sk)jjuAt (x1; t)  uAt (x2; t)j

:














Figure 4.10: The arrows denote the t-distances of (x1; t) and (x2; t) from
Sk. By applying the Intercept Theorem we derive the estimate  =
dist t((t; x1); Sk)   dist t((t; x2); Sk)  jx1   x2j=Æk. (In the special case
shown in the picture we even have equality.)
To estimate the last term we have to distinguish two cases: Either (if (x1; t)
and (x2; t) are in the same octahedron 3k) we have u
A
t (x1; t) = u
A
t (x2; t),
and hence the term is zero, or (otherwise) we can estimate
jdist t((t; x2); Sk)j  jdist x((t; x2); Sk)jÆk  jx1   x2jÆk:
In both cases we use jD "k j  C="k (which follows from (4.13)) and get
jut(x1; t)  ut(x2; t)j  C
"kÆk
jx1   x2j  C0Æk + CÆk
"k
jx1   x2j:
In the next step we use the identity jx1   x2j = jx1   x2jjx1   x2j1  to
get the desired term jx1   x2j and some small extra term that later can
be used to reduce the Holder constant in a suitable way by applying that
jx1   x2j  wk = Æklk. In the last step we substitute Æk = lqkÆ and "k = lk.
This gives:
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 C(Æ1  1lq  qk + Æ2  1l2q q k )jx1   x2j:
To prove (ii) we apply similar ideas to get:
jut(x; t1)  ut(x; t2)j
=
 "kdist t((t1; x); Sk)uAt (x; t1)
  "k






 "kdist t((t1; x); Sk)  uAt (x; t1)  uAt (x; t2)
+
 "kdist t((t1; x); Sk)   "kdist t((t2; x); Sk)
juAt (x; t2)j
 sup jD "k jjdist t((t1; x); Sk)j2C0Æk + sup jD "k jjt1   t2jC0Æk
 3C0Æk sup jD "k j| {z }
C 1
"k







k jt1   t2j = Clq k Æ 1jt1   t2j:
This concludes the proof for case (a).
(B.b) Let (x1; t1); (x2; t2) 2 3bk. We make the following estimate, applying
the denition of u (see (4.16)) and the triangle inequality:
jut(x1; t1)  ut(x2; t2)j
=
 jx1   x0(x1; t1)jjxA(x1)  x0(x1; t1)jut(xA(x1); t1)
  jx2   x0(x2; t2)jjxA(x2)  x0(x2; t2)jut(xA(x2); t2)


 jx1   x0(x1; t1)jjxA(x1)  x0(x1; t1)j (ut(xA(x1); t1)  ut(xA(x2); t2))

+




We continue by applying jx1   x0(x1; t)j  jxA(x1)  x0(x1; t)j and get
jut(x1; t1)  ut(x2; t2)j
 jut(xA(x1); t1)  ut(xA(x2); t2)j| {z }
=:T1
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+






To estimate T1 we use the estimates (i) and (ii) from step (a) and derive
T1  C(Æ2  1l2q q k + Æ1  1lq  qk )jxA(x1)  xA(x2)j
+4C0Æ
 1lq k jt1   t2j:














Figure 4.11: The aÆne transformation T :3bk ! (3bk \ ft = 0g)  (0; 2"k)
allows an easy estimate for the term T2 (see text).
To estimate T2 we have to apply a new idea which we sketch for one of
the parts in 3bk (which for simplicity we also call 3
b
k): We apply an aÆne
transformation T : (3bk ! 3bk \ ft = 0g)  (0; 2"k), which is dened as the
following dieomorphism:







The behavior of T is sketched in Figure 4.11. Let Px denote the orthogonal
projection from R n+1 to R n  f0g. Then we see that
T2  1
"kÆk
jPx(T (x1; t1))j   jPx(T (x2; t2))jjut(xA(x2); t2)j:
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(jx1jjt1   t2j+ t2jx1   x2j)C0Æk
 2
"2kÆk




jt1   t2jC0Æk + 4
"k
jx1   x2jC0:













 CÆ lq k jt1   t2j + CÆ1  lq q k jx1   x2j:
Taking the estimates from step (a) and (b) together we get
jut(x1; t1)  ut(x2; t2)j  C(Æ2 l2q+1 q k + Æ1  1lq  qk )jx1   x2j
+4C0Æ
 1lq k jt1   t2j
+C(Ælqk + 1)Æ
1  1lq  qk jx1   x2j
+CÆ 1lq k jt1   t2j
+CÆ lq k jt1   t2j
+CÆ1  lq q k jx1   x2j
=: Cq;H (Æ; ; lk)j(x1; t1)  (x2; t2)j:
Now we have to choose , Æ and , the maximum value of the lk, such that
(4.4) is valid. The variable  is given and q we have already dened by
q := 2=(1  ). This gives q   q    = .
We choose:
 := 2 i0;  := 2
 i+i; Æ := 2 
i+2i
1  :
Assuming that , Æ,  < 1 we can estimate the Holder constant C;qH as
Cq;H (Æ; ; )  CÆ1  1q q 
= C2 i0 =: "0CD2
 i:
Thus we have proved the Holder estimate (4.4).
We prove (4.5): On 3k the function u is aÆne and ru 2 B(A; )[B(B; ).
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Since by construction j3k n3kj  C"kjGj we get
1
jGj
nru 62 B(A; ) [ B(B; )o  C"k = Clk:
This can be estimated by C = C2 i0. We set 0 := "0=C and obtain the
inequality (4.5).
We use the same method to prove (4.6). It remains to prove Condition (4.7).
By construction we have
ru 2

B(A; ) [ B(B; )

:
Now we apply the following easy lemma:
Lemma 4.13 Let A, B 2 Rmn with rk(A B) = 1 and  > 0. Then:





B(A; ) [ B(B; )

To prove this lemma we consider a matrixM 2 (B(A; )[B(B; )). With-
out loss of generality there exist 0 <  < 1, A0 2 B(A; ) and B0 2 B(B; ),
such that M = A0 + (1  )B0. Now we dene: A00 :=M   (1  )(B  A)
and B00 :=M   (B  A). Apparently M 2 fA00; B00glc1, so it only remains
to show that A00 2 B(A; ) and B00 2 B(B; ). Therefore we estimate:
jjA00  Ajj = jjM   (1  )(B  A) Ajj
= jjA0 + (1  )B0   (1  )(B  A) Ajj
 jj(A0  A)jj+ jj(1  )(B0  B)jj  :
The proof for B00 is analogous, thus we have proved Lemma 4.13. 
This proves Condition (4.7). 
With the help of this result we can prove the rst Building Block for the
construction, but rst we dene
Vi :=
n
(B(A; ) [ B(B; ))lc1
 j 2 f1; 2; 3; 4g; B(A; )  V ji ; B(B; )  U ji o :
We additionally dene V := [i2NVi.
Now we can state the following lemma:
Lemma 4.14 (Building Block I) Let K and (U ji )i;j be given as in Theo-
rem 4.9. Let CB > 0, CH > 0, 0 <  < 1, G  
 (0; T ) open and F 2 V.
Then there exist countably many sets Gj, j > 0 and a Lebesgue null set N ,
such that G = ( _[jGj) _[N , and a function u:G ! Rm with u(x) = Fx for
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x 2 @G, u 2 C1( Gj) and ut 2 C0;(G). Moreover the following conditions
hold:
jjutjjC0;(G)  CH ; (4.18)
jfz 2 G jru(z) 2 Kgj  (1  CB)jGj; (4.19)
ru 2 V a.e.; (4.20)
ru 2 Vj a.e. on fz 2 Gj jru(z) 62 Kg;
dist (ru; @Vj) > j a.e. on fz 2 Gj jru(z) 62 Kg: (4.21)
Proof:
Since F 2 V = [i2NVi there exists an i0 2 N with F 2 Vi0 .
Let CD > 0 be the constant from Auxiliary Lemma I (see (4.4)) and choose








 i  CB : (4.22)
We use the notation of Theorem 4.9. Without loss of generality we assume,
that F 2 V 1i0 (otherwise we rst apply the Auxiliary Lemma I with A, B
and  given by Corollary 4.11), and we dene ui0(x) := Fx. (The key idea
of the following iteration is sketched in Fig.4.12.)
By Corollary 4.10 there exist  2 (0; 1), A 2 V 2i0 , B 2 U2i0 with rk(A B) = 1
such that F = A+ (1  )B. We dene i := i0 and choose
 := i := min

dist (A; @V ji );dist (B; @U ji )

=2:
By applying Auxiliary Lemma I we get a new function ui:G ! Rm with
ui(x) = Fx for x 2 @G and uit 2 C0;(G). Moreover we have:
jjuitjjC0;(G)  CD 2 i0 ; (4.23)rui 2 V 2i [ U2i 	  (1  2 i0)jGj;
rui 2 Vi a.e.;
dist (rui; @Vi)  i > 0:
In the following we denote i (mod 4) by (i). We dene the iteration for
passing from i  i0 to i+ 1 as follows:



















Figure 4.12: Step by step the original gradient is split into new values; nally
the gradient converges on the whole set G nGb to values in K and is highly
oscillatory.
We decompose G into
 an open subet Ĝia on which rui 2 V ki ,
 an open subset eGia on which rui 2 Uki ,
 an open subset Gib on which rui 62 V ki [ Uki ,
 and a set N of zero Lesbesgue measure,
such that
G = Ĝia _[ eGia _[Gib _[N;
where _[ denotes a disjoint sum.
Dene ui+1 as ui on Gib [N .
We consider the sets Ĝia and apply again Corollary 4.10. By choosing A 2
V
(k+1)
i+1 and B 2 U (k+1)i+1 with rk(A B) = 1 and applying Auxiliary Lemma I
on Ĝia with the constant




i+1 );dist (B; @U (k+1)i+1 )

=2:
we obtain a function ui+1 on Ĝia. (Compare Fig.4.13, left.)
Finally we consider the remaining open set eGia on which rui 2 Uki . Here
we choose A 2 V ki+1 and B 2 Uki+1 with rk(A B) = 1. (This is possible by
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a similar argument as in Corollary 4.10.) We apply Auxiliary Lemma I oneGia to get ui+1. (Compare Fig.4.13, right.)
In all cases we have dist (rui+1; @Vi+1)  i+1 > 0.









Figure 4.13: Sketch of one splitting step where the Auxiliary Lemma I is
applied: In case one (left picture) a gradient close to P1 (i.e. in V
1
0 ) is split
into gradients close to P2 (i.e. in V
2
1 ) and U21 . In case two (right picture) a
gradient in U21 is split into gradients close to P2 (i.e. in V 21 ) and in U22 .
We briey mention that by construction Gib  Gi+1b and denote Gb :=
[ii0Gib. Now we prove that the resulting sequence (ui)i2N converges to
a function u with the properties claimed in Building Block I.
We prove that uit is a Cauchy sequence in C0;(G): Let i1; i2 2 N , i0 < i1 <
i2, then we have









and this converges to zero for i1 !1, thus we have proved the convergence
of (ui)i2N and dene u: = limi!1 u
i.





 j  CH ;
thus proving (4.18). By applying (4.5) and (4.22) we get







jGj  (1  CB)jGj:
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Since (4.20) is obvious by construction and (4.7), it remains only to prove
(4.21). First we dene G0 := G n Gb, Gi := ; for 1  i  i0   1 and Gi :=
Gib n Gbi 1 for i  i0. This gives a disjoint decomposition G = ( _[jGj) _[N
with a Lebesgue null set N . On G0 we have a.e. ru 2 K, hence it remains
to consider the sets Gi for i  i0. Let z 2 Gi, then z 2 Gib and therefore
u(z) = ui(z). Thus ru(z) 2 Vi and i := dist (ru; @Vi)=2  i=2 > 0. 
Building Block II is based on the following lemma:
Lemma 4.15 (Auxiliary Lemma II) Let  > 0, G  
  (0; T ) be an
open domain, W  Rmn open and v:G ! Rm with v 2 C1( G). Also
assume that rv 2W a.e.
If v satises
CH := jjvtjjC0;(G) <1;
then there exist a G0  G open with j@G0j = 0 and a function u:G ! Rm
piecewise aÆne in G nG0, such that
jjutjjC0;(G) < CH + ; (4.24)
jG0j  (1  2 n 2)jGj; (4.25)
sup
z2G
dist (ru(z);W )  ; (4.26)
u 2 C1( G):
Proof:
We cover G (modulo a Lebesgue null set) with disjoint open balls Bj with
radius smaller than a constant R > 0 (depending on G) that will be chosen
later. Let B := B((ex;et ); r) be such an (n+1)-dimensional ball in a domain
G. Without loss of generality we assume that (ex;et ) = (0; 0). To make the
notation easier we denote: z := (x; t) for x 2 
, t 2 [0; T ]. Furthermore we
denote by D the gradient in x- and t-direction, i.e. Du := (ru; @tu)0.
With the help of an cut o function  2 C10 (B(0; 1); [0; 1]) with  jB(0;1=2)  1
we dene for z 2 B:











See Fig.4.14 for an illustration.
We apply this denitions to all balls Bj and extend u continuously on the
remaining null set. By construction u satises u 2 C1( G).
We observe that u is aÆne on the set where  = 1, i.e. on B(0; r=2). We
dene G0 as the union of the sets of type B(0; r) n B(0; r=2). The volume
fraction of B(0; r=2) in B(0; r) equals to 2 (n+1), hence (4.25) is proved.
To verify Condition (4.26) make a straightforward estimate of jru   rvj




Figure 4.14: The denition of u.
and choose R (and hence r) small enough to ensure jru rvj  .
To prove the Holder estimate (4.24) we calculate the time derivative of u:












Now we denote by Lip(g) the Lipschitz constant of a Lipschitz continuous
function g and dene L := max (supG Lip(Dv); supG Lip(Dvt)). By the reg-
ularity of v this is nite. Now we want to estimate the Holder norm of
ut 2 C0;(G). For this purpose we study the derivative of the rst term in
(4.27): D t zr 1r (Dv(0)z   v(z))


 t zr 1r (Dv(0) Dv(z))
















With the help of this inequality and a Taylor expansion we can estimate for
z1 6= z2 in the ball B: t z1r  1r (Dv(0)z1   v(z1))   t z2r  1r (Dv(0)z2   v(z2))

 2C1Ljz1   z2j
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= 2C1L jz1   z2j1 | {z }
r1 R1 
jz1   z2j:










jz1   z2j: (4.28)
We consider the second term in (4.27) and estimate in a similar way: z1
r





























Lip( )jz1   z2j1 Lr + Ljz1   z2j1 

jz1   z2j
  Lip( )LR1  + LR1  jz1   z2j:
If we choose R  (3L 1 + 3Lip( )L 1) 11  , then the last expression can
be estimated from above by jz1   z2j=3: So we get: z1
r









jz1   z2j: (4.29)
The last term in (4.27) is Holder continuous with Holder norm CH by as-
sumption, and from this, (4.28) and (4.29) we get:
jut(z1)  ut(z2)j < (CH + )jz1   z2j:
So we have proved that ut 2 C0;(G) with Holder norm less than CH +. 
We can extend this result by induction to make u aÆne not only on a subset
with some positive measure, but a.e.:
Lemma 4.16 (Auxiliary Lemma II0) Let  > 0, G  
  (0; T ) be a
domain, W  Rmn open and v:G ! Rm with v 2 C1( G). Also assume
that rv 2W a.e. If v satises
CH := jjvtjjC0;(G) <1;
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then there exists a function u (aÆne a.e.) with
jjutjjC0;(G)  CH + ;
sup
z2G
dist (ru(z);W ) < :
Proof: Start with G00 := G0 := G. Iterate for j 2 N by choosing j :=
 2 j 1 and
Gj := Gj 1 \G0j 1:




output from the lemma. 
Building Block II is now an easy consequence of the last lemma:
Lemma 4.17 (Building Block II) Let j > 0, 
0
j 2 (0; j), for j 2 N ,
G  
 (0; T ) be a domain with a decomposition G = ( _SkjGkj) _[N , where
(Gkj)k;j2N are countably many disjoint open sets and N is a Lebesgue null
set. Moreover let v:G ! Rm with v 2 C1 on Gkj for each k; j. Also
assume that rv 2 V and dist (rv; @Vj) > j a.e. on Gj := [kGkj and that
CH := jjvtjjC0;(G) <1.
Then there exists a function u:G ! Rm that is aÆne a.e. with u = v on
@
,
jjutjjC0;(G)  (CH + 0j);
ru 2 V a.e.;
dist (ru; @Vj) > j   0j on Gj :
Proof: We apply Auxiliary Lemma II0 for each set Gkj where we choose
 := 0j and W := fX 2 Vj jdist (X; @Vj) > jg on Gkj . 
Now we have collected all building blocks to obtain Theorem 4.6. (The
construction we will use is summarized in Figure 4.15.) To prove Theorem
4.6 we apply Building Block I to a starting function u1 := 0 with G :=

  (0; T ). (To be more precise we use Theorem 4.9(vi).) The result is a
function v with vt 2 C0; and rv 2 K a.e. on a subset of G with measure
CB jGj or bigger. We change v on the complement of this set (it is open by
construction) by applying Building Block II dening j and Gj as given by
Building Block I, thus restoring the aÆne structure. The result we call u2.
In the next step of the iteration we apply Building Block I again on this
part of the set etc.
By choosing CB := 1=2 and CH := 2
 kf0 when applying Building Block I




(for 0 > 0 small enough) when
applying Building Block II we get the convergence of uk to a function u,
such that ut 2 C0;, jjutjjC0;(
(0;T ))  f0 and ruk ! ru in L1. This






Start iteration with k := 1
Make function affine.
Re−iterate with k := k+1
Introduce oscillations.
Call the result      .
ruk(x; t) 2 Kruk(x; t) 62 K
Figure 4.15: Overview of the construction for the proof of Theorem 4.6.
Important is the interplay between the two building blocks.
convergence follows from the boundedness of ruk (since K is bounded) and
from the a.e.-convergence of ruk, which is a result of the fact that the
iteration stops a.e. after nitely many iterations (compare Fig.4.15).
Since ru 2 K a.e. we have by Theorem 4.9 that div S(rw) = 0 a.e. Hence
we can dene f := wt divS(rw) = wt and we have f 2 C0;(
(0; T ); Rn)
and jjf jjC0;(
(0;T ))  f0. (A technical details is that we have to choose the




k)  (~xik; ~tik) in Building Block I such




k )(~xi 1k ; ~ti 1k ) of the previous iteration
step we have tik 6= ti 1j for all k; j.)
The non-regularity of w follows by calculating the oscillation of ru on a
small subset of 
 (0; T ):
Consider an open set A  
 and t 2 (0; T ). By taking a closer look at our
construction (compare Fig.4.12) we see that in every open set in 
 (0; T )
there are innitely many octahedra. Even more Aftg contains a complete
cross-section of an octahedron 3 of the construction in Building Block I,
such that j(A  ftg) \ 3j > 0. (For the denition of 3 compare (4.15).)
We denote the number of the iteration step corresponding to the octahedron
3 by i0. By construction it follows that jfx 2 A jrui0(x) 2 U ji0gj =:  > 0 for
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a certain j 2 f1; : : : ; 4g, and that the set B := fx 2 A jrui0(x) 2 B(Pj; i0)g
has positive measure. In the next step of the iteration we get by splitting
the gradient on the set B that jfx 2 A jrui0(x) 2 U (j+1)i0+1 gj =:  > 0.
We dene
i := jfx 2 A jrui(x) 2 U ji gj;
i := jfx 2 A jrui(x) 2 U (j+1)i gj:
Thus i0 =  > 0 and i0 =  > 0.
In each iteration step the set on which rui 2 U ji is decomposed into a set on
which rui is close to Pj, one on which rui 2 U ji+1 (of measure i+1), and
a remaining set (compare Auxiliary Lemma I). The measure i+1 can be




1  2dist (F;Kj)jF   Pj j

 i(1  2 i):
By a similar argument we get i+1  i(1  2 i).
In the limit we have:
lim
i!1










 i0 e 1=2 > 0:
In the same way we prove
lim
i!1
jfx 2 A jrui(x) 2 U (j+1)i gj  i0 e 1=2 > 0:
Hence we have two sets with positive measure in A on which ru 2 Kj and
ru 2 K(j+1), respectively. Since A  
 can be chosen arbitrarily small
and dist (Kj;K(j+1)) is strictly positive by Theorem 4.9(ii) and (v), ru and
hence rw cannot be continuous. Thus w is an irregular solution of the
parabolic system (4.2) and Theorem 4.6 is nally proved. 
4.3 Non-uniqueness for parabolic equations
In the last section we have proved the existence of irregular solutions for
parabolic partial dierential equations with strictly quasiconvex energy den-
sity. In this section we construct a regular solution to such a system, thus
proving a non-uniqueness result.
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In particular we prove the following theorem:
Theorem 4.18 (Non-uniqueness) Let n  2, and let 
  R n be a do-
main with smooth boundary. Then there exists a function : R nn ! R
strictly quasiconvex and for all  < 1, T > 0 a system
wt(x; t)  div S(rw(x; t)) = f̂(x; t);
w(x; 0) = 0;
w = 0 on @
; (4.30)
with S = D and f̂ 2 C0;(
 (0; T )), and this system admits at least two
dierent solutions w, ew with wt, ewt 2 C0;(
 (0; T )).
Proof:
To prove this theorem we choose S like in the proof of Theorem 4.6 in the
last section. Then we apply Theorem 4.6 to construct the rst solution w,
which is by Theorem 4.6 nowhere C1. Moreover we show that we can choose
f̂ in such a way, that there exists also a continuously dierentiable solutionew, which we construct by applying the Inverse Function Theorem. Since w
and ew dier in their regularity, they cannot be equal, hence we have proved
non-uniqueness.
We start by constructing the regular solution ew. For this aim we dene the
Holder spaces Ck+;l+2 as the spaces of continuous functions on 
 (0; T )
being Ck;-continuous in time and Cl;2-continuous in space. Then we dene
the Banach spaces
X := fv 2 C1+;2+2; v(; 0) = 0; v(x; ) = 0 for x 2 @
g;
Y := fv 2 C;2; v(; 0) = 0; v(x; ) = 0 for x 2 @
g
and the operator A:X ! Y; Aw := div S(rw) + wt:
We want to prove that the equation Aw = f is solvable for f small in Y .
Therefore we want to apply the Inverse Mapping Theorem:
Theorem 4.19 (Inverse Mapping Theorem) Let X, Y be Banach spaces,
and A:X ! Y . Assume:
(i) A 2 C1(X;Y ).
(ii) There exists w0 2 X, such that Aw0 = 0.
(iii) L := DA(w0):X ! Y is a bounded linear operator. Moreover L 1:Y !
X is bounded, i.e. for every f 2 Y there exists a unique wf 2 X and
a constant C > 0, such that Lwf = f and jjwf jjX  Cjjf jjY .
Then there exists an open neighborhood U  Y of 0, such that for every
f 2 U the equation Aw = f is solvable in X, i.e. there exists w 2 X, such
that Aw = f .
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This theorem can be found e.g. in [Zei95].
First we want to show (i). Therefore we have to prove the existence of a
Frechet derivative (Lu)u2X , a family of bounded linear operators mapping
from X to Y satisfying the following two conditions:
jjA(w + h) Aw   LwhjjY
jjhjjX ! 0 for jjhjjX ! 0; (4.31)
u 7! Lw is continuous: (4.32)
To prove (4.31) we make the following straightforward calculation, where
we use a Taylor expansion of the function S:
jjA(w + h) Aw   LwhjjY
jjhjjX
=
jjdiv S(rw)  div S(rw +rh) + div (DS(0)rh)jjY
jjhjjX






jjhjjX  CjjhjjX ! 0:
To prove (4.32) we consider a sequence (vk)k  X with vk ! v0 in X and
estimate















jjv0   vkjjX jjjjX ! 0:
Hence condition (i) is satised.
Condition (ii) is satised, since the equation Aw0 = 0 is trivially solvable
by w0 = 0.
The operator L:X ! Y with Lw = (DA)(w0)w =  div (DS(w0)rw) is
linear and bounded, hence the rst part of condition (iii) is satised. It only
remains to prove the boundedness of L 1. For this we can apply a well-
posedness result for vector-valued linear parabolic equations, since DS(0)
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was assumed to be positive denite (see e.g. [LSU68]).
Now the Inverse Mapping Theorem gives us an open neighborhood U and
hence an open ball with radius f0 > 0 around w0 = 0, such that the equation
A ew = f is solvable for every f 2 Y with jjf jjY  f0.
By Theorem 4.6 we can construct a solution w to the equation Aw = f̂ for
a certain f̂ 2 Y with jjf̂ jjY  f0 and w(t) 62 C1(A) for all open A  
 and
all t 2 (0; T ).
But the solution ew to A ew = f̂ constructed by the Inverse Mapping Theo-
rem is in X and hence ew(t) 2 C1(
). Therefore w and ew must be dierent,
and we have found two solutions to our original problem, thus proving non-
uniqueness. 
There is also an interesting consequence of the non-uniqueness in the Holder
setting for the theory of Young measure solutions: For vector-valued parabolic
equations there is no partial uniqueness result in the spirit of Theorem 2.5 if
one replaces the convexication by quasiconvexication and allows a Holder
continuous right hand side. Instead we have the following result:
Corollary 4.20 Let n 2 N , T > 0 and 
  R n be an open and bounded
domain. There exists a vector-valued parabolic problem
wt(x; t)  div S(rw(x; t)) = f(x; t);
w(x; 0) = 0;
w = 0 on @
;
with S = D,  2 C1 and f 2 C0;(
  (0; T )) that admits two Young
measure solutions (w; ) and ( ew; e) in the sense of Denition 2.1 with w 6= ew
that satisfy the conditions h; i = h; qci and he; i = he; qci.
Proof: Let  be as in Theorem 4.6. Then the two solutions w 6= ew of Theo-
rem 4.6 and 4.18 dene Young measure solutions (w; Ærw) and ( ew; Ær ew), and
they satisfy the conditions hÆrw; i = hÆrw; qci and hÆr ew; i = hÆr ew; qci,
since the energy density  is quasiconvex. 
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Appendix A
MATLAB source code
To enable the reader to verify the results of Chapter 3 we present the source
code of the program used for the numerical experiments. Only functions
that give initial and boundary data or the potential are omitted.







% atoms range in [a,b]
a=-3.5;b=3.5; % varies for different simulations!
miny=-0.1; maxy=0.2; % Scaling for Plotting
% -- define a uniform grid to start with something --
% unform mesh with step h in space-discretization
% coarse grid with step (b-a)/K in atom-discretization
h=0.05; K=14; dt=0.05; % varies for different simulations!
potential='non-specified potential';
global dt;
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% -- start calculations --











































save output_out out -ascii -tabs;
end;


































title(strcat(potential,'; h=',num2str(h),' K=',num2str(K), ' dt=',num2str(dt),...
'calc.time=',num2str(calctime)));



















































































% (see docu for quadratic programming)
% mass matrix for qp (see docu for quadratic programming)
H=diag(0.000001*ones(n,1),0);






% linear parts in quadratic functional
F=zeros(n,1);
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