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Using numerical simulations of lattice QCD with physical quark masses, we reveal the influence
of magnetic-field background on chiral and deconfinement crossovers in finite-temperature QCD at
low baryonic density. In the absence of thermodynamic singularity, we identify these transitions
with inflection points of the approximate order parameters: normalized light-quark condensate
and renormalized Polyakov loop, respectively. We show that the quadratic curvature of the chiral
transition temperature in the “temperature–chemical potential” plane depends rather weakly on
the strength of the background magnetic field. At weak magnetic fields, the thermal width of the
chiral crossover gets narrower as the density of the baryon matter increases, possibly indicating
a proximity to a real thermodynamic phase transition. Remarkably, the curvature of the chiral
thermal width flips its sign at eBfl ' 0.6 GeV2, so that above the flipping point B > Bfl, the chiral
width gets wider as the baryon density increases. Approximately at the same strength of magnetic
field, the chiral and deconfining crossovers merge together at T ≈ 140 MeV. The phase diagram in
the parameter space “temperature-chemical potential-magnetic field” is outlined, and single-quark
entropy and single-quark magnetization are explored. The curvature of the chiral thermal width
allows us to estimate an approximate position of the chiral critical endpoint at zero magnetic field:
(TCEPc , µ
CEP
B ) = (100(25) MeV, 800(140) MeV).
I. INTRODUCTION
Strongly interacting fundamental particles, quarks and
gluons, form a plasma state at sufficiently high tempera-
ture. The quark-gluon plasma (QGP), which existed at
certain stage of the evolution of the early Universe, may
also be created in relativistic heavy-ion collisions. The
QGP has been studied at Relativistic Heavy Ion Collider
(RHIC) at Brookhaven National Laboratory, at the Large
Hadron Collider (LHC) at CERN, and will also be sub-
jected to further investigation at Nuclotron Ion Collider
fAcility (NICA) at JINR in Dubna, and the Facility for
Antiproton and Ion Research (FAIR) in Darmstadt [1].
These experiments offer a unique tool to investigate the
QCD phase diagram in a range of increasing baryon den-
sities. A collision of heavy ions creates a QGP fireball
which expands, locally thermalizes, cools down, passes
through the confining/chiral QCD transition and then
(re)hadronizes into final-state colorless states, hadrons.
Noncentral collisions also generate a very strong mag-
netic field which may affect, at least at the early stages,
the evolution of the QGP fireball [2]. Despite that the
whole process evolves in an out-of-equilibrium regime,
certain features of the expanding QGP at zero or suf-
ficiently low baryon density can be determined by its
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properties in the thermodynamic equilibrium, which are
accessible in numerical lattice simulations of QCD.
At vanishing magnetic field and zero baryon density,
the equilibrium QCD experiences a broad crossover tran-
sition [3] which incorporates the transitions associated
with the restoration of the chiral symmetry and the loss
of the color confinement in the high-temperature regime.
The crossover has a noncritical character, with both
phases being analytically connected. The chiral and de-
confining transitions need not to happen precisely at the
same point. Moreover, due to the non-singular nature of
the crossover, the concrete value of the “pseudo-critical”
temperature depends on the operator which is used to
define it. The most recent studies indicate that the
chiral crossover transition, determined via the inflection
point of the light-quark chiral condensate, takes place
at T chc = 156.5(1.5) MeV [4]. The deconfinement tran-
sition, identified as the inflection point of the Polyakov
loop, appears at substantially higher temperature value,
T confc = 171(3) MeV [3]. Alternatively, one may also use
the susceptibilities of these order parameters which would
give slightly different crossover transitions even in the
thermodynamic limit.
Among many possible options, we define the pseudo-
critical temperatures of the chiral and deconfining tran-
sitions via the inflection points of the light-quark chiral
condensate and the Polyakov loop, respectively. These
quantities are the order parameters of QCD with quarks
of zero masses (the chiral limit of QCD) and with quarks
of infinite masses (the pure Yang-Mills theory), where
the associated symmetries are not broken explicitly.
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2Due to the analyticity of the transition, the continuity
arguments suggest that the pseudo-critical nature of the
transition persists in a low-density region at small values
of the baryon chemical potential µB . Thus, at sufficiently
low baryon density, the transition temperature may be
expanded over even powers of µB :
Tc(µB) = Tc(0)−A2µ2B +A4µ4B +O(µ6B), (1)
where A2 and A4 are the first two curvature coefficients
of the pseudo-critical transition line. The general form
of the polynomial (1) is supported by the analyticity ar-
guments at µB = 0 along with the invariance of ther-
modynamic properties of the system under the charge
reflection, µB → −µB : due to charge conjugation sym-
metry, the transition temperature of an equilibrium QGP
is an even function of the baryon chemical potential µB .
Lattice simulations of the T–µB phase diagram
give the first-principles determination of the transition
line (1), which may be confronted with the results of the
heavy-ion experiments on the chemical freeze–out line.
The freeze-out line corresponds to another curve in the
T–µB plane at which the hadron abundances, that en-
code the chemical composition of the expanding plasma,
get stabilized and thus leave an imprint in the exper-
imentally measured hadronic spectra. It is expected
that the chemical freeze–out of the expanding quark-
gluon plasma takes place right after the completion of the
(re)hadronization process, so that the chemical freeze-
out temperatures of a generic QGP fireball lies below
the pseudo-critical temperature curve (1). The observed
momenta of hadrons provide more details on the ther-
mal freeze-out stage that happen at later stages after the
chemical freeze-out [5]. The chemical freeze-out temper-
ature may well be described by a polynomial fit similar
to the crossover temperature (1) [6].
We study hot strongly interacting matter at low baryo-
nic density subjected to a classical strong magnetic field
background. These environmental parameters match the
quark-gluon plasma created in the noncentral collisions
at the LHC. Due to computational constraints, we do
not consider inhomogeneous effects of the high vorticity
which is an inevitable feature of plasma created in non-
central collisions with large initial angular momentum [7].
In the first–principles lattice simulations, the effects of
the strong magnetic field (B 6= 0), low baryonic densities
(µ 6= 0) and high temperatures (T ∼ Tc) were studied, so
far, in different combinations. At zero magnetic field, the
presence of the baryonic matter lowers the pseudo-critical
temperature of the QCD crossover transition in the re-
gion of low baryon densities. This property is rigidly
established in numerical simulations of lattice QCD with
imaginary baryonic chemical potential µI ≡ iµB [4, 8, 9]
and is also well understood in effective modes of nonper-
turbative QCD [10–12]. A review of recent lattice results
may be found in Ref. [13].
At zero baryonic density, the strengthening of the
magnetic-field background leads to a smooth decrease
of the QCD transition temperature [14]. This phe-
nomenon, known as the inverse magnetic catalysis, is
not well understood.1 The strength of the thermody-
namic crossover transition was found to increase with the
magnetic-field background, possibly indicating the exis-
tence of a magnetic-field induced phase transition end-
point at zero baryon density [18]. Notice that the effect
of the background magnetic field on transition temper-
ature depends on the masses of the dynamical quarks:
at relatively large (unphysical) quark masses, the mag-
netic catalysis phenomenon is observed: the transition
temperature slightly raises with the strength of the mag-
netic field [19, 20]2. In this article, we consider QCD with
physical quark masses.
Thus, both baryonic density (µB 6= 0) and the mag-
netic field background (B 6= 0), considered separately,
force the temperature of the crossover transition Tc to
drop. Hence, it would be natural to expect that the
combined effect of both these factors, µB and B, should
enhance each other and lead to a much stronger decrease
of the crossover temperature.
One of the results of our article is that we confirm the
mentioned qualitative expectations. We will also show
that the magnetic field affects the magnitude of the lead-
ing curvature A2 = A2(B) of the transition tempera-
ture Tc = Tc(µB , B), Eq. (1). However, we will see that
the combined effect of the magnetic field and the baryon
density leads to unexpected effects such as strengthen-
ing (weakening) of the finite-temperature chiral crossover
transition at low (high) magnetic field, with the change
of the regime at the magnetic strength of the order of
the (vacuum) mass rho-meson squared. An interplay of
the wide deconfinement crossover and the narrow chiral
crossover is discussed in details. The single-quark mag-
netization is studied for the first time.
The structure of the paper is as follows. In Sec-
tion II we discuss particularities of the lattice model and
describe technical details of our numerical simulations,
which were performed on Nt = 6, 8 lattices generated
with a Symanzik improved gluons and stout-improved
2+1 flavor staggered fermions at imaginary baryonic
chemical potential with subsequent analytical continu-
ation. The properties of the chiral and deconfinement
crossovers, uncovered via the chiral condensate of light
quarks and the Polyakov loop, are presented, respec-
tively, in Sect. III and Sect. IV. We discuss the pseudo-
critical temperatures and the thermal widths of both
transitions, as well as the effects of the magnetic field and
the imaginary chemical potential on these quantities. In
1 A difficulty of the theoretical description of the inverse magnetic
catalysis, observed at low quark masses, exhibits itself in the very
fact that a set of standard effective models predict exactly the
opposite phenomenon [15–17], the usual magnetic catalysis, pro-
vided the parameters of the models are not fine-tuned to specific
functions of the magnetic field.
2 We would like to mention that QCD properties in external mag-
netic field were studied in different effective models (see, for in-
stance, works [21–23]).
3Sect. V we use the renormalized Polyakov loop to calcu-
late the single-quark entropy and the single-quark mag-
netization. The differences between the properties of the
magnetization of the bulk quarks and the single-quark
magnetization are outlined. The last section is devoted
to the discussion of the overall picture of the crossover
transitions and to conclusions.
II. DETAILS OF NUMERICAL SIMULATIONS
A. Quark densities and chemical potentials
We consider the lattice QCD with three, Nf = 2 + 1,
quark flavors: two light, up (u) and down (d), quarks
and one heavier, strange (s), quark. The total num-
ber of quarks Nf =
∫
d4xψ¯fγ
0ψf of the definite flavor
f = u, d, s is controlled by the set of the chemical poten-
tials µf , via the direct coupling in the density part of the
action,
∑
f µfNf . The conserved quantities – the baryon
number B, the electric charge Q and the strangeness S
– are determined by the corresponding chemical poten-
tials µq with q = B,Q, S, and are related to the quark
numbers as follows:
B = (Nu +Nd +Ns)/3,
Q = (2Nu −Nd −Ns)/3, (2)
S = −Ns.
Each quark, irrespective of its flavor, carries one-third
baryonic charge, and their electric charges are qu = 2/3e
and qd = qs = −1/3e, where e = |e| is the elementary
charge. The strangeness of the s quark is S = −1, while
u and d quarks carry zero strangeness.
Comparing the density part of the action in the basis
of the quark numbers and in the basis of the conserved
charges,
∑
q µqq =
∑
f µfNf , we find the following rela-
tions between all six chemical potentials:
µu = µB/3 + 2µQ/3, µB = µu + 2µd,
µd = µB/3− µQ/3, µQ = µu − µd, (3)
µs = µB/3− µQ/3− µS , µS = µd − µs.
In our simulations we take equal potentials for the light
quarks and zero chemical potential for the strange quark:
µs = 0, µu = µd = µ ≡ µB
3
. (4)
With this setup, the chemical potentials for the light
quarks, µ, and for the baryon charge, µB , are related via
Eqs. (4), µB = 3µ. The chemical potential for the elec-
tric charge is zero, µQ = 0. Controversially, the strange
chemical potential takes its value from the one of the
light quarks, µS = µ. However, in the absence of a strong
electromagnetic background, which would otherwise dis-
tinguish between the up and down (strange) quarks due
to the difference in their electric charges qf , this choice of
the chemical potentials corresponds to near-equal densi-
ties of the light-quarks and vanishing strange quark den-
sity in the quark-gluon plasma phase. Such quark-gluon
plasma should necessarily possess a nonzero (positive)
electric charge, but so do the colliding ions. Therefore
the choice of the quark content (4) is considered to be a
natural one, and it is used in many numerical simulations
of the quark-gluon plasma [9, 24, 25]. In any case, the
dependence of the curvature of the phase transition on
the chemical potential of the relatively heavy s quark is
negligible [26, 27], so that we may safely set the chemical
potential of the strange quark µs to zero.
B. Lattice partition function
In our numerical simulations, we partially follow the
numerical setup of Ref. [9]. We perform lattice simu-
lations of QCD with Nf = 2 + 1 flavors in the pres-
ence of purely imaginary quark chemical potentials, µf =
iµf,I , µf,I ∈ R, with f = u, d, s, subjected to a strong
magnetic field background. We work with the following
Euclidean partition function of the discretized theory:
Z =
∫
DU e−SYM[U ]
∏
f=u,d,s
det
(
Mfst[u, U, µf,I ]
) 1
4
,(5)
where the functional integration is performed over the
SU(3) gauge link fields Uxµ with the tree-level-improved
Symanzik action for the gluon fields [28, 29]
SYM[U ] = −β
3
∑
x,µ 6=ν
(
5
6
W 1×1x;µν −
1
12
W 1×2x;µν
)
. (6)
The lattice coupling β is related to the continuum gauge
coupling g in the standard way, β = 6/g2. The action (6)
is given by the sum over the traces of the flat n×m-sized
Wilson lines Wn×mx;µν ≡ Wn×mx;µν [U ] labelled by the plane
vectors µ and ν, and by the starting point x.
The quark degrees of freedom enter the partition func-
tion (5) via the product of the determinants of the stag-
gered Dirac operators:
(Mfst[u, U, µf,I ])x,y = amfδx,y
+
4∑
ν=1
ηx;ν
2
[
eiaµf,Iδν,4ufx,νU
(2)
x;νδx,y−νˆ (7)
− e−iaµf,Iδν,4uf,∗x−νˆ;νU (2)†x−νˆ;νδx,y+νˆ
]
,
constructed from the two-times stout-smeared links
U
(2)
x;ν ≡ U (2)x;ν [U ] following the method of Ref. [30] with
the isotropic smearing parameters ρµν = 0.15 for µ 6= ν.
Here a = a(β) is the lattice spacing. The stout smearing
improvement is a standard technique used to ameliorate
the systematics related to the effects of finite lattice spac-
ing and reduce taste symmetry violations [31]. Following
similar approaches [9, 24–27, 32, 33], we use the root-
ing procedure in the partition function (5) in order to
4remove a residual, fourth degeneracy of the lattice Dirac
operator (7).
The Dirac operator (7) corresponds to the quarks with
the imaginary chemical potential µf,I subjected to the
magnetic field background B. The chemical potential
enters the Dirac operator (7) via the additional phases
e+iaµf,I and e−iaµf,I associated with the temporal links
in, respectively, forward and backward directions. The
magnetic field appears in the quark operator (7) of the
f -th flavor via the composite link field, U˜fx,µ = u
f
x,µ ·U (2)x,µ,
where U
(2)
x,µ is the usual (stout-smeared) SU(3) gauge
field while the ufx,µ prefactor represents the classical U(1)
gauge field corresponding to the uniform magnetic-field
background. We consider the classical magnetic back-
ground so that the kinetic term of the Abelian field ufx,µ
is absent.
In a finite volume with periodic boundary conditions,
the total magnetic flux through any lattice plane must
be an integer number in units of the elementary mag-
netic flux [34, 35]. For our lattice geometry N3s ×Nt, this
property leads to quantization of the strength of the uni-
form magnetic field B, acting on the quarks of the f -th
flavor:
B =
1
qf
2pin
N2s a
2
. (8)
Here the integer quantity n ∈ Z counts the number of to-
tal magnetic fluxes. Given the fact that the quark electric
charges are not the same, one takes the minimal charge,
qf ≡ |qd| = e/3, so that the quantization (9) gives a
consistent field for all three quarks:
eB =
6pin
N2s a
2
, n ∈ Z, 0 6 n 6 N2s . (9)
For the uniform magnetic field Bi = δi3B directed
along the third axis, the Abelian link field ufx,µ ≡ ufµ(x),
acting on the quark of the flavor f , may be chosen in the
following explicit form [20]:
uf1 (x1, x2, x3, x4) = e
−ia2qfBx2/2, x1 6= Ns − 1,
uf1 (Ns − 1, x2, x3, x4) = e−ia
2qfB(Ns+1)x2/2,
uf2 (x1, x2, x3, x4) = e
ia2qfBx1/2, x2 6= Ns − 1,
uf2 (x1, Ns − 1, x3, x4) = eia
2qfB(Ns+1)x1/2
uf3 (x) = u
f
4 (x) = 1,
(10)
where x ≡ (x1, x2, x3, x4) is the four-coordinate with the
elements running through xν = 0 . . . Ns − 1. The mag-
netic field B is given by Eq. (9).
Due to the periodic structure of the Abelian field (10),
the magnetic field cannot be larger then maximal value,
determined by the flux number nmax = bN2s /2c, where
bxc gives the greatest integer less than or equal to x.
Thus, the nonzero lattice magnetic field B may only
be imposed in the range 6pi/(eN2s a
2) 6 B . 3pi/(ea2),
where the strongest value of the field may lead to strong
ultraviolet artifacts. To avoid these discretization arti-
facts, we take n N2s /2 in our numerical simulations.
C. Observables
1. Chiral sector
The chiral condensate
〈
ψ¯ψ
〉
is the most straightfor-
ward characteristic of the dynamical chiral symmetry
breaking in the system of fermions ψ. The condensate
vanishes in the phase with unbroken chiral symmetry,
ψ → eiγ5ωψ and ψ¯ → ψ¯eiγ5ω, while its deviation from
zero signals the violation of the chiral symmetry. The
chiral condensate corresponds to an order parameter of
the spontaneous chiral symmetry breaking of massless
fermions, for which the group of chiral transformations
is an exact symmetry group of the classical Lagrangian.
In QCD, the nonzero masses of quarks, mf 6= 0, break
the chiral symmetry explicitly, in all phases. Therefore,
the chiral condensate, in a strict mathematical sense, is
not an order parameter. However, the condensate of light
up and down quarks, with masses well below the charac-
teristic QCD energy scale mu ∼ md  ΛQCD may still
serve as an approximate order parameter and thus effec-
tively probe the chiral dynamics.
The chiral condensate of the quark flavor f is given by
the partial derivative of the partition function (5) with
respect to the quark’s mass:〈
ψ¯ψ
〉
f
=
T
V
∂ logZ
∂mf
, (11)
where V is the spatial volume of the system.
In our Nf = 2 + 1 simulations the masses of the light
u and d quarks are degenerate, ml ≡ mu = md. There-
fore, it is convenient to introduce the common light quark
condensate given by the sum:〈
ψ¯ψ
〉
l
=
T
V
∂ logZ
∂ml
= 〈u¯u〉+ 〈d¯d〉. (12)
The chiral condensate of f -th flavor,〈
ψ¯fψf
〉
=
T
4V
〈
TrM−1f
〉
, (13)
is evaluated as the trace over the negative power of the
Dirac operator (7). Numerically, this calculation is per-
formed with the help of the noisy estimators which com-
prise O(10) random vectors for each fixed flavor.
The finite-temperature renormalization of the light-
quark condensate (12) in the presence of the condensate
〈s¯s〉 of the third, heavier quark s, is implemented follow-
ing the prescription of Ref. [36]:
〈
ψ¯ψ
〉r
l
(B, T, µI) ≡
[〈
ψ¯ψ
〉
l
− 2mlms 〈s¯s〉
]
(B, T, µI)[〈
ψ¯ψ
〉
l
− 2mlms 〈s¯s〉
]
(0, 0, 0)
, (14)
where ms is the bare mass of the strange quark s.
The condensate entering the denominator of the renor-
malized condensate (14) is computed in the vacuum
state, i.e. at zero magnetic field B = 0, zero temperature
T = 0, and zero (imaginary) chemical potential µI = 0.
5We took the data for this quantity from (interpolated,
when needed) results of Ref. [9]. Other possible renor-
malization prescriptions may be found in Refs. [24, 25].
2. Gluon sector
The nonperturbative dynamics of the gluon sector
gives rise to the confinement of color: the formation of the
colorless hadronic states, mesons and baryons, in the low-
temperature QCD. At high temperatures, these states
melt, and the system enters the quark-gluon plasma
phase with unconfined quarks and gluons. The order pa-
rameter of the quark confinement is the Polyakov loop,
which may suitably be formulated in the Euclidean QCD
as follows:
P =
1
V
∑
x
1
3
Tr
(
Nt−1∏
x4=0
Ux,x4;4
)
. (15)
The Polyakov loop operator is averaged over the spatial
volume V = N3s with the spatial coordinate x.
In a purely gluonic Yang-Mills theory, the vacuum ex-
pectation value of the Polyakov loop (15) vanishes in the
confining, low-temperature phase, and differs from zero
in the high-temperature phase that corresponds to the
quark-gluon plasma regime. In a purely gluonic theory,
the Polyakov loop (15) is an exact order parameter associ-
ated with the spontaneous breaking of the global Z3 cen-
ter symmetry, P → ZP , where Z = e2pini/3, n = 0, 1, 2
are the elements of the center subgroup Z3 of the SU(3)
group. In the presence of light dynamical quarks, the
Polyakov loop represents an approximate order parame-
ter of the quark confinement.
For practical reasons of studies of the deconfinement
phenomenon, it is convenient to consider the real part of
the Polyakov loop:
L = ReP. (16)
D. Parameters
We perform numerical simulations at finite tempera-
ture around the phase transition using mainly N3s ×Nt =
243×6 lattice. In order to estimate the magnitude of the
lattice artifacts related to the ultraviolet cutoff effects,
we also repeated certain runs on another, 323 × 8 lattice
with the same ratio Nt/Ns = 1/4. The comparison of
the selected set of results with the ones obtained on the
third lattice geometry, 323 × 6, gives us an opportunity
to estimate the robustness of our data with respect to
the finite-volume effects.
The zero-temperature data, used in the renormaliza-
tion of the condensate (14), were taken from simulations
on a 324 lattice of Ref. [9]. The physical temperature
T = 1/(a(β)Nt) is controlled by the lattice coupling con-
stant β. The lattice spacing varied from a = 0.113 fm at
our largest coupling β = 3.7927 till a = 0.253 fm at the
lowest coupling β = 3.4949.
The bare (lattice) masses of the quarks, ml and ms,
are fine-tuned at each value of the lattice coupling β in
order to keep the pion mass at its physical value, mpi '
135 MeV, and maintain, at the same time, the physical
ratio of the quark masses, ms/ml = 28.15. This line of
constant physics is well-known phenomenologically from
the numerical simulations of Refs. [37–39].
We simulated the lattice QCD at the physical point
at seven values of the background magnetic field in the
interval eB = (0.1 − 1.5) GeV2. We took eight points
of the imaginary chemical potential of the light quarks,
µI ≡ µl,I , in the range from a zero value up to µI/(piT ) =
0.275.
III. CHIRAL CROSSOVER
A. Chiral condensate and discretization errors
We have performed the numerical calculations of the
chiral condensate at the wide range of the external mag-
netic fields, eB/GeV2 = 0.1, 0.5, 0.6, 0.8, 1.0, 1.5, and at a
dense set of the imaginary chemical potentials µI/(piT ) =
0, 0.1, 0.14, 0.17, 0.2, 0.22, 0.24, 0.275.
The data for the renormalized chiral condensate may
be excellently described by the following function:〈
ψ¯ψ
〉r
l
(T ) = C0 + C1 arctan
T − T chc
δT chc
, (17)
which has also been used to study the condensate at zero
magnetic field in Ref. [9]. The fitting function (17) con-
tains four free parameters: two amplitudes C0 and C1,
which describe the scale of the condensate and the de-
gree of its variation over in the crossover region, as well
as the pseudo-critical transition temperature T chc and the
width of the crossover δT chc . All four fitting parameters
in Eq. (17) are the functions of the magnetic field B and
the imaginary chemical potential µI .
The numerical data for the condensates and their fits
are shown in Fig. 1 for a set of imaginary chemical poten-
tials at smallest nonzero and largest values of the mag-
netic field. On a qualitative level, the data clearly demon-
strate the well-known effect of the inverse magnetic catal-
ysis: the stronger the magnetic field B the smaller the
chiral crossover temperature T chc . They also show that at
fixed magnetic field, the increase of the imaginary chem-
ical potential µI leads, as expected, to increase of the
critical crossover temperature.
Before going to the quantitative description of the
main results, we estimate the influence of effects of ultra-
violet and infrared artifacts of the lattice discretization.
At zero magnetic field, these effects were investigated in
Refs. [9, 26], and we extend the study to the case of the
strongest magnetic field, eB = 1.5 GeV2, shown in the
bottom plot of Fig. 1 for the lowest and largest available
imaginary chemical potentials, µI/(piT ) = 0 and 0.275.
6The analysis of lattices with different spatial volumes,
Ns = 24, 32 at fixed temporal extension Nt = 6 ensures
us that the volume-dependent infrared effects are almost
negligible. The inspection of the lattices withNs = 24, 32
and fixed ratio Nt/Ns = 1/4 demonstrates that while the
ultraviolet discretization effects on the condensate are
noticeable, the effect of varying lattice spacing on the
transition temperature is rather small.
In order to quantify these assertions, we show in Table I
the critical temperature Tc at both vanishing and largest
studied chemical potentials µI at lattices of all mentioned
geometries. The critical temperature, obtained with the
fits (17) shown in the bottom plot of Fig. 1, indicate that
the variations of the chiral crossover temperature are of
the order of 1 MeV, i.e. less than one percent.
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●
● ●
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FIG. 1. The light quark condensate as the function of temper-
ature at fixed imaginary chemical potentials µI in the back-
ground of the weakest, eB = 0.1 GeV2 (the upper plot) and
the strongest, eB = 1.5 GeV2 (the lower plot) magnetic fields.
The lines are the best fits by the function (17). The conden-
sate for the weakest field is shown for all available values of
the imaginary chemical potential µI at 24
3 × 6 lattice. The
strongest field is represented by the lowest and largest imag-
inary chemical potentials, µI/(piT ) = 0, 0.275 for 24
3 × 6,
323 × 6 and 323 × 8 lattices.
We would like to notice that at low (but nonzero) val-
ues of the background magnetic fields, there is a partic-
ular property of the lattice system which leads to large
eB = 1.5 GeV2
Lattice µI/piT T
ch
c , MeV δT
ch
c , MeV χ
2/d.o.f
243 × 6 0 130.5(2) 5.2(4) 1.2
323 × 6 0 130.8(1) 5.2(3) 0.8
323 × 8 0 131.3(1) 5.7(2) 0.3
243 × 6 0.275 144.5(2) 4.7(2) 1.0
323 × 6 0.275 144.7(6) 4.1(3) 1.2
323 × 8 0.275 145.6(5) 4.8(7) 1.6
TABLE I. Illustration of finite-size and finite-volume effects
on the chiral crossover temperature at strongest studied mag-
netic field eB = 1.5 GeV2, at both vanishing and largest avail-
able values of the chemical potential µI .
systematic errors of certain computed quantities. Due to
lattice discretization effects, the quantization of the mag-
netic field (9) limits the number of temperature points
at fixed value of magnetic-field strength. Narrowing the
study to the crossover region imposes further restrictions
thus reducing the quality of the data. We will see below
that the data at low magnetic fields has a tendency to
possess larger errors at compared to the data at stronger
fields.
B. Chiral crossover temperature and its width
1. General picture
The quantitative analysis of the fits of the chiral con-
densate gives us the important information how the chi-
ral crossover temperature evolves with increase of the
imaginary chemical potential in the magnetic-field back-
ground. While the behaviour of the critical temperature
is known both at zero chemical potential µI = 0, Ref. [14]
and at zero magnetic field B = 0, Ref. [9], the studies in
the full (B,µI) plane are performed here for the first
time. In addition, we would like to clarify the influence
of magnetic field on the thermal crossover width δT ch
in the finite-density QCD. This question is important in
view of the fact that the role of the magnetic field on
the strength of the QCD (phase) transition even at zero
chemical potential, µ = 0, has historically been evolving
via a set of controversies [14, 15, 19].
In Fig. 2 we show the spline-interpolated data for the
critical temperature of the chiral crossover in the plane
of magnetic field B and the squared imaginary chemical
potential µ2I . One may clearly see that the increase of the
imaginary chemical potential, at fixed magnetic field B,
leads to the enhancement of the critical temperature for
all studied values of B. On the other hand, the strength-
ening of the magnetic field at fixed imaginary chemical
potential µI gives rise to the decrease of the critical tem-
perature.
The equitemperature curves in Fig. 2 are close to the
straight, almost-parallel lines. These properties indicate,
respectively, that at small baryon densities (i) the critical
temperature of the chiral crossover T chc at fixed magnetic
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FIG. 2. The critical temperature T chc of the chiral crossover
as the function of the magnetic-field strength B and the imag-
inary chemical potential squared µ2I . The color encodes the
width δT chc of the chiral crossover transition.
field B is a quadratic function of the chemical poten-
tial µ2I ; (ii) the strength of the quadratic dependence does
not depend significantly on the strength of the magnetic
field. In terms of the baryonic potential, µ2B = −(3µI)2,
we conclude that the slope A2 of the chiral crossover tem-
perature (1) is a positive nonvanishing quantity which
moderately depends on the value of magnetic field.
FIG. 3. The width of the chiral crossover δT chc as the func-
tion of the magnetic field B and the imaginary chemical po-
tential µI squared. The height of the cylinders represents the
error bars of the data, and the smooth surface corresponds to
a spline interpolation.
The thermal width of the chiral crossover transition
(the “chiral thermal width”) is encoded in the color of
the surface in the same Fig. 2. The chiral width exhibits
a weak, but still noticeable, dependence on the imagi-
nary chemical potential. However, the influence of the
magnetic field on the chiral thermal width δT ch is much
more pronounced: the stronger magnetic field B the nar-
rower transition. This behaviour is well seen in the spline
representation of the thermal width in Fig. 3. Interest-
ingly, the magnetic field has a qualitative effect on the
behaviour of the chiral width: at weak (strong) magnetic
field, the chiral thermal width is an increasing (decreas-
ing) function of the imaginary chemical potential µI .
2. Chiral transition temperature and its curvature
At small values of the imaginary chemical potential
µI , the behavior of thermodynamic quantities is neces-
sarily analytic in µI due to the absence of a thermody-
namic singularity in the vicinity the µI = 0 point. The
Taylor series of the observable (real-valued) quantities
must therefore run over the even powers of the chemi-
cal potential, which makes it possible to use the trivial
relation between the imaginary and real baryonic chem-
ical potentials, µ2I ≡ −(µB/3)2. Therefore, the behavior
Tc = Tc(µB , B) of the critical crossover temperature (1)
of the finite-density QCD may be restored from the series
of Tc(µI , µB) at small imaginary chemical potential µI :
T chc (µI , B)
T chc (B)
= 1 + κch2 (B)
(
3µI
T chc (B)
)2
+κch4 (B)
(
3µI
T chc (B)
)4
+O
(
µ6I
T 6c
)
. (18)
where we used the notation Tc(B) ≡ Tc(µB = 0, B).
In analogy with the lattice studies with a vanishing
magnetic field, we deduce that at B > 0 the curvature
A2 of the critical transition (1) at nonzero baryon density
µB is related to the dimensionless curvature coefficient κ2
at the imaginary chemical potential µI in Eq. (18) as:
Ach2 (B) =
κch2 (B)
T chc (µB = 0, B)
. (19)
Equations (1), (18) and (19) have rather universal char-
acter and can be equally applied to both chiral and de-
confining transitions.
In Fig. 4 we show the fits of the critical temperature
Tc = Tc(µB , µI) by the polynomial (18). We fix the mag-
netic field B and consider the critical temperature as a
function of the dimensionless ratio µI/T . All three fit-
ting parameters Tc(B), κ2(B) and κ4(B) are treated as
functions of the magnetic field B. We use both quadratic
(with κ4 ≡ 0) and quartic (with κ4 being a fit parameter)
fits.
The fitting results for the chiral crossover are presented
in Fig. 5. We conclude that
• The fits allow us to estimate the critical temper-
ature T chc (B) at zero baryon chemical potential,
µB = 0, subjected to a strong magnetic-field back-
ground, Fig. 5(a). The critical temperature de-
creases with the magnetic field, in an agreement
with the inverse magnetic catalysis [14]. In the
zero-field limit, our data converge well to the known
result T chc = 156.5(1.5) MeV of Ref. [4], shown by
the red square in Fig. 5(a).
• Both for quadratic and quartic fits (18), the
quadratic curvature coefficient κ2 = κ2(B) is
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FIG. 4. The critical temperature T chc of the chiral crossover
transition as the function of the imaginary chemical poten-
tial squared at a set of values of the magnetic field B. The
translucent (opaque) lines correspond to quadratic (quartic)
truncations by the fitting function (18).
largely insensitive to the strength of the magnetic
field, Fig. 5(b). These fits give qualitatively consis-
tent results, all of which are in agreement with the
B = 0 result κ2 = 0.0132(18) obtained in Ref. [9],
and shown by the red square in Fig. 5(b).
• According to Fig. 5(b), the quartic curvature co-
efficient κ4 = κ4(B) raises with increase of the
magnetic field until it reaches the peak around
eBfl ' (0.5− 0.6) GeV2. Eq. (24). At higher mag-
netic fields, the quartic coefficient κ4 decreases, and
almost vanishes around eB ' 1.5 GeV2. These con-
clusions have a preliminary character as our nu-
merical results for κ4 possess rather large statis-
tical errors. Below, we will exclude this coefficient
from our analysis, and concentrate on the quadratic
truncation of the curvature polynomial (18).
The physical curvature Ach2 of the chiral crossover tem-
perature (1) for the real-valued chemical potential µB
can be obtained with the help of the analytical contin-
uation (19). The curvature, shown in Fig. 6, seems to
exhibit a wide maximum at the magnetic-field strength
eB ∼ 0.6 GeV2. Unfortunately, the substantial statistical
errors of our data do not allow us to determine the pres-
ence (and, the position) of this maximum with sufficient
certainty. However we will see below that this particu-
lar value of the magnetic field marks another interesting
effect in the low-density QCD.
To summarize, we observed the effect of the inverse
magnetic catalysis both at zero and finite densities. The
increasing magnetic field affects the curvature Ach2 of the
chiral crossover transition, making it larger compared to
the zero-field value, Fig. 6. We found the presence of
the baryonic matter enhances the effect of the inverse
magnetic catalysis in a sense that the combined effect of
both these factors, µB andB, leads to a stronger decrease
of the crossover temperature.
3. Chiral thermal width and its curvature
As we have already seen, the thermal width of the chi-
ral crossover transition δT chc = δT
ch
c (µI , B) has a set of
interesting features in the parameter space of the mag-
netic field B and the imaginary chemical potential µI , as
illustrated in Fig. 3. What do these properties mean for
the crossover transition in the dense QCD with a real-
valued baryonic chemical potential µB? In order to an-
swer this question we notice that the thermal chiral width
δT chc – which is, essentially, a difference in temperatures
corresponding to opposite sides of the crossover – may
be analytically continued to the real chemical potentials,
similarly to the critical temperature T chc itself. To this
end, we define the quadratic curvature δκch2 of the chiral
thermal width δT chc as follows:
δT chc (µI , B)
δT chc (B)
= 1 + δκch2
(
3µI
T chc (B)
)2
+O
((
µI
T chc
)4)
, (20)
where T chc (B) ≡ T chc (µI = 0, B).
Similarity to Eqs. (1), (18) and (19), the thermal width
may be analytically continued to the real-valued baryonic
potential as follows:
δT chc (µI , B) = δT
ch
c (0, B)− δAch2 (B)µ2B +O(µ4B), (21)
where
δAch2 (B) =
δT chc (µB = 0, B)δκ
ch
2 (B)
(T chc (µB = 0, B))
2 , (22)
is the curvature of the thermal width in the
“temperature-baryon chemical potential” plane.
In Fig. 7 we demonstrate that the numerical data for
the chiral thermal width can be well described by the
quadratic function (20). The fits give us the chiral ther-
mal width at zero chemical potential, µB = 0, shown
in Fig. 8(a). The plot suggests that the chiral thermal
width is insensitive to the magnetic field until the field
reaches the value eBfl ∼ 0.5GeV2, and then the width
start to decrease slowly.
The effect of the magnetic field background on the cur-
vature of the chiral thermal width is shown in dimension-
less, δκch2 , and physical δA
ch
2 units in Figs. 8(b) and (c),
respectively. It turns out that the curvature δAch2 of the
chiral thermal width δT chc may be well approximated by
the linear function of the background magnetic field B
for both quantities:
δκch2 (B) = δκ
(0)
2 + δκ
(1)
2 eB, (23a)
δAch2 (B) = δA
(0)
2 + δA
(1)
2 eB. (23b)
The best linear fits are shown in Fig. 8(c) by the solid
lines. The corresponding best fit parameters are the ther-
mal width at a vanishing magnetic field, δκ
(0)
2 ≡ δκ2(0) =
0.045(9) and δA
(0)
2 ≡ δA2(0) = 0.018(6) GeV−1, and
the linear slopes: δκ
(1)
2 = −0.071(9) and δA(1)2 =
−0.028(5) GeV−3, respectively.
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FIG. 5. (a) The critical temperature T chc of the chiral crossover at µB = 0, as well as the curvatures (b) κ2 and (c) κ4 as
functions of the magnetic-field strength B. The first two quantities are obtained with the help of both quadratic and quartic
versions of the fitting function (18), with fits shown in Fig. 4. The red points in plots (a) and (b) correspond to the known
results at B = 0. They are taken from Refs. [4] and [9], respectively.
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FIG. 6. The quadratic curvature Ach2 of the chiral crossover
temperature (1) at nonzero magnetic field B, calculated via
Eq. (19). The red data point is obtained with the help of the
B = 0 data of Refs. [4, 9]. The arrow marks the magnetic
flipping point for the width of the chiral crossover (24).
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FIG. 7. The chiral thermal width δT chc as the function of the
imaginary chemical potential µI squared. The lines represent
the quadratic fits (20).
From Figs. 8(b) and 8(c) we readily notice the inter-
esting feature of the chiral width: at certain strength of
the magnetic field,
eBfl = 0.63(6) GeV
−2, (24)
the curvature of the chiral thermal width flips the sign
from positive to negative values. We call the value (24)
as “the magnetic flipping point”.
Qualitatively, one can understand the effect of the sign
flip of the curvature δAch2 as follows. The magnetic flip-
ping point (24) separates two regimes: at weaker mag-
netic fields, B < Bfl, the quadratic curvature is pos-
itive, δA2(B < Bfl) > 0, and the thermal width of
the crossover temperature gets narrower (21) with the
rise of the baryon chemical potential. At stronger mag-
netic fields, B > Bfl, the thermal width become wider,
δA2(B < Bfl) < 0 as the density of the baryonic medium
increases.
Numerically, the strength of the magnetic field at the
flipping point (24) coincides with the (vacuum) mass of
the ρ meson squared, eBfl ' m2ρ ' 0.601 GeV2. At this
value of the flipping magnetic field the ρ mesons were
proposed to form a superconducting condensate at low
enough temperature [40, 41]. While this statement is
subjected to critical debates [42–44], we notice that ther-
mal effects contribute to the ρ meson mass and are likely
to destroy the ρ-meson condensate should it be formed
at low temperature.
Nevertheless, the closeness of the magnetic flipping
point (24) to the mass of the mass scale of the ρ me-
son suggests that the latter may play a particular role.
One could suggest that the mechanism behind the ap-
pearance of the magnetic flipping point may be related
to the vector meson dominance model [45]. This model
proposes that the electromagnetic field interacts with the
quark matter via the creation of the quark–anti-quark
pairs with the quantum numbers of photons. The light-
est such pairs correspond to the neutral rho mesons.
Numerical lattice calculations and effective analytical
models suggest that the mass of the neutral meson slowly
raises with the strengthening of the magnetic field [42, 43,
46, 47]. Moreover, at the crossover temperature, thermal
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FIG. 8. (a) The chiral thermal width δT chc , the corresponding quadratic curvature δκ
ch
2 in dimensionless (b) and physical (c)
units. In plot (c), the solid line shows the best fit of the data by the linear function (23), and the red arrow marks the critical
value of magnetic field (24) where the curvature of the chiral thermal width vanishes.
fluctuations slightly increase the mass of the ρ meson as
well [48]. Quantitatively, we expect that the combined
temperature and magnetic-field effects at the crossover
shift the mass by about 20% from its vacuum value so
that the magnetic flipping point (24) is approximately
given by the scale of the rho-meson mass.
In order to shed more light on the sign flip of the chiral
thermal width, Fig. 8(c), in the next section we study the
confining properties of dense QCD in the magnetic field
background. The vector dominance hypothesis suggests
that the photons interact with the hadronic medium pre-
dominantly via the neutral ρ mesons, which are colorless
states that do not couple directly to gluons. As we will
see below, the sign-flip phenomenon does not exist in the
gluonic sector.
We close this section by noticing that our findings
on the chiral crossover at zero baryonic density agree
well with already known properties of the system. As
the strength of the magnetic field increases, the chiral
crossover temperature becomes lower, Fig. 5(a) while the
transition itself becomes stronger, Fig. 7(a), in agreement
with Refs. [14] and [18], respectively.
In addition, our data on the chiral thermal width of
the crossover raise an interesting possibility that the pa-
rameter plane of the imaginary chemical potential and
temperature may contain a thermodynamic phase tran-
sition in the limit of large baryonic density at low mag-
netic field, B < Bfl. At stronger magnetic field, B > Bfl,
the increase of the baryon density leads to the softening
of the phase transition.
The chiral pseudo-critical temperature and the thermal
width of the chiral crossover, as well the their curvatures
in the (µ, T ) plane are summarized in Table II.
4. Shrinking chiral width and critical chiral endpoint
We would like to finish this section by the following cu-
rious observation. As we mentioned above, the width of
the chiral transition shrinks in the presence of the bary-
onic density. Although our numerical simulations are
done in the region of relatively low baryon density, we
notice that the observation of the shrinking chiral width
is consistent with the expectation that at a higher baryon
density the crossover turns into a critical endpoint (CEP)
of the second order which, at even higher densities, be-
comes a transition line of the first order.
We may estimate the position of the endpoint as a
value of the baryonic chemical potential µB = µ
CEP
B at
which the width of the phase transition δT chc (µB , 0) van-
ishes. To this end, we use Eq. (21) along with the the
results for the chiral thermal width δT chc (0, 0) and its
curvature δA2(0) to get for the baryonic density at the
CEP:
µCEPB =
√
δTc(0, 0)
δA2(0)
= 800(140)MeV. (25)
where we neglected the corrections of the order O(µ4B)
and higher.
The result (25) is obtained at zero magnetic field. No-
tice that with the strengthening of magnetic field B, the
curvature of the chiral width δA2(B) quickly diminishes
towards zero, Fig. 8(c), while the width δT chc (µB = 0, B)
at zero density µB = 0 drops down less dramatically,
Fig. 8(a). Therefore, we may expect that µCEPB (B) is
an increasing function of the magnetic field B. How-
ever, at the flipping point (24), our estimation of the
CEP (25) formally gives infinite value of the CEP bary-
onic chemical potential µCEPB , which shows the limita-
tion of our approach and importance of the higher-order
terms, O(µ4B), which were neglected in our simple anal-
ysis based on quadratic curvature width (21).
The temperature of the critical endpoint may be ob-
tained with the help of Eq. (1) which takes into ac-
count the curvature of the chiral crossover temperature:
TCEP ≡ Tc(µCEPB ) = 100(25) MeV. Together with the
result (25), this result gives us a very naive estimation of
the position of the critical end point in the T − µ plane
of the phase diagram:
(TCEPc , µ
CEP
B ) =
(
100(25) MeV, 800(140) MeV
)
. (26)
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Curiously, these numbers come quite close to the re-
cent estimation of the location of the critical end point
(TCEP, µCEPB ) = (107, 635) MeV obtained by means of
functional renormalization group [49], as well as to other
estimations (we refer a reader to Ref. [49] for a detailed
review).
IV. DECONFINING CROSSOVER
A. Renormalized Polyakov loop
The deconfinement (phase) transition is associated
with the dynamics of gluons. The corresponding order
parameter, in purely gluonic Yang-Mills theory, is the
Polyakov loop (15). For the sake of convenience, we study
the real part (16) of the Polyakov loop, which is renor-
malized with the help of the gradient-flow approach fol-
lowing Ref. [50]. The details of the renormalization, and
the scheme dependence of the gradient-flow procedure
are discussed in the Appendix A.
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FIG. 9. The renormalized Polyakov loop (15) as the func-
tion of temperature at various fixed values of µI/(piT ) in the
background of the weakest (eB = 0.1 GeV2) and the strongest
(eB = 1.5 GeV2) magnetic fields on the lattice 243 × 6. For
comparison, we also show the renormalized Polyakov loop on
the lattices 323 × 6 and 323 × 8, for the lowest and largest
imaginary chemical potentials, µI/(piT ) = 0, 0.275. The lines
are the best fits by the function (27).
In the vicinity of the crossover, the renormalized
Polyakov loop may be well described by the same func-
tional behaviour as the chiral condensate (17),
〈L〉r(T ) = C2 + C3 arctan T − T
conf
c
δT confc
, (27)
where the fitting parameters C2 and C3 determine the
value of the Polyakov loop at both sides of the crossover
region, and T confc is the pseudo-critical temperature
of the deconfinement transition with the deconfining
thermal width δT confc . Some selected fits at lowest
(eB = 0.1 GeV2) and highest (eB = 1.5 GeV2) values
of magnetic field are shown in Fig. 9 for zero, mod-
erate and highest imaginary chemical potentials, µI =
(0, 0.17, 0.275)piT , respectively.
Similarly to the case of chiral condensate of light
quarks, we check the robustness of our results with re-
spect to the volume variations, Fig. 9. In addition of the
main results obtained on a 243 × 6 lattice, we also show
the plots of the renormalized Polyakov loop calculated at
a 323× 6 lattice of a higher volume. The visual compari-
son of the results indicates that the increasing imaginary
chemical potential leads to stronger volume dependence
at low magnetic field, while at the low density and/or
in the strong magnetic field, the sensitivity of the renor-
malized Polyakov loop to the infrared effects is almost
unnoticeable.
The reason for the emergence of these volume effects
has a simple systematic origin which is not directly re-
lated to the dynamical volume effects. Due to the quan-
tization of magnetic field (9), the number of numerical
points, available for the fit (27), is very much limited
for weak magnetic fields as compared to stronger mag-
netic fields. Instead, the magnetic field is varied by the
discrete flux variable n = 1, 2, . . . , which needs to be
counter-weighted by the variation of the lattice spacing
a = a(β) in Eq. (9). The variation of the latter, in turn,
affects the temperature T = 1/(aNs), which quickly goes
out of the interesting temperature interval of the decon-
fining crossover. Therefore we are faced with an artificial
limitation of the number of points that could be used in
the fit (27), thus bringing a large systematic error to our
results. Due to these reasons, we do not discuss below
the lattices other than 243 × 6 (noticing, at the same
time, that the formal low-field B → 0 limit agrees with
the known B = 0 results). At larger magnetic fields, the
flux variable n may run over larger sets of points and this
problem does not exist.
B. Deconfining temperature and its thermal width
In Fig. 10 we show the pseudo-critical temperature of
the deconfining crossover as the function of the imagi-
nary chemical potential for the whole set of the avail-
able magnetic fields. It turns out that the dependence
of the deconfining crossover temperature on imaginary
chemical potential can well be fitted by the (quadrati-
cally truncated) Taylor series (18) almost at all values of
the magnetic field. Notice that the large error bars at the
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lowest magnetic strength as well as the difference of the
results on two lattice sizes Ns = 24 and Ns = 32 have
the systematic origin mentioned above.
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FIG. 10. The deconfinement crossover temperature T confc de-
termined via the fits (27) of the renormalized Polyakov loop.
The lines represent the best fits by the quadratically trun-
cated Eq. (18).
The temperature Tc of the deconfining crossover at
zero chemical potential, obtained with the help of the
quadratic fits, is shown in Fig. 11(a). Similarly to the
chiral crossover temperature, the deconfining crossover
temperature is a diminishing function of the magnetic
field. This property agrees well with the earlier observa-
tion that the gluonic degrees of freedom, as probed by
the gluon action, experience the inverse magnetic catal-
ysis similarly to the light quark condensates [51].
According to Fig. 11(a), in the limit of weak mag-
netic fields, the pseudo-critical temperature of the de-
confining transition agrees well with the known B = 0
result, Tc = 171(3) MeV, obtained in Ref. [3].
3 At strong
magnetic fields the pseudo-critical line of the deconfining
transition, shown in Fig. 11(a), overlaps with the line of
the chiral crossover, Fig. 5(a). This fact will be clearer
in the last Section, where we discuss the overall phase
diagram.
The quadratic curvature of the deconfining transition
is shown in Fig. 11(b) as the dimensionless quantity κconf2
and in Fig. 11(c) as the physical curvature Aconf2 , calcu-
lated via Eq. (19). It seems to have a peak around the
magnetic flipping field (24) which is, however, determined
with a substantial uncertainty due to large statistical er-
rors. Still, the curvature Aconf2 is a positive quantity so
that the pseudo-critical temperature of the deconfining
crossover diminishes in the dense QCD matter. This fact
means that the presence of the baryon density enhances
the “inverse magnetic catalysis” effect for the deconfin-
ing phase transition: the presence of matter makes the
deconfinement crossover transition happening at lower
temperatures.
3 For consistency reasons, we do not include the systematic error
from Ref. [3] for the deconfining pseudo-critical temperature.
The thermal width of the deconfining transition may
be analytically continued to the real-valued baryonic po-
tential similarly to its chiral counterpart (21). In Fig. 12
we demonstrate that the numerical data for the deconfin-
ing thermal width can be well described by the quadratic
function (20). In this figure, we dropped a few points
with very large error bars which practically do not con-
tribute to the fits while making the figure less readable.
The width of the deconfining crossover is shown in
Fig. 13(a). At low magnetic field, the deconfining
crossover is very wide, δT conf ' 60 MeV as compared
with the δT ch ' 11 MeV of the chiral crossover shown
in Fig. 8(a). At the magnetic flipping point (24) the
width suddenly drops down. At largest studied mag-
netic field eB = 1.5 GeV2 the deconfining thermal width
δT conf ' 11 MeV becomes comparable with the chiral
thermal width δT ch ' 5 MeV.
The curvature of the deconfining thermal width is a
negatively-valued quantity, as it is shown in dimension-
less, Fig. 13(b), and physical, Fig. 13(c), units. The latter
has been obtained with the help of Eq. (22) but for the
deconfining crossover.
We would like to stress that the presence of the bary-
onic matter makes the deconfining thermal width wider,
thus softening the deconfining transition in the whole
studied range of magnetic field.
The deconfining temperature and its thermal width,
as well the their curvatures in the (µ, T ) plane are sum-
marized in Table II below. We will discuss the general
picture of the chiral and deconfining crossover transitions
in the last section.
V. THERMODYNAMICS PROPERTIES OF
HEAVY QUARKS
A. Polyakov loop and thermodynamic potential
The expectation value of the Polyakov loop (15) deter-
mines grand-canonical thermodynamic potential of the
static quark ΩQ:
|〈P 〉| = e−ΩQ/T . (28)
Free quarks do not exist in the confining phase of QCD.
Consequently, at low temperatures, the energy of an in-
dividual quark is large and the Polyakov loop is a small
quantity. Notice that in the pure Yang-Mills theory the
Polyakov loop is an exact order parameter of the quark
confinement (the Polyakov loop vanishes in the confine-
ment phase, 〈P 〉 = 0) while in QCD the expectation value
of the Polyakov loop does not vanish exactly due to the
presence of dynamical quarks.
In the deconfining phase the free energy of a single
quark is a finite quantity. However, the free energy suf-
fers from ultraviolet divergences due to large perturbative
contributions. In order to give a physical meaning to the
free energy, it needs to be renormalized. In our paper,
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we use the gradient flow method to renormalize of the
Polyakov loop [50].
In a general thermodynamic system of a volume V , the
grand-canonical thermodynamic potential Ω is related to
the pressure P as follow, Ω = −PV . The differential of
the potential is defined as follows
dΩ = −SdT −Ndµ−MdB , (29)
where entropy S, particle number N and magnetization
M , determine the response of the grand potential to the
variations in temperature T , chemical potential µ and
magnetic field B, respectively. These quantities may also
be defined for a single static quark introduced into the
system by the Polyakov loop operator (15). They have a
sense of variation in, respectively, the entropy, the (light)
quark number and the magnetization of the overall sys-
tem in a response of adding one infinitely-heavy, static
quark. We use the subscript “Q” for these thermody-
namic quantities in order to highlight their single-quark
meaning,
There is an important feature of our numerical ap-
proach: we perform the simulations at a fixed ratio of
the imaginary chemical potential µI to temperature T
instead of fixing these quantities separately. Thus for
convenience we define the ratios
f =
µ
T
=
iµI
T
, fI =
µI
T
≡ −if, (30)
and rewrite the differential of the free energy (29) as
dΩQ = − (SQ + fNQ) dT − TNQdf −MQdB . (31)
Then it is easy to obtain the following relations in terms
of (f, T, B) variables:
SQ = −
(
∂ΩQ
∂T
)
f,B
+
f
T
(
∂ΩQ
∂f
)
T,B
, (32)
MQ = −
(
∂ΩQ
∂B
)
T,f
. (33)
It is worth noticing that the baryon number, determined
by a differentiation of the free energy with respect to
the baryon chemical potential, is formally an imaginary
quantity in our case. However, its physical meaning re-
mains the same, and the baryon number may, in princi-
ple, be analytically continued to the domain of the real
chemical potential. We do not analyze this quantity in
the paper because the accuracy of our numerical data
does not allow us to extract the baryon number density
unambiguously.
B. Single-quark entropy
Despite the imaginary nature of the chemical potential
µI , the entropy (32) may be determined reliably in the
region where the thermodynamic potential is an analytic
function of the chemical potential µ. Indeed, Eq. (30)
implies the relation f∂f ≡ fI∂fI which may be used
to compute the last term of the entropy of the single
quark (32). In this case the entropy of the single quark
may be directly expressed via the renormalized Polyakov
loop 〈P 〉r:
SQ = ln |〈P 〉r|+ ∂ ln |〈P 〉
r|
∂ lnT
− ∂ ln |〈P 〉
r|
∂ ln fI
, (34)
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FIG. 13. (a) The thermal width δTc of the deconfining crossover at zero chemical potential µB = 0, as well as the curvature of
the deconfining thermal width in (b) the dimensionless units δκ2, and (c) physical units δA2 vs. the magnetic-field strength B.
where the dimensionless ratio fI is equal to µI/T .
Although the quark entropy (34) is not sensitive to
the Z3 center symmetry, it is expected to pinpoint
a (phase) transition between the low-temperature and
high-temperature regions. The entropy of the single
heavy quark has a peak – a local maximum as a func-
tion of temperature at other parameters fixed – which
is close to the pseudo-critical temperature of the chiral
crossover [52].
In Fig. 14 we show the single-quark entropy, com-
puted as (34), in the parameter plane of the tempera-
ture T and the normalized imaginary chemical potential
µI/(piT ). At each value of the chemical potential the
quark entropy has a maximum point which is denoted
by a solid blue line. As the imaginary chemical poten-
tial increases, the peak is shifted towards higher values
of temperature, which is in the qualitative agreement
with the picture obtained from our studies of the chi-
ral and deconfinement phase transitions. Unfortunately,
with current ensembles we are able to determine the posi-
tion of the entropy peak only for sufficiently strong mag-
netic fields, eB > 0.5 GeV2. For these large fields, the
entropy takes it maximum, in the zero-density limit, at
T ∼ 127(10) MeV, in consistency with the position of the
common line of chiral and deconfining crossovers.
The calculation of the quark entropy requires an in-
terpolation of the renormalized Polyakov loop to a con-
tinuous range of temperatures T and normalized imagi-
nary chemical potentials fI = µI/T to properly compute
derivatives in (34). In this case good enough resolution
in terms of discrete (T, µI/T )-points in the phase tran-
sition region is especially important. Unfortunately, we
currently have 3 – 5 temperature points in the region near
Tc for all chemical potential and magnetic field values,
which turns out to be not enough for the proper estima-
tion of peak in SQ (cubic B-spline with smoothing was
employed for interpolation). Moreover, statistics consist
of 100 – 200 configurations per (T, B, fI) set, thus rel-
ative errors in Tc obtained from the maximum of single
quark entropy reach 10%. We leave thoughtful study of
SQ for future papers.
C. Magnetization
The single-quark magnetization (33) is a real-valued
quantity, which may be computed straightforwardly from
the renormalized Polyakov loop and then the analytically
continued to the real-valued chemical potential. On a
first glance the physical meaning of the single-quark mag-
netization (33) is somewhat obscure since this quantity
is associated with the presence of
(i) a static, infinite-heavy quark, which
(ii) does not possess a spin degree of freedom, and
(iii) has zero electric charge.
Due to the latter property, the test quark is not directly
coupled to the external magnetic field. Moreover, the
immobility of the test quark means that it does not con-
tribute to the Landau diamagnetism, while the absence
of the spin, and, consequently, of the magnetic moment,
implies the lack of the Pauli paramagnetic contribution.
Therefore, one could naively argue that the external test
quark would not affect the magnetization properties of
the system. On the other hand, the immobile charge-
less spinless quark may still affect the electromagnetic
properties of the medium since its presence modifies –
via the gluon-mediated interactions – the distribution of
the dynamical quarks around it, which, in turn, do cou-
ple to the background magnetic field and contribute to
the overall magnetization of the system. Therefore, the
single-quark magnetization has a meaning of the extent
with which the test quark affects the electromagnetically
active dense medium of charged quarks and antiquarks.
In Fig. 15 we show the single-quark magnetization (33)
computed for three characteristic temperatures at the
low (135 MeV), middle (150 MeV), and upper (165 MeV)
parts of the crossover transition. The upper row of plots
in Fig. 15 corresponds to the actual data obtained for
the imaginary chemical potential µI . In the low-density
region, one can perform an analytical continuation of the
magnetization data MIm(µ
2
I) by (i) first expanding the
magnetization via the series of the even powers of the
15
(a) (b) (c)
FIG. 14. A smooth interpolation of the single-quark entropy (34) as the function of temperature T and imaginary chemical
potential µI for three values of magnetic fields, eB = (0.6, 1.0, 1.5) GeV
2, on 243 × 6 lattice. The blue solid curve marks the
maximum of the quark entropy at each µI . Only mean values without the errorbars are plotted for the sake of clarity.
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FIG. 15. A smooth interpolation of the single-quark magnetization (33) as the function of magnetic field B and (upper plots)
imaginary chemical potential µI or (lower plots) real baryon chemical potential µB for three values of temperatures, at (a)
lower, (b) middle, (c) upper regions of the crossover transition, T = (135, 150, 165) MeV, calculated on a 243 × 6 lattice. Only
mean values without the errorbars are plotted for the sake of clarity, relative errors are at the rate of 30%.
imaginary chemical potential µI ; (ii) and then using the
relation, µ2B = −(3µI)2, to get obtain the desired func-
tion M(µB) = MIm(−(µB/3)2). At a practical side, we
found that the numerical data for MIm(µI) at the imag-
inary chemical potential may be described, at a satisfac-
tory level, by the quartic dependence
MIm(µI) = C0 + C2µ
2
I + C4µ
4
I , (35)
for all values of magnetic field. Here Ci are dimensional
fitting parameters. Notice that we make the fits (35) of
magnetization at fixed temperatures and magnetic fields
so that Ci = Ci(B, T ). The analytically continued single-
quark magnetization,
M(µB) = M0 − κ(M)2
( µB
3piT
)2
+ κ
(M)
4
( µB
3piT
,
)4
, (36)
is shown in the lower row of Fig. 15. From these figures
one readily observe that the single-quark magnetization
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is a positive quantity in the whole range of studied pa-
rameters (µI/T, B). In other words, heavy quarks con-
tribute paramagnetically to the overall magnetization of
the quark-gluon plasma. Moreover, this paramagnetic
contribution is enhanced with the increase of the mag-
netic field.
Usually, the effect of the heavy quarks on the magnetic
polarization of the quark-gluon plasma is ignored because
the massive quarks behave as non-relativistic particles for
which both the (spin-related) magnetic moment and the
(orbital-related) cyclotron frequency are suppressed by
the heavy mass. Here we show that (even, infinitely)
heavy quarks are magnetically-active constituents of the
plasma as they contribute paramagnetically to the overall
magnetization.
In order to get a suitable continuous description shown
in Figs. 15, we interpolated the data for the single-quark
magnetization using the method splines, largely follow-
ing our approach to of the single-quark entropy SQ. We
found that while our data may be used to reliably esti-
mate the inflection point of the Polyakov loop, the pre-
sented data for magnetization may contain systematic
inaccuracies related to the scarce grid of the data used
for the interpolation. This point needs a further investi-
gation.
It is instructive to compare our results on the single-
quark magnetization with the behavior of the “bulk”
magnetization of the quark-gluon plasma obtained in
Ref. [53] in a zero-density limit of QCD. The bulk mag-
netization of the µB = 0 quark-gluon plasma is a positive
quantity according to [53], thus the zero-density QCD is
a paramagnetic medium. The paramagnetic response of
the bulk quark-gluon plasma increases in strength both
with the increase of temperature and the strengthening
of the magnetic field [53]. Our results at µB = 0 do not
show a significant increase in the single-quark magneti-
zation, which may still be consistent with the results of
Ref. [53] because our temperature interval (30 MeV) is
much shorted compared to that of the quoted reference
(about 200 MeV). However, we observe the weakening of
the single-quark magnetization with the strengthening of
the magnetic field in a sharp contrast with the observed
strengthening of the bulk magnetization.
It worth noticing that the single-quark magnetiza-
tion and bulk magnetization can not be compared with
each other directly because these quantities have differ-
ent physical meanings and they even possess different
dimensions: the former quantity corresponds to the en-
ergy of a single heavy static quark while the latter num-
ber characterizes the energy density of the bulk medium.
Nevertheless, both quantities characterise the magnetic
properties of the strongly interacting medium subjected
to an intense magnetic field background.
VI. OVERALL PICTURE AND CONCLUSIONS
In our work, we studied the influence of the strong
magnetic field on the chiral and deconfinement transi-
tions in finite-temperature QCD at a low baryonic chem-
ical potential. In the low-density QCD with real (physi-
cal) masses of u, d, and s quarks, these transitions are not
accompanied by any thermodynamic singularities in the
parameter space of the theory. Instead, the theory expe-
riences a smooth broad crossover from the cold chirally-
broken hadronic medium to the hot chirally-symmetric
plasma of deconfined quarks and gluons.
In the absence of a real phase transition, the positions
of the chiral and deconfining crossovers are not well de-
fined; they depend on a particular form of the operator
employed to probe them. In our paper, we identify the
location of the chiral crossover as the inflection point of
the expectation value of the chiral condensate of light
quarks, which is an exact order parameter for the chi-
rally broken phase in QCD with massless quarks.
We reveal the location of the deconfining crossover
via the inflection point of the expectation value of the
gradient-flow-renormalized Polyakov loop, which is the
order parameter for the deconfinement phase transition
in a pure Yang-Mills theory (QCD with infinitely massive
quarks).
In addition to the positions of the chiral and deconfin-
ing crossover lines in the parameter space, we determined
the thermal width of each of these crossovers. In the ab-
sence of thermodynamically singular behaviour, the ther-
mal width may serve as a quantitative characteristic of
the strength of the crossover transition. The thermal
width δT , formally defined via the fitting functions (17)
and (27) – can be understood as a temperature range
over which the corresponding order parameter reaches
its values at both sides of the crossover. Similarly to the
positions of the crossover lines, their thermal widths are
prescription-dependent quantities which may depend on
the operator used to identify them.
We performed the calculations on Nt = 6, 8 lattices
generated with Symanzik improved gluons, and stout-
improved 2+1 flavor staggered fermions at physical quark
masses and imaginary baryonic chemical potential. We
used the analytical continuation from purely imaginary
to real-valued baryon chemical potential.
Below, we summarize all effects of the magnetic-field
background on the chiral and confining crossover transi-
tions at low baryonic densities and finite temperature.
I The chiral crossover:
1. The effect of the inverse magnetic catalysis extends
to the region of low baryon densities: the chi-
ral crossover temperature drops down as the back-
ground magnetic field strengthens. Moreover, the
presence of the baryonic matter, the effect of the in-
verse magnetic catalysis becomes slightly stronger.
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FIG. 16. The chiral (blue) and deconfining (red) crossover transitions at the baryonic chemical potential (from left to right)
µB = 0, 250 , and 500 MeV. The solid lines denote the middle positions of the crossovers, T = Tc, and the dash-dotted and
dashed lines show their widths, T = Tc ± δTc as the function of magnetic field.
pseudo-critical temperature curvature of pseudo- curvature of
and thermal width at µ = 0 critical temperature Tc thermal width δTc
eB Tc, MeV δTc, MeV κ2 A2, GeV
−1 δκ2 δA2, GeV−1
chiral crossover
0 156.5(1.5)(a) – 0.0132(18)(c) 0.085(12)(d) – –
0.1 148.3(2) 11.4(3) 0.0145(7) 0.097(6) 0.044(10) 0.019(5)
0.5 141.7(3) 11.2(4) 0.0174(10) 0.123(7) 0.020(10) 0.010(5)
0.6 139.0(3) 10.4(4) 0.0183(9) 0.132(6) 0.025(12) 0.011(6)
0.8 136.8(3) 9.0(3) 0.0170(6) 0.125(4) -0.011(8) -0.008(4)
1. 134.89(13) 7.8(2) 0.0168(4) 0.125(3) -0.045(5) -0.014(2)
1.5 130.46(15) 5.2(4) 0.0153(3) 0.117(2) -0.047(4) -0.021(2)
deconfining crossover
0 171(3)(b) – – – – –
0.1 165.4(1.1) 60(2) 0.017(2) 0.103(10) -0.058(8) -0.12(2)
0.5 139.8(1.6) 40(4) 0.024(3) 0.174(18) -0.070(14) -0.10(2)
0.6 137.4(1.2) 20(3) 0.020(2) 0.142(17) -0.051(25) -0.05(3)
0.8 135.1(5) 22.8(1.2) 0.0183(9) 0.135(7) -0.061(7) -0.07(1)
1. 134.5(2) 18.0(6) 0.0153(3) 0.113(3) -0.053(5) -0.052(5)
1.5 130.3(2) 11.4(6) 0.0148(4) 0.114(3) -0.023(11) -0.014(7)
TABLE II. The characteristics of the chiral and deconfining crossovers vs. the magnetic field B established by the arctan-type
fitting used to identify the inflection points of the light-quark condensate (17) and the Polyakov loop (27), respectively. We
show the pseudo-critical temperatures Tc, the widths δTc, as well as the dimensionless quadratic curvatures of the crossover
temperature κ2 and its width δκ2, determined, correspondingly via the quadratically truncated fits (18) and (20). The curvatures
in the physical units, A2 and δA2, are found via the fits (19) and (22). The marks denote the data taken from other sources:
(a) Ref. [4], (b) Ref. [3] and (c) Ref. [9]. The data point (d) is derived from (c) via Eq. (19). Note that for our data we present
only the statistical errors, while the points (a)-(d) include also systematic uncertainties coming from an extrapolation to the
continuum limit.
2. The quadratic curvature Ach2 (B) ≡ κ2(B)/Tc of the
chiral crossover transition,
T ch(B,µB) = T
ch(B, 0)−Ach2 (B)µ2B + . . ., (37)
experiences a local maximum at the “magnetic flip-
ping field” (24) which is approximately given by the
scale of the ρ-meson mass, eBchfl ' 0.6 GeV2 ' m2ρ,
Fig. 6. The presence of magnetic field generally
enhances the curvature Ach2 (B).
3. The thermal width δT chc of the chiral crossover
shrinks approximately twice, from δT chc ' 11 MeV
at vanishing field to δT chc ' 5 MeV at the maximal
studied strength, eB = 1.5 GeV2, Fig. 8(a).
4. The properties of thermal width δT chc at finite
baryon density allowed us to estimate the loca-
tion of the chiral critical endpoint in the T − µB
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plane at vanishing magnetic field: (TCEP, µCEPB ) '
(100, 800) MeV, Eq. (26).
5. The curvature δAch2 of the chiral thermal width,
δT ch(B,µB) = δT
ch(B, 0)− δAch2 (B)µ2B + . . ., (38)
changes its sign at the magnetic flipping point,
eB ' 0.6 GeV2, as shown in Fig. 8(c). Thus,
the presence of the baryon matter makes the chi-
ral crossover transition narrower (wider) in the
magnetic-field background with B < Bfl (B > Bfl).
I The deconfining crossover:
7. The deconfining crossover experiences the inverse
magnetic catalysis as well, Fig. 11(a).
8. The curvature of the deconfining transition is a
positive-valued quantity with a peak around the
critical value of magnetic field eBfl, Fig. 11(c).
Therefore, the presence of the baryonic matter low-
ers the deconfining temperature at finite magnetic
field, thus, effectively, enhancing the inverse mag-
netic catalysis of the deconfining crossover. The
maximum enhancement happens around the mag-
netic flipping field B ' Bfl, Eq. (24).
9. The deconfining crossover is generally a much wider
transition as compared to the chiral crossover. This
fact follows from comparison of their widths, Fig.
8(a) and Fig. 13(a), respectively. However, the
deconfining thermal width decreases very rapidly
with magnetic field: it shrinks at least five times,
from δT confc ' 60 MeV at a vanishing field to
δT confc ' 11 MeV at the strongest studied field,
eB = 1.5 GeV2.
10. The curvature of the thermal width of the confining
crossover is a negative quantity in the whole studied
range of magnetic fields, Fig. 13(c). It means that
the presence of baryonic matter tends to weaken the
deconfining crossover in the studied range of B.
I The overall picture of the crossover region:
The pseudo-critical temperatures and the thermal
widths of the chiral and deconfining crossovers, as well as
the their curvatures in the (µ, T ) plane, are summarized
in Table II.
We illustrate the overall picture of the crossover region
in the (B, T ) plane in Fig. 16. We show the pseudo-
critical temperatures Tc of the chiral and deconfining
transitions, as well as their thermal widths δTc as func-
tions of magnetic field B for three different values of the
baryonic chemical potential: µB = 0, 250, 500 MeV. We
used the quadratic analytical continuation for the chiral
crossover temperature (37), its width (38), and the same
quantities for the deconfining crossover transition. The
value of the largest chemical potential, µB = 500 MeV,
is specially chosen for illustrative purposes in order to
highlight the qualitative effects of the baryonic matter
on the phase transition. At this relatively high baryon
density, the presence of the quartic term in the Taylor
expansions over the chemical potential may affect, quan-
titatively, both the transition lines and their widths.
The three plots in Fig. 16 capture all basic properties
of the crossover transition region:
11. At a vanishing magnetic field and zero bary-
onic density, the deconfining transition is a wide
crossover with the thermal width δT conf ' 60 MeV
which takes place at T conf ' 170 MeV. The chi-
ral transition is much narrower crossover, δT ch '
11 MeV, that takes place at somewhat lower tem-
perature, T ch ' 156 MeV.
12. As the magnetic field strengthens, the transitions
temperatures of the confining and chiral crossovers
become lower (the inverse-magnetic catalysis phe-
nomenon). Both crossover transitions become nar-
rower and, therefore, stronger.
13. At the “tri-pseudo-critical” point (eB∗, T ∗) '
(0.5 GeV2, 140 MeV) these transitions merge to-
gether and overlap at higher magnetic fields,
with different widths for chiral and deconfining
crossovers. The tri-critical point appears at the
magnetic flipping field, B∗ ' Bfl. Since the decon-
fining crossover is very wide (δT conf > |T confc −T chc |
in the whole studied region), the merging point has
a rather academic significance.
14. The presence of the baryonic matter enhances
the inverse-magnetic-catalysis effect for both
crossovers: the pseudo-critical temperatures drop
as the baryon chemical potential increases in the
whole studied region of magnetic field. Both chiral
and deconfining curvatures are found to be (gen-
erally) increasing in the presence of the magnetic
field.
15. The presence of the baryonic matter always widens
the deconfining crossover.
16. The effect of the baryon density on the chiral
crossover is two-fold: the matter makes chiral tran-
sition narrower (wider) at lower (higher) fields com-
pared to the magnetic flipping field (24) Bfl ≈ B∗,
where the both crossovers merge.
17. The behaviour of the chiral thermal width and its
curvature give a simple estimation (26) of the crit-
ical endpoint in the T − µ plane in, surprisingly,
reasonable range of parameters (26):
(TCEP, µCEPB ) ' (100, 800) MeV.
In addition, we have studied the single-quark entropy
and the single-quark magnetization. The maximum of
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the single-quark entropy (32) corresponds very well
to the common chiral-deconfining transition line at larger
magnetic fields, B & B∗, Fig. 14. Since the deconfining
crossover is very wide, thus the peak of SQ is broad and
it is difficult to pinpoint the maximum of the entropy
with acceptable accuracy at lower magnetic fields with
our current statistics.
The single-quark magnetization (33) exhibits a va-
riety of nontrivial features, Fig. 15. First of all, the mag-
netization of the heavy quarks turns out to be nonzero.
This fact reveals a surprising property of the system be-
cause for non-relativistic heavy particles both the mag-
netic moment and the cyclotron frequency are suppressed
by the large mass, implying – naively – that these par-
ticles do not contribute to magnetic properties of the
plasma. We argue that the influence of the heavy quarks
on the magnetization goes indirectly. The heavy quarks
affect locally the dynamics of the light quarks, while the
latter quarks, being magnetically active, contribute to
the excess of the overall magnetization.
Given the scarce number of points in the direction of
magnetic field, the following features of the single-quark
magnetization – made in the vicinity of the crossover
transition at T = (135 − 165) MeV – are largely of a
qualitative nature:
(i) The single quark has the paramagnetic response to
the external magnetic field (i.e., the single-quark
magnetization is a positive quantity at all studied
fields).
(ii) As the strength of the magnetic field increases,
the magnetization drops down in the low-density
crossover region.
(iii) At zero magnetic field and low baryonic densi-
ties, the magnetization, as the function of the real-
valued baryon potential, increases (decreases) in
the hadronic (quark-gluon plasma) regions of the
crossover.
It is important to stress that the exact positions of
the crossover transitions and their thermal widths are
prescription-dependent quantities. Their precise values
depend not only on the operators used to reveal them but
also on the (re)normalization of these operators. How-
ever, the analysis indicates that our results match well
with other available data at the corners of the explored
parameter space, thus providing us with additional sup-
port for the validity of the presented picture in the whole
explored region.
Appendix A: Scheme dependence of Polyakov loop
renormalization
In this paper we renormalize the expectation value
of the Polyakov loop using the gradient flow proce-
dure [54, 55]. This procedure removes perturbative ul-
traviolet content of gauge fields. We refer an interested
reader to Refs. [50, 54] for a comprehensive account of
the renormalization with the help of gradient flow.
The approach postulates the evolution of the gauge
field configurations in the “Wilson flow”4 space defined
by the differential equation of a diffusion type:
V˙x, µ(τ) = −g20 {∂x, µSYM[Vx, µ(τ)]}Vx, µ(τ), (A1)
with the initial condition
Vx, µ(τ)
∣∣∣∣
τ=0
= Ux, µ. (A2)
The flow time τ controls the degree of smoothing of the
initial gauge configuration (A2) in the space of gauge-
field configurations, guided by the gauge action SYM and
the bare gauge coupling g0. The functional derivative
∂x, µ in Eq. (A1) acts in the Euclidean coordinate space
and in the color space [54]. The dot over V in Eq (A1) de-
notes a partial derivative with respect to the flow time τ .
Due to the diffusive character of the evolution equa-
tion (A1), the flow smears gluon configurations at the
length scale
f =
√
8τ . (A3)
The operators built from the flow-evolved variables Vx, µ
do not require an additional renormalization [56] after
extrapolation to τ → 0 limit. In the case of Polyakov
loop for small τ , the evolved operator is equivalent, up
to a multiplicative factor, to the renormalized original
operator at τ → 0 [55, 56].
The gradient flow procedure has an intrinsic ambiguity
related to the choice of the “optimal” flow time at which
the smoothing procedure should stop. On the physical
grounds, the optimal τ is naturally constrained within
the ultraviolet and infrared limits, a  √8τ  ΛQCD.
However, this interval is too broad to fix the renormalized
free energy (28) ΩQ unambiguously. Since the Polyakov
loop is renormalized multiplicatively, the uncertainty in
the renormalization scale leads to an additive ambiguity
in the renormalized free energy
∆ΩQ = ΩQ(f˜)− ΩQ(f) , (A4)
determined at two scales f and f˜ , related to the corre-
sponding optimal flow times via Eq. (A3).
In order to probe the dependence of the free energy
on the choice of the optional flow time, we compared the
shift (A4) for two different values of the renormalization
scale, f˜ = 0.54 fm and f = 0.80 fm, for two values of
magnetic field, eB = 0.5 GeV2 and eB = 1.5 GeV2. The
results are shown in Figs. 17(a) and (b).
It appears that the energy shift (A4) does not de-
pend, within the error bars, on the imaginary chemi-
cal potential, i.e. chemical potential does not affect the
4 For a Symanzik–improved gluon action, the appropriate evolu-
tion is called “Symanzik flow”.
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FIG. 17. The difference between free energies (A4) at the renormalization scales f˜ = 0.54 fm and f = 0.80 fm, for the magnetic
field strengths (a) eB = 0.5GeV2 and (b) eB = 1.5GeV2. Three different values of the imaginary chemical potential µI are
represented by different colors.
renormalization. For a moderate magnetic field eB =
0.5 GeV2, the energy shift ∆ΩQ is almost a temperature-
independent quantity, with a slight systematic drop –
albeit within the large error bars – at the colder side of
the pseudo-critical crossover temperature T ' 140 MeV,
see Fig. 17(a). On the contrary, according to Fig. 17(b),
the drop in the shift at the low-temperature side of the
crossover region is clearly visible at the stronger field,
eB = 1.5 GeV2.
Figure 17 suggests that the energy shift ∆ΩQ for dif-
ferent renormalization scales f and f˜ is affected by the
strong magnetic field background. Let’s estimate if this
scheme dependence may influence the determination of
the deconfining crossover temperature from the inflection
point of the Polyakov loop. The energy shift δΩQ differs
from ∼ 50 MeV at the cold (T− ∼ 100 MeV) side of the
crossover to ∼ 55 MeV at the hot (T+ ∼ 200 MeV) side.
Thus exp
[−∆ΩQ (T−1+ − T−1− )] ∼ 1.3, i.e. the multi-
plicative bias in renormalization is about 30% in both
ends. But the change in the magnitude of the Polyakov
loop, induced by the deconfinement phenomenon (Fig. 9),
amounts to the factor of 10, which is about 30 times
bigger compared to the mentioned systematics of the
scheme. Thus we expect that this effect of the renormal-
ization scheme dependence may be safely neglected. We
also expect that the single-quark entropy and the single-
quark magnetization are not affected by the described
gradient flow renormalization systematics.
ACKNOWLEDGMENTS
We are grateful to Massimo D’Elia for sharing with
us the data from Ref. [9]. We would like to thank Jan
Pawlowski, Oleg Teryaev and Johannes Weber for com-
ments and discussions. This work was supported by the
RFBR grant 18-02-40126 mega. The work of A. Yu. K.,
who generated field configurations and performed the
measurements of the chiral condensate, has been sup-
ported by a grant from the Russian Science Foundation
(project number 18-72-00055). A. A. N. acknowledges
the support from STFC via grant ST/P00055X/1. This
work has been carried out using computing resources of
the federal collective usage center Complex for Simula-
tion and Data Processing for Mega-science Facilities at
NRC “Kurchatov Institute”, http://ckp.nrcki.ru/. In ad-
dition, the authors used the supercomputer of Joint In-
stitute for Nuclear Research “Govorun”.
[1] Wit Busza, Krishna Rajagopal, and Wilke van der
Schee, “Heavy Ion Collisions: The Big Picture, and the
Big Questions,” Ann. Rev. Nucl. Part. Sci. 68, 339–376
(2018), arXiv:1802.04801 [hep-ph].
[2] Ulrich W. Heinz, “Concepts of heavy ion physics,” in
2002 European School of high-energy physics, Pylos,
Greece, 25 Aug-7 Sep 2002: Proceedings (2004) pp. 165–
238, arXiv:hep-ph/0407360 [hep-ph].
[3] Y. Aoki, G. Endrodi, Z. Fodor, S. D. Katz, and K. K.
Szabo, “The Order of the quantum chromodynamics
transition predicted by the standard model of parti-
cle physics,” Nature 443, 675–678 (2006), arXiv:hep-
21
lat/0611014 [hep-lat].
[4] A. Bazavov et al. (HotQCD), “Chiral crossover in QCD
at zero and non-zero chemical potentials,” Phys. Lett.
B795, 15–21 (2019), arXiv:1812.08235 [hep-lat].
[5] Adam Bzdak, Shinichi Esumi, Volker Koch, Jinfeng Liao,
Mikhail Stephanov, and Nu Xu, “Mapping the Phases
of Quantum Chromodynamics with Beam Energy Scan,”
arXiv:1906.00936 [nucl-th].
[6] J. Cleymans, H. Oeschler, K. Redlich, and S. Wheaton,
“Comparison of chemical freeze-out criteria in heavy-ion
collisions,” Phys. Rev. C73, 034905 (2006), arXiv:hep-
ph/0511094 [hep-ph].
[7] L. Adamczyk et al. (STAR), “Global Λ hyperon polar-
ization in nuclear collisions: evidence for the most vor-
tical fluid,” Nature 548, 62–65 (2017), arXiv:1701.06657
[nucl-ex].
[8] Keitaro Nagata and Atsushi Nakamura, “Imaginary
Chemical Potential Approach for the Pseudo-Critical
Line in the QCD Phase Diagram with Clover-Improved
Wilson Fermions,” Phys. Rev. D83, 114507 (2011),
arXiv:1104.2142 [hep-lat].
[9] Claudio Bonati, Massimo D’Elia, Marco Mariti, Michele
Mesiti, Francesco Negro, and Francesco Sanfilippo,
“Curvature of the chiral pseudocritical line in QCD,”
Phys. Rev. D90, 114025 (2014), arXiv:1410.5758 [hep-
lat].
[10] S. P. Klevansky, “The Nambu-Jona-Lasinio model of
quantum chromodynamics,” Rev. Mod. Phys. 64, 649–
708 (1992).
[11] M. A. Andreichikov, M. S. Lukashov, and Yu. A. Si-
monov, “Nonperturbative quark–gluon thermodynamics
at finite density,” Int. J. Mod. Phys. A33, 1850043
(2018), arXiv:1707.04631 [hep-ph].
[12] R. A. Abramchuk, M. A. Andreichikov, Z. V. Khaidukov,
and Yu. A. Simonov, “Thermodynamics of quark-
gluon plasma at finite baryon density,” (2019),
arXiv:1908.00800 [hep-ph].
[13] Massimo D’Elia, “High-Temperature QCD: theory
overview,” Proceedings, 27th International Conference on
Ultrarelativistic Nucleus-Nucleus Collisions (Quark Mat-
ter 2018): Venice, Italy, May 14-19, 2018, Nucl. Phys.
A982, 99–105 (2019), arXiv:1809.10660 [hep-lat].
[14] G. S. Bali, F. Bruckmann, G. Endrodi, Z. Fodor, S. D.
Katz, S. Krieg, A. Schafer, and K. K. Szabo, “The QCD
phase diagram for external magnetic fields,” JHEP 02,
044 (2012), arXiv:1111.4956 [hep-lat].
[15] Ana Julia Mizher, M. N. Chernodub, and Eduardo S.
Fraga, “Phase diagram of hot QCD in an external
magnetic field: possible splitting of deconfinement and
chiral transitions,” Phys. Rev. D82, 105016 (2010),
arXiv:1004.2712 [hep-ph].
[16] Igor A. Shovkovy, “Magnetic Catalysis: A Review,” Lect.
Notes Phys. 871, 13–49 (2013), arXiv:1207.5081 [hep-
ph].
[17] Jens O. Andersen, William R. Naylor, and An-
ders Tranberg, “Phase diagram of QCD in a magnetic
field: A review,” Rev. Mod. Phys. 88, 025001 (2016),
arXiv:1411.7176 [hep-ph].
[18] Gergely Endrodi, “Critical point in the QCD phase dia-
gram for extremely strong background magnetic fields,”
JHEP 07, 173 (2015), arXiv:1504.08280 [hep-lat].
[19] Massimo D’Elia, Swagato Mukherjee, and Francesco
Sanfilippo, “QCD Phase Transition in a Strong Mag-
netic Background,” Phys. Rev. D82, 051501 (2010),
arXiv:1005.5365 [hep-lat].
[20] E. M. Ilgenfritz, M. Kalinowski, M. Muller-Preussker,
B. Petersson, and A. Schreiber, “Two-color QCD with
staggered fermions at finite temperature under the influ-
ence of a magnetic field,” Phys. Rev. D85, 114504 (2012),
arXiv:1203.3360 [hep-lat].
[21] Bogdan V. Galilo and Sergei N. Nedelko, “Impact of the
strong electromagnetic field on the QCD effective poten-
tial for homogeneous Abelian gluon field configurations,”
Phys. Rev. D84, 094017 (2011), arXiv:1107.4737 [hep-
ph].
[22] V. D. Orlovsky and Yu. A. Simonov, “Quark-hadron
thermodynamics in a magnetic field,” Phys. Rev. D89,
054012 (2014), arXiv:1311.1087 [hep-ph].
[23] M. A. Andreichikov and Yu. A. Simonov, “Nonpertur-
bative QCD thermodynamics in the external magnetic
field,” Eur. Phys. J. C78, 420 (2018), arXiv:1712.02925
[hep-ph].
[24] O. Kaczmarek, F. Karsch, E. Laermann, C. Miao,
S. Mukherjee, P. Petreczky, C. Schmidt, W. Soeld-
ner, and W. Unger, “Phase boundary for the chiral
transition in (2+1)-flavor QCD at small values of the
chemical potential,” Phys. Rev. D83, 014504 (2011),
arXiv:1011.3130 [hep-lat].
[25] G. Endrodi, Z. Fodor, S. D. Katz, and K. K. Szabo,
“The QCD phase diagram at nonzero quark density,”
JHEP 04, 001 (2011), arXiv:1102.1356 [hep-lat].
[26] Claudio Bonati, Massimo D’Elia, Marco Mariti, Michele
Mesiti, Francesco Negro, and Francesco Sanfilippo,
“Curvature of the chiral pseudocritical line in QCD: Con-
tinuum extrapolated results,” Phys. Rev. D92, 054503
(2015), arXiv:1507.03571 [hep-lat].
[27] Paolo Cea, Leonardo Cosmai, and Alessandro Papa,
“Critical line of 2+1 flavor QCD,” Phys. Rev. D89,
074512 (2014), arXiv:1403.0821 [hep-lat].
[28] P. Weisz, “Continuum Limit Improved Lattice Action
for Pure Yang-Mills Theory. 1.” Nucl. Phys. B212, 1–
17 (1983).
[29] G. Curci, P. Menotti, and G. Paffuti, “Symanzik’s
Improved Lagrangian for Lattice Gauge Theory,”
Phys. Lett. 130B, 205 (1983), [Erratum: Phys.
Lett.135B,516(1984)].
[30] Colin Morningstar and Mike J. Peardon, “Analytic
smearing of SU(3) link variables in lattice QCD,” Phys.
Rev. D69, 054501 (2004), arXiv:hep-lat/0311018 [hep-
lat].
[31] Alexei Bazavov and Peter Petreczky (HotQCD), “Taste
symmetry and QCD thermodynamics with improved
staggered fermions,” Proceedings, 28th International
Symposium on Lattice field theory (Lattice 2010): Vil-
lasimius, Italy, June 14-19, 2010, PoS LATTICE2010,
169 (2010), arXiv:1012.1257 [hep-lat].
[32] A. Bazavov et al. (MILC), “Nonperturbative QCD Simu-
lations with 2+1 Flavors of Improved Staggered Quarks,”
Rev. Mod. Phys. 82, 1349–1417 (2010), arXiv:0903.3598
[hep-lat].
[33] Sz. Borsanyi, G. Endrodi, Z. Fodor, S. D. Katz, S. Krieg,
C. Ratti, and K. K. Szabo, “QCD equation of state at
nonzero chemical potential: continuum results with phys-
ical quark masses at order mu2,” JHEP 08, 053 (2012),
arXiv:1204.6710 [hep-lat].
[34] Gerard ’t Hooft, “A Property of Electric and Magnetic
Flux in Nonabelian Gauge Theories,” Nucl. Phys. B153,
141–160 (1979).
22
[35] M. H. Al-Hashimi and U. J. Wiese, “Discrete Acciden-
tal Symmetry for a Particle in a Constant Magnetic
Field on a Torus,” Annals Phys. 324, 343–360 (2009),
arXiv:0807.0630 [quant-ph].
[36] M. Cheng et al., “The QCD equation of state with almost
physical quark masses,” Phys. Rev. D77, 014511 (2008),
arXiv:0710.0354 [hep-lat].
[37] Y. Aoki, Szabolcs Borsanyi, Stephan Durr, Zoltan Fodor,
Sandor D. Katz, Stefan Krieg, and Kalman K. Szabo,
“The QCD transition temperature: results with physical
masses in the continuum limit II.” JHEP 06, 088 (2009),
arXiv:0903.4155 [hep-lat].
[38] Szabolcs Borsanyi, Gergely Endrodi, Zoltan Fodor, An-
tal Jakovac, Sandor D. Katz, Stefan Krieg, Claudia
Ratti, and Kalman K. Szabo, “The QCD equation of
state with dynamical quarks,” JHEP 11, 077 (2010),
arXiv:1007.2580 [hep-lat].
[39] Szabocls Borsanyi, Zoltan Fodor, Christian Hoelbling,
Sandor D. Katz, Stefan Krieg, and Kalman K. Szabo,
“Full result for the QCD equation of state with 2+1 fla-
vors,” Phys. Lett. B730, 99–104 (2014), arXiv:1309.5258
[hep-lat].
[40] M. N. Chernodub, “Superconductivity of QCD vac-
uum in strong magnetic field,” Phys. Rev. D82, 085011
(2010), arXiv:1008.1055 [hep-ph].
[41] M. N. Chernodub, “Spontaneous electromagnetic super-
conductivity of vacuum in strong magnetic field: evi-
dence from the Nambu–Jona-Lasinio model,” Phys. Rev.
Lett. 106, 142003 (2011), arXiv:1101.0117 [hep-ph].
[42] Yoshimasa Hidaka and Arata Yamamoto, “Charged vec-
tor mesons in a strong magnetic field,” Phys. Rev. D87,
094502 (2013), arXiv:1209.0007 [hep-ph].
[43] M. A. Andreichikov, B. O. Kerbikov, V. D. Orlovsky, and
Yu. A. Simonov, “Meson Spectrum in Strong Magnetic
Fields,” Phys. Rev. D87, 094029 (2013), arXiv:1304.2533
[hep-ph].
[44] Chuan Li and Qing Wang, “Amending the Vafa-
Witten Theorem,” Phys. Lett. B721, 141–145 (2013),
arXiv:1301.7009 [hep-th].
[45] J. J. Sakurai, “Theory of strong interactions,” Annals
Phys. 11, 1–48 (1960).
[46] M. A. Andreichikov, B. O. Kerbikov, E. V. Luschevskaya,
Yu. A. Simonov, and O. E. Solovjeva, “The Evolution
of Meson Masses in a Strong Magnetic Field,” JHEP 05,
007 (2017), arXiv:1610.06887 [hep-ph].
[47] Gunnar S. Bali, Bastian B. Brandt, Gergely Endro˝di,
and Benjamin Gla¨ßle, “Meson masses in electromagnetic
fields with Wilson fermions,” Phys. Rev. D97, 034505
(2018), arXiv:1707.05600 [hep-lat].
[48] Charles Gale and Joseph I. Kapusta, “Vector dominance
model at finite temperature,” Nucl. Phys. B357, 65–89
(1991).
[49] Wei-jie Fu, Jan M. Pawlowski, and Fabian Rennecke,
“The QCD phase structure at finite temperature and
density,” arXiv:1909.02991 [hep-ph].
[50] P. Petreczky and H. P. Schadler, “Renormalization of
the Polyakov loop with gradient flow,” Phys. Rev. D92,
094517 (2015), arXiv:1509.07874 [hep-lat].
[51] G. S. Bali, F. Bruckmann, G. Endrodi, F. Gruber, and
A. Schaefer, “Magnetic field-induced gluonic (inverse)
catalysis and pressure (an)isotropy in QCD,” JHEP 04,
130 (2013), arXiv:1303.1328 [hep-lat].
[52] Johannes Heinrich Weber (TUMQCD), “Single quark en-
tropy and the Polyakov loop,” Mod. Phys. Lett. A31,
1630040 (2016), arXiv:1606.06193 [hep-lat].
[53] G. S. Bali, F. Bruckmann, G. Endrodi, and A. Schafer,
“Paramagnetic squeezing of QCD matter,” Phys. Rev.
Lett. 112, 042301 (2014), arXiv:1311.2559 [hep-lat].
[54] Martin Lu¨scher, “Properties and uses of the Wilson
flow in lattice QCD,” JHEP 08, 071 (2010), [Erratum:
JHEP03,092(2014)], arXiv:1006.4518 [hep-lat].
[55] Martin Lu¨scher, “Future applications of the Yang-Mills
gradient flow in lattice QCD,” Proceedings, 31st Interna-
tional Symposium on Lattice Field Theory (Lattice 2013):
Mainz, Germany, July 29-August 3, 2013, PoS LAT-
TICE2013, 016 (2014), arXiv:1308.5598 [hep-lat].
[56] Martin Luscher and Peter Weisz, “Perturbative analy-
sis of the gradient flow in non-Abelian gauge theories,”
JHEP 02, 051 (2011), arXiv:1101.0963 [hep-th].
