Alcohol and drug use can dysregulate neural circuit function to produce a wide range of neuropsychiatric disorders, including addiction. To understand the neural circuit computations that mediate behavior, and how substances of abuse may transform them, we must first be able to observe the activity of circuits. While many techniques have been utilized to measure activity in specific brain regions, these regions are made up of heterogeneous sub-populations, and assessing activity from neuronal populations of interest has been an ongoing challenge. To fully understand how neural circuits mediate addiction-related behavior, we must be able to reveal the cellular granularity within brain regions and circuits by overlaying functional information with the genetic and anatomical identity of the cells involved. The development of genetically encoded calcium indicators, which can be targeted to populations of interest, allows for in vivo visualization of calcium dynamics, a proxy for neuronal activity, thus providing an avenue for real-time assessment of activity in genetically and anatomically defined populations during behavior. Here, we highlight recent advances in calcium imaging technology, compare the current technology with other state-of-the-art approaches for in vivo monitoring of neural activity, and discuss the strengths, limitations, and practical concerns for observing neural circuit activity in preclinical addiction models.
Introduction
Alcohol and drugs of abuse alter the computations performed in neural circuits, which can result in maladaptive behaviors, including addiction (Dong, Taylor, Wolf, & Shaham, 2017; Lüscher, 2016; Mulholland, Chandler, & Kalivas, 2016; Stuber, Hopf, Tye, Chen, & Bonci, 2010; Volkow, Wang, Tomasi, & Baler, 2013) . Our ability to understand, treat, and mitigate dysfunctional communication between neural circuits, which underlies addiction, relies first on our ability to observe and record cellular activity in the brain in vivo. Observing neural activity in vivo has been a primary and ongoing challenge in neuroscience. Currently, there are many techniques that allow for real-time assessment of neural activity; however, each of these approaches comes with advantages and limitations. Here, we will highlight the advantages of calcium imaging, introduce common methods for in vivo imaging, and discuss the limitations and practical concerns for integrating this approach with preclinical alcohol abuse models. Our goal is to provide a broad introduction and resource for preclinical addiction neuroscientists who may not have extensive training in optics or in vivo recording techniques.
Calcium imaging leverages the fact that action potentials, a ubiquitous currency of neuronal communication, are generated via rapid ion flux, including calcium, across the cytoplasmic membrane (Baker, Hodgkin, & Ridgway, 1971; Tank, Sugimori, Connor, & Llinas, 1988) . Thus, changes in intracellular calcium concentration can be used as a proxy for action potential activity (Kerr et al., 2000; Regehr, Connor, & Tank, 1989) . Calcium indicators are fluorescent molecules or dyes which, when bound to calcium, increase in fluorescence intensity. By observing changes in fluorescence emitted from the indicator over time, calcium concentration can be visualized, and action potential activity can be inferred. While there are many approaches to visualizing neuronal activity, including indicators that are responsive to a wide array of factors involved in cellular activity such as chloride (Berglund et al., 2006; Verkman et al., 1989) or voltage (Hochbaum et al., 2014; Peterka et al., 2011; St-Pierre et al., 2014) , as well as imaging of radiolabeled tracers (Raichle, 1983) , this review will focus on a specific type of optical recording: in vivo imaging of genetically encoded calcium indicators (GECIs). We will broadly cover the advantages and limitations of the most applicable in vivo GECI imaging techniques for investigating the pathology of addiction (Fig. 1) . For additional resources on this topic, as well as information regarding other activity indicators and preparations, we point the reader toward several other informative reviews (Broussard, Liang, & Tian, 2014; Germond, Fujita, Ichimura, & Watanabe, 2016; Girven & Sparta, 2017; Lin & Schnitzer, 2016; Resendez et al., 2016; Sepehri Rad et al., 2017; Storace et al., 2016; Wachowiak & Kn€ opfel, 2009; Yang & Yuste, 2017 . For a review of insights into the circuit basis of addiction from functional magnetic resonance imaging (fMRI) and positron emission tomography (PET) literatures, see Dupuy & Chanraud, 2016; Parvaz, Alia-Klein, Woicik, Volkow, & Goldstein, 2011; Wiers, Cabrera, Skarda, Volkow, & Wang, 2016. Calcium imaging has been used for decades to visualize neuronal activity (Connor, 1986; Lipscombe et al., 1988; Tank et al., 1988) , but has only recently seen widespread use in freely-moving behavioral neuroscience. This is largely due to several advances that have significantly improved the feasibility and expanded the scope of possible questions that can be addressed with this approach.
First, the creation of genetically encoded calcium indicators, combined with advances in viral-mediated gene transfer technologies and transgenic animal availability, has allowed for targeted expression of GECIs in many different populations of interest (Daigle et al., 2018; DeNardo & Luo, 2017; He et al., 2016) . This is in contrast to synthetic calcium indicators and calcium sensitive dyes, which require invasive and laborious loading procedures to introduce the indicator into cells of interest.
Second, GECIs have improved dramatically in temporal resolution and signal-to-noise ratio (SNR) (Chen et al., 2013; Grienberger & Konnerth, 2012; Jercog, Rogerson, & Schnitzer, 2016; Sun et al., 2013) . The most commonly used indicator in recent literature is GCaMP6(s/m/f), part of the GCaMP family (Mank et al., 2008; Nakai, Ohkura, & Imoto, 2001; Tian et al., 2009) , has SNR sufficiently high to detect single, isolated action potentials, and provides temporal resolution in the high millisecond range (Chen et al., 2013) . Note that several variants of GCaMP6 are available, which vary in brightness, SNR, and temporal resolution (Chen et al., 2013) . Most recently, further alterations have been made in GCaMP7 variants (Dana et al., 2018; Muto, Ohkura, Abe, Nakai, & Kawakami, 2013; Sato et al., 2015) ; for the remainder of this review, we use GCaMP as an umbrella term referring to this family of GECIs.
Third, probes have been developed that allow optical access to deep-brain regions, and imaging technology has been adapted for use in freely behaving animals, greatly expanding the application of in vivo calcium imaging (Flusberg et al., 2008; Helmchen, Fee; Tank, & Denk, 2001; Reed, Yan, & Schnitzer, 2002) . Previously, in vivo calcium imaging was typically restricted to superficial brain regions accessed through thinned skulls or via cranial windows, and was seldom performed in regions deeper than 1e2 mm below the surface of the brain. Further, imaging technology typically required the sample to be immobile, precluding its use during free behavior. Gradient refractive index (GRIN) lenses have allowed for in vivo imaging in the deepest regions of the rodent brain (Reed et al., 2002) , and advances in imaging technology, such as miniaturized head-mounted microscopes, now allow for assessing fluorescence activity during free movement (Flusberg et al., 2008; Helmchen, Fee, Tank, & Denk, 2001 ). The development of new algorithms for analysis of calcium imaging data with cellular resolution has facilitated the interpretation of such data with confidence (Mukamel, Nimmerjahn, & Schnitzer, 2009; Zhou et al., 2018) . Both GRIN lenses and head-mounted microscopes have recently seen widespread use in neuroscience, and have been applied to visualize calcium dynamics in deep-brain areas of freely moving rodents (Barbera et al., 2016; Cai et al., 2016; Grewe et al., 2017; Jennings et al., 2015; Pinto & Dan, 2015; Sun et al., 2015; Ziv et al., 2013) .
The advances outlined above have substantially increased the applicability of calcium imaging in neuroscience. In turn, this has driven the production of commercially produced imaging systems optimized use in behavioral neuroscience. Several commercially produced systems, as well as open-source options, are now available, making calcium-imaging technology easily accessible outside the optics field. Laboratories have readily adopted these approaches to investigate the neurobiology of addiction in rodent models (Beier et al., 2017; Calipari et al., 2017 Calipari et al., , 2016 Luo, Volkow, Heintz, Pan, & Du, 2011; Xia, Nygard, Sobczak, Hourguettes, & Bruchas, 2017) .
Utility of in vivo calcium imaging
There are many approaches for assessing real-time neural activity in behaving animals. Generally, these can be divided into two main categories: 1) electrical recordings, and 2) optical recordings. To highlight the experimental questions for which the features of in vivo GECI imaging are most advantageous, we will briefly contrast this approach with electrical recording techniques.
Extracellular electrophysiology has historically been the primary tool for assessing in vivo real-time neural activity, and has been implemented over the last half-century to assess the effects of alcohol and other addictive drugs in several model organisms (Aguilar-Rivera, Casanova, Gatica, Quirk, & Fuentealba, 2015; Chan, Wheeler, & Wheeler, 2016; Fanelli, Klein, Reese, & Robinson, 2013; Georges, Le Moine, & Aston-Jones, 2006; Hampson, Porrino, Opris, Stanford, & Deadwyler, 2011; Janak, Chang, & Woodward, 1999; Le Bars, Menetrey, Conseiller, & Besson, 1975; Liu, Jiang, Zhong, Wu, & Luo, 2010; Mahler et al., 2014; Margolis, Hjelmstad, Fujita, & Fields, 2014; Morra, Glick, & Cheer, 2010; Murray et al., 2015; Nicola & Deadwyler, 2000; Peoples et al., 1999; Peoples & West, 1996; Perra et al., 2005; Robinson & Carelli, 2008; Trantham, Szumlinski, McFarland, Kalivas, & Lavin, 2002; Wheeler et al., 2008 ) (for review see Deadwyler, 2010; Wheeler & Carelli, 2009 ). In vivo electrophysiology typically involves inserting one or more glass pipettes or wires (electrodes) into a region of interest to record changes in voltage during behavior or in anesthetized animals. Provided that the tip of the electrodes are sufficiently small (low micron scale), the observed changes in voltage are the result of action potentials in a single or small number of cells, allowing for single-cell, single action potential resolution (in the case of more than one cell being detected by a single wire or contact, the cells can be computationally separated based on spike waveform) (Chorev, Epsztein, Houweling, Lee, & Brecht, 2009; Gerstein & Clark, 1964; Harris, Henze, Csicsvari, Hirase, & Buzsaki, 2000) . While this approach provides high temporal (microsecond domain and faster) and spatial (low micrometer) resolution, traditional in vivo electrophysiology provides no mechanism to ascertain the anatomical, morphological, or genetic identity of the recorded cells.
The power of calcium imaging lies in its ability to overlay functional activity with genetic and anatomical identity, with high yields and low false-positive cell identification. Further, spatial and morphological information are obtained in parallel, which, in addition to providing information about the anatomy of the cell, can also be used to identify and follow the same cells over many sessions/days to determine within-cell changes in activity over time (Grewe et al., 2017; Sheintuch et al., 2017) . These advantages come with several sacrifices compared to electrical recordings, which must be considered in technique selection and experimental design. Foremost, calcium activity is a proxy for action potentials, and thus requires tempered interpretation when inferring spiking activity (Harris, Quiroga, Freeman, & Smith, 2016; Theis et al., 2016) . Further, temporal resolution of GECIs are an order of magnitude, or more, slower than the timescale over which action potentials occur. Thus, when determining whether calcium imaging is the most appropriate approach for an experimental question, it is important to consider that many of these features can also be achieved through electrical recordings. Indeed, several combinatorial approaches have been developed which allow cell identification in electrophysiological recordings. Juxtacellular labeling (Pinault, 1996; Schreihofer & Guyenet, 1997) , antidromic stimulation (Dreifuss & Kelly, 1972; Mantz, Thierry, & Glowinski, 1989) , and phototagging (Cohen, Haesler, Vong, Lowell, & Uchida, 2012; Lima, Hromadka, Znamenskiy, & Zador, 2009; Nieh et al., 2015; Senn et al., 2014) are popular approaches for post hoc assessment of certain aspects of cell identity in electrophysiological recordings.
Of these approaches, phototagging (also termed photostimulation-assisted identification of neuronal populations [PINP] ) most overlaps with GECI imaging in terms of the information garnered, and the experimental questions that it can address. This approach uses an optrode (combined optic fiber and electrophysiology electrode) to deliver light to a region where cells have been transduced with an excitatory opsin, such as channelrhodopsin-2 (ChR2), while simultaneously recording their activity (Cohen et al., 2012; Kim, Adhikari, & Deisseroth, 2017; Lima et al., 2009; Nieh et al., 2015; Senn et al., 2014) (Fig. 2A) . Cells that display excitatory responses to light (i.e., "phototagged units") can be assumed to belong to the population that expresses the opsin. Because opsins can be delivered to genetically or anatomically defined populations, similar to GECIs, this provides an alternative approach to overlaying functional activity with cell identity. This approach is attractive compared to GECI imaging because it circumvents precautions related to temporal resolution, and provides a direct measure of spiking activity as opposed to a proxy measure. Further, information is gathered from both the population of interest as well as non-opsin expressing cells in the area, while GECI imaging obtains information only from transgene-expressing cells.
However, phototagging suffers from its own set of disadvantages. Most importantly, recurrent excitation often occurs within the region of interest as a result of neurotransmitter release from the photoexcited cells. For example, photoactivation of opsin-expressing cells can result in activation of non-expressing neighbors within the region through feedforward excitation mediated by monosynaptic glutamate release from lateral connections to neighboring cells, and/ or through feedforward disinhibition from light-evoked GABA release onto local inhibitory neurons, which in turn synapse onto other non-opsin expressing neighbors. Because stimulation of opsinexpressing cells can result in activation of non-expressing neighboring cells ( Fig. 2A) , it is necessary to qualify light-responsive units as phototagged based on their response latency. Recurrent excitation can differ between regions, populations of interest, and viral/ recording strategies, thus a static photoresponse latency threshold cannot be implemented; instead, response latencies must be determined directly in the population/region of interest (Beyeler et al., 2016) . Photoresponse thresholds can be determined in ex vivo slices where opsin-expressing and non-expressing cells can be identified by visualizing the fluorophore fused to the opsin. During whole-cell recording in brain slices where cells can be visually identified as opsin-expressing or non-expressing, response latencies can be determined for the two populations by photostimulating the slice, and the photoresponse threshold can be applied post hoc to the in vivo data set to exclude cells that are likely to have been activated via recurrent excitation (Beyeler et al., 2016; Nieh et al., 2015) . Exclusion of light-responsive non-expressing neighbors can also be achieved in vivo through pharmacological blockade of the receptors mediating recurrent excitation, but difficulty in simultaneous recording and drug delivery has thus far limited this approach to superficial brain regions (Lima et al., 2009 ). However, drug delivery during electrophysiological recordings has been achieved in deepbrain areas for other experimental purposes (du Hoffmann & Nicola, 2014; Owesson-White et al., 2016) . In regions that exhibit slow recurrent excitation, there is clear separation in the response latencies of opsin-expressing and non-expressing neighbors (Fig. 2B) . In contrast, in regions that exhibit fast recurrent excitation, definitively identifying phototagged units can be ambiguous, resulting in a high probability of false-negative cell identification and low yields (Fig. 2C) .
Another factor that can contribute to low yields in phototagging experiments is that the electrode is inserted into the brain region of interest, but cannot be directly targeted to the opsin-expressing cells, and thus obtaining recordings from the population of interest occurs stochastically. An additional limitation of in vivo extracellular recordings is that because a single wire often detects the activity of multiple neurons, units typically must be separated from each other and from background noise based on the features of the action potential waveform detected (termed "spike sorting") (Harris et al., 2016) . This process may lead to bias toward detection of cells that are more active, and comparison of extracellular spikesorted data to ground-truth data obtained via simultaneous cellattached recordings suggests that spike detection errors rates are often in the range of 5e10%, but can be as high as 50%, depending on biological (e.g., synchronous activity) and analytical factors (e.g., manual vs. automated spike sorting) (Harris et al., 2000 (Harris et al., , 2016 .
Importantly, small movements of the tissue and the implanted wires over time produce "drift", which can result in different cells being recorded at the electrode tip over days. While computational approaches have been developed to attempt to identify whether the same cells are recorded over time (Dickey, Suminski, Amit, & Hatsopoulos, 2009; Tolias et al., 2007) , implementation of these approaches is controversial, and most electrophysiology studies refrain from making claims regarding within-cell changes in function unless the recording is performed within a single session/day. This limitation is particularly important in the context of addiction research, as addiction is a chronic disorder that can often take years to develop, and manifests itself over the course of a lifetime (Dawson, Goldstein, Chou, Ruan, & Grant, 2008; Grant & Dawson, 1998) . In understanding such a protracted pathology, the use of GECI imaging to identify cells longitudinally, based on spatial and morphological information, is a powerful asset.
In summary, careful consideration should be given to selecting a technique for in vivo recordings of identified neuronal populations, as every approach has distinct pros and cons. Nonetheless, GECI imaging allows for high yield assessment of functional, spatial, and morphological information in targeted populations, and this highly paralleled approach holds great promise for unraveling the circuitbased computations that orchestrate behavior, and their dysregulation by chronic use of alcohol and abused drugs. Of course, we acknowledge that achieving a deep understanding of motivated behaviors will require integration of information garnered with diverse technologies (for review see Tye, 2018) .
Approaches to calcium imaging
There are many different approaches to in vivo GECI imaging, which vary in the way the brain region of interest is optically accessed, the light excitation source, and the microscope/sensor Light from fiber-coupled LEDs for GECI and control isosbestic excitation (470 and 400 nm, respectively) are combined into one path via dichroic mirrors and delivered to the region of interest through a fiber optic patch cable coupled to a chronically implanted optic fiber. Emission is filtered and collected by a photoreceiver. (B) The patch cable is connected to the implanted fiber just prior to the imaging session, and allows for relative ease of movement during free behavior. (C) The optic fiber is implanted into the GECI-expressing region. This approach can be easily used to record from GECI-expressing soma or axons. (D) Example data obtained by fiber photometry recordings. Because emitted photons collected by the fiber are "scrambled" the signal is collected as "bulk fluorescence" rather than an image of the tissue. The resultant data are two-dimensional (fluorescence Â time), and reflect the calcium activity of the entire GECIexpressing population, as opposed to obtaining activity resulting from single cells. (E) Example of a light path typically implemented for multi-site photometry recordings. Excitation is similar to single-site photometry, described above; however, in this case, an objective and CMOS camera are used to obtain an image of the back of a branching patch cord. This allows for simultaneous assessment of bulk fluorescence activity from multiple GECI-expressing regions within the same animal by separately assessing fluorescence within each fiber of the patch cord. (F) The branching patch cord is attached to multiple chronically implanted optic fibers allowing recordings to be performed in freely moving animals. (G) Fibers can be implanted in multiple GECI-expressing regions to record from the soma and axons of the same region (1 and 2) and/or in distinct populations (3 and 4). Note that if one GECI-expressing region receives input from another GECI-expressing region, the signal may contain activity from both regions, which cannot be distinguished in the recording. For example, the signal resulting from the fiber implanted in Region 4 may reflect somatic activity from cells in Region 4 as well as axonal activity from terminals arising from Region 3. (H) Example image of four optic fibers within the branching patch cord obtained from a multi-site photometry recording. Fluorescence within each fiber is averaged to obtain a bulk fluorescence signal arising from each of the four implanted fibers. (I) Example of a light path within a miniature head-mounted one-photon microscope. Excitation light is reflected by a dichroic mirror and passed through a relay lens. Resulting emission is filtered and imaged on a CMOS sensor. (J) The miniature microscope is attached to the animal via a magnetic baseplate just prior to the imaging session, allowing visualization of GECI-expressing cells during free behavior. The data are collected on the head, and a digitized signal is relayed through the cable to a data acquisition box. (K) Example of experimental implementation, in which a chronically implanted GRIN lens allows optical access to a deep-brain region containing GECI-expressing cells. (L) Example of an image obtained via a miniature head-mounted microscope. Fluorescence can be assessed within each GECI-expressing cell allowing for assessment of calcium activity with cellular resolution. (M) Example of a light path for two-photon microscopy. Femtosecond pulses of infrared light are delivered to the sample through a Pockels cell, x-y scanner, and scan lens (note that many setups also include a mechanism for z-plane scanning for volumetric imaging). Excitation light is passed through an objective and rapidly scanned across the sample. Emission from each excitation point is collected by a PMT and an image is constructed by attributing fluorescence to a point in x-y space based on the focal point of the laser. (N) Recordings are performed while the animal is head-fixed under the microscope. Note that setup that is used to excite and record the GECI. All of these approaches first require expression of a GECI, which can be achieved in a non-conditional or cell-type specific fashion through several means, such as transgenic animals or viral-mediated gene transfer (for review of transgene targeting strategies see Fenno et al., 2014; Luo, Callaway, & Svoboda, 2008; Neve & Neve, 2001 ). Once expression is achieved, a microscopy approach to observing the cells must be selected; all of these approaches are based on the principles of fluorescence light microscopy, but each has advantages and disadvantages, which can be leveraged depending on the experimental question.
Bulk fluorimetry/fiber photometry
Optic fiber-based observations of GECI fluorescence, such as fiber photometry, are perhaps the easiest to implement out of the currently available approaches to in vivo imaging. Fiber photometry utilizes chronically implanted optic fibers (typically 300e400 mm in diameter), similar to those that are used for optogenetics (Sparta et al., 2011) , to excite the GECI and record the resulting fluorescence (Adelsberger, Garaschuk, & Konnerth, 2005; Cui et al., 2013 Cui et al., , 2014 Gunaydin et al., 2014; Kudo et al., 1992; Kupferschmidt, Juczewski, Cui, Johnson, & Lovinger, 2017) (Fig. 1AeD ). Because these fibers "scramble" the photons that are collected, spatial information is lost, and only "bulk" fluorescence arising from the entire GECI-expressing population under the fiber is collected, as opposed to an image that is obtained with traditional fluorescence microscopy. This population-based assessment thus is presumed to reflect the summed neural activity within the entire transduced population (for comparison of in vivo electrophysiology data to photometry signal, see London et al., 2018) . A major advantage of this approach is the relative ease of implementation and analysis, resulting in low attrition rates and reduced need for computational approaches. For example, fiber placements that are "in the neighborhood" of the GECI-expressing population are sufficient to obtain a signal, while approaches with higher spatial resolution require that the sample be at an ideal focal distance from the probe (note that within-subject comparisons may be most appropriate due to variations in signal intensity due to fiber placement). Furthermore, excitation and photon collection are typically achieved through LEDs and a photoreceiver, respectively, and does not require an objective (Fig. 1A) , making the setup inexpensive compared to traditional microscopy. Because the resultant data are 2-dimensional (fluorescence Â time) (Fig. 1D ), data storage requirements are low, and analysis is less computationally demanding than cellular resolution recordings, which result in high-dimensional data sets (fluorescence Â space Â time). This approach can also be used to record from terminal fields, where calcium activity tracks neurotransmitter release (Parker et al., 2016) with relative ease (Barker et al., 2017; Li et al., 2017 ; Menegas, Babayan, Uchida, & Watabe-Uchida, 2017) (single-axon recordings, as opposed to population assessments, are possible with higher resolution systems, but are prohibitively difficult in deepbrain areas, and require head fixation [Howe & Dombeck, 2016; Kuchibhotla et al., 2017] ). Due to the relatively small footprint of the fiber-optic on the skull surface (the fiber is typically housed in a 1.25-or 2.5-mm diameter ferrule), several probes can be implanted in one animal, allowing for simultaneous multi-region imaging (Adelsberger, Zainos, Alvarez, Romo, & Konnerth, 2014; Calipari et al., 2017; Guo et al., 2015; Kim et al., 2016) (Fig. 1EeH) . The small size of the probe and optic patch cable in fiber photometry also allows for relative ease of movement of the animal compared to other approaches, such as head-mounted microendoscopes (discussed below), which are both heavier and larger. Finally, bulk fluorescence recordings utilize sensors with fast sample rates (in the kilohertz range). While the kinetics of currently available GECIs do not necessitate fast sampling, this may become more relevant as faster indicators are developed (Marshall et al., 2016) .
However, there are also several drawbacks to fiber photometry as compared to approaches that provide cellular resolution. First, heterogeneity of response profiles within the population of interest are inherently lost as a consequence of reduced spatial resolution. Fig. 2 . Recurrent excitation during ChR2-assisted cell identification in single-unit electrophysiology recordings (phototagging). Viral transduction of ChR2 to specific subpopulations within a brain region allow for their identification during in vivo single-unit recordings by assessing each unit's response to light. Cells that are light responsive (i.e., "phototagged") can be assumed to be part of the population to which the opsin was delivered. (A) However, as illustrated here, activation of non-ChR2-expressing cells within the same region (non-expressing neighbors) can occur via lateral excitatory connections. By using whole-cell patch clamp in ex vivo slices to record from cells that are visually identified as expressing or non-expressing, it is possible to determine response latencies between the two populations. A photoresponse threshold is then determined and applied post hoc to the in vivo data set, and only cells that respond to light faster than non-expressing neighbors are considered to be phototagged units. (B) In regions where recurrent excitation is slow, application of the photoresponse threshold is unambiguous. (C) In regions with fast recurrent excitation, expressing and non-expressing units may have similar response latencies. In this example, ChR2-expressing cells to the right of the photoresponse threshold will incorrectly (false negative) be classified as non-expressing, and there will be a low yield of cells identified as phototagged.
head-mounted two-photon microscopes have been developed, but have not yet been widely implemented. (O) Example of experimental implementation, where a chronically implanted GRIN lens allows optical access to a deep-brain region containing GECI-expressing cells. Note that two-photon imaging can also be used to image axonal activity, but this approach is prohibitively difficult for deep-brain regions. (P) Example of an image obtained via two-photon microscopy through a GRIN lens. Fluorescence can be assessed within each GECI-expressing cell allowing for assessment of calcium activity with single cell resolution. CMOS, complementary metal-oxide-semiconductor; FOV, field of view; PMT, photomultiplier tube.
Further, because photons reach the sensor through a fiber-optic patch cable connecting the animal to the recording system ( Fig. 1B and F) , noise can be introduced as a function of fiber bending during movement. Because cells are not actually visualized, it can be difficult to ascertain when fiber-bending noise, tissue autofluorescence (i.e. calcium-independent fluorescence), or other factors may be causing artifactual signal. Recently, tetherless photometry systems have been developed, where the sensor is mounted directly on the animal's head. This precludes the need for a patch cable, allows for fully unconstrained movement, and may help to minimize movement-related artifacts introduced at the level of the patch cable (Lu et al., 2018) . Wireless technology could also have significant advantages when attempting to combine calcium imaging with intravenous alcohol or drug selfadministration by bypassing the need for a dual tethering system, as these behavioral approaches already require that the animal be tethered to a fluid delivery system (Oleson & Roberts, 2012; Smith & Davis, 1974) .
Isosbestic control channel
As mentioned above, animal movement and tissue autofluorescence can produce noise, and because the cells are not visualized, it can be difficult or impossible to identify when noise is introduced. This is a serious concern, because transients produced by fiber bending or other noise sources can easily be attributed to neuronal activity, leading to spurious conclusions. To combat this, a control channel, where the excitation wavelength is matched to the isosbestic point of the GECI, is often implemented. An isosbestic point is a light excitation wavelength at which the photon absorbance of the sample (e.g. a GECI) does not change due to chemical or physical reactions occurring within the sample (e.g. reactions with calcium). In other words, when a GECI is excited with a wavelength close to the isosbestic point, the resulting fluorescence intensity is independent of calcium concentration present (i.e. calcium-independent fluorescence). GCaMP, for example, emits low amplitude, calcium-independent fluorescence in response to nearultraviolet excitation (Barnett, Hughes, & Drobizhev, 2017; Tian et al., 2009) . A typical approach to estimating noise is to intermittently pulse 400-nm light through the patch cable; the resulting signal is presumed to be independent of calcium activity, and is subtracted from, or compared to, the 470 nm-evoked calciumdependent signal Lerner et al., 2015) .
There are several caveats that should be considered when implementing an isosbestic control channel to remove noise from fiber-based imaging systems. First, the amplitude of noise-related events is typically smaller in the 400-nm channel as compared to the 470-nm channel. This is often dealt with by scaling the isosbestic values post hoc to fit the 470-nm values Lerner et al., 2015) . Further, while~400-nm excitation has been used as an isosbestic control in most photometry studies to date, determination of the precise isosbestic point can be ambiguous, and can shift depending on intracellular pH (Barnett et al., 2017) . This is particularly concerning because some drugs of abuse, such as amphetamine, can dramatically alter intracellular pH (Sulzer, 2011; Sulzer & Rayport, 1990) . It is also possible that 400 nmand 470 nm-evoked signals suffer phototoxicity/photobleaching (i.e., the loss of fluorescence intensity as a function of light exposure) at different rates; if photobleaching occurs at a different rate across the imaging session it may further complicate analysis and interpretation. The complexity of the interactions between calcium concentration and GECI fluorescence argues for careful interpretation and against overreliance on an isosbestic channel as an absolute assessment of noise in fiber-based imaging systems.
In regard to reporting data obtained with these approaches, some studies have displayed activity traces where the values obtained from isosbestic excitation (often referred to as the "reference" channel) have already been scaled and subtracted or regressed from the values obtained from excitation in the calciumsensitive range of the action spectra (often referred to as the "signal" channel). Others have displayed the activity traces from the reference and signal channels separately. We propose that the latter approach should be implemented for ease of interpretation. If only a single trace is shown, it is not possible to determine the contribution of each channel to the signal. For example, if there were a negative transient in the reference channel and no change in the signal channel, a subtracted trace would show a positive transient. Consider then, a presented trace that has had noise removed by subtraction of the reference channel. A positive transient could be a result of 1) a large decrease in the reference occurring simultaneously with a small decrease, no change, or an increase in the signal channel, or 2) a decrease, no change or a small increase in the reference channel occurring simultaneously with a large increase in the signal channel. Given the aforementioned limitations of the isosbestic control channel, it would be useful for the reader to distinguish between these scenarios.
While an isosbestic control channel should be implemented whenever possible, and can certainly help to avoid spurious conclusions, it may also be necessary in some cases to implement a calcium-insensitive fluorophore group as a negative control. This control consists of transducing the population of interest with a calcium-insensitive fluorophore with similar action spectra to that of the GECI utilized (e.g., GFP instead of GCaMP), and having the animal perform an identical behavioral task (Cui et al., 2013) . If the observed signal is due to fiber bending or tissue autofluorescence, it should also be observed when only a calcium-insensitive fluorophore is present; conversely, if the signal is indeed reflective of calcium activity, it should not be observed when the GECI is not expressed. This control should be implemented if there is any ambiguity in the data obtained using the isosbestic control approach, or in cases where the imaging system does not have an isosbestic channel.
Head-mounted microendoscopes
Historically, visualizing GECIs with enough resolution to assess activity in single-cells required the use of a full-size, tabletop microscope, which precluded the use of this approach in freely moving animals. Instead, recordings were performed in anesthetized preparations or awake animals under head-restraint such that the animal was immobilized and positioned under the microscope objective. A major advance in the calcium imaging field has been the recent development of miniaturized microendoscopes, which are head-mountable and lightweight (~2 g), allowing for cellular resolution imaging during free behavior, even in small model organisms such as mice (Fig. 1IeL) . These miniature microscopes typically contain both the excitation source and sensor (often a complementary metal-oxide semiconductor [CMOS] camera) within the head-mounted device, and digitized data are transmitted via a lightweight cable to a data acquisition box with a computer interface for real-time visualization and storage ( Fig. 1I ) (Flusberg, Jung, Cocker, Anderson, & Schnitzer, 2005; Flusberg et al., 2008) . The combination of head-mountable microscopes with chronically implanted GRIN lenses (Fig. 1K) has allowed for deepbrain cellular resolution imaging of calcium dynamics in freely moving mice, rats (Helmchen, Denk, & Kerr, 2013; Sawinski et al., 2009) , and songbirds (Markowitz et al., 2015; Roberts et al., 2017) , and efforts are underway for imaging in non-human primates (O'Shea et al., 2017) . The primary drawback of this approach is that the axial resolution of these imaging systems is poor, due to the fact that there is no mechanism for rejecting fluorescence arising from outside of the focal plane. This results in fluorescence arising from cells above and below the focal plane, as well as from the axons and dendrites of neighboring cells that may contaminate signals within the focal plane (collectively referred to as 'neuropil contamination'); thus, to accurately determine activity within single cells, computational approaches must be implemented to denoise the data. These approaches are discussed in the Extraction of calcium signals Section, below.
Two-photon microscopy
Traditional fluorescence light microscopy, including the approaches discussed above, utilizes one-photon light sources to excite fluorophores. When one-photon excitation light is used, the sample is exposed to high-energy light whereby any single photon is capable of exciting a fluorophore; because excitation light scatters throughout the tissue, this results in fluorescence emission from areas of the sample that are outside of the focal plane, and can produce high background and out-of-focus signals, as discussed above. There are many approaches to limiting fluorescence detection to a thin focal plane of interest, including two-photon excitation. Two-photon excitation occurs when two photons excite a single molecule simultaneously. This requires generation of ultrafast pulses of excitation light, which are typically achieved through a high-powered infrared laser, pulsed into the sample on a femtosecond time scale. Photon energy is inversely proportional to wavelength; thus, at longer wavelengths, any single photon does not contain enough energy to excite a fluorophore; however, when two photons converge, they combine to excite the fluorophore and produce fluorescence. Probabilistically, convergence, and thus fluorophore excitation, only occurs at the very center of the laser focal point, thereby minimizing out-of-plane fluorescence and allowing for optical sectioning of the sample. By rapidly scanning the focal point of the laser across the sample, fluorescence is obtained point-by-point across the field of view, and because emitted fluorescence is from a known point in space, an image can be constructed. Thus, two-photon microscopy allows for high contrast imaging within a spatially restricted axial plane. Because longer wavelengths of light are also less susceptible to light scattering in tissue, spatial resolution achieved with two-photon microscopy is relatively insensitive to thickness of the sample, making this approach ideal for in vivo imaging. Further, because the focal point of the laser only dwells on, and excites, any given area of the sample for a few microseconds per collected frame, as opposed to one-photon microscopy where light exposure continuously excites large portions of the sample, photobleaching is minimized.
Until recently, the majority of in vivo calcium imaging studies utilized two-photon microscopy. Prior to the application of GRIN lenses in neuroscience, experiments largely focused on superficial cortical areas. More recently, two-photon imaging has been performed through GRIN lenses to access deep-brain regions (microendoscopic two-photon imaging) (Bocarsly et al., 2015; Calhoon et al., 2018; McHenry et al., 2017; Sato et al., 2017) . The application of two-photon microscopy for GECI imaging provides great advantages, such as high resolution and contrast, which improve SNR, as well as minimal photobleaching over time. Because twophoton imaging allows for optical sectioning, the denoising algorithms that are typically required for one-photon imaging are often not necessary. An additional advantage is that two-photon excitation has high tissue and bone penetrance, allowing for more effective imaging of superficial areas of the brain with minimally invasive methods, such as transcranial imaging (Grutzendler, Yang, Pan, Parkhurst, & Gan, 2011) .
However, this comes with several drawbacks as compared to the single-photon approaches. First, the equipment necessary for twophoton microscopy is much more expensive, and also much larger and heavier. This precludes head-mounted systems, and requires that the subject be immobilized under the microscope, either by anesthesia or in an awake head-fixed preparation (but see Helmchen et al., 2001 Helmchen et al., , 2013 . Additionally, because the laser must be scanned across the tissue, only a relatively small field of view can be assessed without significant loss of temporal resolution (but see Song et al., 2017) .
A major hurdle in the application of two-photon calcium imaging to preclinical addiction models will be the adaptation of alcohol and drug self-administration procedures for use in headfixed preparations. Given that drug reinforcement is highly context-and internal state-dependent, it is unclear what the behavioral effects of these compounds will be under such nonethological conditions. Indeed, many abused drugs, which are canonically thought of as rewarding and reinforcing stimuli, can have aversive properties and function as punishers/stressors depending on timing, context, and dosing (Bormann & Cunningham, 1998; Risinger & Oakes, 1995; Samson & Files, 1998) . It is possible that these concerns could be circumvented by fully habituating the animals to head fixation before recordings are obtained. Nonetheless, it is currently unclear how the behavioral actions of alcohol and other drugs of abuse will manifest themselves during head restraint, and therefore extensive characterization will be required before head-fixed alcohol/drug selfadministration can be considered as a viable addiction model in rodents.
Despite the possible limitations and interpretational challenges of administering alcohol and drugs in a head-fixed animal, there is still immediate and extensive utility of head-fixed two-photon imaging for exploring the pathology of addiction. A wide array of behavioral paradigms has already been adapted for use with rodents in head-fixed setups, including Pavlovian ( (Guo et al., 2014; Schwarz et al., 2010) . Given that drug-induced dysregulation of basic learning processes and fundamental behaviors are major sequelae of addiction, interrogation of the neural circuits mediating these processes in animals with a history of drug exposure would provide important insight into abberant circuit activity during drug-free periods.
"All-optical" simultaneous observation and manipulation of neural circuits
A long-standing promise of optical circuit dissection techniques is the ability to simultaneously manipulate and record from neural populations through a combination of indicators and opsins. This "all-optical" approach to circuit interrogation is now tractable, and holds enormous potential for not only unraveling the endogenous activity of circuits, but also assessing their causal relationship with behavioral outputs (Fig. 3) . While simultaneous use of green GECIs, such as GCaMP, and a blue opsin, such as ChR2, is not possible due to the fact that they are both excited by similar wavelengths of light, red-shifted opsins allow for the possibility of both recording and manipulating cell-type specific populations within the same animal (Fig. 3C) (Klapoetke et al., 2014) . For example, transduction of redshifted opsins such as Chrimson (Klapoetke et al., 2014) or halorhodopsin (Zhang et al., 2007) in Region 1, combined with GECI expression in Region 2 that receives innervation from Region 1, would allow for temporally precise excitation or inhibition of local opsin-expressing terminals via application of red-shifted light through the GRIN lens or optic fiber, while simultaneously assessing the activity of downstream cells (Fig. 3A) (for review see Emiliani, Cohen, Deisseroth, & Hausser, 2015) . This powerful approach to interrogating communication between circuits and the resultant effects on behavior, which could be used with any of the calcium imaging approaches discussed above, has recently been applied (Akerboom et al., 2013; Kim et al., 2016; Nieh et al., 2016; Packer, Russell, Dalgleish, & Hausser, 2015; Rickgauer & Tank, 2009) . Another approach that holds great promise is the development of red-shifted calcium indicators, such as RCaMP and R-GECO, which, combined with a green GECI, allow for simultaneous assessment of activity in multiple cell-type defined populations (Dana et al., 2016; Inoue et al., 2015) (Fig. 3B) .
Analysis of GECI imaging data
For the cellular-resolution approaches described above (i.e., microendoscope and two-photon imaging), data collection will result in a video, and the next step is to extract calcium signals (this step is not required for fiber photometry). Analysis of GECI imaging data can generally be divided into two categories: 1) extraction of fluorescence activity from the acquired videos, and 2) visualization/ presentation and statistical analysis of the extracted values. The first category will vary greatly depending on the type of imaging system used to obtain the data, while the second is often unaffected by the acquisition method, but will vary depending on the experimental question. Here we will broadly discuss common approaches for these types of analysis.
Extraction of calcium signals
Before extraction of calcium activity, videos are often downsampled, spatially and/or temporally, to reduce the file size and processing times for the subsequent steps. Videos are then motioncorrected to remove movement artifacts that occur during behavior. This can be achieved with a variety of software packages, many of which are freely available (Kaifosh, Zaremba, Danielson, & Losonczy, 2014; Pnevmatikakis & Giovannucci, 2017) . After videos are preprocessed, there are many options for extracting single cell calcium dynamics. The most straightforward approach is to simply define a region of interest (ROI) by selecting an area encompassing a single cell and averaging the pixel intensity within the ROI to produce a "brightness over time" trace. ROIs can be manually drawn around cells, or determined using automated methods (Ozden, Lee, Sullivan, & Wang, 2008; Patel, Man, Firestein, & Meaney, 2015) . Using an ROI analysis, without any correction for background noise, assumes that fluorescence within the ROI is not contaminated by fluorescence from cells above or below the focal plane, or from axons or dendrites of neighboring cells intersecting the ROI. The probability of significant neuropil contamination increases with lower-resolution imaging systems, and when GECI expressing cells are densely packed in the field of view. Depending on the degree of contamination, denoising algorithms may need to be implemented to extract accurate and reliable calcium dynamics. Contamination is particularly prevelant when imaging with headmounted one-photon microendoscopes, because size and weight restrictions preclude the use of methods for optimizing resolution. Methods for removing noise from one-photon microendoscope recordings are rapidly changing, and the optimal approach for resolving this issue is a highly debated topic.
While head-mounted microendoscopes allow for a powerful combination of single-cell visualization and minimally restricted behavior, the lack of optical sectioning, and high levels of light scattering with one-photon excitation light result in fluorescence from cells that are out of the focal plane, emitting light, which is subsequently captured by the detector. This produces large "background" fluorescent fluctuations, as well as cells that appear overlapping in the field of view, which may result in artefactual neuropil contamination and "cross-talk" of extracted neuronal signals. To address this issue, analysis of head-mounted microscope data must employ computational methods for removing out-of-plane fluorescence (Resendez et al., 2016) . There are several approaches available for denoising microendoscopic data, which we briefly Fig. 3 . Example of approaches for all-optical circuit dissection. With the addition of a red excitation source, any of the microscopy approaches outlined in Fig. 1 can be used to simultaneously record from and/or activate multiple defined populations. (A) Viral transduction of a red-shifted opsin into upstream Region 1 and a GECI into downstream Region 2 allows for simultaneous recording and manipulation of defined circuits. This approach can be implemented through an optical fiber or GRIN lens to allow for simultaneous delivery of~470 nm-(GECI excitation) and~600-nm (red-shifted opsin excitation) light into deep-brain areas. (B) Viral-mediated delivery of green and red GECIs allows for simultaneous assessment of two anatomically distinct neuronal populations within the same brain region. Similar strategies could be used to assess genetically distinct populations. (C) Normalized action spectra as a function of wavelength for commonly used opsins and GECIs. Dotted and solid lines represent excitation and emission spectra, respectively, for GCaMP6 and RCaMP1. Note that one-photon GECI excitation is typically achieved with light powers that are approximately an order of magnitude lower than opsin excitation, which allows for simultaneous use of GCaMP6 and Chrimson with minimal cross-talk, despite somewhat overlapping spectra. Action spectra were adapted from Klapoetke et al. (2014) and Shigetomi et al. (2016) . describe here. ROI-based approaches, described above, have been adapted to include removal of background noise. In this approach, after raw pixel intensity is determined, contributions from background fluctuations or neighboring cells are estimated, and subtracted or regressed from the values obtained. Methods for estimating background noise vary; examples include averaging pixel intensities from the entire field of view as a proxy for background fluctuations, or in a small doughnut-shaped area around the outside of each ROI. However, these methods may also introduce artefactual transients. For example, if fluorescence resulting from in-focus cells is included in the estimation of background noise, subtraction of those values would produce a downward transient at times when the neighboring cells are active and the cell within the ROI is not; similarly, if both the cell in the ROI and a cell included in the noise estimate are simultaneously active, the extracted trace may spuriously appear flat.
To circumvent signal cross-talk that can be present in ROI analyses, principle component analysis (PCA) and independent component analysis (ICA) have been used to extract spatiotemporal profiles of neuronal activity from microendoscopic data (Mukamel et al., 2009 ). This method effectively identifies cell location, and isolates its activity profile; however, this approach can also result in cells being split into multiple components, because the algorithm contains no information regarding the spatial or morphological extent of a cell. Further, PCA/ICA is highly sensitive to experimenter-determined input parameters, and can suffer from poor inter-experimenter reliability. A recently developed constrained non-negative matrix factorization (CNMF) approach adapted for use with microendoscope data (CNMF-E) estimates and removes background fluctuations and noise from these data sets, and may have improved quality as compared to PCA/ICA approaches (Pnevmatikakis et al., 2016; Zhou et al., 2018) . However, this approach imposes assumptions of sparse neural activity, which may not be true in all neural populations. A second assumption is that negative values are artefactual and are removed (i.e., constrained to non-negative values) (Zhou et al., 2018) . GECI fluorescence faithfully tracks decreases/pauses in action potential activity, as inferred from anesthetic-induced silencing of activity in vivo (Kupferschmidt et al., 2017) and between-animal comparisons of electrophysiological and photometry data sets (London et al., 2018) , or compared directly with electrical activity ex vivo via whole-cell patch-clamp recordings of GECI-expressing cells ; thus, removal of negative transients may be erroneous.
All of the analysis methods described above have been widely implemented to extract calcium dynamics from one-photon microendoscopic imaging data (Cai et al., 2016; Cox, Pinto, & Dan, 2016; Grewe et al., 2017; Jennings et al., 2015; Murugan et al., 2017; Pinto & Dan, 2015; Yu et al., 2017) , and the field has yet to reach a clear consensus as to which approach most accurately separates the activity of single cells from background noise. The lack of consensus largely results from the fact that there is no ground truth to validate the different analysis methods. A ground truth validation would require simultaneous cell-attached electrophysiological recording during imaging. This has been achieved in superficial brain regions that can be imaged without the use of GRIN lenses (Chen et al., 2013; Grewe, Langer, Kasper, Kampa, & Helmchen, 2010) ; however, there is currently no method for gaining simultaneous cellular resolution optical recordings and cell-attached electrical recordings from cells deep in the brain that are obstructed by the implanted lens. While simultaneous recordings under these conditions have not yet been achieved, Vander Weele et al., 2018 performed a side-by-side comparison of neural activity in projection-defined populations as measure by both in vivo cellular resolution calcium imaging and electrophysiological recordings in photo identified neurons. Ground truth validation of these analyses, and a consensus on their use, is a critical and ongoing challenge in the field. For the time being, we propose that it is best practice to report results from multiple analysis methods to 1) contrast discrepancies, and 2) limit conclusions to findings that are insensitive to methodology.
Data visualization and quantification
Following extraction of calcium activity traces from imaging videos, these data can then be analyzed to address the experimental question at hand. Values of fluorescence intensity extracted from each cell, using one of the methods described above, are often in arbitrary units; thus, these values are typically converted into a more readily interpretable unit system. The most common unit system in the extant literature is DF/F, where raw extracted values are converted to be expressed as a change in fluorescence over the average fluorescence of a given time period. The simplest and most common variant of this approach is to normalize the signal to the average fluorescence of the entire recording [commonly used equation: (FÀF 0 )/F 0 , where F is the value of a given sample in the recording and F 0 is the average of all values across the entire recording; this calculation is repeated for each sample (F) in the recording]. Thus, fluorescence intensity at each point in time is expressed as a change from the average intensity over the entire recording. Many variants of the DF/F conversion have been implemented. For example, the value to which activity is normalized (F 0 ) can be a sliding window immediately prior to a behavioral event, or an average of the subset of values across the record session. A similar approach is to normalize values using a z-score transformation where values are expressed in units of standard deviations from the mean of the recording [commonly used equation: z ¼ (x À mean)/standard deviation]. Again, with this approach values can be normalized to a pre-event window or to the entire recording. With any method of normalizing the reported units, care should be taken to ensure that results are consistent across approaches, and are insensitive to experimenter-determined parameters.
Once traces have been extracted and normalized, information related to neural activity can be evaluated. The two most common ways to assess changes in neural activity, either between or within animals, are to 1) determine the rate of transient events across a period of time, or 2) assess stimulus-evoked activity. The first approach, often referred to as event detection, typically involves setting a threshold that defines the occurrence of a calcium transient (e.g., when values are greater than 3 z scores) and applying it to each activity trace; each time the threshold is crossed, a transient event is counted, and results are reported as number of transients over time (e.g., events/minute). This approach is particularly useful for assessing changes in activity between different contexts or internal states, where activity may not be time-locked to a particular behavioral event. An example of how this type of analysis is leveraged is comparing the event rate occurring on two sides of a behavioral apparatus, where one side has a food reward, and the other does not (Jennings et al., 2015) , or comparing event rate across days when animals are either food-deprived or sated (Calhoon et al., 2018) .
The second approach is to align activity traces around a specific stimulus or behavioral action, such as onset of a reward-predictive tone, or initiation of a reward-paired lever (i.e., a peri-stimulus time histogram, which is commonly used in the in vivo electrophysiology literature) (Carter & Shieh, 2015) . In this case, it can be determined whether there is a neural signal associated with particular behavioral events. This approach is most powerful when many trials (instances of the behavioral event of interest) can be recorded, to determine whether the signal is reliably reproduced. When this analysis is implemented with cellular resolution imaging, population responses can be assessed (e.g., x number of cells are responsive to tone A, y number of cells are responsive to tone B) (e.g., Livneh et al., 2017 ). An example of the way a peri-stimulus time histograms are used is comparing the neural response across trials when animals are exposed to drug-paired cues as opposed to neutral cues (Calipari et al., 2016; Xia et al., 2017) . While these commonly implemented approaches are highly useful and are a great starting point for analyses, experiments often call for more specialized and complex analyses, which must be dealt with on a case-by-case basis.
Limitations and caveats
There are limitations and caveats that are, at least with the current technology, applicable to all types of GECI imaging (issues specific to certain approaches are discussed in the appropriate sections above). Importantly, changes in intracellular calcium concentration are a proxy for action potential activity rather than a direct measure. Because GECI kinetics are slower than the timescale on which action potentials are generated, baseline activity of cells cannot typically be resolved. For example, cells in prelimbic cortex spontaneously fire 1e8 times per second (Garcia, Vouimba, Baudry, & Thompson, 1999) , but GECI recordings from cells in this region show transient event rates occurring only every 15e30 s . It is likely that calcium transients observed in vivo reflect changes in activity from baseline, such as bursting events, rather than absolute levels of spiking activity, and attempts to infer spiking activity from GECI fluorescence often have substantial error rates (Harris et al., 2016; Theis et al., 2016) . Further, while it is wellestablished that GECI fluorescence is primarily action potentialdependent, calcium is a critically important signaling molecule, both intra-and extra-cellularly, and is released by a multitude of factors other than action potentials (Brown & MacLeod, 2001; Ghosh & Greenberg, 1995) . Because calcium is important in many facets of cell function other than action potential generation, this raises concerns that GECIs, by virtue of binding calcium and essentially acting as a calcium buffer, could disrupt endogenous calcium signaling, thereby altering normal cellular function. Indeed, there are several examples of GECI expression altering cellular activity, which could be a function of GECI interference with calcium handling, as well as neurotoxicity that can be associated with viral delivery of transgenes. For example, Kupferschmidt et al. (2017) observed augmented current stepelicited action potentials in GECI-expressing cells as compared to non-expressing neighbors, suggesting that GECI expression increased intrinsic excitability. Similarly, aberrant epileptiform activity has been observed in several GECI-expressing transgenic mouse lines (Steinmetz et al., 2017) . It is best practice to attempt to diminish these concerns by limiting viral expression time and titer, and controls should be performed to assess potential neurotoxicity (e.g., Kupferschmidt et al., 2017) . Because of the potential of GECI expression to alter cellular function, it is also critical that expression time of the GECI (i.e., time post virus injection) is matched when making between-group comparisons.
Tissue damage is also a major issue in calcium imaging, which is currently unavoidable for deep-brain imaging. Even optic fiberbased approaches, which are the least invasive method of accessing deep-brain areas, typically use a 300e400 mm diameter probe. GRIN lenses, which allow for cellular resolution, typically have a diameter of 500e2000 mm, and thus result in a very high volume of tissue displacement, roughly comparable to guide cannulae used for site-specific pharmacological interventions or microdialysis. For example, cellular resolution recordings from deep-brain structures in mice, such as the basolateral amygdala or medial preoptic area, have been achieved via insertion of a 600-mm diameter GRIN lens~3 .5e4.5 mm ventral from the surface of the brain (Grewe et al., 2017; McHenry et al., 2017) . Gaining optical access to a region 4.5 mm below the brain surface with a 600-mm diameter GRIN lens produces a total volume of tissue displacement of 1.27 mm 3 . For comparison, insertion of standard 16-wire array for electrical recordings (30-mm diameter per wire) at the same depth, results in only 0.01 mm 3 of total tissue displacement. In addition, it is important to consider which inputs to the region of interest may be severed by the lens or fiber. Prism lenses or mirror-tipped fibers can be used to image the region from a medial or lateral view, rather than a dorsal vantage point that is obtained with a typical probe, giving the experimenter some options as to which adjacent areas will be lesioned by the implant. While destruction of the areas that the lens passes through is certain, with such a large displacement, increased cranial pressure and tissue compaction resulting in damage to adjacent areas is also a concerning possibility. Tissue aspiration prior to lens insertion has been used in an attempt to mitigate these concerns (Resendez et al., 2016) . Another major caveat that could arise when using GECI imaging in drug self-administration studies is that many abused compounds can have direct pharmacological interactions with calcium channels and other ionotropic receptors that are calcium permeable. The premise of using calcium imaging as a proxy for neuronal activity relies on the reliable relationship between neuronal spiking and calcium influx; thus, if this relationship is altered it could produce spurious results. Abused drugs that interact directly with calcium channels or other ionotropic receptors that pass significant amounts of calcium include alcohol (Walter & Messing, 1999) , nicotine (Mulle, Choquet, Korn, & Changeux, 1992) , morphine (Yang, Shan, Ng, & Pang, 2000) , and cocaine (Damaj, Slemmer, Carroll, & Martin, 1999; Francis, Vazquez, Papke, & Oswald, 2000) . It is also possible that drugs of abuse could indirectly affect calcium handling. For example, most abused drugs increase extracellular dopamine concentrations in the striatum, and thus increase dopamine receptor activation (Di Chiara & Imperato, 1988; Young, Porrino, & Iadarola, 1991) . Because dopamine receptors can alter calcium currents without producing spikes per se (Beaulieu & Gainetdinov, 2011; Hern andez-L opez, Bargas, Surmeier, Reyes, & Galarraga, 1997; Surmeier, Bargas, Hemmings, Nairn, & Greengard, 1995) , it is possible that even drugs that do not directly interact with calcium-permeable ion channels could still alter the relationship of calcium-to-spikes via indirect agonism of metabotropic receptors or interactions with signaling cascades involved in calcium handling. In situations where recordings are obtained while a drug is "on board", it is critical that ex vivo electrophysiology validation experiments are performed to ensure that the relationship between action potentials and calcium activity is preserved in the presence of drug.
Implementation of calcium imaging in alcohol and drug abuse models
Task design
As discussed above, GECI imaging is a powerful approach that promises to provide great insight into the neurobiology of addiction. However, there are several considerations that should be taken into account when implementing this approach with alcohol and drug abuse models. One major practical concern is that all fluorescent molecules, including GECIs, are subject to photobleaching, which limits the amount of time a GECI can be imaged continuously. Doses of alcohol or drugs of abuse typically used in drug self-administration studies often engender high interresponse intervals (Lin, Pierce, Light, & Hayar, 2013; Vandaele, Cantin, Serre, Vouillac-Mendoza, & Ahmed, 2016) , and can require many consumption bouts before pharmacologically relevant blood/brain concentrations of the drug are reached (Wilcox et al., 2014) . Thus, tasks will need to be adapted to be compatible with the recording time limitations of GECI imaging. For example, a commonly used binge drinking model is the two-bottle choice procedure, where animals are given access to alcohol for 2 h or more Thiele & Navarro, 2014) . Consumption of alcohol during the task is volitional, and the times at which the animal will choose to consume alcohol are not easily predictable. Unfortunately, due to photobleaching, recording continuously throughout a 2-h session with one-photon microscopy can be problematic. Thus, approaches must be designed where the animal will administer the drug at predictable times so that imaging can be restricted to experimenter-determined epochs.
Although it is difficult to determine exactly when animals will consume alcohol when given free access, they often exhibit "frontloading" behavior where a large portion of the total alcohol consumption occurs in the beginning of the access period (BarkleyLevenson & Crabbe, 2012; Griffin, Lopez, Yanke, Middaugh, & Becker, 2009; Rhodes et al., 2007; Wilcox et al., 2014) . This front loading behavior is observed with other abused drugs as well (Ettenberg, Pettit, Bloom, & Koob, 1982; Tornatzky & Miczek, 2000) , and may provide an opportunity to capture neural activity during several drug consumption bouts within a short period of time. Another solution for avoiding photobleaching is to utilize tasks that have a trial-based structure. A task that has already been used widely in the alcohol field that is readily adaptable for GECI imaging experiments is operant tasks in which the operant response results in an access period to an alcohol sipper (Hopf, Chang, Sparta, Bowers, & Bonci, 2010; Lopez & Becker, 2014; Robinson & McCool, 2015) . In this case, the experimenter could simply trigger the onset of the GECI excitation light concomitantly with the operant response, with a high degree of confidence that the animal would consume alcohol within a short period of time, and terminate the excitation light after access to alcohol is removed. With this method, the experimenter could capture neural activity during many separate instances of volitional alcohol consumption over several hours while limiting the imaging time to a fraction of realtime, thereby avoiding excessive photobleaching. Similar approaches using discriminative or conditioned stimuli could be used to restrict recording times to periods in the task where alcohol or drug consumption is likely, thus minimizing photobleaching.
Timing of stimulus presentation must also be considered when designing drug self-administration tasks for calcium recordings. While timing is important in any in vivo recording, it is particularly tricky with calcium imaging due to the relatively low temporal resolution of GECIs. Indeed, calcium transients often take 1e10 s to resolve completely; thus, if multiple behavioral events occur in the window it is difficult to determine which event the transient is referencing. Take, for example, a typical operant intravenous drug self-administration procedure. Generally, in these tasks, initiation of an active operandum results in activation of a cue light or tone, concomitant with delivery of drug through an intravenous catheter (Siciliano, Ferris, & Jones, 2015; Smith & Davis, 1974) . The observation of a calcium transient time-locked to the lever press would be difficult to interpret: it is not clear whether the transient is related to the motoric action of pressing the lever, the presentation of the cue light, internal expectation of drug delivery, or the delivery of the drug. Thus, alcohol and drug self-administration procedures will need to be adapted such that behavioral events are spaced sufficiently to resolve slow calcium events, and allow for readily interpretable results. This can be achieved by statically spacing the stimuli throughout the entire task; however, separating actions or cues from outcomes can also make task acquisition slow and increase attrition rates (Beylin et al., 2001 ). An alternative approach would be to include "probe" trials in which the events are probabilistically dissociated in time.
Practical concerns
When using in vivo GECI imaging to determine neuronal activity related to behavioral events, as with any in vivo recording, it is of the utmost importance that the events of interest are timestamped accurately within the neural data. The most common approach for timestamping behavioral events is to use transistor-transistor logic (TTL) as a means of communication between the behavioral apparatus and the imaging system. TTL signals typically consist of a binary voltage output from the behavioral apparatus; for example, when a lever is pressed the output will change from 0 V to 5 V. The most common method for transmitting TTL signals is a Bayonet Neill-Concelman (BNC) connector, which is a coaxial cable hookup featured in most behavioral systems. By connecting a BNC cable from the behavioral apparatus to the imaging system, changes in voltage can be recorded; during analysis, the times at which these changes in voltage occur can be associated with a specific frame in the imaging data. In operant self-administration studies, a typical analysis would involve quantifying the neural signal just prior to the lever press (baseline window), and after the time of the lever press (event window) to create a peri-stimulus time histogram (discussed in the Data visualization and quantification Section, above). By examining the neural activity over many of these events, it can be statistically determined whether there is a reliable neural response associated with the lever press. Similarly, by using TTL signals to communicate between the behavioral and imaging systems, the imaging system can be turned on and off to assess activity during epochs of interest over long behavioral tasks where continuous recording may not be practical (discussed in the Task design Section, above). While most behavioral and imaging systems have BNC outputs/inputs and the necessary software for this type of use, it is prudent to inquire whether a particular system has these features when determining which systems to use. Further, any system will have a finite number of BNC connections, which should also be taken into consideration if the behavioral tasks of interest have many different events that each need to be timestamped in the neural data.
As with any approach that requires the animal to be tethered, care should be taken to habituate the animal to the experimental conditions. The additional weight on the animal's head, as well as the torque produced by the connected wire or optic fiber, can make movement difficult, especially if the task requires the animal to fit its head into a port to collect a reward, as is typical for alcohol selfadministration studies. This is exacerbated by the fact that many of the currently available head-mounted microscope and photometry systems have not yet been integrated with a eletrical or optic fiber rotary joint (a device that allows the wire or patch cable to rotate with the movement of the animal, typically referred to as a 'commutator'), which can result in tangling of the tether. In addition to habituating animals to moving with a tether attached, it is also important that the animals be habituated to being handled by the experimenter and connected to the patch cable or microscope. This requires that the animal be briefly restrained, which can be a salient stressor and which may alter alcohol-drinking or drugtaking behaviors (Chester, de Paula Barrenha, DeMaria, & Finegan, 2006; Lynch, Kushner, Rawleigh, Fiszdon, & Carroll, 1999) . Finally, many behavioral apparatuses use infrared beams arrays to assess the movement of the animal, such as to determine when the animal enters the reward port as indicated by a beam break. These beams may be detected by the imaging system resulting in artefactual signals; thus, alternative approaches may be required to record the behavioral activity of the animal. For example, electrical lickometers can be used to determine when the animal is consuming alcohol (Dole, Ho, & Gentry, 1983; Robinson & McCool, 2015; Spector, Andrews-Labenski, & Letterio, 1990) , and video tracking can be used to assess general locomotion (Aguiar, Mendonca, & Galhardo, 2007; Spink, Tegelenbosch, Buma, & Noldus, 2001 ). Similarly, care should be taken to ensure that changes in ambient light are not detected by the imaging sensor (e.g., when the animal is crossing sides in a light-dark box, or if a house light cue is used).
Technique and platform selection
As discussed in the Utility of in vivo calcium imaging Section, careful consideration should be given when determining whether GECI imaging is the most appropriate technique for an experimental question. If this determination is made, experimenters must then choose between the many available options for achieving in vivo GECI imaging. The pros and cons of each broad category of imaging techniques are discussed in the Approaches to calcium imaging Section, but within each of these categories there are also many options regarding specifics of the setup, and where to source the equipment (for in-depth review of choosing an optimal imaging approach, see Yang & Yuste, 2017) .
When selecting an imaging approach for examining circuit activity in addiction models, the first criterion that should be considered is the behavioral task that will be utilized. For example, if the task requires that animals are freely moving, two-photon imaging can be eliminated from the list of options (but see Helmchen et al., 2001 Helmchen et al., , 2013 . If the task requires animals to be tethered to a fluid delivery system for intravenous selfadministration, a wireless imaging system would be particularly attractive. The density of the population as well as expected heterogeneity of activity within the population of interest should also be considered. For particularly sparse populations, or ones where the cells are likely to have homogeneous activity profiles, fiber photometry may be the most practical approach. Additionally, for long behavioral tasks or tasks in a restricted space such as an operant box, a system that is compatible with a commutator would be advantageous, as tangling of the wire/patch cable is likely in these situations. It should also be noted that while GRIN lenses have allowed for optical access to the deep regions of the rodent brain, the difficulty of obtaining quality recordings dramatically increases with the length of the lens. When imaging with cellularresolution through a GRIN lens, lower yields and greater movement artifacts should be expected in deeper regions; in contrast, for approaches that collect GECI fluorescence through an optic fiber, depth has little impact on recording quality, and thus may be best for deep-brain areas, especially in rats where some regions are at depths close to the length of the longest currently available GRIN lenses.
Data storage should also be taken into consideration. Using systems with cellular-resolution, it is not uncommon to generate hundreds of gigabytes, or more, of video in a single day of data collection. In contrast, for approaches that do not record an image, such as fiber photometry, hours of recording can be stored with just a few hundred megabytes or less. Big data sets can be costly in terms of processing power and time. Similarly, a major consideration for technique selection is the amount of custom programming that may be needed to analyze big data sets. Many platforms do include software that can preclude the need for custom analysis pipelines. Data downsampling, video motion correction, spatial filtering, and trimming/cropping are functions that can easily be achieved with freely available software (Kaifosh et al., 2014; Pnevmatikakis & Giovannucci, 2017; Schneider, Rasband, & Eliceiri, 2012) , and are also often included in analysis packages that are included with commercially sourced imaging systems. However, the standards for analyzing GECI imaging data are rapidly changing, and there is great variability in the experimental questions that are being addressed with these techniques, making it difficult for software packages to meet everyone's needs. Currently, data analysis for any of the GECI imaging approaches discussed here will require custom programming in most, if not all, cases. The complexity of these analyses will vary widely depending on the approach used. Even a simple analysis such as event detection (determining the time at which transients occur) will often require customization, because the characteristics of a calcium transient can vary greatly depending on the GECI, population of interest, and imaging system. Further, when using approaches with cellular resolution, such as head-mounted microendoscopes, extraction of activity traces from background noise can be highly complex and computationally demanding. There are freely available scripts for this purpose (Inan, Erdogdu, & Schnitzer, 2017; Keemink et al., 2018; Levin-Schwartz, Sparta, Cheer, & Adali, 2017; Prada et al., 2018; Zhou et al., 2018) , but again, due to the wide variations in data obtained from different regions, indicators, and imaging systems, these often require extensive optimization on an experimentby-experiment basis. Bulk fluorescence approaches (e.g., fiber photometry) are likely the best option in cases where relatively little need for custom programming is an attractive feature.
While there are far too many options and variables to provide an exhaustive list of recommendations, researchers that have not yet attempted GECI imaging can optimize their technique and platform selection by first carefully outlining the experimental questions that they hope to address. With this information in hand, researchers can weigh the usefulness of the many options available. While examining the literature and communicating with vendors will provide a great deal of information, the greatest resource available for technique selection is others in the field that have experience with these platforms. Open communication between investigators, and sharing of knowledge and expertise is essential for avoiding common pitfalls in platform selection, data acquisition, and data analysis.
Conclusions
In summary, while the utility of calcium imaging for visualizing neuronal activity has been well described for several decades, its widespread use for in vivo deep-brain imaging to address questions in motivational neuroscience is still in its relative infancy. In the addiction field, this powerful tool has only just begun to be leveraged. As highlighted in this review, many questions remain regarding how best to implement and interpret this approach for investigating the neurobiology of addiction. Nonetheless, the rapid expansion in the accessibility and feasibility of calcium imaging will undoubtedly give rise to invaluable insights into the neurobiology of addiction. While the utility of calcium imaging cannot be overstated, it is imperative that the caveats and limitations are considered and communicated such that optimal experimental design, data analysis, presentation, and interpretation can be achieved with continuity across studies.
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