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SUMS OF RANDOM POLYNOMIALS WITH INDEPENDENT
ROOTS
SEAN O’ROURKE AND TULASI RAM REDDY
Abstract. We consider the zeros of the sum of independent random polyno-
mials as their degrees tend to infinity. Namely, let p and q be two independent
random polynomials of degree n, whose roots are chosen independently from
the probability measures µ and ν in the complex plane, respectively. We com-
pute the limiting distribution for the zeros of the sum p + q as n tends to
infinity. The limiting distribution can be described by its logarithmic poten-
tial, which we show is the pointwise maximum of the logarithmic potentials
of µ and ν. More generally, we consider the sum of m independent degree n
random polynomials when m is fixed and n tends to infinity. Our results can
be viewed as describing a version of the free additive convolution from free
probability theory for zeros of polynomials.
1. Introduction
Let p and q be monic polynomials in a single complex variable. This paper is
concerned with the following natural question.
Question 1.1. Given the individual roots of p and q, what are the roots of p+ q?
There has been considerable interest in the location of zeros of linear combi-
nations of polynomials; we refer the reader to [4, 5, 9, 10, 12, 18, 23, 27, 29, 30]
and references therein. The goal of this note is to address a probabilistic version
of Question 1.1. We focus on the model where p and q are independent random
polynomials of the same degree, with roots chosen independently from the prob-
ability measures µ and ν in the complex plane, respectively. Models of random
polynomials with independent roots have been studied (mostly in relation to their
critical points) in [3, 6, 8, 14, 15, 16, 20, 24] and references therein.
1.1. Main results. Let P(C) be the set of probability measures on C with compact
support. The logarithmic potential Uµ of µ ∈ P(C) is the function Uµ : C →
[−∞,+∞) defined for all z ∈ C by
Uµ(z) :=
∫
C
log |z − w| dµ(w).
Let λ denote Lebesgue measure on C. For a measure µ ∈ P(C), we let supp(µ) ⊂
C denote the support of µ.
Key words and phrases. random polynomials, logarithmic potential, zeros of sums of polyno-
mials, anti-concentration.
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Definition 1.2. Let K ⊂ C be nonempty. We say µ ∈ P(C) is supported on a
circle centered in K if there exist r ≥ 0 and z ∈ K so that
supp(µ) ⊂ {w ∈ C : |w − z| = r}.
If not, we say µ is not supported on a circle centered in K. If µ is supported on a
circle centered in C, we simply say µ is supported on a circle, and when µ is not
supported on a circle centered in C, we say µ is not supported on a circle.
For our main results, we will be interested in probability measures which are
not supported on circles. For instance, if µ ∈ P(C) is absolutely continuous with
respect to the Lebesgue measure λ, then µ is not supported on a circle.
Let C∞c (C) denote the set of all smooth functions ϕ : C → C with compact
support. Our main result is the following.
Theorem 1.3. Let µ, ν ∈ P(C), and assume µ is not supported on a circle. For
each n ≥ 1, define the degree n polynomials
pn(z) :=
n∏
i=1
(z −Xi), qn(z) :=
n∏
i=1
(z − Yi),
where X1, Y1, X2, Y2, . . . are independent random variables so that Xi has distribu-
tion µ and Yi has distribution ν for each i ≥ 1. Then there exists a (deterministic)
Radon measure ρ on C so that, for any smooth and compactly supported function
ϕ : C→ C,
1
n
n∑
i=1
ϕ(z
(n)
i ) −→
∫
C
ϕdρ
in probability as n → ∞, where z(n)1 , . . . , z(n)n are the zeros of the sum pn + qn.
Here, ρ depends only on µ and ν and is uniquely defined by the condition that∫
C
ϕdρ =
1
2pi
∫
C
∆ϕ(z) (max {Uµ(z), Uν(z)}) dλ(z) for all ϕ ∈ C∞c (C). (1)
Remark 1.4. Condition (1), which uniquely defines the measure ρ, can be succinctly
written as
ρ =
1
2pi
∆U
where U(z) := max{Uµ(z), Uν(z)} for each z ∈ C and where the Laplacian is
interpreted in the distributional sense (see Section 3.7 in [19]).
Remark 1.5. The conclusion of Theorem 1.3 fails to hold for some deterministic
polynomials. For instance, consider the case when pn(z) := z
n−bn2 c(zb
n
2 c − 1)
and qn(z) := z
n−bn2 c(zb
n
2 c + 1). The empirical distributions for the zeros of both
pn and qn converge to a probability measure which is a mixture of the uniform
measure on the unit circle and a point mass at the origin, where as the zeros of
pn(z) + qn(z) = 2z
n are all located at the origin.
We emphasize that Theorem 1.3 only requires µ to not be supported on a circle; ν
may be an arbitrary compactly supported probability measure on C. For technical
simplicity, we have focused on measures with compact support, but we anticipate
that our main results should also hold for more general probability measures.
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Figure 1. A numerical simulation of Example 1.6. The red circles
represent the roots of the individual polynomials (uniform on the
unit disks centered at 1 and −1, respectively), each having degree
n = 100, and the blue crosses are the zeros of the sum.
Example 1.6. Suppose µ is the uniform probability measure on the unit disk in
the complex plane centered at 1, and let ν be the uniform probability measure on
the unit disk centered at −1. Then for every z ∈ C,
Uµ(z) =
{
log |z − 1|, if |z − 1| > 1,
1
2 (|z − 1|2 − 1), if |z − 1| ≤ 1,
and
Uν(z) =
{
log |z + 1|, if |z + 1| > 1,
1
2 (|z + 1|2 − 1), if |z + 1| ≤ 1,
see for instance [22]. It follows that
U(z) := max{Uµ(z), Uν(z)} =
{
log |z − 1|, if Re(z) ≤ 0,
log |z + 1|, if Re(z) > 0.
In this case, an integration by parts argument shows that
1
2pi
∫
C
∆ϕ(z)U(z)dλ(z) =
1
pi
∫
R
ϕ(iy)
1
1 + y2
dy
for any ϕ ∈ C∞c (C). Thus, (1) shows that ρ is the probability measure supported
on the imaginary axis having the Cauchy distribution. In this setting Theorem 1.3
implies that, for any smooth and compactly supported function ϕ : C→ C,
1
n
n∑
i=1
ϕ(z
(n)
i ) −→
1
pi
∫
R
ϕ(iy)
1
1 + y2
dy
in probability as n → ∞. A numerical simulation of this example is presented in
Figure 1.
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Remark 1.7. In the above example one may replace the measures µ and ν by arbi-
trary radial probability measures centered at 1 and −1 respectively and contained
in their respective half planes. The resulting measure would still be the stan-
dard Cauchy measure on the imaginary axis. A particular case is given by point
masses at 1 and −1. Then the corresponding sequences of polynomials are given
by {(z − 1)n}n≥1 and {(z + 1)n}n≥1. The zero set of the sum (z − 1)n + (z + 1)n
is
{
−i cot
(
(2k+1)pi
2n
)
: 1 ≤ k ≤ n
}
. Notice that the zeros are purely imaginary and
the frequency on any interval is approximated by the standard Cauchy distribution
on the imaginary axis.
Remark 1.8. Let µ := αλ1 + (1− α)λ2 and ν := αλ1 + (1− α)λ3, where 0 ≤ α ≤ 1
and λ1, λ2, λ3 are probability measures on C not supported on a circle. Then
max{Uµ, Uν} is computed to be αUλ1 + (1 − α) max{Uλ2 , Uλ3}. Therefore, the
resultant measure ρ from Theorem 1.3 is given by αλ1+(1−α) 12pi∆ max{Uλ2 , Uλ3}
(see Theorem 3.7.4 in [19]). This result aligns with the case when the polynomials
pn and qn have bnαc common factors, and the empirical distribution of common
roots converges to λ1.
We generalize Theorem 1.3 in two ways. First, we consider the sum of more than
two polynomials, and second, we consider more general probability measures.
Assumption 1.9. Let K ⊂ C be compact. We say µ, ν ∈ P(C) satisfy Assumption
1.9 on K if there exists a finite constant C > 0 so that
λ
({
z ∈ K : |Uµ(z)− Uν(z)| ≤ log
2 n√
n
})
≤ C
log3 n
(2)
for all n > C.
Intuitively, (2) requires that µ and ν be distinct so that their corresponding
logarithmic potentials differ on a large enough subset of K.
Theorem 1.10. Let m ≥ 2 be a fixed integer, and assume µ1, . . . , µm ∈ P(C). Let
ϕ : C→ C be a smooth function with compact support (denoted supp(ϕ)). Assume
one of the following conditions:
(1) For each 1 ≤ k ≤ m−1, the measure µk is not supported on a circle centered
in supp(ϕ).
(2) For each 1 ≤ k < l ≤ m, the measures µk, µl satisfy Assumption 1.9 on
supp(ϕ).
Let {Xi,k : 1 ≤ k ≤ m, i ≥ 1} be a collection of independent random variables so
that Xi,k has distribution µk for each i ≥ 1. For each n ≥ 1, define the degree n
polynomials
pn,k(z) :=
n∏
i=1
(z −Xi,k), 1 ≤ k ≤ m.
Then there exists a (deterministic) Radon measure ρ on C so that
1
n
n∑
i=1
ϕ(z
(n)
i ) −→
∫
C
ϕdρ
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in probability as n → ∞, where z(n)1 , . . . , z(n)n are the zeros of the sum
∑m
k=1 pn,k.
Here, ρ depends only on µ1, . . . , µm and is uniquely determined by the identity
ρ =
1
2pi
∆U,
where U(z) := max1≤k≤m Uµk(z) for each z ∈ C and where the Laplacian is inter-
preted in the distributional sense (see Remark 1.4).
Theorem 1.10 can also be applied to measures supported on circles, as the fol-
lowing examples illustrate. Let B(z, r) := {w ∈ C : |z − w| < r} be the open disk
of radius r > 0 centered at z ∈ C.
Example 1.11. Take m = 2, and let µ (= µ1) be the uniform probability measure
on the circle of radius one centered at the origin and ν (= µ2) be the uniform
probability measure on the circle of radius r > 1 centered at the origin. Then
Theorem 1.10 can be used to show that for any compactly supported and smooth
function ϕ : C→ C, one has
1
n
n∑
i=1
ϕ(z
(n)
i ) −→
∫
ϕdν (3)
in probability as n→∞. To see this, take ε := r−1100 and note that if the compact set
K ⊂ C is outside of B(0, 1 + ε), then µ is not supported on a circle centered in K.
Thus, Theorem 1.10 implies that (3) holds for any ϕ ∈ C∞c (C) supported outside
of B(0, 1 + ε). Here, we have exploited the fact that max{Uµ(z), Uν(z)} = Uν(z)
for all z ∈ C and 12pi∆Uν = ν (see Theorem 3.7.4 in [19]). In particular, by taking
ϕ to be an approximate indicator function, one deduces that
#
{
1 ≤ i ≤ n : z(n)i ∈ B(0, 1 + 3ε)
}
n
−→ 0
in probability as n → ∞, where #S denotes the cardinality of the set S. Thus, if
ϕ : C→ C is an arbitrary smooth and compactly supported function, then
1
n
n∑
i=1
ϕ(z
(n)
i )−
1
n
n∑
i=1
ϕ(z
(n)
i )χ(z
(n)
i ) −→ 0
in probability, where χ : C→ C is a smooth approximation of an indicator function
which takes the value 0 inside B(0, 1 + ε) and which is one outside of B(0, 1 + 2ε).
One can now utilize the previous convergence result for ϕ supported outside of
B(0, 1 + ε) to obtain the desired result. A numerical simulation of this example is
presented in Figure 2.
Remark 1.12. A deterministic version of the above example can be seen by look-
ing at the zeros of the polynomial sum (zn − 1) + (zn − 2n), which are given by(
2n+1
2
) 1
n wk for 1 ≤ k ≤ n, where w1, . . . , wn are the n-th roots of unity. There-
fore, the empirical distribution of zeros converges to the uniform distribution on
the circle of radius 2 centered at the origin.
Example 1.13. Take m = 2, and let µ (= µ1) and ν (= µ2) to be the uniform
probability measures on the sets {±1} and {±i}, respectively. Then Uµ and Uν are
computed to be 12 log |z2− 1| and 12 log |z2 + 1|. In this case, µ and ν are supported
on circles, so Theorem 1.3 does not apply. However, µ and ν satisfy Assumption
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Figure 2. A numerical simulation of Example 1.11 with r = 2.
The red circles represent the roots of the individual polynomials
(uniform on the circles centered at the origin with radii 1 and 2,
respectively), each having degree n = 100, and the blue crosses are
the zeros of the sum.
1.9 on supp(ϕ) for any nonzero ϕ ∈ C∞c (C), hence Theorem 1.10 is applicable.
Let z = x + iy. Following the computations in Example 1.6, we see the resulting
measure ρ is supported on the set Re(z2) = 0 or, equivalently, on the lines x+y = 0
and x−y = 0. Moreover, it can be shown that the resulting measure is a mixture of
distributions supported on these lines having density obtained by taking the square
root of the absolute value of a Cauchy random variable after scaling by a factor of
2. Notice, the tail behavior for the density of the resulting measure decays as d−3
on either of the lines as d tends to infinity, where d is the distance from the origin.
A numerical simulation of this example is presented in Figure 3. Using a similar
approach one may construct resulting measures ρ whose densities have tails that
decay as d−2k−1 for any natural number k as d tends to infinity.
1.2. Comparison to free probability theory. When X and Y are independent
real-valued random variables with distributions µX and µY , the distribution of
X + Y is described by the convolution µX ∗µY . A natural way to describe the dis-
tribution µX ∗µY is to use characteristic functions since the characteristic function
of µX ∗ µY factors as the product of characteristic functions of µX and µY .
Free probability theory is concerned with non-commutative random variables.
The free analogue of the classical convolution is the free additive convolution of
µX and µY , denoted µX  µY , which describes the distribution of X + Y when
X and Y are freely independent non-commutative random variables. The free
additive convolution was introduced by Voiculescu in [28] and later extended in
[2, 11]. Instead of characteristic functions, the free additive convolution µX  µY
is naturally described using the R-transform. Indeed, the R-transform of µX  µY
can be written as the sum of R-transforms for µX and µY .
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Figure 3. A numerical simulation of Example 1.13. The red cir-
cles represent the roots of the individual polynomials (uniform on
the sets {±1} and {±i}, respectively), each having degree n = 100,
and the blue crosses are the zeros of the sum.
The free additive convolution is especially useful in random matrix theory as it
can be used to describe the limiting eigenvalue distribution of the sum of indepen-
dent random matrices [13]. The results in this paper focus on random polynomials
rather than random matrices. In this way our results (Theorems 1.3 and 1.10) can
be viewed as describing a version of the additive convolution from free probabil-
ity theory for zeros of random polynomials. The logarithmic potential appears to
play the same role as the R-transform in free probability theory and the charac-
teristic function in classical probability theory. Our main results show that the
pointwise maximum of the logarithmic potentials is used in the same way as the
sum of R-transforms is used in free probability theory to describe the free additive
convolution.
1.3. Notation. Throughout the paper, we use asymptotic notation (such asO, o,)
under the assumption that n → ∞. We write X = O(Y ), Y = Ω(X), X  Y ,
or Y  X to denote the bound |X| ≤ CY for some constant C > 0 independent
of n and all n > C. If the constant C depends on a parameter, e.g., C = Ck,
we indicate this with subscripts, e.g., X = Ok(Y ). We allow the constant C to
depend on the measures in question (such as µ, ν or µ1, . . . , µm) without denoting
this dependence. We use X = o(Y ) if |X| ≤ cnY for some cn that converges to
zero as n tends to infinity.
For z ∈ C and r > 0, we define
B(z, r) := {w ∈ C : |z − w| < r}
to be the open disk of radius r centered at z, and take B(r) := B(0, r).
Let P(C) be the set of probability measures on C with compact support. For a
measure µ ∈ P(C), we let supp(µ) ⊂ C denote the support of µ. λ denotes Lebesgue
measure on C. Let C∞c (C) denote the set of all smooth functions ϕ : C → C with
compact support, and let suppϕ ⊂ C denote the support of ϕ.
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1.4. Overview of the proofs and outline of the paper. The proofs of our
main results are based on the following theorem.
Theorem 1.14. Let m ≥ 2 be a fixed integer, and assume µ1, . . . , µm ∈ P(C).
Let {Xi,k : 1 ≤ k ≤ m, i ≥ 1} be a collection of independent random variables so
that Xi,k has distribution µk for each i ≥ 1. For each n ≥ 1, define the degree n
polynomials
pn,k(z) :=
n∏
i=1
(z −Xi,k), 1 ≤ k ≤ m.
Let ϕ : C→ C be a smooth and compactly supported function, and assume that
P
⋃
k 6=l
{
1
2
≤
∣∣∣∣pn,k(Z)pn,l(Z)
∣∣∣∣ ≤ 2}
 = Oϕ( 1
log3 n
)
, (4)
where Z is a random variable, uniformly distributed on the support of ϕ, indepen-
dent of Xi,k, 1 ≤ k ≤ m, i ≥ 1. Then
1
n
n∑
i=1
ϕ(z
(n)
i ) −→
1
2pi
∫
C
∆ϕ(z)
(
max
1≤k≤m
Uµk(z)
)
dλ(z)
in probability as n→∞, where z(n)1 , . . . , z(n)n are the zeros of the sum
∑m
k=1 pn,k.
The proof of Theorem 1.14 is presented in Section 2. We use Theorem 1.14 to
prove our main results in Section 3, where the main task is showing that condition
(4) follows from the assumptions of Theorems 1.3 and 1.10. To identify the limiting
measure, we will utilize the following result.
Lemma 1.15. Let m ≥ 1 be a fixed integer, and take µ1, . . . , µm ∈ P(C). Then
there exists a unique (deterministic) Radon measure ρ on C so that∫
C
ϕdρ =
1
2pi
∫
C
∆ϕ(z)
(
max
1≤k≤m
Uµk(z)
)
dλ(z) for all ϕ ∈ C∞c (C). (5)
In addition, (5) uniquely defines ρ.
Proof. The lemma follows from classical results on subharmonic functions and po-
tential theory (see [1, 19]); we sketch the details below. Since Uµ1 , . . . , Uµm are
all subharmonic on C (see for instance Theorem 3.1.2 in [19]), it is easy to verify
that the pointwise maximum is also subharmonic on C. By standard results for
subharmonic functions (see Section 3.7 in [19] or Section 4.3 in [1]), there exists a
unique Radon measure ρ on C that satisfies (5). The fact that (5) uniquely defines
ρ follows from the Riesz representation theorem (see Section 3.7 in [19] or Section
4.3 in [1]). 
Acknowledgements. We are grateful to Noah Williams, Arjun Ramani, and Eo-
jin Lee for discussions and assistance with the numerical simulations and figures in
the paper. T.R. Reddy is grateful to M. Krishnapur for the initial discussions on
this problem and for the initial formulation of the solution. T.R. Reddy is grateful
to M. Sodin for sending his article [23] on value distributions of rational functions.
T. R. Reddy is also grateful to S. O’Rourke for the hospitality during his visit to
CU Boulder and NYUAD GPPO for supporting the travel.
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2. Proof of Theorem 1.14
2.1. Preliminary results. We begin with some auxiliary results which we will
need for the proof of Theorem 1.14.
Lemma 2.1. Suppose µ ∈ P(C). Then for each compact set K ⊂ C, there exists
a finite constant C > 0 (depending only on µ and K) so that∫
K
U2µ(z) dλ(z) ≤
∫
K
∫
C
log2 |z − w| dµ(w) dλ(z) ≤ C.
Proof. By Jensen’s inequality and Fubini’s theorem,∫
K
U2µ(z) dλ(z) ≤
∫
K
∫
C
log2 |z − w| dµ(w) dλ(z)
=
∫
supp(µ)
∫
K
log2 |z − w| dλ(z) dµ(w),
where supp(µ) denotes the support of µ. Since the function
w 7→
∫
K
log2 |z − w| dλ(z) (6)
is continuous (see Lemma A.1), it follows that the function in (6) is bounded on
compact sets. The claim now follows as µ is compactly supported. 
Lemma 2.2. Under the assumptions of Theorem 1.14 and for any compact set
K ⊂ C,
sup
1≤k≤m
1
n2
∫
K
log2 |pn,k(z)| dλ(z) = OK(1) (7)
and
1
n2
∫
K
log2
(
max
1≤k≤m
|pn,k(z)|
)
dλ(z) = OK,m(1) (8)
with probability 1.
Proof. We begin by establishing (7). By the Cauchy–Schwarz inequality,
log2 |pn,k(z)| =
(
n∑
i=1
log |z −Xi,k|
)2
≤ n
n∑
i=1
log2 |z −Xi,k|,
and hence
1
n2
∫
K
log2 |pn,k(z)| dλ(z) ≤ 1
n
n∑
i=1
∫
K
log2 |z −Xi,k| dλ(z)
≤ sup
w∈supp(µk)
∫
K
log2 |z − w| dλ(z)
with probability 1. We conclude that
sup
1≤k≤m
1
n2
∫
K
log2 |pn,k(z)| dλ(z) ≤ sup
w∈K′
∫
K
log2 |z − w| dλ(z),
where K ′ := ∪mk=1 supp(µk). The claim now follows since the function in (6) is
bounded on compact sets (see Lemma A.1) and µ1, . . . , µm are compactly sup-
ported.
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The bound in (8) follows from (7) and the trivial bound
log2
(
max
1≤k≤m
ak
)
≤
m∑
k=1
log2 ak,
valid for all a1, . . . , am > 0. 
Lemma 2.3. Under the assumptions of Theorem 1.14, there exists a finite constant
C > 0 (depending only on µ1, . . . , µm and m) so that, with probability 1, all the
roots of
∑m
k=1 pn,k are contained in the disk B(Cn
m−1).
Proof. Since µ1, . . . , µm have compact support, there exists a finite constant M > 0
so that supp(µk) ∈ B(M) for 1 ≤ k ≤ m. This implies that Xi,k ∈ B(M) with
probability 1 for all i ≥ 1 and every 1 ≤ k ≤ m. The claim now follows from Lemma
A.3, which is a consequence of a deterministic bound due to Walsh [29]. 
Lemma 2.4. Under the assumptions of Theorem 1.14 and for any M > 0,
1
n2
∫
B(M)
log2
∣∣∣∣∣
m∑
k=1
pn,k(z)
∣∣∣∣∣ dλ(z) = OM,m(log2 n)
with probability 1.
Proof. Recall that z
(n)
1 , . . . , z
(n)
n are the roots of
∑m
k=1 pn,k(z). Since
m∑
k=1
pn,k(z) = m
n∏
i=1
(z − z(n)i ),
it follows from the Cauchy–Schwarz inequality that
log2
∣∣∣∣∣
m∑
k=1
pn,k(z)
∣∣∣∣∣ =
(
n∑
i=1
log |z − z(n)i |+ logm
)2
≤ (n+ 1)
(
n∑
i=1
log2 |z − z(n)i |+ log2m
)
.
We deduce that, with probability 1,
1
n2
∫
B(M)
log2
∣∣∣∣∣
m∑
k=1
pn,k(z)
∣∣∣∣∣ dλ(z) ≤ 2n
n∑
i=1
∫
B(M)
log2 |z − z(n)i | dλ(z) + oM (1)
≤ 2 sup
w∈B(Cnm−1)
∫
B(M)
log2 |z − w| dλ(z) + oM (1),
where in the last step we applied Lemma 2.3. The conclusion now follows from the
fact that
sup
w∈B(Cnm−1)
∫
B(M)
log2 |z − w| dλ(z) = OM,m(log2 n),
which can be deduced by considering the cases w ∈ B(2M) and w ∈ B(Cnm−1) \
B(2M) separately. 
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2.2. A reduction. In this section, we simplify the proof of Theorem 1.14 by ex-
ploiting the following result.
Lemma 2.5. Let m ≥ 1 be a fixed integer, and assume µ1, . . . , µm ∈ P(C). Let
{Xi,k : 1 ≤ k ≤ m, i ≥ 1} be a collection of independent random variables so
that Xi,k has distribution µk for each i ≥ 1. For each n ≥ 1, define the degree n
polynomials
pn,k(z) :=
n∏
i=1
(z −Xi,k), 1 ≤ k ≤ m.
If ϕ : C→ C is a smooth and compactly supported function, then
1
n
∫
C
∆ϕ(z) log
(
max
1≤k≤m
|pn,k(z)|
)
dλ(z) −→
∫
C
∆ϕ(z)
(
max
1≤k≤m
Uµk(z)
)
dλ(z)
almost surely as n→∞.
The proof of Lemma 2.5 is based on the following dominated convergence result
due to Tao and Vu [25].
Lemma 2.6 (Dominated convergence; Lemma 3.1 from [25]). Let (X, ρ) be a finite
measure space. For integers n ≥ 1, let fn : X → R be random functions which are
jointly measurable with respect to X and the underlying probability space. Assume
that:
(1) (uniform integrability) there exists δ > 0 such that
∫
X
|fn(x)|1+δ dρ(x) is
bounded in probability (resp., almost surely);
(2) (pointwise convergence) for ρ-almost ever x ∈ X, fn(x) converges in prob-
ability (resp., almost surely) to zero.
Then
∫
X
fn(x) dρ(x) converges in probability (resp., almost surely) to zero.
Proof of Lemma 2.5. We will prove the lemma by applying Lemma 2.6 with
fn(z) := ∆ϕ(z)
(
1
n
log
(
max
1≤k≤m
|pn,k(z)|
)
− max
1≤k≤m
Uµk(z)
)
.
Assuming ϕ is supported on B(M) for M > 0 sufficiently large, it will suffice to
consider the finite measure space B(M) with the Lebesgue measure λ when applying
Lemma 2.6.
First observe that since log |·| is locally integrable on C, Fubini’s theorem implies
that Uµ1 , . . . , Uµm are finite Lebesgue almost everywhere. Thus, by the law of large
numbers, for Lebesgue almost every z ∈ C,
1
n
log |pn,k(z)| = 1
n
n∑
i=1
log |z −Xi,k| −→ Uµk(z)
almost surely as n→∞ for 1 ≤ k ≤ m. It follows that, for Lebesgue almost every
z ∈ C, fn(z)→ 0 almost surely as n→∞.
In view of Lemma 2.6 it remains to show that
1
n2
∫
B(M)
|∆ϕ(z)|2 log2
(
max
1≤k≤m
|pn,k(z)|
)
dλ(z)
and ∫
B(M)
|∆ϕ(z)|2
(
max
1≤k≤m
U2µk(z)
)
dλ(z)
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are bounded almost surely. Since ϕ is smooth and compactly supported, ∆ϕ can
be bounded in L∞-norm. Therefore, it suffices to show that
1
n2
∫
B(M)
log2
(
max
1≤k≤m
|pn,k(z)|
)
dλ(z) (9)
and ∫
B(M)
max
1≤k≤m
U2µk(z) dλ(z) (10)
are bounded almost surely. A bound for (9) follows from Lemma 2.2. The bound
for (10) can be deduced from Lemma 2.1. 
In view of Lemma 2.5, in order to prove Theorem 1.14, it suffices to show that
1
n
n∑
i=1
ϕ(z
(n)
i )−
1
2pin
∫
C
∆ϕ(z) log
(
max
1≤k≤m
|pn,k(z)|
)
dλ(z) −→ 0
in probability as n → ∞, where z(n)1 , . . . , z(n)n are the zeros of the sum
∑m
k=1 pn,k.
We now exploit the following formula (see, for instance, Section 2.4.1 from [7]), that
for any smooth and compactly supported function ϕ : C→ C,
n∑
i=1
ϕ(z
(n)
i ) =
1
2pi
∫
C
∆ϕ(z) log
∣∣∣∣∣
m∑
k=1
pn,k(z)
∣∣∣∣∣ dλ(z).
Therefore, in order to complete the proof of Theorem 1.14, it suffices to establish
the following asymptotic result.
Lemma 2.7. Under the assumptions of Theorem 1.14,
1
n
∫
C
∆ϕ(z) log
∣∣∣∣∣
m∑
k=1
pn,k(z)
∣∣∣∣∣ dλ(z)− 1n
∫
C
∆ϕ(z) log
(
max
1≤k≤m
|pn,k(z)|
)
dλ(z) −→ 0
in probability as n→∞.
The rest of this section is devoted to the proof of Lemma 2.7.
2.3. Proof of Lemma 2.7. The following lemma will justify the comparison of
the logarithm of the sum with the logarithm of the maximum in Lemma 2.7.
Lemma 2.8. Let Z be a random variable, uniformly distributed on the support
of ϕ, independent of Xi,k, 1 ≤ k ≤ m, i ≥ 1. Then, under the assumptions of
Theorem 1.14,
1
n
log
∣∣∣∣∣
m∑
k=1
pn,k(Z)
∣∣∣∣∣ = 1n log
(
max
1≤k≤m
|pn,k(Z)|
)
+Om
(
1
n
)
with probability 1−Oϕ((log n)−3).
We delay the proof of Lemma 2.8 until Section 2.4. We now turn to the proof of
Lemma 2.7 which is based on the following Monte Carlo sampling result from [26].
Lemma 2.9 (Monte Carlo sampling lemma; Lemma 6.1 from [26]). Let (X, ρ) be
a probability space, and let F : X → C be a square integrable function. Let l ≥ 1,
let Z1, . . . , Zl be drawn independently at random from X with distribution ρ, and
let S be the empirical average
S :=
1
l
(F (Z1) + · · ·+ F (Zl)).
SUMS OF RANDOM POLYNOMIALS WITH INDEPENDENT ROOTS 13
Then, for any δ > 0, one has the bound∣∣∣∣S − ∫
X
F dρ
∣∣∣∣ ≤ 1√lδ
(∫
X
∣∣∣∣F − ∫
X
F dρ
∣∣∣∣2 dρ
)1/2
with probability at least 1− δ.
Proof of Lemma 2.7. Let
Fn(z) :=
1
n
∆ϕ(z)
[
log
∣∣∣∣∣
m∑
k=1
pn,k(z)
∣∣∣∣∣− log
(
max
1≤k≤m
|pn,k(z)|
)]
.
Take K := suppϕ, and choose M > 0 sufficiently large so that K ⊂ B(M). Our
goal is to show that ∫
K
Fn(z) dλ(z) −→ 0
in probability as n→∞. To do so we will apply the Monte Carlo sampling lemma
(Lemma 2.9) to Fn with ρ being the uniform probability distribution on K.
We first note that∫
C
|Fn|2 dρ = 1
λ(K)
∫
K
|Fn(z)|2 dλ(z)
K 1
n2
‖∆ϕ‖2∞
∫
B(M)
(
log2
∣∣∣∣∣
m∑
k=1
pn,k(z)
∣∣∣∣∣+ log2
(
max
1≤k≤m
|pn,k(z)|
))
dλ(z),
where ‖∆ϕ‖∞ denotes the L∞-norm of ∆ϕ. The integral can be bounded using
Lemmas 2.2 and 2.4 to obtain∫
C
|Fn|2 dρ = Om,ϕ(log2 n) (11)
with probability 1. We are now in a position to apply the Monte Carlo sampling
lemma. Take l := d(log n)5/2e. Let Z1, . . . , Zl be independent and identically
distributed (iid) random variables with distribution ρ (i.e., Z1, . . . , Zl are uniformly
distributed on K), δ := (log n)−1/4, and
Sn :=
1
l
l∑
j=1
Fn(Zj).
Then Lemma 2.9 and (11) imply that∣∣∣∣Sn − 1λ(K)
∫
K
Fn(z) dλ(z)
∣∣∣∣ = Om,ϕ((log n)−1/8)
with probability at least 1− (log n)−1/4. We conclude that
Sn − 1
λ(K)
∫
K
Fn(z) dλ(z) −→ 0
in probability as n → ∞. Thus, it remains to show that Sn → 0 in probability.
However this follows from Lemma 2.8. Indeed, Lemma 2.8 and the union bound
give
sup
1≤j≤l
|Fn(Zj)| = Om,ϕ
(
1
n
)
with probability 1−Oϕ((log n)−1/2). This immediately implies that the empirical
average Sn converges to zero in probability as n→∞. 
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2.4. Proof of Lemma 2.8. We conclude this section with the proof of Lemma
2.8.
Proof of Lemma 2.8. Define the event
Ω :=
⋃
k 6=l
{
1
2
≤
∣∣∣∣pn,k(Z)pn,l(Z)
∣∣∣∣ ≤ 2} ,
which appears on the left-hand side of (4). Since Z is continuously distributed,
independent of pn,k, with probability 1, pn,k(Z) 6= 0 for 1 ≤ k ≤ m; this implies
that Ω is well-defined except on events which hold with probability zero, which we
safely ignore for the remainder of the proof.
In view of assumption (4), it suffices to prove the result on Ωc. Let pi : {1, . . . ,m} →
{1, . . . ,m} be a (random) bijection which orders the values |pn,k(Z)| in decreasing
order:
|pn,pi(1)(Z)| ≥ |pn,pi(2)(Z)| ≥ · · · ≥ |pn,pi(m)(Z)|.
(pi will in general depend on Z and Xi,k, 1 ≤ k ≤ m, 1 ≤ i ≤ n.) By construction,
max1≤k≤m |pn,k(Z)| = |pn,pi(1)(Z)|.
On Ωc, it follows that
|pn,pi(j)(Z)| ≥ 2|pn,pi(j+1)(Z)|
for 1 ≤ j ≤ m− 1, which implies that∣∣∣∣pn,pi(j)(Z)pn,pi(1)(Z)
∣∣∣∣ ≤ (12
)j−1
, 1 ≤ j ≤ m. (12)
We conclude that, on Ωc,
1
n
log
∣∣∣∣∣
m∑
k=1
pn,k(Z)
∣∣∣∣∣ = 1n log |pn,pi(1)(Z)|+ 1n log
∣∣∣∣∣∣1 +
m∑
j=2
pn,pi(j)(Z)
pn,pi(1)(Z)
∣∣∣∣∣∣
=
1
n
log
(
max
1≤k≤m
|pn,k(Z)|
)
+Om
(
1
n
)
,
where the error term is controlled using (12). The proof of the lemma is complete.

3. Proof of main results
In this section, we prove Theorems 1.3 and 1.10 using Theorem 1.14. The key to
both proofs is guaranteeing that the assumptions in those theorems imply condition
(4), which is the purpose of the next two lemmas.
Lemma 3.1. Let K ⊂ C be a compact set with positive Lebesgue measure. Let
µ, ν ∈ P(C), and assume µ is not supported on a circle centered in K. For each
n ≥ 1, define the degree n polynomials
pn(z) :=
n∏
i=1
(z −Xi), qn(z) :=
n∏
i=1
(z − Yi),
where X1, Y1, X2, Y2, . . . are independent random variables so that Xi has distribu-
tion µ and Yi has distribution ν for each i ≥ 1. Then
P
(
1
2
≤
∣∣∣∣pn(Z)qn(Z)
∣∣∣∣ ≤ 2) = OK ( 1√n
)
,
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where Z is a random variable, uniformly distributed on K, independent of X1, Y1,
X2, Y2, . . ..
Lemma 3.2. Let K ⊂ C be a compact set with positive Lebesgue measure. Let
µ, ν ∈ P(C), and assume µ, ν satisfy Assumption 1.9 on K. For each n ≥ 1, define
the degree n polynomials
pn(z) :=
n∏
i=1
(z −Xi), qn(z) :=
n∏
i=1
(z − Yi),
where X1, Y1, X2, Y2, . . . are independent random variables so that Xi has distribu-
tion µ and Yi has distribution ν for each i ≥ 1. Then
P
(
1
2
≤
∣∣∣∣pn(Z)qn(Z)
∣∣∣∣ ≤ 2) = OK ( 1log3 n
)
, (13)
where Z is a random variable, uniformly distributed on K, independent of X1, Y1, X2, Y2, . . ..
Combining Theorem 1.14 and Lemma 1.15 with Lemmas 3.1 and 3.2 completes
the proof of Theorems 1.3 and 1.10. The rest of this section is devoted to the proofs
of Lemmas 3.1 and 3.2.
3.1. Proof of Lemma 3.1. We will need the following definitions and results in
order to prove Lemma 3.1.
Definition 3.3 (Small ball probabilities). Let ξ be a real-valued random variable.
The Le´vy concentration function of ξ is defined as
L(ξ, t) := sup
u∈R
P(|ξ − u| ≤ t)
for all t ≥ 0.
The Le´vy concentration function bounds the small ball probabilities for ξ, which
are the probabilities that ξ falls in an interval of length 2t on the real line. We will
also exploit the following inequality due to Rogozin [21] (see also Theorem 2.15 in
[17]).
Theorem 3.4 (Kolmogorov–Rogozin inequality, [21]). Let ξ1, . . . , ξn be indepen-
dent real-valued random variables, and let t1, . . . , tn be some positive real numbers.
Then for any t ≥ maxj tj we have
L
 n∑
j=1
ξj , t
 ≤ Ct
 n∑
j=1
(1− L(ξj , tj))t2j
−1/2 ,
where C > 0 is an absolute constant.
The last ingredient in the proof of Lemma 3.1 is the following.
Proposition 3.5. Let K ⊂ C be compact. Assume µ ∈ P(C), and let X be a
random variable with distribution µ. If µ is not supported on a circle centered in
K, then there exist p0, ε0 ∈ (0, 1/4) such that
sup
r≥0
P
(
re−ε0 ≤ |X − z| ≤ reε0) ≤ 1− p0 (14)
for all z ∈ K.
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Proof. Suppose K is nonempty as the claim is trivial otherwise. Since K and the
support of µ are bounded, there exists M > 0 so that
P(re−ε0 ≤ |X − z| ≤ reε0) = 0
for any r ≥ M , every z ∈ K and every choice of ε0 ∈ (0, 1/4). It thus suffices to
show that there exist ε0, p0 ∈ (0, 1/4) such that
sup
0≤r≤M
P(re−ε0 ≤ |X − z| ≤ reε0) ≤ 1− p0
for all z ∈ K.
Suppose to the contrary that there exists rn ∈ [0,M ] and zn ∈ K so that
P(rne−1/n ≤ |X − zn| ≤ rne1/n) > 1− 1/n
for all n > 4. By compactness (and by passing to subsequences), we may assume
that rn → r ∈ [0,M ] and zn → z ∈ K. Let ε > 0. Then
|rne−1/n − r| < ε, |rne1/n − r| < ε, |z − zn| < ε
for all sufficiently large n. Thus, we find
1− 1/n < P(rne−1/n ≤ |X − zn| ≤ rne1/n)
≤ P(r − ε ≤ |X − zn| ≤ r + ε)
≤ P(r − 2ε ≤ |X − z| ≤ r + 2ε)
since
||X − zn| − |X − z|| ≤ |z − zn| < ε
for any value of X by the reverse triangle inequality. Taking n→∞, we conclude
that
P(r − 2ε ≤ |X − z| ≤ r + 2ε) = 1.
Since ε > 0 was arbitrary, we take ε→ 0 and use continuity of measure to deduce
that P(|X − z| = r) = 1. This implies that µ is supported on the circle {w ∈ C :
|w − z| = r}, a contradiction. 
Proof of Lemma 3.1. Define the event
Ω :=
{
1
2
≤
∣∣∣∣pn(Z)qn(Z)
∣∣∣∣ ≤ 2} .
Since Z is continuously distributed, independent of pn, qn, with probability 1, Z
avoids the atoms of µ and ν (which are at most countable). In other words, with
probability 1, pn(Z) 6= 0 and qn(Z) 6= 0; this implies that Ω is well-defined except
on events which hold with probability zero, which we safely ignore for the remainder
of the proof.
By taking logarithms, we find
P(Ω) = P (|log |pn(Z)| − log |qn(Z)|| ≤ log(2)) .
By conditioning on Z to not be an atom of µ or ν, it suffices to show that
sup
z∈K′
P (|log |pn(z)| − log |qn(z)|| ≤ log(2)) = OK(n−1/2),
where K ′ is the set K with the atoms of µ and ν removed. Lastly, by conditioning
on qn (which is independent of pn), it suffices to show that
sup
z∈K′
L(log |pn(z)|, log(2)) = OK(n−1/2). (15)
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To bound the left-hand side of (15) we will apply Theorem 3.4 since log |pn(z)| =∑n
i=1 log |Xi − z| is the sum of iid random variables. To this end, we will need to
show the existence of ε0, po ∈ (0, 1/4) so that
L(log |X1 − z|, ε0) ≤ 1− p0
for all z ∈ K ′. Observe that for any u ∈ R and any z ∈ K ′
P(| log |X1 − z| − u| ≤ ε0) = P(eu−ε0 ≤ |X1 − z| ≤ eu+ε0).
It thus suffices to show that there exist ε0, p0 ∈ (0, 1/4) so that
sup
r≥0
P(re−ε0 ≤ |X1 − z| ≤ reε0) ≤ 1− p0
for all z ∈ K. The existence of such values of ε0 and p0 follows from Proposition
3.5. Applying Theorem 3.4, we conclude that
sup
z∈K′
L(log |pn(z)|, log(2)) ≤ C
ε0
√
npo
,
where C > 0 is an absolute constant. This establishes (15), and the proof is
complete. 
3.2. Proof of Lemma 3.2. The proof of Lemma 3.2 is based on the following
concentration inequality.
Lemma 3.6 (Concentration inequality). Under the assumptions of Lemma 3.2,
there exists a finite constant C > 0 (depending only on K,µ and ν) such that
P
(∣∣∣∣ 1n log |pn(Z)| − Uµ(Z)
∣∣∣∣ ≥ t) ≤ Cnt2 (16)
and
P
(∣∣∣∣ 1n log |qn(Z)| − Uν(Z)
∣∣∣∣ ≥ t) ≤ Cnt2 (17)
for every t > 0.
Proof. We only prove (16) as the proof of (17) is identical. The proof is based on
a second moment bound. Indeed, by Markov’s inequality,
P
(∣∣∣∣ 1n log |pn(Z)| − Uµ(Z)
∣∣∣∣ ≥ t) ≤ 1t2E
∣∣∣∣ 1n log |pn(Z)| − Uµ(Z)
∣∣∣∣2 ,
and so it suffices to show that
E
∣∣∣∣ 1n log |pn(Z)| − Uµ(Z)
∣∣∣∣2 = 1n2E
∣∣∣∣∣
n∑
i=1
(log |Z −Xi| − Uµ(Z))
∣∣∣∣∣
2
≤ C
n
. (18)
Observe that E [log |Z −Xi| | Z] = Uµ(Z) almost surely and E log |Z − Xi| =
EUµ(Z). The last expectation is finite due to Lemma 2.1. It follows that the terms
in the sum
n∑
i=1
(log |Z −Xi| − Uµ(Z))
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have mean zero. The terms in this sum are also uncorrelated as can be seen by
applying the law of iterated expectations:
E [(log |Z −Xi| − Uµ(Z))(log |Z −Xj | − Uµ(Z))]
= E [E [(log |Z −Xi| − Uµ(Z))(log |Z −Xj | − Uµ(Z)) | Z]]
= E [E [log |Z −Xi| − Uµ(Z) | Z]E [log |Z −Xj | − Uµ(Z) | Z]]
= 0
for i 6= j. Therefore, we conclude that
E
∣∣∣∣∣
n∑
i=1
(log |Z −Xi| − Uµ(Z))
∣∣∣∣∣
2
≤
n∑
i=1
E |log |Z −Xi| − Uµ(Z)|2
≤ 2n (E log2 |Z −X1|+ EU2µ(Z)) .
Both expectations on the right-hand side can be bounded by constants using Lemma
2.1 since
E log2 |Z −X1| = 1
λ(K)
∫
K
∫
C
log2 |z − w| dµ(w) dλ(z)
and
EU2µ(Z) =
1
λ(K)
∫
K
U2µ(z) dλ(z).
Combining the bounds above establishes (18), and the proof of the lemma is com-
plete. 
Proof of Lemma 3.2. In view of Lemma 3.6, the event
Ω :=
{∣∣∣∣ 1n log |pn(Z)| − Uµ(Z)
∣∣∣∣ ≤ log3/2 n√n
}⋂{∣∣∣∣ 1n log |qn(Z)| − Uν(Z)
∣∣∣∣ ≤ log3/2 n√n
}
.
holds with probability at least 1 − OK((log n)−3). Let E be the event on the left-
hand side of (13) whose probability we aim to bound. Then
P(E) ≤ P(E ∩ Ω) + P(Ωc) = P(E ∩ Ω) +OK((log n)−3),
and so it remains to show that P(E ∩ Ω) = OK((log n)−3).
On the event E , it follows that∣∣∣∣ 1n log |pn(Z)| − 1n log |qn(Z)|
∣∣∣∣ ≤ log 2n .
Hence, on the event E ∩ Ω, we obtain via the triangle inequality that
|Uµ(Z)− Uν(Z)|
≤
∣∣∣∣Uµ(Z)− 1n log |pn(Z)|
∣∣∣∣+ ∣∣∣∣ 1n log |pn(Z)| − 1n log |qn(Z)|
∣∣∣∣+ ∣∣∣∣ 1n log |qn(Z)| − Uν(Z)
∣∣∣∣
≤ 2 log
3/2 n√
n
+
log 2
n
≤ log
2 n√
n
for all sufficiently large n. In other words, we have shown that
P(E ∩ Ω) ≤ P
(
|Uµ(Z)− Uν(Z)| ≤ log
2 n√
n
)
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for every sufficiently large n. Since Z is uniformly distributed on K
P
(
|Uµ(Z)− Uν(Z)| ≤ log
2 n√
n
)
=
λ
({
z ∈ K : |Uµ(z)− Uν(z)| ≤ log
2 n√
n
})
λ(K)
= OK((log n)
−3)
by Assumption 1.9. We conclude that P(E ∩ Ω) = OK((log n)−3), and the proof is
complete. 
Appendix A. Deterministic tools
This section contains some useful lemmas we require throughout the paper. The
first is based on a fairly standard argument. Recall that λ denotes Lebesgue measure
on C.
Lemma A.1. Let K ⊂ C be a compact set, and let p ≥ 1 be an integer. Then the
function f : C→ R given by
f(z) :=
∫
K
logp |z − w| dλ(w)
is continuous.
Proof. Fix z ∈ C and let {zn} be a sequence of complex numbers converging to z.
It suffices to show that limn→∞ f(zn) = f(z).
Let δ > 0. We assume n is sufficiently large so that |zn − z| < δ/100. Then
|f(zn)− f(z)| ≤
∫
B(z,δ)
(|logp |zn − w||+ |logp |z − w||) dλ(w)
+
∫
K∩B(z,δ)c
|logp |zn − w| − logp |z − w|| dλ(w).
On K ∩B(z, δ)c the functions logp |zn−w| and logp |z−w| are uniformly bounded,
and so by the dominated convergence theorem,
lim
n→∞
∫
K∩B(z,δ)c
|logp |zn − w| − logp |z − w|| dλ(w) = 0.
The term ∫
B(z,δ)
(|logp |zn − w||+ |logp |z − w||) dλ(w)
can be made arbitrarily small (by taking δ sufficiently small) since the function
logp | · | is locally integrable. 
The following deterministic results control the magnitude of the zeros for the
sum of polynomials and are based on a bound due to Walsh [29]. Recall that B(r)
denotes the disk of radius r > 0 centered at the origin in the complex plane.
Lemma A.2. Let p and q be degree n polynomials, and assume that p is monic and
q has leading coefficient λ ≥ 1. If all the zeros of p and q are contained in B(M)
for some M > 0, then all the zeros of p + q are contained in the disk centered at
the origin of radius 2M/ sin(pi/n).
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Proof. We write p+q = p−(−λ) 1λq, and note that p and 1λq are monic polynomials.
Moreover, all the zeros of p and 1λq are contained in B(M) by supposition. The
claim now follows from a bound due to Walsh (see Theorem IV from [29] or Theorem
(17,2a) on page 77 of [12]), which (as a special case) guarantees that the roots of
p+ q are contained in the disk centered at the origin with radius
M + λ1/nM
λ1/n sin(pi/n)
≤ 2M
sin(pi/n)
.

Lemma A.3. Let p1, . . . , pm be degree n monic polynomials. If all the zeros of
p1, . . . , pm are contained in B(M) for some M > 0, then all the zeros of the sum∑m
k=1 pk are contained in the disk centered at the origin of radius
2m−1M
(sin(pi/n))m−1 .
Proof. We proceed by induction on m. If m = 2 the result follows from Lemma A.2.
Let m ≥ 3, and suppose the zeros of ∑m−1k=1 pk are contained in the disk centered
at the origin of radius 2
m−2M
(sin(pi/n))m−2 . By assumption the zeros of pm are contained
in
B(M) ⊂ B
(
2m−2M
(sin(pi/n))m−2
)
.
Thus, by Lemma A.2, the zeros of
∑m
k=1 pk =
∑m−1
k=1 pk + pm are contained in the
disk centered at the origin of radius 2
m−1M
(sin(pi/n))m−1 , and the proof is complete. 
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