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Abstract
We study how to compute the operator product expansion coefficients in the exact renormaliza-
tion group formalism. After discussing possible strategies, we consider some examples explicitly,
within the ǫ-expansions, for the Wilson-Fisher fixed points of the real scalar theory in d = 4 − ǫ
dimensions and the Lee-Yang model in d = 6− ǫ dimensions. Finally we discuss how our formalism
may be extended beyond perturbation theory.
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I. INTRODUCTION
The exact renormalization group (ERG) provides a framework to study the fundamen-
tal aspects of quantum field theories (QFT). For instance, it allows one to give a non-
perturbative definition of renormalizable theories [1] and to discuss the realization of sym-
metries at the quantum level [2]. On top of being a conceptual framework, ERG offers a
framework for practical computations. It has been used as a computational tool for the
universal quantities such as critical exponents in statistical field theory (see e.g. [3, 4]), and
also as an exploratory tool in a wide range of subjects including quantum gravity [5].
Besides ERG, the operator product expansion (OPE) offers important insights into non-
perturbative aspects of QFTs [6]. Let us denote composite operators as [Oa] and the product
of two composite operators as [OaOb]. OPE states the validity of
[Oa (x)Ob (y)] =
∑
c
Cabc (x− y)
[
Oc
(
x+ y
2
)]
(1)
inserted into any correlation functions for small |x − y|. The existence of OPE has been
proved perturbatively by Zimmermann [7] and plays a fundamental role in the study of
conformal field theories (CFTs). Since both ERG and OPE offer non-perturbative insights
into QFT, it is natural to study the relation between the two.
ERG was used to provide a perturbative proof of the existence of OPE [8–13], but little
effort had been made to explore OPE within ERG beyond perturbation theory. In [14] a
non-perturbative definition of operator products was given, and simple examples of OPE
were constructed in the Wilson action framework. Recently, composite operators have been
constructed explicitly in the ERG formalism to make contact with various physical observ-
ables [2, 15–22].
In the present work we construct explicit examples of OPEs within the effective aver-
age action (EAA) framework [23]. We identify two possible strategies to compute OPEs
via ERG. One is based on the construction of operator products and their expansions in
composite operators, and the other is based on the computation of three-point functions
for theories with conformal invariance. We study explicit solutions of the ERG equations
perturbatively with the ǫ-expansions, and compare our results with those obtained via the
conformal bootstrap [24–28]. We also comment on how we may extend our strategies to
non-perturbative approximation schemes available within the ERG formalism.
2
The paper is organized as follows. In section II we define composite operators and their
products in the ERG formalism. We then consider the expansion of an operator product
in composite operators and outline two possible strategies for the calculation of such an
expansion. In section III we give technical remarks to explain how to construct operators
at the Wilson-Fisher fixed point. Discussions of a fixed point require fixing a momentum
cutoff, and we augment the technical outline given in section II where the momentum cutoff
flows. Section IV is a long technical section, where we construct some composite operators
explicitly and normalize them appropriately. In section V we apply the results obtained
above to extract OPE coefficients and discuss our findings. We summarize our results in
section VI and discuss the future perspectives.
II. OPERATOR PRODUCT EXPANSION IN THE ERG FORMALISM
A. Operator products in the ERG
We extend the usual ERG formalism by introducing external sources that couple to com-
posite operators so that the correlation functions of composite operators can be retrieved
directly from the Wilson action. In this paper we actually prefer to discuss the 1PI coun-
terpart of the Wilson action, known as the effective average action (EAA), so that we only
need to deal with the 1PI part of the correlation functions which are relevant to the short
distance singularities. A fully analogous construction applies to the Wilson action; see [14]
for example. For an overview regarding composite operators in the ERG formalism, we refer
the reader to [2, 14, 15, 29, 30].
Let us consider the following modified generating functional of connected correlation
functions:
Zk [J, ε] = e
Wk[J,ε]
≡ Z
∫
Dχ exp
[
−S [χ] +
∫
ddx J (x)χ (x)−
∫
ddx εi (x)Oi (x)−∆Sk [χ]
]
,
where S[χ] is the bare action, and we have introduced the sources J(x), εi(x) to the ele-
mentary field χ(x) and the composite operator Oi (x). The momentum k is an IR cutoff,
introduced via the IR cutoff action ∆Sk [χ] defined by
∆Sk [χ] ≡
∫
ddx
1
2
χRk
(−∂2)χ .
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The kernel Rk (−∂2) ≡ k2R (−∂2/k2) suppresses the integration over the low momentum
modes of χ.
The EAA is then defined by the Legendre transform of Wk [J, ε]:
Γk [ϕ, ε] + ∆Sk [ϕ] =
∫
ddx J (x)ϕ (x)−Wk [J, ε] ,
where
ϕ(x) =
δWk[J, ε]
δJ(x)
,
and no Legendre transform is performed over ε. A composite operator [Oa] (x) is defined by
[Oa] (x) ≡ δΓk [ϕ, ε]
δεa (x)
∣∣∣
ε=0
. (2)
This is motivated by its correspondence with δ
δε
Zk at fixed source J . As a functional of ϕ,
[Oa] (x) gives the 1PI part of the correlation functions
〈[Oa] (x)χ(x1) · · ·χ(xn)〉S
in the limit k → 0.
The product [OaOb] (x, y) of two operators [Oa] (x), [Ob] (y) is defined by
[OaOb] (x, y) ≡ − δ
2Γk [ϕ, ε]
δεa (x) δεb (y)
∣∣∣
ε=0
+
∫
z1,z2
δ2Γk[ϕ, ε]
δεb (x) δϕ (z1)
∣∣∣
ε=0
·Gk (z1, z2) · δ
2Γk[ϕ, ε]
δϕ (z2) δεb (y)
∣∣∣
ε=0
+
δΓk[ϕ, ε]
δεa (x)
∣∣∣
ε=0
δΓk[ϕ, ε]
δεb (y)
∣∣∣
ε=0
, (3)
where Gk (z1, z2) [ϕ] is the field dependent high-momentum propagator defined by∫
ddx
δ2Γk[ϕ, 0]
δϕ(z1)δϕ(x)
Gk (x, z2) +Rk
(−∂2z1)Gk (z1, z2) = δ(z1 − z2) . (4)
The product [OaOb] (x, y) can be represented diagrammatically as in Fig. 1 which is moti-
vated by its correspondence with δ
2
δεaδεb
Zk at fixed source J .
1 See also [16].
Both [Oa] and [OaOb] can be constructed from the associated ERG, as summarized below.
The EAA Γk [ϕ, ε] satisfies the ERG differential equation [23, 31–33]
∂tΓk [ϕ, ε] =
1
2
Tr
[(
Γ
(2)
k [ϕ, ε] +Rk
)−1
∂tRk
]
, (5)
1 The connected part of the product is given by
δ2
δεb (xb) δεa (xa)
∣∣∣
J
W = − δ
2Γ [ϕ, ε]
δεa (xa) δεb (xb)
+
∫
x,y
δ2Γ[ϕ, ε]
δεb (xb) δϕ (x)
Gk (x, y)
δ2Γ [ϕ, ε]
δϕ (y) δεa (xa)
,
where we have used
δ
δεc (xc)
∣∣∣
J
=
δ
δεc (xc)
∣∣∣
ϕ
−
∫
x,y
δ2Γ[ϕ, ε]
δεc (xc) δϕ (x)
G (x, y)
δ
δϕ (y)
.
4
FIG. 1. Diagrammatic representation of the full correlation function [OaOb] in the EAA formalism.
The black dots denote composite operators [Oa] , [Ob], i.e., the terms linear in the sources ε. The
black square is the quadratic term δ
2Γ
δεaδεb
∣∣∣
ε=0
.
where
∂t ≡ −k ∂
∂k
, (6)
and Γ
(2)
k [ϕ, ε] =
δ2Γk
δϕδϕ
is the Hessian of the EAA with respect to the average field. By
taking the functional derivative of Eq. (5) we can derive the flow equations for composite
operators and for the 1PI contributions to the operator products (3). More precisely, we
obtain [2, 29, 30]
∂t [Oa] (x) = −1
2
Tr
[(
Γ
(2)
k +Rk
)−1
[Oa](2) (x)
(
Γ
(2)
k +Rk
)−1
∂tRk
]
, (7)
where [Oa](2) = δ2δϕδϕ [Oa] is the Hessian of the composite operator. For the products, we
obtain
∂t
δ2Γk [ϕ, ε]
δεa (x) δεb (y)
∣∣∣
ε=0
= −1
2
Tr
[(
Γ
(2)
k +Rk
)−1 δ2Γ(2)k [ϕ, 0]
δεa (x) δεb (y)
(
Γ
(2)
k +Rk
)−1
∂tRk
]
(8)
+ Tr
[(
Γ
(2)
k +Rk
)−1 δΓ(2)k [ϕ, 0]
δεa (x)
(
Γ
(2)
k +Rk
)−1 δΓ(2)k [ϕ, 0]
δεb (y)
(
Γ
(2)
k +Rk
)−1
∂tRk
]
.
By solving Eqs. (7) and (8), we can construct the operator product [OaOb] as in (3).
B. Operator product expansion coefficients in the ERG formalism
The operator product expansion (1) and its connection to ERG has already been studied
in the literature [8–14]. The ERG framework provides a further perturbative proof of the
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existence of the OPE [8–13]. Actually, in the ERG formalism, the OPE (1) amounts to
expressing the operator product [OaOb] (x, y), given by (3), as an expansion in a basis of
composite operators, given by (2). Thanks to the built-in locality, it has been argued that
such an expansion is natural in the ERG formalism [14].
Let us emphasize that Eq. (1) is expected to hold along the entire RG trajectory. When
the theory is at criticality, however, we expect
〈
[Oa] (x) [Oa] (0)
〉
=
1
|x− y|2∆a (9)
to be valid at large distances if the operators are normalized properly. Then, the OPE
coefficients in (1) are given by
Cabc (x− y) = cabc|x− y|∆a+∆b−∆c , (10)
where ∆a is the scale dimension of the operator [Oa], and cabc is a numerical factor. We refer
to this numerical factor cabc as an OPE coefficient. Theories with conformal symmetry
are the IR limit of such critical theories, and the OPE coefficient cabc appears as the overall
coefficient of the three-point function
〈
[Oa] (x1) [Ob] (x2) [Oc] (x3)
〉
=
cabc
(x212)
d/2−νc (x223)
d/2−νa (x212)
d/2−νb
, (11)
where x2ij = |xi − xj |2, cabc is fully symmetric in its indices, and νa = 12 (d+∆a −∆b −∆c),
etc.
The main aim of this paper is to lay down a possible strategy for computing the OPE
coefficients cijk within the ERG framework. We can consider the following two possibilities.
A): Construct the full operator product [OaOb] first, and expand it in a basis of composite
operators [Oc].
B): Assuming conformal symmetry, extract the coefficient cabc directly from the three-point
function given by (11).
The strategy A) has been followed in [14] to provide simple examples around the Gaussian
fixed point. Although available in principle, this strategy is cumbersome in practice. Since
one usually works in momentum space, it is easier to construct the most singular (i.e.,
non-integrable) part of the OPE rather than the full (i.e., including the finite part) OPE.
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In this paper we will consider the approach B) in detail within the ERG formalism. We
will extract OPE coefficients from the associated three-point functions. We calculate in
momentum space rather than in coordinate space. In subsection IIC below we recall a few
basic features of conformal invariance in momentum space and explain the main points of
our recipe. As a side note, we point out that ERG is a very efficient framework to discuss
the presence of conformal invariance [34–40].
We apply the strategy outlined above to compute some examples of the OPE coefficients.
We solve the ERG differential equations perturbatively and express the results via the ǫ-
expansion. This allows us to compare our results with others that have been obtained in
the literature by means of the analytic conformal bootstrap approach [24–28]. In particular,
we will compute the coefficients “c112” and “c114” to the first order in ǫ for the critical Ising
model in d = 4 − ǫ dimensions, and the coefficient “c111” to the first order in
√
ǫ for the
critical Lee-Yang model in d = 6− ǫ dimensions. Our results agree with those obtained by
other approaches.
C. Operator product expansion coefficients in momentum space
Calculations in quantum field theory often rely on momentum space, where the loop
corrections are most easily expressed and computed. On the other hand, formulas regarding
OPE are often most naturally expressed in real (coordinate) space, especially in the case
of CFTs. In this subsection we briefly describe the connection between expressions in real
space and those in momentum space.
Conformal symmetry in momentum space has been analyzed in the literature in some
detail; see [41–48] and references therein. We only need a few very basic formulas, which
we review below (a few more technical details are provided in Appendix A). We refer the
interested reader to the literature given above for more details regarding the constraint
imposed by conformal symmetry in momentum space.
Let us consider a set of primary operators φi, normalized by the two-point functions
〈φi (x)φj (0)〉 = 1
x∆i+∆j
δij . (12)
In momentum space this normalization gives
〈φi (p)φi (q)〉 = (2π)dδ(p+ q) · πd/2
Γ
(
d
2
−∆i
)
Γ(∆i)
(
4
p2
) d
2
−∆i
, (13)
7
where we have used (A2) given in Appendix A.
The Fourier transform of the three-point function
〈φ1(x1)φ2(x2)φ3(x3)〉 = c123
(x212)
d/2−ν3(x223)
d/2−ν1(x212)
d/2−ν2
(14)
(the same as (11)) is given by a somewhat complicated expression either as a momentum
integral or via special functions. To avoid such complications, we consider the limit p1 ≫ p2,
where we find
〈φ1 (p1)φ2 (p2)φ3 (−p)〉 p1≫p2−→ (2π)dδ(p1 + p2 − p) · c123
pd+∆2−∆1−∆31 p
d−2∆2
2
× (4π)d 4− 12 (∆1+∆2+∆3)Γ
(
1
2
(d+∆2 −∆1 −∆3)
)
Γ
(
1
2
(∆1 +∆3 −∆2)
) Γ (d2 −∆2)
Γ (∆2)
. (15)
To extract the coefficient c123, it is enough to know this asymptotic behavior . We provide
a little more details of this formula in Appendix A.
III. WILSON-FISHER FIXED POINT
In this section we wish to discuss technicalities that are quite important for our calcu-
lations. In the main part of this paper we consider a real scalar theory at its criticality in
d = 4− ǫ dimensions. In doing so with ERG, we have two alternatives:
C): We start from a bare theory SB[χ] with a large but finite cutoff k0. We tune the bare
parameters to make the theory critical. We then construct the EAA Γk[ϕ, ε] whose k-
dependence is determined by ERG. In the limit k → 0, Γk becomes the 1PI generating
functional of the correlation functions. A conformal field theory is obtained as the
IR limit of the critical theory, i.e., we must look at the correlation functions for the
momenta much smaller than the bare cutoff k0.
D): We adopt the dimensionless convention by measuring all dimensionful quantities in ap-
propriate powers of the cutoff k. The resulting 1PI EAA Γ¯t[ϕ¯, ε¯] has a fixed cutoff
of order 1, and satisfies an ERG differential equation with the Gaussian and Wilson-
Fisher fixed-point solutions. Γ¯∗[ϕ¯, ε¯] at the Wilson-Fisher fixed point gives the corre-
lation functions of a conformal field theory, but only for the momenta much larger
than the fixed cutoff.[49]
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We prefer D) because it is easier to construct a fixed point than to tune a bare theory for
criticality. For completeness and the convenience of the reader, let us rewrite the relevant
ERG differential equations in the dimensionless convention.
We first introduce dimensionless fields by
ϕ¯(p) ≡ k d+22 ϕ(pk) , (16a)[O¯i] (p) ≡ kd−di [Oi] (pk) , (16b)
ε¯i(p) ≡ kdiεi(pk) , (16c)
where di is the scale dimension of [Oi] (x) =
∫
p
eipx [Oi] (p) in the coordinate space at the
Gaussian fixed point. It is sometimes called the engineering dimension.
We then define
Γ¯t[ϕ¯, ε¯] ≡ Γk[ϕ, ε] , (17)
where we have traded the momentum cutoff k for the logarithmic flow time t, given by (6).
The ERG differential equation for Γ¯t[ϕ¯, ε¯] is given by
∂tΓ¯t[ϕ¯, ε¯] =
∫
p
(
d+ 2
2
+ p · ∂p
)
ϕ¯(p) · δΓ¯t[ϕ¯, ε¯]
δϕ¯(p)
+
∫
p
(di + p · ∂p) ε¯i(p) · δΓ¯t[ϕ¯, ε¯]
δε¯i(p)
−
∫
p
(2− p · ∂p)R(p) · 1
2
Gt;p,−p[ϕ¯, ε¯] , (18)
where Gt;p,−q[ϕ¯, ε¯] is defined by∫
q
Gt;p,−q[ϕ¯, ε¯]
(
δ2Γ¯t[ϕ¯, ε¯]
δϕ¯(q)δϕ¯(−r) +R(q) (2π)
dδ(q − r)
)
= (2π)dδ(p− r) . (19)
The cutoff function R(q) is a fixed function.
We are interested in the ERG flow from the Gaussian fixed point to the Wilson-Fisher
fixed point. We parametrize the flow by g so that the Gaussian fixed point is at g = 0, and
the Wilson-Fisher fixed point is at g = g∗. We can then replace ∂t by
(ǫg + β(g))∂g
where ǫ is the scale dimension of g at g = 0. Accordingly, Γ¯(g)[ϕ¯] = Γ¯t[ϕ¯, 0] satisfies the
ERG equation
{(ǫg + β(g))∂g +∆ϕ¯} Γ¯(g)[ϕ¯] = −
∫
p
(2− p · ∂p)R(p) · 1
2
G(g)p,−p[ϕ¯] , (20)
9
where we define ∆ϕ¯ and G(g)p,−q[ϕ¯] by
∆ϕ¯ ≡
∫
p
(
−d+ 2
2
− p · ∂p
)
ϕ¯(p) · δ
δϕ¯(p)
, (21)
and ∫
q
G(g)p,−q[ϕ¯]
(
δ2Γ¯(g)[ϕ¯]
δϕ¯(q)δϕ¯(−r) +R(q) (2π)
dδ(q − r)
)
= (2π)dδ(p− r) . (22)
Actually, for the Wilson-Fisher fixed point to exist at g = g∗ = O(ǫ), we need to introduce
an anomalous dimension 1
2
η(g) = O(g2) of ϕ¯. Since we are only interested in the corrections
of order ǫ to the OPE coefficients, we can ignore it. In Appendix B we obtain β(g) to order
g2 to determine the fixed-point value
g∗ =
(4π)2
3
ǫ+O(ǫ2) . (23)
Similarly, differentiating (18) with respect to ǫ¯i, we obtain the ERG equation for
[O¯i] as
{(ǫg + β(g)) ∂g + d− di + p · ∂p +∆ϕ¯}
[O¯i] (p)−∑
j
γij(g)
[O¯j] (p)
=
∫
q
(2− q · ∂q)R(q) 1
2
∫
r,s
G(g)q,−r[ϕ¯]
δ2
[O¯i] (p)
δϕ¯(r)δϕ¯(s)
G(g)−s,−q[ϕ¯] . (24)
The mixing matrix γij(g) results from appropriate boundary conditions imposed at p = 0.
Differentiating (18) once more, we obtain the ERG equation for
Qij(p1, p2) ≡ − δ
2Γ¯(g)[ϕ¯, ε¯]
δε¯i(−p1)δε¯j(−p2)
∣∣∣
ε=0
(25)
as
{(ǫg + β(g))∂g + 2d− di − dj + p1 · ∂p1 + p2 · ∂p2 +∆ϕ¯}Qij(p1, p2)
−
∑
k
(
γik(g)Qkj(p1, p2) + γjk(g)Qik(p1, p2) + γij,k(g)
[O¯k] (p1 + p2))
=
∫
q
(2− q · ∂q)R(q)
∫
r,s
G(g)q,−r[ϕ¯]G(g)s,−q[ϕ¯]
×
(
1
2
δ2Qij(p1, p2)
δϕ¯(r)δϕ¯(−s) +
∫
u,v
δ2
[O¯i] (p1)
δϕ¯(r)δϕ¯(−u)G(g)u,−v[ϕ¯]
δ2
[O¯j] (p2)
δϕ¯(v)δϕ¯(−s)
)
, (26)
where the mixing γij,k(g) is due to appropriate boundary conditions imposed at p1 = p2 = 0.
2
We have thus given the defining ERG differential equations for Γ¯(g)[ϕ¯],
[O¯i] (g; p), and
Qij(g; p1, p2). We end this section by summarizing how to extract the two- and three-point
2 Eqs. (24) and (26) are derived by employing renormalized sources.
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functions out of these [49]. We first set g to the fixed-point value g∗ to go to the Wilson-
Fisher fixed point. To extract the two-point function of the elementary scalar field, we
expand
Γ¯(g∗)[ϕ¯] =
1
2
∫
p1,p2
ϕ¯(p1)ϕ¯(p2) (2π)
dδ(p1 + p2) Γ¯
(2)(p1) + · · · (27)
in powers of fields. For p≫ 1, we obtain the two-point function as
〈ϕ¯(p)ϕ¯(q)〉 = 1
Γ¯(2)(p)
(2π)dδ(p+ q) . (28)
Similarly, the field independent part of
[O¯iO¯j] (g∗; p1, p2) = [O¯iO¯j](0) (p1) (2π)dδ(p1 + p2) + · · · (29)
gives, for p1, p2 ≫ 1, the two-point function as
〈O¯i(p1)O¯j(p2)〉 = [O¯iO¯j](0) (p1) (2π)dδ(p1 + p2) . (30)
Finally, the part quadratic in fields of
[O¯i] (g∗; p) = 1
2
∫
p1,p2
ϕ¯(p1)ϕ¯(p2) (2π)
dδ(p1 + p2 − p)
[O¯i](2) (p1, p2) + · · · (31)
gives, for p1, p2 ≫ 1, the three-point function as
〈
ϕ¯(−p1)ϕ¯(−p2)O¯i(p)
〉
=
[O¯i](2) (p1, p2) 1
Γ¯(2)(p1)Γ¯(2)(p2)
(2π)dδ(p1 + p2 − p) (32)
for Z2-invariant operators
[O¯i]. This equation needs to be modified as (115) if the fixed
point has no Z2 invariance.
In the remaining part of the paper we work only in the dimensionless convention. Hence,
we omit the bars above the symbols altogether.
IV. SCALING OPERATORS FROM ERG
In this section we construct explicitly scaling composite operators φi at the Wilson-Fisher
fixed point in d = 4− ǫ dimensions by solving the ERG. Composite operators are solutions
of (24), which we write again as
(p · ∂p +∆ϕ) [Oi] (p) + (d δij −∆ij) [Oj ] (p)
=
1
2
∫
q
(2− q · ∂q)R(q)
∫
r,s
Gq,−r[Φ]G−q,−s[Φ]
δ2 [Oi] (p)
δϕ(r)δϕ(s)
, (33)
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where Gp,q[Φ] is defined by∫
q
Gp,q[Φ]
(
δ2Γ∗[ϕ]
δϕ(−q)δϕ(r) +R(q)(2π)
dδ(q − r)
)
= (2π)dδ(p− r) ,
and
∆ϕ ≡
∫
q
(
−d+ 2
2
− q · ∂q
)
ϕ(q) · δ
δϕ(q)
.
∆ij is the matrix of scale dimensions, and it is not diagonal in general:
∆ij = di δij + γij ,
where di is the engineering (mass) dimension of Oi in coordinate space, and γij is the mixing
matrix.
The scaling composite operators φi are suitable linear combinations of composite opera-
tors that diagonalize the mixing matrix ∆ij . The scaling operators [Φi] for the eigenvalue
∆i satisfy
(p · ∂p + d−∆i +∆ϕ) [Φi] (p)
=
1
2
∫
q
(2− q · ∂q)R(q)
∫
r,s
Gq,−r[ϕ]G−q,−s[ϕ]
δ2 [Φi] (p)
δϕ(r)δϕ(s)
. (34)
We can then introduce a normalization constant Ni so that φi ≡ Ni [Φi] satisfies the normal-
ization (12). Note that the coefficient Ni depends on the space dimension d, and therefore
on ǫ. Possibly, the simplest example along this line is given by the field φ1 ≡ N1ϕ, which
we describe in section IVA.
Of course, before solving the ERG for the composite operators and their products, we
need to solve the ERG equation to obtain Γ∗[ϕ] at the fixed point. In this work we use
perturbation theory to solve the ERG explicitly. Since solving for Γ∗ [ϕ] is not the main
focus of this paper, we give the first order derivation of Γ∗[ϕ] in Appendix B. For the
present purposes, it suffices to say that the EAA parametrized by g is expressed as
Γ(g)[ϕ] =
1
2
∫
p
ϕ(p)ϕ(−p)v(2)(g; p)
+
1
4!
∫
p1,··· ,p4
4∏
i=1
ϕ(pi) (2π)
dδ
(
4∑
i=1
pi − p
)
v(4)(g; p1, · · · , p4) , (35)
where
v(2)(g; p) = p2 + gv
(2)
1 , (36a)
v(4)(g; p1, · · · , p4) = g + g2v(4)2 (p1, · · · , p4) . (36b)
12
v
(2)
1 is a constant given by (B11), and the momentum dependent v
(4)
2 is given by (B15). The
Wilson-Fisher fixed point corresponds to g = g∗ =
(4π)2
3
ǫ up to order ǫ. We introduce the
high momentum propagator and its derivative by
h(p) ≡ 1
p2 +R(p)
, (37a)
f(p) ≡ (p · ∂p + 2)h(p) = (2− p · ∂p)R(p)
(p2 +R(p))2
. (37b)
Both R(p) and f(p) decay rapidly at p≫ 1. To second order in g the beta function is given
by
β(g) = β2 g
2 =
(
−3
∫
q
f(q)h(q)
)
g2 , (38)
where ∫
q
f(q)h(q) =
1
(4π)2
+O(ǫ) . (39)
Using this result, calculated in Appendix C, we obtain g∗ given in (23).
A. The scaling field φ1
To first order in g, we obtain
Γ(2)(g; p,−p) = p2 + gv(2)1 (40)
where
v
(2)
1 =
1
2− ǫ
∫
q
f(q) (41)
is a constant. As p→∞, we obtain
Γ(2)(g; p,−p) p→∞−→ p2 . (42)
Hence, to first order in g, the two-point function is the same as the Gaussian theory:
〈ϕ(p)ϕ(q)〉 = 1
p2
(2π)dδ(p+ q) . (43)
Taking the inverse Fourier transform, we obtain
〈ϕ(r)ϕ(0)〉 = 1N 21
1
rd−2
, (44)
where
1
N 21
≡ 1
4π
d
2
Γ
(
d− 2
2
)
. (45)
(See Appendix A.) Thus, φ1 = N1ϕ has the normalization of (12).
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B. The composite operator
[
ϕ2/2
]
In this subsection we construct the composite operator [ϕ2/2]. This satisfies the ERG
equation
{(ǫg + β(g))∂g + p · ∂p + 2 +∆ϕ}
[
1
2
ϕ2
]
(p) = γ2(g)
[
1
2
ϕ2
]
(p)
+
∫
q
(2− q · ∂q)R(q)1
2
∫
r,s
G(g)q,−rG(g)−s,−q
δ2
δϕ(r)δϕ(s)
[
1
2
ϕ2
]
(p) , (46)
where γ2(g) is the anomalous dimension. To solve this, we expand the operator in powers
of ϕ:[
1
2
ϕ2
]
(p) =
∞∑
n=0
1
(2n)!
∫
p1,··· ,p2n
2n∏
i=1
ϕ(pi) · (2π)dδ
(
2n∑
i=1
pi − p
)
c(2n)(g; p1, · · · , p2n) . (47)
We normalize the operator by the condition
c(2)(g; 0, 0) = 1 . (48)
This determines γ2(g). To order g, we only need the first two terms n = 0, 1. We expand
c(2)(g; p1, p2) = c
(2)
0 (p1, p2) + g c
(2)
1 (p1, p2) , (49a)
c(0)(g) = c
(0)
0 + g c
(0)
1 (49b)
γ2(g) = g γ2,1 . (49c)
1. Order g0
(48) gives
c
(2)
0 (p1, p2) = 1 , (50)
independent of momenta. For n = 0, the ERG equation gives
c
(0)
0 = −
1
2 − ǫ
1
2
∫
q
f(q) = v
(2)
1 . (51)
2. Order g1
For n = 1, the ERG equation gives(∑
i=1,2
pi · ∂pi + ǫ
)
c
(2)
1 (p1, p2) = γ2,1 −
∫
q
f(q)h(q + p) . (52)
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(48) gives
γ2,1 =
∫
q
f(q)h(q) = −1
3
β2
ǫ→0+−→ 1
(4π)2
. (53)
Hence, the equation becomes(∑
i=1,2
pi · ∂pi + ǫ
)
c
(2)
1 (p1, p2) = −
∫
q
f(q) (h(q + p)− h(q)) . (54)
This has no homogeneous solution analytic at p1 = p2 = 0. Hence, the solution is given
uniquely by
c
(2)
1 (p1, p2) = −F (p) , (55)
where we define
F (p) ≡ 1
2
∫
q
h(q) (h(q + p)− h(q)) . (56)
For n = 0, the ERG equation gives
(−2 + 2ǫ) c(0)1 = 0 . (57)
We have thus obtained[
1
2
ϕ2
]
(p) =
1
2
∫
p1,p2
ϕ(p1)ϕ(p2)δ(p1 + p2 − p) {1− gF (p)}
+ v
(2)
1 (2π)
dδ(p) . (58)
The anomalous dimension is
γ2(g∗) ≃ γ2,1g∗ = 1
3
ǫ+O(ǫ2) . (59)
C. The scaling field φ2
To determine the normalization
φ2(p) = N2
[
1
2
ϕ2
]
(p) , (60)
we need to compute the two-point function of
[
1
2
ϕ2
]
.
Let [
1
2
ϕ2
1
2
ϕ2
]
(p, q) =
[
1
2
ϕ2
]
(p)
[
1
2
ϕ2
]
(q)
+
∫
r,s
δ
δϕ(r)
[
1
2
ϕ2
]
(p) ·G(g)−r,−s[ϕ] · δ
δϕ(s)
[
1
2
ϕ2
]
(q) +Q22(g; p, q) . (61)
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The 1PI part is determined by the ERG equation
{(ǫg + β(g))∂g + p · ∂p + q · ∂q + 4 +∆ϕ}Q22(g; p, q)
= 2γ2(g)Q22(g; p, q) + γ22,0(g)(2π)dδ(p+ q)
+
∫
r
(2− r · ∂r)R(r)
∫
s,t
G(g)r,sG(g)t,−r
(
1
2
δ2
δϕ(−s)δϕ(−t)Q22(g; p, q)
+
∫
u,v
δ2
δϕ(−s)δϕ(u)
[
1
2
ϕ2
]
(p)G(g)−u,v
δ2
δϕ(−v)δϕ(r)
[
1
2
ϕ2(q)
])
. (62)
We expand
Q22(g; p, q) =
∞∑
n=0
1
(2n)!
∫
p1,··· ,p2n
2n∏
i=1
ϕ(pi) (2π)
dδ
(
2n∑
i=1
pi − p− q
)
d(2n)(g; p, q; p1, · · · , p2n) .
(63)
The mixing γ22,0(g) is determined by the normalization condition
d(0)(g; 0, 0) = 0 . (64)
To first order in g, only d(0) and d(2) are non-vanishing. We expand
d(2)(g; p, q; p1, p2) = g d
(2)
1 (p, q; p1, p2) , (65a)
d(0)(g; p,−p) = d(0)0 (p,−p) + g d(0)1 (p,−p) , (65b)
γ22,1(g) = γ22,1;0 + g γ22,1;1 . (65c)
1. Order g0
The ERG equation is
(p · ∂p + ǫ) d(0)0 (p,−p) = γ22,0;0 +
∫
r
f(r)h(r + p) . (66)
(64) gives
γ22,0;0 = −
∫
r
f(r)h(r) =
1
3
β2 . (67)
Hence, we obtain
d
(0)
0 (p,−p) = F (p) . (68)
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2. Order g1
For n = 1, the ERG equation is
(
2∑
i=1
pi · ∂pi + p · ∂p + q · ∂q + 2 + ǫ
)
d
(2)
1 (p, q; p1, p2) (69)
= (−)
∫
q
(f(r)h(r + p)h(r + p+ q) + h(r)f(r + p)h(r + p+ q) + h(r)h(r + p)f(r + p+ q)) .
The solution, analytic at zero momenta, is given uniquely as
d
(2)
1 (p, q; p1, p2) = (−)
∫
r
h(r)h(r + p)h(r + p + q) . (70)
For n = 0, the ERG equation is
(p · ∂p + 2ǫ) d(0)1 (p,−p) = γ22,0;1 −
1
2
∫
q
f(q)
∫
r
h(r)2h(r + p)
− v(2)1
∫
r
(
2f(r)h(r)h(r + p) + h(r)2f(r + p)
)− 2 ∫
r
f(r)h(r + p)F (p) . (71)
(64) determines
γ22,0;1 = 2ǫv
(2)
1
∫
p
h(p)3 . (72)
The solution is
d
(0)
1 (p,−p) = −v(2)1
∫
r
h(r)2 (h(r + p)− h(r))− F (p)2 . (73)
Thus, we obtain
d(0)(g∗; p,−p) = F (p) + g∗
{
−v(2)1
∫
r
h(r)2 (h(r + p)− h(r))− F (p)2
}
. (74)
For large p, this gives the two-point function of
[
1
2
ϕ2
]
. The asymptotic behavior of F (p) for
large momentum is obtained in (C11). We then obtain the two-point function as
〈
ϕ2
2
(p)
ϕ2
2
(q)
〉
= (2π)dδ(p+ q)
(
Fasymp(p)− g∗Fasymp(p)2
)
= (2π)dδ(p+ q)
1
2(4π)2
[
− ln p
2
4
+ const
+ǫ
{
1
12
(
ln
p2
4
)2
+ ln
p2
4
· 1
6
(
γ − 2− ln π + 4
3
(4π)2β ′2(0)
)}]
. (75)
17
3. Normalization for φ2
We wish to determine the constant N2 so that φ2 = N2 [ϕ2/2] is normalized as in (12). We
expect N2 to differ from the value at the Gaussian fixed point at order ǫ, and we parametrize
it as
1
N 22
=
1
2
(
1
4π
d
2
Γ
(
d− 2
2
))2
(1 + A ǫ) . (76)
Since the scale dimension of φ2 (in coordinate space) is
∆2 = d− 2 + γ2(g∗) ≃ 2− 2
3
ǫ (77)
we expect, from (13),〈
1
2
ϕ2(p)
1
2
ϕ2(q)
〉
=
1
N 22
〈φ2(p)φ2(q)〉
= (2π)dδ(p+ q)
1
N 22
π
d
2
Γ
(
d
2
− 4 + 4
3
ǫ
)
Γ
(
2− 2
3
ǫ
) ( 4
p2
) d
2
−2+ 2
3
ǫ
= (2π)dδ(p+ q)
1
32
π−2+
ǫ
2
Γ
(
1− ǫ
2
)2
Γ
(
ǫ
6
)
Γ
(
2− 2
3
ǫ
) ( 4
p2
) ǫ
6
· (1 + A ǫ)
≃ (2π)dδ(p+ q) 1
2(4π)2
[
− ln p
2
4
+ const
+ǫ
{
1
12
(
ln
p2
4
)2
+ ln
p2
4
· 1
6
(−6A− 4− γ − 3 ln π)
}]
(78)
Comparing this with (75), we obtain
A = −1
3
(
1 + γ + ln π +
2
3
(4π)2β ′2(0)
)
. (79)
D. The composite operators
[
ϕ4/4!
]
and φ4
In this subsection we construct the composite operator [ϕ4/4!]. This satisfies the ERG
equation
{(ǫg + β(g))∂g + p · ∂p + ǫ+∆ϕ}
[
1
4!
ϕ4
]
(p) = γ4(g)
[
1
4!
ϕ4
]
(p)
+ γ4,φ∂2φ
[
ϕ∂2ϕ
]
(p) + γ4,∂2ϕ2/2(−p2)
[
1
2
ϕ2
]
(p)
+
∫
q
(2− q · ∂q)R(q) 1
2
∫
r,s
G(g)q,−rG(g)−s,−q
δ2
δϕ(r)δϕ(s)
[
1
4!
ϕ4
]
(p) , (80)
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where γ4(g) is the anomalous dimension. To solve this, we expand[
1
4!
ϕ4
]
(p) =
∞∑
n=0
1
(2n)!
∫
p1,··· ,p2n
2n∏
i=1
ϕ(pi) · (2π)dδ
(
2n∑
i=1
pi − p
)
c(2n)(g; p)1, · · · , p2n) . (81)
We normalize the operator by the condition
c(4)(g; 0, 0, 0, 0) = 1 . (82)
This determines γ4(g). The mixing is determined by the additional boundary conditions at
p1 = p2 = 0:
c2(g; p1, p2)− c2(g; 0, 0) = O(p4) . (83)
To order g, we only need the first three terms n = 0, 1, 2. We expand
c(4)(g; p1, · · · , p4) = c(4)0 + g c(4)1 (p1, · · · , p4) , (84a)
c(2)(g; p1, p2) = c
(2)
0 + g c
(2)
1 (p1, p2) , (84b)
c(0)(g) = c
(0)
0 + g c
(0)
1 , (84c)
γ4(g) = g γ4,1 . (84d)
We do not need to calculate c(0).
1. Order g0
For n = 2, (82) gives
c
(4)
0 = 1 . (85)
For n = 1, the ERG equation gives
c
(2)
0 = −
1
2 − ǫ
1
2
∫
q
f(q) = v
(2)
1 . (86)
2. Order g1
For n = 2, the ERG equation gives(
4∑
i=1
pi · ∂pi + ǫ
)
c
(4)
1 (p1, · · · , p4)
= γ4,1 −
∫
q
f(q) (h(q + p1 + p2) + h(q + p3 + p4) + (t-, u-channels)) . (87)
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The normalization condition (82) at pi = 0 requires
γ4,1 = 6
∫
q
f(q)h(q) = −2β2 . (88)
We then obtain
c
(4)
1 (p1, · · · , p4) = −F (p1 + p2)− F (p3 + p4)− (t-, u-channels) . (89)
For n = 1, the ERG equation gives(
2∑
i=1
pi · ∂pi + 2ǫ− 2
)
c
(2)
1 (p1, p2)
= −2β2v(2)1 + γ4,ϕ∂2ϕ(−)(p21 + p22) + γ4,∂2ϕ2/2(−p2)
− v(2)1
∫
q
f(q)h(q + p)− 1
2
∫
q
f(q) · F (p)
− v(2)1
∫
q
f(q)h(q)−
∫
q
f(q) (F (q + p1) + F (q + p2)) . (90)
The boundary conditions (83) at p1 = p2 = 0 demand
γ4,ϕ∂2ϕ = η2 , (91a)
γ4,∂2ϕ2/2 = −2ǫv(2)1
d
dp2
F (p = 0) , (91b)
where
η2 ≡ − d
dp2
∫
q
f(q)F (q + p)
∣∣∣
p=0
. (92)
The solution is given by
c
(2)
1 (p1, p2) = −v(2)1
(
F (p)− p2 d
dp2
F (p = 0)
)
−G(p1)−G(p2) . (93)
The function G(p) is defined by
(p · ∂p − 2 + 2ǫ)G(p) =
∫
q
f(q)F (q + p) + v
(2)
1
2
3
β2 + η2 p
2 , (94)
and the condition
d
dp2
G(p)
∣∣∣
p=0
= 0 . (95)
We have thus obtained[
1
4!
ϕ4
]
(p) =
1
4!
∫
p1,··· ,p4
4∏
i=1
ϕ(pi) (2π)
dδ
(
4∑
i=1
pi − p
)
(1− g (F (p1 + p2) + F (p3 + p4) + · · · ))
+
1
2
∫
p1,p2
ϕ(p1)ϕ(p2) (2π)
dδ(p1 + p2 − p)
×
{
v
(2)
1
(
1− g
(
F (p)− p2 d
dp2
F (0)
))
− g (G(p1) +G(p2))
}
. (96)
20
3. The normalization N4
Before discussing the normalization of the scaling operator φ4, let us recall that φ4 is
actually a linear combination of [ϕ4/4!] (x), ϕ∂2ϕ, and the total derivative ∂2ϕ2/2. The
operator ϕ∂2ϕ is an equation of motion operator whose correlation functions vanish at
separate points (the equation of motion operator contributes to correlation functions only
via delta functions). Hence, the mixing with ϕ∂2ϕ is totally harmless. Thus, the mixing with
the total derivative and the equation of motion operator can be neglected for our present
purposes.3
We determine the normalization factor N4 to the leading order in ǫ, i.e., O(ǫ0). Since c114
vanishes in the Gaussian theory, we have c114 ∼ ǫ, and the O(ǫ) correction to N4 is relevant
only for the OPE coefficient to higher orders. Therefore, we can take the Gaussian value of
N4 given in (A9):
1
N 24
=
1
4!
1
N 81
=
1
4!28π2d
Γ
(
d− 2
2
)4
. (97)
It is also possible to obtain this result directly in the ERG framework. The computation in
momentum space requires three-loop calculations, and we do not display it here.
V. OPE COEFFICIENTS FROM ERG
As mentioned in section IIB we will deduce the OPE coefficients from the three-point
functions of the associated operators. In this section we compute the coefficients c112 and
c114 to order ǫ at the Wilson-Fisher fixed point. The three-point functions involved are
respectively 〈φ1φ1φ2〉 and 〈φ1φ1φ4〉. We have already explained how to compute these within
the EAA formalism in section III.
3 Note that, since we are interested at the OPE coefficient at the Wilson-Fisher fixed point, we could solve
directly the fixed point equation for the scaling composite operators and their products. This leads to the
same final OPE coefficient but the calculations are somewhat more cumbersome.
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Using (32), we obtain
1
N 21N2
〈φ1 (−p1)φ1 (−p2)φ2 (p)〉 =
〈
ϕ (−p1)ϕ (−p2)
[
ϕ2
2
]
(p)
〉
.
=
1
p21p
2
2
[
1
2
ϕ2
](2)
(p1, p2) (2π)
dδ(p1 + p2 − p) , (98a)
1
N 21N4
〈φ1(−p1)φ1(−p2)φ4(p)〉 =
〈
ϕ(−p1)ϕ(−p2)
[
1
4!
ϕ4
]
(p)
〉
=
1
p21p
2
2
[
1
4!
ϕ4
](2)
(p1, p2) (2π)
dδ(p1 + p2 − p) , (98b)
where we have to take the momenta much larger than the fixed cutoff of order 1.
We now have all the ingredients to compute the three-point functions of the normalized
fields. In section IV we have determined the normalization constants Ni and the composite
operator vertex functions [O](2) entering (98).
To finally read off the OPE coefficient we compare the limit p1 ≫ p2 of (98) with the
expectation from CFT (15) with an unknown OPE coefficient c11i. It is interesting to note
that taking either one of p1 or p2 much larger than the other corresponds to taking an OPE
in the three-point function. For instance, if we take p1 ≫ p2 we are effectively taking the
short distance limit of the product φ1 (−p1)φi (p1 + p2). Of course, if one applies the same
reasoning to the case p2 ≫ p1 one can read off the same OPE coefficient. This is manifest
in our vertices since they are symmetric under p1 ↔ p2. Taking one of the momenta much
larger than the other corresponds to a short distance limit, and the comparison of the two
limits p1 ≫ p2 and p2 ≫ p1 reminds us of the bootstrap associativity requirements.
A. The OPE coefficient c112
We expand the OPE coefficient
c112 =
√
2 (1 +B ǫ) (99)
to first order in ǫ, where
√
2 is the value for the Gaussian theory. We compute B by compar-
ing the result obtained from the ERG with that expected from CFT. For completeness, we
also sketch an alternative method by constructing the operator product [φ1φ2] and expanding
it up to the operator φ1.
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1. From the three point function
Using a result (15) from CFT, we obtain
〈φ1(−p1)φ1(−p2)φ2(p)〉 p1≫p2−→ (2π)dδ(p− p1 − p2) c112
pd−∆21 p
2
2
× (4π)
d
4d−2+
1
2
∆2
Γ
(
1
2
(d−∆2)
)
Γ
(
1
2
∆2
)
Γ
(
1
2
(d− 2)) , (100)
where we have substituted the Gaussian value ∆1 =
1
2
(d − 2). Now, using the results from
section IV, i.e., ∆2 (77), N1 (45), and N2 (76, 79), we obtain〈
ϕ(−p1)ϕ(−p2)
[
1
2
ϕ2
]
(p)
〉
=
1
N 21N2
〈φ1(−p1)φ1(−p2)φ2(p)〉
p1≫p2−→ (1 +Bǫ)
(
1 +
1
2
Aǫ
)
Γ
(
1− ǫ
2
)
Γ
(
1− ǫ
6
)
Γ
(
1− ǫ
3
) 1
p21p
2
2
(
p21
4
) ǫ
6
=
1
p21p
2
2
[
1 + ǫ
{
B +
1
6
(
ln
p21
4
+ γ − ln π − 1− 2
3
(4π)2β ′2(0)
)}]
. (101)
(We have omitted (2π)dδ(p1 + p2 − p) for simplicity.)
We compare this with the result from (58):
[
1
2
ϕ2
](2)
(p1, p2)
p1→∞−→ 1− g∗Fasymp(p1)
= 1 +
ǫ
6
[
ln
p21
4
+ γ − ln π − 2− 2
3
(4π)2β ′2(0)
]
. (102)
Hence, we obtain
B = −1
6
. (103)
In conclusion we have obtained
c112 =
√
2
(
1− 1
6
ǫ
)
(104)
to order ǫ, in agreement with the results in the literature [28].
Finally, it is interesting to note that the final result (104) is independent of the form
of the cutoff kernel R(p). This signals the physical nature of the OPE coefficients. In the
present case, this is achieved by a cancellation of cutoff dependent factors present in N2 and[
ϕ2
2
](2)
.
23
2. From the operator product
We consider the operator product [ϕ [ϕ2/2]] and expand it up to a term linear in the
fields: [
ϕ (p1)
[
ϕ2
2
]
(p2)
]
=
1
N2C121
(
p1 − p2
2
)
ϕ (p1 + p2) + · · · . (105)
Let us first consider what is expected for the Wilson coefficient in momentum space. We
recall that C121 ∼ x−∆2 , and ∆2 ≃ 2− 23ǫ. To linear order in ǫ one has
C121(P ) =
√
2
4π2
P 2
[
1 + ǫ
(
B − γ
6
+
1
6
lnP 2 − 1
2
ln π − ln 2
3
)]
. (106)
On the other hand, ERG gives
[
ϕ(p)
[
1
2
ϕ2
]
(q)
]
p→∞−→ 1
p2
[
1
2
ϕ2
](2)
(−p, q + p)ϕ(q + p)
=
1
p2
(1− g∗Fasymp(q))ϕ(q + p) . (107)
The comparison reproduces
c112 ≃
√
2
(
1− ǫ
6
)
.
B. The OPE coefficient c114
At order O (g0) the theory is Gaussian so that c114 = 0 to order ǫ
0. We then expect
c114 = Cǫ+O(ǫ
2) . (108)
Hence, we can use the Gaussian values for the scale dimension
∆4 = 2(d− 2) = 4− 2ǫ (109)
and N4 (97).
Hence, from (15), we expect〈
ϕ(−p1)ϕ(−p2)
[
1
4!
ϕ4
]
(p)
〉
=
1
N 21N4
〈φ1(−p1)φ1(−p2)φ4(p)〉
p1→∞−→ (2π)dδ(p1 + p2 − p) c114
pǫ1p
2
2
1√
4!
1
(4π)2−
ǫ
2
Γ
(
1− ǫ
2
)2 Γ ( ǫ
2
)
Γ(2− ǫ)
= (2π)dδ(p1 + p2 − p) 1
p21p
2
2
Cǫ
1√
4!(4π)2
p21
(
− ln p
2
1
4
+ const
)
. (110)
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We compare this with the result from (96):[
1
4!
ϕ4
](2)
(p1, p2)
p1→∞−→ −g∗Gasymp(p1)
= ǫ
(4π)2
3
1
2 · 3!
1
(4π)4
p21
(− ln p21 + const) , (111)
where we have used the asymptotic form Gasymp(p) obtained in (C19). Hence, we obtain
C =
√
4!
6 · 3! =
1√
54
. (112)
In conclusion we have obtained
c114 =
ǫ√
54
(113)
in agreement with the results in the literature [28].
C. Extension to other systems
Let us mention that the strategy developed in this work is rather general, and it applies
to a wide variety of models. For instance, unitarity is not an essential ingredient, and we can
as well compute the OPE coefficients of non-unitary theories. In order to see this explicitly,
in this subsection we compute the OPE coefficient c111 in the Lee-Yang model in d = 6 − ǫ
dimensions.
The Lee-Yang model has been studied via ERG even beyond the perturbative regime
[50, 51]. Here, we limit ourselves to computing the leading perturbative correction to c111,
which vanishes in the non-interacting theory. Let us consider the action [52]
S [χ] =
∫ {
1
2
∂µχ∂µχ+ i
g
3!
χ3
}
. (114)
In the one-loop approximation, it is possible to compute the wave function renormalization
and the beta function of the coupling g. We do not reproduce these computations here, and
merely report the fixed-point value of the coupling, i.e., g∗ ≃ 8
√
2π3
3
√
ǫ. The coefficient is
cutoff independent.
We read off the OPE coefficient from the three-point function 〈φ1φ1φ1〉. In general one
has
〈χ (x1)χ (x2)O (x)〉conn =
∫
z1,z2
G (x1, z1)
(
δΓ
δε (x) δϕ (z1) δϕ (z2)
)
G (z2, x1)
−
∫
z1,z2,u1,u2
δ2Γ
δε (x) δϕ (z1)
G (z1, z2)
δ3Γ
δϕ (z2) δϕ (u1) δϕ (u2)
G (u1, x1)G (u1, x2) . (115)
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To the first order in g∗, we have
〈φ1φ1φ1〉 = −ig∗N 31G (p1)G (p2)G (p1 + p2)
≈ −i
√
2
3
√
ǫ
(
64π6
) 1
p41p
2
2
, (116)
where N1 =
√
4π3 is the normalization of the field. A straightforward comparison with the
expectation from CFT gives
c111 ≃ −i
√
2
3
√
ǫ , (117)
which agrees with other results in the literature [25, 27]. Note that the imaginary factor in
c111 is a clear sign of the non-unitarity of the model. This does not prevent us from using
our framework to compute the OPE coefficients.
Let us note that in the present computation the anomalous dimension of the operators
involved was not necessary, only the O (ǫ0)-scaling dimensions enter the calculation. This is
because the OPE coefficient is trivial at leading order, i.e., at order O (ǫ0). As a consequence
the O (
√
ǫ)-coefficient is determined by the leading order composite operator and the EAA
at order O (
√
ǫ). Generically, however, in order to compute an OPE coefficient to a certain
order it is necessary to compute the anomalous dimension of all the operators involved to the
same order. Indeed the anomalous dimensions enter the determination of the normalizations
Ni and in the construction of the relevant 1PI composite operator vertices, as in the examples
of sections VA and VB.
D. On non-perturbative approximation schemes
In this work we solved the ERG equations perturbatively. However, ERG is known
to provide a framework for non-perturbative approximation schemes, which allows one to
provide also precise results. See, e.g., [53, 54]. It is natural then to ask if any of such
approximation schemes can be naturally employed within the strategy outlined in this work.
The most widely employed approximation schemes are the derivative expansion and the
BMW scheme.[55] In the derivative expansion one retains the full field dependence of the
operators appearing in the EAA up to a certain number of derivatives: Γk [ϕ] =
∫
V (ϕ) +∫
K (ϕ) ∂ϕ∂ϕ + · · · . In the BMW scheme, instead, one does not retain such a general field
dependence but aims to keep full momentum dependence with the use of background fields.
We refer to [55] for a detailed presentation.
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The strategy outlined in section IIB clearly relies on having control over the momentum
dependence of the composite operator vertices. It follows that a derivative expansion type of
scheme is not suitable for our purposes. An ideal scheme may be the BMW since it retains
the momentum dependence. Recently, the BMW has been applied to compute the two-point
function of the operator ϕ2/2 in relation to the “Higgs amplitude mode” [16]. Such a study
shows that it is indeed possible to keep track of the momentum dependence of the composite
operator vertices in non-perturbative approximation schemes. It may thus be possible to
apply our strategy even beyond perturbation theory. Note that a crucial ingredient in the
BMW scheme is the use of large external, i.e., non-loop, momenta. This fits well with the
recipe of looking at large momenta in order to read off the OPE coefficients.
Finally let us mention a different approach studied in the literature. Cardy proposed a
formula that relates the second order expansion of the beta function around a fixed point
with the OPE coefficients [56]. Such a formula has been employed to obtain leading order
corrections to the OPE coefficients in the ǫ-expansions [57]. In its original formulation,
however, the proposed relation displays scheme dependent OPE coefficients. It is possible,
however, to define scheme independent coefficients in the expansions of the beta functions
around a fixed point by introducing a connection on the theory space [58]. This may lead
to a possible further strategy that tackles the computation of the OPE coefficients via a
geometric viewpoint of the RG flow. However, it must be emphasized that, strictly speaking,
the argument by Cardy applies only to the coefficients related to non-integrable singularities.
For this reason, the strategy outlined in this paper gives access to even less singular OPE
coefficients.
VI. SUMMARY AND OUTLOOK
In this work we studied OPE within the ERG formalism and showed by explicit compu-
tation that ERG can be employed to compute the OPE coefficients. Such OPE coefficients
are independent of the RG scheme employed once one fixes a normalization convention for
the operator content of the theory.
In section II we introduced the ERG framework for composite operators and outlined our
strategy for the computation of the OPE coefficients. In section III we introduced a version
of the ERG framework suitable for discussions of a fixed point. In section IV we studied
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explicitly some examples of composite operators, for which we computed OPE coefficients
within the ǫ-expansion in section V. Interestingly, as mentioned in section VD, our strategy
does not rely on the use of perturbation theory. Perturbation theory has been used as a
way to provide an actual approximate solution to the ERG equations of interest. However,
by employing non-perturbative approximation schemes it may be possible to go beyond
perturbative results, and we hope our work paves the way in this direction.
It must be said that the strategy employed in this work is not expected to be as efficient
as other methods in the literature to compute the CFT data, in particular with respect to
the bootstrap approach. However, besides its conceptual relevance, the ERG framework
allows one to easily extend the methodology studied in this work to very different systems,
possibly even in the absence of conformal symmetry or out of equilibrium. For this reason
we think it worthwhile studying OPE further within the ERG formalism.
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Appendix A: Two- and three-point functions in momentum space
In this section we derive the most important formulas used in the main text. We adopt
the following notation: ∫
x
≡
∫
ddx ,
∫
p
≡
∫
ddp
(2π)d
.
We denote by g˜(p) the Fourier transform of g(x):
g˜ (p) ≡
∫
x
e−ipxg (x) so that g (x) =
∫
p
eipxg˜ (p) .
1. Two-point functions
The Fourier transform of the two-point function
f2(x) ≡ 1
x2α
(A1)
is obtained as
f˜2(p) ≡
∫
x
eipx
1
x2α
= πd/2
Γ
(
d
2
− α)
Γ(α)
(
4
p2
) d
2
−α
. (A2)
Using the above results we can calculate the normalization constants N1, N2, and N4 at
the Gaussian fixed point. The standard normalization of ϕ is given by the propagator in
the momentum space:
〈ϕ(p)ϕ(q)〉G =
1
p2
(2π)dδ(p+ q) . (A3)
This corresponds to α = d−2
2
above. Hence, the propagator in the coordinate space is given
by
〈ϕ(r)ϕ(0)〉G =
1
N 21
1
rd−2
, (A4)
where
1
N 21
=
1
4π
d
2
Γ
(
d− 2
2
)
. (A5)
(A4) implies 〈
1
2
ϕ2(r)
1
2
ϕ2(0)
〉
G
=
1
2
〈ϕ(r)ϕ(0)〉2G =
1
2N 41
1
r2(d−2)
. (A6)
Hence, we obtain
1
N 22
=
1
2N 41
=
1
32πd
Γ
(
d− 2
2
)2
. (A7)
Similarly, 〈
1
4!
ϕ4(r)
1
4!
ϕ4(0)
〉
G
=
1
4!
〈ϕ(r)ϕ(0)〉4G =
1
4!N 81
1
r4(d−2)
(A8)
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implies
1
N 24
=
1
4!N 81
=
1
4!28π2d
Γ
(
d− 2
2
)4
. (A9)
2. Three-point functions
Let us denote x2ij = |xi − xj |2, and consider the three-point function
f3 (x1, x2, x3) ≡ 1
(x212)
d/2−ν3 (x223)
d/2−ν1 (x213)
d/2−ν2
(A10)
appearing in the three-point function (11) of a CFT. We denote by f˜3 the Fourier transform
of f3:
f3 (x1, x2, x3) =
∫
p1p2p3
e−ip1x1−ip2x2−ip3x3 (2π)d δ (p1 + p2 + p3) f˜3 (p1, p2, p3) .
Since f3 depends only on the differences x1 − x3, x1 − x2, we obtain
f˜3 (p1, p2,−p1 − p2) =
∫
x1,x2
eip1x1+ip2x2f3 (x1, x2, 0)
=
∫
x1,x2
eip1x1+ip2x2
1
(x212)
d/2−ν3 (x22)
d/2−ν1 (x21)
d/2−ν2
. (A11)
We can express 1/ (x212)
d/2−ν3 by using (A2). This gives
f˜3 (p1, p2,−p1 − p2) = 4ν1+ν2+ν3π3d/2 Γ (ν3) Γ (ν1) Γ (ν2)
Γ
(
d
2
− ν3
)
Γ
(
d
2
− ν1
)
Γ
(
d
2
− ν2
)Jν1ν2ν3(p1, p2)
where
Jν1ν2ν3 (p1, p2) =
∫
q
1
(q2)ν3
(
(q + p1)
2)ν2 ((q − p2)2)ν1 .
Hence, we obtain
f3(x1, x2, x3) = 4
ν1+ν2+ν3π3d/2
Γ (ν1) Γ (ν2) Γ (ν3)
Γ
(
d
2
− ν1
)
Γ
(
d
2
− ν2
)
Γ
(
d
2
− ν3
)
×
∫
p1p2p3
(2π)d δ (p1 + p2 + p3) e
i(p1x1+p2x2+p3x3)Jν1ν2ν3 (p1, p2) ,
We now consider the limit p1 ≫ p2. We obtain
Jν1ν2ν3 (p1, p2)
p1≫p2−→ (p21)−ν2
∫
q
1
(q2)ν3
(
(q − p2)2
)ν1
=
1
pd+∆2−∆1−∆31
1
pd−2∆22
1
(4π)d/2
Γ
(
ν1 + ν3 − d2
)
Γ (ν1) Γ (ν3)
Γ
(
d
2
− ν1
)
Γ
(
d
2
− ν3
)
Γ (d− ν1 − ν3) .
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Hence, in the same limit the Fourier transform f˜3 is obtained as
f˜3 (p1, p2,−p1 − p2) p1≫p2−→ (4π)d 4− 12 (∆1+∆2+∆3)
Γ
(
1
2
(d+∆2 −∆1 −∆3)
)
Γ
(
1
2
(∆1 +∆3 −∆2)
) Γ (d2 −∆2)
Γ (∆2)
× 1
pd+∆2−∆1−∆31
1
pd−2∆22
. (A12)
Appendix B: The fixed point effective average action to the first order in ǫ
We wish to construct an ERG trajectory parametrized by g along which the Gaussian
fixed point at g = 0 is connected to the Wilson-Fisher fixed point at g = g∗. (Please see
[59] for more detailed discussions of the fixed point in ǫ expansions.) The ERG differential
equation in the dimensionless framework is given by
(ǫg + β(g))∂gΓ(g)[ϕ] =
∫
p
(
p · ∂p + d+ 2
2
− η(g)
2
)
ϕ(p)
δΓ(g)[ϕ]
δϕ(p)
−
∫
p
(2− p · ∂p − η(g))R(p) 1
2
G(g)p,−p[ϕ] , (B1)
where G(g)p,−q[ϕ] is defined by∫
q
(
δ2Γ(g)[ϕ]
δϕ(p)δϕ(−q) +R(p)(2π)
dδ(p− q)
)
G(g)q,−r[ϕ] = (2π)
dδ(p− r) . (B2)
We expand Γ(g) in powers of ϕ as
Γ(g)[ϕ] =
1
2
∫
p
ϕ(p)ϕ(−p) v(2)(g; p)
+
1
4!
∫
p1,··· ,p4
4∏
i=1
ϕ(pi)(2π)
dδ
(
4∑
i=1
pi
)
v(4)(g; p1, · · · , p4) + · · · . (B3)
The anomalous dimension 1
2
η(g) of ϕ in (B1) is determined by the condition
∂
∂p2
v(2)(g; p)
∣∣∣
p2=0
= 1 . (B4)
The beta function β(g) is determined by the boundary condition
v(4)(g; 0, 0, 0, 0) = g . (B5)
The Gaussian fixed point is given by
Γ(0)[ϕ] =
1
2
∫
p
ϕ(p)ϕ(−p) p2 . (B6)
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In the main text we only need the first order approximation to Γ(g):
v(2)(g; p) ≃ p2 + g v(2)1 (p) , (B7a)
v(4)(g; p1, p2, p3, p4) ≃ g
(
1 + g v
(4)
2 (p1, p2, p3, p4)
)
, (B7b)
v(2n≥6)(g; p1, · · · , p2n) ≃ O(gn) . (B7c)
We expand
β(g) = β2g
2 + · · · , (B8a)
η(g) = η1g + · · · . (B8b)
v
(2)
1 (p) satisfies
(−2 + ǫ) v(2)1 (p) =
1
2
∫
q
f(q)− 1
2
η1p
2 , (B9)
where
f(q) ≡ (2− q · ∂q)R(q)
(q2 +R(q))2
. (B10)
(B4) gives η1 = 0, and we obtain
v
(2)
1 = −
1
2− ǫ
1
2
∫
q
f(q) , (B11)
which is a mass term independent of p. v
(4)
2 satisfies(
4∑
i=1
pi · ∂pi + ǫ
)
v
(4)
2 (p1, p2, p3, p4)
= −β2 −
∫
q
f(q) (h(q + p1 + p2) + h(q + p1 + p3) + h(q + p1 + p4)) , (B12)
where
h(q) ≡ 1
q2 +R(q)
. (B13)
(B5) gives
β2 = −3
∫
q
f(q)h(q) . (B14)
We then obtain
v
(4)
2 (p1, p2, p3, p4) = −{F (p1 + p2) + F (p1 + p3) + F (p1 + p4)} , (B15)
where F (p) is defined by
F (p) ≡ 1
2
∫
q
h(q) (h(q + p)− h(q)) . (B16)
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The fixed point value g∗ is obtained from
0 = ǫg∗ + β(g∗) ≃ ǫg∗ + β2g2∗ (B17)
as
g∗ ≃ − ǫ
β2
=
ǫ
3
∫
q
f(q)h(q)
≃ (4π)
2
3
ǫ . (B18)
The value of β2 at ǫ = 0 is calculated in (C9).
Appendix C: Asymptotic behaviors of F (p) and G(p)
1. F (p)
F (p) is defined by
(p · ∂p + ǫ)F (p) =
∫
q
f(q) (h(q + p)− h(q)) . (C1)
Since f(q) vanishes rapidly for q beyond the cutoff scale (order 1), the above gives, for p≫ 1,
(p · ∂p + ǫ)F (p) = 1
3
β2 +O
(
1
p2
)
, (C2)
where β2 is given by (B14).
This implies the asymptotic behavior
F (p)
p≫1−→ Fasymp(p) ≡ 1
ǫ
1
3
β2(ǫ) + CF (ǫ)p
−ǫ , (C3)
where we have indicated the ǫ-dependence of β2. Since F (p) is finite as ǫ → 0+, we must
find
CF (ǫ)
ǫ→0+−→ −1
ǫ
1
3
β2(ǫ = 0) + O(ǫ
0) . (C4)
To compute CF (ǫ) exactly, we recall the high momentum propagator has the same short-
distance singularity in coordinate space as the Gaussian two-point function:
h˜(r) ≡
∫
p
eiprh(p)
r→0−→
∫
p
eipr
p2
= 〈ϕ(r)ϕ(0)〉G =
1
4π
d
2
Γ
(
d− 2
2
)
1
rd−2
. (C5)
Since
F (p) =
1
2
∫
q
h(q) (h(q + p)− h(q)) , (C6)
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we obtain
F˜ (r) ≡
∫
p
F (p)eipr =
1
2
h˜(r)2
r→0−→ 1
2
〈ϕ(r)ϕ(0)〉2G . (C7)
Thus, the p-dependent part of the asymptotic behavior of F (p) is the same as the Fourier
transform of the squared Gaussian propagator. Hence, using (A2), we obtain
CF (ǫ) =
1
2
1
(4π)
d
2
Γ
(
d−2
2
)2
Γ
(
2− d
2
)
Γ(d− 2)
ǫ→0−→ 1
ǫ
1
(4π)2
. (C8)
This implies
1
3
β2(0) = − 1
(4π)2
. (C9)
In the main text we need the expansion of the asymptotic behavior to order ǫ:
Fasymp(p) =
1
2(4π)2
[
− ln p
2
4
+ ln π − γ + 2 + 2
3
(4π)2β ′2(0) (C10)
+ǫ
{
1
4
(
ln
p2
4π
)2
+
(
γ
2
− 1− 1
2
ln π
)
ln
p2
4
+ const
}]
. (C11)
β ′2(ǫ = 0) depends on the choice of the cutoff function R(p).
2. G(p)
Similarly, we can obtain the asymptotic behavior of G(p), which is defined by
(p · ∂p − 2 + 2ǫ)G(p) =
∫
q
f(q)F (q + p) + v
(2)
1
2
3
β2 + η2 p
2
p→∞−→ η2 p2 +O(p0) , (C12)
where
v
(2)
1 = −
1
2− ǫ
1
2
∫
q
f(q) , (C13a)
η2 = − d
dp2
∫
q
f(q)F (q + p)
∣∣∣
p=0
. (C13b)
The equation gives the asymptotic behavior
G(p)
p≫1−→ Gasymp(p) ≡ 1
2ǫ
η2(ǫ)p
2 + CG(ǫ)p
2−2ǫ . (C14)
Since G(p) is finite as ǫ→ 0+, this implies
CG(ǫ)
ǫ→0+−→ −η2(ǫ = 0)
2ǫ
. (C15)
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We can calculate CG(ǫ) exactly from
G˜(r) ≡
∫
p
G(p)eipr =
1
3!
h˜(r)3
r→0−→ 1
3!
〈ϕ(r)ϕ(0)〉3G . (C16)
Using (A2), we obtain
CG(ǫ) =
1
3!
1
(4π)d
Γ
(
d−2
3
)3
Γ(3− d)
Γ
(
3
2
(d− 2)) ǫ→0−→ −1ǫ 112(4π)4 . (C17)
Hence,
η2(0) =
1
6
1
(4π)4
. (C18)
In the main text we need Gasymp(p) to order ǫ
0:
Gasymp(p) = p
2
(
1
2 · 3!
1
(4π)4
ln p2 + const
)
. (C19)
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