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1. Introduction
In this paper, we consider a three-dimensional bipolar Euler–Poisson system (hydrodynamic
model). ρi , mi (i = 1,2), P (ρi), and φ are the charge densities, current densities, pressures and elec-
trostatic potential corresponding. The scaled three-dimensional bipolar Euler–Poisson system (see [1,
15,20]) is given by
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tρ1 + ∇ ·m1 = 0,
∂tm1 + ∇ ·
(
m1 ⊗m1
ρ1
)
+ ∇ P (ρ1) = ρ1∇φ −m1,
∂tρ2 + ∇ ·m2 = 0,
∂tm2 + ∇ ·
(
m2 ⊗m2
ρ2
)
+ ∇ P (ρ2) = −ρ2∇φ −m2,
φ = ρ1 − ρ2.
(1.1)
The Euler–Poisson equations are generally used in the description of charged particle ﬂuids, for exam-
ple, electrons and holes in semiconductor devices, positively and negatively charged ions in a plasma.
This model takes an important role in the ﬁelds of applied and computational mathematics, for de-
tails, see [4,14,16], etc.
Recently, many efforts were made for the one-dimensional bipolar hydrodynamic equations from
semiconductors or plasmas. More precisely, Zhou and Li [21] and Tsuge [18] discussed the unique ex-
istence of the stationary solutions for the one-dimensional bipolar hydrodynamic model with proper
boundary conditions. Natalini [15] and Hsiao and Zhang [7] established the global entropy weak so-
lutions in the framework of compensated compactness on the whole real line and bounded domain
respectively. Natalini [15] and Hsiao and Zhang [8] also discussed the relaxation-time limit of the
weak solutions for the one-dimensional bipolar hydrodynamic model, while Gasser and Marcati [3]
discussed the combined limit of the weak solutions for the one-dimensional bipolar hydrodynamic
model for semiconductors. Zhu and Hattori [20] proved the stability of steady-state solutions for a
recombined one-dimensional bipolar hydrodynamical model. Gasser, Hsiao and Li [2] investigated
the large-time behavior of smooth “small” solutions for the one-dimensional bipolar hydrodynamic
model, and they found that the frictional damping is the key to the nonlinear diffusive phenomena
of hyperbolic waves. Huang and Li [6] also studied the large-time behavior and quasi-neutral limit of
L∞-solution for large initial data with vacuum.
As for the multi-dimensional case, there are some results. Lattanzio [9] considered the relaxation
limit for multi-dimensional bipolar hydrodynamic model, he justiﬁed the relaxation limit in a com-
pactness framework for non-smooth solutions under the assumption that the L∞-solutions exist in
a τ -independent time interval. Li [13] studied the diffusive relaxation of local smooth solutions for
the multi-dimensional isentropic bipolar hydrodynamical models for semiconductors by the Maxwell
iteration. Ali and Jüngel [1] and Li and Zhang [10] studied the global smooth solutions of the Cauchy
problem for multi-dimensional bipolar hydrodynamic models in the Sobolev space Hl(Rd) (l > 1+ d2 )
and in the Besov space, respectively. Ju discussed the global existence of smooth solutions to the IBVP
for the 3D bipolar Euler–Poisson system (1.1) in [5].
In this paper, we will discuss the global existence and asymptotic behavior of smooth solutions
of the initial value problem for the three-dimensional hydrodynamic model (1.1). The initial data are
prescribed as follows:
ρ1(t = 0, x) = ρ10(x) > 0, ρ2(t = 0, x) = ρ20(x) > 0, x ∈R3,
(m1,m2)(t = 0, x) = (m10,m20)(x), φ → 0 as |x| → ∞. (1.2)
The main result in this paper is stated in the following theorem.
Theorem 1.1. Let P ′(ρi)(i = 1,2) > 0 for ρi > 0, and (ρ¯,m¯) be constant state with ρ¯ > 0. Assume that
Θ0 =: ‖(ρ10 − ρ¯,m10 − m¯,ρ20 − ρ¯,m20 − m¯)‖H4∩L1 is small enough. Then, there is a unique global classical
solution (ρ1,m1,ρ2,m2, φ) of the IVP (1.1)–(1.2) satisfying
ρ1 − ρ¯, ρ2 − ρ¯ ∈ C0
(
R+, H4
(
R
3))∩ C1(R+, H3(R3)),
m1 − m¯,m2 − m¯ ∈ C0
(
R+, H4
(
R
3))∩ C1(R+, H3(R3)),
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and there is some positive constant C > 0 such that, for i = 1,2,
∥∥∂αx (ρi − ρ¯)(t)∥∥ CΘ0(1+ t)− 34− k2 , |α| 2, (1.3)∥∥∂αx (mi − m¯)(t)∥∥ CΘ0(1+ t)− 14− k2 , |α| 2, (1.4)∥∥∂βx ∇φ(t)∥∥ CΘ0(1+ t)− 14− k2 , |β| 3. (1.5)
Remark 1.2. Furthermore, if we assume that Θ1=:‖(ρ10−ρ¯,m10−m¯,ρ20−ρ¯,m20−m¯)‖Hs+l(R3)∩L1(R3) ,
s = 2, l 2 is small, there is a unique global classical solution (ρ1,m1,ρ1,m2, φ) of the IVP (1.1)–(1.2)
satisfying
ρ1 − ρ¯, ρ2 − ρ¯ ∈ C0
(
R+, Hs+l
(
R
3))∩ C1(R+, Hs+l−1(R3)),
m1 − m¯,m2 − m¯ ∈ C0
(
R+, Hs+l
(
R
3))∩ C1(R+, Hs+l−1(R3)),
φ ∈ C0(R+, L6(R3)), ∇φ ∈ C0(R+, Hs+l+1(R3)),
and there is some positive constant C > 0 such that, for i = 1,2, and |α| l, |β| l + 1,
∥∥∂αx (ρi − ρ¯)(t)∥∥ CΘ1(1+ t)− 34− k2 ,∥∥∂αx (mi − m¯)(t)∥∥ CΘ1(1+ t)− 14− k2 ,∥∥∂βx ∇φ(t)∥∥ CΘ1(1+ t)− 14− k2 .
Remark 1.3. Although the authors in [1] studied the global existence and exponential decay rate of
smooth solutions for the general multi-dimensional bipolar hydrodynamic model, but we ﬁnd that
the linearized equations only decay at the algebraic rate, not exponential. Based on this, we can only
obtain the algebraic decay rate of smooth solutions for the three-dimensional bipolar Euler–Poisson
equations.
Remark 1.4. If we let φ = 0, the system for hydrodynamic model (1.1) seems like the Euler equations
with damping (see [19]) in some sense. Theorem 1.1 indicates that the coupling and cancellation
interaction between n1 and n2, and the additional electrostatic potentials φ do not destroy the global
existence of the initial value problem for the three-dimensional Euler–Poisson equations. However,
they reduce the time decay rate of the momentums.
Remark 1.5. We also notice that, the similar arguments can be used to investigate the full (non-
isentropic) bipolar hydrodynamic models, which is left for the forthcoming future.
Notations. Throughout this paper, C > 0 denotes a generic positive constant independent of time.
Lp(R3) (1 p < ∞) denotes the space of measurable functions whose p-powers are integrable on R3,
with the norm ‖ · ‖Lp = (
∫
R3
| · |p dx) 1p , and L∞(R3) is the space of bounded measurable functions
on R3, with the norm ‖ · ‖L∞ = ess supx | · |, and also simply denote ‖ · ‖L2 by ‖ · ‖. Hk (k 0) stands
for usual Sobolev space with the norm ‖ · ‖s . Moreover, we denote ‖ · ‖s + ‖ · ‖L1 by ‖ · ‖Hs∩L1 . Finally,
for f ∈ L2, the Fourier transform of f is
fˆ (ξ) = F[ f ](ξ) = 1
(2π)
3
2
∫ ∫
3
f (x)e−ix·ξ dx,
R
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f (x) = F−1[ fˆ ](x) = 1
(2π)
3
2
∫ ∫
R3
fˆ (ξ)eiξ ·x dξ.
The rest of this paper is outlined as follows. In Section 2, we reformulate the original problem in
terms of the perturbed variable, and show the L2-decay rate of the linearized equations. The global
existence and L2-convergence rates of smooth solutions will be shown in Section 3.
2. Solutions of the linearized equation
Firstly, we reformulate the nonlinear system (1.1) for (ρ1,m1,ρ2,m2) around the equilibrium state
(ρ¯,m¯, ρ¯,m¯). Without loss of generality, we can assume (ρ¯,m¯, ρ¯,m¯) = (1,0,1,0) and P ′(1) = 1. De-
note
ni = ρi − 1, mi =mi, i = 1,2, Φ = φ,
then the IVP problem for (n1,m1,n2,m2,Φ) is given by
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂tn1 + ∇ ·m1 = 0,
∂tm1 + ∇n1 − ∇Φ +m1 = f1,
∂tn2 + ∇ ·m2 = 0,
∂tm2 + ∇n2 + ∇Φ +m2 = f2,
Φ = n1 − n2, lim|x|→∞Φ(x, t) = 0,
(2.1)
with the initial data
(n1,m1,n2,m2)(x,0) = (ρ10 − 1,m10,ρ20 − 1,m20)(x). (2.2)
Here the nonlinear terms f i (i = 1,2) are deﬁned by
f i = (−1)i−1ni∇Φ − ∇ ·
(
mi ⊗mi
ni + 1
)
− ∇(P (ni + 1) − P ′(1)ni).
For simplicity, we replace ∇Φ with the following formulation
∇Φ = ∇−1(n1 − n2). (2.3)
Inserting (2.3) into (2.1) and neglecting the nonlinear terms, we have the following linearized bipolar
Euler–Poisson system
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂tn¯1 + ∇ · m¯1 = 0,
∂tm¯1 + ∇n¯1 − ∇−1(n¯1 − n¯2) + m¯1 = 0,
∂tn¯2 + ∇ · m¯2 = 0,
∂tm¯2 + ∇n¯2 + ∇−1(n¯1 − n¯2) + m¯2 = 0,
(2.4)
with
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By setting U¯ = (n¯1,m¯1, n¯2,m¯2)t , IVP (2.4)–(2.5) can be expressed as
U¯t = BU¯ , U¯ (0) = U0, t  0. (2.6)
In particular, there is a solution of the following IVP:
Ut = BU , U (0) = δ(x)I8∗8, (2.7)
which was always called Green function and denoted as G(x, t). And the solution of (2.6) can be
expressed as
U¯ (x, t) = G(·, t) ∗ U0(·), (2.8)
where ∗ is the convolution in x. In the following, we focus on analyzing the properties of G(·, t) ∗
U0(·).
Applying the Fourier transform to system (2.7) with respect to x, we have
∂t Uˆ (ξ, t) = A(ξ)Uˆ (ξ, t)
(
ξ = (ξ1, ξ2, ξ3)
)
, Uˆ (0) = I8∗8, (2.9)
where
A(ξ) =
⎛
⎜⎝
0 −iξ 0 0
−iξ T (1+ |ξ |−2) −I3 iξ T |ξ |−2 0
0 0 0 −iξ
iξ T |ξ |−2 0 −iξ T (1+ |ξ |−2) −I3
⎞
⎟⎠ .
Here I3 is a 3 × 3 unit matrix and ξ T is the transpose of ξ . By a direct but length computation (see
Appendix A), we can verify the Fourier transform Gˆ(ξ, t) of Green’s function G(x, t) is
Gˆ(ξ, t) =
⎛
⎜⎝
Gˆ11 Gˆ12 Gˆ13 Gˆ14
Gˆ21 Gˆ22 Gˆ23 Gˆ24
Gˆ31 Gˆ32 Gˆ33 Gˆ34
Gˆ41 Gˆ42 Gˆ43 Gˆ44
⎞
⎟⎠ , (2.10)
with
Gˆ11 = gˆ1 + gˆ2, Gˆ12 = −gˆ3 − gˆ4, Gˆ13 = gˆ1 − gˆ2, Gˆ14 = −gˆ3 + gˆ4,
Gˆ21 = −
(
1+ 1|ξ |2
)
(gˆ3 + gˆ4)T , Gˆ22 = e−t
(
I3 − ξ ⊗ ξ|ξ |2
)
− ξ ⊗ ξ|ξ |2 (gˆ1 + gˆ2),
Gˆ23 = −
(
1+ 1|ξ |2
)
(gˆ3 − gˆ4)T , Gˆ24 = −ξ ⊗ ξ|ξ |2 (gˆ1 + gˆ2),
Gˆ31 = gˆ1 − gˆ2, Gˆ32 = −gˆ3 + gˆ4, Gˆ33 = gˆ1 + gˆ2, Gˆ34 = −gˆ3 − gˆ4,
Gˆ41 = −
(
1+ 1|ξ |2
)
(gˆ3 − gˆ4)T , Gˆ42 = −ξ ⊗ ξ|ξ |2 (gˆ1 + gˆ2),
Gˆ43 = −
(
1+ 1|ξ |2
)
(gˆ3 + gˆ4)T , Gˆ44 = e−t
(
I3 − ξ ⊗ ξ|ξ |2
)
− ξ ⊗ ξ|ξ |2 (gˆ1 + gˆ2).
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gˆ1(ξ, t) = λ1e
λ2t − λ2eλ1t
2(λ1 − λ2) , gˆ2(ξ, t) =
λ¯1eλ¯2t − λ¯2eλ¯1t
2(λ¯1 − λ¯2)
,
gˆ3(ξ, t) = iξ(e
λ1t − eλ2t)
2(λ1 − λ2) , gˆ4(ξ, t) =
iξ(eλ¯1t − eλ¯2t)
2(λ¯1 − λ¯2)
,
with
λ1,2 = −1
2
± 1
2
√
1− 4|ξ |2, λ¯1,2 = −1
2
± 1
2
√
1− 4(|ξ |2 + 2).
Noticing that gˆ3(ξ, t) and gˆ4(ξ, t) are vectors, we know that Gˆ(ξ, t) is also an 8 ∗ 8 matrix.
The estimates of the Green function are given by the following lemma.
Lemma 2.1. If f ∈ Lm(R3) ∩ H [ 32 ]+|α|(R3) (m = 1,2), then for i = 1,3, j = 2,4, we have
∥∥∂αx (Gi1 ∗ f ,Gi3 ∗ f )∥∥ C(1+ t)− 34− |α|2 (‖ f ‖L1 + ‖ f ‖|α|), (2.11)∥∥∂αx (Gi2 ∗ f ,Gi4 ∗ f )∥∥ C(1+ t)− 32 ( 1m− 12 )− 12− |α|2 (‖ f ‖Lm + ‖ f ‖|α|), (2.12)∥∥∂αx (G j1 ∗ f ,G j3 ∗ f )∥∥ C(1+ t)− 14− |α|2 (‖ f ‖L1 + ‖ f ‖|α|), (2.13)∥∥∂αx (G j2 ∗ f ,G j4 ∗ f )∥∥ C(1+ t)− 32 ( 1m− 12 )− |α|2 (‖ f ‖Lm + ‖ f ‖|α|). (2.14)
Proof. We show only for the estimate of ‖ ∂α
∂xα (G11 ∗ f )‖ here. The proofs of the other terms are
similar. Because gˆi (i = 1,2) are the Fourier transform of gi respectively, we also have G11 = g1 + g2.
For the estimate of the ﬁrst part g1, we have
∥∥∥∥ ∂α∂xα (g1 ∗ f )
∥∥∥∥
2
= ∥∥(iξ)α gˆ1(ξ, t) fˆ (ξ)∥∥2  C
∫
R3
|ξ |2|α|∣∣gˆ1(ξ, t)∣∣2∣∣ fˆ (ξ)∣∣2 dξ.
Taking a small ﬁxed δ0 > 0, we divide the last integral into four parts:∫
R3
=
∫
|ξ |1
+
∫
1
2<|ξ |<1
+
∫
δ0|ξ |1
+
∫
|ξ |δ0
=: I1 + I2 + I3 + I4.
For |ξ | 1, |λ1 − λ2| =
√
4|ξ |2 − 1, |λ1,2| 1+
√
4|ξ |2−1
2 and |e−λ1,2t | e−
t
2 , then
|I1| Ce−t
∫
|ξ |1
|ξ |2|α|
(
1+√4|ξ |2 − 1√
4|ξ |2 − 1
)2∣∣ fˆ (ξ)∣∣2 dξ
 Ce−t sup
|ξ |1
(
1+√4|ξ |2 − 1√
4|ξ |2 − 1
)2( ∫
R3
|ξ |2|α|∣∣ fˆ (ξ)∣∣2 dξ)
 Ce−t‖ f ‖2|α|.
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λ1t−eλ2t
λ1−λ2 . Since |eλ2 | e−
t
2 , |λ2| 1 and | eλ1t−eλ2tλ1−λ2 | =
e− t2 sin
t
2
√
4|ξ |2−1√
4|ξ |2−1 , thus
|I2| Ce−t
(
1+ sup
1
2|ξ |1
(
sin t2
√
4|ξ |2 − 1√
4|ξ |2 − 1
)2)( ∫
R3
|ξ |2|α|∣∣ fˆ (ξ)∣∣2 dξ)
 C(1+ t)e−t‖ f ‖2|α|.
For δ0  |ξ | 12 , gˆ1 = e−
t
2 [− sinh t2
√
1−4|ξ |2√
1−4|ξ |2 − cosh
t
2
√
1− 4|ξ |2], hence
|I3| Ce−t sup
δ0|ξ | 12
[(
sinh t2
√
1− 4|ξ |2√
1− 4|ξ |2
)2
+
(
cosh
t
2
√
1− 4|ξ |2
)2]( ∫
R3
|ξ |2|α|∣∣ fˆ (ξ)∣∣2 dξ)
 Ce−(1−
√
1−4δ20)t‖ f ‖2|α|.
Furthermore, for |ξ | δ0, we have
|I4| C
∫
|ξ |δ0
(
(1−√1− 4|ξ |2)2√
1− 4|ξ |2
)2
|ξ |2|α|∣∣ fˆ (ξ)∣∣2et(−1+√1−4|ξ |2) dξ
+ C
∫
|ξ |δ0
(
1+√1− 4|ξ |2√
1− 4|ξ |2
)2
|ξ |2|α|∣∣ fˆ (ξ)∣∣2et(−1−√1−4|ξ |2) dξ
 C
∫
|ξ |δ0
|ξ |2|α|e−2|ξ |2t∣∣ fˆ (ξ)∣∣2 dξ + Ce−t ∫
|ξ |δ0
∣∣ fˆ (ξ)∣∣2 dξ
 C(1+ t)− 32−|α|‖ f ‖2L1 + Ce−t‖ f ‖2.
In the above procedures, we have used
δ∫
0
|ξ |ke−c|ξ |2t d|ξ | C(1+ t)− k+12 , sup
0|ξ |δ
|ξ |ke−c|ξ |2t  C(1+ t)− k2 .
Therefore, from the above estimates, we have
∥∥∥∥ ∂α∂xα (g1 ∗ f )
∥∥∥∥ C(1+ t)− 34− |α|2 (‖ f ‖L1 + ‖ f ‖|α|). (2.15)
Next, since
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2
± 1
2
√
1− 4(|ξ |2 + 2)= −1
2
± i
2
√
4|ξ |2 + 7,
it is easy to obtain
∥∥∥∥ ∂α∂xα (g2 ∗ f )
∥∥∥∥ C(1+ t)− 34− |α|2 (‖ f ‖L1 + ‖ f ‖|α|). (2.16)
Combining (2.15) and (2.16), we get the estimate of (2.11). Notice that there is ξ in front of gˆ3 and
gˆ4, so there is more − 12 in the decay rate of Gi2, Gi4 (i = 1,3). Since the term 1|ξ |2 in front of
‖∂αx (G j1 ∗ f ,G j3 ∗ f )‖ ( j = 2,4) will reduce the time decay rate, the decay rate of these terms will
be slow. This indeed comes from the additional electric ﬁeld ∇Φ . 
Moreover, from (2.3) and (2.10), the Fourier transform for the electric ﬁeld is
ˆ¯E = − iξ|ξ |2 (
ˆ¯n1 − ˆ¯n2) = − iξ|ξ |2 (2gˆ2,0,−2gˆ2,0)Uˆ0 −
iξ
|ξ |2 (0,−2gˆ4,0,−2gˆ4)Uˆ0.
From the above equality, we can deﬁne
ˆ¯E = LˆUˆ0 = (Lˆ + Lˆ)Uˆ0, (2.17)
where
Lˆ = − iξ|ξ |2 (−2gˆ2,0,−2gˆ2,0), Lˆ= −
iξ
|ξ |2 (0,−2gˆ4,0,−2gˆ4).
Here Lˆ, Lˆ, Lˆ are the Fourier transform of functions L, L, L respectively. From Lemma 2.1, the esti-
mates of L, L, L are given as follows.
Lemma 2.2. If f ∈ Lm(R) ∩ H [ 32 ]+|α|(R3) (m = 1,2), then we have
∥∥∂αx (L ∗ f ), ∂αx (L ∗ f )∥∥ C(1+ t)− 14− |α|2 (‖ f ‖L1 + ‖ f ‖α), (2.18)∥∥∂αx (L ∗ f )∥∥ C(1+ t)− 32 ( 1m− 12 )− |α|2 (‖ f ‖Lm + ‖ f ‖α). (2.19)
3. Global existence and L2-decay rate
In this section we are going to establish the global existence and show the L2-decay rate of the
solution of nonlinear problem (2.1)–(2.2).
First of all, we give the local existence theory which can be established in the framework as in
[11,12]. The key point is the electric ﬁeld ∇Φ can be expressed by the Riesz potential as a nonlocal
term
∇Φ = ∇Φ(t = 0, x) + ∇(−)−1 div
t∫
0
(m1 −m2)ds,
which together with the Lp of Riesz potential estimates leads to
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t∫
0
(m1 −m2)ds
∥∥∥∥∥
k
 C
∥∥∥∥∥
t∫
0
(m1 −m2)ds
∥∥∥∥∥
k
.
Then, we can prove the following local-in-time existence of the initial value problem (2.1)–(2.2) by
the standard argument of contracting map theorem as in [11,12]. The details are omitted.
Theorem 3.1. Let P ′(n) > 0 for n > 0. Assume that (n10,m10,n20,m20)(x) ∈ H4(R3). Then, there is a time
T > 0 such that the IVP (2.1)–(2.2) has a unique global smooth solution (n1,m1,n2,m2,Φ):
n1,m1,n2,m2 ∈ C0
([0, T ], H4(R3))∩ C1([0, T ], H3(R3)),
Φ ∈ C0([0, T ], L6(R3)), ∇Φ ∈ C0([0, T ], H5(R3)),
satisfying inf(t,x)∈[0,T ]×R3 ni(t, x) > 0, and
∥∥(n1,m1,n2,m2)(·, t)∥∥4 + ∥∥∇Φ(·, t)∥∥5 + ∥∥Φ(·, t)∥∥L6  C∥∥(n10,m10,n20,m20)∥∥4.
To extend the local existence of solution to be a global solution in time, we need to establish some
uniform a priori estimates. For this aim, we will look for the solution in the following space:
S = {(n1,m1,n2,m2,∇Φ) ∈ (H4)4 × H5 ∣∣Λ(t) < +∞}, (3.1)
where
Λ(t) = sup
0st
{
(1+ s) 14 ∥∥∇Φ(s)∥∥+ ∑
|α|2
[
(1+ s) 34+ |α|2 ∥∥Dα(n1,n2)(s)∥∥
+ (1+ s) 14+ |α|2 ∥∥D |α|(m1,m2)(s)∥∥]+ (1+ s) 34 ∥∥D3(n1,m1,n2,m2)∥∥
+ ∥∥D4(n1,m1,n2,m2)∥∥
}
. (3.2)
Due to the property of Riesz potential, we have
∥∥Dk∇Φ∥∥ C∥∥Dk−1(n1 − n2)∥∥, k 1. (3.3)
It seems that the estimates of the high order derivatives of ∇Φ come from the bounds of n1, n2. That
is, if (n1,m1,n2,m2,∇Φ) ∈ S , it is obviously that for all 0 s t ,
∥∥Dk∇Φ(s)∥∥ (1+ s)− 14− k2 Λ(t) (k = 1,2,3), ∥∥D4∇Φ(s)∥∥ (1+ s)− 34 Λ(t). (3.4)
So we should obtain the estimate of ∇Φ itself.
Lemma 3.2 (A priori estimate of lower order derivatives of solution). Under the assumption of Theorem 1.1,
suppose that (n1,m1,n2,m2,∇Φ) ∈ S is the solution of IVP (2.1)–(2.2) on [0, T ] for any T > 0, which satisﬁes
the following assumption,
(n1,m1,n2,m2,∇Φ) ∈ S, Λ(t) δ0 for δ0  1. (3.5)
Then, for any t ∈ [0, T ], there exists some constant C such that
Y. Li, X. Yang / J. Differential Equations 252 (2012) 768–791 777∥∥∂kx (n1,n2)(t)∥∥ CΘ0(1+ t)− 34− k2 + C(Λ(t))2(1+ t)− 34− k2 , k = 0,1,2,∥∥∂3x (n1,n2)(t)∥∥ CΘ0(1+ t)− 34 + C(Λ(t))2(1+ t)− 34 ,∥∥∂kx (m1,m2)(t)∥∥ CΘ0(1+ t)− 14− k2 + C(Λ(t))2(1+ t)− 14− k2 , k = 0,1,2,∥∥∂3x (m1,m2)(t)∥∥ CΘ0(1+ t)− 34 + C(Λ(t))2(1+ t)− 34 ,∥∥∇Φ(t)∥∥ CΘ0(1+ t)− 14 + C(Λ(t))2(1+ t)− 14 .
Proof. By Duhamel principle, it is easy to verify that the solution U = (n1,n2,m1,m2, ∇Φ) of the IVP
problem (2.1)–(2.2) can be expressed as
n1 = (G11,G12,G13,G14) ∗ U0 +
t∫
0
(G12 ∗ f1 + G14 ∗ f2)(s)ds, (3.6)
m1 = (G21,G22,G23,G24) ∗ U0 +
t∫
0
(G22 ∗ f1 + G24 ∗ f2)(s)ds, (3.7)
n2 = (G31,G32,G33,G34) ∗ U0 +
t∫
0
(G32 ∗ f1 + G34 ∗ f2)(s)ds, (3.8)
m1 = (G41,G42,G43,G44) ∗ U0 +
t∫
0
(G42 ∗ f1 + G44 ∗ f2)(s)ds, (3.9)
and
∇Φ = L ∗ U0 +
t∫
0
L(t − s) ∗ (0, f1,0, f2)(s)ds. (3.10)
First, we will give the estimates of n1 and m1. From (3.6) and Lemma 2.1, we have
∥∥Dkx(G11,G12,G13,G14) ∗ U0∥∥ C(1+ t)− 34− |k|2 (‖U0‖L1 + ‖U0‖k).
For the estimates of the nonlinear terms, we need the following inequality which appeared in [17]
‖u‖L∞  C‖Du‖
1
2
L2
∥∥D2u∥∥ 12 , for u ∈ H2(R3).
It is natural that for i = 1,2,
‖ni‖∞  C(1+ t)− 32 Λ(t),
∥∥(mi,∇Φ)∥∥∞  C(1+ t)−1Λ(t), (3.11)
‖Dni‖∞  C(1+ t)−1Λ(t),
∥∥D(mi,∇Φ)∥∥∞  C(1+ t)− 34 Λ(t). (3.12)
From (3.5) and (3.11)–(3.12), we can get that, for i = 1,2
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 C(1+ t)− 74 (Λ(t))2, (3.13)
and
∥∥ f i(U )∥∥L1  C(‖ni‖‖∇Φ‖ + ‖Dmi‖‖mi‖ + ‖Dni‖‖mi‖‖mi‖L∞ + ‖Dni‖‖ni‖)
 C(1+ t)−1(Λ(t))2. (3.14)
Thus
‖n1‖
∥∥(G11,G12,G13,G14) ∗ U0∥∥+
t∫
0
(‖G12 ∗ f1‖ + ‖G14 ∗ f2‖)dτ
 C‖U0‖L1∩L2(1+ t)−
3
4 + C
t∫
0
(1+ t − τ )− 54
2∑
i=1
∥∥ f i(U )(τ )∥∥L1∩L2 dτ
 CΘ0(1+ t)− 34 + C
(
Λ(t)
)2 t∫
0
(1+ t − τ )− 54 [(1+ t)− 74 + (1+ τ )−1]dτ
 CΘ0(1+ t)− 34 + C
(
Λ(t)
)2
(1+ t)−1.
Similarly, we have the following estimate of the nonlinear terms. For i = 1,2,
∥∥Dfi(U )∥∥ C(∥∥D2mi∥∥‖mi‖L∞ + ‖Dmi‖‖Dmi‖L∞ + ‖mi‖2L∞∥∥D2ni∥∥
+ ‖mi‖L∞‖Dmi‖L∞‖Dni‖ + ‖ni‖L∞‖D∇Φ‖
+ ‖Dni‖‖∇Φ‖L∞ +
∥∥D2ni∥∥L2‖ni‖L∞ + ‖Dni‖L∞‖Dni‖)
 C
(
Λ(t)
)2
(1+ t)− 74 ,
∥∥D2 f i(U )∥∥ C(∥∥D3mi∥∥‖mi‖L∞ + ∥∥D2mi∥∥‖Dmi‖L∞ + ∥∥D3ni∥∥‖mi‖2L∞
+ ‖Dmi‖L∞‖mi‖L∞
∥∥D2ni∥∥+ ‖mi‖L∞∥∥D2mi∥∥‖Dni‖L∞
+ ‖Dmi‖2L∞‖Dni‖L∞ + ‖ni‖L∞
∥∥D2∇Φ∥∥+ ‖Dni‖‖D∇Φ‖L∞
+ ∥∥D2ni∥∥‖∇Φ‖L∞ + ∥∥D3ni∥∥‖ni‖L∞ + ‖Dni‖L∞∥∥D2ni∥∥)
 C
(
Λ(t)
)2
(1+ t)− 74 ,
∥∥D3 f i(U )∥∥ C(∥∥D4mi∥∥‖mi‖L∞ + ∥∥D2mi∥∥∥∥D2mi∥∥L∞ + ∥∥D3mi∥∥‖Dmi‖L∞
+ ∥∥D3ni∥∥‖mi‖L∞‖Dmi‖L∞ + ∥∥D2ni∥∥‖Dmi‖L∞∥∥D2mi∥∥L∞
+ ∥∥D4ni∥∥‖mi‖2L∞ + ∥∥D3mi∥∥‖Dmi‖L∞‖Dni‖L∞ + ‖ni‖L∞∥∥D3∇Φ∥∥
+ ∥∥D2ni∥∥‖D∇Φ‖L∞ + ∥∥D3ni∥∥‖∇Φ‖L∞ + ∥∥D4ni∥∥‖ni‖L∞
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∥∥D3ni∥∥+ ∥∥D2ni∥∥L∞∥∥D2ni∥∥)
 C
(
Λ(t)
)2
(1+ t)−1.
Combining with (3.13)–(3.14), we can show that, for k = 1,2,
∥∥Dkn1(t)∥∥ ∥∥Dk(G11,G12,G13,G14) ∗ U0∥∥+
t∫
0
∥∥Dk(G12 ∗ f1 + G14 ∗ f2)(τ )∥∥dτ
 C(1+ t)− 34− k2 ‖U0‖L1∩H2
+ C
t
2∫
0
(1+ t − τ )− 54− k2
2∑
i=1
(∥∥ f i(U )∥∥L1 + ∥∥Dk fi(U )(τ )∥∥)dτ
+ C
t∫
t
2
(1+ t − τ )− 12− k2
2∑
i=1
(∥∥ f i(U )(τ )∥∥+ ∥∥Dk fi(U )(τ )∥∥)dτ
 C(1+ t)− 34− k2 ‖U0‖L1∩H2
+ C(Λ(t))2
t
2∫
0
(1+ t − τ )− 54− k2 [(1+ τ )−1 + (1+ τ )− 74 ]dτ
+ C(Λ(t))2
t∫
t
2
(1+ t − τ )− 12− k2 [(1+ τ )− 74 + (1+ τ )− 74 ]dτ
 CΘ0(1+ t)− 34− k2 + C
(
Λ(t)
)2
(1+ t)− 34− k2 . (3.15)
Furthermore, we can show
∥∥D3n1(t)∥∥ ∥∥D3(G11,G12,G13,G14) ∗ U0∥∥+
t∫
0
∥∥D3(G12 ∗ f1 + G14 ∗ f2)(τ )∥∥dτ
 C(1+ t)− 94 ‖U0‖L1∩H3 + C
t
2∫
0
(1+ t − τ )− 114
2∑
i=1
(∥∥ f i(U )(τ )∥∥L1 + ∥∥D3 f i(U )(τ )∥∥)dτ
+ C
t∫
t
2
(1+ t − τ )− 52
2∑
i=1
(∥∥ f i(u)(τ )∥∥+ ∥∥D3 f i(u)(τ )∥∥)dτ
 C(1+ t)− 94 ‖U0‖L1∩H3 + C
(
Λ(t)
)2 t2∫
(1+ t − τ )− 114 [(1+ τ )−1 + (1+ τ )−1]dτ0
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t∫
t
2
(1+ t − τ )− 52 [(1+ τ )− 74 + (1+ τ )−1]dτ
 CΘ0(1+ t)− 94 + C
(
Λ(t)
)2
(1+ t)−1. (3.16)
Similarly, from (3.7), (3.13) and (3.14), we can obtain
∥∥m1(t)∥∥ CΘ0(1+ t)− 14 + C(Λ1(t))2(1+ t)−1, (3.17)
and for |α| = k = 1,2
∥∥Dαm1(t)∥∥ ∥∥Dk(G21,G22,G23,G24) ∗ U0∥∥+
t∫
0
∥∥Dk(G22 ∗ f1 + G24 ∗ f2)(τ )∥∥dτ
 C(1+ t)− 14− k2 ‖U0‖L1∩H1
+ C
t
2∫
0
(1+ t − τ )− 34− k2
2∑
i=1
(∥∥ f i(U )∥∥L1 + ∥∥Dα f i(U )(τ )∥∥)dτ
+ C
t∫
t
2
(1+ t − τ )− 12− k2
2∑
i=1
(∥∥ f i(U )(τ )∥∥+ ∥∥Dα f i(U )(τ )∥∥)dτ
 C(1+ t)− 14− k2 ‖U0‖L1∩H1
+ C(Λ(t))2
t
2∫
0
(1+ t − τ )− 34− k2 [(1+ τ )−1 + (1+ τ )− 74 ]dτ
+ C(Λ(t))2
t∫
t
2
(1+ t − τ )− 12− k2 [(1+ τ )− 74 + (1+ τ )− 74 ]dτ
 CΘ0(1+ t)− 14− k2 + C
(
Λ1(t)
)2
(1+ t)− 14− k2 . (3.18)
Similarly, we also can prove
∥∥D3m1(t)∥∥L2  CΘ0(1+ t)− 74 + C(Λ1(t))2(1+ t)−1. (3.19)
The estimates of n2 and m2 can be obtained by the completely similar way. We omit the details here.
For the time decay rate for ∇Φ , from (2.17)–(2.19) and (3.13)–(3.14), it is easy to get
∥∥∇Φ(t)∥∥ ‖L ∗ U0‖ +
t∫ ∥∥L(t − τ ) ∗ (0, f1,0, f2)(τ )∥∥dτ0
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t∫
0
(1+ t − τ )− 34
2∑
i=1
∥∥ f i(τ )∥∥L1∩L2 dτ
 C(1+ t)− 14 ‖U0‖L1∩L2 + C
(
Λ(t)
)2 t∫
0
(1+ t − τ )− 34 [(1+ τ )−1 + (1+ τ )− 74 ]dτ
 CΘ0(1+ t)− 14 + C
(
Λ(t)
)2
(1+ t)− 14 . (3.20)
This completes the proof. 
Next, we are going to derive the estimates of higher order derivatives of (n1,m1,n2, m2). For
simplicity, we denote ui = mini+1 , i = 1,2. From (2.1)–(2.2), we derive the system for (n1,u1,n2,u2,Φ)
as
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tn1 + ∇ · u1 = −∇ · (n1u1),
∂tu1 + (u1 · ∇)u1 + ∇ P (n1 + 1)
n1 + 1 − ∇Φ = −u1,
∂tn2 + ∇ · u2 = −∇ · (n2u2),
∂tu2 + (u2 · ∇)u2 + ∇ P (n2 + 1)
n2 + 1 + ∇Φ = −u2,
Φ = n1 − n2, Φ → 0
(|x| → ∞).
(3.21)
We decouple the above equalities in the following expression:
n1tt − n1 + n1t + n1 − n2 = R1, (3.22)
n2tt − n2 + n2t − n1 + n2 = R2, (3.23)
u1t + u1 + ∇n1 − ∇Φ = Q 1, (3.24)
u2t + u2 + ∇n2 + ∇Φ = Q 2. (3.25)
Here
R1 = div
(
1
n1 + 1∇ P (n1 + 1) − ∇n1
)
− div(n1u1 + (n1u1)t)
+
∑
l,k
uk1xl u
l
1xk
+
∑
k
uk1(divu1)xk ,
R2 = div
(
1
n2 + 1∇ P (n2 + 1) − ∇n2
)
− div(n2u2 + (n2u2)t)
+
∑
l,k
uk2xl u
l
2xk
+
∑
k
uk2(divu2)xk ,
Q 1 =
(
1− 1
n1 + 1 P
′(n1 + 1)
)
∇n1 − (u1 · ∇)u1,
Q 2 =
(
1− 1
n + 1 P
′(n2 + 1)
)
∇n2 − (u2 · ∇)u2.2
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E(t) = ∥∥(n1t,n2t)∥∥23 + ∥∥(n1,u1,n2,u2)∥∥24,
D(t) = ∥∥(n1t,n2t,∇n1,∇n2)∥∥23 + ∥∥(u1,u2)∥∥24.
Then, we have the following estimate of the solution by basic energy estimate.
Lemma 3.3 (A priori estimate of the high order derivatives of solution). Under the assumption of Lemma 3.2,
suppose (n1,m1,n2,m2,∇Φ) ∈ S is the solution of IVP (2.1)–(2.2) on [0, T ] for any T > 0, which satis-
ﬁes (3.5). Then, for any t ∈ [0, T ], there exists C such that
d
dt
(E(t) + ∥∥∇Φ(t)∥∥24)+ D(t) CΛ(t)D(t) + C(1+ t)− 32 ∥∥(u1,u2,∇Φ)∥∥2L2 . (3.26)
Proof. From (3.2)–(3.5) and the Sobolev inequality, we know that
∑
|α|2
∥∥∂αx (n1,u1,n2,u2)∥∥L∞  CΛ(t). (3.27)
From the equality (3.21) and the assumption (3.5), we also have
∑
|α|1
∥∥∂αx (n1t,u1t,n2t,u2t)∥∥L∞  CΛ(t). (3.28)
By noticing that 1 = P ′(1), it is easy to see that
∣∣∣∣ 11+ ni P ′(1+ ni) − 1
∣∣∣∣ C |ni | CΛ(t), i = 1,2. (3.29)
In the following, we will obtain three elementary estimates, denoted by Estimates A, B and C. Then
the estimates of the higher derivatives will be considered.
Estimate A. Multiplying (3.22) by n1t + λn1 (0< λ  1) and integrating it over R3 yields
d
dt
∫
R3
(
n21t + |∇n1|2 + λn21
)
dx+
∫
R3
(
n21t + λ|∇n1|2
)
dx+
∫
R3
(n1 − n2)(n1t + λn1)dx
=
∫
R3
(n1t + λn1)R1 dx
= −
∫
R3
(n1t + λn1)div
((
1− 1
1+ n1 P
′(1+ n1)
)
∇n1
)
dx
+
∫
R3
(n1t + λn1)
(∑
l,k
uk1xl u
l
1xk
+
∑
k
uk1(divu1)xk
)
dx
−
∫
R3
(n1t + λn1)div
(
n1u1 + (n1u1)t
)
dx
=: I1 + I2 + I3. (3.30)
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I1 =
∫
R3
(n1t + λn1)div
((
1− 1
1+ n1 P
′(1+ n1)
)
∇n1
)
dx
= 1
2
d
dt
∫
R3
(
1− 1
1+ n1 P
′(1+ n1)
)
|∇n1|2 dx
+
∫
R3
[
λ
(
1− 1
1+ n1 P
′(1+ n1)
)
− 1
2
(
1
1+ n1 P
′(1+ n1)
)
t
]
|∇n1|2 dx.
So, (3.27)–(3.29) give
I1 
1
2
d
dt
∫
R3
(
1− 1
1+ n1 P
′(n1 + 1)
)
|∇n1|2 dx+ CΛ(t)
∥∥∇n1(t)∥∥2. (3.31)
For the estimate of I2, we will use the following equality
divu1 = −1
1+ n1 (n1t + u1 · ∇n1), (3.32)
which comes from (3.21)1. And it implies that∫
R3
n1t
∑
k
uk1(divu1)xk dx
=
∑
k
∫
R3
(
n21t
[
uk1
2(1+ n1)
]
xk
+ n1xkn
2
1tu
k
1
(1+ n1)2
)
dx
+
∑
k
∫
R3
uk1
(
n1tn1xku1 · ∇n1
(1+ n1)2 −
n1tn1xk divu1 + n1tu1 · ∇n1xk
1+ n1
)
dx.
Since the last term above is
∑
k
∫
R3
uk1n1tu1
1+ n1 · ∇n1xk dx =
∑
k,l
∫
R3
uk1u
l
1n1tn1xlxk
1+ n1 dx
= −
∑
k,l
∫
R3
uk1u
l
1n1xktn1xl
1+ n1 dx−
∑
k,l
∫
R3
(
uk1u
l
1
1+ n1
)
xk
n1tn1xl dx,
and
∑
k,l
uk1u
l
1n1xktn1xl =
1
2
∑
k=l
(
uk1
)2(
n21xk
)
t +
∑
k>l
uk1u
l
1(n1xkn1xl )t .
Then, we have
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1
2
d
dt
∑
k=l
∫
R3
(uk1n1xk )
2
1+ n1 dx+
d
dt
∑
k>l
∫
R3
uk1u
l
1n1xkn1xl
1+ n1 dx
+ CΛ(t)(‖∇n1‖2 + ‖n1t‖2 + ‖∇u1‖2). (3.33)
Now, we rewrite I3 as follows,
I3 =
∫
R3
(n1t + λn1)div
(
n1u1 + (n1u1)t
)
dx
=
∫
R3
n1t
(∇n1t · u1 + n1t divu1 + divu1tn1 + ∇n1 · u1t + div(n1u1))dx
−
∫
R3
λ∇n1
(
n1u1 + (n1u1)t
)
dx =:
7∑
j=1
I3, j,
where I3, j represents every term in the above equality respectively.
By using integration by parts and (3.27), we have
|I3,1 + I3,2| =
∣∣∣∣12
∫
R3
n21t divu1 dx
∣∣∣∣ CΛ(t)‖n1t‖2.
By using (3.32) for divu1t , we have
I3,3 
1
2
d
dt
∫
R3
n1tn21t
1+ n1 dx+ CΛ(t)
(‖∇n1‖2 + ‖n1t‖2).
The estimation of other terms, {I3, j} j4 is similar, so we omit the details.
Combining above inequalities gives
I3 
1
2
d
dt
∫
R3
n1tn21t
1+ n1 dx+ CΛ(t)
(‖∇n1‖2 + ‖n1t‖2 + ‖∇u1‖2 + ‖u1‖2). (3.34)
Thus, if Λ(T ) δ0 is suﬃciently small, we obtain for all t ∈ [0, T ]
d
dt
∫
R3
(
n21t + |∇n1|2 + λn21
)
dx+
∫
R3
(
n21t + λ|∇n1|2
)
dx+
∫
R3
(n1 − n2)(n1t + λn1)dx
 CΛ(t)‖u1‖21. (3.35)
Similarly, from (3.23), we can show
d
dt
∫
R3
(
n22t + |∇n2|2 + λn22
)
dx+
∫
R3
(
n22t + λ|∇n2|2
)
dx−
∫
R3
(n1 − n2)(n2t + λn2)dx
 CΛ(t)‖u2‖21. (3.36)
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∫
R3
(n1 − n2)(n1t + λn1 − n2t − λn2)dx = 1
2
d
dt
∫
R3
(n1 − n2)2 dx+ λ
∫
R3
(n1 − n2)2 dx
which together with (3.35)–(3.36) yields
d
dt
∫
R3
(
n21t + |∇n1|2 + λn21 + n22t + |∇n2|2 + λn22 +
(n1 − n2)2
2
)
dx
+
∫
R3
(
n21t + λ|∇n1|2 + n22t + λ|∇n2|2 + λ(n1 − n2)2
)
dx
 CΛ(t)
(‖u1‖21 + ‖u2‖21). (3.37)
Estimate B. Next, multiplying (3.24) and (3.25) by ui (i = 1,2) and integrating it over R3 gives
1
2
d
dt
∫
R3
u2i dx+
∫
R3
u2i dx−
∫
R3
ni divui dx+ (−1)i
∫
R3
∇Φui dx =
∫
R3
ui · Q i dx.
By (3.21)1,3, we have
d
dt
∫
R3
(
u2i + n2i
)
dx+
∫
R3
u2i dx+ (−1)i
∫
R3
∇Φui dx
=
∫
R3
ui
(
1− 1
1+ ni P
′(1+ ni)
)
∇ni dx−
∫
R3
ui · (ui · ∇ui)dx−
∫
R3
∇ni · (niui)dx
=: R1 + R2 + R3.
From (3.29), we have
R1  CΛ(t)
(‖∇ni‖2 + ‖ui‖2).
It is easy to see that
R2 + R3  CΛ(t)
(‖∇ni‖2 + ‖ui‖2).
By combining the above estimates and the assumption (3.5), we get for i = 1,2
d
dt
∫
R3
(
u2i + n2i
)
dx+
∫
R3
u2i dx+ (−1)i
∫
R3
∇Φui dx CΛ(t)‖∇ni‖2. (3.38)
Moreover, we can treat with the coupled term as follows
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∫
R3
∇Φ(u1 − u2) =
∫
R3
Φ(divu1 − divu2)
= −
∫
R3
Φ
(
∂t(n1 − n1) + div(n1u1 − n2u2)
)
= −
∫
R3
ΦΦt +
∫
R3
∇Φ(u1n1 − u2n2)
 1
2
d
dt
∫
R3
|∇Φ|2 dx−max{‖n1‖L∞ ,‖n2‖L∞}(‖∇Φ‖2L2 + ‖u1‖2L2 + ‖u2‖2L2)
 1
2
d
dt
∫
R3
|∇Φ|2 dx− CΛ(t)(1+ t)− 32 ∥∥(u1,u2,∇Φ)∥∥2L2 ,
which together with (3.38), gives
d
dt
∫
R3
(
u21 + n21 + u22 + n22 + |∇Φ|2
)
dx+
∫
R3
(
u21 + u22
)
dx
 CΛ(t)
∥∥(∇n1,∇n2,u1,u2)∥∥2 + C(1+ t)− 32 ∥∥(u1,u2,∇Φ)∥∥2L2 . (3.39)
Estimate C. By differentiating (3.24) and (3.25) with respect to xl and integrating its product with
u1ixl (i = 1,2) over R3, respectively, we have
1
2
d
dt
∫
R3
(|uixl |2 + |nixl |2)dx+
∫
R3
|uixl |2 dx+
∫
R3
∇nixl uixl dx+ (−1)i
∫
R3
∇Φxl uixl dx
=
∫
R3
uixl · Q ixl dx.
Similar to the proof of (3.38), by (3.29), we have
d
dt
∫
R3
(|∇ui |2 + |∇ni |2)dx+
∫
R3
|∇ui |2 dx+ (−1)i
∫
R3
∇Φxl u1xl dx
 C
∑
l
∣∣∣∣
∫
R3
uixl · Q ixl dx
∣∣∣∣+ C∑
l
∣∣∣∣
∫
R3
1
(1+ ni)2n
2
ixl
nit dx
∣∣∣∣
+ C
∑
l
∣∣∣∣
∫
R3
nixl
(
1
ni + 1 (ui · ∇ni)xl
)
dx
∣∣∣∣.
By symmetry, such as
∫
3
ui
ni + 1 · (∇nixl )nixl dx = −
1
2
∫
3
div
(
ui
ni + 1
)
(nixl )
2 dx,R R
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d
dt
∫
R3
(|∇ui|2 + |∇ni |2)dx+
∫
R3
|∇ui |2 dx+ (−1)i
∫
R3
∇Φxl u1xl dx CΛ(t)‖∇ni‖2.
From (3.4), we also have the following estimate
−
∫
R3
∇Φxl (u1xl − u2xl ) =
∫
R3
Φxl (divu1xl − divu2xl )
= −
∫
R3
Φxl
(
∂tn1 + div(n1u1) − ∂tn2 − div(n2u2)
)
xl
= −
∫
R3
ΦxlΦxlt +
∫
R3
∇Φxl (u1n1 − u2n2)xl
 1
2
d
dt
∫
R3
|∇Φxl |2 dx− CΛ(t)
∥∥(Dn1, Dn2,u1,u2, Du1, Du2)∥∥2L2 .
Therefore,
d
dt
∫
R3
( ∑
i=1,2
(|∇ui |2 + |∇ni |2)+ ∣∣∇2Φ∣∣2
)
dx+
∑
i=1,2
∫
R3
|∇ui |2 dx
 CΛ(t)
(‖∇n1‖2 + ‖∇n2‖2 + ‖u1‖21 + ‖u2‖21). (3.40)
Combining (3.37), (3.39) and (3.40), we obtain
d
dt
(‖n1t,n2t‖2L2 + ∥∥(n1,u1,n2,u2)∥∥21 + ‖∇Φ‖2L2)+ (∥∥(n1t,n2t ,∇n1,∇n2)∥∥2L2 + ∥∥(u1,u2)∥∥21)
 C
(∥∥(n1t,n2t,∇n1,∇n2)∥∥2L2 + ∥∥(u1,u2)∥∥21)+ CΛ(t)(1+ t)− 32 ∥∥(u1,u2,∇Φ)∥∥2L2 . (3.41)
Estimate D. Similarly, taking
∫
R3
Dα(3.22) · ∇Dαn1 dx+
∫
R3
Dα(3.23) · ∇Dαn2 dx+
∫
R3
Dα+1(3.24) ·
∇Dα+1u1 dx+
∫
R3
Dα+1(3.25) · ∇Dα+1u2 dx with 1 |α| 3,
d
dt
(∥∥(Dαn1t, Dαn2t)∥∥2 + ∥∥Dα(n1,n2,u1,u2)∥∥21 + ∥∥Dα∇Φ∥∥21)
+ (∥∥Dα(n1t,n2t)∥∥2L2 + ∥∥Dα(n1,n2,u1,u2)∥∥21)
 CΛ(t)
(∥∥(∇n1,∇n2,n1t,n2t)∥∥23 + ∥∥(u1,u2)∥∥24). (3.42)
Summing up together for all 0 α  3, the estimate (3.26) follows immediately. 
Proof of Theorem 1.1. Suppose that (n1,m1,n2,m2,∇Φ) ∈ (H4)4 × H5 correspond respectively to the
smooth solutions of the bipolar Euler–Poisson system (2.1) for t ∈ [0, T ], subject to initial data (2.2).
First, if Λ(t) is rather small, we have
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dt
(E(t) + ∣∣∇Φ(t)∣∣24)+ CD(t) C(1+ t)− 32 Λ(t)∣∣∇Φ(t)∣∣2. (3.43)
By the Gronwall inequality, we get
E(t) + ∣∣∇Φ(t)∣∣24 + C
t∫
0
D(τ )dτ  E(0) + ∣∣∇Φ(0)∣∣24 + CΛ3(t), (3.44)
where ∇Φ is explained as (3.10) as t = 0 and E(0) + |∇Φ(0)|4  CΘ0. Hence, from (3.44) and
Lemma 3.2, we have
Λ(t) CΘ0 + C
(
Λ(t)
)2
, t ∈ [0, T ]. (3.45)
By standard continuous argument, we know that there exists constant C such that
Λ(t) CΘ0, t ∈ [0, T ], (3.46)
when the initial data Θ0 > 0 is suﬃciently small. And the estimate (3.46) implies that the assumption
(3.5) is valid for all the time t ∈ [0, T ]. Furthermore, it is easy to get the estimates (1.3)–(1.5). The
proof of Theorem 1.1 is completed. 
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Appendix A
In this appendix, we mainly compute Gˆ(ξ, t) for the sake of completeness. First, from (2.4), we
have
∂ttn1 − n1 + n1 − n2 + n1t = 0, (A.1)
and
∂ttn2 − n2 − n1 + n2 + n2t = 0. (A.2)
Further, taking Fourier transformation on the two sides of (A.1) and (A.2) with respect to x, we have
∂ttnˆ1 + |ξ |2nˆ1 + nˆ1 − nˆ2 + nˆ1t = 0,
and
∂ttnˆ2 + |ξ |2nˆ2 − nˆ1 + nˆ2 + nˆ2t = 0.
Then, we ﬁnd that
∂tt(nˆ1 + nˆ2) + (nˆ1 + nˆ2)t + |ξ |2(nˆ1 + nˆ2) = 0, (A.3)
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∂tt(nˆ1 − nˆ2) + (nˆ1 − nˆ2)t +
(|ξ |2 + 2)(nˆ1 − nˆ2) = 0. (A.4)
Denote the roots of
λ2 + λ + |ξ |2 = 0, λ¯2 + λ¯ + (|ξ |2 + 2)= 0
by
λ1,2 = −1
2
± 1
2
√
1− 4|ξ |2, λ¯1,2 = −1
2
± 1
2
√
1− 4(|ξ |2 + 2).
Further, solving the second order ODEs (A.3) and (A.4), we have
nˆ1 + nˆ2 = λ1e
λ2t − λ2eλ1t
λ1 − λ2 (nˆ10 + nˆ20) − i
eλ1t − eλ2t
λ1 − λ2 ξ(mˆ10 + mˆ20),
and
nˆ1 − nˆ2 = λ¯1e
λ¯2t − λ¯2eλ¯1t
λ¯1 − λ¯2
(nˆ10 − nˆ20) − i e
λ¯1t − eλ¯2t
λ¯1 − λ¯2
ξ(mˆ10 − mˆ20).
Therefore, we can obtain
nˆ1 = (gˆ1 + gˆ2)nˆ10 +
(
gˆ1 − (gˆ3 + gˆ4)mˆ10 − gˆ2
)
nˆ20 − (gˆ3 − gˆ4)mˆ20, (A.5)
and
nˆ2 = (gˆ1 − gˆ2)nˆ10 − (gˆ3 − gˆ4)mˆ10 + (gˆ1 + gˆ2)nˆ20 − (gˆ3 + gˆ4)mˆ20. (A.6)
Next, by the Fourier transformation of (2.4)2 with respect to x, we also have
mˆ1t = −mˆ1 −
(
iξ − iξ |ξ |−2)nˆ1 + iξ |ξ |−2nˆ2. (A.7)
To facilitate the computation, we introduce the components parallel to and orthogonal to ξ , then we
can write mˆi = ai ξ|ξ | + bi(ξ, t), bi · ξ = 0 (i = 1,2). So, we have
a1t
ξ
|ξ | + b1t = −
(
a1
ξ
|ξ | + b1
)
−
(
iξ + iξ|ξ |2
)
nˆ1 + iξ|ξ |2 nˆ2.
Thus, we ﬁnd that a1 and b1 satisfy
a1t = −a1 −
(
i|ξ | + i|ξ |
)
nˆ1 + i|ξ | nˆ2, b1t = −b1,
a1(ξ,0) = mˆ10 ξ
t
|ξ | , b1(ξ,0) =
(
I3 − ξ ⊗ ξ|ξ |
)
mˆ10.
Then, we obtain
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(
a1(ξ,0) −
t∫
0
(
i|ξ | + i|ξ |
)
esnˆ1 ds +
t∫
0
i
|ξ |e
snˆ2 ds
)
,
b1 = e−t
(
I3 − ξ ⊗ ξ|ξ |
)
mˆ10,
which together with (A.5) and (A.6) leads to
mˆ1 = −1
2
[
1+ 1|ξ |2
]
iξ T
(
eλ1t − eλ2t
λ1 − λ2 +
eλ¯1t − eλ¯2t
λ¯1 − λ¯2
)
nˆ10
+
(
e−t
(
I3 − ξ ⊗ ξ|ξ |2
)
− ξ ⊗ ξ
2|ξ |
(
λ1eλ1t − λ2eλ2t
λ1 − λ2 +
λ¯1eλ¯1t − λ¯2eλ¯2t
λ¯1 − λ¯2
))
mˆ10
− 1
2
[
1+ 1|ξ |2
]
iξ T
(
eλ1t − eλ2t
λ1 − λ2 −
eλ¯1t − eλ¯2t
λ¯1 − λ¯2
)
nˆ20
− ξ ⊗ ξ
2|ξ |2
(
λ1eλ1t − λ2eλ2t
λ1 − λ2 −
λ¯1eλ¯1t − λ¯2eλ¯2t
λ¯1 − λ¯2
)
mˆ20. (A.8)
Similarly, from (2.4)4, we obtain
mˆ2 = −
(
1+ 1|ξ |2
)
(gˆ3 − gˆ4)T nˆ10 − ξ ⊗ ξ
2|ξ |2 (gˆ1 + gˆ2)mˆ10 −
(
1+ 1|ξ |2
)
(gˆ3 + gˆ4)T nˆ20
+
(
e−t
(
I3 − ξ ⊗ ξ|ξ |2
)
− ξ ⊗ ξ
2|ξ |2 (gˆ1 + gˆ2)
)
mˆ20. (A.9)
Combination (A.5), (A.6), (A.8) and (A.9) yields (2.10).
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