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ABSTRACT 
This paper deals with the utilization of a high-dimensional. 
plotting technique in multi variate analysis. The paper is restricted· 
to linear models with a maximum ot six dimension • 
.Andrews' technique is modified and linear criteria added to the 
technique for the purposes of the analysis. The technique is then 
applied to two "classical" data sets. 'lb.e plots yielded information 
simjlar to that which was obtained from multiple linear regression with 
the following two additional types of information obtained: 
1.. '.l!he relative position in the hyperspace of each of the data 
points in the set. 
2. The severity of nonlinear patterns in the data set. 
These two types of information can be very useful in the analysis 
procedure. 
It was concluded that because of the ease of application and the 
additional information obtainable, the plotting technique is indeed a 
very useful tool in multi variate analysis. 
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CHAPTER I 
INTRODUCTION TO ANDREWS' MULTIVARIATE PLOTTING TECHNIQUE 
The analysis of multivariate data is one of the most difficult 
~eas of study in the field of statistics. The multi variate analytic 
techniques such as multiple linear regre.ssion, canonical analysis, 
factor analysis, principal component analysis, etc. , are all specific 
types of techniques des_igned to obtain results given the data set in 
question conforms to the premises on which the techniques are based. 
Plotting in the simple two dimensional case yields a quick way of 
examining the relationship between two variables and determining 
whether the premises of the technique are correct, but when multi-
dimensional data is encountered the problem of displaying the data 
arises. D. F. Andrews [ 1 ] , however, suggests a plotting method which 
·may yield insight into the structure of the multivariate data. 
Andrews' plotting scheme maps each k-dimensional point 
·x = (~, ••• , \.) into a Fourier series type function of the flow 
fx(t) = ~/-{2 + x2 sin t + x3 cos t 
x4 sin 2t + x5 cos 2t + .•. 
The function is then plotted over the range - PI < t < + PI. Each 
point will then yield a continuous curve over the range. This parti-
cular function exhibits many useful properties which are relevant to 
the study of the data. 
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1. The projection of v along w is defined in linear algebra [10] 
by 
~ ~ 
pro~' = viii w 
.. 
. f t. . 
w . w= I wt2 where: 
For a particular value oft= t 0 the Fourier Series function can be 
represented as the vector 
~ If the data poijts are defined as vectors, the projection of x along 
~ 
r1 (t0 ) is given by 
... 
as the vector function, 
L. 
is proportional to the projection of x alo~g f1 (t0 ) and thus the plots 
of the curves represent a continuum of one-dimensional projections. 
2. The norm of a function f E: R2 ,r is defined [ 10] : 
I ti :: (t ,r>112 = 
1r 
[f(x) ]2 dx 
1/2 
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where: 
R = the linear space consisting of all periodic functions with 2r 
that are integrable on 
the closed interval [ - 1r , r ] . 
The distance between two :f\mctions f and g (: R is the norm of their 2r 
difference : 
-
7r 
2 [f(x) - g(x)] dx 
•11' 
1/2 
As the vector function f ( t) (: R2 X 7r the difference between two 
functions f (t) and f (t ): 
X y 
7r 1/2 
d( f ( t ) ' f ( t ) ) = X y [f (t) - f. (t)]2 dt X y 
Solving for d(f (t),.f (t)) yields: 
X y 
d(f (t), f (t)) = 
X y· + ••• + 
k 
-
- r i=l 
1/2 
From the formula for the Euclidian distance between the two points 
X and y: 
k 
D = I: 1=1 
2 1/2 (x. -y.) 
1 1 
4 
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Therefore, the distance between any two functions f (t) and 
X 
f { t) is proportional to the Euclidian distance between x and y. From y 
this relationship, points which are in close prorlmity can be identified 
by the closeness of their associated flmctional plots. 
3. If xis the mean of a set of n multivariate data points, it 
then follows that the tunction corresponding to the mean is given 
by: 
f_ (t) 
X 
1 n 
= n r 
i=l 
f 
x. 
1 
( t). 
Therefore , the plot of f_( t) will appear as the mean of the plots 
X 
associated with then multivariate observations. 
4. Another useful property of this function is the preservation 
of variances. If the k components of the data are indep~ndent and 
have common variance u 2 , then the function f ( t ) has variance : 
X 
+ V(sin 2t. x4 + V(cos 2t • x5) + ••. 
as 
V(CX) = c2 V(X) 
where C is a constant 
If k is even the variance lies between 1/2 0'2 (k-1) and 1/2 t1 2 (k+l) as 
the last term has a maxi.mum value of +l and a minimum value of -1. 
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The effect of the value oft on the variance in this case is -.mall 
and decreases ask increases. If k is even the above expression is 
exactly 1/2 " 2k which is completely independent of the value of t. 
Therefore, in both cases the variance of the functions can be considered 
constant for all values oft for which they may be plotted. 
The above properties of such plots of these types of functions 
:Y.i·eld a certain amount of information ·about the multidimensional data 
•• 
set. If a group of functions remain close together throughout the 
range of t , the points then also must be close together. These points 
whose functions tend to group in this manner form a cluster of data 
points. If, however, this .group of curves comes close together for· a 
certain value of t, the data points lie close only in the direction of 
f (t) for that particular value of t. Discussion of this point will X 
:b.e pursued further in the next chapter. 
This type of plot can also yield information about the existence 
:c;;.f· linear· relationshi1>s in the data. For instance, if' a line is drawn 
from a point Xi to x2 and a third point x3 falls on the line between 
~ and x2 , fx ( t) would always fall between f ( t) and f (t) in the 
'l 3 ~ ~. 
functional plots • 
.Andrews also developed a chi-square random variable which is 
us.e:ful in the analysis of the data. If the x. are ass11rned to be inde-
1 
2 pendent normal variates with common variance " and mean µ,i, 
If -~f 2 /" 2 has a chi-square distribti.tion with k D.F .' '!'he. squared 
~ ~ ~ ' 
length of the proj ec~ion of x - µ on any vector f 1 ( t) can be no 
I~ ~ J 2 ' ' ~ larger than ·x~ - µ, • If w .is tb.e normalized r1 (t) 
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w = f 1 (t>1 I f 1 ct>r 
The projection of f f - ~ f on i is 
~ 
proj~-f w = 
(f -.fi )T • ' 
fl (t) 
~ 
= (f (t) - f (t))/fl(t) 
X µ 
The squared length of the projection, is given by 
(projL ~)2 = (f (t) - f (t))2/ f f1 (t)f 2 X-JJ, X µ. 
The largest value f f 1 ( t) f 2 can have is (k+l) /2 and the smallest 
is (k-1)/2. ~erefore, the largest squared length of the projection 
• 1S 
max(projL Jr)2 = (f (t) - f (t))2/(k+l)/2 X-µ X JJ. 
let X k ( er ) be the value of the upper er point of a X 2 variable with 
k degrees of freedom. Then 
or 
k+1 u 2 X 2< a ) 
2 k 
Thus with probability of 1 - a , the function f (t) falls within a 
. X 
7 
• 
-
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.. , '·" ,: ," ::••" . ' 
constant band width for all values of t. Thus those functions 
which µ is known would be considered outliers. 
The confidence limits which Andrews develops are under the 
assumption that the data has independent normal components. As such 
the data must be trans formed to at least approximate these conditions. 
Andrews suggests the use of principal components for this purpose. 
The method of displaying the plots use.d by Andrews utilized a 
. precision plotter ·such as a Cal.comp. This presents some problems be-
. 
cause as the dimension of the data increases , the plot becomes greatly 
cluttered. As a result he was able to only display a small n11:mber of 
data points at one time. This would make it necessary to plot large 
groups of data in several smaller groups . 
The function suggested by Andr~ws is not of- course the only 
• 
function which may be used in this manner. Any function which belongs 
to R2 .,, will exhibit the same properties. The question as to if 
there exists a better function is therefore- in order. Andrews' paper 
also utilizes his technique only for cluster analysis. One would 
therefore wonder what its merits as a· tool in model building m;i.gb.t be. 
These·are questions which will be addressed in the following chapters. 
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CHAPTER II 
DEVELOPMENT OF AN IMPROVED VECTOR FUNCTION 
The first step in exarni ning Andrews ' method for use as a tool · -· 
.for model building, was the evaluation of the function f1 (t). 
However, before an evaluation could be made , a criterion for the 
evaluation could be made, a criterion for the evaluation had to be 
determined. 
~ 
As shown in Chapter I, f(t) maps a k-dimensional data point into 
.. 
one dimension for every value of t = t 0 • From analytic geometry one 
knows that if the data lies in a hyperplane of' dimension k, the 
vector normal to that plane defines the fand ly of parallel hyperplanes, 
one of which is the hyperplane defined by the data set. It can be 
shown that every point which lies on the hyperplane when projected 
to the vector normal to the plane will appear as the same point on 
.As the projection of a k-dimensional vector on a k-
dimensional vector is in fact the -mapping of k-di.mensions into one 
~ dimension, let f(t) be defined as the normal. to a fa.mi ly of hyperplanes 
for every value of t = t 0 • Thus for .every value of t for which the 
_functional plots lie ver:, close t_ogether, the data set can be con-
£ 
sidered to q.efine a hyperplane. Therefore, if f(tl does not approxi-
mate the direction of the normal to tpe .. hyperI•lane which the data 
' set defines , the anaJ.ysis using this technique could be very misleadi~g. 
~ The major criterion for selecti~g f(t) must therefore be the com-
pleteness of the sweep of the hyperspace. 
-9-
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k If the dimension of the data is k, there exists 2 n~gati ve and,, 
positive combinations for the k components of a data point. As 
-f ( t) yields the same information as X f (t) only 2k-l sign combi-x 
~ 
nations need be considered. For f(t) to be acceptable, it must, in 
the interval [a,b], sweep thro:ugh 2k-l s_ign combination regions. 
In examining Andrews ' function 
r1 (t) = ~+ sin t + cos t + sin 2t + cos 2t + ••.• 
r1 ( t) will be repeated eyery 2r radians regardless of the dimension 
k. · The sweep through all sign combination regions must therefore 
be accomplished in this short interval. Referri;ng to Table 2.1 one 
can see that this requirenent is met for k equal to 3, but in the 
case of k equal to 4, only 4 of 9 regions are swept and the case of 
k: equal to 5, only 8 of 16 are swept. As k increases this problem 
increases so that at this point one would have to reject .Andrews' 
function and now addres·s oneself to finding an acceptable alternative • 
The f (t) c R2 . must be discarded from consideration as none X ~ 7r . 
will give a suitable sweep of the hyperspace ; however, one would 
desire to retain the usef'ul properties of the Fourier series. 
Instead of functions E: R2 r, consider functions £ R2P. Let the 
general form of the vector be 
' f{ t)' = 
n • .,, 
( 3. )t 
' p 
nl • .,,. 
( )t' p 
• sin 
n • r 
( 2 ) 
---t, cos p 
• sin 
n 4 • 1r n • 1r n6 • .,,. 
cos { P )t , sin ( 5 P )t , sin ( p )t , 
,,. ' 
·' , .. 
. ''/ 
':·1 ,.,' .:·: . 
• • • 
"! •• ;.:. 
TABLE 2.1 
1 
sin t cost sin 2t cos 2t 
-
7r + 0 
- 0 + 
3 1f' 
+ + 0 - T - -
7r 
- 2 + - 0 0 -
7r 
- T + - + - 0 
+ 0 + 0 + 
7r 
T + + + 0 
7r 
+ + 0 0 
-2 
3 7r 
+ + 0 T - -
1r + 0 
- 0 + 
.. 
11 
: •'. 
The norm of a function E: R2P is defined: 
ff':: (f,f)l/2 = 
p 1/2 
[f'(t) ]2 dt 
-p 
'!he distance between two functions f and g E: R2p is defined 
p 1/2 
d(g,f) = J f-g f = 2 [ f ( t ) . g ( t ) ] dt 
-p 
The distance between two functions f .Ct) and f. { t) E: R2p is given by: 
x.· Y 
[ f ( t ) • f { t ) ] 2 dt 
1/2 
p 
X y 
-p 
Solving 
1/2 
2 2 2 p(~-yl) + p(~-y2) + ••• + p(~-yk) d(f (t)) = X 
k 
= [p r 
i=l 
1/2 
{x. -y. r2 ] 
1 1 
·'l'p;·erefore, the function preserves distances. 
£ 
The expression for the variance of f(t) is the same as the 
. . previous case: 
2 
va.r fx(t) = <T 2 f f(t) f 
n •,r ·n • .,, 
= <T 
2 [ sin2 ( 1 P )t + sin2 ( 2 P )t 
2 n • 7r n4 • .,,. 
· + cos ( 3 )t +· cos 2 ( · · · . )t p p 
n • 7r' no . 7r 
+ sin2 ( 5 )t + sin2 ( · · )t + p p 
12 
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However, in the case the expression do~s not reduce to a constant. 
Rather, the variance is a function of t , so that for every t = t 0 
As a direct result, the· confidence band· width is no lo~ger constant 
and is given by 
The proposed function f (t) E: R2 , therefore, retains all the X p 
properties of Andrews' function with the exception of the expression 
for the variance of f ( t) • The proposed function, however, exhibits 
X 
some additional.. prop·erties r~gardi;ng the sweep of the hyperspace. 
The value of p~ determines the length of' the i.nterval [-p ,P], before 
f'1 (t) repeats itself. The length of the interval can therefore be 
arbitrariiy large. Now consider the components of r1(t). Iet T. 1 
be the period of the ith ·Component. For any period function, 
As· 
• .. -: - .. , 
f(t) = f(t + T.). 
1 
cos ( t t 2 r m) = cos t I for any integer m 
sin ( t + 2 .,,. m) = :s.i:n t 
w. T. = 21r 
1 1 
. ~'Jr 
T. =:....... .· 
1 
' 
for any integer m 
•. 
·' 
··' 
' 
·.·,.: 
.\ 
:'.) 
·,,. 
,"'; 
( 
where: 
Therefore 
w. = the coefficient oft in the ith component 1 
n. r ]. 
=--p 
T. = .5E. 
J. n. 
l 
Let the n. be chosen to be prime n11mhers such that T. < < 2 for all i. l. l. p 
Also let TJ? T2> T3> ... > ~. let j be the nirrriber of cycles required 
so that all possible. sign combinations are obtained. After the i th 
and (i+l)th components have completed one cycle, the difference be-
tween the terminating values of t is Ti - Ti+l · If after j cycle 
the difference is equal to or greater than T. /2, all possible sign ]. 
combinations have been obtained for the i th and {1.+l) th components. 
Therefore the n1unher of cycles is the 
• min • 1, 2 , .•• , . k-1. 
The length of the interval required is the 
ma.x L = 1, 2, .•• , k-1. 
If r1 ( t) is allowed to vary over the interval. equal to the maximum 
k-1 L, then all possible 2 sign combinations have. been obtained. It 
is evident that if the maximum L < < 2p, a sign combination region 
can be swept through many tines before repetition is encountered. 
Note that the choosing of ni to be prime ·n11mhers guarantees that 
.... 
repetition cannot occur until t has been varied over an interval of 2p. 
14 
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The proposed function f1 (t) also has another property which 
.Andrews' function did not have. In .Andrews' function, the eoef-
ficients oft in each of the functional components were integers. 
As a result, the value of each functional component was dependent 
on every other functional component. For example, if the second 
component, sin t, had a value of zero, then cos t had to have a 
value of one, etc. The function was further limited as the first 
component value was a constant. The proposed function, however, 
does not have this interdependence between components. As the 
coefficients of t in the components are irrational n11:rnbers, repetition 
of component values does not exist in the range [-p,p]. 
Having the freedom to choose the values of n. in the coef-
1 
ficients of t, 
n. • 7r 
l 
p , one would like to choose these parameters so 
as to yield the best sweep of the hyperspace. At one extreme, the 
values of n. may be picked so that the periods of the components l 
L. 
Ti of f(t) are very nearly equal. If, for example, Ti+l = .99Ti, 
the n11mher of cycles required to sweep all sign combination regions is 
T. 
• 
min j - l 
- 2(T.-,99T.) 
l l 
= 50. 
One can observe that for each of these 50 cycles of the i th component, 
50 different combinations of the i th and (i+l)th comp0nents are obtained. 
This reasoning can of course be extended to the k compone.nts. 
At the other extreme the n. could be· chosen such that the 1 
periods Ti are very far apart. If Ti+l < Ti/2, all sign combination 
15 
regions are swept in one cycle of the i th component. It, however, 
the same n11mher of combinations of i th and (i+l)th components as in the 
other extrene are to be obtained, T. +l < T. /50 so that, as the ~ 1 1 
n11mber of dimensions increase, the differences between ~ and T1 
becomes enormous • 
The maximum sampling rate and minimum length to sweep all sign 
combination regions vary inversely for the two options. In general, 
the incre~nt of t is obtained by the rate of change of each of the 
components. For example, consider a component of the form, sin k.t. 
. 1 
If t is incremented by ex , the change in the value of the components, 
d. is given by: 
1 
d. = sin k.(t +a) • sin k.t 1 1 1 
= sin k.t · cos k.a + cos k.t ·sink.a 1 1 1 1 
- sin k.t 
1 
From this expression one can see that d. is maximum when k. t ~ n21r 1 1 
or 
and di is minimum when kit-+ n; or 
The same can. be shown for a component of the form cos k. t. When 
1 
k1 ~ k2 ~ k3.~ .•••. ~ ·~, one would choose a such that the 
max J di.,< Ti - Ti+l for all i. 
16 
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When k1> > k2 > > k3 > > k4> > ... > > ~, one would choose a auch 
that the 
where sin k1 a is some pre-determined constant. In the latter case, 
a . would by necessity be much smaller than in the first case. The 
length of the sample in the first case is determined by 
in the latter by T1 . As T1 must be much larger than Tk , T1 will be 
of equal magnitude with the maximum L, so that the latter case would 
require many more iterations to obtain the same information. The 
values of n. will therefore be chosen such that the k. are approxi.-1 1 
mately equal. 
One should note here that the sweep of the hyperspace is 
determined not by f 1 ( t ) but by the normalized f 1 ( t ) • If, however, 
one makes the decision for the choice of then. based upon the 
1 
effects to f1 ( t), intuitively the decision would have the same 
effect on the normalized f1 (t). 
I 
As the range of t will be large and the increment , a , will be 
small, the use of a continuous display such as the Calcomp becomes 
very c11mbersome. Replacing the continuous display will be a computer 
pr_ogram with an incremental display which is discussed and explained 
in the following chapter. 
For the purposes of this paper, only linear models will be con-
sidered. One can defend this limitation of linearity on two grounds. ,, 
First· of all, if this technique can be developed as a. general 
statistical. tool for linear multivariate analysis, this would in itself 
17 
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would be ample argument for its development. A · far greater reason 
for limiting the order with a large dimensionality can be seen in 
an argument by Meisal. [ 8 ] . If in two dinensions one would concede 
. 
that four evenly distributed points were adequate to define a square, 
then eight samples would define a cube. If this reasoning is ex-
tended to n dimensions , 2n points would describe the n-dimensional 
cube. In ten dimension this would require 1024 points. No one, 
however, would concede that four points would adequately describe 
.. 
a square in two dimensions, so that 210 points surely wouldn't define 
a cube in ten dimensions. Meisel' s argument points out the problem 
even· if one asse~s that eight points define a cube in three space, 
which, of course could also define a sphere· or a host of other 
geometric patterns. One can see that uniquely defining a geometric 
pattern poses a huge problem which can only increase as the com-
plexity of the pattern increases, and because the n11mher of sa;mples 
increases exponentially as the dimension increases , the problem 
becomes . insurmountable. 
The dimension for the purpo~es of ·this paper will be limited 
to a maximum of six. Si.x dimensions yield a good worki;ng size for 
.illustrative purposes with any increase ·in dimension bei~g a 
l_ogical extension of the six dimensional case. 
·j) 
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CHAPTER III 
THE UTILIZATION OF THE IMPROVED VECTOR FUNCTION 
IN DATA ANALYSIS 
Having defined a function f1 ( t) in Chapter II which will sweep 
1 
all sign combination r_egions, the purpose of this chapter is to show 
how the function can be utilized to analyze a set of data. The 
analysis procedure is explained in the same order in which the 
analysis is performed by the computer pr~gra.m written for this 
purpose. 
The first concern of the analysis is the performance of any 
:·necessary transformations on the data. The use of the raw data pre-
sents a major problem. If one of the components has a relatively 
large variance as compared to the other components, the plots of 
the f (t) would be dominated by that component. As a result .the X 
. •.. 
~qm:ponent with. the large variance · would tend to obscure a;ny relation-
ship among the remaining components • To overcome t~is problem each 
component is standardized [ 7] by di vi ding each vaJ.ue by the sample 
standard· deviation of that component, 
s = 1 k-1 
The transformed variables 
k 
I: 
i=l 
-2 (x. - x) 
1 
y. = x./S 
1 1 
1/2 
·' 
I• 
will therefore have a sampl·e variance of' one.. '!'he use of ithe trans-
formed data thus alleviates the problem of a component with a l~ge 
varian.ce · dominati~g the plots • 
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ShouJ.d the si taation arise, where one or ioore out1iers are sus-
pected, the analysis allows for some compensation. In the technique 
of Winsorization [ 4 ] , that data point which is suspect is replaced 
by the next lowest or highest value depending upon- at which extreme 
the point ·falls. The use of this technique in this analysis, 
however, is limited to the calculation of the component standard 
deviations. For example, if one data point is· suspect, each of the 
k component values are ranked. If for each component, t}le largest 
or smallest valuer:, ( depending which one lies furthest from the mean) 
is Winsorized, the possibility of a single outlier_ grossly inflating 
a component variance is eliminated. In this wa:y the other data 
points are not affected by an outlier in the standardization process. 
Also !t the decision of whether to discard a data point as an outlier 
can be delayed-until. further informa~ion is gained by the analysis. 
The standardized data points are now mapped into f'x ( t 0 ) for 
every val.ue of t = t 0 in the range over which t is to be varied. As 
the increment of t is sma,J 1 compared to interval over which t is to 
be varied ( the actual increment , range , and functional parameters 
WD]£:t ·be discussed at a later point) the n11mber of calculations of 
·• 
fx(t) consi1rne a large amount of CPU time. To reduce this time to 
the minimum, a simp;Le trigonometric identity is utilized in cal.cu-
£ 
lating the components of vector f( t 0 ) . For example, consider a 
component of the form sin k. t ( the same will hold for a component 
1 
of th_e form cos ki "t). If the component is evaluated at t = t 0 , the 
next evaluation will be required at t = t 0 + er • Conside.r the 
20-
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identities 
sin ( a+b) = sin a • cos b + cos a • cos b 
and 
90s (a+b) = cos a • cos- b - sin a • sin :b:. 
Therefore, 
and 
By utilizi~g the library sin and cos :f'unctmans to determine the 
values of (1) sin kit0 -; (2) cos· kit0 ; (3) sin ki.a and (4) cos kia 
for all values of i to initialize the system, the succeedi;ng calcu-
lations can be made by ·the simple arith~tic statement above. The 
result is a h:iige savings in CPU time. 
Having· calculated f x( t 0 ) for each of the data points, the range 
of the values f ( t 0 ) is of primary importance, because if all the X· 
val.ues are approximately equal ( the .range approaches zero) , the 
vector f( t 0 ) is approximating the normal to the hyperplane defined 
by the data set. 
In addition·to the range, the 
The values of the components of the normalized vecto·r indicate which 
sign · combination region is being swept. Also one recalls from 
analytic geometry. that these components are the values of the 
direction numbers of the family of hyperplanes normal. to this vector. 
21 
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If the r~ge approaches zero, the coefficients derived from the 
traditional regression analysis, if' normalized, should approximate 
the values the direction n11mbers. In addition the components can be 
helpful when comparing successive values of' the range over an interval 
of t • For example , if. over an interval of t the r~ge is decreasing, 
the direction of the change of the vector components could yield. 
insight as to in which region of the-hyperspace 
the hyperplane might be found. 
A one dinens_iona.l plot of the functional values. is displayed 
next. The scale is determined by calculating the maximum at1d minimum 
~ 
vaJ.ues off (t). As the maximum value the components of f(t) X 
can ass11me is 1 and the minimum is -1, the maximum -value of f (t) 
X 
is merely the maximum sum of the absolute values of the components 
for aJ.l data points and the minimum is the negative of the maximum. 
The scal.e is thus constant for all values of t. Each value of 
fx(t0 ) is scaled over this range and assigned to the proper cell. 
The printout (see Figure 3-1) in-dicates the n11mber of values in a 
particular cell by the appropriate digit or an 'X' if ten or more 
, 
, values occupy the same cell. A series of this type of incremental 
displays will yiel-d the same type of information as the continuous 
display used by Andrews . 
In addition the plot also indicates the nean { '@' on the plot) 
and the upper and lower. 95% confidence limits· ( 't' on the plot) 
of Andrews' chi-square statistic discussed in Ch~p~er 1. As no 
assumption is made as ·to the normality or independence of each of 
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the components of the data, the confidence limits are not used as a 
strict criterion for classifyi~g any point which lies outside the 
band. However, the confidence r_egion gives a good indication of the 
possibility of an outlier. Of course, if the components resemble 
of a point using this test has 
increased validity. 
If for several values of fx(t0 ) one or more values lie far 
outside the confidence limits in the region of the relative minimums, 
one might definitely suspect an outlier when considering the linear 
model. In this case the analysis is altered as follows. The standardi-
zation of the data points is modified as previously discussed. Next 
for each value oft = t 0 , the fx(t0 ) are rank ordered. Depending 
upon the n11mher of suspected outliers, the value of fx(t0 ) which lies 
furthest from the mean is successively deleted with a new mean being 
calculated after each deletion. The range is calculated and the plot 
is displayed with these points deleted with the indices of the data 
points deleted printed each time. If a point is repeatedly deleted 
-at the relative minim11ms and the remaining points remain within the 
confidence limits, a strong argument exists for deletion of that 
data point as an outlier. 
decision as to the linearity of a set of data, one 
useful statistic_ is the minimum range of fx(t0 ) taken over a suitably 
large interval of t. If the minimum range is very small as co:JI[pared 
with maximum range (maximum range is merely the difference of the maxi-
mum and minimum values of the scale on the one dimensional plot), 
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one would definitely conclude that the data set defines a hyperplane. 
However, miless the minimum range is approximately zero, the values 
of the components to the norma,l are in doubt • Primarily one is con-
cerned with the possibility of each component being zero to which 
attention will now be. given. 
From Chapter II, one recalls that over a certain interval, max 
~ 
L, f( t) sweeps thro:u_gh all sign combination regions. At some point 
~ 
is this interval, f(t) will approach the true normaJ to the hyper-
plane which is defined by the data set and will appear at the minimum 
r~ge of that interval. If n such intervals are swept, then n 
L. 
estimates of each component of f(t_) are obtained. If the sweep of 
the hyperspace is not biased, the estimates of the components 
resemble a normal distribution centered at the true value of the 
component. The components of the normal are of the form 
for 
b. = 
l 
i = 1, ..• , k 
+ ••• + 
a. 
]. 
2 2 + 2)1/2 
ai + ai+l • · • 8k 
If the a. are considered normal, the b. would therefore resemble a ]. 1 
Student t random variable. The distribution is truncated, however, 
as the maximum value of a component is 1 and the minimum is -1. 
Therefore by adjusting.the cumulative distribution to reflect the 
truncation effect the Student t distribution can be· used to construct 
confidence intervals. 
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In adjusti:rig the cumulative distribution one must determine the 
value of the constant c [ 9 ] such that 
F'(z) = 1/C • F(z) = 1 
where: 
F'(z) is the truncated cdf 
F( z) is the non-truncate.d cdf 
The constant is determined by taking the sum of the probabilities of 
the random variables which ass11me values beyond the two tnmcation 
points and subtracting the sum from one. The confidence interval is 
given by 
where: 
x = mean of component estimates. 
s = standard deviation of component estimates. 
z = the value of z for n-1 d.f. such that F'(z) = 1/2 (l+-Y) 
where~ is the confidence level. 
n = number of component estimates. 
The confidence interval of each component is the tool for the re-
jection of a c.omponent and thus trimming the data to its inherent 
dinension. 
The estimates of the components, as mentioned previously, 
are determined by the minimum rm.ige for each of the n intervaJ.s. 
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The normal at each of these minimum may either be approximating the 
negative or positive direction of the true normal to the hyperplane. 
To accomit for this fact a short algorithm is used to make the 
component sign decision. the assignment by 
first noting the sign of components for that value oft which corres-
t. 
ponds to the absolute minimum range of the f ( t). Then at each of the X 
relative minimums, the algorithm compares the sign of the components 
with the largest absolute values with the same components at the 
absolute minimum. If two of the three signs are not matched, the 
sign of all the components at the relative minimum are reversed. 
The use o:f this decision criteria is derived from two arguments: 
1. The component values at the absolute minimum are the best 
estimates of the component values and thus would be more 
likely to reflect the correct signs. 
2. The non-zero components should in two of three cases exhibit 
the largest absolute values. Therefore, matchi~g of the 
two of three would most likely re:flect the correct signs 
of the non-zero components. 
The algorithm has in use been accurate in • sign 
decisions. If, however, one of the components estimates has a 
reversed sign which grossly inflates the variance for.the component, 
using a confidence level of 90% in practice allows for the reversal 
in sign. For example, if a component with all estimates having the 
correct sign is not zero, the 90% confidence level will not reject 
that component with one sign reversed. This more conservative 
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confidence level is justified as the greatest concern in establishi~g 
the confidence limits is the rejection of those components which 
should be rejected. 
~ 
In order that any biasness in the sweep of f(t) be minimized, 
an additional precaution is taken. Rather than embedding the 
' components into f(t) in the same order when obtaini~g component 
estimates, the order of the components is altered. This ch~ge in 
the order of embedding will reinforce the use of the confidence 
intervals described. 
The basic concepts of the analysis have ,now been described. In 
• 
the following chapter several examples will be utilized to further 
the understanding of their use in the analysis. 
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CHAPTER IV 
ILLUSTRATIVE EXAMPLES 
In the 
coefficient 
following examples the values 
~ 
of the parameters in the 
ot tin t(t) are as tollows: 
p - 2000 
-
n= 1 1171 
~= 1193 
n3= 1223 
n4= 1249 
n= 5 1277 
m.6= 1307 
The value of p dictates that no repetition in the ·sweep of the hyper-
space can occur in an interval, ( t , t+4000) • The prime members used 
for n1 yield a maximum period of the individual components of f(t) 
of 2. 053820 and a minimum period of 1. 840109. These correspond to a 
minimum coefficient of the components of 3.67880506 and a maximum 
coefficient of 4.10606154. In practice these values of the parameters 
work quite well. All sign combination regions are swe:pt in an inter-
val of 46.309. Again, in practice, ten such intervals incremented by 
• 
. 01 gave the correct results in all cases. Using an interval of . 02 
alw~s led to the approximate area of the relative minimum of each of 
the ten intervals, but in some cases did not come close enough. to . the 
mjnim1nns for correct analyzation. The .01 interval, however, did not 
exhibit thi.s problem. There is nothing magical ·-in the values of these· 
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parfP'Deters ; however, they-· did give correct results. 
For illustrative purposes,. I ch.ose two classical sets ot data. 
I did not try to analyze the data in any wq but rather blindly 
applied this technique to the data. ~ intent was to first see it the 
technique coulhn fa.ct yield the same results as were obtained by 
classical methods and second to see if the technique would yield any 
further information about the data • 
• 
The first example is taken from Draper and Smith [3], Appendix B. 
This is the classical cement clinker analysis as treated by Hold and 
originally printed in 1932 by Woods, Steinour and Stark. Table 4-1 
gives the data points and correlation matrix. 
. £ 
T.he data is first embedded in f( t) utilizing the full five 
dimensions. Figure 4-1 shows the result of this step. The possibility 
of a zero value :for ·the second, third, and fourth component leads to 
rejection of the five dimensional linear model. 
The analysis continues with the deletion of t~e second component. 
'!here is no particular reason for selecting the second component f'or 
deletion in this step. Component three or four could have just as 
easily been deleted first. Figure 4-2 indicates that a four dimensional 
plane mq be considered. However, first an additional look at plots 
for other values oft can be informative. Figure 4-3 shows a n11mber of 
such plots. These plots indicate an important fact. The thirteen 
points can be classified into two or three (at most) 4 dimensional 
points,. so that, the coefficients determined by linear regression are 
determined by these two or three points. The plots do indicate by the 
H~ 
fact that the rank order of the data points retain their approximate 
I 
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~ x3 X4 
. 
1 7. 00000000. . 26·. 0000·0·0·00·. ·. 6. ·ooo·o·oooo. ·. ·60. ·ooci'o·oooo. . 7 8. ·5·0000000. . . . . 
. . . . . 
. . . . . . .. 
74. 3000·0·0·00. 2 1.00000000 .. 29·. 00000000 .. 15. 00000000 .. 52· .. 00000000. . 
56. ooo·oo·o·oo .. il. 00000000 .. . . . . . 104. 30·00·0·000 3 11. 00000000. . 20,. 00000000 .. 
4 11. 00000000 . 31. 00000000 .. 8. 00000000 .. 4 i. 0000·0·000. . 87. '60000000 
5 7·. 00000000 .. 52. 00000000 .. 6. 00000000. 33. 00000000 · 95.90000000· 6 11. 00000000 . 55. 00000000 . 9. 00000000. . 22 .• 00000000 109.20000000 
7 3. 00000000. 71. 00000000. . 17. 00000000. 6.00000000 102. 70000000 8 1.00000000 31.00000000 22.00000000 44.00000000 72.50000000 
9 2.00000000 .54. 00000000. 18.00000000 22.00000000 9 3.10000000 10 21·. 00000000 47.00000000 4.00000000 26. 00000000 115.90000000 
11 1.00000000 40.00000000 23.00000000 .34. 00000000 83.80000000 
12 11.00000000 66.00000000 9.00000000 .12. 00000000 113.30000000 
13 10.00000000 68.00000000 8.00000000 ·12. 00000000 109.40000000 
Correlation Matrix 
1 
2 
3 
4 
5 
.99999991 
.22857948 
-. 82413372 
-.24544512 
.73071745 
.22857948 
1.00000010 
-.13924238 
-.97295516 
• 81625268 
-. 82413372 
-.13924238 
.99999991 
.02953700 
-.53467065 
Data .Code 
- .• 24544512 
-.97295516 
.02953700 
1.00000010 
-. 82130513 
x1 = am' t of trical.cium al.uminate, 3 Cao • Al2o3 
~ = am't of tricalcium silicate, 3 CaO • Si02 
.73071745 
.81625268 
-.53467065 
-. 82130513 
.99999999 
x3 = am't of tetracal.cium al.nmino ferrite, 4 CaO • Al2o3 • Fe2o3 
X4 = am' t of dical.cium si.licate, 2 CaO • Si02 
(Response )Y = x5 = heat evolved in calories per gram of celll!nt 
x1 , x2 ,. x3, and x4 are meas.ured as percent ot the weight of the 
clinkers from which the· ceJ11ent was made. 
TABLE 4-1 
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No. ot obs.enati.Qna 13 
Response· Tari.able la no. 5 
Risk level· tor B cont. interval 5% 
List ot excluded· variables· 2 
Variable entering 
Sequential F-test 
Percent· variation explained R-SQ 
Standard deviation of residuals 
Mean of the response 
Std. dev. as % ·or response mean 
Degrees or·:rreedom 
Determinant value 
ANOVA 
Source 
Total 
Regression 
Residual 
d. f. 
12 
3 
9 
s,uns s g.s. 
2715. 7635000· ·. 
2664. 9276000 · 
50.8360910 
B Coefficients and Confidence Limits 
3 
4 ,,2358482 
98.1281200 
2.3766478 
95.4230750 
2.491% 
9 
.2716373 
Mean sq. 
888.3092000 
5.6484545 
Var necoded B Limits Stands.Ed··· 
No. Mean Coefficient Upp·er /Lower Error 
1 7,4615383 1.0518542 1. 5578282 .2236844 
.5458802 
Overall F 
157.2658800 
Partial 
F-test 
22.1126000 
4 29.9999990 -.6427963 -.5420373 .• 0445442 208.2401700 
-.7435552 
3 11.7692300 -.4100433 .040619~ .1992321 4.235·8519 
- • 8607064'~~/(J 
Constant Term in Prediction Equation 111.6844000 
Squares of Partial Correlation Coefficients ot Variables Not in Regression 4E I i E C 4 I I 4 A Ci 4 C e ¥ 4 . 4 I G.i . I 4 
a e Q 4 , 
Variables. 
2 
5 
S.quare ot Partials 
~• c.c .uc:ou a 
TABLE 4-2 
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.05847 
1.00000 
., 
.. 
) 
' . 
\ 
. ' 
" •f• I f) < .' '' 0" ',•~ ,•, ·~,,.. ·" -.,,- "•< " .l-f • 
•• 
Obs. 
No. Observed Y 
1 78.5000000 
2 74.3000000 
3 104. 3000000 
4 87.6000000 
5 95.9000000 
6 109.2000000 
7 102.7000000 
8 72.5000000 
9 93.1000000 
10 115.9000000 
11 83.8000000 
12 113.3000000 
13 109.4000000 
', i· :, J,; ', l•'.') ·~- ,./.1 ;. -: , • ' '.r ! • • •. · .• 1,,,, 
Predicted Y Residual 
78.0193500 ·.4806500 
73.1602000 1.1398000 
107.1185300 -2.8185300 
89.7630300 -2.1630300 
95.3748500 .5251500 
105.4228900 3. 777·1100 
104.0124500 -1.3124560 
75.4322700 -2.9322700 
92.2658200 .8341800 
115.4204600 .4795400 
81,:4501900 2.3498100 
111.8508500 1.4491500 
111.2090500 -1.8090500 
TABLE 4-2 (Cont'd) 
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Normal Deviate 
.2022386 
• 4795830 
-1.1859266 
-.9101180 
.2209625 
1.5892594 
-. 5522274 
-1.2337839 
.3509902 
.2017716 
.9887077 
.6097454 
-.7611772 
.. 
···q- .,. ' 
I 
.. 
I 
I 
'.' 
.l; 
r. 
I 
' 
( 
* relative position thro.ugh.out the·. r~ge,. that lineari.ties do exist in 
the data. 'lb.ere are,·'. however·, ,nonlineari.ties in the' data·. as shown by' 
the tact that the data points. do not .hold their exact relative position 
throughout. Table 4-2 shows the result ot the linear regression. .As 
one can see, the third component is rejected ·by the regression, but is 
not surprising because of the doubt which exists concemiing the clear 
definition of three points and the nonlinear patterns. 
The third and fourth components are now deleted in turn. Figures 
4-4 and 4-5 indicate that these four dimensional. planes should not be 
considered. 
The third and fourth components are now deleted. Figure 4-6 shows 
the result of this deletion. Figure 4-7 shows other plots for 
various values of t. One can see that the data can no longer be 
classified into two or three multidimensional points. Rather the plots 
indicate the existence of many distinct points. The ordered indices 
also do not exhibit the nonlinearities as were seen in the four 
dimensional case. Table 4-3 shows the results of the linear regression. 
One can see that the information gained from plots is verified by the 
results of the regression. 
Consider now the case where the second and third components are 
deleted. Figure 4-8 indicates that this particular model should also 
be considered. Figure 4-9, however, indicates that nonlinear patterns 
4 a c , 4 c a o : < a '· p c a. ; 4 I . ct Q a . '4 4 \ < ,. ¥ 0 ¥ Q ¢ Q C ,, ¥4 Q 4 IC Qt 4 0 G Y 4 •. G *· Y 4CJ4 4 I 4fi 4 '· 4 0 4 4 I 4 
*The reversal i.n the rank ord.er of. the proJecti.ona is. a result of 
~·( t) sweeping through. the di.recti.on ·no:rmal to the approxi:mate . plane defined by ·the dat·a and does not indi.cate any nonlinearities in the 
:data. 
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exist in the data in contrast to. the three dimensional model considered 
previously. ·These nonlinearities·. can ce;rtainly· be. considered a str~g 
argument .tor choosi~g a linear 111ode1· cont .. a:inipg the· second variable as 
opposed to the fourth variable even though the linear regression, 
Table 4-4, g·i ves no such indications. Draper and Smith in their 
analysis indicate that the choice between the models is a matter of 
preference as no real difference exists in the linear regressions. 
One point is brought out regarding the use of this plotting 
technique for this example. The estimates of the components can not 
be used as a sole criteria for rejecting a multivariate model. One 
must first consider that the donfidence limits are conservative 
regarding the rejection of a component. As such one must also consider 
the other information available from plots even though a component is 
not rejected cbn the basis of the confidence limits as was the case in 
the· four dimensional plane in the examples. 'lhe plotting technique 
also is not being espoused as a substitute for multiple linear 
regression, but rather as an aid to gain further insight about the 
multivariate data. 
The second example is from Duncan [ 5]. The set is data is 
shown in Table 4-5. The first step again embedds all four components. 
Figure· 4-10 shows the results which rejects the four dimensional. 
model. 
The second component is now deleted and the results are shown 
in Figure 4-11. 'Ih.e res,ults indicate that the three dimensional 
plane should be consi.dered, but first plots for other values ot t are 
considered. Figure:.4-12 indicates that the data exhibits linearities, 
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Control Informatiai · 
No. of observations 13 
Response variable is no. 5 
Risk level for B conf. interval 5% 
List of excluded variables 2,3 
Variable entering 
Sequential F-test 
Percent vari·ation explained R-SQ 
Standard deviation of residuals 
Mean of the response 
Std. d.ev. as % of response mean 
Degrees of freedom 
Determinant value 
ANOVA 
Source 
Total 
Regression 
Residual 
d. f'. 
• 
S11ms sqs. 
2715.7635000 
2641.0015000 
74.7621170 
B Coefficients and C.onfidence Limits 
4 
159.2951900 
97.2471100 
2.7342662 
95.4230750 
2.865% 
10 
.9397566 
Mean sq. 
1320.5007000 
7.4762117 
Var Decoded B Limits Standard 
No. Mean Coefficient Upper/Lower Error 
1 7.4615383 1. 4399582 1.7483504 .1384166 
1.1315660 
:4 29.9999990 -.6139537 -.5055737 .0486446 
-.7223338 
Constant Term in ~rediction Equation 103.0973800 
., 
Over(L1 F 
176.6269800 
Partial 
F-test 
108.2238900 
159.2952400 
Squares of Partial Correlation Coefficients of Variables Not in 
Regression_ 
Variables 
2 
3 
5. 
Square of Partials 
.35833 
TABLE 4-4 
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· ·but that str~ng nonlinear patterns do e.xi.st as can be s.een in the 
unstableness· ot some ot the· data. potnta. Six s.uch. points'. are 19, 15, 
11, 10 ,. 2 and 1. Table· 4"'6 show.a th.e· ~gresaion anaJ.reis: ot the tul1 
twenty· points. Table 4-7 is the r.egression analysis with the above 
six points deleted which shc;,ws the decreased resi.dual sum ot squares. 
It is. not suggested that these six points be deleted from the analysis; 
rath.er, the two regression analyses are given here to show how the 
effects of the nonlinear patterns apparent from the pl.ots appear in 
the linear regressions. 
Figure 4-12 also clearly indicates another· fact about the linear 
regression of the twenty points. The data points can be classified 
into four groups. Group one consists of points 8 and 9, group two of 
point 14, and group ·three of the remaining seventeen points. As such, 
the regression is based on three points. Table 4-8 · gives the regression 
analysis with points 8, 9 and 14 deleted which re·jects the linear 
model and verifies the information gained from the plot. 
An observation should be made at this point concerning· _the 
detection of possible outli.ers. The confidence limits used are con-
structed for the hypothesis that the projection of each data point is 
not statistically different from the mean of the projections of data 
points and thus will not detect those outliers at the value· oft, 
where the range of the projection is- minimum which does not fall out-
side these limits. However, anal.ysi.s. of the rank order of the indices 
of the projections can be used to detect outliers. which .. do not fall 
outside the limits. For i.nst ance, if all but a tew· -ate. poin~s 
exhibit strong linearities wh.ereas the tew· poin.ts · are veey unsta1ii~·· . 
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SimEle Correlati.on Coefficients 14 Z a 4 Ci 4 W b ; ,.. • ay 
X(l) VS X(l) = 
X(l) VS X(2) -
-
X(l) VS X(3) -
-
X(2) VS X{2) -
X(2) VS X(3) -
X{3) VS X(3) = 
X(l) VS X(4) = 
X(2) VS X(4) = 
X(3) VS X{4) = 
X ( 4 ) VS X ( 4.) = 
. 
Constant Term = 
Variable 
X(l) 
X(3) 
Coefficient 
1.07062 
-1.01574 
1.000000 
0.040952 
-0.035189 
1.000000 
-0.665768 
1.000000 
0.729401 
o. 367208 
-0.487233 
1.000000 
54. 80797 
Std. Error 
of Coefficient 
0.18387 
0.26919 
Final Analysis of Variance 
Source of 
Variation 
Due to variable 1 
Due to variable 3 
Due to regression 
Residual 
Total 
Sims of 
Squares 
1459.2396 
585.0341 
2044.2737 
598. 5269 
2742.8005 
D.F. 
1 
1 
2 
17 
19 
lean Squares 
1459.2396 
585.0341 
1022.1368 
41.0898 
144.3579 
Multiple correlation coefficient= .863321-
TABLE 4-6 
74 
F 
Ratio 
35.51 
14.24 
24.88 
I·. 
.·:"'. 
Pr.edicted vs. Actual Results Confidence Interval 
Run No. Actual Predicted Deviation Lower Upper 
1 99.00000 101.11814 -2.11314 96.50032 105.73597 2 99.00000 99.93776 -6.93776 96.33162 103. 54390 3 99.00000 92.44343 6.55657 89.29952 95.58734 4 97.00000 89. 34134 7.65866 85.76527 92.91741 
'.4 5 90.00000 92.49831 -2.49831 89.40180 95 .69482 6 96.00000 87.30937 8.69013 83.12565 91.49408 0 7 93.00000 86.23925 6. 76075 81.93839 90.54010 8 130.00000 121.02084 8.97916 112.64411 129.39757 
.. 9 118.00000 117. 80398 0.19102 110.41048 125.20749 
~ 10 88.00000 92.16902 -4.16902 87.39434 96.34370 V1 11 :89.00000 95.87481 -6.87482 91.36156 100. 38807 12 93.00000 94.74931 -1.74931 90.36546 98.63317 13 94.00000 94.58467 -0. 58467 91.53860 97.63073 14 -·75.00000 75.75259 -0.75259 98·. 86553 82.63965 15 84.00000 93.84334 -9.84334 88. 56103 99.12565 16 91.00000 94. 52879 
-3. 52979 91.48227 97.57731 17 ~100.00000 102.54591 -2.54591 95.86104 109.23078 18 98.00000 101.36553 -3.36553 9a. 37328 109.35778 19 101.00000 90.13755 10.86245 85.84704 94.42805 20 80.00000 84.72957 -4. 72957 78. 51363 90.94552 
. 
-·· 
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SH.11Ele, .c.~!;rezl.~:ti?n. C?effic~ents 
~ ' . 
X(l) VS X(l) = 
X(l) VS X(2) = 
X(l) VS X(3) = 
X(2) VS X(2) = 
X(2) VS X(3) = 
X(3) VS X(3) = 
X(l) VS X(4) = 
X(2) VS X(4) = 
X(3) VS X(4) = 
X(4) VS X(4) = 
Constant Term = 
1.000000 
0.210896 
-0.242280 
1.000000 
-0.747038 
1.000000 
0.908704 
0.290550 
-0.485479 
1.000000 
21. 37354 
-!'a.- •· 
Variable 
) 
Coefficient 
Std. Error 
of Coefficient 
X(l) 
X(3) 
Source of S11ms of 
Variation S~uares 
Due to variable 1 2017.1709 
Due to variable 3 182.6854 
Due to • regression 2199.8563 
Residual 243.0009 
Total 2442.8572 
1. 32998 
-0.64729 
ANOVA 
D.F. 
1 
l 
2 
11 
13 
0.15511 
0.22509 
Mean Squares 
2017.1709 
182.6854 
1099.9282 
22.0910 
187.912m 
Multiple Borrelation coef:f'icient = .948960 
" 
TABLE 4-7 
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F 
Ratio 
91.31 
8.27 
49: •. 7_9 
,' ', j • ' : ' ..'. I~:, ,:, ,, ; , ' -, ' I • 
r ' 
,. 
.. 
·•. 
. I 
. ~ 
'-
Predicted vs. Actual Results Confidence Interval ' 
' 
. 
Run No. Actual Predicted Deviation Lower Upper 
1 99.00000 93. 93586 5.06414 91.03719 96.83452 
2 97.00000 91.31130 5.68870 88.03727 94.58534 
3 90.00000 94.61855 -4.61855 91. 58622 97.65087 
4 96.00000 90.01673 5. 98327 86.18180 93.85166 
5 93.00000 88.68675 4.31325 84.81931 92.55419 
6 130.00000 125.74912 4.25088 118.57096 132.92727 
7 118.00000 121.75918 -3. 75918 115.45759 128.06078 
8 93.00000 98.64389 -5.64389 g4.70888 102.57890 
9 94.00000 96.59581 -2.59581 93.69313 99.49849 
10 75.00000 78.11774 -3.11774 72.35916 83.87631 
11 91.00000 95.91312 -4.91312 93.10282 98.72342 
12 100.00000 99. 72603 0.27397 93.89578 105.55629 
13 80.00000 81. 89524 -1. 89524 76.33739 87.45309 
14 98.00000 97.03067 0.96933 89.89584 104.16551 
_{ 
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; 
t?; 
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TABLE.4-7 (Cont'd) 
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Source of 
Variation 
X(l) VS X(l) = 
X(l) VS X(2) = . 
·x(l) VS X(3) = . 
X(2) VS X(2) = 
x( 2) vs x( 3) = 
X(3) VS X(3) = 
X(l) VS X(4) = 
X(2) VS X(4) = 
X(3) VS X(4) = 
X(4) VS X(4) = 
Const ant Term = 
Variable 
X(l) 
X.(3.).: 
Coefficient 
S11ms of 
Squares 
0.38901 
-0.50590 
MOVA 
D.F. 
Due to variable 3 36.0836 1 
De.e to variable 1 49.7886 1 
Due to regression 85.8722 '· .. ·. 2' 
Residual 453.1864 14 
• Total 539.0586 16 
1.000000 
-0.334708 
0.542369 
1.000000 
-0.712104 
1.000000 
0.115004 
0.263095 
-0.258724 
1.000000 
84 .• 75102 
Std. Error 
of Coefficient 
0.31367 
0.32437 
Mean Squares 
36.0836 
49.7886 
42.9361 
32. 3705 
33.6912 
Multiple correlation coefficient= .399124 
'' 
TABLE 4-8 
78 
,_ ·." ,,; '. ,'.; ·, .. '.-'..'.·,,; ·'.·, •.;:_;;,. (···,,.-__ ..... -,,.,/.'~{ : ..J~•:.:t;,_ .... . 
.. 
F· 
Ratio 
1.11 
1.54 
1.33 
•· 
' 
' k~ • ,~-· I'"" .•• ~~-·· ·.·~ ~. ,, . .,,. • 
' ,.._,,,,,. __ \,.••"- -~(""; .. 
'>. 
Predicted vs. Actual Results Confidence Interval 
Run No. Actual Predicted Deviation Lower Upper 
l 99.00000 95.55745 3.44255 89.22381 101.89109 2 93.00000 95.40221 -2.40221 90 .• 32311 100.48132 3 99.00000 92.67911 6. 32089 89.60759 95.75063 4 97.00000 91.27829 5.72171 87.32486 95.23172 :5 90.00000 92.56222 -2.56222 89.41046 95.71399 ~ ... 9_6.eoooo 90.26648 95.20784 ·6 5.73352 85.32512 
·7· 93.00000 89.87747 3.12253 84.51813 95.23681 ' .. 8 .. 88.00000 93.26356 -5.26356 86.79438 97.73274 9. 89.00000 93.37860 -4.37860 88. 58389 98.17331 ~ ·10 93.00000 93.10647 -0.10647 89.10076 97.11218 11 94.00000 93.45714 o. 54286 90.37107 96. 54321 12 84.00000 92.36679 -8.36679 87.12564 97 .60793 13 91.00000 93. 57403 -2.57403 90.55939 96.58867 14 100.00000 97.85505 2.14495 90.49759 105.21250 15 98.00000 97.69981 0.30019 89.68725 105.71233 16 101.00000 92.25175 8.74825 87.87616 96.62735 L7 80.00000 90.42357 -10.42357 82.94163 97.90552 
TABLE 4-8 (Cont'd) 
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regardi.:rig the rank. order~ there .yould be j~.titicat!.on tor consider~g 
these· tew· poi.nt outli.ers· •. ·caution .must .be uae.d·., h«eve.r·, aa there is 
no clear deti.nition ot "stable0 ·. and '·'unstable" Yb.en· an&cy'zip.g the 
ordered indices but is the j~d.gment ot the· user~ 
Now cons.ider the case where the third component is ·deleted • 
. 
Figure 4-13 indicates that model s.hould also be considered. Examining 
others plots, Figure 4-14, indicates that some strong nonlinear 
patterns do exist in the data·; however, it is difficult to judge 
whether the degree of nonlinearity is greater than in the previous 
case. Exe.mining the linear regression Table 4-9, one might conclude 
that the previous model is somewhat· better as a result of a larger 
multiple correlation coefficient. 
As stated at the start of the chapter, I had no intention of 
analyzing the data other than to apply the plotting technique. '!he 
technique, even with such a brief look at the data, yielded some very 
useful information. For instance, the .plot gives information . con-
cerning nonlinearities in the data which can very well ,mcover possible 
outliers and give a criteria :for selecting one linear model over the 
other. The plots also show the distance between poi_nts and their 
.relat·ive location in the hyperspace. '!his type of informat¥>n pointed 
out some facts about the data in the above examples which up to this 
time has not been uncovered even theugh the data has been · ''well worked" 
by many individuals. The information .. gained from the plots aJ so · rein-
toreed the analysis us~g multiple linear ~gres.sion SJicb. as the 
deletion of independent variablea:not inherent to the·111odel. However, 
the plotti~g technique did not require any assumptions r.egarding the 
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X(l) VS X(l) = 
X(l) VS X(2) = 
X(l) VS X(3) = 
X(2) VS X(2) = 
X(2) VS X(3) = 
X(3) VS X(3) = 
X(l) VS X(4) = 
X(2) VS X(4) = 
X(3) VS X(4) = 
X(4) VS X(4) = 
Constant Term = 
Variable Coefficient 
Source of 
Variation 
X(l) 
X(2) 
Due to variable 1 
Due to variable 2 
Due to regression 
Residual 
Total 
Sums of 
S.JUares 
1459.2396 
312.6467 
1771.8853 
. 
970.9152 
2742.8005 
1.07426 
1.01531 
ANOVA 
D.F. 
1 
1 
2 
17 
19 
,. . , , . , ,·.~ , , • • • ~ - • ·. , ·, , ·. - .... 1 , '·: : ~. ·.,_J ',!, _ .. : ,-·1· -, -_;-, • ': ,- _. ,- ·1.- ' .-~. ,< ': -·, ' 
, 
1.000000 
0.040952 
-0.035189 
1.000000 
-0.665768 
1.000000 
0.729401 
0.367208 
-0.487223 
1.000000 
-63.62105 
Std. Error 
of· Coefficient 
o. 21632 
o.43395 
Mean Squares 
1459.2396 
312.6457 
885 .9427 
57.1127 
144.3579 
F 
Ratio 
25.55 
5.47 
15.51 
Multiple correlation coefficient= .803749 
TABLE ~-9 
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.. 
Predicted vs. Actual Results Confidence Interval 
Run No. Actual Predicted Deviation Lower Upper 
1 99.00000 104.85412 
-5.85412 99.73212 109.97612 2 93.00000 103.66196 -10.66196 98.73546 108.58846 3· 99.00000 .91.06563 7. 93437 86.93627 95.19498 ' 4. 97.00000 88.97606 8.02394 · 84.25653 93.69559 5'. 90.00000 92·.13988 
-2.13988 88.08059 96.19918 :6 96.00000 85 .93015 10.06985 79.22358 92.63671 7 93_.0.0000 84.85589 8.14411 79.05531 91.65647 8 130.00000 120.73218 9.26782 ·110 .52151 130.94286 
,9 118.00000 115.47880 2.52120 107.05013 123.90747 10· ... . . . . . ·.. ~ 88.00000 85.69434 2.30566 80. 57912 90.80956 
- ll. 89.00000 96. 55482 -7.55482 90.85764 102.25200 : (X) ··;-: 95. 42161 -2.42161 90.64837 100.19485· '\O 12· 93. 00000 13: 94.00000 96.26006 -2.26006 92.60992 99.91021 14. 75.00000 85. 51748: 
-10. 51748 79.63047 91.40450 15 84.00000 95.53951 -11.53951 89.19138 101.88765 16 91.00000 95 .. 18580 -4.18580 91. 50025 98. 87135 17 100.00000 9'5.06790 4.93210 90.38540 99.74741 18 98.00000 93.87574 4.12426 87.44922 100.30226 19 101.00000 :95. 84740 5.15260 87.07592 104.61888 20 ao.00000 85.34063 -5.34063 77.43363 93.24762 
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independence between variables. I would conclude,. there tore, that the 
technique has proved·. its:elt to:be. a veey· us.etiil technique in linear 
multivariate analysis.· 
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CHAPI'ER 5 
EVALUATION OF THE PLO'!TING TECHNIQUE 
AND SUGGESTIONS FUR ITS POSSIBLE .APPLICATIONS 
Within the constraints set for this paper, i.e. , linear data with 
a maximum of six dimensions , it can be concluded that the plotting 
·-
technique proved its elf to be extremely useful. The plotting technique, 
for a]] data sets to which it was applied, yielded similar information 
to that obtained from multiple linear regression, but more important, 
yielded additional information. In particular, the plots gave two 
types of additional information: 
1... the relative position in t-~~ hyperspace of e~ch _of the data 
points. 
2. the severity of nonlinear patterns in a data set. 
A great advantage of the technique is that these two types of infor-
mation are easily obtai.nedl from the plots, without any prior information 
regarding the data to which the technique is applied. 'Ibis ease of 
application would lead me to believe that a thorough examination of 
the data in conjunction with the plots coul_d yield even more information 
relative to the specific data set. 
The Fortran program, which was written for the PDP-10 at the 
Western Electric Engineering Research Center, allows for a maximum of 
six dimensions and one hundred data points. 'lbe dimension of the data 
can be easily increased by simply choosing prime numbers greater then 
1307 for the parameter, n, for each additional dimension to be added. 
In increasing the dimension, consideration must be given to the total 
interval over which t is to be varied. At present, t is incremented 
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through ten equal intervals yielding ten estimates of the normal 
vector components. However, the increase in dimension might 
necessitate the need to increment through additional intervals due to 
the increasing size of the hyperspace. The increase in the dimension 
will not limit in any WfJN' the ability of the plotting technique to 
eliminate unnecessa~ dimensions as the elimination process is 
dependent only an the existence of a unique hyperplane defined by the 
data. Neither will the increase effect the ability of the plots to 
show a data point's relative location in the hyperspace or the ability 
to give an indication of the severity of the nonlinear patterns in the 
data as these two types of information are dependent only on the one 
dimension al mappings of the multivariate data points . 
Increasing the n,rmber of data points has only one effect, that 
being, an increase in the execution time of the program. '!his is 
obvious as the bulk of the CPU time required is used in embedding each 
L. data point in f'(t). Increasing the program capabilities in the two 
above wa3s would then only increase the execution time of the program,, 
but would have little effect on the ability of the technique to 
readily yield information.-
The techn·iqtie i·s., as .it exists at present, a ve-ry useful tool; 
however, I feel its usefulness has barely been tapped. One area which 
could yield a wealth of information is the further analysis of the 
rank order of the projections o:f the data points. .As was shown in 
Chapter 4, the rank order yields information concerning the severity 
of any nonlinear pattems which might exist, but does not give a 
quantative measure regarding the stability of each of the projected 
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.. data points. The problem in developing such a measure lies in the 
. 
fact that the rank of each projection is relative to ever., other 
projection. '!his of course le.ads to the problem of deciding which 
point is truly causing a change in the rank order of the projections. 
The analysis of the rank order could also lead to a data trans-
formation which would eliminate a large amount of the nanlineari ty 
in the data. For example, consider a two dimensional case where the 
:Plots of the projections exhibit instability only at one extreme of 
the p·lots. The rank order of the projections ot the data points which 
define a C:urve 
would exhibit this type of instability. As the dimension of the data 
increases the extraction of this type of information becomes more and 
more difficult, but the information obtained could well be worth the 
effort. 
The program which I developed operated on the criteria of 
linearity. The developing of different criteria co.uld lead different 
types of multivariate analysis. Andrews in his article was concerned 
with cluster analysis. Programming criteria for detection of cluster 
in th.e data rather than linear patterns could yield an equally useful 
tool_. For a small nimiber of dimensions, visual inspection of the 
plots, as .Andrews proposed, is possible, but with an increase in 
dimension~ the visual method would become too time cons,nnjng and pro-
. gramming the criteria would not, as I see it, present major difficulty. 
In general, the plotting technique is not dependent upon any 
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assumptions regarding the data. By applying different criteria in the 
analysis of the plots, one can extract the information regarding that 
criteria. As a result the plotting technique is a very versatile tool 
in multivariate data.analysis. 
In conclusion, it can be said that Andrews' high dimensional 
plotting has opened a whole new very fertile area in multivariate 
analysis. 
,, 
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