In this work, a recently developed quantitative approach based on the principles of detection theory is used in order to determine the possibilities and limitations of High Resolution Scanning Transmission Electron Microscopy (HR STEM) and HR TEM for atom-counting. So far, HR STEM has been shown to be an appropriate imaging mode to count the number of atoms in a projected atomic column. Recently, it has been demonstrated that HR TEM, when using negative spherical aberration imaging, is suitable for atom-counting as well. The capabilities of both imaging techniques are investigated and compared using the probability of error as a criterion. It is shown that for the same incoming electron dose, HR STEM outperforms HR TEM under common practice standards, i.e. when the decision is based on the probability function of the peak intensities in HR TEM and of the scattering cross-sections in HR STEM. If the atom-counting decision is based on the joint probability function of the image pixel values, the dependence of all image pixel intensities as a function of thickness should be known accurately. Under this assumption, the probability of error may decrease significantly for atom-counting in HR TEM and may, in theory, become lower as compared to HR STEM under the predicted optimal experimental settings. However, the commonly used standard for atom-counting in HR STEM leads to a high performance and has been shown to work in practice.
Introduction
In modern technology, nanoparticles play an important role because of their unique properties, which are determined by their 3D atomic structure. The quest to find new materials with improved applications has therefore driven research the past few years to develop methods to characterise nanostructures in three dimensions with highest precision. Significant advances have been made in quantitative electron microscopy, for example, by combining annular dark field (ADF) STEM with atom-counting [1] [2] [3] [4] . Based on the retrieved atomcounting results, the 3D atomic structure of a nanoparticle can then be reconstructed using discrete tomography [1] . So far, ADF STEM images have been used for atom-counting together with advanced statistical techniques [1] [2] [3] [4] [5] . LeBeau et al. [6] and Jones et al. [7] compared simulated atom column intensities with normalised experimentally measured atom column intensities in order to count the number of atoms from HR STEM images. For atom-counting, one needs a performance measure that enables to distinguish between different numbers of atoms. In previous work, it was shown that the total intensity of scattered electrons, the so-called scattering cross-section (SCS) is an appropriate measure for atom-counting [1, 5, [8] [9] [10] . The SCS is a more robust measure as compared to the peak intensity (PI), since it is much less affected by a small mistilt of the sample, the defocus, source coherence and other residual aberrations [11, 12] . In HR TEM, it has been shown that peak intensities can be used to count the number of atoms in a projected atomic column using negative spherical aberration imaging [13] . Also in HR TEM, however, peak intensities are sensitive to a small mistilt of the sample.
Ultimately, the pixel values in a HR (S)TEM image are Poisson distributed because of the presence of inherent counting noise, which sets fundamental limits to the precision with which the number of atoms can be determined. A quantitative approach based on the principles of detection theory was developed, in order to optimise the experiment design for the detection of light atoms [14] [15] [16] . In this work, this quantitative approach is used to investigate the capabilities of HR TEM and HR STEM for atom-counting. In statistical detection theory, the so-called probability of error, P e , can be calculated as a function of the experimental parameters when comparing two or more hypotheses using a binary or multiple hypothesis test, respectively. For the atomcounting problem, the hypotheses correspond to different possible column thicknesses [10] . For the computation of this probability to miscount the number of atoms, realistic simulations describing the experimental images can be used [17] [18] [19] [20] [21] [22] , together with knowledge about the statistics of the image pixel values. The experimental settings leading to the lowest probability to miscount the number of atoms then correspond to the optimal experiment design for atom-counting. To compare the probability of error for both HR TEM and HR STEM, simulations are performed for a thin MgO crystal, as well as for a thicker SrTiO 3 crystal and a heavier Au crystal for varying experimental settings in both imaging modes.
The paper is organised as follows: statistical detection theory is discussed and the probability of error for atom-counting is introduced in Section 2. In Section 3, the procedure to optimise the experiment design is explained and discussed using the probability of error as the optimality criterion, both for HR TEM and HR STEM. First, a comparison is made when decision rules are derived using the probability function (PF) of the PIs and SCSs in HR TEM and HR STEM, respectively. In a second step, the image intensities in both imaging modes are compared on a pixel by pixel basis, where the atom-counting decision is based on the joint PF of the image pixel values. The results of the obtained optimal experiment designs are discussed in Section 4, and in Section 5 conclusions are drawn.
Statistical detection theory
In the case where one needs to decide if there are n or n + 1 atoms in a projected atomic column, one can translate this problem into a binary hypothesis test with hypotheses [23] :
where H 0 is referred to as the null hypothesis, H 1 as the alternative hypothesis and n H i denotes the number of atoms under hypothesis H i . The theory for binary hypothesis testing was derived in [14, 15] for the detection of light atoms. However, a binary hypothesis test is no longer adequate if the corresponding probabilities of error lead to different designs for different choices of the two hypotheses. Therefore, the approach of binary hypothesis testing was extended in [10] towards multiple hypothesis testing for atom-counting. For readability of this work, the theoretical background is summarised here. Suppose we want to decide among M possible hypotheses:
For atom-counting, the number of hypotheses typically equals the maximum number of atoms in a column which should be considered for the sample under study. The decision rule is now defined such that the probability of error is minimised. The minimum probability of error decision rule is then to decide
This decision rule is termed the maximum a posteriori probability (MAP) decision rule [23] . In this expression, p w (w|H i ) is the conditional (joint) probability (density) function (P(D)F) p w (ω|H i ) assuming H i to be true, evaluated at the available observations w. For equal prior probabilities P(H i ) = 1/M, the decision rule given in Eq. (3) simplifies to
The exact expression for the PF p w (ω|H i ) was given and discussed in [10] for three different measures that can be used: HR (S)TEM images of a projected atomic column, PIs and SCSs. In this study, the variable ω will take a different form for these three measures:
for SCSs in STEM,
where the parameter ω kl corresponds to the variables describing the pixel intensities of the HR (S)TEM image of the atomic column, ∆x equals the pixel size, and ω PI corresponds to the variable describing the pixel intensity at the position of the atomic column in a HR TEM image. The index kl refers to the x-and y-coordinates
T of a set of KL pixel observations, which corresponds to the position of the probe in the case of HR STEM. Here, the atomic column positions were assumed to be known and correspond to a single pixel in the image. Based on the definition of ω PI , it is clear that when using PIs one only takes the information of a single pixel into account. On the other hand, the detailed profiles of the images of atomic columns are represented in the multi-dimensional variable ω
Im
. The SCS sums the pixel values in a Voronoi cell in the image, which are contained in ω
, into a single number, as defined by ω CS in Eq. (5). For a binary hypothesis test, it was shown in [10] that the probability of error for SCSs almost equals the probability of error for the image intensities when the decision is based on the joint PF of the image pixel values. In the present paper, all three performance measures are compared in the case of multiple hypothesis testing. In a first comparison, the measures that are now used in practice are investigated. It has already been shown that SCSs are an appropriate measure for atom-counting in HR STEM [1, 5, [8] [9] [10] , whereas in [13] , atoms could be counted from HR TEM using PIs of a thin MgO crystal. The peak intensities in this work were extracted from small areas of 100 image pixels by fitting a Gaussian peak function to local intensity distributions around the maxima. Alternative measures related to peak intensities are also being used in the literature [24] [25] [26] [27] [28] [29] . In the case of a multiple hypothesis test, the probability of error is defined in the following way:
where P(H i |H j ) is the conditional probability of deciding H i when H j is true, and
The number of terms for the calculation of the probability of error used in Eq. (6) equals M(M − 1). Therefore, it is more efficient to calculate P c = 1 − P e , where P c is the probability of a correct decision. In this case, the number of terms in the summation reduces to M:
where P(H i |H i ) corresponds to the probability that hypothesis H i is decided assuming this hypothesis to be correct, and this is weighted by its prior probability P(H i ). This expression will now be calculated analytically; (1) for SCSs in HR STEM and (2) for PIs in HR TEM. In fact, since the pixel values of a HR (S)TEM image are considered as statistically independent electron counts, which are modelled as a Poisson distribution, their conditional PFs are well-known [10] . Since SCSs are defined by summing over the pixel values in a Voronoi cell of the atomic column, multiplied by the pixel area, they can also be described by using the Poisson distribution as explained in [10] . For equal prior probabilities P(H i ) = 1/M, the probability of a correct decision for SCSs then corresponds to:
where H s i denotes the sorted hypotheses according to the expected values of the SCSs, and x CS i, j = x CS j,i corresponds to the intersection between two neighbouring PFs. This intersection is given by
,kl equals the sum over the expected values of the pixel intensities in a Voronoi cell of the atomic column, and F
. The expected pixel intensities λ H s i ,kl can in practice be simulated using software for (S)TEM image simulations [18, 21] . A similar expression for the probability of a correct decision can be found for PIs, which can be used for atomcounting in HR TEM:
where the intersection between the different PFs is now given by (5), the probability of error given by Eq. (6), can not be calculated analytically anymore. In that case, the probability of error can only approximately be calculated using repetitive noise realisations, which is computationally intensive. By using the decision rule given by Eq. (4), the probability of error is then given by the fraction of miscounted numbers of atoms from a large set of noise realisations.
Optimal experiment design
The probability of error, given by Eq. (6) can be calculated as a function of the experimental settings and therefore be used to optimise the experiment design, as shown in [10, [14] [15] [16] for HR STEM applications. The optimal experiment design corresponds to the experimental settings that minimise the probability of error P e , or in other words maximise the probability on a correct atom-counting decision, P c . In a first comparison between both imaging techniques, the atom-counting decision was either based on the PF of the PIs for HR TEM as proposed in [13] , or on the PF of the SCSs for HR STEM as suggested in [1, 5, 7, 9, 10] . After comparing both currently used methods, it was interesting to compare with the 'ultimate' situation using all image intensities on a pixel by pixel basis, although this would require a much more complex atom-counting procedure. In the comparison between HR TEM and HR STEM the incoming electron dose, N(e − /Å 2 ), was kept the same as it is a limiting factor in both imaging modes. Certainly if one wants to count the number of atoms from a HR (S)TEM image of a beam-sensitive material, the dose is a critical parameter that limits the atom-counting performance. In HR STEM, the incoming electron dose per probe position corresponds to D S T EM = N · (∆x) 
corresponding to the probability that an electron hits a pixel (k, l) in a TEM or STEM experiment, respectively. In these expressions, I kl is the intensity at pixel (k, l) which can be obtained using software that allows one to simulate (S)TEM images. In this work, the STEMSIM software was used [18] .
Simulation parameters
An elaborate simulation study was performed for three investigated crystals: MgO, SrTiO 3 and Au. In the case of HR TEM, the spherical aberration (C s ) and defocus (ε) were considered as the most influencing experimental parameters, while for HR STEM the inner and outer detector angles of the annular STEM detector were assumed to affect the atom-counting performance the most. The experiment design was therefore optimised by computing the probability of error as a function of either spherical aberration and defocus, or inner and outer detector angle for HR TEM and HR STEM, respectively. The optimal experiment design then corresponds to the settings that minimise the probability of error. Absorptive potential multislice calculations were used to simulate the HR STEM images, using settings for an aberration-corrected microscope under Scherzer defocus, for a whole range of annular STEM detector rings. Frozen lattice calculations were performed for the HR TEM image simulations, using the phase contrast transfer function for partially coherent imaging [30, 31] , for a whole range of spherical aberration and defocus values. The absorptive potential method is used for the HR STEM image simulations in order to save computation time, since otherwise a number of frozen phonon configurations would have to be calculated for every probe position in the scanned region. Moreover, in [16] it was shown that, for the thicknesses that we consider here, frozen phonon and absorptive potential calculations give equivalent results, which was also shown by Rosenauer et al. in [19] . Both imaging modes will be compared in this work using elaborate simulation studies. As we only perform a theoretical study under the optimal conditions, we only assume Poisson noise to be present, while scan noise is not taken into account. Furthermore, a uniform detector is assumed in the case of STEM and no modulation transfer function of the camera is taken into account for TEM (MTF = 1). If one would like to compare the simulated images with experimental results, the MTF of the camera should however be taken into account in the case of TEM [32] , as well as the correct exact phonon model [33] [34] [35] . In the case of STEM, the detector sensitivity should be considered and the images have to be corrected for drift and scan distortions. The used simulation parameters are listed in Table 1 for MgO, SrTiO 3 and Au.
Results for peak intensities and scattering crosssections
The optimal experiment design was investigated for realistic simulation experiments, using the analytical expressions for the probability of error for atomcounting in HR TEM and HR STEM, given by Eq. (6). In this section, the probability of error was calculated when the decision was based on the PF of the SCSs in HR STEM, and on the PF of the PIs in HR TEM, for which the probabilities for a correct decision are given by Eqs. (9) and (11), respectively. Therefore, a first elaborate simulation study of MgO was performed for counting up to 12 atoms (i.e. 6 unit cells) corresponding to a column thickness of 2.5 nm, like in [13] . The probability of error for atom-counting was then calculated as a function of the experimental parameters for PIs in HR TEM and SCSs in HR STEM, for incoming electron doses of 10 4 e − /Å 2 and 10 7 e − /Å 2 . Results of the probability of error for PIs in HR TEM are shown in Fig. 1(a) and 1(b) . From these figures, it is clear that for the investigated values for the spherical aberration and defocus, P e reaches high values for the incoming electron dose of N = 10 4 e − /Å 2 , while it is substantially lower for N = 10 7 e − /Å 2 . In Fig. 1(a) , the result for the lower incoming electron dose of 10 4 e − /Å 2 is presented, where P e is minimal for the setting C s = −0.025 mm and ε = 57Å. For this setting, however, the probability to miscount the number of atoms is high and equals 66%. For the higher incoming electron dose of 10 7 e − /Å 2 , there is a large dark-blue region visible in Fig. 1(b) corresponding to a very low probability of error, that is optimal for atom-counting in HR TEM. For this electron dose P e is minimised and close to 0 for the setting C s = −0.025 mm and ε = 49Å. As expected, this indicates that the atom-counting precision becomes much better for a higher incoming electron dose. Results of P e when the decision was based on the PF of the SCSs in HR STEM are shown in Figs. 1(c) and 1(d), for the same two incoming electron doses that were used for HR TEM. A clear optimal detector range is obtained for both incoming electron doses in the Annular Bright Field (ABF) STEM regime for a detector range of 13 − 20 mrad, visible as the dark-blue region where the probability of error is close to 0. Local optima are also found in the Low Angle ADF (LAADF) STEM regime for both incoming electron doses, as well as in the BF regime (0 − 10 mrad) where the probability of error is about 10%. It can be seen that P e for atomcounting is much lower for HR STEM as compared to HR TEM, even for a low incoming electron dose.
Next, an elaborate simulation study for a SrTiO 3 crystal was performed for a thickness up to 75 atoms, corresponding to a column thickness of about 30 nm. The results for P e for atom-counting from HR TEM and HR STEM are shown in Fig. 2 for the Sr column in SrTiO 3 . In this figure, decision rules were again based on the PFs of the performance measures that currently have been used in practice, i.e. the PIs and SCSs for HR TEM and HR STEM, respectively. Based on the results shown in Fig. 2 , it is clear that P e for atom-counting in HR TEM is high as compared to HR STEM. In HR TEM, P e is minimised for the setting C s = −0.035 mm and ε = −80Å. However, for this setting the probability to miscount the number of atoms is still high and equals 48%. In HR STEM, for a thickness of 75 atoms, the optimal detector range that minimises P e equals 27-100 mrad, for which the probability of error is 0.5%. For a probe semi-convergence angle of 21.7 mrad, this optimal detector design corresponds to LAADF STEM.
Results for image intensities on a pixel by pixel ba-
sis So far, two currently used methods for atom-counting were compared, but in this section, the 'ultimate' situation when the decision is based on the joint PF of the image pixel values was investigated. Although this requires a more complex framework, it was interesting to investigate and compare the limits of both imaging techniques in this case. As was mentioned before, Eq. (6) can only be computed approximately following the decision rule given in Eq. (4) using multiple noise realisations, when the atom-counting decision is based on the joint PF of the image pixel values. The experimental parameters were varied and optimised in the same way as before, for an incoming electron dose of 10 4 e − /Å 2 . Results for PF's of PIs and SCSs were compared with results when using all image intensities on a pixel by pixel basis for a Sr column in SrTiO 3 up to 30 atoms thick, as well as for a heavier Au column up to 50 atoms thick. Results of the probability of error for atom-counting in HR TEM and HR STEM are shown in Fig. 3 for the Sr column and in Fig. 4 for the Au column, for the different performance measures.
When comparing Fig. 3(a) and 3(b) , it is evident that the probability of error decreases significantly when the decision is based on the joint PF of all HR TEM image pixel values, as compared to the result based on the PF of the PIs. For HR STEM, there is only a slight decrease in probability of error, which can be seen when comparing Figs. 3(c) and 3(d) . For the Au column, similar results were found which are presented in Figs. 4(c) and 4(d). In [10] , it was already shown for a binary hypothesis test that the probability of error for the SCSs approximately equals the probability of error when using all image intensities on a pixel by pixel basis. From the results shown here, it can be seen that this is also true for a multiple hypothesis test.
Discussion

Results for peak intensities and scattering crosssections
The difference in probability of error between HR TEM and HR STEM for the MgO column, of which the results are shown in Fig. 1 , can be understood by investigating the performance measures as a function of thickness. In Fig. 5 , both the PIs for HR TEM and the SCSs for HR STEM are plotted as a function of the number of atoms, at the optimal experimental settings. From the results shown in Fig. 5 , it can be seen that both the PIs and the SCSs increase almost linearly with the thickness under the optimal settings, which allows us to distinguish between different numbers of atoms. However, in Fig. 1 , a much lower probability of error was obtained for atom-counting in HR STEM as compared to HR TEM. This can be understood by looking at the succeeding PFs of the respective performance measures for the different column thicknesses, which are presented Inner detector radius (mrad) Outer detector radius (mrad) Probability of error in Fig. 6 . In Fig. 6(a) , it is shown that the difference between the mean values of the PFs of consecutive PIs is small as compared to their standard deviation at the lower incoming electron dose of 10 4 e − /Å 2 , which results in highly overlapping PFs. The large overlap results in a high probability of error, which makes it hard to distinguish between the different column thicknesses in the case of HR TEM. In Fig. 6(b) and 6(d) , it is visible that the precision of the SCSs and PIs improves significantly with the incoming electron dose. Therefore, a higher incoming electron dose decreases the probability of error both in HR TEM and HR STEM. For HR STEM Probability of error at the lower incoming electron dose, the difference between the mean values of the PFs of consecutive SCS values was already large as compared to their standard deviation, which follows from Fig. 6(c) . The different column thicknesses in HR STEM can therefore easily be distinguished, even at the lower incoming electron dose of 10 4 e − /Å 2 . For SrTiO 3 also a high probability of error was found in the results presented in Fig. 2 , when using PIs in HR TEM as compared to SCSs in HR STEM, for counting the number of atoms in a Sr column with a thickness up to 75 atoms. This result can now be understood since PIs oscillate for thicker crystals depending on the atomic column type, as shown in Fig. 7 . This oscillating behaviour is a result of inherent electron channelling, which depends on both the atomic type and the atomic column thickness [36] . To make this more clear, the expected image intensities of a Sr column as a function of thickness are shown in Fig. 8 , where the oscillation in intensity is visible in the case of TEM. It is impossible to assign PIs in HR TEM unambiguously to a specific number of atoms when they oscillate as a function of thickness as shown in Fig. 7(a) . Therefore, in the presence of noise, columns of different thickness cannot be distinguished using PIs as a performance measure, even not at relatively large electron doses. In HR STEM, however, there are no contrast oscillations at the optimal detector settings. Furthermore, the standard deviation of the PFs of the SCSs in HR STEM is small as compared to the difference between the mean values of PFs of consecutive SCSs, in contrast to the PFs of PIs in HR TEM for the same incoming electron dose. As was already discussed in [10] , it can be seen in Fig. 7(b) that the Low Angle Annular Dark Field (LAADF) STEM regime (21-100 mrad) is only appropriate for atom-counting up to a thickness of about 20 atoms in the column, due to the higher coherent contribution to the SCS for this detector setting. The same reasoning applies when counting the number of Au atoms. Probability of error 
Results for image intensities on a pixel by pixel basis
On the one hand, the results that are shown in Figs. 3 and 4 suggest that it is advantageous to use HR TEM for atom-counting, when using all image intensities on a pixel by pixel basis. In this case the probability of error for HR TEM decreases significantly as compared to the result when using PIs, and it becomes even lower than the probability of error for atom-counting in HR STEM. Note, however, that in practice the use of the joint PF of all image intensities would require a rather complex procedure. Indeed, one would then need to know the behaviour of all pixel values in the image as a function of thickness, and therefore also all imaging parameters. Recall that in the followed quantitative approach, all imaging parameters were assumed to be known exactly. Moreover, it was assumed that the spherical aberration and defocus can be tuned precisely in the case of HR TEM, which is obviously not an evident matter. In fact, the spherical aberration and defocus will be estimated parameters too, which in practice will increase the probability of error for atom-counting.
On the other hand, for atom-counting in HR STEM, it is clear from Figs. 3 and 4 , that the probability of error based on the PF of the SCSs is a good approximation for the probability of error when the decision is based on the joint PF of the image pixel intensities. This is a great advantage of atom-counting using HR STEM, since SCSs are a robust measure for many imaging parameters, including defocus, source coherence, convergence angle [11] , and also for crystal tilt [37] .
Conclusions
In this paper, the limitations and possibilities for atom-counting of both HR TEM and HR STEM were investigated in a quantitative way. Three different crystals were simulated; MgO, SrTiO 3 and Au, in order to investigate and compare the probability of error for atom-counting in both imaging modes. By calculating the probability of error as a function of the experimental settings, the experiment design was optimised. For HR STEM, the annular inner and outer detector angles were optimised, whereas for HR TEM the spherical aberration and defocus were optimised. We can conclude that when comparing the currently used approaches, HR STEM is in general applicable for atom-counting when using an appropriate detector range, where the SCSs monotonically increase with thickness, and where the overlap between the PFs of consecutive SCSs is small. When the atom-counting decision is based on the PF of PIs, HR TEM can only be used to count the number of atoms in projected atomic columns in a very thin sample region at optimal imaging conditions, and using a sufficiently high incoming electron dose. The PIs oscillate as a function of the thickness, depending on the atomic column type due to the inherent electron channelling. The probability of error at the optimal experimental settings for HR TEM, when the atom-counting decision is based on the PF of PIs is larger as compared to the optimal probability of error for HR STEM, when using the same incoming electron dose. Under the assumption that one can make the atom-counting decision based on the joint PF of all image pixel intensities, the probability of error decreased significantly in the case of HR TEM, and became lower as compared to HR STEM. Note, however, that such atom-counting procedure would require the behaviour of all image pixel intensities to be known accurately as a function of thickness, which is not a trivial matter. In HR STEM, both for binary and multiple hypothesis testing, the probability of error based on the joint PF of the image pixel values is well approximated by the probability of error for SCSs, for which an appropriate and practical framework exists [1, 5, 9] .
In conclusion, HRTEM may in theory result into a lower probability of error for atom-counting when using image intensities on a pixel by pixel basis, but the commonly used SCSs for atom-counting in STEM lead to a high performance and have been shown to work in practice.
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