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1. INTRODUCTION
In this paper, we discuss a problem in non-destructive testing, that is,
determination of a boundary defect by a two-dimensional electrostatic
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w x w xfield. We use a formulation by McIver 16 or Michael et al. 17 . Let V be
a bounded domain in R 2 that describes the shape of a material which has
been damaged by corrosion, for example. We denote a defective sub-
Ž .boundary by g ; › V and we are required to determine g from a suitable
observation on an accessible subboundary G. For this we use an electro-
static field
Du x , y s 0, x , y g V , 1.1Ž . Ž . Ž .
u x , y s 0, x , y g g , 1.2Ž . Ž . Ž .
u x , y s f x , y , x , y g G. 1.3Ž . Ž . Ž . Ž .
Ž .Here u s u x, y represents an electric potential and f is considered as a
boundary input. Our inverse problem is then to determine a curve g from
› u
x , y , x , y g G , 1.4Ž . Ž . Ž .
›n
› uwhere denotes the normal derivative on G.›n
The uniqueness in determining g follows from the unique continuation
property for the Laplace equation. The second theoretical topic is stability.
Unfortunately, our inverse problem is severely ill-posed and we cannot
expect good stability with the usual topologies, because an ill-posed Cauchy
problem for the Laplace equation is involved. However, in the ill-posed
problem, we can restore stability under suitable a priori information on the
unknowns; such stability is called conditional stability. Our main purpose is
to establish conditional stability in our non-destructive evaluation problem.
Conditional stability of the Cauchy problem for the Laplace equation is
w x w xtreated by Lavrentiev 15 and Payne 19 , for example, which is also a key
w xfor our proof. In Bukhgeim et al. 5 , we have proved various types of
conditional stability estimates according to the degrees of regularity of g
Ž 2 .as a priori information i.e., from C -curves to analytic curves .
From the practical point of view in non-destructive testing, it is more
natural to estimate less regular unknown subboundaries than C 2-curves,
and here we exclusively discuss conditional stability for Lipschitz curves g ,
w xwhich are not considered in 5 .
For estimating Lipschitz subboundaries in this kind of inverse problem,
w xwe refer to Rondi 21 , where conditional stability is proved for a more
general elliptic equation with variable coefficients and Neumann boundary
w xcondition, in place of the Laplace equation. In comparison with 21 , our
result requires a regularity assumption for a potential field u on the whole
domain but we do not need boundary values on the entire boundary › V
and our result can be localized to a neighbourhood where we would like to
Ž .evaluate unknown subboundaries see Remark 6.1 in Section 6 . In fact,
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our estimation is carried out separately inside a small cone whose base is
in G.
w xFor similar inverse problems, we refer to Andrieux et al. 2 , Aparicio
w x w x w xand Pidcock 3 , Beretta and Vessella 4 , and Kaup et al. 13 . For
three-dimensional V, we have to determine surfaces and we refer to
w xCheng et al. 7 . Moreover, as other important shape determination prob-
lems we mention crack determination and obstacle determination in
w xscattering. As for the former problem, we can refer to Alessandrini 1 ,
w x w xFriedman and Vogelius 8 , and Rondi 21 , for example. For the latter, see
w x w xIsakov 11, 12 and Ramm 20 .
Our main result guarantees stability with a double logarithmic rate
which is very weak. However, this type of weak conditional stability is usual
Ž w x.in this kind of inverse problem e.g., 1, 4, 11, 12, 20, 21 .
This paper is organized as follows:
v Section 2. Main result
v Section 3. Reduction of the theorem to two key lemmas
v Section 4. Proof of the first key lemma
v Section 5. Proof of the second key lemma
v Section 6. Concluding remarks
2. MAIN RESULT
Let V , V be ordinate sets whose upper subboundaries are defective1 2
with corrosion. More precisely, let
0 - a - b - 1.
For arbitrarily fixed a ) 0, a ) 0, m ) 0, and m ) 0, we set1 2 0 1
F s F a , a , m , mŽ .1 2 0 1
w xs F g C 0, 1 N F x s a , 0 - x - a; F x s a , b - x - 1; Ž . Ž .1 2
< < < <F x y F x9 F m x y x9 , F x G m , 0 F x , x9 F 1 , 2.14Ž . Ž . Ž . Ž .1 0
V s x , y N 0 - x - 1, 0 - y - F x , 2.2 4Ž . Ž . Ž .1 1
V s x , y N 0 - x - 1, 0 - y - F x 2.3 4Ž . Ž . Ž .2 2
Ž . Ž . 4for F , F g F. In other words, g s x, y N y s F x , a - x - b , j s1 2 j j
1, 2, are unknown upper subboundaries, and the corroded boundaries are
given by Lipschitz continuous functions F and F . The a priori informa-1 2
tion F , F g F means that the corrosion process makes the subbound-1 2
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aries' shapes not so complicated, although the damaged boundaries can
admit corners. However, our a priori information excludes cusps where the
Ž w x.cone property breaks e.g., Grisvard 10 .
As the observation boundary, we take
G s x , 0 ; a - x - b . 2.4 4Ž . Ž .
Let us assume that u , j s 1, 2, satisfyj
Du x , y s 0, x , y g V , 2.5Ž . Ž . Ž .j j
u x , y s 0, x , y g g , 2.6Ž . Ž . Ž .j j
› uj
u x , 0 s f x , x , 0 s g x , a - x - b. 2.7Ž . Ž . Ž . Ž . Ž .j j j› y
By the unique continuation for harmonic functions, we note that there
Ž . Ž .exists at most one u satisfying 2.5 ] 2.7 .j
We are ready to state our main result.
Ž .THEOREM 2.1. Let m , m ) 0, 0 - k - 1, M ) 0, x g a, b be fixed,2 3 0
but arbitrary, and F , F g F. Moreo¤er, we assume1 2
< <f x G m , j s 1, 2, 2.8Ž . Ž .j 0 2
k
k5 5u g C V , u F M , j s 1, 2, 2.9Ž .Ž . C Ž .j j j V j
and
5 5 1q ku F m , j s 1, 2. 2.10Ž .C Žw a , b x=w0, m x.j 30
Then there exist constants C ) 0 and 0 - t - 1 such that
t1
5 5F y F F C , 2.11Ž .C w a , b x1 2 log log 1r«Ž .Ž .
5 5 1 5 5 2where « s f y f q g y g . Here the constants C and tH Ža, b. L Ža, b.1 2 1 2
depend on m , m , m , m , k , M, and F.0 1 2 3
We do not assume knowledge of boundary values on the whole bound-
ary. That is, we note that we need not impose any boundary conditions on
Ž .› V _ g j G , and in applications it is common that we cannot knowj j
boundary values outside of g and G.j
Ž .If we pose suitable boundary values on › V _ g j G , then we canj j
Ž . Ž w x.improve 2.11 to the rate of a single logarithm e.g., Bukhgeim et al. 5 .
Moreover, we can obtain the conditional stability of Holder type as far asÈ
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w xwe consider a bounded set of analytic curves as g 's 5 . For determinationj
of obstacles in inverse scattering, similar Holder stability is proved forÈ
Ž w x.analytic curves Isakov 11 .
k5 5 Ž .Remark 2.1. The a priori assumption u F M in 2.9 can beC Žj V .j
w xsatisfied in general in a Lipschitz domain V . See Grisvard 10 .j
Remark 2.2. The conditional stability in our inverse problem depends
heavily on the one in a Cauchy problem for the Laplace equation. Thus
the following example for a Cauchy problem suggests that we cannot
Ž . 5 5replace the a priori boundedness assumption in 2.9 by u F M,CŽj V .j
Ž . 4j s 1, 2, with the maximum norm: Let V s x, y N 0 - x, y - 1 and
Ž . ynqn yu x, y s e cos nx, n s 1, 2, 3, . . . . Then Du s 0 in V andn n
u x , 0 s eyncos nx ,Ž .n
› un ynx , 0 s ne cos nx ,Ž .
› y
5 Ž .5 5Ž .Ž .5namely, the norm of the Cauchy data u ?, 0 q › u r› y ?, 0C w0, 1x C w0, 1xn n
Ž .tends to 0 as n “ ‘. However, u x, 1 s cos nx, 0 F x F 1, so thatn
5 Ž .5 2u ?, 1 does not converge to 0 as n “ ‘. We note here thatL Ž0, 1.n
k5 5 5 5u F 1 and sup u s ‘ for 0 - k - 1.CŽV . C ŽV .n nG1 n
Remark 2.3. We note that, since the observation boundary is smooth
Ž w x. Ž .e.g., 9 , we know the assumption 2.10 can be satisfied.
ŽThe proof is based on the well-known conditional stability e.g., Lavren-
w x w x.tiev 15 and Payne 19 in the Cauchy problem for the Laplace equation
and an estimate for a special harmonic measure. We modify an estimate
w xfor a similar harmonic measure which is used in Isakov 11, 12 .
3. PROOF OF THEOREM 2.1
< Ž . Ž . < w xLet F x y F x take its maximum at x* g a, b and without loss of2 1
generality we may assume
5 5F x* y F x* s F y F . 3.1Ž . Ž . Ž .C w a , b x2 1 1 2
Let D be a connected component of V _ V which includes a segment of2 1
the line x s x*. We set
G s › D l › V , G s › D l › V . 3.2Ž .1 1 2 2
We note that › D s G j G . Our main result depends on two key lemmas.1 2
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LEMMA 3.1. There exist constants 0 - t F 1 and C ) 0 depending on1 1
F, m , and M such that2
C1
5 5u F . 3.3Ž .CŽ t.2 G 11 log 1r«Ž .Ž .
Remark 3.1. Lemma 3.1 asserts conditional stability of log-order which
is known for the Cauchy problem for the Laplace equation. However, for
our purpose, we have to obtain such stability which is uniform in a domain
whose upper boundary is given by F g F admitting Lipschitz continuous
functions. For completeness, we give the proof in Section 4.
5 5LEMMA 3.2. Let u F d . Then there exist constants 0 - t F 1 andC Ž2 .G1
C ) 0 depending on F, m , and M such that2 2
t1
5 5F y F F C . 3.4Ž .C w a , b x1 2 2 log 1rdŽ .




5 5F y F F CC w a , b x t1 2 2 1y1log C log 1r«Ž .Ž .Ž .1
t1
F C2 t log log 1r« y log CŽ .Ž .1 1
t1
F C . 3.5Ž .3 log log 1r«Ž .Ž .
4. PROOF OF LEMMA 3.1
Henceforth C , b denote positive constants depending only on F, m ,k 2
Ž . 2and M. Moreover, we identify j , j g R with j s j q ij g C.1 2 1 2
LEMMA 4.1. Let c and d be positi¤e constants such that 0 - a - c - d -
b - 1. Then there exist constants C ) 0 and 0 - b - 1 which are indepen-4
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dent of y such that
m0b< <u x , y y u x , y F C « , c - x - d , y g 0, . 4.1Ž . Ž . Ž .2 1 4 2
w xProof. See Payne 19 .
p  < < < < < 4Let 0 - u - , D s z s x q iy g C z - R, arg z - u and l s2
w xr , r ; D.1 2
Ž .DEFINITION 1. c z is called the harmonic measure for D and l if it
satisfies
Dc s 0, z g D _ l ,
c s 0, z g › D ,
c s 1, z g l.
For the existence and uniqueness of the harmonic measure, we refer to
w xKellogg 14 , for example. By using the same method in Friedman and
nw x Ž . Ž .Vogelius 8 , we can see that c g C D for some n g 0, 1 .
LEMMA 4.2. There exist constants C ) 0 and C ) 0 such that5 6
p r2u w xc x G C x , x g 0, r , 4.2Ž . Ž .5 1
pr2u pr2ur r2 2 w xc x G C y , x g r , R , 4.3Ž . Ž .6 2ž / ž /ž /x R
where c is the harmonic measure for D and l. Here C ) 0 and C ) 0 are5 6
Ž .p r2uindependent of x and dependent on r , r , and R. Moreo¤er, if r rr1 2 1 2
1F , then C is independent of r , r , and R.6 1 23
w xProof. We will prove the lemma on the basis of Isakov 11 . We first
Ž .prove the second inequality 4.3 .
We consider the conformal map
pr2ur2
z s f z ’ .Ž . ž /z
Then f transforms D _ l to the following domain:
pr2upr2ur r2 2
< <S s z N Rz ) 0, z ) _ 1, . 4.4Ž .½ 5ž / ž /R r1
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Ž . Ž y1Ž ..Moreover, w z ’ c f z satisfies
Dw z s 0, z g S,Ž .
w z s 0, z g f › D ,Ž . Ž .
w z s 1, z g f l .Ž . Ž .
By the maximum principle, we have
pr2ur2
w z G 0, Rz s . 4.5Ž . Ž .ž /R
Ž .Let w z satisfy0
pr2upr2u pr2ur r r2 2 2 4Dw z s 0, zg Rz)0 _ 1y , y ,Ž .0 ž / ž /ž /R r R1
4.6Ž .
w z s 0, Rz s 0, 4.7Ž . Ž .0
pr2upr2u pr2ur r r2 2 2
w z s 1, 1 y F z F y , 4.8Ž . Ž .0 ž / ž /ž /R r R1
w ‘ s 0. 4.9Ž . Ž .0
Ž . Ž w x.Noting 4.5 and applying the maximum principle e.g., 9 to a harmonic
function
pr2upr2u pr2ur r r2 2 2
w z yw zy in z N Rz) _ 1, ,Ž . 0 ½ 5ž / ž / ž /ž /R R r1
we have
pr2u pr2ur r2 2
w z G w z y , Rz G 4.10Ž . Ž .0 ž / ž /ž /R R
Ž .by 4.5 and
w z ) 0, Rz ) 0. 4.11Ž . Ž .0
 4Since, at z s 0, the domain Rz ) 0 satisfies the ball property, the strong
maximum principle yields
› w0
0, 0 / 0 4.12Ž . Ž .
› x1
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Ž w x. Ž .e.g., 9 . Therefore, in view of 4.11 , there exists a constant C ) 0 such7
that
pr2u pr2ur r2 2
w z G C z , 0 - z - y ,Ž .0 7 ž /ž /r R1
namely,
pr2upr2u pr2u pr2ur r r r2 2 2 2
w zy GC zy , -z- .0 7ž / ž / ž / ž /ž / ž /R R R r1
4.13Ž .
Ž . Ž . Ž .The inequalities 4.10 and 4.13 imply 4.3 . &
1p r2uŽ .Next let r rr F . In place of w , we consider w , the solution1 2 0 03
to
&
w x 4Dw z s 0, z g Rz ) 0 _ 1, 2 ,Ž .0
&
w z s 0, Rz s 0,Ž .0
&
w z s 1, 1 F z F 2,Ž .0
&
w ‘ s 0.Ž .0
&
X XŽ .Similarly, we can prove that w z G C z for z G 0. Here C ) 0 is0 7 7&
independent of r , r , and R because w is.1 2 0
1p r2u p r2uŽ . w x w Ž .Since r rr F , we see that 1, 2 ; 1 y r rR ,1 2 23 &
p r2u p r2uŽ . Ž . x Ž . Ž .r rr y r rR and w z G w z for z G 0 by the maxi-2 1 2 0 0
Ž .mum principle. Therefore 4.10 yields
pr2u pr2ur r2 2Xw z G C z y , z G ,Ž . 7 ž / ž /ž /R R
where CX ) 0 is independent of r , r , and R.7 1 2
Ž .For the proof of 4.2 , we introduce the conformal map:
Ä p r2uz s f z s z .Ž .
Then D _ l is transformed to
p r2u p r2u p r2uÄ < <S s z N 0 - Rz , z - R _ r , r , 4 1 2
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Äy1Ž Ž ..and w s c f z satisfiesÄ
ÄDw z s 0, z g S,Ž .Ä
< < p r2uw z s 0, Rz s 0 or z s R ,Ž .Ä
w z s 1, rp r2u F z F rp r2u .Ž .Ä 1 2
Ž .As in the proof of 4.3 , in view of the maximum principle and the strong
ÄŽ .maximum principle, we see that 0 - w z - 1 for z g S andÄ
C z F w z , 0 F z F rp r2u .Ž .Ä5 1
Ž .Thus the proof of 4.2 is complete.
In terms of Lemma 4.2, we can establish a conditional stability estimate
for holomorphic functions in D.
Ž .LEMMA 4.3. Suppose ¤ s ¤ z is a holomorphic function in D. We
< Ž . < < Ž . <assume that max ¤ x F « . If ¤ z F M , z g D, with somex gw r , r x 11 2
M ) 0, then we ha¤e1
C xp r2u5«
< < w x¤ x F M , x g 0, r ,Ž . 1 1ž /M1
ŽŽ .p r2u Ž .p r2u .C r rx y r rR6 2 2«
< < w x¤ x F M , x g r , R .Ž . 1 2ž /M1
Proof. Without loss of generality, we may assume
< <« s max ¤ x .Ž .
w xxg r , r1 2
Consider the following function:
< <W z s ¤ z exp c z log M q 1 y c z log « .Ž . Ž . Ž . Ž .Ž .1
We will prove that
W z F max W z s M « , z g D. 4.14Ž . Ž . Ž .1
w xzg› Dj r , r1 2
Ž . w xIn fact, if 4.14 is not true, then there exists z g D _ r , r such that0 1 2
W z ’ max W z ) max W z s M « . 4.15Ž . Ž . Ž . Ž .0 1
w xzg› Dj r , rzgD 1 2
STABILITY IN DETERMINING A BOUNDARY 67
w x Ž .Since z is in D _ r , r , there exists a small ball O z with centre z0 1 2 0 0
Ž . w xsuch that O z ; D _ r , r . From the theory of complex variables, we0 1 2
Ž . Ž .know that, for the harmonic function c z in O z , there exists a0
Ž .holomorphic function C z such that
RC z s c z , z g O z ,Ž . Ž . Ž .0
Ž . Ž .where RC z is the real part of C z . We set
V z s ¤ z exp C z log M q 1 y C z log « , z g O z .Ž . Ž . Ž . Ž . Ž .1 0
< Ž . < Ž . Ž . Ž .Then V z s W z , z g O z . It is easy to verify that V z is a holomor-0
Ž . < Ž . < Ž .phic function in O z and V z attains the maximum W z at an0 0
interior point z . Therefore the maximum principle for holomorphic0
functions and harmonic functions yields
< <V z s constant, z g O z ,Ž . Ž .0
and so
< <W z s constant, z g D.Ž .
Ž . Ž .This contradicts 4.15 . Thus we have 4.14 .
Ž .From 4.14 , we have
Ž .c x«
< < w x w x¤ x F M , x g 0, r or x g r , R .Ž . 1 1 2ž /M1
By noting «rM F 1, the conclusion follows from Lemma 4.2.1
Now we can complete the proof of Lemma 3.1.
Ž . Ž . Ž . Ž Ž ..Let u x, y s u x, y y u x, y and x, F x g G . We fix c and dÄ Ä2 1 1 1
such that 0 - c - a - b - d - 1 and c, 1 y d are sufficiently small. Since
F g F, we can choose m ) 0 such that1 4
<D ; V , D ; x , y c - x - d , 4.16 4Ž . Ž .1
Ž . 2 Ž . Ž . <4where we set D ’ x, y g R N 0 - y - F x , F x y y ) m N x y x .Ä Ä Ä1 1 4
Henceforth we set z s x q iy and identify R 2 with C.
Ž . Ž .Since Du x, y s 0 for x, y g D, there exists a real harmonic func-
Ž .tion w x, y such that ¤ s u q iw is a holomorphic function in D and
Ž .w x, 0 s 0.Ä
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In fact, let x be the conformal mapping from D to the unit disk
 < < 4z - 1 . Then the holomorphic function ¤ can be constructed by means of
Ž w x.the Schwarz formula e.g., 18, p. 108; 22, p. 224
1 x z q x z u x zŽ . Ž . Ž .Ž .
¤ s x 9 z dz y iw , 4.17Ž . Ž .H 02p i x z y x z x zŽ . Ž . Ž .› D
where
1 x z q x x u x zŽ . Ž . Ž .Ž .Ä
w s I x 9 z dz .Ž .H0 ž /2p i x z y x x x zŽ . Ž . Ž .Ä› D
Since the Cauchy singular integral operator is a bounded operator from
k kŽ . Ž . Ž w x.C › D to C D e.g., 18 , it can be directly verified that
< < 5 5 k X¤ z F u F C M .Ž . Ž .C Ž› V . 4
Hence, by Lemma 4.1, we have
m0b< <¤ z F C « , 0 F I z F , R z s x , 4.18Ž . Ž .Ä4 2
where I z is the imaginary part of z.
Applying the first inequality in Lemma 4.3 in D, we obtain
Ž Ž . .p r2uC F x yyÄ5 1bC « m4 0X< <¤ y F C M , y g , F x , 4.19Ž . Ž . Ž . Ž .ÄX4 1ž /C M 2Ž .4
where u s arctan my1.4
Therefore we have
Ž Ž . .p r2uC F x yyÄ5 1bC « m4 0X< <u y F C M , y g , F x .Ž . Ž . Ž .ÄX4 1ž /C M 2Ž .4
Ž Ž .. Ž . Ž Ž ..Since u x, F x s 0, in terms of 2.9 , we have u x, F x asÄ Ä Ä Ä1 1 2 1
u x , F x s u x , F x y u x , F xŽ . Ž . Ž .Ž . Ž . Ž .Ä Ä Ä Ä Ä Ä2 1 2 1 1 1
s u x , F x y u x , F x y hŽ . Ž .Ž . Ž .Ä Ä Ä Ä2 1 2 1
y u x , F x q u x , F x y hŽ . Ž .Ž . Ž .Ä Ä Ä Ä1 1 1 1
q u x , F x y h y u x , F x y hŽ . Ž .Ž . Ž .Ä Ä Ä Ä2 1 1 1
C hp r2u5bC «4XkF 2 Mh q C M , 4.20Ž . Ž .X4 ž /C MŽ .4
where h is a small positive constant.
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We choose h so that it minimizes
C hp r2u5bC «4Xk2 Mh q C M .Ž . X4 ž /C MŽ .4
Then we can complete the proof of Lemma 3.1.
5. PROOF OF LEMMA 3.2
First, by the maximum principle, we have
< <u x F d , x g D. 5.1Ž . Ž .2
Ž . Ž .By the assumption 2.8 and 2.10 , there exists a positive constant
s - m r2 such that0
m2
< <u x , x G , 0 F x F s , 5.2Ž . Ž .2 0 2 22
where s is independent of u and is dependent only on k and m .2 3
Ž .Since u z is a harmonic function in a simply connected domain V ,2 2
Ž . Ž . Ž . Ž .there exists a harmonic function w z such that ¤ z s u z q iw z is a2 2
Ž .holomorphic function. It is easy to verify that ¤ z is a holomorphic2
function in V and2
k5 5¤ F M9. 5.3Ž .C ŽV .2 2
Ž .Here M9 is a positive constant which depends on M of 2.9 .
Ž .From 5.2 , we have, for any real constant c,
m2
< < < <¤ x , x y ic s u x , x q iw x , x y ic G . 5.4Ž . Ž . Ž . Ž .2 0 2 2 0 2 0 2 2
For the proof, we can assume that
5 5d ’ F y F s F x* y F x* ) 0Ž . Ž .C w a , b x1 2 2 1
and d ) 0 is sufficiently small.
Ž . Ž . 1r4If F x* y F x* F 3d , then the proof is finished. Therefore we2 1
may assume that
F x* y F x* ) 3d 1r4 . 5.5Ž . Ž . Ž .2 1
Since F , F g F and h s d 1r4, we can take cones K , Kh, K , Kh given1 2 1 1 2 2
by
< <K s x , y N y ) F x* , y y F x* ) m x y x* , 4Ž . Ž . Ž .1 1 1 4
h < <K s x , y N y ) F x* q h , y y F x* y h ) m x y x* 4Ž . Ž . Ž .1 1 1 4
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and
< <K s x , y N 0 - y - F x* , F x* y y ) m x y x* , 4Ž . Ž . Ž .2 2 2 4
h < <K s x , y N 0 - y - F x* y h , F x* y y y h ) m x y x* 4Ž . Ž . Ž .2 2 2 4
h h C Ž .satisfying K ; K ; V and K ; K ; V the complement of V . Put2 2 2 1 1 1 1
K s K l K , Kh s Kh l Kh and we see Kh ; K ; D. The angles of K1 2 1 2
Ž Ž .. Ž Ž ..at the vertices x*, F x* and x*, F x* are bounded away from 0 at1 2
uniform distances by F , F g F.1 2
We set
L s x , y N x s x*, F x* q h - y - F x* y h . 4Ž . Ž . Ž .1 2
We see that L ; Kh ; K ; D and
› u d2 3r4< <u z F d , F C s C dŽ .2 8 8› x h
for R z s x*, I z g F x* q h , F x* y h 5.6Ž . Ž . Ž .1 2
Ž w x.e.g., 9, p. 23 .
Ž . Ž . Ž .Since ¤ z s u z q iw z is a holomorphic function, we have2 2 2
› u › w › u › w2 2 2 2s , s y .
› x › y › y › x
Ž .By 5.6 , we have
› w2 3r4z F C d .Ž . 8› y
Ž Ž Ž . ..Let c s w x* q i F x* y h and w s w y c. We haveÄ2 2 2 2
y › w2
w x* q iy s x* q it dtŽ . Ž .Ä H2 › yŽ .F x* yh2
y › u2s x* q it dt.Ž .H
› xŽ .F x* yh2
We can directly verify that ¤ s u q iw is a holomorphic function andÄ Ä2 2 2
X 3r4< <¤ z F C d R z s x*, I z g F x* q h , F x* y h ,Ž . Ž . Ž .Ä2 8 1 2
5.7Ž .
where CX ) 0 is a constant.8
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ÄLet d s d y h.
Ž .As in the proof of Lemma 3.1, noting 5.3 , we apply the second
h Ž .inequality in Lemma 4.3 to the cone K where the bound 5.6 is given in2
w Ž . Ž . xthe inside segment F x* q h, F x* y h . Thus we obtain1 2
Ä p r2u Ä p r2uŽŽ Ž Ž . .. Ž Ž Ž . .. .C dr ytqF x* yh y dr F x* yhX 3r4 6 2 2C d8
< <¤ x F M9 ,Ž .Ä2 ž /M9
z s x* q it , t g 0, F x* q h , 5.8Ž . Ž .1
pŽ .where u g 0, is dependent on F, m , and M. Here we note that r in2 22
ÄLemma 4.3 corresponds to d, and r can be a sufficiently small positive1
1constant. Therefore we have r rr F . Hence, by the latter part of1 2 3
Lemma 4.2, the constant C ) 0 is independent of d.6
s 3w x Ž .Let t g , m in 5.8 . Then we have02 4
Äp r2uC dX 93r4< <¤ x* q it C dŽ .Ä2 8F , 5.9Ž .ž /M9 M9
where C ) 0 is a constant which depends on F and s .9
Ž w x.By a conditional stability estimate e.g., 6, p. 122 , we know that there
exists a constant 0 - t - 1, which depends on F and s , such that2
t p r2uÄt C d2 X 2 93r4< << < sup ¤ x* q it¤ x , s C dŽ .Ž . ÄÄ t gw s r2, m x 22 0 80F F .ž /ž /M9 M9 M9
5.10Ž .
Ž .By 5.4 , we have
Äp r2ut C dX 2 93r4m C d0 8F . 5.11Ž .ž /2 M9 M9
Since we can assume that 2 M9rm ) 1 and M9rC d ) 1, we see from0 8
Ž .5.11 that
log 2 M9rmŽ .0p r2uÄd F X 3C t log M9rC y log dŽ .Ž .9 2 8 4
C10F .
log 1rdŽ .
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Therefore we obtain
Ä 1r4F x* y F x* s d s d q dŽ . Ž .2 1
2urpC10 1r4F q dž /log 1rdŽ .
2urpC11F .ž /log 1rdŽ .
Thus the proof of Lemma 3.2 is complete.
6. CONCLUDING REMARKS
Remark 6.1. Our method applies more locally than the method in
w xRondi 21 . In fact, setting
< <F x y F x9Ž . Ž .
Lip F : d , d s sup d F x - x9 F dŽ .1 2 1 2½ 5< <x y x9
for 0 - d - d - 1, we can state our main theorem in a more localized1 2
version:
w xTHEOREM 6.1. Let F , F g C 0, 1 and F / F , and let D be a con-1 2 1 2
nected component of V _ V , say,2 1
<D s x , y F x - y - F x , d - x - d , 4Ž . Ž . Ž .1 2 1 2
Ž . Ž . Ž . Ž . Ž .with some d , d g 0, 1 . For 0 - k - 1, we assume 2.5 ] 2.7 , 2.8 ] 2.10 ,1 2
and
2 k
k5 5u g C D l C D , u F M , j s 1, 2, 6.1Ž .Ž . C ŽD .ž /j j j j j
where we set
D s x , y N 0 - y - F x , d - x - d .Ž . Ž . 4j j 1 2
Then there exist constants C ) 0 and 0 - t F 1 depending on m , m , m ,0 2 3
Ž . Ž .M, d , d , Lip F : d , d , and Lip F : d , d such that1 2 1 1 2 2 1 2
t1
5 5F y F F C 6.2Ž .C w d , d x1 2 1 2 ž /log log 1r«Ž .Ž .
5 5 1 5 5 2for « s f y f q g y g .H Ža, b. L Ža, b.1 2 1 2
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Remark 6.2. We consider the case where an unknown subboundary is
given by a Lipschitz continuous function. Thus our result does not directly
cover the case where a subboundary has cusp points. Our methodology is
applicable to the cusp case with modification and in a forthcoming paper
we treat such a singular case.
Remark 6.3. We assume the zero Dirichlet boundary conditions on
unknown subboundaries. We shall discuss the case of the Neumann
boundary condition and treat that case in a forthcoming paper.
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