Heterogeneous distributed environments or grid environments provide large computing resources for the execution of large scientific applications. The effective use of those platforms requires a suitable representation of the application algorithm which makes a distribution of parts of the application across the distributed environment possible. A representation of an application algorithm in form of interacting tasks has been shown to be a suitable programming model for those distributed environments, where tasks can be shipped to remote computing resources for execution. The efficient execution of an application also depends on the time for sending tasks and data to remote resoures, which adds an additional overhead to the distributed execution time. In this paper, we propose a method to overlap the execution of current tasks with the shipping time for tasks to be executed later. The efficient overlapping is achieved by an anticipated scheduling algorithm for the placement of future task executions.
Introduction
Scientific applications or numerical algorithms often provide an inherent structure of interacting modules which can be exploited naturally for a parallel or distributed implementation. A suitable parallel programming model for expressing algorithms with a modular structure uses tasks to represent the modules of an application algorithm. Data or control dependencies between tasks of the application form a task graph where nodes represent tasks and arrows between tasks denote dependencies. Tasks may be single-processor tasks or multiprocessor tasks (M-tasks), which can be executed on an arbitrary number of processors, but also on a single processor. M-tasks graphs have two levels of potential parallelism: each M-task can be executed on a set of processors of a parallel platform and different Mtasks can be executed concurrently on different disjoint sets of processors of one platform or on different parallel platforms in a distributed environment. This makes Mtask programming ideally suited for distributed or Grid environments combining different parallel platforms.
The execution of M-task programs in distributed heterogeneous environments requires a scheduling of M-tasks of the application program. For an efficient execution, the current structure of a distributed environment as well as the expected (parallel) execution time of M-tasks on different parallel components of the platform is important. The current structure of the distributed computing environment can be described as a varying set of computing components and the dynamic computing load on each of the components. A migration of M-tasks and their corresponding data to other components during runtime of the application program may be required for load balance. Thus, the time for migrating M-tasks and their corresponding data to other platform components has to be taken into account. An approach to efficiently schedule M-tasks in a dynamic distributed client-server environments has been presented in [16] . The appoach considers execution times of M-tasks as well as migration times for M-tasks to remote computing resources. In this paper, we extend this approach to take an overlapping of execution times and migration costs into account.
For M-task scheduling with dynamically changing computation load and/or dynamically changing distributed environments, the scheduling decision has to be done at runtime. Thus, also the migration of tasks has to be done at runtime which may induce a high communication overhead. To reduce the communication overhead we propose an overlapping of computation time and migration time, such that the schedul-ing decision and the migration of tasks is done during the execution of other tasks. An anticipated migration of tasks is useful if the tasks to be executed next are known and are mainly based on data already available, which holds for many applications from scientific computing with modular structure. Those data might be stored on a different platform component and need to be sent to the same location as the task. The efficient realization of an anticipated task placement, however, requires modified scheduling algorithms since the scheduling decision has to be based on previous decisions and has to be able to react to different situations of given task distributions. We propose a scheduling algorithm which starts with a given distribution of current tasks across the computing resources and which decides about the future placement in a distributed way. The distributed decisions cause a small number of migrations since each distributed resource decides on its own computation load and communication requirements. We present the distributed scheduling algorithm based on a layered approach and show suboptimality results.
The rest of the paper is structured as follows. Section 2 introduces the model for programming with multiprocessor tasks and the execution environment. Section 3 presents the scheduling algorithm with anticipated task placement and shows suboptimality bounds. Section 4 discusses related work, and Section 5 concludes the paper.
Multiprocessor task programming
In this section, we describe the M-task programming model and the model for the distributed execution environment used for the scheduling.
Programming model
Multiprocessor task programming is based on a decomposition of an application algorithm into a set of modules which can be realized as M-tasks. Each module realizes a well-defined independent part of the entire application algorithm with input data from other modules and producing output data required by other modules. The input and output data induce dependencies between modules such that output data from a module A are regarded as input data by a module B. Data and control dependencies give rise to a task graph G = (V, E) with the module activations as nodes and edges between nodes representing dependencies. Task graphs due to module program structures can be explicit, i.e. the task graph can be seen in the program structure, or the task graph can be more implicit when iterative or recursive module structures are allowed [10] . A suitable library for M-task programming is Tlib [17] .
Each M-task may have an internal structure which arizes from a data-parallel or SPMD computation. But there is no relation between the internal computations of different M-tasks. In the following, we consider an M-task program with input and output dependencies where each M-task can be executed on an arbitrary number of processors of one of the computing resources in a distributed environment. The execution has to guarantee that the input data required by an M-task M ∈ V is available when the execution of M starts. More precicely, this means:
• The input data must have been produced by predecessor tasks M of M with (M , M) ∈ E or are given as input data to the application program.
• The input data of M must be available at the computing resource which executes M . Usually, M expects the input data using a specific data distribution which must either be produced by the corresponding predecessor M or which must be generated by a specific redistribution operation before the start of M .
Due to the input-output relations, the task graph G of one M-task program forms a directed acyclic graph (DAG). In the context of a Grid environment, a computing resource may have more than one DAG to compute at the same time. The set of DAGs may result from the submission of different M-task programs by different users.
Distributed environment
The execution model that we assume in the following is a Grid environment where clients specify M-task programs for execution. The environment consists of a set of servers {S 1 , . . . , S n } where each server controls a local execution resource that allows the execution of M-tasks. The local execution resources of a server usually consist of more than one processor and different servers may control execution resources with different numbers of processors. The servers are connected by a grid network such that each server has a direct connection to a set of neighboring servers. A client submits M-tasks programs to its local server for execution. A server obtaining an execution request from its client is responsible for the execution. The execution may be performed completely on the local computing resource, but the execution request may also be forwarded to a neighboring server, if the local server is busy with other 
Scheduling approach for dynamic task graphs
For the scheduling of an M-task graph, we use a twostep approach, see [15] . In the first step, the task graph is partitioned into a sequence of layers L i , i = 1, 2, . . . such that the tasks of one layer are independent of each other and can therefore be executed concurrently, see Figures 1 for an illustration. The different layers have to be executed sequentially one after another. Usually, there are several possibilities to partition a task graph into layers. The greatest flexibility for the overall scheduling is obtained by using as few layers as possible. This can be achieved by a greedy algorithm that runs over the task graph and puts as many nodes as possible into the current layer. The number of layers is determined by the longest path from the entry node of the task graph to the exit node.
In the second step, the scheduling of the tasks in one layer is determined: The algorithm decides whether the independent tasks in one layer should be executed (concurrently or sequentially) on the local cluster or whether tasks should be forwarded to other servers for execution. To make this decision, the following issues have to be taken into consideration: (1) the local resources available to the server, their current workload and the number of M-tasks waiting for execution; (2) the workload and resources available on neighboring servers; (3) the expected execution time and migration costs of the M-tasks of the current layer, mainly determined by the costs of moving the data required to another server. In [16] , we have presented an algorithm to make the decision which of the tasks of a server should be forwarded to another server and which of the tasks should be computed locally. In this article, we extend the algorithm presented in [16] such that the decision of the task placement of one of the layers is taken before the computation of the previous layer. The goal is to hide the necessary communication times for task migration as far as possible behind the computations for the previous layer. We also give suboptimality bounds for the new algorithm.
Scheduling with anticipated task placement
The decision for the placement of the tasks of layer L i+1 is taken after the task placement of layer L i , i = 1, 2, . . .. Before starting the execution of the tasks in L i , the placement of the tasks of layer L i+1 is determined. Thus, the necessary task migration can be performed during the task execution of layer L i for those tasks whose input data is already available. The goal is to hide the migration costs of the tasks of the next layer L i+1 as far as possible. For the placement of the tasks of L i+1 , we assume that the total execution costs T i (S) of the tasks of layer L i is known for each of the servers S of the execution environment.
Based on T i (S), a task M of layer L i+1 at server S should only be migrated, if the migration costs C(M ) of M can be hidden by the execution time of the tasks of layer L i for server S, i.e., if C(M ) < T i (S). According to this observation, we partition the tasks of server S of layer L i+1 into migratable and not-migratable tasks as follows:
• The set of not-migratable tasks M i+1 nmig = {M 1 , . . . , M l } of server S contains all tasks whose input data is not available yet and those tasks whose expected migration costs exceed the execution time of layer L i on server S, i.e., those M j , j = 1, . . . , l, for which we have:
The migration costs of the not-migratable tasks cannot be hidden by the execution of the tasks of layer L i at server S. Hence, it is not beneficial to migrate a not-migratable task of layer L i+1 to a neighboring server, since the execution of such a task can be started earlier on this server than it arrives at other servers.
• The set of migratable tasks M i+1 mig = {M 1 , . . . , M m } of server S contains all tasks whose migration costs can be hidden by the execution time of layer L i on server S, i.e. for all tasks M j , j = 1, . . . , m, we have:
The migratable and not-migratable tasks are determined for each of the servers of the execution environment.
In the following, T nmig (S, L i+1 ) denotes the expected accumulated execution time of the notmigratable tasks of server S for layer L i+1 and T mig (S, L i+1 ) is the expected accumulated execution time of the migratable tasks of server S for layer L i+1 . We consider a server S with neighboring servers S 1 , . . . , S nS . S sends migratable tasks to its neighboring servers as long as there exists a server S j , j = 1, . . . , n S for which
with
T i+1 (S j ) is the total accumulated task execution time of layer L i+1 on server S j . If there are several neighboring servers for which Equation (3) is fulfilled, the server S j with the smallest value of T i+1 (S j ) is selected. If there is such a neighboring server S j , S selects a migratable task M for which the following conditions are fulfilled:
1. After the migration of M to S j , Equation (3) is still fulfilled.
Task
mig is selected such that the execution time of M is as large as possible.
To find suitable tasks for migration, the migratable tasks of layer L i+1 of S are sorted according to decreasing values of T (M, p max ) where T (M, p max ) describes the expected execution time of task M on S, assuming that S controls p max homogeneous execution units. Hence, the migratable task with the largest value of T (M, p max ) is migrated first to server S j . If task M is migrated, then this migration changes the value of
) for the target server S j , depending on whether M is a migratable or notmigratable task for server S j .
The selection for migration is repeated until no target server is available for which Equation (3) is fulfilled. The placement algorithm avoids the circular placement of tasks, since tasks are only migrated from servers with larger values of T nmig (S, L i+1 ) + T mig (S, L i+1 ) to servers with smaller values of this expression and since tasks are only migrated as long as Equation (3) is fulfilled after the migration. The scheduling algorithm for the anticipated tasks placement of one layer is given in Figure 2 .
The placement of the tasks of layer L i+1 is based on the situation of the execution environment before the execution of the tasks of layer L i . During the execution of L i , the execution environment may change because new servers are added to the environment or because existing servers are removed from the system. This dynamic change of the execution environment may make the scheduling decision sub-optimal. But the execution environment is usually not changed very often. Moreover, the placement of the tasks is chosen such that it is completely hidden by the execution time of the tasks of layer L i , i.e., the task placement essentially comes for free because of the overlapping of migration and computation costs.
Suboptimality Bounds
In the following, we analyze the schedules produced by the distributed scheduling algorithm in Figure 2 . We first consider task graphs with single-processor tasks and then generalize the result to task graphs with M-tasks in the next subsection.
For single-processor tasks, the following suboptimality property holds: Lemma 1 Let S 1 , . . . , S n be servers of the same speed connected by a complete graph and let each server control a single processor. If all tasks of layer L i+1 are single-processor tasks and if all tasks of layer L i+1 are migratable, then for the total execution time T i+1 computed by the anticipated scheduling algorithm the following holds
where T opt ist the execution time of an optimal schedule of layer L i+1 and T (M x ) is the execution time of the smallest task M x of the server with the largest accumulated execution time.
Proof: We sort the servers S 1 , . . . , S n according to decreasing accumulated execution time for layer L i+1 of a task graph. After the algorithm has stopped, no task can be migrated from S 1 to one of the other servers. This is particularly true for the M-task M x of S 1 with the smallest execution time. Let T i+1 (S n ) denote the accumulated execution time of S n . Since there are no waiting times for any of the servers, an optimal schedule at least needs execution time T i+1 (S n ), i.e., it is T opt ≥ T i+1 (S n ).
Since M x has not been migrated from S 1 to S n , the for each server S { sort the neighboring servers S 1 , . 
migrate task M to server S j ; re-compute execution times of S and S j and re-sort S 1 , . . . , S nS ; } else { add M to set of not-migratable tasks of S; following inequality holds according to the scheduling algorithm:
Thus, we get
Since S 1 has the largest accumulated execution time, we have T i+1 (S 1 ) = T i+1 which leads to Inequality (4).
The suboptimality bound (4) of Lemma 1 can be expressed in a different way by using the ratio α between the execution time of the task M x with the smallest execution time and the execution time of all other tasks of server S 1 , i.e.
This is formulated in the following corollary.
Corollary 1 Given the assumptions of Lemma 1 and the assumption 0 < α < 1 for α defined in (5), then the accumulated execution time T i+1 of the anticipated scheduling algorithm fulfills the suboptimality bound:
Proof: It is T i+1 (S 1 ) = T i+1 according to the sorting of the servers. ¿From Equation (5), we obtain T (M x ) = α α+1 T i+1 . Substituting T (M x ) in Equation (4) yields
Hence, we get
which results in
For large numbers of tasks, we usually have values of α, 0 < α < 1, near 0. Since (1 + α)/(1 − α) → 1 for α → 0, the suboptimalty bound of the anticipated scheduling algorithm converges to 1, i.e. is close to 1 for small α.
Suboptimality bounds for M-task graphs
In the following, we generalize Lemma 1 and Corollary 1 to M-tasks. We assume that Server S i controls p i processors and that all processors in the system are identical. Furthermore, we assume that each task has linear speedup, i.e. for servers S j and S l , j = l, and for each M-task M , we have
where S j controls p j execution units and T (M, p j ) is the execution time of M-task M on p j processors, j = 1, . . . , n. We again sort the server according to decreasing accumulated execution times. Let S 1 , . . . , S n be the resulting order. We first show that the accumulated execution time T i+1 (S n ) of the server S n with the smallest accumulated execution time is a lower bound for the execution time T opt of an optimal schedule.
Proposition 1 For M-tasks with linear speedup, it is
T i+1 (S n ) ≤ T opt , where T opt is the execution time of an optimal schedule.
Proof: We first show that
holds. To show this, we assume that
is the total work needed for all tasks. This inequality implies that there is a schedule with a smaller total work than T * . Hence, there exists at least one M-task M on at least one server S j which can be executed in a smaller amount of time on another server S l , i.e.
But because M has linear speedup, we have on the other hand
and thus, Equation (8) is true.
We now show that
To show this, we assume that
But since p j > 0 and since T i+1 (S j ) > T i+1 (S n ) because S n is the server with the smallest accumulated execution time, the last inequality cannot be true. This proves Equation (9) and the claim of Proposition 1.
Using Proposition 1, we can show the following Lemma 2 Let S 1 , . . . , S n be servers connected by a complete graph and let server S j control p j identical processors. Furthermore let the processors of different servers be identical. If all tasks are M-tasks with linear speedup according to Equation (7) and if all tasks of level L i+1 are migratable, then for the total execution time T i+1 of the schedule of level L i+1 computed by the anticipated scheduling algorithm, the following holds:
where T opt is the execution time of an optimal schedule and where T (M x , p 1 ) is the execution time of the smallest task M x on the server with the largest accumulated execution time.
Proof: We sort the servers S 1 , . . . , S n according to decreasing accumulated execution time for layer L i+1 of a task graph. After the anticipated scheduling algorithm has stopped, M x cannot be migrated from S 1 to S n . Therefore
because of Equation (7). Since T i+1 (S 1 ) = T i+1 and T i+1 (S n ) ≤ T opt because of Proposition 1, we get
which proofs the lemma.
Similarly to Corollary 1, we consider a ratio α defined by
where M x is the task with the smallest execution time.
We use α to express the suboptimality bound given in the next corollary.
Corollary 2 Given the assumptions of Lemma 2 and assuming 0 ≤ α < 1 and 1 − α · p1 pn > 0 for α defined in Equation (11) , the accumulated execution time T i+1 of the anticipated scheduling algorithm has the following suboptimality bound:
Related work
The scheduling of computational resources is an important issue for Grid platforms and many execution environments provide a scheduling component. Examples of such systems are I-WAY [5] , Condor [11] , Condor-G [6] , Legion [3] and Prospero [13] . But most of these systems aim at the scheduling of complete, independent, coarse-grained jobs that are submitted by independent users. In contrast, the approach presented in this article considers the scheduling of tasks belonging the same application, but takes into consideration that there may be different applications to be scheduled at the same time.
In addition to these application-independent approaches, there are several Grid scheduling techniques that have been developed for a specific application or a specific class of applications, and it is not necessarily straightforward to extend them to other applications or classes [18, 20] . A general approach for arbitrary applications has been proposed in [4] . The approach is based on a decoupling of the scheduling decision from the application-specific information by encapsulation of the application characteristics in an analytical performance model and a data mapper. The core of the scheduler is a general-purpose search procedure identifying useful schedules that can then be evaluated with the performance model. A related approach has been developed in the context of the Application-Level Scheduling Project (AppLeS), see [2] for an overview.
A comparison of different grid scheduling methods for independent coarse-grained tasks has been given in [7] , including DFPLTF (dynamic fastest processor to largest task first) [14] , Suffrage-C, Min-min and Maxmin [12] , WQ (work queue) [8] , as well as a new algorithm based on a ring organization of the tasks. A minmin heuristics for grid task scheduling has also been presented in [9] . The use of performance prediction techniques to obtain a priori estimates of task execution times which can then be used for the scheduling decision is considered in [19] . That paper presents the performance prediction system PACE and shows how it can be used in combination with a genetic algorithm to select schedules for independent tasks.
Grid scheduling techniques in the context of the Grid Application Development Software (GrADS) project have been presented in [1] . This approach uses a scheduling of workflow graphs which is based on a ranking of the computing resources, reflecting the fit between the component to be executed and the resources available for execution. For the actual scheduling, one of three pre-defined heuristics is selected.
Conclusions
In this paper, we have presented a new distributed algorithm for the dynamic scheduling of multiprocessor tasks with dependencies in a Grid environment. The new algorithm tries to hide the migration costs of tasks by deciding on the migration of tasks before the execution of their predecessor tasks has been started. Thus, the migration can be performed during the execution of the predecessor tasks. A detailed analysis of the algorithm shows that the resulting schedules exhibit a suboptimality bound near 1, if a large number of parallelizable tasks is scheduled and if we assume that the structure of the interconnection network does not inhibit the exchange of M-tasks if this is beneficial. Based on these assumptions, the schedules generated by the algorithm can be proven to be efficient.
The algorithm can be extended in several ways. The current version of the algorithm considers the execution and migration of two consecutive layers of the task graph. This could be extended to more than two layers: If the execution time of the tasks of a layer allows the hiding of the migration costs of more than one of the subsequent layers, the anticipated migration could be extended to these additional layers, provided that the tasks of this layers are already known. The current version of the algorithm migrates a task only if the necessary migration costs can be completely hidden by the execution time of the tasks in the preceding layer. This could be generalized to allow a migration also if this is not the case.
