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Abstract
In observational studies, a response of interest (as well as some individual level characteristics)
may be observed for a non-randomly selected sample of the population. In this situation, standard
models such as linear and probit regressions will yield biased and inconsistent parameter estimates.
Selection models can address this issue and mainly consist of two regressions: a binary selection
equation which determines whether the statistical units will enter the sample, and an outcome
equation which models the response. While sample selection models for continuous and binary
outcomes have been widely studied in the literature, the case of count response has not received as
much attention. Sample selection models for count data which allow for the use of potentially any
discrete distribution, non-Gaussian dependencies between the selection and outcome equations,
and exible covariate eects are introduced. The estimation algorithm is based on the penalized
likelihood estimation framework. The method is illustrated in simulation and using data from a
United States Veterans Administration Survey.
Keywords: Non-random sample selection; copula; penalized regression spline; count response.
1 Introduction
Non-random sample selection arises when individuals select themselves into (out of) the sample based
on features that are observed and unobserved. In this case, statistical analysis based on commonly
known models such as linear and probit regressions will yield biased and inconsistent parameter
estimates. One way of addressing this issue is to employ sample selection models.
The motivating example of this work stems from data collected through the 2001 United States
Veterans Administration Survey (USVA, 2001). Here, the interest is in estimating the impact of
certain observed patients' characteristics on number of visits in Veterans Administration (VA) and
non-VA medical facilities and the predicted average number of visits (Lahiri & Xing, 2004). This
study is challenging because of the likely presence of relevant unobserved factors (e.g., attitude
towards health related risks); neglecting the dierence in the unobserved attributes of the individuals
who used the facilities and those who did not use them may have an adverse eect on parameter
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estimation (Lahiri & Xing, 2004; Trivedi & Zimmer, 2007, p. 76). In this case, an appropriate
approach such as the sample selection methodology is required to obtain consistent estimates.
Sample selection models, also known as Heckman-type models, were rst introduced by Gronau
(1974), Lewis (1974) and Heckman (1976), and discussed more thoroughly in Heckman (1979). They
typically consist of a selection equation and an outcome equation. The former models whether an
observation will be missing on the response (e.g., decision to use the facilities) and is usually achieved
using a probit regression. The latter models the response of interest (e.g., number of hospital visits)
and the type of regression employed typically depends on the nature of the response. The two
equations are allowed to be associated which will be crucial when non-random sample selection is
based on unobservables. The literature on models tackling selection bias is vast and without claim
of exhaustiveness we mention below some interesting variants. Chib et al. (2009) and Wiesenfarth
& Kneib (2010) introduced Bayesian sample selection models which allow researchers to exibly
estimate covariate eects, whereas a frequentist counterpart was introduced by Marra & Radice
(2013a). Li (2011) considered the situation in which there is more than one selection mechanism,
and Omori and Miyawaki (2010) extended selection models to allow threshold values to depend on
individuals' characteristics. These models have also been compared to principal stratication in
the context of causal inference with non-ignorable missingness (Mealli and Pacini, 2008). Liu et
al. (2012) employed sample selection models based on a three equation system, whereas Marra &
Radice (2013b) focused on binary outcomes. Greene (1997), Terza (1998) and Miranda & Rabe-
Hesketh (2006) discussed the case of count responses; the approaches of these authors have the main
drawbacks that (typically computationally expensive) quadrature or simulation methods have to be
employed to obtain certain key quantities required for model tting, data-driven semi-parametric
eects are not allowed for and, generally speaking, the unconditional distribution of the response
of the outcome equation is unknown. Taking a dierent view to the problem of non-observable
response, it is possible to assign a zero value to the outcome whenever an observation on it was not
generated (e.g., the individual did not use the facilities) and assume that such a value is \genuine".
In this case, two-part and zero inated models may, for example, be employed (see Humphreys
(2013), Lambert(1992) and references therein). The former consists of tting two regressions, one
for modeling the occurrence of zeros and the other for modeling non-zero values. The latter uses a
mixture of Bernoulli and discrete distributions which accounts for excess of zeros. These approaches
essentially aim at modeling zero and non-zero values, all of which observed, instead of dealing with
missing observations on the response which is when selection models are most useful. Therefore, the
key question for the researcher is to determine why zero values are present in the response and then
choose an appropriate methodology.
Selection approaches that rely on the commonly used bivariate normality assumption are often
criticized since if this fails to hold then the resulting estimator will not yield consistent estimates (e.g.,
Pigini, 2012; Smith, 2003). The literature oers some alternatives to the assumption of Gaussianity,
including non/semi-parametric and copula approaches. The former tend to be computer-intensive
and typically do not allow for much exibility in the model specication (compare: Pigini, 2012).
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Furthermore, convergence problems may arise when tting models with several types of covariate
eects (Wojtys, in press). The copula approach is more feasible as it uses maximum likelihood
techniques. It also allows for simultaneous estimation of all model parameters which may lead to
important eciency gains (Smith, 2003). However, it may deliver estimators that are not consistent
when the distributional assumption is not correct. Nevertheless, copulae allow for a piece-wise model
specication and for many modeling options; for instance, it is possible to use any two marginal
distributions when the copula linking them is Joe or Clayton. This is advantageous as the user
can assess the sensitivity of results to dierent modeling assumptions. Genius and Strazzera (2008)
pointed out that the copula approach allows for direct estimation of the dependence between the
two equations, while non/semi-parametric methods do not. Hasebe & Vijverberg (2012) established
a sample selection model based on copulae and the Generalized Tukey Lambda (GTL) marginal
distribution. The authors argue that GTL is an appealing choice as it allows for skewness and thin
and heavy tailed response behavior. Marchenko & Genton (2012) developed the selection-t model
in which the errors are modeled using a bivariate t-distribution. Finally, it is worth mentioning the
works of Cameron & Trivedi (2005), Cameron & Trivedi (2013) and Cameron et. al (2004) who
exploited copulae for modeling count data in various contexts including non-random selectivity.
The practical relevance of the selection approach is supported by the number of hits received by
Google Scholar when typing \sample selection model" (over 1200 hits since 2014, the majority of
which relate to applied articles and reports). This paper contributes to the literature by introducing
a exible copula-based sample selection modeling approach for count data. The proposed method
allows for the use of several (copula) dependence structures and (potentially) any discrete outcome
margin (as long as the probability mass function (pmf) and cumulative distribution function (cdf) are
known). Covariate eects are exibly determined by the data using, for instance, penalized thin plate
regression splines or P-splines commonly known in the context of Generalized Additive Models (e.g.,
Wood 2006). The proposed framework is termed as semi-parametric (following the typical convention
adopted in the statistical modeling literature when covariate eects are estimated exibly) and is not
aected by the aforementioned drawbacks of available selection approaches for count data. Previous
works on selection models have considered separately the use of copulae, semi-parametric covariate
eects and discrete distributions. This paper brings together these strands of research which required
a considerable methodological eort and some careful structuring when implementing the proposed
class of models. Moreover, our approach allows one to model distribution specic parameters as
functions of semi-parametric eects as advocated by Stasinopoulos & Rigby (2005) in the context of
univariate generalized additive models. To the best of our knowledge, this development has never
been considered in the context of the models introduced in this paper.
The remainder of this paper is organized as follows. Section 2 introduces the models and like-
lihood. Section 3 discusses parameter estimation which is based on penalized maximum likelihood,
whereas Section 4 briey mentions how to construct condence intervals and carry out model se-
lection. Section 5 presents some simulation results, and Section 6 illustrates the framework using
USVA data. Concluding remarks are given in Section 7. All developments are implemented in the
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SemiParSampleSel package (Marra et al., 2016) for the R environment (R Development Core Team,
2016).
2 Sample selection models for count responses
2.1 Selection and outcome equations
Non-random sample selection occurs when some observations for the response of interest, Y2i, are
missing not at random. In a sample selection modeling context, it is typically assumed that there is
a variable Y1i which governs the selection process. Using the latent variable representation, this can
be written as




s1k1(u1k1i) + 1i; i = 1; : : : ; n;
where n is the sample size, Y 1i  N (1i; 1), Y1i = 1 if Y 1i > 0 and 0 otherwise, 1i is a linear predictor
with the obvious denition,  is a P1 dimensional coecient vector of all parametric components, zi
is a vector of (binary and categorial) covariates and the s1k1(u1k1i) are unknown smooth functions
of the K1 continuous covariates u1k1i. The outcome equation can be written as
Y2i  D(i; ; );
where





D is a discrete distribution (several choices will be discussed in Section 2.3), 2i is a linear predictor,
and  and  are scale and shape distribution specic parameters. The number of parameters that
characterize D depends on the chosen distribution. Without loss of generality, we parametrize all the
distributions discussed in this article in terms of i;  and . Vector  has length P2 and represents
the parameters of all parametric components, xi is a vector of factor variables and the s2k2(u2k2i)
are unknown smooth functions of the K2 continuous covariates u2k2i.





where the bvkvj(uvkvi) are known spline basis function, the vkvj are regression parameters, Jvkv is the
number of bases used to represent the smooth term, B(uvkvi) = [b1(uvkvi); b2(uvkvi); :::; bJvkv (uvkvi)]
T
is a vector containing Jvkv basis functions and vkv is the corresponding parameter vector. Evalu-
ating the basis functions for each observation yields Jvkv curves which multiplied by the respective
coecients and then summed will yield an estimate of svkv(uvkvi) (e.g., Ruppert et al., 2003). Basis
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functions should be chosen to have convenient mathematical forms and numerical properties. Our
default choice is the low rank thin plate regression spline (Wood, 2006), but other options are avail-
able such as cubic regression splines (see Supplementary Material 1 for a review of splines). Each
smooth function in the model is subject to the centering identiability constraint
P
i svkv(uvkvi) = 0
(Wood, 2006).
Our implementation also allows for the specication of linear predictors for  and , in the spirit











s4k4(u4k4i). Quantities ! and  are parameter vectors associated with
wi and qi (the vectors of factor variables) and the s3k3(u3k3i) and s4k4(u4k4i) are unknown smooth
functions. In this case the interpretation of regressor eects may become more involved, hence such
specications need to be well justied. To avoid clutter in the notation, in the subsequent sections
we will drop the subscripts referring to the number of observations.
2.2 Linking the model equations
In a sample selection model it is assumed that the selection and outcome equations are linked through
unobservables; in the standard case, this link is formalized using a bivariate normal distribution. The
association between a generic pair of variables (Y1; Y2) can be represented using a copula function
(Sklar, 1959). Specically, let F1(y1) and F2(y2) denote the cdfs of y1 and y2. Then, for a two-place
copula function C, the joint cdf has the representation
F (y1; y2) = C(F1(y1); F2(y2); );
where  is a dependence parameter. When F1 or F2, or both cdfs are discrete, the copula is unique only
on the closure Ran(F1)Ran(F2), where Ran() denotes the range of its argument (e.g., Nikoloulopou-
los & Karlis, 2010). Also, for discrete margins, if one knows, for instance, F2 then the \corresponding
F 12 " would be the integer among the possible F
 1
2 values. However, the lack of uniqueness for
discrete-discrete or continuous-discrete margins is a theoretical aspect that needs to be confronted
in analytical proofs and does not aect empirical applications; practitioners are more interested in
choosing the appropriate copula and its margins rather than knowing the exact mathematical form
of the joint distribution which is a requirement for nding a unique copula (Trivedi and Zimmer,
2007). Since in some cases  may not have a straightforward interpretation,  can be converted into
Kendall's  which lies in the range [ 1; 1] and has a universal interpretation for all copulae. As
pointed out by Genest and Neslehova (2007), for continuous and discrete margins Kendall's  is not
a margin-free measure of dependence and should therefore be used with caution especially when the
choice of margins is based on dependence considerations. However, this is less of a concern here as
in our approach copulae represent a means to link the selection and outcome equations where the
marginal cdfs are chosen by looking at the responses of interest. One of the main advantages of
copulae is that they allow for a piece-wise model specication; in our context, this means that it
is possible, for instance, to use normal-Poisson margins when the copula is Gaussian, Joe or Clay-
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ton. The copulae currently available in SemiParSampleSel and the respective conversions from  to
Kendall's  are summarized in Table 1.
Name Copula C(u; v; ) Parameter Parameter space Kendall's 
space of  of Kendall's  in terms of 
FGM uv(1 + (1  u)(1  v))  1    1  2=9    2=9 29
Normal 2(
 1(u); 1(v); )  1    1  1    1 2 arcsin()
AMH uv=(1  (1  u)(1  v))  1    1  0:1817   < 13 1  232 ( + (1  )2
log(1  ))
Clayton (u  + v    1) 1= 0 <  <1 0 <  < 1 +2
Frank   1 log(1 + (e u   1)
(e v   1)=(e    1))  2 R nf0g  1 <  < 1 1  4 [1 D1()]
Gumbel exp( ((  log u) + (  log v))1=) 1   <1 0   < 1 1  1
Joe 1  ((1  u) + (1  v)  1 <  <1 0 <  < 1 1 + 42D2()
(1  u)(1  v))1=
Table 1: Examples of families of bivariate copulae. u and v represent marginal cdfs. 2(; ; ) denotes bivariate standard





is the Debye function and D2() =
R 1
0
t log(t)(1  t) 2(1 ) .
The Clayton, Joe and Gumbel copulae can be rotated by 90, 180 and 270 degrees. These rotations
are dened as
C90 = v   C(1  u; v; );
C180 = u + v   1 + C(1  u; 1  v; );
C270 = u  C(u; 1  v; );
where u and v are the margins (Brechmann & Schepsmeier, 2013). This approach is useful when
adopting copulae that do not have full coverage. For instance, Clayton can only capture positive
dependence. If the association between the selection and outcome equations is believed to be negative,
then Clayton rotated by either 90 or 270 degrees will be more appropriate. Figure 1 illustrates the
Clayton 90, Joe, Frank and Gumbel 270 copulae.
It is worth mentioning that our implementation allows the copula dependence parameter to
be modeled as a function of covariates (in a similar fashion as it can be done for  and ). In
general, the choice of specication for  should be driven by subject matter knowledge and a balance
between parsimony and a reasonable reection of the behavior of the selected observations. The linear
predictor of the dependence parameter would model an unobserved selection process and therefore
such an approach only makes sense from an estimation perspective if there are, for example, groups
of individuals for which there is a clear rationale for expecting heterogeneous selection mechanisms.
2.3 Outcome margins
The proposed approach can incorporate a wide range of parametric discrete margins, hence allowing
for greater exibility in modeling responses. For instance, if the Poisson distribution is not suitable
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Figure 1: Contour plots for Clayton 90, Joe, Frank and Gumbel 270. Bivariate densities were obtained using the
principle described in Section 2.4. 20,000 deviates were generated for each copula and plotted against the contours.
The selection equation margin (x-axis) is standard normal, whereas the outcome equation margin (y-axis) is Poisson
with  = 15. Kendall's  was set to 0.7 and -0.7 for the rotations by 90 and 270 degrees. The plots display dierent
copula shapes. For instance, Joe shows a greater tail dependence in the upper right corner, whereas Clayton 90 shows
a greater tail dependence in the lower right corner.












































for the data at hand then the negative binomial may be chosen instead. This includes a scale
parameter  which allows for overdispersion. The outcome margin distributions adopted here are
from the gamlss R package (Stasinopoulos & Rigby, 2007). The distributions implemented in gamlss
are parametrized with respect to location, scale and shape which, as mentioned previously, we will
denote as ,  and  respectively. The parametrization for  allows us to specify the outcome
equation in the desired way since E(Y ) =  = exp() where  is a generic linear predictor. Table
2 summarizes the distributions available in SemiParSampleSel. All distributions but Poisson have
a scale parameter and only Delaporte and Sichel have a shape parameter with dierent ranges of
admissible values.
Figure 2 shows some examples of pmfs for the Poisson, negative binomial, Delaporte, Poisson
inverse Gaussian and Sichel distributions.
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Name    pmf
Poisson (0, 1) - - e y (y+1)
























2 = 12 +
2






2 = 12 +
2
c
Table 2: Summary of some discrete distributions. These are parametrized in terms of ,  and  which represent
location, scale and shape, respectively. For all distributions, E(Y ) =  = exp() where  is the linear predictor. For







t(x+ x 1))dx is the modied Bessel



















Pr(Y 1  0)
Y
1
f2j1(y2jy1 > 0) Pr(Y 1 > 0);
where
f2j1(y2jy1 > 0) =
@
@y2














Note that for notational convenience, in the above and in the subsequent paragraphs we have mainly
used F in place of C to avoid cluttering the formulae. Result (2.4.1) cannot be used for discrete
distributions; this trivially follows from the properties of F2(y2) which is discrete and therefore
discontinuous on the integers in its domain. Thus, F2(y2) is not dierentiable with respect to y2.
The same is true for F (0; y2) as it includes F2(y2). Recall that f2(y2) can be obtained as f2(y2) =
F2(y2)   F2(y2   1). Also, if y2 = 0 then f2(0) = F2(0) (because F2( 1) is not in the support of
distributions considered and therefore will have probability equal to 0). In a bivariate context, if
both margins are discrete then the joint copula pmf will be represented as (Nikoloulopoulos & Karlis,
2010; Karlis & Pedeli, 2013)
f(y1; y2) = C(F1(y1); F2(y2); )  C(F1(y1   1); F2(y2); )
  C(F1(y1); F2(y2   1); ) + C(F1(y1   1); F2(y2   1); ): (2.4.2)
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Figure 2: Probability mass functions for the Poisson, negative binomial, Delaporte, Poisson inverse Gaussian and Sichel
distributions. The parameter values have been chosen arbitrarily to show dierent shapes of the distributions. For
Poisson,  is 1, 2 or 5. For negative binomial and Poisson inverse Gaussian,  and  are (1, 1), (5, 2) and (30, 3). For
Delaporte, ,  and  are (1, 1, 0.1), (5, 2, 0.3) and (30, 3, 0.5). For Sichel, ,  and  are (1, 1, 0.5), (5, 0.5, 1) and
(8, 0.1, 3). Note that Delaporte and Sichel can have thinner or thicker tails depending on the choice of parameters. At
the same time, the tails of Poisson are thinner than those of Delaporte and Sichel.






































































By taking nite dierences of F (y1; y2) = C(F1(y1); F2(y2); ) with respect to y1, we obtain
C(F1(y1); F2(y2); )   C(F1(y1   1); F2(y2); ). Again, calculating nite dierences of each of these
elements with respect to y2 will yield (2.4.2). An analogical reasoning can be used in the current
context where we have copulae with continuous-discrete margins.
In the second line of (2.4.1), the derivative with respect to y2 is obtained by using nite dierences.
Thus,
f2j1(y2jy1 > 0) =
1
1  F1(0)fF2(y2)  F2(y2   1)g  
1
1  F1(0)fF (0; y2)  F (0; y2   1)g
=
1
1  F1(0)ff2(y2)  F (0; y2) + F (0; y2   1)g:







ff2(y2)  F (0; y2) + F (0; y2   1)g







log(f2(y2)  F (0; y2) + F (0; y2   1)): (2.4.3)
9
The subscripts under capital sigmas indicate whether an observation is missing or not. The likelihood
construction above does not require computationally intensive quadrature or simulations methods
as, for instance, in Greene (1997) and Miranda & Rabe-Hesketh (2006). The exception is for the
bivariate normal copula where 2 is obtained by solving a double integral. Nevertheless, many
ecient methods are available for calculating bivariate normal cdfs.
We would like to stress that rst and second derivatives of ` with the respect to the model
parameters can be obtained in a modular fashion. Let us denote the overall vector of the outcome








f2(y2)  F (0; y2) + F (0; y2   1) 
@f2(y2)
@2











This expression shows that there are two derivatives whose forms will depend on the chosen copula
and three derivatives which are margin dependent. The main structure of (2.4.4) will, however,
be unaected by the specic choices made. This means that it will be relatively easy to extend
our algorithm to other copula and discrete margin models. Full details on the score and Hessian
equations are given in Supplementary Material 2.
3 Parameter estimation
It is common practice to estimate the parameters of models including regression spline components
subject to some sort of penalization (see, e.g., Wood, 2006). This aims at avoiding overtting which
is likely to occur when employing exible model specications. To this end, a roughness penalty




where 1 and 2 are overall parameter vectors containing all regression coecients associated with
1 and 2, 
 and  are outcome distribution specic parameters and  is the association copula
parameter. The star superscript is used when a parameter has been transformed so that its support
is not bounded (see Appendix 1). Note that this parameter vector's denition is consistent with




Negative Binomial and Poisson inverse Gaussian T = (T1 ; 
T
2 ; 
; ). Each smooth svkv(uvkv) has
an associated penalty which can be expressed as TvkvSvkvvkv , where Svkv is a positive semi-denite
penalty matrix with known coecients. This quadratic expression comes from writing explicitlyR
s00vkv(uvkv)
2duvkv . Several denitions of Svkv are possible depending on type of spline basis employed
(Wood, 2006). The penalized likelihood is




where S = diag(0
T
P1
; 1k1S1k1 ; :::; 1K1S1K1 ;0
T
P2
; 2k2S2k2 ; :::; 2K2S2K2 ; 0; 0; 0) for Delaporte and
Sichel and vkv are smoothing parameters controlling the trade-o between t and smoothness. If












; 1k1S1k1 ; :::; 1K1S1K1 ;0
T
P2
; 2k2S2k2 ; :::; 2K2S2K2 ;0
T
P3




4k4S4k4 ; :::; 4K4S4K4 ;0
T
P5
; 5k5S5k5 ; :::; 5K5S5K5), where the additional components have the obvi-
ous denitions. The estimation algorithm is structured in two main steps which are described in the
next sections.
3.1 Estimating 
We employ a trust region algorithm which proved eective in the context of exible sample selection
models (e.g., Marra & Radice, 2013a; Wojtys, in press). The approach establishes a sphere around
the current ath iterate [a] within which the next iterate [a+1] is to be found. If for the candidate
[a+1] the model function is not \close enough" to the objective, then the region is shrunk and a new
candidate found. Because the candidate points never lie outside the region, the algorithm will not run
too far from the current point. If the objective function is undened or indeterminate at an iteration
then the trust algorithm will reject the candidate [a+1], reduce the radius of the region and try to
nd [a+1] again (Nocedal & Wright, 2006). Thus, the trust region algorithms tend to be more stable
and reliable than line search methods, especially for functions which are non-convex, ill-conditioned
and have long plateaus (e.g., Braun, 2013). More details can be found in Supplementary Material 3.








[a]g subject to kd[a]k  4[a];
where g
[a]
p = g[a]   S^[a] is the penalized score vector, H
[a]
p = H[a]   S^ is the penalized Hessian
matrix, k  k represents the Euclidean norm, and 4[a] is the radius of the trust-region at iteration a.
\Closeness" will be the benchmark for deciding about the trust region radius. The numerator of
[a] =
`p(
[a])  `p([a] + d[a])
m(0) m(d[a]) ;
represents the actual reduction in the objective function and the denominator represents the predicted
one. The rst terms of the numerator and denominator are evaluated at iteration a, i.e. d[a] =
[a]   [a] = 0, whereas the second terms are evaluated at iteration a + 1, i.e. d[a] = [a+1]   [a].
Note that close to the solution, the trust region typically behaves like a line search method. For
illustrative purposes, Figure 3 compares the trust region approach to a line search method when
using a two parameter likelihood function.
3.2 Smoothing parameter estimation
Automatic multiple smoothing parameter estimation is achieved by using an adaptation of the ap-
proach employed by Radice et al. (in press) in a similar context. Note that simultaneous optimization
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Figure 3: Comparison of trust region algorithm against line search methods based on a two parameter likelihood
function (gure from Nocedal & Wright, 2006). The current point lies in the upper left end part of the graph while
the minimum point lies in the lower end of the valley. The quadratic model ma is represented by the dashed elliptical
contour lines. A line search method based on this model (longer arrow) would search along the step to the minimizer
of ma, allowing only for small reduction in the objective function. A trust-region method (shorter arrow) shifts to the
minimizer of ma within the dotted circle, which yields a more signicant reduction in the function and a better step.
of  and  will lead to overtting since the highest value of the penalized likelihood will be obtained
when  = 0. In fact,  should be chosen so that the estimated smooths are as close as possible to
the true functions, as described below.





W[a](z[a]  X)jj2 + TS^; (3.2.1)
where design matrixX is of dimension 5nP and consists of 5P sub-matricesXi = diag(XT1i;XT2i; 1; 1; 1),




and X2i = (x
T
i ;B(u2k2i)
T)T. Weight matrix is block diagonal, has dimension 5n 5n and is dened








































with i dened as (1i; 2i; 
; )T. Pseudo-data vector z[a] is dened as W 1[a]u[a]+X[a], where












. Since ,  and  are
not specied as functions of predictors then  = 3i = 3,  = 4i = 4 and  = 5i = 5 where
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the 's contain only intercepts. (In some cases, we have suppressed the iteration index from some of
the quantities described above to avoid clutter.) If ,  and  are specied as functions of linear











X4i and X5i denote the covariate vectors corresponding to 3i, 4i and 5i. The sub-vectors of u will
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and @`@5i are the partial derivatives
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We are now in a position to employ the approach discussed by Radice et al. (in press) for smoothing





W(z X~)jj2   1 + 2
n
tr(A); (3.2.2)








XTW is the hat matrix, and the weight matrix
and pseudo-data vector are constructed from the current iterate for . The trace of A represents
the eective degrees of freedom (edf) of the penalized model. Details on the derivation of the above
criterion are given in Appendix 2.
The two steps (one described in the previous section and the other here) are iterated until convergence
in an outer iteration fashion (O'Sullivan et al., 1986):
1. Using a starting parameter vector value [a] and xing the smoothing parameter vector at [a],
nd an estimate for :
[a+1] = arg max `p():
2. Using [a+1] construct the working linear model components required in (3.2.2) and nd an
updated estimate for :
[a+1] = arg minVu():
The minimization in step 2 is performed using the computationally ecient and stable approach by
Wood (2004). Note that because W is non-diagonal, the construction of the quantities required in
(3.2.2) can be computationally costly as well as not feasible for large sample sizes. Here, dramatic
computational savings are achieved by exploiting the sparse structure of W which makes it possible
to set up the weighted pseudo-data vector and weighted design matrix using n small blocks of vectors
and matrices of dimensions 5  1 and 5  5, respectively. Other numerical aspects are discussed in
Appendix 1 whereas some arguments related to the asymptotic behavior of the proposed estimator
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are given in Supplementary Material 4.
4 Condence intervals and model selection
At convergence, the covariance matrix of ^ can be easily shown to be equal to H 1p HH 1p , where H =
XTWX and Hp = X
TWX+ S^. As shown by Marra & Wood (2012), however, this denition does
not yield intervals with close-to-nominal coverage probabilities for smooth terms. They argue that
the Bayesian version of the covariance matrix should be used instead because it contains both a bias




and has been used successfully in a sample selection context (e.g., Marra & Radice, 2013a). Note
that for a model containing only unpenalized terms, the Bayesian and frequentist covariance matrix





where Vk is the covariance matrix related to the k
th smooth. Using a Bayesian result for interval
construction also means that intervals for non-linear functions of the model parameters (i.e., , , )
can be easily obtained by posterior simulation as follows:





2. Calculate nsim simulated realizations of the function of interest. For example, since  =




o ), o = 1; 2; :::; nsim.
3. Using sim, calculate the lower, =2, and upper, 1  =2, quantiles. For 95% intervals,  is set
to 0.05.
Result (4.0.3) is not appropriate for testing the null hypothesis that a smooth term is equal to zero
(e.g., Ruppert et al., 2003). However, recently Wood (2013) developed a Wald-type test for smooth
terms. This approach can be easily adapted to the context of bivariate equation system models
as done, for instance, by Radice et. al (in press). Finally, variable (and or model) selection can
be performed by employing commonly used techniques such as the Akaike's Information Criterion
(AIC) and Bayesian Information Criterion (BIC). In our context, these are dened as
AIC =  2`(^) + 2edf
BIC =  2`(^) + log(n)edf;
where `(^) is the likelihood of the sample selection model evaluated at the penalized parameter
estimates and edf is dened in Section 3.2.
To assess visually the goodness of t of a discrete marginal distribution, normal Q-Q plots of
normalized quantile residuals can be employed. Such residuals are constructed by normalizing and
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randomizing the residuals dened as r^ =  1(ui), where  1 is the inverse cdf of a standard normal
and ui is a random value from the uniform distribution on
h
F2(y2i   1j^); F2(y2ij^)
i
with y2i denoting
the observed response. Interpretation of Q-Q plots of such residuals will be the same as if our reference
distribution was standard normal. Randomization consists of making the discrete distribution as if
it was continuous (Smyth & Dunn, 1996). With regard to the selection equation, since the response
is binary, residual analysis would not be informative unless residuals can be grouped somehow (e.g.,
Collett, 2002).
5 Simulations
To assess the empirical eectiveness of the proposed approach, we conducted a simulation study
in which we tted models to data generated under dierent scenarios. We considered estimating
models with correct specication and misspecied copula and margin. We also tted univariate
models (ignoring non-random sample selection). The simulations were carried out using the R package
SemiParSampleSel (Marra et al., 2016) which implements all developments discussed in the previous
sections (see Appendix 3 for a brief description of the package).
The simulations were based on the following equations
Y 1i = 0 + s1(x1i) + 1x2i + 2x3i + 1i; 1i  N (0; 1) ;
E(Y2i) = exp(0 + s2(x1i) + 1x2i);
where  = (0; 1; 2)
T = (1:0; 2:0; 0:3)T,  = (0; 1)T = (1:1; 1:9)T,
s1(x1i) = 0:4
 4  (5:5x1i   2:9) + 3(4:5x1i   2:3)2   (4:5x1i   2:3)3, s2(x1i) = x1i sin(8x1i), and
 and Kendall's  were xed at 1 and 0.5. Following the approach of Marra & Wood (2012), we
generated covariates from a multivariate normal distribution with zero mean vector, and covariance
matrix with ones on the main diagonal and Pearson's correlation coecient equal to 0.5. The
covariates were then transformed using standard normal cdfs. s1 and s2 were modeled using thin
plate regression splines with 10 bases and penalties based on second order derivatives. Unconditional
expected mean values were calculated and the parameters  and  inserted into mvdc() from the
copula package which delivered random outcome responses from a given copula. Using the above
specication, at each replicate around 42% of the observations were selected for the outcome equation.
The R code used to generate the data can be found in Supplementary Material 5.
The simulation study aimed at investigating the performance of the proposed methodology under
correct specication, copula misspecication and margin misspecication. We also assessed the
coverage of the smooth functions in the model. To keep the study feasible, we mainly considered the
following situations:
1. Copula misspecication. The data generating process (DGP) was Clayton copula with negative
binomial margin. We ran two batches of simulations with 250 replicates, and 3000 and 6000
observations each. For each replicate, we tted models under correct specication and under
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misspecication where the normal, Frank, Joe and Gumbel copulae were employed. We also
tted univariate models ignoring non-random sample selection.
2. Margin misspecication. The same setup as above was used for the number of replicates and
observations. The DGP was negative binomial with Frank copula and the estimated models
included the correctly specied one as well as models using Poisson and Poisson inverse Gaussian
margins.
3. Coverage of s1 and s2. The number of replicates was increased to 1000 and for each replicate we
generated data and tted the correctly specied model. The sample size was 3000, the copulae
used were Clayton, Frank, normal, Joe and Gumbel, and the margin was negative binomial.
The specication used to generate the data contains an exclusion restriction, x3, which typically
helps with empirical identication. This variable has an impact on the selection process but not on the
response of interest. If both equations include the same covariates then the model is still theoretically
identied, although estimation results may depend more heavily on functional form assumptions (see
Puhani (2000) for a discussion of this aspect in a related context). In this regard, we conducted a
round of simulations without exclusion restriction. The results were very close to those obtained in
the presence of an exclusion restriction and are shown in Tables 3 and 4 (more results are available
upon request). We also tried dierent congurations of parameter values but the main conclusions
did not change. It is worth pointing out that it is dicult (if not impractical) to simulate the highly
complex processes that likely underlie the relation between a selection process and a response of
interest. Therefore, although the simulation results suggest that an exclusion restriction may not be
required for empirical identication, when an exclusion restriction is not imposed we cannot rule out
the possibility that under scenarios that are dierent from those considered here the model may not
correct satisfactorily for selection bias.
Tables 3 and 4 show simulation results related to points 1. and 2. above. The second and
third columns show the percentages of times a model was preferred over its competitors by AIC
and BIC. In all scenarios, the true model was preferred most of the times. We also calculated the
root mean squared error (RMSE) of s^2, ^1, ^ and Kendall's ^ . For the last three parameters, we
also computed the percentage bias. The true model has the lowest RMSE and percentage bias. In
the case of copula misspecication (Table 3), the closest counterpart is the negative binomial model
with Frank copula which, overall, produced results that are very close to the reference model and
that are substantially better than those obtained using univariate models. Selecting a copula which
is not supported by AIC and BIC (in this case, Joe and Gumbel) produced less reliable estimates
especially for 1 where the univariate models gave less biased estimates for this parameter. This
suggests that the choice of copula matters and that criteria such as AIC and BIC can help making
the most appropriate decision. Regarding margin misspecication (Table 4), similar conclusions can
be drawn; misspecifying the margin can have important consequences on parameter estimation and
AIC and BIC can help choosing the most appropriate margin.
Figure 4 depicts the smooth function estimates for all replicates for the scenarios with negative
16
binomial margin and some of the copulae considered in the simulations. The upper and lower plots
display the results for the outcome equation when using the sample selection and univariate models.
The proposed modeling approach recovers the underlying true curves well. The results from the
univariate models show the detrimental impact that ignoring non-random sample selection has on
function estimates. We also calculated point-wise coverage probabilities for s2 as done in Marra &
Wood (2012). The intervals produced close-to-nominal coverage probabilities (e.g., coverages between


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The data set on outpatient visits originates from the 2001 USVA Survey. As suggested by Lahiri &
Xing (2004), it is of interest to evaluate the impact of patient's features on the number of visits in
outpatient facilities and the predicted average number of visits. Outpatients are individuals who do
not stay overnight in the hospital and attend, for instance, doctor visits and medical tests. Here, non-
random sample selection arises since some potential patients may not be treated based on individual
level characteristics, some of which are not observable. If a patient is treated then there is the option
of choosing between VA and non-VA facilities and the number of times a treatment was received is
recorded (Lahiri & Xing, 2004). In this study, possible unobservables are unidentied health shocks
that might increase the number of hospital visits (e.g., car accidents), attitude towards health risks
(e.g., smoking and drinking) and life style (e.g., sport activity); for analogical examples see Manning
et al. (1988) and Trivedi & Zimmer (2007, p. 76).
The dataset contains 14,140 and the regressors used in the analysis are listed in Table 5. The
variables of interest are number of VA outpatient visits (NUMVAOUT) and number of other outpatient
visits (NUMOTH). For both responses, the preferred discrete marginal distribution is Poisson inverse
Gaussian. This was determined by modeling the data using all discrete distributions available and
then checking the QQ-plots of normalized and randomized residuals built as described in Section 4.
In practice, this was achieved post estimation using post.check() in SemiParSampleSel which uses
sample selection model estimates. Figure 5 shows the results; despite deviations from the reference
lines, Poisson inverse Gaussian was the best-tting distribution out of all distributions listed in Table
2.
Figure 5: QQ-plots (based on normalized and randomized residuals) for the outcome margin of the sample selection
models based on the Poisson inverse Gaussian distribution. The two outcomes are NUMVAOUT (left) and NUMOTH
(right).













































For each response, the Frank and Gaussian copulae were tted rst to check whether the asso-
ciation between the selection and outcome equations was positive or negative. In this case it was
21
Variable Description
VETSAGE Age of veteran in years
WHITE White race
MEDICAID Covered by Medicaid/Medi-Cal
MEDICARE Covered by Medicare
EXTSEX Individual's gender
Last year treatment received for...
HIGHBP high blood pressure
LUNG lung trouble
HEAR a hearing condition requiring a hearing aid
ENT other ear, throat, nose condition




KIDNEY kidney or bladder trouble
RHEUM arthritis or rheumatism
LIVER hepatitis C or other liver disease
HIV an immune deciency disease like HIV/AIDS
DIABETES diabetes requiring insulin or diet treatment
STOMACH stomach or digestive disorder
CHRONIC severe chronic pain
DRUGS drug abuse or alcoholism
PTSD post-traumatic stress disorder
MENTAL other mental or emotional problems
INJURY an accident-related injury
TXOTH any other serious condition
Table 5: Veterans Administration description of covariates. VETSAGE is a continuous variable. Regressors indicating a
medical condition are binary.
negative, therefore the additional copulae considered were Clayton, Joe and Gumbel rotated by 90
and 270 degrees. The linear predictors of the selection and outcome equations, for both responses of
interest, were specied following the ndings of Lahiri & Xing (2004):
1 = 0 + s(VETSAGE) + 1EXTSEX +
2HIGHBP + 3LUNG + 4HEAR +
5ENT + 6EYE + 7CANCER + 8HEART +
9STROKE + 10KIDNEY + 11RHEUM + 12LIVER +
13HIV + 14DIABETES + 15STOMACH + 16CHRONIC +




2 = 0 + s(VETSAGE) + 1WHITE +
2MEDICAID + 3MEDICARE + 4HIGHBP + 5LUNG +
6HEAR + 7ENT + 8EYE + 9CANCER +
10HEART + 11STROKE + 12KIDNEY + 13RHEUM +
14LIVER + 15HIV + 16DIABETES + 17STOMACH +
18CHRONIC + 19DRUGS + 20PTSD + 21MENTAL +
22INJURY + 23TXOTH:
where the eects of VETSAGE were modeled using thin plate regression splines with 10 bases and
penalties based on second order derivatives. Table 6 shows the AIC and BIC for all models. The
lowest AIC and BIC values for the selection model in which NUMVAOUT was used as outcome correspond
to Joe 270. For the model that employed NUMOTH instead, the copula with lowest AIC and BIC is
Gumbel 90 followed by Normal.
NUMVAOUT NUMOTH
Model AIC BIC AIC BIC
Normal 44586 45034 66518 66947
Frank 44571 45019 66681 67110
Clayton 90 44515 44962 66666 67096
Clayton 270 44608 45055 66538 66966
Gumbel 90 44606 45045 66516 66944
Gumbel 270 44569 45018 66553 66981
Joe 90 44606 45045 66545 66973
Joe 270 44508 44955 66665 67095
Table 6: Akaike and Bayesian information criteria (AIC and BIC) for the sample selection models based on Normal,
Frank, Clayton, Joe and Gumbel, and rotations by 90 and 270 degrees.
Table 7 shows the average predictions and association parameters for the Normal, Frank and
preferred rotated copulae (details on prediction calculations are given in Supplementary Material
7). The values in brackets indicate 95% intervals. In all cases, the estimates and intervals for 
and  suggest that non-random sample selection is present. The predicted values for the NUMVAOUT
response do not vary substantially when looking at the results from the univariate model (ignoring
sample selection) and those from the copula models. This is not surprising given that the estimated
associations indicate that selection on unobservables is not strong. On the other hand, the average
prediction for NUMOTH from the univariate model is signicantly lower than those obtained from the
selection models. The average predictions also dier among the selection models. For instance,
Clayton 270 has a higher average prediction than Frank does. This shows that the choice of copula
can have an impact on the results of interest and that the proposed approach allows one to assess the
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sensitivity of results to dierent modeling assumptions. It is worth noting that the rotated copula
models produce the same predictions. This is because they have very similar shapes.
NUMVAOUT
Model y ^ ^
Univariate 1.95 - -
(1.78, 2.12) - -
Normal 2.19 -0.27 -0.18
(1.95, 2.42) (-0.38, -0.17) (-0.25, -0.10)
Frank 2.06 -1.73 -0.19
(1.88, 2.23) (-2.26, -1.20) (-0.24, -0.13)
Clayton 90 2.05 -1.19 -0.37
(1.89, 2.22) (-1.49, -0.94) (-0.43, -0.32)
Joe 270 2.05 -2.19 -0.39
(1.89, 2.21) (-2.46, -1.96) (-0.44, -0.35)
NUMOTH
Model y ^ 
Univariate 3.64 - -
(3.57, 3.70) - -
Normal 6.13 -0.88 -0.69
(5.85, 6.42) (-0.90, -0.86) (-0.71, -0.66)
Frank 5.16 -7.30 -0.57
(4.83, 5.49) (-8.73, -5.92) (-0.63, -0.51)
Clayton 270 6.18 -2.29 -0.53
(5.86, 6.50) (-2.64, -1.99) (-0.57, -0.50)
Gumbel 90 6.18 -2.66 -0.62
(5.88, 6.48) (-2.92, -2.45) (-0.66, -0.59)
Table 7: Estimates and 95% intervals (in brackets) for the average predictions and association parameters from the
univariate model and the selection models based on the normal, Frank, Clayton, Joe and Gumbel copulae with Poisson
inverse Gaussian discrete outcome margin.
Figure 6 shows the smooth term plots for the selection and outcome equations of the preferred
model for NUMOTH (Poisson inverse Gaussian model with Gumbel 90). Further plots are reported in
Supplementary Material 8; note that in this case, the shape of the curve estimates does not seem
to be sensitive to the choice of copula. The selection equation smooth estimate suggests that the
probability of having an outpatient VA visit increases as age increases up to about 65 years of age,
after which it starts decreasing gradually. The shape of the outcome equation smooth indicates that
the number of visits decreases with age and then increases. That is, patients only require non-VA
services once they have reached a certain age; until then they rely on VA facilities. The smooth
outcome equation estimate for the univariate model is displayed in Figure 7. The shapes are overall
similar, however the bottom of the valley is shifted from 62 to 59 years. Also, note that the smooth
from the univariate model rst increases and then decreases with age, after which it increases again
up until the age of 80.
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Figure 6: Selection (left) and outcome (right) smooth function estimates from the Poisson inverse Gaussian model with
Gumbel90 copula for NUMOTH.


















































Figure 7: Smooth function estimates from the univariate Poisson inverse Gaussian model for NUMOTH.



















Table 8 shows the parametric eects for the outcome equation of the univariate and preferred
selection models for NUMOTH. For instance, on average white patients more frequently use non-VA
facilities than non-whites. This is consistent with Lahiri & Xing (2004). Similarly, Medicaid insurance
holders are more likely to use non-VA facilities. On the other hand, there is no signicant dierence
in terms of non-VA facility usage between Medicare insurance holders and non-holders. Hence, it
seems that Medicare insurance holders are not discriminated against other insurers. Interestingly,
patients with injuries are less likely to access non-VA facilities. Also, patients who have high blood
pressure tend use non-VA outpatient facilities more frequently. The largest dierences between both
models can be observed for the intercepts and for the scale parameter . Thus, the discrepancy
between the selection and univariate model predictions in Table 7 can be mostly attributed to the
intercepts. This has also been found in other studies (McGovern et. al, 2015).
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Selection model Univariate Selection model Univariate
(outcome equation) model (outcome equation) model
Intercept 2.25 3.36 KIDNEY -0.04 -0.06
(0.46) (0.41) (0.03) (0.03)
WHITE 0.14 0.17 RHEUM 0.04 -0.04
(0.03) (0.03) (0.03) (0.02)
MEDICAID 0.09 0.08 LIVER 0.01 -0.04
(0.05) (0.05) (0.07) (0.06)
MEDICARE -0.02 -0.03 HIV -0.41 -0.39
(0.03) (0.04) (0.19) (0.16)
HIGHBP 0.10 -0.04 DIABETES -0.10 -0.13
(0.02) (0.02) (0.03) (0.03)
LUNG -0.02 -0.06 STOMACH -0.01 -0.09
(0.03) (0.03) (0.03) (0.03)
HEAR 0.04 0.07 CHRONIC 0.03 -0.05
(0.03) (0.03) (0.03) (0.03)
ENT -0.04 -0.17 DRUGS 0.38 0.44
(0.03) (0.03) (0.10) (0.09)
EYE 0.03 -0.08 PTSD 0.11 0.15
(0.02) (0.02) (0.05) (0.05)
CANCER -0.11 -0.18 MENTAL 0.05 -0.004
(0.04) (0.03) (0.04) (0.04)
HEART -0.12 -0.18 INJURY -0.17 -0.25
(0.04) (0.02) (0.04) (0.03)
STROKE -0.08 0.002 TXOTH -0.02 -0.17
(0.06) (0.05) (0.03) (0.03)
 1.53 0.74
(0.07) (0.01)
Table 8: Estimates of parametric eects for the outcome equation of the univariate and preferred sample selection
models for NUMOTH. The values in brackets indicate standard errors.
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In summary, the above analysis shows that accounting for selection on unobservables can have a
substantial impact on empirical results and that the proposed approach is a useful device to account
for systematic missingness and assess the sensitivity of results to dierent modeling assumptions.
7 Conclusions
We have introduced a exible copula-based regression framework to model count data suering from
non-random sample selection. The proposed approach allows for the use of several dependence
structures, potentially any discrete outcome margin and for exible covariate eects. The method
also allows one to model distribution specic parameters as functions of exible linear predictors.
All developments are implemented in the SemiParSampleSel R package. The modeling framework
has been illustrated in simulation and using 2001 USVA data.
The number of discrete margins presented in this paper is not exhaustive and a next release of
SemiParSampleSel will incorporate more distributions such as beta binomial and zero inated Pois-
son. It is worth mentioning that SemiParSampleSel allows for several types of smooth components.
For instance, random eects smooths, Gaussian Markov random eld smoothers, varying coecient
models (obtained, e.g., by multiplying one or more smooth components by some predictor), and
smooth functions of two or more continuous covariates can also be employed for modeling.
An interesting extension would be to consider trivariate system models, controlling for the endo-
geneity of a treatment variable and for non-random sample selection in the outcome. In the context
of the application of this paper, such a framework could be used for Medicare and Medicaid, which
can arguably suer from endogeneity. The proposed approach could also be extended to include
two parameter copulae (see, e.g., Brechmann & Schepsmeier, 2013). This would lead to a better
control of tail-dependence, although the association parameters may lose their interpretation. Since
marginal distributions for the selection equation other than Gaussian may be plausible in applica-
tions, another venue for future research could be to employ skew probit links as derived from the
standard skew-normal distribution by Azzalini (1985). As pointed out by Azzalini and Arellano-
Valle (2013), in a considerably simpler context, the introduction of a parameter which regulates the
distribution's skewness has very attractive properties from the probability point of view. However,
a practical problem in applications is the possibility that the maximum likelihood estimate of the
skewness parameter diverges, an issue which needs to be carefully addressed.
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Supplementary Material
The on-line Supplementary Material contains seven sections. Section 1 discusses penalized regression
splines and provides some examples. Section 2 provides information about the structure of the score
vector, Hessian as well as some specic copula derivatives. Section 3 explains the trust region
algorithm in more detail. Some arguments on the asymptotic properties of the proposed estimator
can be found in Section 4. Section 5 reports the code used to simulate the data for the simulation
study. In Section 6, model predictions are derived. Finally, Section 7 provides further results drawn
from the empirical illustration.
The data set public.sas7bdat used for illustrating the framework is available upon request from
the United States Veterans Administration web portal:
http://www.va.gov/vetdata/
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Appendix
1 Some numerical aspects
Starting values for the parameters of the selection equation are based on univariate probit model
estimates. Starting values for the outcome equation parameters are instead obtained using a gamlss-
like function implemented in SemiParSampleSel that allows to t univariate models based on discrete
distributions using selected observations only. The dependence between the selection and outcome
equations is modeled through  which is a monotonic transformation of . This is convenient since
 is not bounded by its parameter space and hence constrained optimization is not required. Table 9





Clayton log(   )
Frank    
Gumbel log(   1)
Joe log(   1  )
Table 9: Parameter  dened in terms of . The values of  are corrected with  for Clayton, Frank and Joe to
prevent the optimization algorithm from reaching boundary values of  which are not included in the parameter space.
 is set to 10 8.
Heckman-type approach discussed in Marra & Radice (2013a). This procedure yields an estimate
of the correlation between the selection and outcome equations which is then transformed into 
depending on the copula employed.
In (2.4.3), when y2 = 0 we use F2(y2   1) = F2(y2)   f2(y2), case in which the value returned
would be zero. This avoids evaluating F2(y2   1) at a negative value. To carry out the optimization
on Rp we also use the transformation  = log(). When employing a Delaporte marginal  is
transformed using the logistic function. For the mean parameter we have that  = exp (2). In some
cases, we have set precision bounds on the cdfs and copulae to avoid overows. For the Poisson
inverse Gaussian and Sichel distributions, the derivatives of the Bessel functions (see Table 2) are
often dicult to evaluate. In these cases, numerical derivatives are used instead.
The two-step Inference Function for Margins (IFM) approach was explored in the initial phase
of the project. Using this approach simplied the implementation considerably but did not unfor-
tunately result in stable and ecient computations for the class of models considered in this paper.
Under IFM certain key quantities needed in optimization could be calculated more rapidly, however
more iterations were required to reach convergence due to the absence of cross-derivative information.
Moreover, the algorithm would easily get stuck in local minima or maxima. The implementation pro-
posed in this paper uses all derivative information and during testing showed to be superior to IFM
in terms of stability and eciency.
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2 Derivation of smoothing parameter criterion








where n = 5n for a three parameter discrete distribution. Intuitively, by taking the dierence
between the true model predictions, , and prediction estimates, ~, we are minimizing the distance
between the true and estimated models. However,  is unknown but it can be estimated. Let
~ =
p
WX~ and  =
p
















































































































































WX  N(0; I):

























































































The rst line of (2.2) is justied by the fact that a scalar is its own trace. The remaining lines follow
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XTW is the hat matrix.
3 Software implementation
The software for implementing all the model features, estimation and inferential procedures outlined
in this paper is freely available through the R package SemiParSampleSel (Marra et al., 2016).
The framework this paper provides can allow researchers and policymakers to apply a transparent
approach to account for systematic non participation in their data. The features of this software have
been designed specically with transparent and straightforward dissemination of results in mind. The
main function is
SemiParSampleSel(list(y.sel ~ s(x1) + x2 + x3, y ~ s(x1) + x2, ~ x3),
data = dataset, BivD = "N", margins = c("probit", "P"), ...)
The rst argument is a list of at least two formulae. In this case, x1, x2 and x3 denote the covariates,
where the eects of x1 are modeled using thin plate regression splines. y.sel and y are the binary
selection and observed discrete outcome variables which are modeled using normal and Poisson
distributions (margins = c("probit", "P")). The copula model is set to Gaussian (BivD = "N").
The list of formulae can be augmented by an extra equation for  which allows the user to specify
a predictor for the copula dependence parameter. More equations can be included for modeling 
and  as functions of covariates. The choice of outcome distribution can be changed, for instance,
to negative binomial (margins = c("probit", "NB")). A Frank copula is employed when BivD =
"F".
Post-estimation, QQ-plots can be obtained using post.check() which are based on the sample
selection model estimates. Prior to tting resp.check() can help decide roughly which distributions
are likely to produce the best post-tting results, however it is worth stressing that the resulting
plots would be based on univariate models (ignoring selectivity) and hence may lead to misleading
conclusions. Model summary and plot functions work in a similar fashion as those of generalized
linear and additive models. Predicted averages, with corresponding intervals, can be obtained using
the aver function. Convergence can be checked using conv.check(). More details and options can
be found in the documentation of SemiParSampleSel.
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