Probability Hypothesis Density (PHD) filter is a unified framework for multitarget tracking and provides estimates for a number of targets as well as individual target states. Sequential Monte Carlo (SMC) implementation of a PHD filter can be used for nonlinear non-Gaussian problems. However, the application of PHD based state estimators for a distributed sensor network, where each tracking node runs its own PHD based state estimator, is more challenging compared with single sensor tracking due to communication limitations. A distributed state estimator should use the available communication resources efficiently in order to avoid the degradation of filter performance. In this paper, a method that communicates encoded measurements between nodes efficiently while maintaining the filter accuracy is proposed. This coding is complicated in the presence of high clutter and instantaneous target births. This problem is mitigated using novel adaptive quantization and encoding techniques. The performance of the algorithm is quantified using a Posterior Cramer-Rao Lower Bound (PCRLB), which incorporates quantization errors. Simulation studies are performed to demonstrate the effectiveness of the proposed algorithm.
INTRODUCTION
Wireless Sensor Networks (WSNs) provide large coverage area and utilize a network of sensing devices to gather useful information. A sensor node connects number of sensing devices and perform computations and communications. There are centralized and distributed approaches for target tracking in WSNs. The sensor data needs to be fused in order to fully utilize the information obtained in the network. Distributed processing over the sensor network can be used to alleviate the problems inherent with the centralized architectures especially communication bandwidth issue. Distributed approach, since the processing tasks are performed over multiple fusion nodes, requires lighter computational power and communication bandwidth. Distributed algorithms based on particle filters to track a single object have gained much attention. One of the first developments for nonlinear/non-Gaussian systems was in [7] and it proposes two methods to use the distributed sensor network. One of them based on likelihood factorization of particles of the filter and the other one based on adaptive data-encoding scheme. More particle based implementations are given in [8, 9] . The adaptive data-encoding scheme uses the histogram of expected measurements to encode the target generated measurements effectively.
In this paper, we consider decentralized version of the Probability Hypothesis Density (PHD) filter, a dataassociation free method, in contrast to the typical decentralized versions of data association techniques. The PHD filter has been showed to be an effective way of tracking time-varying multiple number of targets that avoids model-data association problems and the proposed algorithm uses a sensor network to track multiple targets based on a powerful scheme using the SMC implementation of the PHD filter. There are number of different options available to perform distributed tracking with SMC-PHD filter in a sensor network. The first option is to send all the particles, which represent the posterior density of targets. The second is to send Gaussian mixture representation of posterior density. The first and second options require high bandwidth communications, which can not be handled by practical wireless sensor networks. The third option is to send most appropriate measurements, after eliminating the false alarms, to update the global estimates of the targets. In this paper, measurements are communicated among nodes to update the filters.
It is known for long time that sharing the measurement directly is preferable to that by sharing of estimates, because when measurements are shared optimal sort of fusion is possible. In the later case, data transmission require higher bandwidth channels unless the quantization of those data are done intelligently [1, 2] . Non-uniform quantization scheme could be made to match the distribution of the quantity to be discretized and the divisions are not equal [3] . Companding is a widely used method of implementing non-uniform quantizers. It is observed in non-uniform quantization the communication is considerably cut with the right selection of the compander. Quantized measurements are encoded before transmitted. It is assumed that an optimal noiseless source code will be employed to minimize transmission needs between nodes. In this paper, we use Huffman code to encode the quantized measurements. Handling multiple targets originated measurements at quantization stage and producing identical symbols for encoding and decoding at each node are challenging. We propose "Cascaded companders" to non-linearly quantize the measurements and identical set of symbols at each node is generated based on predicted probability density.
Among various methods to quantify the performance, checking the closeness of its mean square error matrix to the lower bound is a commonly known method target tracking applications. The Posterior Cramer-Rao Lower Bound (PCRLB) is defined to be inverse of the Fisher information matrix (FIM) for random vector and provides lower bound on the performance of unbiased estimators of the unknown target state [4] . PCRLB for state estimation with quantized measurements is complicated due to non-linearity of the quantizer. Previously, [5] the PCRLB for dynamic target tracking with measurement origin uncertainty and [6] the PCRLB for state estimation with quantized measurement were developed in the form of Raccati-like equation to recursively calculate PCRLB. Here we extend the PCRLB calculation with quantized measurement to incorporate measurement origin uncertainty for bearing only tracking.
The paper continues in Section 2 with a brief review on proposed distributed implementation of SMC-PHD filter. In Section 3, the quantization and encoding strategy is explained. PCRLB derivations are detailed in section 4. Simulation results are provided in Section 5. Conclusions are given in Section 6.
THE DISTRIBUTED SMC-PHD FILTER
Distributed processing over the sensor network can be used to alleviate the problem inherent with the centralized architectures. Among several distributed algorithms implemented using different filters, recently, the particle filter implementation of distributed algorithm have gained much attention. One of the first developments for nonliner/non-Gaussian systems was in [7] . Efficient utilization of communication resources is essential to all distributed algorithms operated in sensor networks.
Proposed Distributed Algorithm
The underlying sensor network architecture consists of two different types of devices: sensors and nodes. Sensors collect measurements from the targets and report them to computational nodes. Nodes are responsible for running filters to track targets. Information gathered at nodes are shard among nodes. The nodes are interconnected using wireless communication. Our objective in this paper is to create distributed algorithm based on SMC-PHD filter, which minimizes communication requirements relating to sensor data fusion when multiple time varying targets are present in the region of interest.
There are a number of different options available to perform distributed tracking with SMC-PHD filter in a sensor network. The simple option to send all the particles, which represent the posterior density of targets. This require high bandwidth communications which can not be handled by practical wireless sensor networks. The option is to send most appropriate measurements, after eliminating the false alarms is studied in this paper.
In sensor network, it is quite possible that each node may have enough active sensors to track an object by itself with reasonable tracking accuracy. Therefore, a PHD filter can be used to obtain estimates based on the measurements collected from sensors local to that node. Since these nodes maintain PHD filters based on local measurements, they can also be used in encoding strategy. The proposed framework will be performed in two layers. The first layer collects the measurement data that are local to each node and maintain a local PHD filter using its associated sensors. In the second layer, all the measurement are exchanged to all other nodes in the network and the global PHD filters are maintained.
Algorithm
In the proposed algorithm, identical copy of the SMC-PHD filter is maintained at each node. Initially, this is achieved by initializing all the filters using the same random seed. In order to encode the measurement data a quantization and encoding strategy is used. From the time step k − 1 to k, particles are propagated taking into account of measurement prediction covariance. The range of expected measurements is divided into bins depending on the accuracy level required. The contribution of each propagated particle's distribution is intergraded over the bins to form the probability density. The measurements are quantized with a nonuniform quantizer where companders are used to perform nonlinear quantization. The probability density in the measurement space is then transformed to companded measurement space. Then, the quantized measurements are encoded using Huffman encoding algorithm with the transformed bin probabilities. The encoded measurements are transmitted to all the other nodes and each node decodes and decompands the data to obtain the quantized measurements. The details of quantization and encoding strategy used in this algorithm is given in Section 3.
Each node performs filtering using quantized measurements to obtain the target state estimates. All the nodes use the same set of measurement data to update the filter and thus identical copy of filter is maintained.
The distributed SMC-PHD filter is detailed below.
Initialization k = 0
• Initialize SMC PHD filter on each node n = 1, . . . , N using the same random seed to generate identical particle distribution on all the nodes.
• For each node n = 1,
Quantization and Encoding
• Local Estimation -Perform filtering using the SMC PHD filter acting only on the measurements local to the node.
• Quantization
1:k−1 ), in the measurement space using predicted measurements and construct the probability density. * Identify the regions where the companders need to be placed and the number of companders needed. We use one compander per each target and width of the companding region is limited to 3σ and encode quantized measurements.
Reducing the false measurements transmitted over the network
• Remove the measurements from the queue, if the number of bits in each encoded measurement exceeds a predefined threshold, l. This process is done using the local estimates of the target.
Global Estimate
• For each node n = 1, . . . , N, create the Huffman tree H k−1 f and the quantizer, to reconstruct the quantized data,z k .
• Using set of measurements obtained, perform filtering to obtain the global state estimates.
EFFICIENT QUANTIZATION AND ENCODING
The proposed algorithm needs an efficient nonlinear quantization for measurements. We propose "cascaded companders" which can quantize measurements from multiple targets. The target originated measurements are quantized with less quantization error. False alarms consumes significant communication resource unless handled properly. The false alarms are eliminated before the measurements are transmitted. This section briefly explains the design of the cascaded companders.
Probability Density of Expected Measurements
The necessity to have identical and accurate probability densities of targets at each nodes, where global SMC-PHD filter is running, is eminent from the fact that the measurements are quantized, encoded and communicated between these nodes based on the probability density. The construction of probability density commences by propagating the densities of particles from the time step k−1 to k, taking into account of measurement prediction covariance. The range of expected measurements is divided into bins depending on the accuracy level required. The contribution of each propagated particles distribution is intergraded over the bins to form the probability density. The probability density of predicted particles p(z p k ) in the measurement space are given by
where h k (.) is a nonlinear function and S k is the measurement prediction covariance. Then the bin probability is given by
where, a i−1 and a i are quantizer decision boundaries of bin, b j .
Measurement Quantizer
Two quantizer strategies are investigated in this paper: uniform and nonuniform. Uniform quantizer is simple where the measurement space is divided into equal bins based on the number of bits used to encode. The nonuniform quantizer is complex and designed based on probability density of the targets. Figure 1 shows quantizers at two different time steps, when one and two targets were present in the environment respectively. The companders are placed in measurement space such that the target originated measurements have less quantization errors than other measurements. In this thesis a Gaussian compander law is used, which is centered on the expected target position and whose curvature is dictated by the standard deviation of the expected position [16] . The compander and expander functions are as follows:
where erf(ξ) = 2/ √ pi 
Measurement Encoding and Decoding
The original probability density constructed based on expected measurements is transformed to companded measurement space in order to create global Huffman dictionary for encoding. The term global refers to the process or information that is related to global SMC-PHD filter running on every node. Companded measurements are encoded and transmitted over the network. In the receiver, the measurements are decoded before expanding. Same steps are followed to construct a decoding dictionary.
Incorporating Quantization Errors
The insertion of quantized measurement to the SMC-PHD filter is done by updating the current particles by the quantized measurements while taking into account the extra error introduced by the quantization. The error arising from quantization has a uniform distribution. The variances of errors introduced due to quantization is given by,
where δ is the bin size, σ w is the standard deviation of measurement noise.
False Alarms Elimination
Reducing the number of false measurements communicated over the network is important as it will consume much communication resources otherwise. The number of bits in each encoded measurements, based on local Huffman dictionary, can effectively be used to reduce the number of false measurements transmitted over the sensor network. In this approach, we assume since the local PHD filters have most updated information including a birth of a new target and the target generated measurements are most likely to be in a region in which the value of the probability is high. Thus the target generated measurements are most likely to have lesser number of bits in their encoded form compared to false measurements when encoded with local Huffman dictionary. By having a threshold value on the number of bits, they can be removed from the set of measurements that are transmitted over the network. Once the measurements are selected to be transmitted, those measurements are encoded with global Huffman dictionary in order to transmit over sensor network. However, when measurements corresponding to new targets are encoded with global Huffman dictionary may produce higher number of bits.
An indicator function, I
(k,i) h is used to identify whether the measurement has been communicated or not.
is a function that generates Huffman codes for each measurement. l is the cutoff number of bits per measurement. If a measurement in their encoded form is less than the cutoff number of bits, then the measurement is communicated else not.
PCRLB WITH QUANTIZED MEASUREMENTS
In this section, the posterior covariance of the target state is derived to assess the performance bounds for the proposed algorithm. The recursive Riccati-like formula for the Posterior Cramer-Rao Lower Bound (PCRLB) for state estimation with quantized measurements [6] is used to derive the posterior covariance with measurement origin uncertainty. The fundamental theory behind the CRLB for dynamic trarget tracking can be found in [5] .
Background
The estimation error covariance matrix, P k|k , for unbiased estimator is bounded as follows,
where J k is the Fisher information matrix. This bound is called PCRLB. The information matrix, J k , can be computed using Riccati-like recursion:
where
For linear Gaussian systems, it can be shown that [4] J −1 k+1
with J
PCRLB with Quantized Measurement
Due to the essence of quantization, we know thatz s k (i) has a discrete distribution and the only thing we can infer fromz [6] . The encoding algorithms gives priority to send quantized measurements that can be encoded with less number of bits. Lets assume the cutoff length for encoded measurement is l bits. The equation 4 can be used to define
For bearing only tracking, 
It is not easy to obtain E −Δ 
where theJ k (z) is information contribution of measurements from all the sensors. From the equations 21 and 16 the following equation for calculating J k (z) with measurement origin uncertainty and quantized measurement is derived.
SIMULATION SETUP
In the simulations studies we consider a two dimensional typical tracking example to show the effectiveness of the proposed algorithms. As shown in Figure 2 , it consists two computational nodes placed at (−15 × 10 3 , 15 × 10 Figure 3 shows Root Mean Square Error (RMSE) for linear and non-linear quantization with respective PCRLBs for target one, tow and three. It is evident from the figures that the proposed non-linear quantization performs better than linear quantization when same number of bits is used to quantize the measurements. To achieve the same tracking performance as uniform quantization, the proposed nonuniform quantization requires less number of bits for quantization than uniform quantization. This intern reduces the communications significantly. The Figure 5 shows that RMSEs of 64 bins nonuniform quantization and 128 bins uniform quantization are close.
Simulation results
The Figure 6 shows the number of bits transmitted when false alarms are eliminated compared with no false alarm elimination. The figure indicates that the average number of bits transmitted is substantially reduced. When new targets are introduced the number of bits transmitted increases as the global estimates of the targets are not available. Once the target is initialized the Huffman dictionary takes into account of new target so the encoded measurements have less number of bits. Also the figure shows that the performance does not change even when false alarm reduction process in place. PCRLB bounds plotted with estimates of the targets confirms the effectiveness of the proposed distributed SMC-PHD filter algorithm. Figure 4 displays the results for Target one. 
CONCLUSIONS
In this paper, we have considered a distributed implementation of SMC-PHD filter and an efficient quantization and encoding for communicating measurements. Communication resources need to be handled efficiently in sensor networks while maximizing the tracking performance. False alarms take significant communication resources unless it is handled properly. A nonuniform quantization via companding was implemented taking the advantages of the filter properties. It ensures that the target originated measurements are quantized with less errors than others. An effective way of eliminating the false alarms was also implemented. Posterior covariance was derived to access the algorithm using recursive formula for the Fisher Information Matrix. Simulation studies confirms, that the proposed quantization, encoding and false alarm elimination are shown to be more efficient in terms of communication resource utilization and tracking performance. The proposed distributed algorithm for SMC-PHD filter is also shown effective when the results were compared to its performance bound.
