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ABSTRACT
Automatic plant classification is a challenging problem due to the wide biodiversity of the existing
plant species in a fine-grained scenario. Powerful deep learning architectures have been used to im-
prove the classification performance in such a fine-grained problem, but usually building models that
are highly dependent on a large training dataset and which are not scalable. In this paper, we pro-
pose a novel method based on a two-view leaf image representation and a hierarchical classification
strategy for fine-grained recognition of plant species. It uses the botanical taxonomy as a basis for a
coarse-to-fine strategy applied to identify the plant genus and species. The two-view representation
provides complementary global and local features of leaf images. A deep metric based on Siamese
convolutional neural networks is used to reduce the dependence on a large number of training sam-
ples and make the method scalable to new plant species. The experimental results on two challenging
fine-grained datasets of leaf images (i.e. LifeCLEF 2015 and LeafSnap) have shown the effectiveness
of the proposed method, which achieved recognition accuracy of 0.87 and 0.96 respectively.
1. Introduction
Automated plant classification concerns the identifica-
tion of plant images into botanical species by applying ma-
chine learning algorithms [11, 29, 42]. The classification
task may be performed on an image of the entire plant or
just on parts of it such as branches, flowers, fruits, leaves, or
stems. The main challenge of this pattern recognition task is
related to the wide biodiversity of the existing plant species,
in which it is possible to observe the likeness between differ-
ent species (high inter-class similarity), and sometimes sig-
nificant differences among samples belonging to the same
species (high intra-class variability). The blue dotted rectan-
gle in Figure 1 shows an example of the possible similarity
among different species, while the red line rectangle presents
an example of the difference that may exist within samples
of the same species caused by changes in shape, color, and
texture. Such a variability is usually caused by the plant ma-
turity, or even pose and illumination variation that may result
from the image acquisition process. On top of that, there is
the data unbalancing problem since some species are very
rare in the flora environment, as well as the scalability con-
straint, as the number of plant species being discovered by
scientists is continuously growing.
One may find in the literature some important strategies
used to deal with such difficulties that are inherent to the
plant species recognition [7, 39, 44, 45]. However, in the last
years, methods based on fine-grained image classification
(FGIC) have received special attention from the scientific
community [4, 13, 31, 36]. Suchmethods consist of discrim-
inating between classes in a subcategory of objects, such
as species of birds, animals or models of vehicles. Differ-
ent from the traditional image classification methods, FGIC
methods recognize coarse classes firstly, then it goes further
ORCID(s):
Figure 1: Intra-class and inter-class problem. Inter-class (blue
dotted rectangle), has species very similar and intra-class (red
line rectangle) contains variations like background, occlusion,
pose, color, illumination and plant maturity stages inside the
same species.
by discriminating fine classes in which the classification dif-
ficulty is higher due to the presence of intra-class and inter-
class variability like those observed in case of plant species.
FGIC-based methods may explore the taxonomic relation-
ship between the plant classes, which are hierarchically or-
ganized based on shared biological characteristics [30] into
three levels of abstraction: family, genus, and species. Ex-
ploring these characteristics may help us to distinguish very
similar classes, by first selecting candidates in a coarse level
of the hierarchy which can be rather distinguished in the
finest level of the hierarchy (coarse-to-fine strategy). The
visual identification of leaves carried out by domain experts
is generally based on this hierarchical strategy, the so-called
"plant taxonomy relationship" [33].
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Two-View Fine-grained Classification of Plant Species
With this in mind, we propose in this paper a two-view
similarity learning strategy for fine-grained plant classifica-
tion, which consists of two stages that exploit different views
of the leaf images. In the first stage, a coarse classification
by plant genus is carried out using a deep metric based on
a Siamese Convolutional Neural Network (SCNN) to com-
pute the similarity between a testing sample and the refer-
ence images previously defined for each plant genus. The
deep metric learned from pairs of images is used to provide
the distance between two image samples represented by an
unknown plant image and the genus reference image. At
this stage, the entire leaf image is used, i.e., the input of the
SCNNmodel is the whole leaf image characterizing a global
view in terms of problem representation. The output of this
stage is a ranked list of the top-푘 genus candidates.
In the second stage, a fine classification of plant species
is performed. Similarly, an SCNN is used as a deep metric,
where the similarity is computed between the test sample
and the reference images representing the plant species in
the top-푘 genus candidates returned by the first stage. Here,
a local representation (view) of the leaf image is used, i.e.,
the SCNN receives as input a cropped image extracted from
the center of the leaf image. The output of the second stage
is a final ranked list of plant species obtained by combining
the outputs of both stages.
The rationale behind the two-view scheme is to provide
different representations of the problem. In the first view,
the similarity computed by the SCNN takes into account
global features extracted from the entire leaf image (shape
and color), while in the second view, local features based on
texture and the plant veins are considered. Such a represen-
tation strategy allows us to treat some specific issues of the
leaf classification problem, for instance, species of plants in-
side the same level of taxonomy (e.g. genus) may look simi-
lar in terms of global features, but they present imperceptible
tiny local changes in their texture and vein patterns that are
important to characterize its species.
We carried out extensive experiments and compared the
proposed method with both hand-crafted methods and state-
of-the-art methods based on deep learning that use different
CNN architectures. For this purpose, a robust experimental
protocol was defined based on two challenging fine-grained
datasets of plant leaf images: LifeCLEF 2015 [19] and Leaf-
Snap [22]. In most of the experiments, the proposed method
outperforms several existing methods by achieving superior
classification accuracy using few samples to get the similar-
ity between images. Besides that, the learned models do not
need to be retrained when new plant species are added, what
makes the proposed method highly scalable.
The contribution of this paper is threefold: (i) the two-
view representation of plant species enables the capture of
coarse and fine features of the leaves, which are very useful
to distinguish among different genera and different species,
respectively; (ii) the proposed method exploits the natural
hierarchy of the problem combining coarse and fine repre-
sentations into a hierarchical strategy that reduces the com-
plexity of the classification task as a lower number of classes
need to be disambiguated at each hierarchical level; (iii) the
proposed method is highly scalable as new plant species can
be easily added without retraining the SCNN models. This
is highly desirable in a context of plant classification where
the number of plant species is continuously growing.
The paper is organized as follows. Section 2 reviews the
relevant literature in plant classification. In Section 3, the
proposed method is described in detail. Section 4 presents
our experimental findings on plant classification. Finally,
Section 5 presents our conclusions, perspectives of future
work, and final remarks.
2. Related Work
Recently, studies on plant classification based on image
processing have become an interesting research topic in com-
puter vision [3, 4, 9, 17, 43]. In the literature, there are many
datasets that can be employed to evaluate plant classification
methods such as Flavia [42], Foliage [20], Swedish [35],
LeafSnap [22], LifeCLEF [19], ICL [36], and MalayaKew
[24]. These datasets well represent the problem domain, ex-
posing the many difficulties such as fine-grained complexity,
imbalanced distribution, large intra-class variability, small
inter-class variability, and noisy images.
One may find in the literature several contributions to
plant species recognition. Naresh and Nagendraswamy [27]
introduced a symbolic approach based on textural features
extracted from leaf images for plant species recognition. A
modified local binary pattern was proposed to extract fea-
tures and the classification was performed using a simple
nearest neighbor classifier. Besides, the concept of clus-
tering was used to define multiple class representatives by
grouping similar leaf samples using a threshold to create
clusters to decrease the intra-class variation. However, in
their experiments they observed the need to incorporate fea-
tures extracted from other views of the leaf to improve the
recognition accuracy. Aakif and Khan [1] proposed a shape-
defining feature, which is combined with morphological and
Fourier descriptors. These features were used with artificial
neural networks. The method was evaluated on a proprietary
dataset of 14 classes as well as on Flavia and ICL datasets.
Their emphasis wasmore related to the performance in terms
of computational time than the recognition accuracy.
Fine-grained recognition is a challenging problem that
consists of recognizing subordinate categories such as species
of birds [14], dog breeds [21] and flower species [2]. Over
the past decade, fine-grained recognition has achieved high-
performance levels thanks to the combination of deep learn-
ing techniques with large annotated training datasets [41].
Some recent works have considered deep leaning techniques
for fine-grained plant classification [4, 6, 23]. In particular,
Barré et al. [6] and Lee et al. [23] have shown how convo-
lutional neural networks (CNN) learn representations from
plant leaf images using a deconvolutional approach. The
most important finding is that shape information alone is not
a good choice due to the occurrence of similar leaf contours,
especially in closely related species. Therefore, it is impor-
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tant to exploit other kinds of features that may be present in
leaf structure.
As observed in several works, CNNmodels usually need
a high amount of data for training [18, 28, 38]. For instance,
Barbedo [5] analyzed the impact of the amount of training
samples on the accuracy of a CNN and he found out that
it requires a substantial number of training data to provide
solid results. Barré et al. [6] described an approach based
on CNNs for plant classification, which employs data aug-
mentation based on low-level transformations applied to the
leaf images such as shifting, scaling and rotation. They cor-
rectly recognized 86.3% of the 184 species on the LeafS-
nap dataset. Besides that, the resulting CNN model needs to
be retrained to include new plant species, which is a time-
consuming process. Barré et al. [6] has also pointed out
that most of the misclassified plants belonged to species that
show strong visual similarities. Zhu et al. [45] introduced a
two-way attention hierarchical model using CNNs. The first
attention way consists of recognizing the family level based
on plant taxonomy. The second attention way is to find a
discriminative part of an input image by a heat-map strat-
egy. They conducted experiments in Malayakew and ICL
datasets, and the CNN with Xception architecture achieved
the accuracy of 99% in both datasets. They used 90% of the
datasets for training and the 10% reminding to test. Although
the authors stated that they do not use any strategy of data
augmentation, they have balanced the training dataset, thus,
each class has a roughly equal number of samples.
A fine-grained classification approach may provide as
output just a single class probability or a set of classes so-
called "confidence-sets", which include the true class at a
given confidence level. To this end, an input image is clas-
sified and the top-푘 best-ranked classes are selected as the
confidence-set. Sfar et al. [31] proposed a hierarchical clas-
sification of plants, in which they measured the posterior
probabilities for each node of the hierarchy and then created
the confidence-set using a confidence threshold. The experi-
ments were carried out on four datasets, where three of them
have a balanced number of samples per class in the training
set. However, they observed a poor performance on the Life-
CLEF 2011 dataset, which is imbalanced, since their strat-
egy employed approach fails to recognize the species that
have few training samples.
Wang and Wang [40] used a few-shot learning method
based on Siamese Convolutional Neural Network (SCNN)
to recognize leaf plants. The Euclidean distance was used to
measure the distance between features. The SCNN used by
[40] was inspired by the structure of GoogLeNet. They eval-
uated the proposed method on Flavia, Swedish, and LeafS-
nap datasets. They used a small number of learning sam-
ples, and the experimental results have shown that the high-
est classification accuracy (95.32%, 91.37%, and 91.75% for
Flavia, Swedish and Leafsnap datasets, respectively.) was
achieved for models trained with 20 samples per class. Zhi-
Yong et al. [44] also used SCNN for plant recognition. They
proposed a spatial structure using a deep metric. The SCNN
was used to learn an embedding with similar and dissim-
ilar pairs. Similar pairs were formed using the same or-
gan of plants and dissimilar pairs are organized by different
species of plants. They evaluated the performance in Life-
CLEF 2015, the result was 0.84 using 푆 metric, surpassing
all other methods. Although the best results is worth men-
tioning that the spatial structure is modeled by recurrent neu-
ral networks. Recently, Figueroa-Mata and Mata-Montero
[12] proposed a way to learn a similarity metric that dis-
criminates plant species. They compared whether SCNN
models are better than CNN models regarding the perfor-
mance and computational cost. Also, new species (20 leaves
of Costa Rican dataset) never seen by the model SCNNwere
evaluated without retraining of the proposed model. In their
first experiment, they conclude that for datasets with fewer
than 20 images per species, the SCNN performed better than
CNN in the context of plant recognition besides the fact of
having a lower computational cost. The second experiment
has shown that SCNN can generalize to other plant species
without any retraining of the model.
To the best of our knowledge, from the existing methods
in the literature [6, 15, 25, 37], only Wang and Wang [40],
Zhi-Yong et al. [44] and Figueroa-Mata and Mata-Montero
[12] have exploited deep metrics to compute the similarity
between plant images. However, there is no previous work
that uses a two-view similarity scheme combined with fine-
grained classification of plants. The use of plant hierarchy
and similarity learning makes our method more accurate and
scalable as we show in the next sections.
3. Proposed Approach
We propose a fine-grained approach for classification of
plant species from the leaf image. The coarse-to-fine clas-
sification strategy unveils the plant genus in the first stage
and then its species in the second stage as illustrated in Fig-
ure 2. In the first stage, a coarse classification according
to the plant genus is carried out using a deep metric based
on an SCNN, which computes the similarity between a leaf
image and reference images previously chosen to represent
each plant genus. At this point, features are extracted from
the entire leaf image, which is considered as the first view of
the proposed approach. The rationale behind that is to com-
pute the similarity between a test image and the genus ref-
erence images considering firstly a global view of the plant,
i.e. representing the leaf by general features such as the leaf
shape and color. The output of the first stage is a ranked list
of the top-푘 genus candidates.
In the second stage, given the top-푘 genus candidates
found in the first stage, a fine classification considering only
the plant species which belong to such a genus is performed.
Similarly, an SCNN is used as a deep metric, which is now
computed on a different view of the leaf images that consid-
ers a local representation (second view). For such an aim,
the SCNN receives as input a cropped image which is taken
from the center of the leaf image. The idea behind this strat-
egy is to perform a fine classification of plant species based
on a finer representation of the leaf image that focuses on
local details such as the texture and the vein patterns that are
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Figure 2: Overview of the proposed method for fine-grained classification of plant species from the leaf image.
usually present in the central portion of leaves. The output
of the second stage is a ranked list of plant species which is
weighted by the output of the first stage, as shown in Fig-
ure 2. In the next sections, we present the proposed method
in detail.
3.1. SCNN-based Deep Metric
The similarity between the reference patterns and the
leaf image is computed in both representation schemes of
the proposed method with an SCNN [8]. The difference be-
tween the deep metrics of both stages is that the SCNNs are
trained on different views of the leaf image. At the first stage,
the SCNN is trained on the entire leaf image, while in the
second stage, only a square region taken from the central
area of the leaf image is used. Both SCNNs are based on
two parallel CNNs that use the architecture of the VGG16
CNN [32]. Such parallel CNNs are pre-trained on the Im-
ageNet dataset and have shared weights. The SCNNs take
as input two color images with a resolution of 224 × 224
pixel. Each CNN has five blocks of convolutional layers in-
terchanged with five max-pooling layers, followed by two
fully connected layers and an output layer. The first two
blocks have two convolutional layers with 64 and 128 fil-
ters, respectively. The other two blocks have three convolu-
tional layers with 256, 512 and 512 filters, respectively. All
filters have size 3×3 and the max-pooling layers have pool
size and stride 2. The units in the final convolutional layer
are flattened into a single vector. The fully connected layers
have 4,096 units. The original output layer of the VGG16
CNN has 1,000 units that compute the class scores. Such
an output layer is replaced by a layer that computes a dis-
tance metric between the last fully connected layers of each
Siamese twin (Equation 1). The ReLU activation function is
used in all layers to minimize the vanishing gradient prob-
lem. The stochastic gradient descent method was used to
train the CNNs and to prevent over-fitting, we use 퓁2 reg-
ularization in the optimization algorithm and dropout after
each fully connected layer.
Pairs of training samples are provided to the network
and during the training, the logistic regression loss function
(Equation 2) is minimized iteratively. The main steps of the
iterative training algorithm [34] used to learn the deep met-
ric models is presented in Algorithm 1. The SCNN com-
putes a distance metric between features extracted from the
reference pattern 푥푟 and the test image 푥푖 as denoted in Equa-tion 1.
퐷(푥푖, 푥푟) = ||푓 (푥푖) − 푓 (푥푟)|| (1)
where 퐷 is the 퓁1 distance and 푓 is a non-linear transfor-
mation performed by the CNN. Finally, the 퓁1 distance be-
tween 푥푖 and 푥푟 is fed to a logistic regression loss function,which minimizes the difference of the probability distribu-
tion when 푥푖 and 푥푟 are from the same category, and max-imizes 퐷(푥푖, 푥푟) when they belong to different categories[10]. The logistic regression loss function 퐿(푥푖, 푥푗 , 푌 ) isshown in Equation 2.
퐿(푥푖, 푥푗 , 푌 ) = −[푌 log(퐷(푥푖, 푥푗))+(1−푌 ) log(1−퐷(푥푖, 푥푗))]
(2)
where 푌 is the label of the input pair. If the input images are
from the same class, then 푌=1; otherwise, 푌=0.
3.2. Hierarchical Classification Strategy
A coarse-to-fine classification is performed considering
the hierarchical botanic taxonomy. To this end, first, the
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Algorithm 1: Iterative training method. 푁푝 is the totalnumber of positive examples,푁푛 is the total number ofnegative examples, RandomSample(푄) denotes a set
of 푄 elements chosen randomly from set 푁푝 or 푁푛,
푌 is the example label, and 푆 is the total number of
training iteration.
Input : Training set 푇 =
{(푥푖1, 푥푗1, 푌1),⋯ , (푥푖푛, 푥푗푛, 푌푛)},
푛 ≤ 푁푝 +푁푛
Output: The 퓁1 distance and loss for a training batch.
1 푅(푥푖, 푥푗 , 푌 )← RandomSample 푄(푥푖, 푥푗 , 푌 ), 푄 ∈ 푇
for 푖← 1 to 푛 do
2 푅1 ← 푥푖푖,
3 푅2 ← 푥푗푖,
4 푅푝 ← 푌푖
5 end for
6 퐷 = 푓 (푅1, 푅2) // Compute 퓁1 distance.
7 퐿0 ← 0 // Initialize loss.
8 for 푘← 1 to 푆 do
9 퐿푘 ← 퐿푘−1+[−(푅푝 log(퐷)+ (1−푅푝) log(1−퐷)]
// Update loss.
10 end for
plant is classified according to its genus in the first stage
of the method then its species is defined. For each species,
we have randomly selected a number of supervised samples
as reference images. The number of reference images per
species was experimentally defined (from 1 to 6). The ref-
erence images for each genus are those selected for each of
its species. A ranked list of the top-푘 genus candidates is the
output of the first stage of our hierarchical classification cor-
responding to the coarse classification step, which is based
on the global representation of the leaf image. The top-푘
genus candidates are used to select the species to be eval-
uated in the second stage of the hierarchical classification,
which is done considering the local representation of the leaf
image. Finally, the genus (coarse classification) and species
(fine classification) are combined to produce a final ranked
list of the 푘-best hypotheses of plant species.
With this hierarchical classification, we can better deal
with the inter-class and intra-class variations observed in the
plant species domain. For example, in Figure 3a, four sam-
ples of plants are plotted in the global view space without
considering the plant hierarchy. In such a scenario, the dis-
crimination must be carried out among all species, making
more difficult the discrimination between species which have
similar characteristics, and that increases the complexity of
the problem. The hierarchical strategy alleviates the intra-
class and inter-class problems, clustering the leaves which
have similar characteristics. For instance, by grouping the
similar leaves in Figure 3b, we can see that the species be-
long to three different genera (퐺1, 퐺2 and 퐺3). When thehierarchy is considered (the genus is used) the classifica-
tion process becomes easier, mainly to distinguish species
between the genera 퐺2 and 퐺3. However, some species of
Figure 3: a) Different species (a, b, c and d) with similar
characteristics are plotted in the global view space; b) The
similar categories are separated into three groups that represent
the genus taxonomy (퐺1, 퐺2 and 퐺3); c) Very similar species
are discriminated in the local view space.
the same genus may be very similar as those that belong to
퐺1. This is why some local analyses of the leaf image (Fig-ure 3c) must be carried out to deal with such a possible low
variability in terms of shape and color between species in-
side some genus (퐺1).
3.3. Fusion Schema
The final classification is given by the fusion of the out-
puts of the first and second stages. The output of the first
stage is a list푅푘, which represents the top-푘 ranking of genusreferences for a given test sample 푡 provided by the SCNN
trained on the global view representation of the leaf image.
It is important to remember that depending on the 푁푟 de-fined, we can have up to six references by genus. Thus, 푅푘is a list with 푘 references, where each퐺푖푗 is the 푗푡ℎ referenceof the genus 푖. Thus, we can also compute the frequency of
each genus in 푅푘, which is used to weight the output of thesecond stage.
In the second stage, the similarity value 푠푡푖 between thecropped test image (푡) and the cropped reference image of
each genus 퐺푖 present in 푅푘 is provided by the SCNN con-sidering the local view representation of the leaf image. Fi-
nally, the output of the second stage is a list of species or-
dered by the score 퐹 , which is computed as described in
Equation 3.
퐹 =
푤푖 ⋅ 푠푡푖
푇
(3)
where푤푖 is the weight of genus 푖 computed in the first stage,and 푇 is the sum of weights.
4. Experimental Results
This section describes the datasets and experiments used
to evaluate the proposed method.
4.1. Datasets
We have evaluated the proposed approach on two fine-
grained datasets: LifeCLEF 2015 and LeafSnap. The rea-
son for choosing these two datasets is that both of them have
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a wide variability of plant leaf species and represent chal-
lenging tasks for the scientific community. The images of
these datasets were gathered by various photographers in
globally distributed locations, engaging mixed conditions of
background, position, color and lighting, factors that greatly
influence the quality of the images. Moreover, both datasets
are imbalanced and for some plant species, there are few
samples available for training. Since one of the goals of
this paper is to classify plant species with a small number
of labeled samples, we have evaluated to use only six im-
ages for training the models, which corresponds to the mini-
mum number of training samples per species found in these
datasets when creating a subset of labeled samples to train
the SCNN. Such a supervised training subset contains posi-
tive and negative sample pairs. A positive sample pair means
that the two images belong to the same category, and it is la-
beled as 1. A negative sample pair means that the two images
belong to different categories, and it is labeled as 0. Table 1
shows the total number of training samples per species and
per genus when considering only six samples per species in
each dataset.
Table 1
The total number of training images per genus and per species
when considering just six samples per category.
Dataset Number Total Number
of Images of Images
LifeCLEF 2015 (genus) 43 258
LeafSnap (genus) 73 438
LifeCLEF 2015 (species) 60 360
LeafSnap (species) 184 1,104
With such a set of samples we generated training subsets
containing more non-similar pairs than similar ones as rec-
ommended by Melekhov et al. [26]. Table 2 shows the num-
ber of positive and negative samples in our training subsets.
The LifeCLEF 2015 dataset already has a pre-defined test
set made up of 221 leaf images. On the other hand, for the
LeafSnap dataset, we randomly choose 15 images per class
to compose the test set, totaling 2,760 leaf images.
4.2. Analysis and Experiments
We start this section by presenting two important analy-
ses that are necessary to define the proposed method. Sec-
tion 4.2.1 is used to define the configuration of the coarse-
to-fine hierarchy. In Section 4.2.2, a second analysis shows
the importance of the proposed two-view representation of
the leaf images.
Four experiments were performed to evaluate the pro-
posed method. In Section 4.2.3, we have an overall perfor-
mance evaluation. Section 4.2.4 shows the contribution of
using the two-view coarse-to-fine classification strategy for
plant species recognition. Besides, we evaluated the pro-
posed method regarding the impact of the imbalanced data
(Section 4.2.5), and scalability (Section 4.2.6). Finally, in
Section 4.2.7, we compare the proposed method with the
state-of-the-art.
Table 2
The number of positive and negative samples in the training
sets.
Datasets Positive Negative
samples samples
LifeCLEF 2015 (genus) 4,000 12,000
LeafSnap (genus) 6,000 20,000
LifeCLEF 2015 (species) 8,000 35,000
LeafSnap (species) 10,000 50,000
4.2.1. Configuration of the coarse-to-fine classification
In this section, we evaluate how to choose the coarse and
fine levels of the proposed hierarchical strategy. To this end,
we performed the classification of leaf images taking indi-
vidually each taxonomic group: family, genus, and species
considering different views: global and local. The results
observed on the test dataset LifeCLEF 2015 are shown in
Table 3.
Table 3
Individual classification considering each taxonomic group:
Family, Genus and Species and different views: global and
local.
Taxonomic group Classification Accuracy
Global Local
Family 0.6951 0.6301
Genus 0.8589 0.6733
Species 0.7509 0.7400
Table 3 shows a poor classification performance of the
family group when compared to genus. The reason is that in-
side a family there are usually several distinct genera. Thus,
we discarded the family group and defined our fine-grained
approach as genus-to-species by using genus as coarse clas-
sification and species as the fine classification. Another rea-
son to use the genus as the first step is that for botanists,
the genus group is the most discriminative key feature [16].
However, as shown in Figure 1, inside the same genus (blue
dotted rectangle) there are still very similar species that re-
quire additional effort to be classified. To deal with this
problem we propose the two-view representation of the leaf
image in which global and local features are combined.
4.2.2. Importance of the two-view representation
The proposed two-view representation allows to explore
global and local features of the leaf image. As one may see
in Figure 4, the entire leaf image provides features related to
the general shape of the leaf in the convolutional layers of
the CNN (first, second and third layers). The last two lay-
ers (fourth and fifth) seem to contain fine details of the leaf
contours. On the other hand, the features extracted from the
cropped leaf images are related to the veins and local tex-
ture of the leaf. Such a two-view representation can provide
complementary features for the proposed fine-grained clas-
sification.
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Figure 4: Two-view representation - the feature maps along
the layers of the SCNN for entire and cropped images.
Figure 5: Entire and Cropped image sample of species inside
the genus 푄푢푒푟푐푢푠.
For instance, inside the genusQuercus there are 21 plant
species in the LeafSnap dataset. In Figure 5, we can see that
some species of that genus are very similar in terms of global
features (general shape), but they present some small differ-
ences in their local features (plant veins). This is the case of
species "marilandica" and "stellata". In fact, the global fea-
tures may be enough to distinguish between the genera, but
it is not enough to distinguish between species.
4.2.3. Global performance evaluation
In this section, the proposed hierarchical classification
based on a two-view similarity scheme is evaluated. For
each dataset the overall results are computed using an aver-
age classification score푆 proposed in LifeCLEF 2015, which
is described in [19], as well as the accuracy, which is com-
puted by Equation 4.
푎푐푐 =
number of correctly classified samples
Total number of samples (4)
Tables 4 and 5 present the results for LifeCLEF 2015
and LeafSnap datasets, respectively. The best results for
both datasets were achieved using six reference samples per
Figure 6: Classification accuracy considering different number
of references (푁푟) and sizes (푘) for the ranking list using the
ImageCLEF 2015 dataset.
Figure 7: Average number of species provided by the coarse
stage, when using (푁푟=6) in each top-푘.
species (푁푟=6) and 30 candidates in the ranked list (푘=30).In the second stage, the accuracy is computed considering
푘=1, but we reached 1.0 of accuracy rate with 푘=5 for both
datasets as reported in Table 6.
It is important to notice that the number of references
푁푟 has an important impact on the results. Therefore, weshow in Figure 6 different푁푟 values over different top-푘. Itis expected that as the top-푘 grows, the performance should
increase. However, we notice that there is a decrease in per-
formance when using 푘=50. This is directly related to the
coarse-to-fine classification, in which in the coarse stage, we
define howmany species will be taken to the fine stage using
the genus references that appear in the top-푘.
Figure 7 shows the average number of species concern-
ing different sizes for the ranking list when푁푟=6. We real-ized that as we increase the top-푘, there is an increase in the
average number of species that will be taken to the fine stage.
When we change 푘 from 30 to 50, we observed an increase
from five to nine classes. As a consequence, the classifi-
cation final accuracy decreased. This, in fact, corroborates
our assumption that a coarse-to-fine classification is an in-
teresting strategy to deal with the high inter plant species
variability.
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Table 4
Average classification score (푆) of the hierarchical classifica-
tion for the LifeCLEF 2015 dataset.
Hierarchical Stage top-푘 Number of References (푁푟)
1 3 6
1st (Genus) 5 0.72 0.77 0.77
1st (Genus) 15 0.86 0.84 0.81
1st (Genus) 30 0.98 0.96 0.95
1st (Genus) 50 0.99 0.98 0.98
2nd (Species)*(5) 1 0.71 0.74 0.77
2nd (Species)*(15) 1 0.75 0.80 0.81
2nd (Species)*(30) 1 0.81 0.86 0.87
2nd (Species)*(50) 1 0.78 0.79 0.80
푁푟: number of reference samples per category in the
classification phase; *(푘): top-푘 hypotheses used in the first
stage.
Table 5
Overall accuracy (푎푐푐) of the hierarchical classification for the
LeafSnap dataset.
Hierarchical Stage top-푘 Number of References (푁푟)
1 3 6
1st (Genus) 5 0.91 0.92 0.95
1st (Genus) 15 0.96 0.96 0.98
1st (Genus) 30 0.99 0.98 0.98
1st (Genus) 50 0.99 0.98 0.97
2nd (Species)*(5) 1 0.74 0.75 0.79
2nd (Species)*(15) 1 0.80 0.83 0.88
2nd (Species)*(30) 1 0.91 0.95 0.96
2nd (Species)*(50) 1 0.81 0.85 0.87
푁푟: number of reference samples per category in the
classification phase; *(푘): top-푘 hypotheses used in the first
stage.
Table 6
Final accuracy of the proposed method considering 푁푟=6,
푘=30 in the first stage (genus) and 푘=1, 3 and 5 in the
second stage (species).
Dataset Top-1 Top-3 Top-5
LifeCLEF 2015 (Genus+Species) 0.87 0.94 1.0
LeafSnap (Genus+Species) 0.96 0.99 1.0
4.2.4. Performance of the two-view classification
Figure 8 shows a radar chart in which one can see the per-
centage of correctly recognized leaf images of each species
considering a coarse-to-fine classification using just one view
(just the global representation of the leaf image) and two
views (global and local representations). We considered the
top-1 results using the LifeCLEF 2015 dataset. According
to Figure 8, the two-view representation improves the clas-
sification rates of several species compared to the one-view.
The use of the cropped leaf images was suitable to reduce the
conflict between species. For instance, the eighth species,
named quercus cerris, has 0.0 of accuracy when using just
the one-view representation, on the other hand, it increased
Figure 8: Comparison of the proportion of correctly recognized
leaves of each species at the proposed coarse-to-fine classifica-
tion using one-view (just global images) and two-view (global
and local images). 60 species are evaluate from LifeCLEF 2015
dataset.
Figure 9: Samples of confused species (global representa-
tion): a)quercus cerris; b)quercus petraea; c)quercus rubra;
d)quercus pubescens.
to 0.55 when we used the two-view representation.
As we can see, when just one view is considered, the
quercus cerris is confused with quercus petraea, quercus
rubra, and quercus pubescens. Figure 9 shows the leaves
quercus cerris, quercus petraea, quercus rubra, and quercus
pubescens species respectively. Noticeably, the four species
in the Figure 9 have similar morphological characteristics
which explain the confusion of the proposed approach when
adopting just one-view (global).
However, it is important to observe that the accuracy rate
of a few species has dropped off with the use of the two-view
strategy. This is the case of the forty-eighth species in Figure
8, for instance. It is the betula pendula species. Observing
the output of the two-view approach for related species, we
found that there is a confusion between it and the betula utilis
and betula pubescens. They have very similar texture and
vein patterns as shown in Figure 10.
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Figure 10: Samples of confused species (local representation):
a)betula pendula; b)betula utilis and c)betula pubescens.
4.2.5. Impact of imbalanced data
Figure 11 presents the results for some species of the
LifeCLEF 2015 dataset when we did not controlled the num-
ber of samples per species in the training set. The plot shows
18 classes with aminimum of 6 and amaximum of 382 train-
ing samples. As one may see, the classification performance
of classes with very few samples (see the red boxes) is not af-
fected when using the SCNN model. It seems that since the
models are not trained to learn a regular classifier of plant
species but a distance metric to provide the similarity be-
tween two images, they are not sensitive to imbalanced data.
4.2.6. Scalability
The scalability of the proposed method can be evalu-
ated by considering plant species not seen during the train-
ing step. For such an aim, in the proposed method, it is just
necessary to add reference images of the new species to be
considered. Therefore, one of the main advantages of the
proposedmethod is that it does not require retraining the SC-
NNs, avoiding such a time-consuming process.
Figure 12 shows the impact on the accuracy of the pro-
posed method by adding new classes. The accuracy before
adding new classes was 0.87 for the 60 classes of the Life-
CLEF 2015 dataset. After adding 12, 50, 100, 150 and 184
new classes, which belong to the LeafSnap dataset, the ac-
curacy dropped to 0.86, 0.85, 0.83, 0.82 and 0.81, respec-
tively. It is important to note that even by adding 184 new
species from another different dataset, the proposed method
sustained an accuracy close to that achieved for only 60 species.
These new species were never seen by the model, as well as,
we did not use any of their samples for training the SCNNs.
The SCNNs is able to compute the similarity between the
reference and test images. Thus, with this experiment, we
show that the proposed method scales relatively well to the
number of classes. Besides, it performed well in case of a
cross dataset evaluation.
Table 7 shows the necessary time to classify a single leaf
image for a growing number of species. We observed that
the computational time grows slower than the linear function
as the number of reference images grows.
4.2.7. Comparison with the State-of-the-Art
We compared the results of the proposed method with
the works in the literature that have used LifeCLEF 2015 and
LeafSnap datasets, as shown in Table 8. Six out of eight of
Table 7
Computational time for classify one leaf plant considering the
scalability of classes.
# of Time
classes Dataset (sec)
60 LifeCLEF 2015 0.2010
72 LifeCLEF 2015 + LeafSnap 0.3965
110 LifeCLEF 2015 + LeafSnap 0.9276
160 LifeCLEF 2015 + LeafSnap 1.3830
210 LifeCLEF 2015 + LeafSnap 1.6789
244 LifeCLEF 2015 + LeafSnap 1.8458
Table 8
Comparison with the state-of-the-art for leaf classification for
LifeCLEF 2015 and LeafSnap datasets.
LifeCLEF 2015 LeafSnap
Reference Approach (푆) (푎푐푐)
Sungbin [37] CNN 0.76 -
Lee et al. [25] CNN 0.80 -
Araújo et al. [4] CNN 0.86 -
Ghazi et al. [15] CNN 0.84 -
Zhi-Yong et al. [44] SCNN 0.84 -
Barré et al. [6] CNN - 0.86
Bodhwani et al. [7] CNN - 0.93
Wang and Wang [40] SCNN - 0.91
Proposed Method SCNN 0.87 0.96
the recent works of plant identification use CNNmodels [37,
25, 15, 4, 6, 7], while other twoworks use SCNNmodels [44,
40]. Differently from all these methods, we have combined
a fine-grained strategy with a two-view representation of the
leaf image. As onemay see, the proposedmethod overcomes
the related works, besides producing a scalable solution.
5. Conclusion
We proposed a novel method based on a two-view leaf
image representation and hierarchical classification strategy
for fine-grained recognition of plant species. The botani-
cal taxonomy is used to drive a coarse-to-fine classification
strategy applied to identify the plant genus and species. An
interesting two-view representation of the plant leaf provides
complementary global (shape and color) and local features
(texture and plant veins). Deep metric based on SCNN was
used to reduce the dependence of the proposed method on a
large number of training samples. Besides that, the SCNN
makes the proposed method scalable, and new plant species
can be easily integrated into the SCNN models without re-
training them.
The experiments on two challenging fine-grained datasets
of leaf images (LifeCLEF 2015 and LeafSnap) confirmed
the effectiveness of the proposed method âĂŞ the recogni-
tion accuracy over those two datasets reaches 0.87 and 0.96
respectively. As future work, we plan to deal with CNN ar-
chitectures to create an SCNN with hierarchical property for
plant classification.
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Figure 11: Performance on 18 species of the LifeCLEF 2015 dataset. Each box is identified by two numbers: the first is the
number of training samples per species / the second is the number of testing samples
Figure 12: Scalability accuracy for new plant leaf classes never seen in the model.
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