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Zusammenfassung 
In der Anforderungsspezifikation eines Systems werden Eigenschaften definiert, die das 
System an seiner Schnittstelle zur Umgebung aufweisen muss, um im Betrieb seinen Zweck 
zu erfüllen. Eine Vielzahl von Untersuchungen zeigt, dass Fehler in der Anforderungsspe-
zifikation zu erheblichen negativen Konsequenzen sowohl im Entwicklungsprozess des 
Systems als auch im Systembetrieb führen können.1 Fehler in der Anforderungsspezifika-
tion sind dabei oftmals auf Kohärenzbrüche gegenüber dem operationellen Kontext zu-
rückzuführen, d. h. auf ungültige oder unvollständige Annahmen über die Umgebung, in 
der das System betrieben werden soll.2 
Im Rahmen des Dissertationsvorhabens wurde ein teilautomatisierter Ansatz entwickelt, 
der darauf abzielt, Kohärenzbrüche in der Anforderungsspezifikation von Systemen gegen-
über dem operationellen Kontexts dieser Systeme aufzudecken. Die Arbeit fokussiert dabei 
auf die Verhaltensspezifikation als Teil der Anforderungsspezifikation sowie auf Eigen-
schaften des operationellen Kontexts in der statisch-strukturellen Perspektive. Der entwi-
ckelte Ansatz setzt sich aus einem Rahmenwerk zur Modellierung des operationellen Kon-
texts in der statisch-strukturellen Perspektive und einem Katalog von Formalismen zu-
sammen, durch deren Anwendung Kohärenzbrüche in der Verhaltensspezifikation teil-
automatisiert aufgedeckt werden können. Zur Evaluation des Ansatzes wurde dieser exem-
plarisch auf die Verhaltensspezifikation eines von Komplexität und Umfang her praxistypi-
schen Systems angewendet. Zum Nachweis der technischen Umsetzbarkeit des Ansatzes 
wird ein Werkzeugprototyp vorgestellt. 
Der entwickelte Ansatz liefert einen Beitrag im Hinblick auf Techniken zur differenzier-
ten Modellierung des operationellen Kontexts von Systemen in der statisch-strukturellen 
Perspektive und zur teilautomatisierten analytischen Qualitätssicherung von Anforderungs-
spezifikationen. 
 
                                                 
1  vgl. z.B.: S. LAUESEN, O. VINTER: Preventing Requirement Defects – An Experiment in Process Improvement. Requirements Engineering 
6 (1), 37-50. 
2  vgl. z.B.: P. LOUCOPOULOS, V. KARAKOSTAS: System Requirements Engineering. McGraw Hill, Columbus 1995. 
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Abstract 
The requirements specification of a system contains the definition of properties the system 
must exhibit at its interfaces with the environment in order to meet its purpose during sys-
tem operation. There is ample evidence in the literature that suggests that errors in the re-
quirements specification may lead to serious negative consequences during the develop-
ment process of the system as well as subsequently, during system operation.3 Errors in the 
requirements specification can often be traced back to the fact that the specification is not 
coherent with the operational context due to invalid or incomplete assumptions about the 
system‟s operating environment.4 
In the context of this dissertation, a semi-automated approach was developed, aiming at 
detecting coherence defects within a system‟s requirements specification against its opera-
tional context. The focus of this thesis lies on the specification of the system‟s behaviour as 
part of the requirements specification and on properties of the operational context in the 
structural perspective. An approach has been developed that consists of a framework for 
modelling the operational context in the structural perspective. Furthermore, a list of for-
malisms has been devised, which allow detecting coherence defects in the specification of 
the system‟s behaviour in a partially automated way. For validation purposes, the approach 
was exemplarily applied to the specification of a system that renders a typical real-world 
example with regard to complexity and extent. To prove the technical feasibility of the ap-
proach, a tool prototype is presented. 
The dissertation provides a contribution with regard to techniques for modelling the 
operational context of systems in the structural perspective as well as for the partially au-
tomated, analytic quality assurance of requirements specification. 
 
                                                 
3  vgl. z.B.: S. LAUESEN, O. VINTER: Preventing Requirement Defects – An Experiment in Process Improvement. Requirements Engineering 
6 (1), 37-50. 
4  vgl. z.B.: P. LOUCOPOULOS, V. KARAKOSTAS: System Requirements Engineering. McGraw Hill, Columbus 1995. 
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Teil I  
Einleitung  
  
Gliederung Teil I 
In Kapitel 1 »Motivation und Zielsetzung der Arbeit« wird die allge-
meine Problemstellung der Arbeit und deren Einbettung in das Re-
quirements Engineering erläutert sowie das Ziel der vorliegenden 
Arbeit vorgestellt. 
In Kapitel 2 »Grundlagen« werden die für die Arbeit notwendigen 
Konzepte und Termini eingeführt, auf deren Grundlage die spezifi-
sche Problemstellung der Arbeit und die Anforderungen an den Lö-
sungsansatz definiert werden. 
In Kapitel 3 »Stand der Wissenschaft« werden die hinsichtlich der 
Problemstellung dieser Arbeit relevanten Forschungsarbeiten vorge-
stellt und in Bezug auf den jeweiligen Beitrag zur Problemstellung 
bewertet. 
Ü b e r b l i c k  
1 Motivation und Zielsetzung der Arbeit ..................................................... 3 
2 Grundlagen .................................................................................................. 11 
3 Stand der Wissenschaft .............................................................................. 33 
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1 Motivation und Zielsetzung der Arbeit 
In diesem Kapitel werden die allgemeine Problemstellung und das Ziel der Arbeit erläutert. 
Anschließend wird der Aufbau der Arbeit vorgestellt.  
Kapitelüberblick 
1.1 Einführung in das Requirements Engineering ................................................................................ 3 
1.2 Motivation für die Betrachtung der Kohärenz von Verhaltensspezifikationen zum 
operationellen Kontext ....................................................................................................................... 6 
1.3 Ziel der Arbeit ...................................................................................................................................... 8 
1.4 Aufbau der Arbeit ................................................................................................................................ 9 
1.1 Einführung in das Requirements Engineering 
Dem Requirements Engineering kommt im Entwicklungsprozess die Aufgabe zu, die An-
forderungen an das zu entwickelnde System derart zu spezifizieren, dass andere Tätigkeiten 
im Lebenszyklus (z. B. Entwurf, Implementierung, Test) bestmöglich5 unterstützt werden 
und dabei gewährleistet ist, dass das auf Grundlage der Anforderungen realisierte System 
seinen Zweck erfüllt. Im Requirements Engineering werden dazu die Anforderungen an 
das System ermittelt, dokumentiert und im Hinblick auf die geforderten Qualitäten über-
prüft. Abbildung 1-1 zeigt das in [Pohl 2007] vorgeschlagene Rahmenwerk, anhand dessen 
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Abbildung 1-1: Requirements-Engineering-Rahmenwerk 
                                                 
5  ‚Bestmögliche„ Unterstützung bedeutet in diesem Zusammenhang, dass die Anforderungen vorgegebenen Qualitätskriterien genügen, 
wie z. B. Korrektheit und zweckmäßiger Detaillierungs- und Formalisierungsgrad. Die Aktivitäten im Entwicklungsprozess stellen teils 
unterschiedliche Ansprüche hinsichtlich der geforderten Qualitäten. So ist z. B. die ‚Testbarkeit„ einer Anforderung ein Qualitätskrite-
rium, dass aus dem Systemtest an die Anforderungen gestellt wird, um zu gewährleisten, dass z. B. die korrekte und vollständige Um-
setzung einer Anforderung im System innerhalb des Systemtests objektiv überprüft werden kann. 
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Das Requirements-Engineering-Rahmenwerk unterscheidet zwischen dem Systemkontext im 
Requirements Engineering, den Aktivitäten im Requirements Engineering und den im Re-
quirements Engineering erstellten Anforderungsartefakten.  
Systemkontext im Requirements Engineering 
Der Systemkontext im Requirements Engineering ist der Teil der Realität, der die Anforde-
rungen an das zu entwickelnde System beeinflusst (vgl. [Mylopoulos et al. 1990; Jarke et al. 
1992]). Zum Systemkontext zählen z. B. Personen und Systeme, die mit dem zu entwi-
ckelnden System im Betrieb interagieren, aber auch Standardisierungsgremien, die z. B. das 
System reglementieren und die Unternehmensleitung, die z. B. strategische Vorgaben 
macht, denen das betrachtete System genügen muss. Der operationelle Kontext eines zu entwi-
ckelnden Systems im Requirements Engineering ist der Teil des Systemkontexts, der im 
späteren Betrieb des Systems mit diesem interagiert. Zum operationellen Kontext eines 
Systems gehören z. B. Rollen (z. B. Benutzer), Gegenstände und andere Systeme, die das 
betrachtete System im Betrieb beeinflussen. Beispiel 1-1 zeigt exemplarisch Eigenschaften 
des operationellen Kontexts eines Fahrassistenzsystems in Fahrzeugen. 
Beispiel 1-1: Eigenschaften des operationellen Kontexts eines Fahrassistenzsystems (Ausschnitt) 
Fahrassistenzsystem → Motorsteuerung (anderes System): Das Fahrassistenzsystem nutzt die Motor-
steuerung im Fahrzeug, um das Fahrzeug über das Motordrehmoment zu verzögern. 
Fahrassistenzsystem → Multifunktionsanzeige (anderes System) → ‚Fahrer‘ (Rolle): Das Fahrassis-
tenzsystem warnt den Fahrer in kritischen Fahrsituationen über die Multifunktionsanzeige. 
Vorausfahrendes Fahrzeug (Gegenstand) → ‚Fahrassistenzsystem‘: Das Fahrassistenzsystem reagiert bei 
einer Unterschreitung des Sicherheitsabstandes zum vorausfahrenden Fahrzeug. 
Aktivitäten im Requirements Engineering 
Das Rahmenwerk unterscheidet bei den im Requirements Engineering durchzuführenden 
Aktivitäten zwischen drei Kernaktivitäten (Gewinnung, Dokumentation und Übereinstim-
mung) und zwei Querschnittaktivitäten (Validierung und Management). Die drei Kernaktivi-
täten werden verzahnt durchgeführt. Die Anforderungen an das zu entwickelnde System 
werden aus dem Systemkontext gewonnen, zweckmäßig dokumentiert (bzw. spezifiziert) 
und unter den Stakeholdern abgestimmt (vgl. z. B. [Easterbrook 1994]). Die beiden Quer-
schnittaktivitäten ergänzen die Kernaktivitäten. Validierungstechniken (z. B. automatisierte 
Prüfungen, manuelle Reviews) und Managementtechniken (z. B. Versions- und Konfigura-
tionsverwaltung für Anforderungen, Nachvollziehbarkeit des Ursprungs und der Verwen-
dung von Anforderungen) werden durchgeführt, um die Qualität der Anforderungen zu 
erhöhen und die Verwendung der Anforderungen im Lebenszyklus zu erleichtern. 
Anforderungsartefakte im Requirements Engineering 
Anforderungsartefakte nach dem Requirements-Engineering-Rahmenwerk sind dokumen-
tierte Anforderungen, die im Zuge der Durchführung der Kernaktivitäten aus dem System-
kontext gewonnen und dokumentiert wurden. Die Anforderungsartefakte sind dabei die 
zentralen Ergebnisse des Requirements Engineering. Sie bilden die Referenz für die weite-
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ren Tätigkeiten im Entwicklungsprozess, um sicherzustellen, dass das im Entwicklungspro-
zess konstruierte System die notwendigen Eigenschaften aufweist, um im Betrieb seinen 
Systemzweck zu erfüllt. Die Anforderungsartefakte sind dabei die zentralen Bezugspunkte 
für die Durchführung der beiden Querschnittaktivitäten. Im Rahmen der Validierung wer-
den die Anforderungsartefakte auf spezifische Qualitäten (z. B. Korrektheit, Vollständig-
keit) hin überprüft (vgl. z. B. [Boehm 1984; Fagan 1986]). Im Rahmen des Managements 
werden unter anderem Nachvollziehbarkeitsbeziehungen zwischen Anforderungsartefakten 
etabliert und Versionen von Anforderungsartefakten verwaltet (vgl. z. B. [Ramesh und Jar-
ke 2001; Conradi und Westfechtel 1998]). 
Im Requirements Engineering werden Anforderungsartefakte unterschiedlicher Granu-
larität betrachtet (vgl. z. B. [Sutcliffe 2002]). Die Granularität eines Anforderungsartefakts 
bezieht sich auf das Verhältnis der Eigenschaften des Systems, auf die sich das Anforde-
rungsartefakt bezieht, zur Menge aller Eigenschaften des Systems, auf die sich die Anforde-
rungen des Systems beziehen. Eine Anforderungsspezifikation ist dabei ein grobgranulares 
Anforderungsartefakt, dass eine Menge feingranularer Anforderungsartefakte gruppiert, die 
in einer abgeschlossenen sachlogischen Beziehung stehen (vgl. [IEEE 610.12-1990]).6 
Eine Verhaltensspezifikation im Requirements Engineering ist der Teil einer Anforde-
rungsspezifikation, der sich auf das zur Erfüllung des Systemzwecks notwendige Verhalten 
des Systems an der Schnittstelle zur Umgebung7 bezieht. Beispielsweise kann in der Verhal-
tensspezifikation des Systems definiert sein, dass beim Eintritt einer spezifischen Bedin-
gung in der Umgebung des Systems das betrachtete System eine spezifische Reaktion in die 
Umgebung bewirken soll. Beispiel 1-2 zeigt ein feingranulares Anforderungsartefakt in Ge-
stalt einer einzelnen textuell dokumentierten Verhaltensanforderung, die Teil der Verhal-
tensspezifikation eines Fahrassistenzsystems sein könnte. 
Beispiel 1-2: Anforderungsartefakt in der Verhaltensspezifikation eines Fahrassistenzsystems 
Req-12: Erhält das Fahrassistenzsystem das Signal UEBERSCHR_BEGRENZER, soll das System 
das Signal BEGRENZER_WARNUNG ausgeben.  
Die obige Anforderung in der Verhaltensspezifikation des Fahrassistenzsystems legt fest, 
dass das Fahrassistenzsystem das Signal BEGRENZER_WARNUNG an seiner Schnittstelle 
zur Umgebung ausgeben soll, wenn das System an seiner Schnittstelle das Signal 
UBERSCHR_BEGRENZER aus der Umgebung des Systems empfängt. 
                                                 
6  Beispielsweise kann ein Lastenheft in der Auftraggeber-Auftragnehmer-Beziehung als eine Anforderungsspezifikation charakterisiert 
werden. Eine solche Anforderungsspezifikation umfasst Anforderungsartefakte (z. B. textuell dokumentierte Anforderungen), die 
Eigenschaften des Systems definieren, die dieses aus dem Blickwinkel des Auftraggebers besitzen sollte (vgl. [V-Modell 2004]). 
7  Der Terminus ‚Umgebung„ eines Systems wird in dieser Arbeit in seiner alltagssprachlichen Bedeutung verwendet, im Sinne von 
alljenem, das das betrachtete System umgibt, selbst aber nicht Teil dieses Systems ist. Der Begriff der ‚Umgebung„ eines Systems wird 
im Verlauf der Arbeit im Hinblick auf den spezifischen Betrachtungsgegenstand der Arbeit weiter differenziert. 
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1.2 Motivation für die Betrachtung der Kohärenz von 
Verhaltensspezifikationen zum operationellen Kontext 
Über die Bedeutung des Requirements Engineering für den Erfolg von Entwicklungspro-
jekten wurde in der Vergangenheit eine Vielzahl empirischer Erkenntnisse gewonnen. Bei-
spielsweise kommt der ‚European User Survey Analysis Report„ des ‚EUROPEAN SOFT-
WARE INSTITUTE„ [ESI 1996] zu dem Ergebnis, dass für 50% der im Rahmen der Studie 
befragten Unternehmen das Requirements Engineering zu den größten Herausforderungen 
in Entwicklungsprojekten gehört. Eine in [Hall et al. 2002] veröffentlichte Studie hatte zum 
Ziel, empirische Erkenntnisse über die Ursache von Problemen in Entwicklungsprojekten 
zu erhalten. Die Studie kommt zu dem Ergebnis, dass für annähernd 50% der aufgetrete-
nen Probleme in den untersuchten Entwicklungsprojekten ein unzureichendes Require-
ments Engineering ursächlich ist.8 Neben Problemen in Entwicklungsprojekten führt ein 
unzureichendes Requirements Engineering häufig dazu, dass Systeme im Betrieb den Sys-
temzweck nicht erfüllen. So kommt eine Studie des U.S. GENERAL ACCOUNTING OFFICE 
zu dem Resultat, dass ein unzureichendes Requirements Engineering die Ursache für einen 
Großteil der Fehler ist, die im Systembetrieb auftreten (vgl. [GAO 1993]). 
Fehler in Anforderungsspezifikationen 
Eine schwerwiegende Konsequenz eines unzureichenden Requirements Engineering liegt 
in fehlerhaften oder unvollständigen Anforderungsspezifikationen. NEUMANN berichtet in 
[Neumann 1995] von einer Studie, die unter anderem zu dem Ergebnis kam, dass bei mehr 
als 58% aller Fälle, in denen Entwicklungsprojekte scheiterten oder erhebliche negative 
Planabweichungen aufwiesen, die Ursache dafür in fehlerhaften oder unvollständigen An-
forderungsspezifikationen lag. 
Fehler9 in Anforderungsspezifikationen haben häufig auch das Versagen des Systems im 
Betrieb zur Folge. LAUSEN und VINTER haben im Rahmen einer Studie 200 Fehlerberichte 
aus dem Betrieb eines Systems ausgewertet und dabei festgestellt, dass in mehr als der Hälf-
te aller Fehlerfälle (für 107 der untersuchten 200 Fehlerfälle) Fehler in der Anforderungs-
spezifikation des Systems ursächlich sind (vgl. [Lauesen und Vinter 2001]).  
Eine bei der U.S. AIR FORCE durchgeführte Studie kommt zu dem Ergebnis, dass der 
überwiegende Teil von Fehlern im Betrieb der in der Studie analysierten Systeme aus Feh-
lern in den Anforderungsspezifikationen resultiert (vgl. [USAF 2000]). Zu ähnlichen Resul-
taten kommt eine von LUTZ bei der U.S. NATIONAL AERONAUTICS AND SPACE ADMINIST-
RATION (NASA) durchgeführte Studie (vgl. [Lutz 1993]). Im Rahmen der Untersuchung 
wurden Fehlerberichte von sicherheitskritischen Fehlerfällen zweier Systeme der NASA 
(‚Galileo„ und ‚Voyager„) analysiert. Die Studie kommt zu dem Ergebnis, dass in 62% (Pro-
jekt ‚Voyager„) bis 79% (Projekt ‚Galileo„) aller berichteten sicherheitskritischen Fehlerfälle, 
die Ursache in Fehlern innerhalb der Anforderungsspezifikation dieser Systeme lag. 
                                                 
8  Eine viel zitierte Quelle für empirische Erkenntnisse über die Bedeutung des Requirements Engineering für den Erfolg von Entwick-
lungsprojekten stellen die regelmäßig erscheinenden ‚Chaos-Reports„ der STANDISH GROUP dar (z. B. [The Standish Group 1995; 
The Standish Group 1999; The Standish Group 2002; The Standish Group 2004]). 
9  Im Weiteren wird verkürzt von ‚Fehlern in Anforderungsspezifikationen„ gesprochen, wenn die Anforderungsspezifikation fehlerhaft 
oder unvollständig ist. 
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Frühzeitige Identifikation von Fehlern in Anforderungsspezifikationen 
Die Behebung von Fehlern in Entwicklungsartefakten, für die Fehler in der Anforderungs-
spezifikation ursächlich sind, ist, gegenüber der eigentlichen Korrektur der Anforderungs-
spezifikation, häufig mit erheblich höherem Aufwand verbunden. Dies gilt umso mehr, je 
später der Anforderungsfehler im Lebenszyklus des Systems (z. B. im Systembetrieb) fest-
gestellt wird (vgl. [Faulk 1995]). Einschlägige Studien nennen eine mittlere Kostenersparnis 
von etwa 200:1, wenn ein Fehler in der Anforderungsspezifikation frühzeitig im Entwick-
lungsprozess identifiziert und behoben wird, im Vergleich dazu, dass ein solcher Fehler erst 
im Betrieb des Systems identifiziert wird und dann im Rahmen der Wartung behoben wer-
den muss (vgl. [Boehm 1981; Fairley 1985; Jones 1991; Leffingwell und Widrig 2000]). 
Kohärenzbrüche der Verhaltensspezifikation zum operationellen Kontext 
Fehler in Anforderungsspezifikationen sind häufig auf fehlerhafte oder unvollständige An-
nahmen über die Umgebung des Systems zurückzuführen (vgl. z. B. [Weinberg 1975; Lou-
copoulos und Karakostas 1995; Zave und Jackson 1997; Blanchard und Fabrycky 1998; 
Cheng und Atlee 2007]). In [Hooks und Farry 2000] berichten die Autoren von einer Stu-
die, die im Rahmen eines Entwicklungsprojekts im Bereich des zivilen Flugzeugbaus 
durchgeführt wurde. Die Studie kommt zu dem Ergebnis, dass 49% der untersuchten Feh-
ler in Anforderungsspezifikationen auf ein fehlerhaftes oder unvollständiges Verständnis 
des Teils der Umgebung zurückzuführen sind, der das System im Betrieb beeinflusst oder 
von diesem beeinflusst wird. Dieser Teil der Umgebung eines Systems bildet den operatio-
nellen Kontext dieses Systems.10 
Die Erfassung der Eigenschaften des operationellen Kontexts stellt eine evidente Her-
ausforderung im Requirements Engineering dar (vgl. z. B. [Jackson 1997; Offen 2002]). 
Beispielsweise stellt LUTZ [Lutz 1993] fest: „it is not the internal complexity of a module but the 
complexity of the module’s connection to its environment that yield the persistent, safety-related errors“. In 
Bezug auf die Bedeutung des operationellen Kontexts für die Anforderungsspezifikation 
im Requirements Engineering bemerken CHENG und ATLEE in [Cheng und Atlee 2007]: 
„[…] the environment or context in which a [software] system will run is often the least understood and 
most uncertain aspect of a proposed system“. Bezüglich der Reife von Techniken des Require-
ments Engineering (RE) zur Analyse von Eigenschaften des operationellen Kontexts be-
merken die Autoren weiter: „[…] RE technologies and tools for reasoning about the integration of 
physical environment, human behavior, interface devices, and software system are among the least mature.“ 
Wie in Abschnitt 1.1 erläutert, ist die Spezifikation des notwendigen Systemverhaltens 
an der Schnittstelle zur Umgebung zentraler Bestandteil der Anforderungsspezifikation. Als 
Teil der Anforderungsspezifikation basiert die Verhaltensspezifikation dabei auf Annah-
men über den operationellen Kontext des Systems. Beispiel 1-3 zeigt Eigenschaften des 
operationellen Kontexts, auf denen die in Beispiel 1-2 gezeigte Verhaltensanforderung be-
ruhen könnte. 
                                                 
10  In der Literatur wird von einer Reihe von Beispielen für Systemversagen im Betrieb berichtet, die auf eine fehlerhafte und unvollstän-
dige Annahme über die Umgebung des Systems zurückzuführen sind. In [Jackson 1995b] wird von einem Flugzeugunfall berichtet, der 
auf fehlerhafte Annahmen über Wirkbeziehungen in der Umgebung des Systems zurückzuführen ist. In [NYT 1995] wird von einem 
Unfall im Schienenverkehr berichtet, der sich aufgrund einer ungültigen Annahme in der Anforderungsspezifikation einer Signalanlage 
ereignete. 
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Beispiel 1-3: Verhaltensspezifikation und Eigenschaften des operationellen Kontexts 
Req-12: Erhält das Fahrassistenzsystem das Signal UEBERSCHR_BEGRENZER, soll das System 
das Signal BEGRENZER_WARNUNG ausgeben. 
Eigenschaften des operationellen Kontexts: Ein vorhandener Sensor signalisiert über das Signal  
UEBERSCHR_BEGRENZER auf dem Fahrzeugbus (CAN), dass das Fahrzeug gerade im Begriff 
ist, eine Fahrbahnbegrenzung zu überfahren. Das Signal BEGRENZER_WARNUNG auf dem Fahr-
zeugbus bewirkt die Aktivierung eins Warnsignals in der Multifunktionsanzeige des Kombiinstruments. 
Ein Fehler in der Verhaltensspezifikation liegt z. B. dann vor, wenn die der Verhaltensspe-
zifikation des Systems zugrunde gelegten Eigenschaften des operationellen Kontexts nicht 
den tatsächlichen Eigenschaften des operationellen Kontexts entsprechen. Die in Beispiel 
1-3 gezeigte Verhaltensanforderung ist z. B. dann fehlerhaft, wenn der vorhandene Sensor 
das Signal UEBERSCHR_BEGRENZER auf dem Fahrzeugbus nicht senden kann oder 
wenn sich UEBERSCHR_BEGRENZER nicht darauf bezieht, dass zum Zeitpunkt der Sig-
nalisierung eine Fahrbahnbegrenzung überfahren wird. Der Umfang, in dem die Verhal-
tensspezifikation eines Systems die tatsächlichen Eigenschaften des operationellen Kon-
texts adäquat berücksichtigen, wird im Weiteren als Kohärenz der Verhaltensspezifikation zu den 
Eigenschaften des operationellen Kontexts bezeichnet. 
1.3 Ziel der Arbeit 
Die Problemstellung dieser Arbeit bezieht sich auf die Sicherung der Kohärenz von Ver-
haltensspezifikationen im Requirements Engineering gegen Eigenschaften des operationel-
len Kontexts. Ausgehend von dieser allgemeinen Problemstellung kann das zugehörige Ziel 
der vorliegenden Arbeit wie folgt definiert werden: 
Ziel  der Arbeit  
„Entwicklung eines Ansatzes zur Prüfung der Kohärenz von  
Verhaltensspezifikationen gegen Eigenschaften des operationellen Kontexts“  
Der im Rahmen dieser Arbeit entwickelte Ansatz adressiert die Identifikation solche Fehler 
in Verhaltensspezifikationen, die auf fehlerhaften oder unvollständigen Annahmen über die 
Umgebung des Systems beruhen. Hierzu muss der Ansatz die Verhaltensspezifikation des 
Systems gegen Eigenschaften des operationellen Kontexts dieses Systems prüfen, um sol-
che Eigenschaften in der Verhaltensspezifikation zu identifizieren, die die Eigenschaften 
des operationellen Kontexts nicht adäquat berücksichtigen. 
Die Kohärenz der Verhaltensspezifikation gegen Eigenschaften des operationellen Kon-
texts ist ein spezifischer Aspekt der Qualität von Anforderungsspezifikationen. Andere 
Qualitäten von Anforderungsspezifikationen, wie z. B. Modifizierbarkeit und Verfolgbar-
keit nach IEEE Std. 830-1998 [IEEE 830-1998] werden in dem entwickelten Ansatz nicht 
adressiert. 
Der Ansatz bietet keine erschöpfende Kohärenzprüfung für Anforderungsspezifikatio-
nen. So ist z. B. die Kohärenzprüfung spezifischer Qualitätsanforderungen (z. B. Anforde-
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rungen, die die Leistungsfähigkeit, Verfügbarkeit oder Genauigkeit betreffen) nicht Gegen-
stand des entwickelten Ansatzes. Der Ansatz zielt darüber hinaus nicht darauf ab, eine Ko-
härenzprüfung von Verhaltensanforderungen gegen sämtliche Eigenschaften des System-
kontexts zu ermöglichen. Beispielsweise adressiert der entwickelte Ansatz nicht die Kohä-
renzprüfung der Verhaltensspezifikation gegen die Intentionen der Stakeholder des be-
trachteten Systems, sodass Fehler in der Verhaltensspezifikation identifiziert werden, die 
auf fehlerhaften oder unvollständigen Annahmen in Bezug auf die Intentionen der Stake-
holder beruhen. 
1.4 Aufbau der Arbeit 
Die vorliegende Arbeit ist in vier Teile untergliedert: 
- In TEIL I »EINLEITUNG« wird die Problemstellung und das Ziel der Arbeit vorgestellt. 
Darüber hinaus werden grundlegende technische Terme und Konzepte eingeführt und 
die Anforderungen an den zu entwickelnden Ansatz definiert. Abschließend werden die 
Ergebnisse der Untersuchung relevanter Forschungsarbeiten vorgestellt. 
- In TEIL II »ANSATZ ZUR TEILAUTOMATISIERTEN PRÜFUNG DER KOHÄRENZ VON 
VERHALTENSSPEZIFIKATIONEN GEGEN EIGENSCHAFTEN DES OPERATIONELLEN 
KONTEXTS IN DER STATISCH-STRUKTURELLEN PERSPEKTIVE« wird der allgemeine Lö-
sungsansatz skizziert und der im Rahmen dieser Arbeit entwickelte Ansatz vorgestellt. 
- In TEIL III »EVALUATION DES ANSATZES« werden die Maßnahmen zur Evaluation des 
entwickelten Ansatzes erläutert sowie die zugehörigen Evaluationsergebnisse präsen-
tiert. 
- In TEIL IV »ZUSAMMENFASSUNG UND AUSBLICK« wird der Beitrag dieser Arbeit kriti-
sche zusammengefasst und ein Ausblick auf weitere Forschungsfragestellungen gege-




In diesem Kapitel werden die Grundlagen für den in dieser Arbeit entwickelten Lösungsan-
satz erläutert. 
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2.1 Verhaltensspezifikation von softwareintensiven reaktiven 
Systemen im Requirements Engineering 
Im Folgenden werden die für die weiteren Betrachtungen relevanten Aspekte der Verhal-
tensspezifikation von softwareintensiven reaktiven Systemen im Requirements Engineering 
erläutert und die im Rahmen des Lösungsansatzes verwendete spezifische Form der Ver-
haltensspezifikation softwareintensiver reaktiver Systeme vorgestellt. 
2.1.1 Softwareintensive reaktive Systeme 
Der IEEE Standard 1362-1998 [IEEE 1362-1998, 3.18] definiert den Terminus des soft-
wareintensiven Systems wie folgt: „A software-intensive system […] is a system for which software is 
a major technical challenge and is perhaps the major factor that affects system schedule, cost, and risk. In 
the most general case, a software-intensive system is comprised of hardware, software, people, and manual 
procedures“. 
Wie aus der obigen Definition hervorgeht, besitzen softwareintensive Systeme das cha-
rakteristische Merkmal, dass die Software des Systems die wesentliche technische Heraus-
forderung in Bezug auf die Realisierung des Systems darstellt. Darüber hinaus bestimmt die 
Software zum überwiegenden Teil die Entwicklungskosten und das Entwicklungsrisiko 
solcher Systeme (vgl. auch [Broy 2006]). Softwareintensive Systeme, wie sie etwa in der 
Automatisierungstechnik (z. B. bei automatisierten Lagern), in Fahrzeugen (z. B. bei adapti-
ven Fahrsteuerungssystemen), in Flugzeugen (z. B. bei Leitwerksteuerungen), in der Medi-
zintechnik (z. B. bei Computertomografen), in der Transportautomatisierung (z. B. bei 
Stellwerksystemen) und dem Energiemanagement (z. B. bei intelligenten Stromzählern) 
eingesetzt werden, besitzen neben Software auch Hardware, die z. B. die Schnittstelle zu 
technischen oder physikalischen Prozessen in der Umgebung des Systems bilden (vgl. z. B. 
[Hölzl et al. 2008]).  
Ein System besitzt das Merkmal der ‚Reaktivität„, wenn es im Betrieb beim Eintritt spe-
zifischer Ereignisse in der Umgebung spezifische Reaktionen in die Umgebung bewirkt. 
Reaktive Systeme stehen dabei im Betrieb in einer fortwährenden Interaktionsbeziehung 
mit ihrer Umgebung (vgl. [Harel und Pnueli 1985; Broy 1997]). Der Terminus des ‚reak-
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tiven Systems„ wird in [Wieringa 2003, S. 5] wie folgt definiert: „A reactive system is a system 
that, when switched on, is able to create desired effects in its environment by enabling, enforcing, or prevent-
ing events in the environment“. Die Reaktionen des reaktiven Systems in die Umgebung hängen 
vom eingetretenen Stimulus des Systems und gegebenenfalls von dessen internem Zustand 
ab. Nach der Ausführung einer Reaktion in die Umgebung des Systems, die womöglich 
zeitlich mit anderen Reaktionen koordiniert werden muss, kann das System sich in einem 
anderen internen Zustand befinden. 
Ein reaktives System steht im Betrieb mit seiner Umgebung über die Sensorik und Ak-
tuatorik in Beziehung (vgl. [Boasson 1993]). Mittels der Sensorik überwacht das System die 
Umgebung, um das Eintreten von Stimuli in der Umgebung feststellen zu können, die eine 
Reaktion des Systems in die Umgebung notwendig machen. Mittels der Aktuatorik kann ein 
reaktives System Ereignisse in der Umgebung des Systems bewirken (vgl. [Hewitt 1977; 
Agha 1986]). 
Systeme, die sowohl das Merkmal der ‚Softwareintensität„ als auch das Merkmal der 
‚Reaktivität„ aufweisen, werden im Weiteren als softwareintensive reaktive Systeme bezeichnet. 
Der Terminus des softwareintensiven reaktiven Systems wird für die weiteren Betrachtun-
gen wie folgt definiert:  
Definition 2-1: Softwareintensives Reaktives System 
Ein softwareintensives reaktives System ist ein System, bei dem die Software des Sys-
tems zum überwiegenden Teil den Entwicklungsaufwand und das Projektrisiko be-
stimmt und das im Betrieb beim Auftreten spezifischer Stimuli in der Umgebung spezi-
fische Reaktionen in die Umgebung bewirkt. 
Abbildung 2-1 zeigt die wesentlichen Merkmale von softwareintensiven reaktiven Systemen 
und den Bezug von Systemen dieses Typs zu deren Umgebung. 
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Abbildung 2-1: Grundprinzip eines softwareintensiven reaktiven Systems 
Abbildung 2-1 zeigt die schematische Darstellung eines softwareintensiven reaktiven Sys-
tems, bestehend aus Software und Hardware. Die Sensorik stellt der Software des Systems 
Messdaten der Umgebung bereit. Ein Stimulus in der Umgebung ist durch mindestens ein 
Eingabeereignis definiert, das jeweils durch das Eintreten einer spezifischen Bedingung in 
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der Umgebung des Systems bestimmt ist. Die Software des Systems wertet die Daten der 
Sensorik aus und kann so das Eintreten eines Stimulus identifizieren. Liegt ein Stimulus 
vor, so bewirkt das System, mittels spezifischer Stelldaten an die Aktuatorik, eine Reaktion 
in die Umgebung, die durch die Wirkung eines oder mehrerer Ausgabeereignisse bestimmt 
wird. Software und Hardware des Systems wirken sowohl bei der Identifikation von Stimuli 
in der Umgebung als auch bei der Reaktion des Systems in die Umgebung zusammen. Die 
Reaktivität des Systems ist dabei in der Software des Systems abgebildet und kann ‚spiegel-
bildlich„ auch in der Umgebung des Systems durch den Kausalzusammenhang zwischen 
Stimuli und Reaktionen charakterisiert werden. 
Beispiel 2-1 beschreibt exemplarisch die Reaktivität und das Zusammenwirken von 
Software und Hardware in einem softwareintensiven reaktiven System am Beispiel eines 
Fahrassistenzsystems in Fahrzeugen. 
Beispiel 2-1: Reaktivität und Zusammenwirken von Software und Hardware 
Ein Fahrassistenzsystem für Kraftfahrzeuge soll unter anderem den Fahrer beim Überfahren einer Fahr-
bahnbegrenzung warnen. Das Fahrassistenzsystem umfasst z. B. die Steuerungssoftware (Software), opti-
sche Sensoren (Hardware), um das Überfahren einer Fahrbahnbegrenzung feststellen zu können und eine 
Warnanzeige (Hardware) im Fahrzeugcockpit, um den Fahrer beim Überfahren einer Fahrbahnbegren-
zung zu informieren. Der optische Sensor des Fahrassistenzsystems stellt Messdaten zu spezifischen visuel-
len Eigenschaften der Fahrbahnoberfläche zur Verfügung. Die Software des Systems wertet die Messdaten 
aus und kann auf Basis der Messdaten das Überfahren einer Fahrbahnbegrenzung feststellen. Wird eine 
Fahrbahnmarkierung überfahren (Stimulus) bewirkt die Software, dass die Anzeige im Fahrzeugcockpit 
aktiviert wird (Reaktion), um den Fahrer zu informieren. 
2.1.2 Anforderungsspezifikation softwareintensiver reaktiver Systeme 
Dem Requirements Engineering im Entwicklungsprozess eines softwareintensiven reakti-
ven Systems kommt die Aufgabe zu, die Anforderungen an das System zu spezifizieren. 
Ausgangspunkt der Spezifikation von Anforderungen ist der Systemzweck, welcher den 
abstrakten Mehrwert beschreibt, der durch das System in der Umgebung etabliert werden 
soll (vgl. [Yourdon Inc. 1993; Pohl 1994; Wiegers 2003]). Beispiel 2-2 zeigt die Beschrei-
bung des Systemzwecks eines Fahrassistenzsystems in Kraftfahrzeugen. 
Beispiel 2-2: Systemzweck „Fahrassistenzsystem“ 
Das Fahrassistenzsystem soll die Fahrsicherheit erhöhen, indem das System in kritischen Fahrsituationen 
den Fahrer unterstützt oder aktiv über die Fahrsteuerung eingreift, um Unfälle zu vermeiden. 
Allgemein kann die Spezifikation als Sammlung von Eigenschaften angesehen werden, die 
der zugrunde liegende Spezifikationsgegenstand aufweisen muss (vgl. [van Lamsweerde 
2000]). Der Terminus ‚Spezifikation„ wird dabei in Entwicklungsprozessen in zweierlei 
Hinsicht verwendet (vgl. z. B. [Pohl 2007]): 
- Spezifikation als die Tätigkeit des Spezifizierens (Vorgang) 
- Spezifikation als das Ergebnis eines Spezifikationsvorgangs (Artefakt) 
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Der Gegenstand der Anforderungsspezifikation ist in beiden Begriffsbedeutungen das zu ent-
wickelnde System. Die Anforderungsspezifikation definiert die Eigenschaften, die das Sys-
tem an der Schnittstelle zur Umgebung aufweisen muss, um seinen Systemzweck zu erfül-
len (vgl. z. B. [Parnas und Madey 1995; Heitmeyer et al. 1997]). Im Zentrum der Anforde-
rungsspezifikation funktionaler Anforderungen reaktiver Systeme steht dabei die Verhal-
tensspezifikation (vgl. z. B. [Zave 1982; Harel und Pnueli 1985; Hatley und Pirbhai 1988; 
van Schouwen et al. 1992]). Die Verhaltensspezifikation definiert das nach außen sichtbare 
Verhalten des Systems, d. h. das Verhalten des Systems an der Schnittstelle zur Umgebung 
(vgl. [Parnas und Clements 1986; Wing 1990]). Allgemein wird der Terminus ‚Verhaltens-
spezifikation„ im Sinne eines Artefakts wie folgt definiert: 
Definition 2-2: Verhaltensspezifikation – allgemein – (Artefakt) 
Die Verhaltensspezifikation eines Systems ist eine Sammlung dokumentierter Eigen-
schaften in Bezug auf das Verhalten des Systems an seiner Schnittstelle zur Umgebung 
hin, die das System aufweisen muss, um im Betrieb seinen Systemzweck zu erfüllen. 
Verhaltensspezifikationen (Vorgang & Artefakt) können nach [Heninger 1980; Furbach 
1993; van Lamsweerde 2000] in fünf grobe Klassen unterteilt werden:11 
- Historien-basierte Verhaltensspezifikation: Das Verhalten des Systems wird durch die Aus-
zeichnung der maximalen Menge erlaubter Historien (z. B. Ereignisfolgen) an der 
Schnittstelle des Systems über die Zeit spezifiziert. Zu dieser Klasse von Ansätzen ge-
hören unter anderem [Pnueli 1977; Lamport 1994]. 
- Zustandsbasierte Verhaltensspezifikation: Das Verhalten des Systems wird durch die Aus-
zeichnung der erlaubten Systemzustände durch Invarianten sowie Zusicherungen spezi-
fiziert, die die Ausführung von Systemoperationen einschränken. Zu dieser Klasse von 
Ansätzen gehören unter anderem [Abrial 1980; Jones 1990]. 
- Funktionale Verhaltensspezifikation: Das Verhalten des Systems wird durch eine struktu-
rierte Sammlung mathematischer Funktionen spezifiziert, die das System ausführen 
muss. Zu dieser Klasse von Ansätzen gehören unter anderem [Astesiano und Wirsing 
1986] und [Gordon und Melham 1993]. 
- Operationelle Verhaltensspezifikation: Das Verhalten des Systems wird als eine strukturierte 
Sammlung von Prozessen spezifiziert, die auf einer abstrakten Maschine ausgeführt 
werden. Zu dieser Klasse von Ansätzen gehören unter anderem [Petri 1962; Zave 1982] 
und [Hoare 1969]. 
- Übergangsbasierte Verhaltensspezifikation: Das Verhalten des Systems wird durch Zustands-
übergänge mit Eingabezustand, auslösendem Ereignis und dem Folgezustand spezifi-
ziert. Zu dieser Klasse von Ansätzen gehören unter anderem [Harel et al. 1990] und 
[Parnas und Madey 1995]. 
                                                 
11  Eine andere Differenzierung unterscheidet zwei Arten der Semantik von Spezifikationssprachen (vgl. [Wing 1990; Letier und van 
Lamsweerde 2002]). Ist eine Verhaltensspezifikation auf Basis einer generativen Semantik (generative semantics) konstruiert, so legt dieser 
Typ von Spezifikation fest, dass jegliche Veränderung des Verhaltens verboten ist, ausgenommen solches Verhalten, dass explizit in 
der Verhaltensspezifikation gefordert wird. Bei Verhaltensspezifikationen auf Basis einer beschränkenden Semantik (pruning semantics) 
sind Veränderungen des Verhaltens gestattet, ausgenommen solche, die explizit in der Verhaltensspezifikation verboten sind. 
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Die weiteren Betrachtungen beschränken sich auf eine spezifische Form der übergangsba-
sierten Verhaltensspezifikation softwareintensiver reaktiver Systeme. 
2.1.3 Kanonische Verhaltensspezifikation 
Allgemein wird die übergangsbasierte Verhaltensspezifikation wie folgt charakterisiert (vgl. 
z. B. [Furbach 1993]): 
Definition 2-3: Verhaltensspezifikation – übergangsbasiert – (Artefakt) 
Die übergangsbasierte Verhaltensspezifikation eines Systems setzt sich aus einer Menge 
dokumentierter Zustandsübergänge des Systems zusammen, die das System durch 
Interaktion mit der Umgebung ausführen muss, um seinen Systemzweck zu erfüllen. 
Das im Weiteren betrachtete Konzept des Spezifikationsautomaten zur übergangsbasierten 
Verhaltensspezifikation softwareintensiver reaktiver Systeme geht auf die von LYNCH und 
TUTTLE vorgeschlagenen Input-Output-Automaten [Lynch und Tuttle 1987; Lynch und 
Tuttle 1989] zurück, die von ALFARO und HENZINGER [Alfaro und Henzinger 2001; Alfa-
ro und Henzinger 2005] zur Überprüfung der Verträglichkeit von Schnittstellen adaptiert 
und erweitert wurden. In Anlehnung an [Lynch und Tuttle 1989; Alfaro und Henzinger 
2001] wird das Konzept des Spezifikationsautomaten wie folgt definiert: 
Definition 2-4: Spezifikationsautomat SPEC eines softwareintensiven reaktiven Systems 
Ein Spezifikationsautomat SPEC eines softwareintensiven reaktiven Systems S ist wie 
folgt definiert:                               )  
    ist eine Menge von Zuständen, die das betrachtete System einnehmen kann. 
             ist Anfangszustand. Für          wird      als leer bezeichnet. 
          sind paarweise disjunkte Mengen von Eingabeereignissen (I), 
Ausgabeereignissen (O) und internen Ereignissen (H). Dabei ist     I  O  H   
die Menge aller Ereignisse des Spezifikationsautomaten     . 
           E      ist eine Menge von Schritten des Spezifikationsautomaten     . 
Für   I  wird das Tupel       
 ) als Eingabeschritt des Spezifikationsautomaten SPEC 
bezeichnet. Für    O  wird das Tupel       
 ) als ein Ausgabeschritt des Spezifikations-
automaten SPEC bezeichnet und für    H  wird das Tupel       
 ) als interner Schritt 
des Spezifikationsautomaten SPEC bezeichnet. Die Menge   
  bezeichnet die Menge aller 
Eingabeschritte des Spezifikationsautomaten SPEC. Die Menge   
  bezeichnet die Menge 
aller Ausgabeschritte und   
  die Menge aller internen Schritte des Spezifikationsautomaten 
SPEC. Ein Ereignis       ist ‚akzeptierbar„ in einem Zustand      , wenn ein Schritt 
       )      für ein beliebiges  
     existiert.  
Die Menge     ) ist die Teilmenge aller Eingabeereignisse, die im Zustand      ak-
zeptiert werden können. Analog werden die Mengen     ) und     ) als Menge von Aus-
gabeereignissen beziehungsweise als Menge interner Ereignisse definiert, die im Zustand 
     akzeptierbar sind. Die Menge     ) =     )      )      ) ist dabei definiert als 
die Menge aller Ereignisse des Spezifikationsautomaten SPEC, die im Zustand      vom 
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Automaten akzeptiert werden. Die Menge     ) definiert für einen Zustand      die 
Eingaben, die in diesem Zustand akzeptiert werden. Die Differenzmenge        ) um-
fasst solche Eingabeereignisse des Spezifikationsautomaten, die im Zustand      nicht 
akzeptierbar sind. Spezifikationsautomaten können blockierende Zustände besitzen, d. h. es 
ist nicht ausgeschlossen, dass I   )    gilt.  
Beispiel 2-3 zeigt einen Spezifikationsautomaten als Teil der Verhaltensspezifikation 
eines Fahrassistenzsystems (FAS). Im oberen Teil des Beispiels ist der Spezifikationsauto-
mat SPECFAS des Fahrassistenzsystems algebraisch nach dem in Definition 2-4 eingeführ-
ten Formalismus angegeben. Der untere Teil des Beispiels zeigt die äquivalente grafische 
Darstellung des Spezifikationsautomaten SPECFAS. 
Beispiel 2-3: Spezifikationsautomat aus der Verhaltensspezifikation eines Fahrassistenzsystems 
                                             ) 
        {         } 
             
      {                                       } 
      {                                          } 
      {                    } 
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Der Spezifikationsautomat SPECFAS wird durch die Menge      (Zustandsmenge des Spezi-
fikationsautomaten),  init    (initialer Zustand), I    (Menge von Eingabeereignissen), 
O    (Menge von Ausgabeereignissen), H    (Menge der internen Ereignisse) sowie durch 
die Schrittmenge des Spezifikationsautomaten      definiert. Beispielsweise spezifiziert das 
3-Tupel (0,hindernisDetektiert,1) in der Schrittmenge     , dass der Spezifikationsautomat 
im Zustand 0 beim Vorliegen des Eingabeereignisses ‚hindernisDetektiert‘ in den Zustand 
1 wechselt. Liegt in diesem Zustand das Eingabeereignis ‚hoheGeschwindigkeit‘ vor, führt 
dies dazu, dass der Automat in den Zustand 2 wechselt. Liegt im Zustand 2 das interne 
Ereignis ‚kritikalit tBestimmt‘ vor, so wechselt der Spezifikationsautomat in den Zustand 
3 und führt die Ausgabeereignisse ‚fahrerWarnungAktivieren‘ und ‚bremsungInitiieren‘ 
aus. Nachdem der Spezifikationsautomat das Ausgabeereignis ‚fahrerWarnungAktivieren‘ 
2 GRUNDLAGEN 17 
 
ausgeführt hat, wechselt der Automat in den Zustand 4. Im Zustand 4 wechselt der Spezi-
fikationsautomat nach Ausführung des Ausgabeereignisses ‚bremsungInitiieren‘ in den 
initialen Zustand zurück.12 
In der grafischen Definition von Spezifikationsautomaten repräsentiert das abgerundete 
Rechteck die Schnittstelle des betrachteten Systems zur Umgebung hin. Eingabeereignisse 
werden als eingehende Kanten und Ausgabeereignisse als ausgehende Kanten an der Sys-
temschnittstelle dargestellt. Die Namen der Eingabe- und Ausgabeereignisse werden an 
den jeweiligen Kanten annotiert. Im inneren Bereich des Spezifikationsautomaten zeigt 
dieser eine Menge von Zuständen und Zustandsübergängen. Zustandsübergänge werden 
durch Eingabeereignisse aus der Umgebung des Systems, durch Ausgabeereignisse des Sys-
tems in die Umgebung oder durch ein internes Ereignis ausgelöst. Bei Zustandsübergängen 
werden im Inneren des Automaten Eingabeereignisse mit dem Symbol ‚?„ gekennzeichnet, 
Ausgabeereignisse mit dem Symbol ‚!„ und interne Ereignisse mit dem Symbol ‚;„. 
Die übergangsbasierte Verhaltensspezifikation softwareintensiver reaktiver Systeme mit-
tels Spezifikationsautomaten nach Definition 2-4 wird im Weiteren als kanonische Verhaltens-
spezifikation bezeichnet. Bei der kanonischen Verhaltensspezifikation werden die geforder-
ten Eigenschaften des betrachteten Systems durch eine Menge von Spezifikationsautoma-
ten dokumentiert, die festlegen, bei welchen Stimuli und in welchen internen Zuständen 
das System welche Reaktionen in die Umgebung bewirken soll. Solche Zustandsübergänge 
definieren Einschränkungen hinsichtlich der kausalen Abhängigkeiten zwischen Eingaben 
und Ausgaben des zugehörigen Systems im Betrieb. 
2.2 Operationeller Kontext im Requirements Engineering 
In diesem Abschnitt werden die Grundlagen für die Betrachtung des operationellen Kon-
texts softwareintensiver reaktiver Systeme im Requirements Engineering erläutert. 
2.2.1 Grundlagen der Kontextbildung 
Der DUDEN definiert den Terminus ‚Kontext„ als Sach- und Situationszusammenhang, der 
einen Betrachtungsgegenstand umgibt und aus dem heraus dieser Betrachtungsgegenstand 
verstanden werden muss (vgl. [Duden 2006]). In ähnlicher Weise wird in einer allgemeinen 
Begriffsbedeutung der Terminus ‚Context„ im Englischen verwendet. Das MERRIAM-
WEBSTER-DICTIONARY definiert ‚Context„ als: „the interrelated conditions in which something 
exists or occurs“ (vgl. [Merriam-Webster 2009]). 
Neben der klassischen Verwendung des Terminus ‚Kontext„, z. B. in der Linguistik, Phi-
losophie oder Psychologie, wird dieser Terminus und entsprechende Konzepte auch in 
Problemlösungsprozessen verwendet (vgl. [Annis 1978; Cohen 1973; Goldman 1989; Guha 
1995]), um das zugrunde liegende Problem von der Lösung zu trennen. Das Engineering, im 
Sinne des Entwurfs und der Herstellung komplexer Systeme, kann als eine spezifische 
                                                 
12  Bei der gezeigten Spezifikation soll es sich um eine ‚High-Level-Specification„ im Sinne von [Johnson 1988] handeln. Eine ‚High-
Level-Specification„ basiert auf der Perfect Knowledge Assumption, die besagt, dass das spezifizierte System vollständige Information über 
seine Umgebung besitzt. In ‚Low-Level-Specifications„ wird diese Annahme aufgegeben. In Low-Level-Specifications muss berück-
sichtigt werden, welche Informationen für das spezifizierte System verfügbar (beobachtbar) sind. 
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Ausprägungsform eines Problemlösungsprozesses verstanden werden. Über den Verlauf 
dieses Prozesses hinweg wird ein System konstruiert, das eine Lösung für das zugrunde 
liegende Problem bietet (vgl. [Brezillon 1999]).  
Der Terminus ‚Kontext„ im Engineering bezeichnet dabei alles das, was den Lösungs-
raum im Entwicklungsprozess einschränkt, ohne dabei selbst ein expliziter Teil der zu ent-
wickelnden Lösung zu sein. Der Kontext definiert das zugrunde liegende Problem, für das 
im Entwicklungsprozess eine Lösung in Form eines konstruierten Systems realisiert werden 
soll. Dieser Standpunkt kann etwa durch die Arbeiten von ALEXANDER untermauert wer-
den, der zur Bedeutung des Kontexts im Engineering bemerkt [Alexander 1979, S. 15]: „the 
context defines the problem“. Eine ähnliche Auffassung zur Bedeutung von ‚Kontext„ findet 
sich z. B. in [Gause und Weinberg 1989; Gause 2005]. GAUSE charakterisiert den Terminus 
‚Kontext„ als: „the fully relevant environment to which we’re designing“. 
Im Mittelpunkt der Kontextbildung im Engineering steht das zu entwickelnde System 
im Sinne eines Referenzobjekts, das der Kontextbildung zugrunde liegt (vgl. [Gong 2005]). 
Dieses Referenzobjekt wird als das Subjekt (lat. subiectum: das Zugrundeliegende) der Kon-
textbildung bezeichnet. Auf Grundlage dessen wird der Terminus ‚Kontextsubjekt„ wie 
folgt definiert: 
Definition 2-5: Kontextsubjekt 
Das Kontextsubjekt ist das Referenzobjekt, das der Kontextbildung zugrunde liegt. 
Ausgangspunkt für die Bestimmung des Kontexts eines zu entwickelnden Systems ist der 
Systemzweck, als abstrakte Charakterisierung des Problems, das durch das zu entwickelnde 
System adressiert wird (vgl. Abschnitt 2.1.2). Der Kontext eines zu entwickelnden Systems 
umfasst alles das, was, im Hinblick auf den Systemzweck, den Lösungsraum, d. h. das Kon-
tinuum der möglichen Eigenschaften des zu entwickelnden Systems, einschränkt. 
Der Kontext eines Systems konstituiert sich durch Objekte, die mit dem betrachteten 
System derart in Beziehung stehen, dass Eigenschaften dieser Objekte (z. B. Beziehungen 
zu anderen Objekten) spezifische Eigenschaften des zu entwickelnden Systems bestimmen. 
Ein solches Objekt13 wird im Weiteren als ‚Kontextaspekt„ bezeichnet und wie folgt defi-
niert: 
Definition 2-6: Kontextaspekt 
Ein Kontextaspekt ist ein materielles oder immaterielles Objekt einer tatsächlichen oder 
gedachten Realität, dass die Eigenschaften des zu entwickelnden Systems beeinflusst 
und nach der Realisierung des Systems nicht Teil dieses Systems ist. 
Die obige Definition differenziert zwischen Kontextaspekten, die im Kontext als materielle 
Objekte auftreten (z. B. Personen, technische Systeme) und solchen Kontextaspekten, die 
im Kontext als immaterielle Objekte auftreten (z. B. visuelle oder energetische Phänome-
ne). Ein Kontextaspekt kann zum Zeitpunkt der Kontextbildung bereits existieren (d. h. 
                                                 
13  Der Terminus ‚Objekt„ wird in diesem Kapitel als allgemeiner Terminus verstanden, im Sinne eines identifizierbaren, materiellen oder 
immateriellen, abgrenzbaren Teils des betrachteten Gegenstandsbereichs. Im Zuge der Ausarbeitung des Lösungsansatzes wird der 
Terminus ‚Objekt„ in der Kontextbildung weiter differenziert. 
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Teil der tatsächlichen Realität) oder zu einem späteren Zeitpunkt im Kontext existent wer-
den (d. h. Teil einer gedachten Realität). 
Die Kontextbildung zu einem gegebenen Kontextsubjekt (i) wird als Gruppierung (g) aller 
Kontextaspekte (A) und Beziehungen (B) dieser Aspekte in einer tatsächlichen oder ge-
dachten Realität (ℜ) definiert (vgl. [McCarthy 1993; Gong 2005]), d. h.: 
      )   ℜ  (2.1) 
Im Rahmen der Kontextbildung wird der für die Eigenschaften des zu entwickelnden Sys-
tems relevante Teil der Realität bestimmt und dadurch gegen den Teil der Realität abge-
grenzt, der die Eigenschaften des zu entwickelnden Systems nicht beeinflusst. Diese Ab-
grenzung wird durch die Kontextgrenze des Kontextsubjekts repräsentiert. Die Kontext-
grenze separiert damit g  A B) und  ℜ {i  g  A B)}. Der Terminus ‚Kontextgrenze„ wird 
wie folgt definiert: 
Definition 2-7: Kontextgrenze 
Die Kontextgrenze separiert den für die Eigenschaften des Kontextsubjekts relevanten 
Teil der Realität von der nicht relevanten Realität. 
Abbildung 2-2 illustriert die Kontextbildung zu einem Kontextsubjekt über Kontextaspekte 
und deren Beziehungen in der zugrunde liegenden Realität nach (2.1) sowie die aus der 
Kontextbildung hervorgehende Kontextgrenze und den Kontext des Kontextsubjekts. 
ℜ ℜ













Abbildung 2-2: Schema der allgemeinen und spezifischen Kontextbildung 
In der allgemeinen Kontextbildung im Engineering wird der Teil der Realität identifiziert, 
der das Kontinuum möglicher Eigenschaften des zu entwickelnden Systems einschränkt. 
Im Rahmen der spezifischen Kontextbildung wird der Kontext auf einen Teilbereich sol-
cher Objekte und relevanter Eigenschaften eingeschränkt, die ein spezifisches Merkmal (M) 
aufweisen. Für die spezifische Kontextbildung g  zu einem Kontextsubjekt   gilt: 
  
       )        )  ℜ mit            (2.2) 
Für die in (2.2) charakterisierte spezifische Kontextbildung muss die Integritätsbedingung 
gelten, dass in der Beziehungsmenge BM nur solche Beziehungen enthalten sein dürfen, die 
sich auf Kontextaspekte aus AM beziehen. 
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2.2.2 Systemkontext im Requirements Engineering 
Entlang der verschiedenen Tätigkeiten in der Entwicklung eines Systems (z. B. Require-
ments Engineering, Architekturentwurf, Design und Implementierung) sind im Entwick-
lungsprozess unterschiedliche spezifische Kontextbildungen von Bedeutung. So sind in 
Bezug auf die Kontextbildung im Architekturentwurf solche Kontextaspekte und Eigen-
schaften der Realität relevant, die das Kontinuum möglicher Ausprägungen der Systemar-
chitektur einschränken, wie z. B. Entwurfseinschränkungen in Bezug auf den zu verwen-
denden Architekturstil (vgl. z. B. [Bass et al. 1998]).  
Im Rahmen der Kontextbildung im Requirements Engineering werden nur solche Kon-
textaspekte und zugehörige Eigenschaften betrachtet, die das Kontinuum der möglichen 
Eigenschaften des zu entwickelnden Systems an seiner Schnittstelle zur Umgebung ein-
schränken. Das Ergebnis der allgemeinen Kontextbildung im Requirements Engineering ist 
dabei der Systemkontext, der wie folgt definiert wird:14 
Definition 2-8: Systemkontext  
Der Systemkontext ist der Teil der Realität, der das Kontinuum möglicher Eigenschaf-
ten des Systems an seiner Schnittstelle zur Umgebung einschränkt. 
Zur genaueren Charakterisierung des Systemkontexts eines Kontextsubjekts wird die Rela-
tion ‚res„ (‚restriktiver als„) eingeführt: Seien K1 und K2 Ausschnitte des Systemkon-
texts   
 . Sei    
  und    
  jeweils das Kontinuum möglicher Eigenschaften des Kontext-
subjekts an seiner Schnittstelle zur Umgebung hin. Die Relation ‚res„ ist auf dem System-
kontext   
  als partielle Ordnung wie folgt definiert: 
              
       
  (2.3) 
Sei darüber hinaus  g     A  B )  eine Kontextbildung zum Kontextsubjekt ohne den 
Kontextaspekt aj und  g     A  B ) eine Kontextbildung zum Kontextsubjekt ohne die 
Beziehung bj zwischen zwei Kontextaspekten oder zwischen einem Kontextaspekt und 
dem Kontextsubjekt. Auf Grundlage von Definition 2-8 und der Bedingung (2.2) kann der 
Systemkontext  K 
  des Kontextsubjekts i wie folgt definiert werden:15 
      
       )   {          } {          }) 
        {     }  {    })  ((     )         ) |    
       )    
  
 (          
       )        
          )* 
 (           
       )        
          )) 
  (               (          
       )        
          )       )  
 (           
       )        
          )         )) 
(2.4) 
                                                 
14  Die notwendigen Eigenschaften eines zu entwickelnden Systems an seiner Schnittstelle zur Umgebung werden durch Anforderungen 
spezifiziert (vgl. Abschnitt 2.1.2). Daher kann der Systemkontext auch wie folgt definiert werden [Pohl 2007, S. 55]: „Der Systemkontext 
ist der Teil der Umgebung eines Systems, der für die Definition und das Verständnis der Anforderungen an das System relevant ist“. 
15  Wie aus Definition 2-6 hervorgeht, ist das Kontextsubjekt kein Kontextaspekt und daher auch nicht Teil des Systemkontexts. Aller-
dings sind, wie in (2.4) angegeben, Beziehungen von Kontextaspekten zum Kontextsubjekt im Systemkontext enthalten, da diese Be-
ziehungen das in Definition 2-8 festgelegte Merkmal erfüllen. 
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(2.4) greift die in (2.2) definierte Kontextbildung auf und definiert den Systemkontext als 
ein 2-Tupel, bestehend aus der Menge AK aller Kontextaspekte und der Menge BK aller rele-
vanten Beziehungen zwischen Kontextaspekten. Wobei in BK nur Beziehungen zwischen 
zwei unterschiedlichen Kontextaspekten in AK oder zwischen einem Kontextaspekt und 
dem Kontextsubjekt erlaubt sind. Zur Bestimmung der Mengen AK und BK wird die Rela-
tion res (2.3) verwendet. Das in (2.4) definierte Minimalitätskriterium der Kontextbildung legt in 
Bezug auf die Repräsentanten der Menge AK fest, dass für jeden Kontextaspekt aj in AK 
gelten muss, dass der Systemkontext ohne aj (d. h.  gi
  aj AK BK) ) das Kontinuum mögli-
cher Eigenschaften des Kontextsubjekts i an seiner Schnittstelle zur Umgebung weniger 
stark einschränkt, als der Systemkontext  gi
  AK BK), welcher den Kontextaspekt aj umfasst. 
Für jede Beziehung bk in BK muss analog gelten, dass der Systemkontext ohne bk (d. h. 
 gi
  bk AK BK) ) das Kontinuum möglicher Eigenschaften des Kontextsubjekts i an der 
Schnittstelle zur Umgebung weniger stark einschränkt, als der Systemkontext  gi
  AK BK). 
Das Maximalitätskriterium der Kontextbildung legt fest, dass keine Obermenge AL der Menge 
von Kontextaspekten AK und keine Obermenge BL der Menge von Kontextabhängigkeiten 
BK existiert, für die das Minimalitätskriterium der Kontextbildung ebenfalls gilt und die 
jeweils Kontextaspekte oder Kontextabhängigkeiten besitzen, die nicht bereits in den Men-
gen AK oder BK enthalten sind. 
2.2.3 Operationeller Kontext softwareintensiver reaktiver Systeme 
Ausgehend von Abschnitt 2.1.1 kann das Merkmal der ‚Reaktivität„ eines softwareintensi-
ven reaktiven Systems dadurch charakterisiert werden, dass das System im Betrieb auf Sti-
muli aus dem Systemkontext eine spezifische Reaktion in den Systemkontext bewirkt, um 
seinen Systemzweck zu erfüllen. Ein Stimulus kann dabei eines oder mehrere Objekte im 
Systemkontext als Ursprung besitzen. Ebenso bezieht sich die Wirkung einer Reaktion auf 
eines oder mehrere Objekte im Kontext des Systems.  
Die Eigenschaften von Objekten, die den Ursprung von Stimuli bilden oder auf die sich 
die Wirkung einer Reaktion bezieht, machen ein spezifisches Verhalten des Systems im 
Betrieb notwendig, wodurch das Kontinuum möglicher Eigenschaften des Systems an des-
sen Schnittstelle eingeschränkt wird (vgl. [Weyer und Pohl 2008]).  
Auf Grundlage von Definition 2-8 wird der operationelle Kontext eines softwareinten-
siven reaktiven Systems als Teil des Systemkontexts solcher Systeme wie folgt definiert:16 
Definition 2-9: Operationeller Kontext eines softwareintensiven reaktiven Systems 
Der operationelle Kontext eines softwareintensiven reaktiven Systems ist der Teil des 
Systemkontexts, der im Betrieb des Systems entweder Ursprung von Stimuli des Sys-
tems ist oder auf den sich die Wirkung der Reaktionen des Systems bezieht. 
Zur genaueren Charakterisierung des operationellen Kontexts von softwareintensiven reak-
tiven Systemen wird die Reduktion des Systemkontexts   
  nach (2.4) auf den operationel-
                                                 
16  Der operationelle Kontext eines softwareintensiven reaktiven Systems wird mitunter auch umfassender definiert (vgl. [Hammond et al. 
2001; Broy et al. 2007; Cheng und Atlee 2007]). So werden z. B. physikalische Bedingungen der Umgebung (wie z. B. Temperaturen, 
Drücke, Strahlung oder Feuchtigkeit) berücksichtigt, auch wenn diese nicht Ursprung von Stimuli oder Bezug einer Reaktion sind, son-
dern sich darauf beziehen, unter welchen physikalischen Bedingungen das System operieren muss. 
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len Kontext   
  nach Definition 2-9 beschrieben. Die Reduktion wird durch die Selektions-
funktion   
  vorgenommen, die im gegebenen Systemkontext des softwareintensiven reak-
tiven Systems solche Kontextaspekte und Beziehungen selektiert, die zum operationellen 
Kontext gehören.17 
  
     
    
 )    
    
    
 )   (  
    )   
    )) (2.5) 
Die Selektionsfunktion   
  wird durch zwei Teilfunktionen   
  und   
  definiert.   
  dient 
zur Selektion solcher Kontextaspekte im Systemkontext   
  des softwareintensiven reakti-
ven Systems, die auch Teil des operationellen Kontexts dieses Systems sind. Für die Selek-
tionsfunktion   
  gilt die folgende Bedingung: Sei        ein Kontextaspekt im System-
kontext des softwareintensiven reaktiven Systems, seien {e  e    e } die Eigenschaften des 
Kontextaspekts    und sei     ) die Repräsentation einer beliebigen Veränderung der 
Eigenschaft   , dann ist die Selektion   
  wie folgt definiert: 
      
    )   
(
(    
     (  
  )                                     )
  (    
     (  
  )                                   )
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(2.6) 
Die Selektionsfunktion    
   wird analog zu (2.6) definiert und selektiert solche Beziehungen 
    im Systemkontext, die zwischen Kontextaspekten   
  oder zwischen Kontextaspekten 
und dem betrachteten System bestehen und Teil des Ursprungs eines Stimulus oder Teil 
der Wirkung einer Reaktion sind.18 
2.2.4 Perspektiven auf den operationellen Kontext 
In der Analyse eines Systems kann dessen Komplexität dadurch reduziert werden, dass das 
System differenziert in einzelnen Perspektiven betrachtet wird (vgl. z. B. [Leite und Free-
man 1991; Wieringa 1998]). Dabei werden in jeder Perspektive spezifische Abstraktionen 
verwendet, die den zugrunde liegenden Gegenstandsbereich jeweils um solche Eigenschaf-
ten verkürzen, die nicht in den perspektivischen Abstraktionen berücksichtigt sind (vgl. 
z. B. [Stachowiak 1973; Falkenberg et al. 1998]).  
Zur Komplexitätsreduktion in der Betrachtung des operationellen Kontexts softwarein-
tensiver reaktiver Systeme werden im Weiteren die in Abbildung 2-3 illustrierten Perspekti-
ven auf den operationellen Kontext softwareintensiver reaktiver Systeme unterschieden. 
Die Kontextbildung in jeder der drei Perspektiven (statisch-strukturell, ablauforientiert und 
zustandsorientiert) gründet sich auf die in Abschnitt 2.2.1 eingeführten allgemeinen Kon-
zepte der Kontextbildung. 
                                                 
17  Die Bedingung, dass nur solche Kontextaspekte und Beziehungen selektiert werden, die zum operationellen Kontext gehören (spezifi-
sches Merkmal ‚M„) beschreibt eine in Bezug auf die Bildung des Systemkontexts spezifische Kontextbildung nach (2.2). 
18  Wenn der resultierende operationelle Kontext nur noch solche Eigenschaften umfassen soll, die im Sinne von (2.6) relevant sind, ist 
es, neben der Reduktion der Menge von Kontextaspekten und Beziehungen, notwendig, auch die Eigenschaften der Kontextaspekte 
auf solche zu reduzieren, die im Sinne von (2.6) im Betrieb einen Bezug zu einem Stimulus oder zur Wirkung einer Reaktion besitzen. 










Abbildung 2-3: Perspektiven auf den operationellen Kontext 
Die Kontextbildung in jeder der drei Perspektiven ist im Sinne von (2.2) dahin gehend spe-
zifisch, dass aufgrund der unterschiedlichen Abstraktionen in den einzelnen Perspektiven 
verschiedenartige Kontextaspekte und Beziehungen Gegenstand der Kontextbildung sind.19 
Operationeller Kontext in der statisch-strukturellen Perspektive 
Die zur Kontextbildung nach (2.5) in der statisch-strukturellen Perspektive betrachteten 
Kontextaspekte sind Kontextentitäten. Kontextentitäten sind materielle oder immaterielle 
Objekte, Personen oder technische Systeme in der umgebenden Realität des Kontextsub-
jekts, die im Sinne von (2.6) Ursprung eines Stimulus oder Gegenstand der Wirkung einer 
Reaktion sind. Die Veränderung von Eigenschaften einer Kontextentität kann entweder ein 
Stimulus oder Teil eines Stimulus für das Kontextsubjekt sein, oder die Wirkung einer Re-
aktion kann sich auf Eigenschaften einer Kontextentität beziehen. Kontextabhängigkeiten set-
zen Kontextentitäten (und ggf. das Kontextsubjekt) in Beziehung, wenn zwischen diesen 
hinsichtlich eines Stimulus oder einer Reaktion ein Zusammenhang besteht.20 
Operationeller Kontext in der ablauforientierten Perspektive  
Die zur Kontextbildung nach (2.5) in der ablauforientierten Perspektive betrachteten Kon-
textaspekte sind Kontextaktivitäten. Kontextaktivitäten stehen in dieser Perspektive durch 
den Kontrollfluss im Kontext miteinander in Beziehung. Die Kontextaktivitäten stehen mit 
dem Kontextsubjekt dabei derart in Beziehung, dass betrachtet wird, wie das Kontextsub-
jekt in den Kontrollfluss übergeordneter Prozesse (Kontextprozesse) eingebettet ist. Kontext-
aktivitäten sind im Sinne von (2.6) Ursprung eines Stimulus oder Gegenstand der Wirkung 
einer Reaktion. Dies gilt, weil z. B. die Beendigung einer Kontextaktivität einen Stimulus 
für das Kontextsubjekt darstellt oder das Kontextsubjekt die Ausführung einer Kontextak-
tivität als Teil der Wirkung einer Reaktion initiiert. 
                                                 
19  In einer Verallgemeinerung der hier verwendeten Differenzierung kann zwischen der statischen und der dynamischen Perspektive 
unterschieden werden. In der dynamischen Perspektive wird das dynamische Verhalten des operationellen Kontexts gegenüber dem 
Kontextsubjekt betrachtet, z. B. durch die Abfolge von Interaktionen zwischen operationellem Kontext und dem Kontextsubjekt. 
20  Im Rahmen der Betrachtung des operationellen Kontexts von softwareintensiven reaktiven Systemen in der statisch-strukturellen 
Perspektive werden im entwickelten Lösungsansatz Kontextentitäten und Kontextabhängigkeiten weiter differenziert.  
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Operationeller Kontext in der zustandsorientierten Perspektive 
Die zur Kontextbildung nach (2.5) in der zustandsorientierten Perspektive betrachteten 
Kontextaspekte sind Kontextzustände. Ein Kontextzustand charakterisiert eine spezifische 
Ausprägung von Eigenschaften, die der operationelle Kontext gegenüber dem Kontextsub-
jekt zu einem bestimmten Zeitpunkt besitzen kann. Kontextzustände stehen durch Zu-
standsübergänge im Kontext miteinander in Beziehung. Kontextzustände sind im Sinne von 
(2.6) Ursprung eines Stimulus oder Gegenstand einer Reaktion des Kontextsubjekts, da die 
Veränderung eines Kontextzustandes in spezifischen Zuständen des Kontextsubjekts eine 
Reaktion des Kontextsubjekts bewirkt oder eine Reaktion des Kontextsubjekts in spezifi-
schen Zuständen des Kontexts zu einer Veränderung des Kontextzustandes führt. 
2.3 Grundlagen der Kohärenzprüfung 
In diesem Abschnitt werden die Grundlagen zur Betrachtung der Kohärenz von Verhal-
tensspezifikationen gegen Eigenschaften des operationellen Kontexts eingeführt und in die 
Qualitätssicherung von Anforderungsspezifikationen eingeordnet. 
2.3.1 Qualitätssicherung von Anforderungsspezifikationen 
Die Qualitätssicherung von Anforderungsspezifikationen zielt darauf ab, sicherzustellen, 
dass Anforderungsspezifikationen vorgegebenen Qualitätskriterien genügen (vgl. z. B. 
[Boehm 1984; Easterbrook 1999; Sommerville 2001]). Zur Qualitätssicherung von Anfor-
derungsspezifikationen können zwei grobe Kategorien von Maßnahmen unterschieden 
werden (in Anlehnung an [Braek et al. 1993]): 
- Konstruktive Maßnahmen zur Sicherung der Qualität von Anforderungsspezifikationen 
zielen darauf ab, im Zuge der eigentlichen Tätigkeit des Spezifizierens von Anforde-
rungen, sicherzustellen, dass die erstellten Anforderungsspezifikationen bereits spezifi-
schen Qualitätskriterien genügen.  
- Analytische Maßnahmen zur Sicherung der Qualität von Anforderungsspezifikationen 
zielen darauf ab, bereits erstellte Anforderungsspezifikationen auf solche Eigenschaften 
hin zu überprüfen, die die Qualität der Anforderungsspezifikation in Bezug auf spezifi-
sche Qualitätskriterien reduzieren. 
Ein Qualitätskriterium für Anforderungsspezifikationen definiert eine spezifische Eigen-
schaft, die Anforderungsspezifikationen aufweisen müssen, um die weiteren Tätigkeiten im 
Lebenszyklus des Systems bestmöglich zu unterstützen. In der Literatur werden verschie-
denste Taxonomien für die Qualität von Anforderungsspezifikationen und Qualitätskrite-
rien für Anforderungsspezifikationen vorgeschlagen (vgl. z. B. [Kung 1983; Cole et al. 
1984; Roman 1985; Thayer und Thayer 1990; Pohl 1994] oder [IEEE 830-1998]). Der 
IEEE-Standard 830-1998 [IEEE 830-1998] nennt z. B. die Qualitätskriterien: correct (kor-
rekt), unambiguous (eindeutig), complete (vollständig), consistent (konsistent), ranked for importance 
and / or stability (bewertet nach Wichtigkeit und / oder Stabilität), verifiable (überprüfbar), 
modifiable (veränderbar) und traceable (verfolgbar). 
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Um die Qualität von Entwicklungsartefakten bewerten zu können, schlagen [Lindland et 
al. 1994; Krogstie et al. 1995] und [Price und Shanks 2005] eine Differenzierung der Quali-
tät von Entwicklungsartefakten entlang der von MORRIS [Morris 1946] eingeführten Ebe-
nen der Semiotik (Syntax, Semantik und Pragmatik) vor.21 Die Autoren unterscheiden drei 
grobe Qualitätskriterien, die, bezogen auf das Artefakt ‚Anforderungsspezifikation„, wie 
folgt charakterisiert werden können (vgl. [Price und Shanks 2005]): 
- Syntaktische Qualität einer Anforderungsspezifikation ist der Umfang, in dem die Anforde-
rungsspezifikation den syntaktischen Regeln der verwendeten Dokumentations- und 
Modellierungstechniken genügt. 
- Pragmatische Qualität einer Anforderungsspezifikation ist der Umfang, in dem die Anforde-
rungsspezifikation für den jeweiligen Verwendungszweck geeignet ist. 
- Semantische Qualität einer Anforderungsspezifikation ist der Umfang, in dem die Eigenschaf-
ten in der Anforderungsspezifikation mit dem zugrunde liegenden Gegenstandsbereich 
korrespondieren.22 
Diese drei Kriterien zur Bestimmung der Qualität sind nicht überschneidungsfrei. Bei-
spielsweise reduziert eine geringe syntaktische Qualität auch die pragmatische Qualität, da 
syntaktische Fehler aufgrund der Verringerung der Lesbarkeit und Verständlichkeit auch 
die Eignung für den Verwendungszweck reduzieren. Auch eine geringe semantische Quali-
tät der Anforderungsspezifikation verringert die pragmatische Qualität der Anforderungs-
spezifikation, da die fehlerhafte Berücksichtigung der Eigenschaften des zugrunde liegen-
den Gegenstandsbereichs auch den Grad der Eignung der Anforderungsspezifikation für 
den intendierten Verwendungszweck reduziert. 
Die semantische Qualität einer Anforderungsspezifikation wird nach [Krogstie 1998] 
durch die Gültigkeit (Validität) und die Vollständigkeit der Anforderungsspezifikation gegen-
über dem zugrunde liegenden Gegenstandsbereich bestimmt. Da nach Abschnitt 2.2.2 der 
Systemkontext der Teil der Realität ist, der der Anforderungsspezifikation zugrunde liegt, 
wird die Gültigkeit der Anforderungsspezifikation eines Systems wie folgt definiert: 
Definition 2-10: Gültigkeit einer Anforderungsspezifikation 
Die Gültigkeit der Anforderungsspezifikation ist der Umfang, in dem die in der Anfor-
derungsspezifikation definierten Eigenschaften im Systemkontext gültig sind. 
Die Vollständigkeit der Anforderungsspezifikation eines Systems ist in Bezug auf den zu-
gehörigen Systemkontext wie folgt definiert: 
Definition 2-11: Vollständigkeit einer Anforderungsspezifikation 
Die Vollständigkeit einer Anforderungsspezifikation ist der Umfang, in dem die Anfor-
derungsspezifikation alle relevanten Eigenschaften des Systemkontexts berücksichtigt. 
                                                 
21  Die Arbeiten von Morris basieren dabei auf den von Peirce / Ogden eingeführten Elementen der Semiotik sprachlicher Beschreibun-
gen (vgl. [Ogden und Richards 1923; Hartshorne und Weiss 1931]). 
22  In Arbeiten zur Semiotik konzeptueller Modelle wird für den hier verwendeten Terminus „Gegenstandsbereich“ häufig der Terminus 
‚Domäne„ (engl. ‚domain„) verwendet (vgl. z. B. [Lindland et al. 1994; Krogstie 1998; Falkenberg et al. 1998; Moody 2009]). Gelegent-
lich wird auch der Terminus ‚Diskurswelt„ (engl. „universe of discourse“) gebraucht (vgl. z. B. [van Griethuysen 1982]).  
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Gültigkeit und Vollständigkeit einer Anforderungsspezifikation bestimmen den Umfang 
des semantischen Bezugs zwischen der Anforderungsspezifikation und dem Systemkon-
text. Der semantische Bezug sprachlicher Beschreibungen wird allgemein als Kohärenz be-
zeichnet (vgl. [Lewandowski 1990]). 
2.3.2 Kohärenz von Verhaltensspezifikationen zum operationellen 
Kontext 
Die Kohärenz der Verhaltensspezifikation zum operationellen Kontext ist ein spezifischer 
Aspekt der allgemeinen Kohärenzbetrachtung zwischen der Anforderungsspezifikation 
eines Systems und dessen Systemkontext (vgl. Abschnitte 2.1.2 und 2.2.2). Grundlage der 
Kohärenzbetrachtung zwischen Verhaltensspezifikationen und operationellem Kontext ist 
dabei der semantische Bezug zwischen den in der Verhaltensspezifikation definierten 
Eigenschaften des Systems und Eigenschaften des operationellen Kontexts.23 Abbildung 
2-4 illustriert den semantischen Bezug der Anforderungs- und Verhaltensspezifikation 
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Abbildung 2-4: Kohärenz der Verhaltensspezifikation zum operationellen Kontext 
Basierend auf den Ausführungen in Abschnitt 2.3.1 wird die Kohärenz der Verhaltensspe-
zifikation eines Systems zum operationellen Kontext durch den Umfang des semantischen 
Bezugs bestimmt und ist daher wie folgt definiert:24 
Definition 2-12: Kohärenz der Verhaltensspezifikation zum operationellen Kontext 
Die Kohärenz einer Verhaltensspezifikation zum operationellen Kontext ist der Um-
fang, in dem die in der Verhaltensspezifikation definierten Eigenschaften in Bezug auf 
die Eigenschaften des operationellen Kontexts gültig und vollständig sind. 
                                                 
23  Die Kohärenz bezieht sich auf den semantischen Bezug innerhalb einer sprachlichen Beschreibung oder zwischen sprachlichen Beschrei-
bungen. Eine sprachliche Beschreibung des operationellen Kontexts kann dabei als eine Menge dokumentierter Eigenschaften des 
operationellen Kontexts charakterisiert werden. 
24  Die Kohärenz ist eine Aussage über die Zusammenhänge in der Tiefenstruktur (Semantik) eines sprachlichen Ausdrucks (vgl. 
[Lewandowski 1990]). Im Vergleich zur Kohärenz ist die Kohäsion eine Aussage über die Oberflächenstruktur (Syntax) eines sprachli-
chen Ausdrucks. Artefakte im Entwicklungsprozess können im sprachtheoretischen Sinne als sprachliche Beschreibungen verstanden 
werden. Kohärenz kann sich dabei auf den semantischen Zusammenhang von Artefakten einer Klasse aber auch auf den semanti-
schen Zusammenhang zwischen Artefakten unterschiedlicher Artefaktklassen beziehen. Die Kohärenz einer Anforderungsspezifika-
tion ist eine Aussage über den Grad des semantischen Zusammenhangs zwischen Anforderungen. Die Kohärenz einer Anforderungs-
spezifikation zum Systemkontext ist eine Aussage über den semantischen Bezug von Anforderungen zu Eigenschaften des System-
kontexts. 
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Die Kohärenzprüfung der Verhaltensspezifikation eines softwareintensiven reaktiven Systems 
gegen den operationellen Kontext dieses Systems ist nach Abschnitt 2.3.1 eine Maßnahme 
der analytischen Qualitätssicherung, die die Verhaltensspezifikation auf zwei Ausprägungen 
von Kohärenzbrüchen überprüft: 
- Ungültige Eigenschaften in der Verhaltensspezifikation: Eigenschaften in der Verhaltensspezi-
fikation des softwareintensiven reaktiven Systems, die in Bezug auf die Eigenschaften 
des operationellen Kontexts dieses Systems ungültig sind. 
- Unvollständige Eigenschaften in der Verhaltensspezifikation: Eigenschaften des operationellen 
Kontexts des softwareintensiven reaktiven Systems, die in der Verhaltensspezifikation 
des Systems zu berücksichtigen sind, allerdings nicht berücksichtigt wurden. 
2.3.3 Automatisierung der Kohärenzprüfung von 
Verhaltensspezifikationen 
Allgemein können zur Prüfung des semantischen Bezugs sprachlicher Beschreibungen Ver-
fahren mit unterschiedlichem Automatisierungsgrad verwendet werden (vgl. z. B. [Meyer 
1985; Wing 1990; Heitmeyer et al. 1996]). Bezogen auf die Kohärenzprüfung von Verhal-
tensspezifikationen gegen Eigenschaften des operationellen Kontexts sind dabei drei 
grundsätzliche Automatisierungsgrade denkbar: 
- Automatisierte Kohärenzprüfung: Hierbei ist die Prüfung der semantischen Bezüge der 
Verhaltensspezifikation zu Eigenschaften des operationellen Kontexts vollständig 
automatisiert. 
- Teilautomatisierte Kohärenzprüfung: Hierbei ist die Prüfung der semantischen Bezüge der 
Verhaltensspezifikation zu Eigenschaften des operationellen Kontexts teilweise auto-
matisiert, d. h. ein Teil der Aktivitäten wird manuell durchgeführt.  
- Manuelle Kohärenzprüfung: Hierbei wird die Prüfung der semantischen Bezüge der Verhal-
tensspezifikation zu Eigenschaften des operationellen Kontexts vollständig manuell 
durchgeführt. 
Notwendige Voraussetzung für die Automatisierbarkeit der Überprüfung des semantischen 
Bezugs zwischen zwei sprachlichen Beschreibungen ist, dass Syntax und Semantik der ver-
wendeten Sprachen auf Grundlage eines formalen Kalküls definiert sind (vgl. [Guttag et al. 
1982]). Die Bedeutung von sprachlichen Beschreibungen in einer formalen Sprache wird 
über die der Sprache zugrunde liegende semantische Domäne hergestellt, indem die Konst-
rukte der Syntax zu Elementen der semantischen Domäne relationiert werden (vgl. [Wing 
1990; Zave und Jackson 1993]). Die semantische Domäne einer Sprache umfasst die Be-
deutung der in der Sprache verfügbaren Konzepte (Abstraktionen) und bestimmt dadurch 
auch, welche Eigenschaften eines zugrunde liegenden Gegenstandsbereichs in der Sprache 
ausgedrückt werden können (vgl. [Harel und Rumpe 2004]). 
Wie in Abbildung 2-4 illustriert, überlappt der in der Verhaltensspezifikation eines Sys-
tems betrachtete Gegenstandsbereich mit dem operationellen Kontext des Systems. Diese 
Überlappung ist notwendige Voraussetzung für die Kohärenzprüfung (vgl. [Spanoudakis 
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und Finkelstein 1997; Spanoudakis et al. 1999]). Diese Kohärenzprüfung beruht dabei auf 
Aussagen zum Bezug zwischen den beiden zugrunde liegenden semantischen Domänen. 
Werden die Verhaltensspezifikation und die Dokumentation von Eigenschaften des 
operationellen Kontexts unabhängig voneinander erstellt, besteht die Problematik, dass 
Elemente im zugrunde liegenden Gegenstandsbereich (z. B. Stimuli) in der Verhaltensspe-
zifikation anders benannt sind, als in den dokumentierten Eigenschaften des operationellen 
Kontexts. In diesem Falle besteht z. B. die Möglichkeit, die Überprüfung der Äquivalenz 
von Bezeichnern manuell (z. B. durch Fachexperten) vorzunehmen.25 
2.4 Anforderungen an den Ansatz 
Wie in Abschnitt 1.2 erläutert, besteht die allgemeine Problemstellung dieser Arbeit in der 
Sicherung der Kohärenz von Verhaltensspezifikationen gegenüber Eigenschaften des ope-
rationellen Kontexts. Auf Grundlage der Betrachtungen in den Abschnitten 2.1 – 2.3 wird 
die allgemeine Problemstellung im Folgenden konkretisiert und das spezifische Ziel der 
Arbeit sowie die zugehörigen Anforderungen an den Lösungsansatz vorgestellt. 
2.4.1 Spezifische Problemstellung der Arbeit 
Die spezifische Problemstellung der vorliegenden Arbeit wird durch die folgenden Ein-
schränkungen der in Abschnitt 1.3 betrachteten allgemeinen Problemstellung gebildet: 
- Einschränkung 1: Die allgemeine Problemstellung wird auf Systeme des Systemtypus 
‚softwareintensives reaktives System„ eingeschränkt, d. h. auf solche Systeme, die die in 
Definition 2-1 genannten Merkmale besitzen (vgl. Abschnitt 2.1).  
- Einschränkung 2: Die allgemeine Problemstellung wird auf kanonische Verhaltensspezi-
fikationen eingeschränkt, d. h. auf übergangsbasierte Verhaltensspezifikationen, die 
durch Spezifikationsautomaten nach Definition 2-4 definiert sind (vgl. Abschnitt 2.1). 
- Einschränkung 3: Die allgemeine Problemstellung wird auf die Kohärenz von Verhal-
tensspezifikationen gegen Eigenschaften des operationellen Kontexts in der statisch-
strukturellen Perspektive eingeschränkt (vgl. Abschnitt 2.2). 
- Einschränkung 4: Die allgemeine Problemstellung wird auf die teilautomatisierte Kohä-
renzsicherung von Verhaltensspezifikationen eingeschränkt, d. h. die Problemstellung 
fordert keine vollständig automatisierte Kohärenzprüfung (vgl. Abschnitt 2.3). 
2.4.2 Spezifisches Ziel der Arbeit 
Ausgehend von dem in Abschnitt 1.3 erläuterten allgemeinen Ziel dieser Arbeit und den in 
Abschnitt 2.4.1 beschriebenen Einschränkungen wird das spezifische Ziel dieser Arbeit wie 
folgt definiert: 
                                                 
25  In dieser Situation kann der Automatisierungsgrad der betrachteten Kohärenzprüfung weiter erhöht werden, in dem z. B. ein Glossar 
von Begriffen der zugrunde liegenden Domäne aufgebaut wird, welches zu einem Begriff z. B. auch Synonyme (d.h. semantisch äqui-
valente Bezeichner) nennt. Auf Basis eines Glossar können Bezeichner automatisiert auf semantische Äquivalenz überprüft werden. 
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Spezif isches Ziel  der Arbeit  
„Entwicklung eines Ansatzes zur teilautomatisierten Kohärenzprüfung kanonischer  
Verhaltensspezifikationen von softwareintensiven reaktiven Systemen gegen Eigenschaften  
des operationellen Kontexts in der statisch-strukturellen Perspektive.“  
Der zu entwickelnde Ansatz zielt darauf ab, Verhaltensspezifikationen softwareintensiver 
reaktiver Systeme auf Kohärenz zu spezifischen Eigenschaften des operationellen Kontexts 
dieser Systeme zu überprüfen. Die Kohärenzsicherung der Verhaltensspezifikationen von 
Systemen anderer Systemtypen (z. B. Transaktionssysteme) wird im Ansatz nicht adressiert 
(vgl. z. B. [Wieringa 2003]). Bei den oben genannten spezifischen Eigenschaften des opera-
tionellen Kontexts handelt es sich um Eigenschaften in der statisch-strukturellen Perspek-
tive des operationellen Kontexts. Der Ansatz adressiert nicht die Kohärenzprüfung kanoni-
scher Verhaltensspezifikationen gegen spezifische Eigenschaften des operationellen Kon-
texts in der ablauforientierten oder zustandsorientierten Perspektive (vgl. Abschnitt 2.2.4).  
Der zu entwickelnde Ansatz beschränkt sich auf die analytische Qualitätssicherung ka-
nonischer Verhaltensspezifikationen (vgl. Abschnitt 2.3.1). Die konstruktive Qualitätssiche-
rung, d. h. die Durchführung von Maßnahmen während des eigentlichen Spezifikations-
prozesses, die die Kohärenz der erstellten Verhaltensspezifikation zu den spezifischen 
Eigenschaften des operationellen Kontexts gewährleisten, wird nicht betrachtet. Außerdem 
beschränkt sich die Kohärenzprüfung auf solche Eigenschaften, die Gegenstand der kano-
nischen Verhaltensspezifikation nach Definition 2-4 sind. Andere Eigenschaften in Verhal-
tensspezifikationen, wie z. B. Anforderungen an das Realzeitverhalten des Systems (z. B. 
[Jahanian und Mok 1986]), werden nicht berücksichtigt. 
2.4.3 Annahmen des Ansatzes 
Zur Entwicklung des Ansatzes zur teilautomatisierten Kohärenzprüfung kanonischer Ver-
haltensspezifikationen von softwareintensiven reaktiven Systemen gegen Eigenschaften des 
operationellen Kontexts in der statisch-strukturellen Perspektive werden die folgenden 
Annahmen getroffen: 
- Annahme 1: Die auf Kohärenz zu überprüfende kanonische Verhaltensspezifikation 
eines softwareintensiven reaktiven Systems liegt bereits vor.  
- Annahme 2: Die Eigenschaften des operationellen Kontexts in der statisch-strukturellen 
Perspektive sind vollständig bekannt. 
- Annahmen 3: Bei der Erfassung und Dokumentation der Eigenschaften des operationel-
len Kontexts treten keine Transformationseffekte auf.26 
                                                 
26  Hierbei handelt es sich um zwei Ausprägungen von Transformationseffekten, die im Zuge der Konzeptualisierung und der sprachli-
chen Beschreibung eines Gegenstandsbereichs auftreten. Die Wahrnehmungstransformation bezieht sich auf eine fehlerhafte Konzeptuali-
sierung des zugrunde liegenden Gegenstandsbereichs. Die Darstellungstransformation bezieht sich auf die fehlerhafte sprachliche Be-
schreibung (respektive Dokumentation) der Konzeptualisierung eines Gegenstandsbereichs. Beide Transformationseffekte führen 
letztlich dazu, dass die dokumentierten Eigenschaften eines Gegenstandsbereichs fehlerhaft sind, wobei der Fehler entweder bereits 
bei der Konzeptualisierung (Wahrnehmung) eingetreten ist und / oder bei der sprachlichen Beschreibung (z. B. Dokumentation) der 
Konzeptualisierung (vgl. [Hanson 1958; Hempel 1966]). 
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Annahme 1 hat zur Konsequenz, dass der zu entwickelnde Ansatz weder eine Unterstüt-
zung für die Erstellung der kanonischen Verhaltensspezifikation noch Mechanismen zur 
Überführung von Verhaltensspezifikationen in die kanonische Form bieten muss. Annah-
me 2 hat zur Konsequenz, dass der Ansatz keine Unterstützung in Bezug auf die Analyse 
des operationellen Kontexts in der statisch-strukturellen Perspektive bieten muss. Annah-
me 3 legt fest, dass die im Ansatz dokumentierten Eigenschaften des operationellen Kon-
texts keinerlei Transformationseffekte aufweisen. Dies hat zur Konsequenz, dass die in der 
Anwendung des Ansatzes dokumentierten Eigenschaften des operationellen Kontexts den 
zugrunde liegenden Gegenstandsbereich korrekt berücksichtigen. Annahme 2 und Annah-
me 3 zusammengenommen wirken sich auf den zu entwickelnden Ansatz dahin gehend 
aus, dass identifizierte Kohärenzbrüche der Verhaltensspezifikation gegenüber dem opera-
tionellen Kontext auf Fehler in der Verhaltensspezifikation zurückzuführen sind. Bleibt nur 
eine der beiden Annahmen unberücksichtigt, kann die Ursache eines Kohärenzbruchs auch 
in der fehlerhaften Erfassung oder Dokumentation von Eigenschaften des operationellen 
Kontexts liegen. 
2.4.4 Anforderungen an den Ansatz und Bewertungskriterien 
Die spezifische Zielsetzung der vorliegenden Arbeit und die obigen Annahmen führen zu 
zwei übergeordneten Anforderungen an den zu entwickelnden Ansatz. Die erste Anforde-
rung an den Ansatz ist wie folgt definiert: 
Anforderung 1 an den Ansatz  (A.1)  
„Der Ansatz muss die Prüfung der Kohärenz von Eigenschaften in Verhaltensspezifikationen  
softwareintensiver reaktiver Systeme gegen Eigenschaften des operationellen Kontexts unterstützen.“ 
Grundlage der betrachteten Kohärenzprüfung ist, dass der zu entwickelnde Ansatz Aussa-
gen über den semantischen Bezug zwischen Eigenschaften in der Verhaltensspezifikation 
eines Systems und Eigenschaften des operationellen Kontexts macht (vgl. Abschnitt 2.3.2). 
Daher besteht für die Erfüllung der Anforderung A.1 das folgende notwendige Kriterium: 
Notwendiges Kriterium zur Erfüllung der Anforderung 1 (K.A.1-I): 
- Der Ansatz macht Aussagen über den semantischen Bezug zwischen Eigenschaften in 
der Verhaltensspezifikation und Eigenschaften des operationellen Kontexts. 
Der zu entwickelnde Ansatz muss die Aussagen zum semantischen Bezug derart berück-
sichtigen, dass Eigenschaften in der zu prüfenden Verhaltensspezifikation systematisiert 
gegen Eigenschaften des operationellen Kontexts geprüft werden können. Wie in Ab-
schnitt 2.3.2 erläutert, zielt die Kohärenzprüfung auf die Identifikation ungültiger Eigen-
schaften und unvollständiger Eigenschaften in der Verhaltensspezifikation gegenüber 
Eigenschaften des operationellen Kontexts ab. Das hinreichende Kriterium für die Erfül-
lung der Anforderung A.1 wird demzufolge über zwei Teilkriterien wie folgt definiert: 
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Hinreichendes Kriterium zur Erfüllung der Anforderung 1 (K.A.1-II): 
- Der Ansatz adressiert die Identifikation ungültiger Eigenschaften in der Verhaltensspe-
zifikation softwareintensiver reaktiver Systeme in Bezug auf Eigenschaften des opera-
tionellen Kontexts. (K.A.1-IIa) 
- Der Ansatz adressiert die Identifikation unvollständiger Eigenschaften in der Verhal-
tensspezifikation softwareintensiver reaktiver Systeme in Bezug auf Eigenschaften des 
operationellen Kontexts. (K.A.1-IIb) 
Das konkretisierte Ziel der Arbeit fordert, dass die Kohärenzprüfung im Mindesten teil-
automatisiert sein muss, d. h. die Kohärenzprüfung soll teilweise maschinell durchführbar 
sein. Die partielle Automatisierung der Kohärenzprüfung macht es notwendig, dass die zu 
prüfenden Eigenschaften geeignet dokumentiert vorliegen (vgl. Abschnitt 2.3.3). Da nach 
Annahme 1 die zu prüfende Verhaltensspezifikation bereits vorliegt, muss der Ansatz ledig-
lich die Dokumentation der Eigenschaften des operationellen Kontexts unterstützen. Die 
zweite Anforderung an den Ansatz wird daher wie folgt definiert: 
Anforderung 2 an den Ansatz  (A.2)  
„Der Ansatz muss die Dokumentation von Eigenschaften des operationellen Kontexts  
softwareintensiver reaktiver Systeme in der statisch-strukturellen Perspektive unterstützen.“ 
Voraussetzung für die Erfüllbarkeit der Anforderung A.2 ist, dass der zu entwickelnde An-
satz die explizite Dokumentation von Eigenschaften des operationellen Kontexts software-
intensiver reaktiver Systeme ermöglicht. Die Anforderung A.2 besitzt demnach das folgen-
de notwendige Kriterium: 
Notwendiges Kriterium für die Erfüllung von Anforderung 2 (K.A.2-I): 
- Der Ansatz erlaubt die explizite Dokumentation von Eigenschaften des operationellen 
Kontexts in der statisch-strukturellen Perspektive. 
Der operationelle Kontext eines softwareintensiven reaktiven Systems wird über Stimuli 
und Reaktionen des Systems gebildet (vgl. Abschnitt 2.2.3). Zur Dokumentation der Eigen-
schaften des operationellen Kontexts in der statisch-strukturellen Perspektive muss der 
Ansatz daher den statischen Bezug von Stimuli und Reaktionen im Systemkontext doku-
mentieren (vgl. Abschnitt 2.2.4). Das hinreichende Kriterium für die Erfüllung der Anfor-
derung A.2 wird demzufolge wie folgt definiert: 
Hinreichendes Kriterium für die Erfüllung der Anforderung 2 (K.A.2-II): 
- Der Ansatz adressiert die Dokumentation des Bezugs von Stimuli und Reaktionen 




3 Stand der Wissenschaft 
In diesem Kapitel wird der Stand der Wissenschaft in Bezug auf die spezifische Problem-
stellung dieser Arbeit untersucht. Zum Untersuchungsgegenstand gehören solche Arbeiten, 
die einen Beitrag zu der in Abschnitt 1.3 vorgestellten allgemeinen Problemstellung dieser 
Arbeit leisten. Für die betrachteten Forschungsarbeiten wird untersucht, in welchem Um-
fang der jeweilige Beitrag die spezifische Problemstellung dieser Arbeit adressiert. 
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3.1 Bewertungsrahmen für den Stand der Wissenschaft 
Der Bewertungsrahmen für den Stand der Wissenschaft besteht aus einem Kategorisierungs-
schema für relevante Forschungsarbeiten und Bewertungsschemata zur Beurteilung von For-
schungsarbeiten im Hinblick auf deren Beitrag zur Lösung der spezifischen Problemstel-
lung dieser Arbeit. 
3.1.1 Kategorisierungsschema für relevante Forschungsarbeiten 
Eine Forschungsarbeit wird im Weiteren als relevante Forschungsarbeit angesehen, wenn der in 
der Forschungsarbeit entwickelte Ansatz einen Beitrag zur Lösung der allgemeinen Prob-
lemstellung dieser Arbeit leistet. In Bezug auf den Beitrag, den eine relevante Forschungs-
arbeit zur allgemeinen Problemstellung leistet, werden drei Kategorien von Arbeiten unter-
schieden: 
- Kategorie I – Arbeiten zur Dokumentation von Eigenschaften des operationellen Kontexts (Abschnitt 
3.2) 
In diese Kategorie fallen Forschungsarbeiten, die die explizite Dokumentation von 
Eigenschaften des operationellen Kontexts im Requirements Engineering adressieren, 
da dies eine wesentliche Voraussetzung für die Automatisierbarkeit der in dieser Arbeit 
betrachteten Kohärenzprüfung von Verhaltensspezifikationen ist. 
- Kategorie II – Arbeiten zur (teil-)automatisierten Kohärenzsicherung von Anforderungsspezifikatio-
nen (Abschnitt 3.3) 
In diese Kategorie fallen Forschungsarbeiten, die die Automatisierung der Kohärenzsi-
cherung von Anforderungsspezifikationen adressieren. Solche Ansätze machen Aussa-
gen über den semantischen Bezug zwischen Eigenschaften in der Anforderungsspezifi-
kation eines Systems und Eigenschaften des Systemkontexts und leisten dadurch 
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potenziell wesentliche Beiträge für die in dieser Arbeit betrachtete Kohärenzprüfung 
von Verhaltensspezifikationen. 
- Kategorie III – Arbeiten von allgemeiner thematischer Relevanz (Abschnitt 3.4) 
In diese Kategorie fallen Forschungsarbeiten, die einen allgemeinen thematischen Be-
zug zur spezifischen Problemstellung dieser Arbeit besitzen und dabei nicht zu den 
Forschungsarbeiten der Kategorie I oder Kategorie II zählen. 
Forschungsarbeiten der Kategorien I und II werden im Weiteren als verwandte Forschungs-
arbeiten bezeichnet und anhand zweier Bewertungsschemata beurteilt. 
3.1.2 Bewertungsschemata für verwandte Forschungsarbeiten 
Um die Eignung der verwandten Forschungsarbeiten im Hinblick auf die spezifische Prob-
lemstellung dieser Arbeit beurteilen zu können, erfolgt die Untersuchung anhand der in 
Abschnitt 2.4.4 vorgestellten Anforderungen an einen Ansatz zur Kohärenzprüfung von 
Verhaltensspezifikationen gegen Eigenschaften des operationellen Kontexts in der statisch-
strukturellen Perspektive. Die Bewertung der einzelnen Forschungsarbeiten im Hinblick 
auf die Anforderungen A.1 und A.2 geschieht über die in Abschnitt 2.4.4 vorgestellten Be-
wertungskriterien. In Bezug auf diese Bewertungskriterien werden für jede Anforderung 
drei Erfüllungsgrade definiert: vollständig erfüllt, teilweise erfüllt und nicht erfüllt. 
Die Anforderung A.1 legt fest, dass der zu entwickelnde Ansatz die Prüfung der Kohä-
renz von Eigenschaften in Verhaltensspezifikationen softwareintensiver reaktiver Systeme 
gegen Eigenschaften des operationellen Kontexts unterstützt. Tabelle 3-1 zeigt das Bewer-
tungsschema für verwandte Forschungsarbeiten zu Anforderung A.1. Die Bewertung der 
Forschungsarbeiten in Bezug auf die Erfüllung der Anforderung A.1 geschieht über die 










 Der Ansatz adressiert die Identifi-
kation ungültiger Eigenschaften in 
der Verhaltensspezifikation soft-
wareintensiver reaktiver Systeme 
in Bezug auf Eigenschaften des 
operationellen Kontexts. 
Kriterium: K.A.1-IIa 
 Der Ansatz adressiert die Identifi-
kation unvollständiger Eigenschaf-
ten in der Verhaltensspezifikation 
softwareintensiver reaktiver Sys-
teme in Bezug auf Eigenschaften 
des operationellen Kontexts. 
Kriterium: K.A.1-IIb 
 Der Ansatz erfüllt das Krite-
rium K.A.1-II nicht. 
 Der Ansatz macht Aussagen 
über den semantischen Bezug 





 Der Ansatz erfüllt 
das Kriterium 
K.A.1-I nicht. 
Tabelle 3-1: Bewertungsschema für verwandte Forschungsarbeiten in Bezug auf A.1 
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Zur Bewertung von Forschungsarbeiten im Hinblick auf Anforderung A.2 werden die in 
Abschnitt 2.4.4 festgelegten Bewertungskriterien K.A.2-I und K.A.2-II verwendet. Tabelle 










 Der Ansatz adressiert die Doku-
mentation des Bezugs von Stimuli 
und Reaktionen softwareintensi-
ver reaktiver Systeme in der sta-
tisch-strukturellen Perspektive des 
operationellen Kontexts. 
Kriterium: K.A.2-II 
 Der Ansatz erfüllt das Krite-
rium K.A.2-II nicht. 
 Der Ansatz erlaubt die explizite 
Dokumentation von Eigen-
schaften des operationellen 
Kontexts in der statisch-
strukturellen Perspektive. 
Kriterium: K.A.2-I 
 Der Ansatz erfüllt 
das Kriterium 
K.A.2-I nicht. 
Tabelle 3-2: Bewertungsschema für verwandte Forschungsarbeiten in Bezug auf A.2 
Für die beiden Bewertungsschemata in Tabelle 3-1 und Tabelle 3-2 gilt, dass eine For-
schungsarbeit den einer Spalte zugeordneten Erfüllungsgrad erreicht, wenn sämtliche in der 
jeweiligen Spalte angegebenen Bedingungen erfüllt sind.27 
3.2 Arbeiten zur Dokumentation von Eigenschaften des 
operationellen Kontexts 
Die in diesem Abschnitt betrachteten Forschungsarbeiten adressieren die explizite Doku-
mentation von Eigenschaften des operationellen Kontexts im Requirements Engineering 
(vgl. Abschnitt 3.1.1). Die Bewertung der einzelnen Forschungsarbeiten in Bezug auf die 
spezifische Problemstellung dieser Arbeit wird mithilfe der beiden oben vorgestellten Be-
wertungsschemata vorgenommen. 
3.2.1 Ontologien für den operationellen Kontext 
Im ursprünglichen Begriffsverständnis ist eine Ontologie eine grundlegende philosophische 
Position, die Annahmen über die Existenz bestimmter Dinge in der Realität und deren 
Beziehungen formuliert (vgl. [Angeles 1981; Evermann und Wand 2005a; Evermann und 
Wand 2005b]). Im Software Engineering wird unter ‚Ontologie„ ein mehr oder weniger 
formales System von Annahmen über die Struktur der zugrunde liegenden Realität ver-
standen. Die zentralen Konzepte von Ontologien sind nach BUNGE Dinge, Eigenschaften 
von Dingen sowie Gesetze im Sinne von Restriktionen in Bezug auf die Beziehungen zwi-
schen Dingen (vgl. [Bunge 1977; Bunge 1979]). In der Vergangenheit wurden verschiedene 
Ontologien vorgeschlagen, die Annahmen über die Gestalt der Umgebung eines software-
basierten Systems treffen (vgl. [Wand und Weber 1990; Davis et al. 1997; Strang et al. 2003; 
Evermann und Wand 2005b; Jin und Liu 2006; W3C 2009]). In [Davis et al. 1997] wird 
                                                 
27  Die Untersuchung eines Ansatzes, in Bezug auf die für die Erfüllung der Anforderung A.1 oder A.2 hinreichenden Kriterien wird nur 
dann vorgenommen, wenn der jeweilige Ansatz das entsprechende notwendige Kriterium erfüllt. 
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eine Ontologie vorgestellt, die es gestattet, Modelle unterschiedlicher im Requirements 
Engineering verwendeter Sprachen (z. B. [Ward und Mellor 1985; Hatley und Pirbhai 1988; 
Pnueli 1977]) auf generische Konzepte der zugrunde liegenden Ontologie abzubilden, um 
automatisierte Analysen der Modelle zu ermöglichen. Die in [Jin und Liu 2006] vorgeschla-
gene Ontologie trifft wesentliche Aussagen über die Struktur des operationellen Kontexts. 
Diese Ontologie unterscheidet auf der obersten Ebene zwischen verschiedenen Typen von 
Entitäten (z. B. ‚atomic entity„, ‚autonomous entity„), Ereignisse (z. B. ‚physical event„, 
‚signal event„) und Interaktionen zwischen Entitäten (z. B. ‚has_part„, ‚be_triggered_by„). 
Die Ontologien für den operationellen Kontext beziehen sich auf Annahmen über die 
Struktur des operationellen Kontexts eines Systems und treffen keinerlei Aussagen über 
den Bezug solcher Eigenschaften zu Eigenschaften in der Verhaltensspezifikation dieses 
Systems (K.A.1-I nicht erfüllt). 
Ontologien für den operationellen Kontext eines Systems adressieren die Dokumenta-
tion von Eigenschaften des operationellen Kontexts. Die in [Jin und Liu 2006] vorgeschla-
gene Ontologie trifft dabei Aussagen über die statisch-strukturellen Beziehungen im opera-
tionellen Kontext eines Systems (K.A.2-I erfüllt). [Jin und Liu 2006] betrachten verschiedene 
Typen von Ereignissen im operationellen Kontext und treffen dabei Aussagen über den 
Bezug von Ereignissen zu Entitäten im operationellen Kontext (K.A.2-II erfüllt). 
Bewertung für Ontologien des operationellen Kontexts: 
- A.1 nicht erfüllt 
- A.2 erfüllt 
3.2.2 Problem-Frames-Ansatz 
Der Problem-Frames-Ansatz geht auf die Arbeiten von JACKSON zum World-and-the-
Machine-Modell [Jackson 1995a; Jackson 1995b; Jackson 1995c] zurück. Der Grundgedan-
ke des Ansatzes besteht darin, dass das zugrunde liegende Problem sich in dem Realitäts-
ausschnitt (‚world„) manifestiert, in dem das System (‚machine„) später betrieben werden 
soll (vgl. [Jackson 2000; Jackson 2001a; Jackson 2001b]). Zur Erfassung des Problems wird 
die Realität in kleinere Problembereiche (‚problem domains„) zerlegt. Die Eigenschaften der 
Problembereiche werden in Form von Annahmen (‚knowledge„) dokumentiert. Zu den 
einzelnen Problembereichen werden ‚requirements„ ermittelt, die Eigenschaften definieren, 
die durch das zu entwickelnde System etabliert werden sollen. Die ‚specification„ definiert 
die Eigenschaften, die das System an der Schnittstelle besitzen muss, um den ‚requirements„ 
zu genügen. Der Zusammenhang zwischen ‚problem domains„, ‚requirements„ und ‚specifi-
cation„ werden in Form von Problemdiagrammen dokumentiert. Aufbauend auf den 
grundlegenden Arbeiten zum Problem-Frames-Ansatz existieren verschiedene Forschungs-
arbeiten [Li et al. 2006; Seater und Jackson 2006a; Seater und Jackson 2006b], die die Ablei-
tung von Anforderungsspezifikationen aus Problemdiagrammen betrachten. 
Der Problem-Frames-Ansatz trifft Aussagen über den semantischen Bezug zwischen 
der Verhaltensspezifikation im Requirements Engineering (‚specification„) und Eigenschaf-
ten des operationellen Kontexts. Eigenschaften des operationellen Kontexts werden im 
Ansatz durch ‚requirements„ und Annahmen über die einzelnen Problembereiche doku-
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mentiert (K.A.1-I erfüllt). Verschiedene Erweiterungen des Problem-Frames-Ansatzes er-
möglichen zwar die (konstruktive) Ableitung von Anforderungsspezifikationen (im Sinne 
der ‚specification„), allerdings adressieren solche Ansätze nicht die (analytische) Kohärenz-
prüfung bestehender Verhaltensspezifikationen gegen Eigenschaften des operationellen 
Kontexts (K.A.1-II nicht erfüllt). 
Durch die in Problemdiagrammen dokumentierten statischen Abhängigkeiten zwischen 
Problembereichen sowie zwischen Problembereichen und dem zu entwickelnden System 
(‚machine„) werden wesentliche Eigenschaften des operationellen Kontexts in der statisch-
strukturellen Perspektive dokumentiert (K.A.2-I erfüllt). Der Kontextbezug von Stimuli und 
Reaktionen des Systems kann ausgehend von der ‚specification„ über die Problembereiche 
und die zugehörigen ‚requirements„ nachvollzogen werden (K.A.2-II erfüllt). 
Bewertung für den Problem-Frames-Ansatz: 
- A.1 teilweise erfüllt 
- A.2 erfüllt 
3.2.3 Requirements Engineering kontextadaptiver Systeme 
Kontextadaptive Systeme sind Systeme, die die Fähigkeit besitzen, sich zur Laufzeit in 
einem vorher definierten Spektrum möglicher Adaption an Veränderungen im Systemkon-
text anzupassen. Das Ziel der Anpassung des Systems ist dabei, zu gewährleisten, dass das 
System im veränderten Systemkontext seine Anforderungen erfüllt (vgl. [Berry et al. 2005]). 
Die Fähigkeit eines Systems, sich selbst dahin gehend zu überprüfen, ob es unter den gege-
benen Eigenschaften im Systemkontext noch seine Anforderungen erfüllt, wird als Requi-
rements Monitoring [Fickas und Feather 1995, Cohen et al. 1997; Fickas et al. 2002] be-
zeichnet. Das Requirements Monitoring basiert auf einer Menge von Annahmen über den 
Systemkontext (vgl. [Berry et al. 2005]). Die für das Monitoring relevanten Eigenschaften 
des Systemkontexts sind Gegenstand unterschiedlicher Arbeiten. Hierzu gehören For-
schungsbeiträge zur Identifikation und Detaillierung relevanter Kontextinformationen 
[Castelli et al. 2008] und Arbeiten, die, im Sinne eines Referenzmodells, die relevanten 
Eigenschaften des Benutzungskontexts definieren (z. B. [Liu und Yu 2003; Maiden und 
Jones 2004; Sutcliffe et al. 2006]). Andere Forschungsarbeiten beziehen sich auf die Unter-
suchung relevanter Eigenschaften des Systemkontexts adaptiver eingebetteter Systeme 
(z. B. [Schmidt et al. 1999; Sitou und Spanfelner 2007]). 
Ob ein kontextadaptives System unter den aktuellen Eigenschaften des Systemkontexts 
noch seinen Systemzweck erfüllen kann, wird durch den semantischen Bezug zwischen 
Anforderungen und zugehörigen Eigenschaften des Systemkontexts überprüft (K.A.1-I 
erfüllt). Im Requirements Monitoring bei softwareintensiven reaktiven Systemen wird dabei 
für die Eigenschaften in der Verhaltensspezifikation des Systems überprüft, ob diese in 
Anbetracht der aktuellen Eigenschaften des operationellen Kontexts noch gültig sind 
(K.A.1-IIa erfüllt). Da lediglich die Gültigkeit der Anforderung analysiert wird, adressieren 
die Ansätze nicht die Identifikation unvollständiger Eigenschaften in der Verhaltensspezifi-
kation (K.A.1-IIb nicht erfüllt). 
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Im Rahmen des Requirements Engineering für kontextadaptive Systeme werden in 
Kontextmodellen ausgewählte Eigenschaften des operationellen Kontexts dokumentiert, 
für die das betrachtete System, beim Eintreten einer definierten Veränderung im System-
kontext, derart angepasst werden soll, dass es im Betrieb weiterhin seine Anforderungen 
erfüllt. In solchen Kontextmodellen werden teilweise auch Eigenschaften des operationel-
len Kontexts in der statisch-strukturellen Perspektive dokumentiert, zusammen mit Ände-
rungen dieser Eigenschaften, die eine Adaption des Systems notwendig machen (K.A.2-I 
erfüllt). Die entsprechenden Ansätze zielen allerdings nicht darauf ab, den Kontextbezug 
von Stimuli und Reaktionen des betrachteten Systems im operationellen Kontext zu do-
kumentieren (K.A.2-II nicht erfüllt).28 
Bewertung für das Requirements Engineering kontextadaptiver Systeme: 
- A.1 teilweise erfüllt 
- A.2 teilweise erfüllt 
3.2.4 Strukturierte Systemanalyse 
Die Strukturierte Systemanalyse zielt auf die Analyse existierender Systeme oder manueller 
Prozesse, um diese durch ein neues System zu automatisieren oder das analysierte System 
geeignet anzupassen oder zu erweitern. Erste strukturierte Systemanalyseansätze wurden 
Ende der 1970er Jahre vorgeschlagen. Hierzu gehören die verschiedenen ‚Schulen„ der 
Strukturierten Systemanalyse, wie die Structured Analysis (SA) nach [Ross und Brackett 
1976; Ross 1977] oder [DeMarco 1978; Weinberg 1978], die Structured Systems Analysis 
[Gane und Sarson 1977] sowie kombinierte Analyse- und Entwurfsansätze, wie z. B. Struc-
tured Analysis and Design Technique (SADT) [Ross und Schoman 1977] oder Structured 
Design (SD) [Yourdon und Constantine 1979]. Basierend auf diesen frühen Systemanalyse-
ansätzen wurde verschiedene Weiterentwicklungen vorgeschlagen, wie z. B. Essential Sys-
tems Analysis [McMenamin und Palmer 1988], Modern Structured Analysis [Yourdon 
1989] oder Structured Systems Analysis and Design Method (SSADM) [Ashworth und 
Goodland 1990]. Es existieren auch strukturierte Systemanalyseansätze, die speziell die 
Analyse reaktiver Systeme unterstützen (z. B. SA/RT [Ward und Mellor 1985; Hatley und 
Pirbhai 1988]). 
Ansätze zur Strukturierten Systemanalyse (z. B. [Ross und Schoman 1977; DeMarco 
1978]) treffen allgemeine Aussagen über den semantischen Bezug zwischen in Kontextmo-
dellen dokumentierten Eigenschaften des operationellen Kontexts und der Spezifikation 
des Verhaltens einzelner Systemfunktionen (z. B. zwischen ‚Minispecs„ und Datenflussmo-
dellen). Allerdings trennen diese Ansätze nicht zwischen notwendigen Eigenschaften des 
Systems an der Schnittstelle zur Umgebung und systeminternen Eigenschaften der System-
funktionen (Prozesse). Demzufolge machen die einschlägigen Ansätze keine Aussagen über 
                                                 
28  Bei kontextadaptiven Systemen können demnach zwei Arten von Stimuli unterschieden werden: (1) Stimuli, die eine Anpassung des 
Systems notwendig machen; (2) ‚reguläre„ Stimuli, die eine Reaktion des Systems in die Umgebung bewirken. Ansätze zum Require-
ments Engineering kontextadaptiver Systeme betrachten zumindest den Kontextbezug solcher Stimuli, die eine Adaption des Systems 
notwendig machen.  
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den semantischen Bezug zwischen der Verhaltensspezifikation eines Systems (vgl. Defini-
tion 2-2) und Eigenschaften des operationellen Kontexts (K.A.1-I nicht erfüllt). 
Es existieren Ansätze, die speziell die Analyse reaktiver Systeme unterstützen (vgl. 
[Ward und Mellor 1985; Hatley und Pirbhai 1988]). Diese Ansätze gestatten eine einge-
schränkte Dokumentation von Eigenschaften des operationellen Kontexts, z. B. durch 
Quellen und Senken im Systemkontext und zugehörige Stimuli und Reaktionen (K.A.2-I 
erfüllt). Die einschlägigen Ansätze adressieren nicht die Dokumentation des Kontextbezugs 
von Stimuli und Reaktionen in der statisch-strukturellen Perspektive des operationellen 
Kontexts (K.A.2-II nicht erfüllt). 
Bewertung für die Strukturierte Systemanalyse: 
- A.1 nicht erfüllt 
- A.2 teilweise erfüllt 
3.2.5 Szenarien im Requirements Engineering 
Ein Szenario (Szenarium)29 ist eine exemplarische Ereignisfolge zwischen Interaktionspart-
nern (z. B. Systemen und Personen), deren Ausführung zur Erfüllung eines Ziels bezie-
hungsweise zur Realisierung eines Mehrwertes führt (vgl. z. B. [Potts et al. 1994; Potts 
1995; Haumer et al. 1998; Sutcliffe et al. 1998]). Einige szenariobasierte Ansätze unterstüt-
zen speziell das Requirements Engineering für eingebettete Systeme (vgl. [Pohl 2007; Ma-
vin et al. 2008]). Darüber hinaus existieren Ansätze, die auf die Dokumentation von Szena-
rien zum Zweck der Ableitung von Anforderungsspezifikationen abzielen (z. B. [van 
Lamsweerde und Willemet 1998]). In der Vergangenheit wurde eine Vielzahl von Taxono-
mien für Szenarien vorgeschlagen (z. B. [Rolland et al. 1998]). Eine in Bezug auf die Do-
kumentation von Eigenschaften des operationellen Kontexts wesentliche Differenzierung 
von Szenarien unterscheidet zwischen Szenarien, die systeminterne Abläufe dokumentieren 
(Typ-A-Szenarien), Szenarien, die Abläufe zwischen Personen oder Systemen in der Um-
gebung des Systems und dem System dokumentieren (Typ-B-Szenarien) und Szenarien, die 
Abläufe in der Umgebung des Systems ohne direkten Bezug zum System dokumentieren 
(Typ-C-Szenarien). 
Spezifische Ansätze (u. a. [van Lamsweerde und Willemet 1998]) ermöglichen die Ablei-
tung von Anforderungsspezifikationen aus dokumentierten Szenarien. Solche Ansätze tref-
fen Aussagen über den semantischen Bezug zwischen den in Szenarien dokumentierten 
Eigenschaften des operationellen Kontexts und Anforderungen in der Verhaltensspezifika-
tion des betrachteten Systems (K.A.1-I erfüllt). Einschlägige Ansätze gewährleisten daher die 
Kohärenz zwischen den in Szenarien dokumentierten Eigenschaften des operationellen 
Kontexts und den abgeleiteten Anforderungsspezifikationen im Sinne einer konstruktiven 
Maßnahme. Die Prüfung bestehender Verhaltensspezifikationen auf ungültige oder unvoll-
ständige Eigenschaften gegenüber in Szenarien dokumentierten Eigenschaften des opera-
tionellen Kontexts wird nicht adressiert (K.A.1-II nicht erfüllt). 
                                                 
29  Die Singular-Form des Terminus ‚Szenarien„ ist im Deutschen der Terminus ‚Szenarium„. Da in der Fachterminologie die Verwendung 
des Terminus ‚Szenario„ sehr verbreitet ist, wird im Weiteren dieser Terminus verwendet. 
40 TEIL I – EINLEITUNG 
 
Szenarien dokumentieren Eigenschaften in der dynamischen Perspektive (vgl. Abschnitt 
2.2.4) und adressieren demzufolge nicht die Dokumentation von Eigenschaften des opera-
tionellen Kontexts in der statisch-strukturellen Perspektive (K.A.2-I nicht erfüllt). 
Bewertung für Szenarien im Requirements Engineering: 
- A.1 teilweise erfüllt 
- A.2 nicht erfüllt 
3.2.6 Use Cases und Objektorientierte Analyse 
In der Objektorientierten Analyse haben sich die in [Jacobson et al. 1992] vorgeschlagenen 
Use Cases als Bestandteil der Unified Modeling Language (UML) [OMG 2005a] und des 
Unified Process [Kruchten 2003] als zentrales Konzept etabliert.30 Ein Use Case bezieht 
sich auf die Nutzungsbeziehung zwischen Funktionen des Systems (Use Cases) und Akteu-
ren in der Umgebung des Systems (vgl. [Jacobson et al. 1992]). Die Dokumentation der 
Use Cases basiert auf zwei komplementären Beschreibungsmitteln. Use-Case-Diagramme 
dokumentieren die grobgranulare funktionale Zerlegung des betrachteten Systems in Use 
Cases, deren Beziehungen zueinander und die Beziehungen zwischen Use Cases und Ak-
teuren in der Umgebung. Im Mittelpunkt der Use-Case-Spezifikation steht die Definition 
der Szenarien und Aktivierungsbedingungen des Use Cases. Die Szenarien beschreiben die 
exemplarische Ausführung des Use Cases durch Ereignisfolgen zwischen dem Use Case 
und seiner Umgebung (vgl. z. B. [Kulak und Guiney 2000; Cockburn 2001; Bittner und 
Spence 2003]). Eine Aktivierungsbedingung ist eine Bedingung in der Umgebung des Sys-
tems, deren Eintritt dazu führt, dass der zugehörige Use Case ausgeführt wird. Es existiert 
eine Vielzahl von Erweiterungen des Use-Case-Ansatzes, die die spezifischen Merkmale 
reaktiver Systeme berücksichtigen und entsprechend adaptierte Techniken vorschlagen 
(z. B. [Zhang 1999; Nasr et al. 2002; Denger et al. 2003; Omasreiter und Metzker 2004; 
Pettersson et al. 2005]).31 Der in [Fortuna et al. 2008] vorgeschlagene Ansatz erlaubt z. B. 
die Integration von Use Cases und Domänenmodellen, um Use Cases mit zusätzlichem 
Domänenwissen anzureichern. 
Aktivierungsbedingungen und Szenarien dokumentieren Eigenschaften in Bezug auf das 
Verhalten, welches das System an seiner Schnittstelle zur Umgebung aufweisen muss, um 
die beabsichtigte Nutzung zu ermöglichen. Der Use-Case-Ansatz trifft demzufolge Aussa-
gen über den semantischen Bezug zwischen der Verhaltensspezifikation und Eigenschaften 
des operationellen Kontexts, die in Use-Case-Diagrammen und Use-Case-Spezifikationen 
dokumentiert sind (K.A.1-I erfüllt). Die Kohärenzprüfung von Verhaltensspezifikationen 
                                                 
30  Die Objektorientierte Analyse basiert auf dem Grundgedanken ein zu analysierendes System als eine Menge miteinander interagieren-
der Objekte zu betrachten. Die in der Objektorientierten Analyse betrachteten Objekte repräsentieren dabei Dinge in der realen Welt 
oder Dinge eines im zu analysierenden System abzubildenden anderen Systems. Bekannte Ansätze zur Objektorientierten Analyse sind 
z. B. [Shlaer und Mellor 1989; Coad und Yourdon 1990; Booch 1991; Rumbaugh et al. 1991; Jacobson et al. 1992]. Wesentliches Er-
gebnis der Objektorientierten Analyse ist dabei eine Differenzierung des Analysegegenstandes in solche Objekte und Aktivitäten, die 
von dem betrachteten System ausgeführt werden und Objekte und Aktivitäten der Umgebung des Systems. Eigenschaften des opera-
tionellen Kontexts werden in OMT [Rumbaugh et al. 1991] durch das ‚Event-Trace-Diagram„ und in [Firesmith 1993] durch eine spe-
zifisches Kontextdiagramm (ähnlich den Kontextdiagrammen in der Strukturierten Systemanalyse) dokumentiert. 
31 Use-Case-Diagramme und ergänzende Use-Case-Spezifikationen decken die drei Modellierungsperspektiven in traditionellen objekt-
orientierten Analyseansätzen ab, d. h. statisch-strukturelle Perspektive, funktionale Perspektive, dynamische Perspektive. Aufgrund der 
Verbreitung wird im Folgenden die Bewertung der objektorientierten Analyseansätze stellvertretend am Beispiel des Use-Case-
Ansatzes vorgenommen. 
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gegen die im Use-Case-Ansatz dokumentierten Eigenschaften des operationellen Kontexts 
wird von den einschlägigen Ansätzen nicht adressiert (K.A.1-II nicht erfüllt).  
Durch die in Use-Case-Diagrammen dokumentierten Nutzungsabhängigkeiten zwischen 
Akteuren in der Umgebung des Systems und dem betrachteten System ermöglicht der Use-
Case-Ansatz eine eingeschränkte Dokumentation von Eigenschaften des operationellen 
Kontexts in der statisch-strukturellen Perspektive (K.A.2-I erfüllt). Die einschlägigen Ansät-
ze adressieren nicht die Dokumentation des Kontextbezugs von Stimuli und Reaktionen in 
der statisch-strukturellen Perspektive des operationellen Kontexts (K.A.2-II nicht erfüllt). 
Bewertung für Use Cases und die Objektorientierte Analyse: 
- A.1 teilweise erfüllt 
- A.2 teilweise erfüllt 
3.2.7 Vier-Variablen-Modell 
Das Vier-Variablen-Modell [Heninger 1980; Parnas und Clements 1986; van Schouwen et 
al. 1992; Parnas und Madey 1995] basiert auf Relationen, die sich jeweils auf spezifische 
Eigenschaften der Umgebung des Systems und auf das zu entwickelnde System beziehen. 
Die Relation NAT beschreibt Einschränkungen in Bezug auf Werte, die relevante Größen 
in der Umgebung des Systems einnehmen können. Die Relation REQ definiert das erlaubte 
Verhalten des Systems in dessen Umgebung. Die Relation IN beschreibt die Eingaben des 
Systems aus der Umgebung und die Relation OUT die Ausgaben des Systems an der 
Schnittstelle zur Umgebung. Die Definition der Relationen geschieht über die vier Variab-
len m (monitored), c (system-controlled), i (input register) und o (output register). Eine 
Variable des Typs ‚monitored„ bezieht sich auf die Ausprägung einer vom System zu über-
wachenden Umgebungsgröße und eine Variable des Typs ‚system-controlled„ auf eine vom 
System zu regulierende Umgebungsgröße. Das Eintreten eines für das System relevanten 
Ereignisses wird über die Ausprägung von Werten überwachter Umgebungsgrößen defi-
niert. Die Reaktion eines Systems wird über Umgebungsgrößen definiert, die vom System 
reguliert werden (vgl. [Heninger 1980]). In Bezug auf die Eigenschaften des operationellen 
Kontexts unterscheidet der Ansatz durch die Relationen NAT und REQ, solche Eigenschaf-
ten des operationellen Kontexts, die unabhängig von der Existenz des betrachteten Sys-
tems existieren (NAT) und solche Eigenschaften, die im operationellen Kontext durch das 
zu entwickelnde System etabliert werden (REQ). Die Relationen NAT, REQ, IN und OUT 
dienen im Vier-Variablen-Modell dazu, die spezifischen Inhalte unterschiedlicher Doku-
menttypen im Entwicklungsprozess zu charakterisieren. 
Durch den Bezug der Relationen NAT und REQ zu den spezifischen Inhalten der Do-
kumenttypen trifft das Vier-Variablen-Modell Aussagen über den semantischen Bezug zwi-
schen Eigenschaften des operationellen Kontexts (NAT, REQ) und der Verhaltensspezifika-
tion im Requirements Engineering, die im Ansatz Teil des ‚Software Requirements Docu-
ment‟ ist (K.A.1-I erfüllt). Das Vier-Variablen-Modell adressiert allerdings nicht die Kohä-
renzprüfung von Eigenschaften im ‚Software Requirements Document„ gegenüber Eigen-
schaften des operationellen Kontexts, die in NAT und REQ dokumentiert sind (K.A.1-II 
nicht erfüllt). 
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Der Ansatz ermöglicht die Dokumentation solcher Eigenschaften in der statisch-
strukturellen Perspektive des operationellen Kontexts, die sich auf die funktionale Einbet-
tung des Systems in diese Umgebung (insb. NAT, REQ) beziehen (K.A.2-I erfüllt). Der Kon-
textbezug von Stimuli und Reaktionen kann im Ansatz dokumentiert werden, allerdings mit 
entsprechend eingeschränkter Dokumentationsreichweite (K.A.2-II erfüllt). 
Bewertung für das Vier-Variablen-Modell: 
- A.1 teilweise erfüllt 
- A.2 erfüllt32 
3.2.8 Zusammenfassung 
In diesem Abschnitt wurde die Eignung der verwandten Forschungsarbeiten in der Kate-
gorie I in Bezug auf die beiden Anforderungen A.1 und A.2 untersucht. Tabelle 3-3 fasst 
die Ergebnisse dieser Untersuchung nochmals zusammen. 
Forschungsarbeiten Abschn. A.1 A.2 
Ontologien für den operationellen Kontext 3.2.1   
Problem-Frames-Ansatz 3.2.2   
Requirements Engineering kontextadaptiver Systeme 3.2.3   
Strukturierte Systemanalyse 3.2.4   
Szenarien im Requirements Engineering 3.2.5   
Use Cases und Objektorientierte Analyse 3.2.6   
Vier-Variablen-Modell 3.2.7   
Tabelle 3-3: Zusammenfassende Beurteilung der Forschungsarbeiten in Kategorie I 
Die Ergebnisse der Untersuchung verwandter Forschungsarbeiten in der Kategorie I wer-
den gemeinsam mit den weiteren Ergebnissen der Untersuchung des Stands der Wissen-
schaft in Abschnitt 3.5 zusammenfassend diskutiert und bewertet. 
3.3 Arbeiten zur (teil-)automatisierten Kohärenzsicherung von 
Anforderungsspezifikationen 
In diesem Abschnitt werden Forschungsarbeiten betrachtet, die die Automatisierung der 
Kohärenzsicherung von Anforderungsspezifikationen adressieren. Die Bewertung der For-
schungsarbeiten wird wiederum mithilfe der in Abschnitt 3.1.2 vorgestellten Bewertungs-
schemata vorgenommen. 
                                                 
32  Das Vier-Variablen-Modell erfüllt zwar sämtliche Kriterien der Anforderung A.2, allerdings ist die Dokumentationsreichweite im 
operationellen Kontext lediglich auf Umgebungsgrößen, zugehörige Einschränkungen (NAT) und die funktionalen Beziehungen zwi-
schen überwachten und regulierten Beziehungsgrößen (REQ) beschränkt. 
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3.3.1 Ansatz von Darimont, Letier und van Lamsweerde 
Bei dem Ansatz von DARIMONT, LETIER und VAN LAMSWEERDE [Darimont und van 
Lamsweerde 1996; Letier und van Lamsweerde 2002] handelt es sich um einen konstrukti-
ven Ansatz zur Ableitung von Spezifikation aus Modellen des KAOS-Ansatzes [van 
Lamsweerde et al. 1991; Dardenne et al. 1993]. Die Spezifikation des betrachteten Systems 
wird im Ansatz inkrementell, ausgehend von KAOS-Modellen des betrachteten Systems, 
derart konstruiert, dass durch die Anwendung einer formalen Regelbasis die Korrektheit 
der abgeleiteten Spezifikationen in der Konstruktion gewährleistet ist. Im Mittelpunkt des 
Ansatzes steht die Operationalisierung von Zielen durch verschiedene Regeln zur Ablei-
tung, die die im KAOS-Ansatz in temporaler Logik spezifizierten Ziele auf Vorbedingun-
gen, Nachbedingungen und Aktivierungsbedingungen (‚trigger conditions„) von Operatio-
nen des Systems abbildet. Die Ableitungsregeln zwischen Zielen und zugehörigen Opera-
tionen definieren Muster zur Ableitung von Spezifikationen aus spezifizierten Zielen in 
KAOS [Darimont und van Lamsweerde 1996]. Da die Ableitungsregeln formal spezifiziert 
sind, kann die Konstruktion der Verhaltensspezifikation im Ansatz automatisiert werden. 
Die Verhaltensspezifikation des Systems liegt im Ansatz durch eine Menge spezifizierter 
Operationen vor. Die Ableitungsregeln zwischen Zielen und Operationen treffen Aussagen 
über den semantischen Bezug spezifischer Eigenschaften des operationellen Kontexts und 
der Verhaltensspezifikation (K.A.1-I erfüllt). Der Ansatz stellt die Korrektheit der abgeleite-
ten Verhaltensspezifikation per Konstruktion sicher. Allerdings bietet der Ansatz keine 
Verfahren zur Identifikation von Kohärenzbrüchen in unabhängig erstellten Verhaltens-
spezifikationen gegenüber Eigenschaften des operationellen Kontexts (K.A.1-I nicht erfüllt). 
Die Zielspezifikationen dokumentieren spezifische Eigenschaften des operationellen 
Kontexts in der statisch-strukturellen Perspektive, da sie Intentionen von Agenten doku-
mentieren, die im Systembetrieb mit dem betrachteten System in einer Nutzungsbeziehung 
stehen (K.A.2-I erfüllt).  
Zielspezifikationen können Stimulus-Reaktions-Muster abbilden (vgl. [Darimont und 
van Lamsweerde 1996]), wobei in den entsprechenden Ansätzen lediglich der Bezug von 
Stimuli und Reaktionen zu den in Zielspezifikationen dokumentierten Eigenschaften des 
Systemkontexts hergestellt wird. Die Dokumentation des Kontextbezugs von Stimuli und 
Reaktionen wird in den einschlägigen Ansätzen nicht adressiert (K.A.2-II nicht erfüllt).  
Bewertung für den Ansatz von Darimont, Letier und van Lamsweerde: 
- A.1 teilweise erfüllt 
- A.2 teilweise erfüllt 
3.3.2 Ansatz von Hayes, Jackson und Jones 
Bei dem Ansatz von HAYES, JACKSON und JONES [Hayes et al. 2003] handelt es sich um 
einen konstruktiven Ansatz zur Ableitung von Verhaltensspezifikationen reaktiver Systeme 
aus spezifischen Eigenschaften der Umgebung des Systems (vgl. Abschnitt 3.2.2). Der An-
satz basiert auf der Arbeit von JACKSON und ZAVE [Jackson und Zave 1995], die exempla-
risch die Ableitung der Verhaltensspezifikation eines Systems im World-and-the-Machine-
Modell zeigt [Jackson 1995b; Jackson 1995c]. Grundgedanke des Ansatzes ist, dass die 
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Verhaltensspezifikation eines Systems aus der Verhaltensspezifikation des umgebenden 
Systems (d. h. der Umgebung des Systems) bestimmt werden kann. Die Spezifikation der 
Umgebung des Systems geschieht auf Grundlage der im World-and-the-Machine-Modell 
vorgeschlagenen Differenzierung zwischen Annahmen (‚assumptions„) über die Umgebung 
des Systems und den ‚requirements„, die definieren, welche Eigenschaften in der Umge-
bung des Systems durch das betrachtete System etabliert werden sollen. Ausgehend von der 
formalen Spezifikation des relevanten Verhaltens der Umgebung des Systems wird dieses 
im Ansatz sukzessive auf formal spezifizierte Eigenschaften des betrachteten Systems an 
dessen Schnittstelle (‚guarantee conditions„) und zugehörige Annahmen (‚rely conditions„) 
reduziert (vgl. auch [Coleman 2006]). Da sowohl die im Ansatz relevanten Eigenschaften 
der Umgebung des Systems als auch die Reduktionsregeln formal spezifiziert sind, kann die 
Ableitung der Verhaltensspezifikation im Ansatz automatisiert werden. 
Durch die Reduktionsregeln zur Ableitung der Verhaltensspezifikation aus der Spezifi-
kation der Umgebung des Systems trifft der Ansatz Aussagen über den semantischen Be-
zug zwischen der Verhaltensspezifikation eines Systems und Eigenschaften des operatio-
nellen Kontexts (K.A.1-I erfüllt). Das Verfahren stellt konstruktiv die Korrektheit und Voll-
ständigkeit der abgeleiteten Spezifikation sicher, allerdings adressiert der Ansatz nicht die 
Identifikation ungültiger oder unvollständiger Eigenschaften in der Verhaltensspezifikation 
eines Systems gegenüber Eigenschaften des operationellen Kontexts (K.A.1-II nicht erfüllt). 
Durch die im Ansatz betrachteten ‚rely conditions„ werden spezifische dynamische 
Eigenschaften des operationellen Kontexts dokumentiert. Der Ansatz adressiert allerdings 
nicht die Dokumentation von Eigenschaften des operationellen Kontexts in der statisch-
strukturellen Perspektive (K.A.2-I nicht erfüllt). 
Bewertung für den Ansatz von Hayes, Jackson und Jones: 
- A.1 teilweise erfüllt 
- A.2 nicht erfüllt 
3.3.3 Ansatz von Johnson 
Bei dem Ansatz von JOHNSON [Johnson 1988] handelt es sich um ein konstruktives Ver-
fahren zur Ableitung der Verhaltensspezifikation eines Systems aus der Spezifikation von 
Eigenschaften, die in der Umgebung des Systems durch das System etabliert werden sollen. 
Die betrachteten Spezifikationen basieren dabei auf der Spezifikationssprache GIST [Balzer 
et al. 1976; Balzer und Goldman 1979; Swartout 1983]. Ausgangspunkt des Ansatzes ist die 
‚high-level specification„, eine formale Spezifikation des gewünschten Verhaltens der Um-
gebung, das durch das System etabliert werden soll. Die ‚high-level specification„ beruht 
dabei auf der sogenannten ‚perfect knowledge assumption„, die die Annahme trifft, dass das 
betrachtete System vollständiges Wissen über dessen Umgebung besitzt. Die Ableitung der 
Verhaltensspezifikation erfolgt mithilfe von Direktiven (‚high-level editing commands„) zur 
sukzessiven Überführung der ‚high-level specification„ in die ‚low-level specification„. Bei 
der ‚low-level specification„ handelt es sich dabei um eine implementierbare Verhaltensspe-
zifikation des Systems. Zum Beispiel eliminiert die Direktive ‚splice„ die ‚perfect knowledge 
assumption„ in der ‚high-level-specification„ derart, dass die resultierende Spezifikation die 
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tatsächlich für das System wahrnehmbaren beziehungsweise verfügbaren Eigenschaften der 
Umgebung berücksichtigt. 
Die ‚high-level editing commands„ des Ansatzes überführen die ‚high-level specification„ 
in die ‚low-level specification„ des Systems. Da die ‚high-level specification„ Eigenschaften 
des operationellen Kontexts dokumentiert und die ‚low-level specification„ Eigenschaften 
spezifiziert, die das System an seiner Schnittstelle zur Umgebung aufweisen muss, treffen 
die Direktiven des Ansatzes Aussagen über den semantischen Bezug zwischen der Verhal-
tensspezifikation und Eigenschaften des operationellen Kontexts (K.A.1-I erfüllt). Der An-
satz stellt konstruktiv die Korrektheit und Vollständigkeit der abgeleiteten ‚low-level speci-
fication„ sicher, allerdings adressiert der Ansatz nicht die Identifikation ungültiger oder un-
vollständiger Eigenschaften in der ‚low-level specification„ gegen die ‚high-level specifica-
tion„ (K.A.1-II nicht erfüllt). 
Die ‚high-level specification‟ dokumentiert spezifische Eigenschaften des operationellen 
Kontexts in Bezug auf das Verhalten von Aspekten in der Umgebung des Systems und das 
Verhalten, das durch das betrachtete System in der Umgebung des Systems etabliert wer-
den soll. Der Ansatz adressiert allerdings nicht die Dokumentation von Eigenschaften des 
operationellen Kontexts in der statisch-strukturellen Perspektive (K.A.2-I nicht erfüllt). 
Bewertung für den Ansatz von Johnson: 
- A.1 teilweise erfüllt 
- A.2 nicht erfüllt 
3.3.4 Ansatz von Leite und Freeman 
Bei dem Ansatz von LEITE und FREEMAN [Leite und Freeman 1991] handelt es sich um 
ein allgemeines analytisches Verfahren zur Identifikation von Fehlern und Unvollständig-
keiten in Anforderungen. Im Ansatz sind Anforderungen über solche Eigenschaften des 
Systemkontexts definiert, die durch das System im Systemkontext etabliert werden sollen. 
Der Ansatz basiert auf dem in [Mullery 1979] eingeführten Viewpoint-Konzept. Die Sys-
tematik des Ansatzes sieht vor, dass verschiedene Akteure (‚actors„), aus spezifischen Sicht-
punkten (‚viewpoints„), Eigenschaften des Systemkontexts (‚universe of discourse„) in 
unterschiedlichen Perspektiven (‚perspectives„) dokumentieren. Die in den Perspektiven 
eines Sichtpunktes modellierten Eigenschaften werden zu Sichten (‚view„) der entsprechen-
den Akteure zusammengefasst. Der ‚static analyzer„ des Ansatzes erlaubt einen statischen 
Vergleich der in den Sichten dokumentierten Eigenschaften, wodurch im Rahmen der Ana-
lyse mögliche Unvollständigkeiten oder Widersprüche zwischen gleichen Perspektiven 
unterschiedlicher Sichten automatisiert identifiziert werden können. 
Der Ansatz adressiert die Identifikation unvollständiger oder widersprüchlicher Eigen-
schaften zwischen verschiedenen Sichten auf den Systemkontext, durch eine im ‚static ana-
lyzer„ implementierte Regelbasis. Beim Vergleich verschiedener Sichten berücksichtigt die 
Regelbasis allerdings nur Diskrepanzen zwischen gleichen Perspektiven. Der Ansatz erlaubt 
es, die in verschiedenen Sichten dokumentierten Eigenschaften gleicher Perspektiven zu 
überprüfen. Eigenschaften des operationellen Kontexts und in der Verhaltensspezifikation 
definierten Eigenschaften stellen im Sinne des Ansatzes allerdings unterschiedliche Pers-
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pektiven auf den Systemkontext dar. Der Ansatz betrachtet daher keine Aussagen über den 
semantischen Bezug zwischen unterschiedlichen Perspektiven und trifft demzufolge auch 
keine Aussagen über den semantischen Bezug zwischen der Verhaltensspezifikation und 
Eigenschaften des operationellen Kontexts (K.A.1-I nicht erfüllt). 
Der Ansatz bietet eine Überprüfung für Anforderungen eines Systems, die über Eigen-
schaften des Systemkontexts definiert sind. Bezogen auf den operationellen Kontext do-
kumentieren die im Ansatz betrachteten Perspektiven (z. B. ‚UoD hierarchies„ und ‚data 
perspective‟) spezifische Eigenschaften des operationellen Kontexts in der statisch-
strukturellen Perspektive (K.A.2-I erfüllt). Die Dokumentation des Bezugs von Stimuli und 
Reaktionen in der statisch-strukturellen Perspektive des operationellen Kontexts wird im 
Ansatz nicht adressiert (K.A.2-II nicht erfüllt). 
Bewertung für den Ansatz von Leite und Freeman: 
- A.1 nicht erfüllt 
- A.2 teilweise erfüllt 
3.3.5 Ansatz von Rapanotti, Hall und Li 
Bei dem Ansatz von RAPANOTTI, HALL und LI [Rapanotti et al. 2006] handelt es sich um 
ein konstruktives Verfahren zur Ableitung von Verhaltensspezifikationen durch schrittwei-
se Reduktion des zugrunde liegenden Problems.33 Die Forschungsarbeit basiert auf den 
Arbeiten von M. JACKSON zum World-and-the-Machine-Modell [Jackson 1995b; Jackson 
1995c] und zum Problem-Frames-Ansatz [Jackson 2000; Jackson 2001a] (vgl. Abschnitt 
3.2.2).34 Dieser Ansatz gründet sich auf die Beobachtung, dass sich das zugrunde liegende 
Entwicklungsproblem im Systemkontext des betrachteten Systems manifestiert. Ausgehend 
von den Problemdiagrammen wird die Reduktion im Ansatz dabei schrittweise vorge-
nommen. Ist beispielsweise ein ‚requirement„ RA gegeben, das sich auf eine ‚domain„ DA 
bezieht, die über eine ‚domain„ DB mit dem System (‚machine„) in Beziehung steht, wird, 
ausgehend von diesem Konstrukt, ein ‚requirements„ RB definiert, das sich lediglich auf die 
‚domain„ RB bezieht und garantiert, dass RA durch das System (‚machine„) erfüllt wird, 
wenn RB erfüllt wird. Die Reduktion wird weitergeführt, bis nur noch ‚requirements„ vor-
handen sind, die sich unmittelbar auf das System beziehen (‚specification„). 
Durch die schrittweise Reduktion von Problemdiagrammen, die Eigenschaften des ope-
rationellen Kontexts dokumentieren, auf die Verhaltensspezifikation des Systems, trifft der 
Ansatz Aussagen über den semantischen Bezug zwischen der Verhaltensspezifikation eines 
Systems und Eigenschaften des operationellen Kontexts (K.A.1-I erfüllt). Das Verfahren 
stellt konstruktiv die Kohärenz der abgeleiteten Verhaltensspezifikation zu den in den Pro-
                                                 
33  Ein ähnliches Verfahren, das eine Ableitung von Verhaltensspezifikationen aus Problemdiagrammen durch schrittweise Redefinition 
der ‚requirements„ entlang der Domänen (‚domains„) vornimmt, wird von SEATER und D. JACKSON in [Seater und Jackson 2006a; Sea-
ter und Jackson 2006b] vorgeschlagen. Da beide Ansätze sich in Bezug auf die spezifische Problemstellung dieser Arbeit nicht signifi-
kant unterscheiden, wird hier stellvertretend der Ansatz von RAPANOTTI, HALL und LI [Rapanotti et al. 2006] betrachtet. 
34  GUNTER, GUNTER, JACKSON und ZAVE schlagen in [Gunter et al. 2000] ein Referenzmodell (W-R-S-P-M) zur Anwendung formaler 
Ansätze vor, das auf dem ‚World-and-the-Machine„-Modell beruht. Das Referenzmodell macht allgemeine Aussagen über den seman-
tischen Zusammenhang zwischen ‚world„ (W), den ‚requirements„ (R), der ‚specification„ (S), dem ‚program„ (P) und der ‚machine„ (M) 
und definiert dadurch einen formalen Rahmen zur Ableitung der ‚specification„ (S) aus Eigenschaften von W und R. Der Ansatz von 
JURETA, MYLOPOULOS und FAULKNER [Jureta et al. 2008] definiert auf Basis des Referenzmodells von [Gunter et al. 2000] eine onto-
logische Basis für das Requirements Engineering. 
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blemdiagrammen dokumentierten Eigenschaften des operationellen Kontexts sicher, aller-
dings adressiert der Ansatz nicht die Identifikation ungültiger oder unvollständiger Eigen-
schaften in der Verhaltensspezifikation gegenüber den in Problemdiagrammen dokumen-
tierten Eigenschaften des operationellen Kontexts (K.A.1-II nicht erfüllt). 
Im Ansatz wird die Verhaltensspezifikation (‚specification„) des Systems (‚machine„) aus 
Problemdiagrammen des Problem-Frames-Ansatzes abgeleitet. Wie in Abschnitt 3.2.2 er-
läutert, dokumentieren Problemdiagramme wesentliche Eigenschaften des operationellen 
Kontexts in der statisch-strukturellen Perspektive (K.A.2-I erfüllt). Zudem wird in Problem-
diagrammen der Kontextbezug von Stimuli und Reaktionen des Systems dokumentiert 
(K.A.2-II erfüllt). 
Bewertung für den Ansatz von Rapanotti, Hall und Li: 
- A.1 teilweise erfüllt 
- A.2 erfüllt 
3.3.6 Ansatz von Silva 
Bei dem Ansatz von SILVA [Silva 2002] handelt es sich um ein analytisches Verfahren zur 
Identifikation ungültiger oder unvollständiger Eigenschaften zwischen verschiedenen im 
Requirements Engineering betrachteten Kategorien von Informationen. Der Ansatz be-
rücksichtigt dabei Sichtpunkte (Viewpoints) im Sinne der Arbeiten zum Viewpoint-
basierten Requirements Engineering (vgl. Abschnitt 3.3.4). Die Informationen innerhalb 
eines Sichtpunktes werden entlang der im World-and-the-Machine-Modell [Jackson 1995b; 
Jackson 1995c] vorgeschlagenen Differenzierung in drei groben Kategorien ‚knowledge„, 
‚requirements„ und ‚specification„ unterteilt (vgl. Abschnitt 3.2.2). Der Ansatz unterscheidet 
Diskrepanzen, die zwischen Informationen gleicher Kategorie in verschiedenen Viewpoints 
bestehen (‚pure discrepancies„) und solche Diskrepanzen, die zwischen Informationen ver-
schiedener Kategorien auftreten (‚mixed discrepancies„).35 Bei Diskrepanzen in Bezug auf 
Informationen verschiedener Kategorien wird unter anderem zwischen Diskrepanzen des 
Typs ‚domain-to-specification„ und ‚requirements-to-specification„ unterschieden. Der An-
satz stellt allgemeine Konzepte zur Identifikation von Diskrepanzen zur Verfügung, die 
gegebenenfalls im Hinblick auf die jeweils gewählten Dokumentationstechniken angepasst 
werden müssen. Die Identifikation von ‚mixed discrepancies„ basiert auf Aussagen über 
den semantischen Bezug zwischen den in verschiedenen Kategorien dokumentierten In-
formationen. 
Durch die Regelbasis zur Identifikation von ‚mixed discrepancies„ des Typs ‚domain-to-
specification„ und ‚requirements-to-specification„ trifft der Ansatz Aussagen über den se-
mantischen Bezug zwischen der Verhaltensspezifikation und Eigenschaften des operatio-
nellen Kontexts (K.A.1-I erfüllt). Das Verfahren zur Identifikation von Diskrepanzen des 
Typs ‚domain-to-specification„ und ‚requirements-to-specification„ adressiert insbesondere 
                                                 
35  Beispielsweise berücksichtigt der in Abschnitt 3.3.4 untersuchte Ansatz von LEITE und FREEMAN im Sinne der hier vorgestellten 
Differenzierung lediglich Diskrepanzen des Typs ‚Pure Discrepancies„. 
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die Identifikation ungültiger oder unvollständiger Eigenschaften in der Verhaltensspezifika-
tion gegenüber Eigenschaften des operationellen Kontexts (K.A.1-II erfüllt). 
Der Ansatz macht Aussagen über die ontologische Struktur des operationellen Kontexts 
und unterstützt dadurch die explizite Dokumentation von Eigenschaften des operationellen 
Kontexts (K.A.2-I erfüllt). Die Dokumentation des Kontextbezugs von Stimuli und Reak-
tionen in der statisch-strukturellen Perspektive des operationellen Kontexts wird im Ansatz 
nicht adressiert (K.A.2-II nicht erfüllt). 
Bewertung für den Ansatz von Silva: 
- A.1 erfüllt 
- A.2 teilweise erfüllt 
3.3.7 Zusammenfassung 
In diesem Abschnitt wurde die Eignung der verwandten Forschungsarbeiten in der Kate-
gorie II in Bezug auf die Anforderungen A.1 und A.2 untersucht. Tabelle 3-4 fasst die Er-
gebnisse dieser Untersuchung nochmals zusammen. 
Forschungsarbeiten Abschn. A.1 A.2 
Ansatz von Darimont, Letier und van Lamsweerde 3.3.1   
Ansatz von Hayes, Jackson und Jones 3.3.2   
Ansatz von Johnson 3.3.3   
Ansatz von Leite und Freeman 3.3.4   
Ansatz von Rapanotti, Hall und Li 3.3.5   
Ansatz von Silva 3.3.6   
Tabelle 3-4: Zusammenfassende Beurteilung der Forschungsarbeiten in Kategorie II 
Die Ergebnisse der Untersuchung verwandter Forschungsarbeiten in der Kategorie II wer-
den gemeinsam mit den Ergebnissen der Untersuchung von Forschungsarbeiten der Kate-
gorien I und III in Abschnitt 3.5 zusammenfassend diskutiert und bewertet. 
3.4 Arbeiten von allgemeiner thematischer Relevanz 
In diesem Abschnitt werden Ansätze untersucht, die nicht in die beiden in Abschnitt 3.2 
und Abschnitt 3.3 untersuchten Kategorien verwandter Forschungsarbeiten fallen, jedoch 
einen allgemeinen thematischen Bezug zur spezifischen Problemstellung dieser Arbeit be-
sitzen. Da für die Forschungsarbeiten in Kategorie III eine Beurteilung über die in Ab-
schnitt 3.1.2 vorgestellten Bewertungsschemata zu wenig aussagekräftigen Resultaten führt, 
werden die Arbeiten dieser Kategorie anhand der folgenden Fragestellungen untersucht: 
- Welches sind die wesentlichen Merkmale des Ansatzes? 
- Wie ist der Bezug des Ansatzes zur spezifischen Problemstellung dieser Arbeit? 
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3.4.1 Allgemeine Qualitätssicherung von Entwicklungsartefakten 
Die Forschungsarbeiten zur allgemeinen Qualitätssicherung von Entwicklungsartefakten 
adressieren die analytische Qualitätssicherung, da durch den Einsatz dieser Verfahren ge-
währleistet werden soll, dass Entwicklungsartefakte definierte Qualitätskriterien erfüllen 
(vgl. Abschnitt 2.3.1). Zu den allgemeinen Qualitätssicherungstechniken gehören Review-
Techniken (z. B. Inspektionen [Fagan 1976; Fagan 1986; Gilb und Graham 1993]) sowie 
das perspektivenbasierte Lesen [Basili et al. 1996], Ansätze wie Quality Function Deploy-
ment (QFD) [Kogure und Akao 1983] und Goal Question Metric (GQM) [Basili 1992; 
Basili et al. 1994]. Bei Review-Techniken werden in einem mehr oder weniger formellen 
Prozess die zu überprüfenden Entwicklungsartefakte durch Fachexperten begutachtet. An-
sätze wie QFD und GQM definieren einen Rahmen für manuell durchzuführende Quali-
tätssicherungsmaßnahmen, indem für Qualitätsziele, die die Artefakte erfüllen sollen, Fra-
gestellungen und Messvorschriften festgelegt werden, um die Begutachtung durch Fachex-
perten zu objektivieren. 
Der thematische Bezug zur spezifischen Problemstellung dieser Arbeit besteht dahin 
gehend, dass die einschlägigen Ansätze die Kohärenzprüfung von Verhaltensspezifikatio-
nen z. B. dadurch unterstützen können, dass mittels Review-Techniken die Kohärenzprü-
fung durch Fachexperten systematisiert wird. Verfahren wie GQM erlauben es, durch die 
Definition spezifischer Ziele und zugehöriger Fragestellungen und Messvorschriften für die 
Kohärenzprüfung von Verhaltensspezifikationen, die manuelle Kohärenzprüfung von Ver-
haltensspezifikationen gegen Eigenschaften des operationellen Kontexts zu objektivieren. 
3.4.2 Domänentheorie, Domain Maps und Wissensrepräsentation 
In [Sutcliffe und Maiden 1998; Sutcliffe 2002] wird mit der Domänentheorie (‚domain 
theory„) ein generischer Ansatz zur Konstruktion von Domänenmodellen vorgeschlagen. 
Die Domänentheorie definiert eine generische Sprachbasis für die Analyse und Dokumen-
tation von Domänen im Sinne spezifischer Ausschnitte der Realität (‚grounded domains„) 
und definiert generische Begriffe und Strukturbeziehungen zwischen Begriffen, die in Be-
zug auf konkrete Domänen spezialisiert werden können. Die in [Hanks et al. 2001] vorge-
schlagenen ‚domain maps„ gestatten es, die in einem Realitätsausschnitt relevanten Begriffe 
durch ein Begriffsnetz zu definieren, indem z. B. die Semantik von Begriffen in Bezug zu 
bereits definierten Begriffen definiert wird. Allgemeine Ansätze zur Wissensrepräsentation 
in der Systementwicklung, wie z. B. TELOS [Mylopoulos et al. 1990], ERAE [Hagelstein 
1988] oder RML [Greenspan 1984], definieren eine universelle Sprachbasis zur Dokumen-
tation von Wissen über die der Entwicklung zugrunde liegende Realität. 
Der thematische Bezug zur spezifischen Problemstellung dieser Arbeit besteht dahin 
gehend, dass die Domänentheorie, Domain Maps und die allgemeinen Ansätze zur Wis-
sensrepräsentation eine generische Sprachbasis zur Dokumentation von Eigenschaften des 
operationellen Kontexts in der statisch-strukturellen Perspektive bieten. Zur Anwendung 
der Ansätze ist es allerdings notwendig, die Sprachbasis geeignet zu spezialisieren, um z. B. 
die spezifische Semantik von Kontextaspekten im operationellen Kontext repräsentieren zu 
können. Verfahren zur Kohärenzprüfung von Verhaltensspezifikationen gegen die in den 
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Ansätzen dokumentierten Eigenschaften des operationellen Kontexts in der statisch-
strukturellen Perspektive werden in den genannten Ansätzen nicht betrachtet. 
3.4.3 State-Tracking-Model 
Das State-Tracking-Model [Wand und Weber 1990; Wand und Weber 1995; Weber 1997] 
macht Aussagen über Bedingungen, die zwischen einem Informationssystem und seiner 
Umgebung herrschen müssen, damit das Informationssystem sich im Betrieb adäquat in 
seine Umgebung integriert. Dem State-Tracking-Model liegt dabei die Annahme zugrunde, 
dass ein Informationssystem bestimmte Aspekte seiner Umgebung (‚real-world phenome-
na„) abbildet, um spezifische Aufgaben erfüllen zu können. Zu diesem Zweck betrachtet 
der Ansatz notwendige und hinreichende Bedingungen (‚state-tracking conditions„), die 
zwischen dem Zustandsraum des Informationssystems und dem Zustandsraum der Umge-
bung dieses Systems herrschen müssen. So fordert z. B. die Abbildungsbedingung (‚map-
ping condition„), dass jeder relevante Zustand im Zustandsraum der Umgebung mindestens 
auf einen Zustand im Zustandsraum des Informationssystems abgebildet wird, der im Sys-
tem das entsprechende Phänomen in der Umgebung repräsentiert (vgl. [Wand und Weber 
1995; Weber 1997]). 
Der thematische Bezug zur spezifischen Problemstellung dieser Arbeit besteht darin, 
dass der Ansatz durch die Betrachtung des Zustandsraums der Umgebung auf spezifische 
Eigenschaften des operationellen Kontexts fokussiert. Die entsprechenden Eigenschaften 
beziehen sich allerdings nicht auf die statisch-strukturelle Perspektive nach Abschnitt 2.2.4, 
sondern auf die zustandsorientierte Perspektive des operationellen Kontexts. Darüber hin-
aus trifft das State-Tracking-Model durch die ‚state-tracking conditions„ allgemeine Aussa-
gen über den semantischen Bezug zwischen dem Zustandsraum der Umgebung und dem 
Zustandsraum des betrachteten Systems. 
3.4.4 Simulation und Prototyping im Requirements Engineering 
Simulation und Prototyping36 im Requirements Engineering adressieren die Validierung 
von Anforderungsspezifikationen, indem zu ausgewählten Anforderungen ein Systemmo-
dell konstruiert wird, dessen Ausführung verschiedene Erkenntnisse über die Adäquatheit 
der Anforderungen ermöglichen soll. In der Simulation wird ein Systemmodell konstruiert, 
welches in einer Simulationsumgebung ausgeführt wird (vgl. [Reubenstein und Waters 
1991; Magee et al. 2000]). Zur Unterstützung der Simulation existieren verschiedene Simu-
lationswerkzeuge (z. B. MATHLAB / SIMULINK [The MathWorks Inc. 2009], STATEMATE 
[Harel 1987; Harel et al. 1990]), die die Konstruktion des System- und Umgebungsmodells 
unterstützen und es gestatten, das Systemmodell in der Simulationsumgebung gegen das 
Umgebungsmodell auszuführen. Im Gegensatz zur Simulation wird bei der Konstruktion 
ausführbarer Prototypen das Systemmodell in der Betriebsumgebung oder einer Testumge-
bung ausgeführt (vgl. [Balzer et al. 1982; Davis 1992]). Simulation und Prototyping basieren 
                                                 
36  ‚Prototyping„ wird im Weiteren als die prototypische Implementierung einer Menge von Anforderungen verstanden (vgl. [Balzer et al. 
1982; Davis 1992]). Prototypen im Sinne nicht ausführbarer Illustratoren wie z. B. Papierprototypen [Snyder 2003] oder ‚Mock-Ups„ 
[Holtzblatt et al. 2005] werden hier nicht betrachtet. 
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auf der Annahme, dass die in der Ausführung des Systemmodells gewonnenen Erkenntnis-
se auf die Wirklichkeit übertragbar sind. 
Der thematische Bezug zur spezifischen Problemstellung dieser Arbeit besteht darin, 
dass sowohl die Simulation als auch das Prototyping es gestatten, ein Systemmodell der 
Verhaltensspezifikation auszuführen, um dadurch spezifische Erkenntnisse über die Ad-
äquatheit der Verhaltensspezifikation zu erhalten. Wird das Systemmodell im operationel-
len Kontext ausgeführt, erlaubt dies Aussagen über den semantischen Bezug der Verhal-
tensspezifikation zu Eigenschaften des operationellen Kontexts. 
3.4.5 Vier-Welten-Rahmenwerk 
Das Vier-Welten-Rahmenwerk [Mylopoulos et al. 1990; Jarke et al. 1992; Jarke und Pohl 
1993] adressiert die differenzierte Analyse und Dokumentation des Systemkontexts durch 
die Unterteilung des Systemkontexts in vier miteinander in Beziehung stehende Teilberei-
che (‚worlds„). Die Nutzungswelt (‚usage world„) betrachtet den Teilbereich des Systemkon-
texts, der die spätere Nutzung des Systems beeinflusst. Die Gegenstandswelt (‚subject 
world„) ist der Teilbereich des Systemkontexts, der im System abgebildet werden muss. Die 
Systemwelt (‚system world„) ist der Teil des Systemkontexts, der die technische Integration 
des Systems und die technischen Aspekte des Systembetriebs betreffen. Die Entwick-
lungswelt (‚development world„) ist der Teilbereich des Systemkontexts, der den Entwick-
lungsprozess des betrachteten Systems beeinflusst. 
Der thematische Bezug zur spezifischen Problemstellung dieser Arbeit besteht dahin 
gehend, dass das Vier-Welten-Rahmenwerk eine mögliche Differenzierung des Systemkon-
texts in der statisch-strukturellen Perspektive vorschlägt, die einen Bezug zur Abgrenzung 
des operationellen Kontexts im Systemkontext besitzt. So bilden spezifische Aspekte der 
Gegenstandswelt (z. B. physikalische und technische Prozesse in der Umgebung des Sys-
tems), der Nutzungswelt (z. B. Interaktionen zwischen Benutzer und System im Betrieb) 
und der Systemwelt (z. B. Schnittstellen externer Systeme) den operationellen Kontext nach 
Definition 2-9. Die im Rahmenwerk definierten allgemeinen Beziehungen zwischen Aspek-
ten in verschiedenen ‚Welten„ können Ausgangspunkt zur Prüfung von Konsistenz und 
Vollständigkeit der Kontexterfassung sein. 
3.4.6 Viewpoint-Ansätze im Requirements Engineering 
Die Forschungsarbeiten zu Viewpoint-Ansätzen im Requirements Engineering (z. B. 
[Mullery 1979; Finkelstein et al. 1992; Easterbrook und Nuseibeh 1996; Kotonya und 
Sommerville 1996]) adressieren eine Strukturierung der Analyse des Systemkontexts in ver-
schiedenen Sichten. Nach [Leite und Freeman 1991] ist ein Sichtpunkt (‚viewpoint„) eine 
gedankliche Position, die von einer Person zur Analyse eines Gegenstandsbereichs einge-
nommen wird. Eine Perspektive (‚perspective„) ist eine Menge von Fakten, die in Bezug auf 
ein ausgewähltes Modellierungsparadigma und einen spezifischen Sichtpunkt ermittelt und 
dokumentiert wurden. Eine Sicht (‚view„) entsteht aus der Integration mehrerer Perspekti-
ven (vgl. Abschnitt 3.3.4). Die in verschiedenen Sichtpunkten fokussierten Aspekte des 
zugrunde liegenden Gegenstandsbereichs sind in der Regel nicht disjunkt, sondern über-
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lappen mehr oder weniger stark. Die Überlappung ermöglicht die integrierte Analyse der in 
verschiedenen Sichtpunkten erfassten Informationen, z. B. zur Identifikation von Inkonsis-
tenzen zwischen Spezifikationen unterschiedlicher Sichtpunkte (vgl. [Finkelstein et al. 1994; 
Nuseibeh et al. 1994; Hunter und Nuseibeh 1998]). 
Der thematische Bezug zur spezifischen Problemstellung dieser Arbeit besteht dahin 
gehend, dass Viewpoint-Ansätze als konzeptuelle Grundlage für die strukturierte Erfassung 
und Dokumentation des operationellen Kontexts dienen können. Die Definition überlap-
pender Sichtpunkte auf den operationellen Kontext gestattet es, integrative Aussagen über 
Eigenschaften des operationellen Kontexts zu treffen und die erfassten Eigenschaften 
gegeneinander zu prüfen. Einige dieser Forschungsarbeiten bilden die Grundlage spezifi-
scher Verfahren zur Kohärenzsicherung von Anforderungen (vgl. Abschnitt 3.3.2). 
3.4.7 Zielmodellierung im Requirements Engineering 
Die Forschungsarbeiten zur Zielmodellierung im Requirements Engineering (z. B. [Yue 
1987; van Lamsweerde et al. 1991; Dardenne et al. 1993; Yu 1993; Antón und Potts 1998; 
Kaiya et al. 2002]) adressieren die Analyse und Dokumentation von Zielen (Intentionen), 
die sich auf das zu entwickelnde System beziehen. Die einschlägigen Ansätze basieren da-
bei meist auf den in [Simon 1981] vorgeschlagenen Und-Oder-Bäumen. Zu den Ansätzen 
zur Analyse und Dokumentation von Zielen im Requirements Engineering gehören das i*-
Framework [Yu 1993; Yu 1997; GRL 2005] und KAOS [van Lamsweerde et al. 1991; Dar-
denne et al. 1993]. Das i*-Framework ermöglicht es, neben Zielen und Zielabhängigkeiten 
auch Eigenschaften des Systemkontexts zu dokumentieren, die mit Zielen in Beziehung 
stehen (z. B. Aufgaben von Stakeholdern, Ressourcen zur Zielerfüllung). KAOS erlaubt 
eine umfassende Dokumentation von Zielen, Abhängigkeiten sowie zugehörigen Eigen-
schaften des Systems und des Systemkontexts. So werden im KAOS-Objektmodell z. B. 
Ziele hierarchisch dokumentiert. Das KAOS-Responsibility-Modell dokumentiert Agenten 
sowie deren Verantwortlichkeiten und Beziehungen zum Objektmodell. 
Der thematische Bezug zur spezifischen Problemstellung dieser Arbeit besteht dahin 
gehend, dass Ansätze wie i* und KAOS es gestatten, die Verantwortlichkeiten von Agenten 
im operationellen Kontext über die in Zielmodellen betrachteten Ziele zu dokumentieren. 
Dabei werden solche Eigenschaften der statisch-strukturellen Perspektive des operationel-
len Kontexts dokumentiert, die sich auf Ziele beziehen, die mit Kontextaspekten im opera-
tionellen Kontext assoziiert sind. Die einschlägigen Arbeiten sind teils Grundlage von Ver-
fahren zur konstruktiven Kohärenzsicherung von Anforderungen (vgl. Abschnitt 3.3.1). 
3.5 Zusammenfassende Bewertung 
Wie die Untersuchungen in den Abschnitten 3.2 – 3.4 zeigen, existiert kein Ansatz, der 
sowohl die Anforderung A.1 als auch die Anforderung A.2 erfüllt. Allerdings wurden vier 
Ansätze identifiziert, die die Anforderungen A.2 erfüllen und ein Ansatz, der die Anforde-
rung A.1 erfüllt. Tabelle 3-5 gibt einen Überblick über die Forschungsarbeiten, die die An-
forderung A.1 oder A.2 erfüllen. 
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Forschungsarbeiten Abschn. A.1 A.2 
Ontologien für den operationellen Kontext 3.2.1   
Problem-Frames-Ansatz 3.2.2   
Vier-Variablen-Modell 3.2.7   
Ansatz von Rapanotti, Hall und Li 3.3.5   
Ansatz von Silva 3.3.6   
Tabelle 3-5: Überblick über die Forschungsarbeiten die A.1 oder A.2 erfüllen 
Ontologien für den operationellen Kontext definieren Konzeptualisierungen für den opera-
tionellen Kontext, die eine spezifische Sprachbasis für die Dokumentation von Eigenschaf-
ten des operationellen Kontexts in der statisch-strukturellen Perspektive bieten. Ausgehend 
von der durch solche Ontologien definierten spezifischen Sprachbasis, können Regeln de-
finiert werden, die den semantischen Bezug zu Eigenschaften in der Verhaltensspezifika-
tion eines Systems herstellen. So kann die im Ansatz von JIN und LIU vorgeschlagene On-
tologie Grundlage einer solchen Regelbasis sein. Allerdings wird in den einschlägigen An-
sätzen ein solcher semantischer Bezug zu Verhaltensspezifikationen nicht betrachtet. 
Im Problem-Frames-Ansatz wird der operationelle Kontext in grobgranulare Problem-
bereiche, zugehörige ‚Requirements„ und deren statisch-strukturelle Abhängigkeiten unter-
teilt. Der Problem-Frames-Ansatz macht dabei lediglich allgemeine Aussagen über den 
semantischen Bezug von ‚specification„ zu ‚requirements„ und den zugehörigen Problem-
domänen. Die Ansätze von RAPANOTTI, HALL und LI sowie FEATHER und JACKSON ba-
sieren auf dem Problem-Frames-Ansatz, und gestatten es, spezifische Eigenschaften in der 
Verhaltensspezifikation aus den Problemdiagrammen abzuleiten. Diese Ansätze bieten 
allerdings keine Verfahren, um unabhängig erstellte Verhaltensspezifikationen zumindest 
teilautomatisiert gegen die in Problemdiagrammen dokumentierten Eigenschaften des ope-
rationellen Kontexts auf Gültigkeit und Vollständigkeit zu überprüfen. 
Das in den Arbeiten von CLEMENTS, HENINGER, MADEY, PARNAS und VAN SCHOU-
WEN entwickelte Vier-Variablen-Modell genügt dem hinreichenden Kriterium zur Erfül-
lung der Anforderung A.2. Allerdings ist die Dokumentationsreichweite in Bezug auf den 
operationellen Kontext eines softwareintensiven reaktiven Systems auf Umgebungsgrößen, 
zugehörige Einschränkungen und funktionale Beziehungen zwischen überwachten und 
regulierten Umgebungsgrößen beschränkt. Das Vier-Variablen-Modell betrachtet zwar die 
Beziehung zwischen spezifischen Eigenschaften des operationellen Kontexts und Eigen-
schaften in der Verhaltensspezifikation, allerdings bietet der Ansatz kein Verfahren zur 
Kohärenzprüfung unabhängig erstellter Verhaltensspezifikationen gegen die im Vier-
Variablen-Modell berücksichtigten Eigenschaften des operationellen Kontexts. 
Wie die Untersuchungen zeigen, handelt es sich bei dem Ansatz von SILVA um die ein-
zige Forschungsarbeit, die unmittelbar die teilautomatisierte Kohärenzprüfung von Verhal-
tensspezifikationen gegen Eigenschaften des operationellen Kontexts adressiert. Allerdings 
umfasst der Ansatz keinerlei spezifische Konzeptualisierungen (z. B. für spezifische Typen 
von Kontextentitäten und deren Beziehungen), die eine Sprachbasis für die Dokumenta-
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tion von Eigenschaften des operationellen Kontexts in der statisch-strukturellen Perspekti-
ve bilden. Da im Ansatz lediglich festgelegt wird, welche Informationen in den Kategorien 
‚requirements„ und ‚domain„ betrachtet werden, bietet die entsprechende Forschungsarbeit 
lediglich eine allgemeine Unterstützung in Bezug auf die Dokumentation von Eigenschaf-
ten in der statisch-strukturellen Perspektive (vgl. Abschnitt 3.3.6). 
Zusammenfassend kann festgestellt werden, dass die Untersuchung des Stands der Wis-
senschaft die Forschungslücke in Bezug auf Ansätze zur teilautomatisierten Prüfung der Kohärenz 
von Verhaltensspezifikationen gegenüber Eigenschaften des operationellen Kontexts in der statisch-
strukturellen Perspektive bestätigt. Dieser Umstand unterstreicht die Notwendigkeit der Ent-
wicklung eines solchen Ansatzes in der vorliegenden Arbeit. 
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Gliederung Teil II 
In Kapitel 4 »Lösungsansatz der Arbeit« wird der allgemeine Lö-
sungsansatz der Arbeit skizziert. Anschließend werden die Grundan-
nahmen des entwickelten Ansatzes vorgestellt sowie dessen Aufbau 
und Anwendungssystematik erläutert. 
In Kapitel 5 »ContextML-Modellierungsrahmenwerk« wird der erste 
Teil des entwickelten Ansatzes vorgestellt. Hierbei handelt es sich um 
die Sprachbasis zur Dokumentation von Eigenschaften des operatio-
nellen Kontexts softwareintensiver reaktiver Systeme in der statisch-
strukturellen Perspektive. 
In Kapitel 6 »ContextML-Kohärenzbasis« wird der zweite Teil des 
entwickelten Ansatzes vorgestellt. Hierbei handelt es sich um ein Sys-
tem von Formalismen zur Prüfung der Kohärenz kanonischer Ver-
haltensspezifikationen gegen Eigenschaften des operationellen Kon-
texts in der statisch-strukturellen Perspektive. 
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4 Lösungsansatz der Arbeit 
Wie in Kapitel 3 aufgezeigt, besteht eine Forschungslücke in Bezug auf Ansätze zur teil-
automatisierten Prüfung der Kohärenz von Verhaltensspezifikationen gegen Eigenschaften 
des operationellen Kontexts in der statisch-strukturellen Perspektive. Im Folgenden wird 
zunächst ein allgemeiner Lösungsansatz skizziert, der diese Forschungslücke adressiert. 
Anschließend werden die ontologischen Annahmen vorgestellt, die dem spezifischen Lö-
sungsansatz dieser Arbeit zugrunde liegen und ein Überblick über dessen Struktur und 
Anwendung gegeben. 
Kapitelüberblick 
4.1 Allgemeiner Lösungsansatz .............................................................................................................. 57 
4.2 Ontologische Grundannahmen des spezifischen Lösungsansatzes .......................................... 58 
4.3 Spezifischer Lösungsansatz .............................................................................................................. 60 
4.4 Zusammenfassung und Ausblick .................................................................................................... 62 
4.1 Allgemeiner Lösungsansatz 
Wie die Anforderung A.1 (Abschnitt 2.4.4) definiert, muss ein geeigneter Lösungsansatz 
Aussagen über den semantischen Bezug zwischen Eigenschaften in der Verhaltensspezifi-
kation und Eigenschaften des operationellen Kontexts in der statisch-strukturellen Pers-
pektive umfassen, um Brüche in der Kohärenz der Verhaltensspezifikationen gegenüber 
den spezifischen Eigenschaften des operationellen Kontexts identifizieren zu können. Um 
die Kohärenzprüfung möglichst automatisiert durchführen zu können, verlangt Anforde-
rung A.2 (Abschnitt 2.4.4), dass ein geeigneter Ansatz die Dokumentation von Eigenschaf-
ten des operationellen Kontexts in der statisch-strukturellen Perspektive unterstützt. 
Abbildung 4-1 zeigt die allgemeine Struktur eines Lösungsansatzes, der die betrachtete 
Forschungslücke adressiert. 
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Abbildung 4-1: Struktur des allgemeinen Lösungsansatzes 
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Die Definition des in Abbildung 4-1 illustrierten allgemeinen Lösungsansatzes dieser Arbeit 
besitzt zwei Bestandteile: 
- Ansatz zur Unterstützung der Dokumentation von Eigenschaften des operationellen Kontexts in der 
statisch-strukturellen Perspektive:  
Ein solcher Ansatz definiert die Sprachbasis für die Dokumentation von Eigenschaften 
des operationellen Kontexts in der statisch-strukturellen Perspektive, in dem dieser die 
Sprachkonstrukte definiert, die zur Dokumentation von Eigenschaften des operationel-
len Kontexts in der statisch-strukturellen Perspektive verwendet werden. 
- Regeln zum semantischen Bezug zwischen Eigenschaften in der Verhaltensspezifikation und Eigen-
schaften des operationellen Kontexts in der statisch-strukturellen Perspektive:  
Diese Regeln definieren Kohärenzbedingungen, die zwischen der Verhaltensspezifika-
tion und Eigenschaften des operationellen Kontexts in der statisch-strukturellen Pers-
pektive gelten müssen. Zur Identifikation von Kohärenzbrüchen wird die Verhaltens-
spezifikation überprüft, ob diese die definierten Kohärenzbedingungen einhält. 
Kohärenzbedingungen setzen spezifische Eigenschaften in der Verhaltensspezifikation mit 
spezifischen Eigenschaften des operationellen Kontexts in Beziehung (vgl. Abschnitt 
2.3.2). Die Eigenschaften des operationellen Kontexts werden in Informationsstrukturen 
dokumentiert, die von der im Ansatz definierten Sprachbasis festgelegt werden. Die Kohä-
renzbedingungen werden dabei auf Grundlage dieser Informationsstrukturen definiert. 
4.2 Ontologische Grundannahmen des spezifischen 
Lösungsansatzes 
Modellierungsansätze basieren auf ontologischen Grundannahmen über die der Modellbil-
dung zugrunde liegende Realität (vgl. [Moody 2009]).37 Ontologische Grundannahmen 
werden als spezifische Konzeptualisierungen der Realität verstanden, die Aussagen über 
Kategorien von Konzepten, deren Beziehungen und Eigenschaften in der zugrunde liegen-
den Realität treffen. Tabelle 4-1 zeigt die ontologischen Grundannahmen zum operationel-
len Kontext softwareintensiver reaktiver Systeme, die dem in dieser Arbeit entwickelten 
Ansatz zugrunde liegen. Die hier betrachteten ontologischen Grundannahmen basieren 
wiederum auf der in Abschnitt 2.1.1 vorgestellten Charakterisierung des Systemtypus 
„softwareintensives reaktives System“ und beziehen sich auf die folgenden elementaren 
Kategorien von Konzepten im operationellen Kontext solcher Systeme: 
- Stimuli im operationellen Kontext softwareintensiver reaktiver Systeme 
- Reaktionen im operationellen Kontext softwareintensiver reaktiver Systeme 
- Objekte und Personen im operationellen Kontext softwareintensiver reaktiver Systeme 
- Technische Systeme im operationellen Kontext softwareintensiver reaktiver Systeme 
                                                 
37  In den Arbeiten von BUNGE, WAND und WEBER [Bunge 1977; Bunge 1979; Wand und Weber 1990] wird eine Ontologie als eine 
Menge von ontologischen Grundannahmen über die Struktur und den Aufbau der Realität verstanden. 
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Stimuli im operationellen Kontext 
Gr.1 
Im operationellen Kontext softwareintensiver reaktiver Systeme treten Stimuli auf, die eine Reak-
tion des Systems bewirken. 
Gr.2 
Ein Stimulus kann durch das Eintreten eines oder mehrerer einzelner Ereignisse im operationel-
len Kontext ausgelöst werden. 
Gr.3 
Ein einzelnen Ereignisses ist durch das Eintreten einer spezifische Bedingungen im operationel-
len Kontext bestimmt. 
Gr.4 
Die Bedingung für das Eintreten eines einzelnen Ereignisses beziehen sich auf die spezifische 
Ausprägungen von Eigenschaften eines Objekts, einer Person oder eines technischen Systems im 
operationellen Kontext. 
Reaktionen in den operationellen Kontext 
Gr.5 
Softwareintensive reaktive Systeme bewirken Reaktionen in dem operationellen Kontext, um 
ihren Systemzweck zu erfüllen. 
Gr.6 
Eine Reaktion eines softwareintensiven reaktiven Systems wird durch einen spezifischen Stimulus 
im operationellen Kontext ausgelöst. 
Gr.7 
Eine Reaktion eines softwareintensiven reaktiven Systems wird durch das Bewirken eines oder 
mehrerer einzelner Ereignisse im operationellen Kontext etabliert. 
Gr.8 
Die Wirkung eines einzelnen Ereignisses einer Reaktion bezieht sich auf die Ausprägung spezifi-
scher Eigenschaften eines Objekts, einer Person oder eines technischen Systems im operationel-
len Kontext. 
Gr.9 
Die Wirkung einer Reaktion eines softwareintensiven reaktiven Systems kann einen Stimulus 
oder Teil eines Stimulus dieses softwareintensiven reaktiven Systems sein. 
Objekte und Personen im operationellen Kontext 
Gr.10 
Bei softwareintensiven reaktiven Systemen können materielle Objekte, immaterielle Objekte oder 
Personen Ursprung von Stimuli sein. 
Gr.11 
Im Betrieb von softwareintensiven reaktiven Systemen können materielle Objekte, immaterielle 
Objekte oder Personen Gegenstand der Wirkung einer Reaktion sein. 
Gr.12 Objekte im operationellen Kontext können über eine Softwareschnittstelle verfügen. 
Gr.13 
Bei Objekten, die eine Softwareschnittstelle besitzen, können gegebenenfalls spezifische Eigen-
schaften dieser Objekte oder ihrer Umgebung über die Softwareschnittstelle überwacht werden. 
Gr.14 
Bei Objekten, die eine Softwareschnittstelle besitzen, können gegebenenfalls spezifische Eigen-
schaften der Objekte oder ihrer Umgebung über diese Schnittstelle reguliert werden. 
Technische Systeme im operationellen Kontext 
Gr.15 
Bei softwareintensiven reaktiven Systemen können technische Systeme Ursprung von Stimuli 
oder Gegenstand der Wirkung einer Reaktion sein. 
Gr.16 
Technische Systeme können mittels Sensorik die Ausprägung spezifischer Eigenschaften des 
operationellen Kontexts messen. 
Gr.17 
Technische Systeme können mittels Aktuatorik die Ausprägung spezifischer Eigenschaften des 
operationellen Kontexts regulieren. 
Gr.18 Spezifische technische Systeme können Daten aufbereiten, plausibilisieren und transportieren. 
Tabelle 4-1: Ontologische Grundannahmen des spezifischen Lösungsansatzes 
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4.3 Spezifischer Lösungsansatz 
Im Folgenden wird die auf dem allgemeinen Lösungsansatz basierende Struktur des spezi-
fischen Lösungsansatzes dieser Arbeit vorgestellt und die Systematik zur Anwendung des 
entwickelten Ansatzes skizziert. 
4.3.1 Struktur des spezifischen Lösungsansatzes 
Abbildung 4-2 zeigt die Struktur des spezifischen Lösungsansatz dieser Arbeit, welcher 
speziell die teilautomatisierte Kohärenzprüfung von kanonischen Verhaltensspezifikationen 
softwareintensiver reaktiver Systeme gegen Eigenschaften des operationellen Kontexts in 
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Abbildung 4-2: Struktur des spezifischen Lösungsansatzes  
Der spezifische Lösungsansatz dieser Arbeit setzt sich aus zwei Bestandteilen zusammen: 
- ContextML-Modellierungsrahmenwerk: Das ContextML-Modellierungsrahmenwerk defi-
niert eine Sprachbasis zur Dokumentation von Eigenschaften des operationellen Kon-
texts softwareintensiver reaktiver Systeme. Das Modellierungsrahmenwerk setzt sich 
aus verschiedenen Definitionen von Modellkonstrukten zusammen, die es gestatten, 
den Bezug von Stimuli und Reaktionen des Systems in der statisch-strukturellen Pers-
pektive des operationellen Kontexts zu dokumentieren (vgl. Abschnitt 2.4.4). Die auf 
Basis des ContextML-Modellierungsrahmenwerks dokumentierten Eigenschaften des 
operationellen Kontexts bilden das ContextML-Kontextmodell dieses Systems. 
- ContextML-Kohärenzbasis: Die ContextML-Kohärenzbasis definiert Formalismen zur 
Kohärenzprüfung kanonischer Verhaltensspezifikationen gegen Eigenschaften des ope-
rationellen Kontexts in der statisch-strukturellen Perspektive (vgl. Abschnitt 2.3.3). Die 
verschiedenen Formalismen der ContextML-Kohärenzbasis dienen zur Prüfung des 
semantischen Bezugs zwischen Eigenschaften in der kanonischen Verhaltensspezifika-
tion softwareintensiver reaktiver Systeme und den im ContextML-Kontextmodell des 
jeweiligen Systems dokumentierten Eigenschaften des operationellen Kontexts in der 
statisch-strukturellen Perspektive. 
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4.3.2 Systematik der Anwendung 
Abbildung 4-3 zeigt die Systematik der Anwendung des entwickelten Ansatzes zur Kohä-
renzprüfung kanonischer Verhaltensspezifikationen in Form eines Datenflussdiagramms in 









































Abbildung 4-3: Systematik der Anwendung des entwickelten Ansatzes 
Zur Anwendung des entwickelten Ansatzes benötigt dieser verschiedene Eingaben und 
stellt die identifizierten Kohärenzbrüche als Ausgaben bereit. Eingaben werden von Quel-
len bereitgestellt und die Ausgabe einer Senke zur Verfügung gestellt. In der Anwendung 
des Ansatzes existieren folgende Quellen und Senken (vgl. auch Abschnitt 4.3.1): 
- ‚Informationsquelle für Eigenschaften des operationellen Kontexts‘ (Quelle): Stellt Informationen 
über Eigenschaften des operationellen Kontext bereit. 
- ‚Zu prüfende kanonische Verhaltensspezifikation‘ (Quelle): Stellt die Eingabe zur Anwendung 
des entwickelten Ansatzes in Form einer Menge von Spezifikationsautomaten nach De-
finition 2-4 bereit. 
- ‚ContextML-Modellierungsrahmenwerk‘ (Quelle): Stellt Definitionen von Modellkonstrukten 
und Beziehungen zur Konstruktion des ContextML-Kontextmodells bereit und wird in 
der Anwendung des Ansatzes nicht verändert. 
- ‚ContextML-Kohärenzbasis‘ (Quelle): Stellt Definitionen von Formalismen für die Kohä-
renzprüfung bereit und wird in der Anwendung des Ansatzes nicht verändert. 
- ‚Kohärenzbericht‘ (Senke): Strukturierte Sammlung der identifizierten Kohärenzbrüche, die 
als Ergebnis der Anwendung des Ansatzes zur Verfügung gestellt wird. 
In der Anwendung des Ansatzes muss das erstellte ContextML-Kontextmodell für die Ko-
härenzprüfung dauerhaft verfügbar sein. Daher wird der folgende Datenspeicher benötigt: 
- ‚ContextML-Kontextmodell‘  
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Im Rahmen der Anwendung des Ansatzes werden zwei grobgranulare Aktivitäten durchge-
führt, weshalb das in Abbildung 4-3 gezeigte Datenflussmodell die folgenden beiden Pro-
zesse umfasst: 
- ‚Konstruktion des ContextML-Kontextmodells‘: Im Rahmen dieser Aktivität wird aus den 
vorliegenden Eigenschaften des operationellen Kontexts in der statisch-strukturellen 
Perspektive das ContextML-Kontextmodell konstruiert. Die Konstruktion des Con-
textML-Kontextmodells basiert auf den Definitionen von Modellkonstrukten und Be-
ziehungen im ContextML-Modellierungsrahmenwerk. Das erstellte ContextML-
Kontextmodell wird im Datenspeicher ‚ContextML-Kontextmodell„ abgelegt. Die 
Konstruktion des ContextML-Kontextmodells erfolgt manuell. 
- ‚Kohärenzprüfung‘: Im Rahmen dieser Aktivität wird die zu prüfende kanonische Verhal-
tensspezifikation auf Kohärenzbrüche in Bezug auf die im ContextML-Kontextmodell 
dokumentierten Eigenschaften des operationellen Kontexts überprüft. Die Kohärenz-
prüfung geschieht dabei auf Grundlage der in der ContextML-Kohärenzbasis definier-
ten Kohärenzregeln. Die im Rahmen der Aktivität identifizierten Kohärenzbrüche 
werden in einem Kohärenzbericht gesammelt. Die Kohärenzprüfung der kanonischen 
Verhaltensspezifikation wird teilautomatisiert durchgeführt. 
4.4 Zusammenfassung und Ausblick 
Der spezifische Lösungsansatz der Arbeit adressiert die in Teil I der Arbeit identifizierte 
Forschungslücke in Bezug auf Ansätze zur teilautomatisierten Kohärenzprüfung von Ver-
haltensspezifikationen gegen Eigenschaften des operationellen Kontexts in der statisch-
strukturellen Perspektive. Der spezifische Lösungsansatz besitzt zwei miteinander in Be-
ziehung stehende Bestandteile, das ContextML-Modellierungsrahmenwerk und die Con-
textML-Kohärenzbasis. Das ContextML-Modellierungsrahmenwerk wird in Kapitel 5 und 
die ContextML-Kohärenzbasis in Kapitel 6 dieser Arbeit vorgestellt. 
Der Ausarbeitung des im Rahmen dieser Arbeit entwickelten Ansatzes zur Kohärenz-
prüfung kanonischer Verhaltensspezifikationen softwareintensiver reaktiver Systeme liegen 
Ergebnisse aus den folgenden Forschungsarbeiten zugrunde: 
- BUNGE, WAND, WEBER zum Ontologieentwurf (vgl. Abschnitt 3.2.1); 
- JIN und LIU sowie DAVIS, JORDAN und NAKAJIMA zu Ontologien für den operationel-
len Kontext (vgl. Abschnitt 3.2.1); 
- CLEMENTS, HENINGER, MADEY, PARNAS und VAN SCHOUWEN zum Vier-Variablen-
Modell (vgl. Abschnitt 3.2.7); 
- M. JACKSON zum Problem-Frames-Ansatz (vgl. Abschnitt 3.2.2),  
- JOHNSON sowie RAPANOTTI, HALL, LI und SEATER, D. JACKSON zur Ableitung von 
Verhaltensspezifikationen aus Eigenschaften des Kontexts (vgl. Abschnitt 3.3.3); 
- SILVA zur allgemeinen Kohärenzbetrachtung zwischen Verhaltensspezifikationen und 
Eigenschaften des operationellen Kontexts (vgl. Abschnitt 3.3.6). 
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5 ContextML-Modellierungsrahmenwerk 
In diesem Kapitel wird mit dem ContextML-Modellierungsrahmenwerk der erste Bestand-
teil des im Rahmen der vorliegenden Arbeit entwickelten Ansatzes zur Kohärenzprüfung 
kanonischer Verhaltensspezifikationen vorgestellt. 
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5.1 Überblick 
Wie in Abschnitt 4.3.1 erläutert, definiert das ContextML-Modellierungsrahmenwerk ver-
schiedene Modellkonstrukte zur Dokumentation von Eigenschaften des operationellen 
Kontexts softwareintensiver reaktiver Systeme in der statisch-strukturellen Perspektive. Die 
Definition des Modellierungsrahmenwerks basiert dabei auf der Unterscheidung dreier 
grober Klassen von Modellkonstrukten: 
Das ContextML-Modellierungsrahmenwerk ist wie folgt untergliedert: 
- Modellierungsprimitive (Abschnitt 5.2): In diesem Abschnitt des ContextML-Modellierungs-
rahmenwerks werden elementare Modellelemente zur Dokumentation von Eigenschaf-
ten des operationellen Kontexts in der statisch-strukturellen Perspektive eingeführt. 
- Kontextereignisse (Abschnitt 5.3): In diesem Abschnitt des ContextML-Modellierungs-
rahmenwerks werden die verschiedenen im operationellen Kontext softwareintensiver 
reaktiver Systeme auftretenden Typen von Kontextereignissen definiert. 
- Konstruktionsmechanismen (Abschnitt 5.4): Auf Grundlage der Modellierungsprimitive wer-
den in diesem Abschnitt des ContextML-Modellierungsrahmenwerks Mechanismen zur 
Dokumentation des Kontextbezugs von Kontextereignissen definiert. 
Die einzelnen Bestandteile des Modellierungsrahmenwerks beruhen auf den in Abschnitt 
4.2 eingeführten ontologischen Grundannahmen zum operationellen Kontext softwarein-
tensiver reaktiver Systeme. Abbildung 5-1 zeigt ein Strukturmodell für den Teilbereich der 
des ContextML-Modellierungsrahmenwerks, der die Modellierungsprimitive (MP) und 
Kontextereignisse (KE) umfasst. Für das Strukturmodell wurde eine informelle Repräsen-
tation gewählt, die aus Knoten besteht, die Konzepte der Sprachbasis repräsentierten, und 
Kanten, die strukturelle Beziehungen zwischen diesen Konzepten repräsentieren.38 Mit 
                                                 
38  Zur Repräsentation der beiden Strukturmodelle wurde auf die Verwendung verbreiteter Modellierungssprachen (z. B. UML-
Klassenmodelle [OMG 2005a]) verzichtet, da die in den entsprechenden Metamodellen definierte Semantik der Modellkonstrukte 
(z. B. die Semantik des Modellkonstrukts ‚Klasse„ in UML) für die adäquate Repräsentation solcher semantischen Netze ungeeignet ist. 
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Ausnahme der nicht rechtwinklig verlaufenden Kanten, die eine Generalisierungsbeziehung 
repräsentieren, ist die Semantik der Kante durch die Beschriftung angegeben. Die angege-
benen Kardinalitäten sagen aus, mit wie vielen Vertretern des Konzepts am Endpunkt der 








 setzt in Bezug 
bezieht
sich auf










‚bezieht sich auf’‚ist Bezug von’ ‚wird überwacht’ ‚reguliert’‚stellt Daten bereit’
UmgebungssystemUmgebungsphänomen Benutzer
Kontextentität






Abbildung 5-1: Modellierungsprimitive und Kontextereignisse in ContextML 
Das ContextML-Modellierungsrahmenwerk unterscheidet Modellierungsprimitive für das 
Kontextsubjekt, für Kontextentitäten, für Kontextgrößen sowie für Kontextabhängigkeiten 
(vgl. Abschnitt 2.2.4). Ausgehend von ontologischen Grundannahmen zu materiellen Ob-
jekten, immateriellen Objekten und Personen sowie technischen Systemen im operationel-
len Kontext werden bei Kontextentitäten die Modellierungsprimitive Benutzer, Umge-
bungsphänomene und Umgebungssysteme unterschieden (Tabelle 4-1: Gr.10, Gr.11 und 
Gr.15). Das Modellierungsrahmenwerk unterscheidet fünf Kategorien von Kontextabhän-
gigkeiten, die sich auf die Überwachung von Kontextgrößen, die Regulierung von Kon-
textgrößen, den Bezug von Kontextgrößen zu Kontextentitäten und den Datenaustausch 
zwischen Kontextentitäten beziehen (Tabelle 4-1: Gr.13, Gr.14, Gr.16, Gr.17 und Gr.18). 
Das ContextML-Modellierungsrahmenwerk unterscheidet zwischen Kontextereignissen, 
die Stimuli oder Reaktionen definieren, sowie Modellierungsprimitive, die zur Modellierung 
des Kontextbezugs von Kontextereignissen im operationellen Kontext dienen (Tabelle 4-1: 
Gr.1, Gr.5 und Gr.6). Stimuli und Reaktionen werden durch das Auftreten eines oder meh-
rerer einzelner Ereignisse definiert (Kontexteffekte). Kontexteffekte, die Stimuli definieren, 
werden als Eingangseffekt bezeichnet und Kontexteffekte, die Reaktionen des Systems 
definieren, als Ausgangseffekt (Tabelle 4-1: Gr.2 und Gr.7). Kontexteffekte beziehen sich 
auf die Ausprägung spezifischer Eigenschaften im operationellen Kontext, die im Con-
textML-Modellierungsrahmenwerk durch Kontextgrößen repräsentiert werden (Tabelle 
4-1: Gr.3, Gr.4 und Gr.8). Ist eine Reaktion des Kontextsubjekts Ursprung eines Stimulus, 
ist das Kontextsubjekt Teil des Kontextbezugs dieses Stimulus (Tabelle 4-1: Gr.9).  
Neben Modellierungsprimitiven und Kontextereignissen umfasst das ContextML-
Modellierungsrahmenwerk verschiedene Konstruktionsmechanismen (KM) zur Dokumen-
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tation des Bezugs von Stimuli und Reaktionen in der statisch-strukturellen Perspektive des 
operationellen Kontexts. Abbildung 5-2 zeigt die Typen von Konstruktionsmechanismen 
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Abbildung 5-2: Mechanismen zur Konstruktion von ContextML-Kontextmodellen 
Die einzelnen Konstruktionsmechanismen dienen der kompositionellen Konstruktion des 
ContextML-Kontextmodells entlang der Bildung von Stimuli und Reaktionen durch Kon-
texteffekte. In den Abschnitten 5.2 – 5.4 werden die Modellierungsprimitive, Kontexter-
eignisse und Konstruktionsmechanismen des ContextML-Modellierungsrahmenwerks al-
gebraisch definiert, um Teile der Kohärenzprüfung kanonischer Verhaltensspezifikationen 
gegen ContextML-Kontextmodelle automatisiert durchführen zu können. Im Rahmen der 
Definition des ContextML-Modellierungsrahmenwerks wird zudem die visuelle Repräsen-
tation der einzelnen Modellkonstrukte des ContextML-Modellierungsrahmenwerks vorge-
stellt. Der Bezug des ContextML-Modellierungsrahmenwerks zu verwandten Arbeiten im 
Stand der Wissenschaft wird in Abschnitt 5.5 betrachtet. 
5.2 Modellierungsprimitive 
ContextML unterscheidet Modellierungsprimitive für das Kontextsubjekt, für Kontextenti-
täten, für Kontextgrößen und Kontextabhängigkeiten (vgl. Abschnitt 2.2). 
5.2.1 Modellierungsprimitive des Typs ‚Kontextsubjekt‘ 
Wie in Definition 2-5 festgelegt, ist das Kontextsubjekt das Referenzobjekt, das der spezifi-
schen Kontextbildung zugrunde liegt. Die Bedeutung der Modellierungsprimitive ‚Kon-
textsubjekt„ wird in ContextML-Modellierungsrahmenwerk wie folgt definiert. 
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Definition 5-1: Kontextsubjekt (ContextML) 
Das Kontextsubjekt repräsentiert das softwareintensive reaktive System, das der Kon-
textbildung zugrunde liegt. 
Abbildung 5-3 zeigt die visuelle Repräsentation (Notation) für die Modellierungsprimitive 
‚Kontextsubjekt„ im ContextML-Modellierungsrahmenwerk. 
 
Abbildung 5-3: Notation für die Modellierungsprimitive ‚Kontextsubjekt„ 
Wie in Abschnitt 2.2 erläutert, zählt das Kontextsubjekt nicht zum eigenen operationellen 
Kontext. Allerdings sind die Beziehungen des Kontextsubjekts zu Objekten, Personen oder 
anderen technischen Systemen in der Umgebung Teil der Eigenschaften des operationellen 
Kontexts, da diese Beziehungen die Existenz eines solchen Objektes, einer Person oder 
eines technischen Systems im jeweiligen operationellen Kontext begründen. In der Nota-
tion der Modellierungsprimitive in ContextML wird diese Eigenschaft des Kontextsubjekts 
visuell durch die gestrichelte Umrandung angedeutet. 
Im Gegensatz zu anderen Modellierungsprimitiven liegt der Kontextbildung für ein spe-
zifisches softwareintensives reaktives System genau ein Kontextsubjekt zugrunde. Demzu-
folge gilt für die Menge    aller Kontextsubjekte in der Kontextbildung für ein spezifi-
sches softwareintensives reaktives System, dass diese Menge lediglich das jeweilige Kon-
textsubjekt    enthält, d. h.: 
    {  }  (5.1) 
In der weiteren Definition des ContextML-Modellierungsrahmenwerks wird für die Model-
lierungsprimitive ‚Kontextsubjekt„ der im Folgenden definierte Typbezeichner als Typindex 
verwendet: 
     { } (5.2) 
Als Bezeichnung für das Kontextsubjekt wird in ContextML die Kurzbezeichnung des 
zugehörigen softwareintensiven reaktiven Systems aus der Systemvision verwendet. Die 
Bezeichnung des Kontextsubjekts wird dabei innerhalb der Umrandung angegeben. Bei-
spiel 5-1 zeigt exemplarisch die algebraische Dokumentation (Beispiel 5-1 oben) und die 
visuelle Dokumentation (Beispiel 5-1 unten) des Kontextsubjekts ‚FAS„, das der Kontext-
bildung für ein Fahrassistenzsystem zugrunde liegt (vgl. auch Beispiel 2-2). 
Beispiel 5-1: Dokumentation des Kontextsubjekts ‚FAS‘ 
                       {   } 
Sensorik
Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
Wenn im Bereich „Aktuatorik“ Umgebungssysteme angegeben sind, bedeutet das, dass das zu entwickelnde System die vorhandene Aktuatorik dieses 
Umgebungssystems nutzt und lediglich Daten zur Regulierung an dieses Umgebungssystem z.B. über den Bus weitergibt.  Technische Rahmenbedingungen 
für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem zu entwickelnden System fließen bzw. welche Informationen 
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5.2.2 Modellierungsprimitive des Typs ‚Kontextentität‘ 
Die statisch-strukturelle Perspektive des operationellen Kontexts konstituiert sich, wie in 
Abschnitt 2.2.4 beschrieben, aus Objekten, Personen und technischen Systemen, die mit 
dem Kontextsubjekt im Betrieb in einer Interaktionsbeziehung stehen (vgl. [Davis et al. 
1997; Zave und Jackson 1997; Jin und Liu 2006]). Bezogen auf ein in der Kontextbildung 
betrachtetes Kontextsubjekt wird die Modellierungsprimitive ‚Kontextentität„ im Con-
textML-Modellierungsrahmenwerk wie folgt definiert: 
Definition 5-2: Kontextentität (ContextML) 
Kontextentitäten sind Objekte, Personen oder technische Systeme, die Teil der statisch-
strukturellen Perspektive des operationellen Kontexts des Kontextsubjekts sind. 
Für ein Objekt, eine Person oder ein technisches System einer existierenden oder noch zu 
schaffenden Realität kann demzufolge immer nur spezifisch für das jeweils betrachtete 
Kontextsubjekt entschieden werden, ob es sich um eine Kontextentität handelt. Abbildung 
5-4 zeigt die allgemeine visuelle Repräsentation (Notation) für die Modellierungsprimitive 
des Typs ‚Kontextentität„ im ContextML-Modellierungsrahmenwerk. 
 
Abbildung 5-4: Allgemeine Notation für Kontextentitäten 
Das ContextML-Kontextmodell kann eine Vielzahl von Kontextentitäten umfassen, die 
dann in Bezug auf das jeweils betrachtete Kontextsubjekt die statisch-strukturellen Pers-
pektive des operationellen Kontexts bilden. Für ein gegebenes Kontextsubjekt    wird die 
Menge      aller Kontextentitäten wie folgt festgelegt: 
      {   }     (5.3) 
Die Modellierungsprimitive ‚Kontextentität„ wird in der Anwendung des ContextML-
Modellierungsrahmenwerks lediglich spezialisiert verwendet. Abgeleitet aus den ontologi-
schen Grundannahmen wird eine Kontextentität genau einem der folgenden spezialisierten 
Kontextentitätstypen zugeordnet (vgl. Abschnitt 5.1): 
- Umgebungssystem (Abschnitt 5.2.2.1) 
- Benutzer (Abschnitt 5.2.2.2) 
- Umgebungsphänomen (Abschnitt 5.2.2.3) 
Als Grundlage für die weiteren Definitionen des ContextML-Modellierungsrahmenwerks 
werden für die drei spezialisierten Kontextentitätstypen spezifische Typindizes verwendet. 
Die Menge     der Typindizes von Kontextentitäten wird wie folgt festgelegt: 
     {     } (5.4) 
Der Typindex ‚P„ steht für den Kontextentitätstyp ‚Umgebungsphänomen„, ‚S„ für den 
Kontextentitätstyp ‚Umgebungssystem„ und ‚B„ für den Kontextentitätstyp ‚Benutzer„. Für 
jeden spezialisierten Kontextentitätstyp wird im Folgenden eine spezifische Modellierungs-
primitive definiert. 
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5.2.2.1 Umgebungssysteme 
Bei Kontextentitäten des Typs ‚Umgebungssystem„ handelt es sich um technische Systeme, 
die über eine Softwareschnittstelle verfügen und die über diese Schnittstelle mit dem Kon-
textsubjekt im Betrieb in einer Nutzungsbeziehung stehen. Bezogen auf ein spezifisches 
Kontextsubjekt wird die Modellierungsprimitive ‚Umgebungssystem„ wie folgt definiert: 
Definition 5-3: Umgebungssystem (ContextML) 
Ein Umgebungssystem repräsentiert ein technisches System, welches mit dem Kontext-
subjekt derart in Beziehung steht, dass mindestens eine der folgenden Bedingungen gilt: 
(1) Das Umgebungssystem nutzt im Betrieb das Kontextsubjekt über dessen Software-
schnittstelle. 
(2) Das Kontextsubjekt nutzt im Betrieb das Umgebungssystem über dessen Software-
schnittstelle. 
Bezogen auf das Kontextsubjekt ‚FAS„ (vgl. Beispiel 5-1) steht z. B. das Bremssystem des 
Fahrzeuges mit dem Kontextsubjekt in Beziehung, wenn das Fahrassistenzsystem bei 
Unterschreitung eines Sicherheitsabstandes zum vorausfahrenden Fahrzeug eine Verzöge-
rung des Fahrzeuges über das Bremssystem initiieren soll. Bezüglich der Nutzungsbezie-
hung zwischen Umgebungssystemen und Kontextsubjekt können zwei Ausprägungen sol-
cher Beziehungen unterschieden werden: 
- Eine direkte Nutzungsbeziehung zwischen dem Kontextsubjekt und einem Umgebungssys-
tem liegt vor, wenn entweder das Umgebungssystem unmittelbar über die Software-
schnittstelle des Kontextsubjekts auf das Kontextsubjekt zugreift, oder das Kontext-
subjekt unmittelbar über die Softwareschnittstelle des Umgebungssystems auf das Um-
gebungssystem zugreift.  
- Eine indirekte Nutzungsbeziehung zwischen dem Kontextsubjekt und einem Umgebungs-
system liegt vor, wenn entweder das Umgebungssystem das Kontextsubjekt mittelbar 
durch den Zugriff auf die Softwareschnittstelle anderer Umgebungssysteme nutzt, oder 
wenn das Kontextsubjekt das Umgebungssystem mittelbar durch Zugriff auf die Soft-
wareschnittstelle anderer Umgebungssysteme nutzt. 
Die über die Softwareschnittstelle des Umgebungssystems oder des Kontextsubjekts reali-
sierte Nutzung kann in zwei Ausprägungen vorliegen: 
- Bei der Bereitstellung von Daten werden Daten über Eigenschaften des Systems (Umge-
bungssystem oder Kontextsubjekt) oder Daten über zugängliche Eigenschaften der 
Umgebung zur Verfügung gestellt.  
- Bei der Initiierung eines Effekts besteht die Nutzung dahin gehend, dass ein Effekt initiiert 
wird, der entweder unmittelbar auf das jeweilige Umgebungssystem oder über dieses 
Umgebungssystem auf dessen Umgebung wirkt. 
Abbildung 5-5 zeigt die visuelle Repräsentation (Notation) für die Modellierungsprimitive 
von Kontextentitäten des Typs ‚Umgebungssystem„. 


























Abbildung 5-5: Notation für Kontextentitäten des Typs ‚Umgebungssystem„ 
Die Bezeichnung einer Kontextentität vom Typ ‚Umgebungssystem„ wird in der visuellen 
Repräsentation innerhalb der Umrandung angegeben. Für ein gegebenes Kontextsubjekt    
wird die Menge      aller Umgebungssysteme wie folgt festgelegt: 
      {   }      (5.5) 
Beispiel 5-2 zeigt die Dokumentation der Menge der Umgebungssysteme des Kontextsub-
jekts ‚FAS„ (vgl. Beispiel 5-1). Im Beispiel wird definiert, dass das Kontextsubjekt ‚FAS„ die 
drei Umgebungssysteme ‚Bremssystem„, ‚Motorsteuerung„ und ‚Pedaldrucksensor„ besitzt. 
Im oberen Teil des Beispiels ist die algebraische Dokumentation der Menge der Umge-
bungssysteme angegeben. Der untere Teil zeigt die entsprechende visuelle Dokumentation. 
Beispiel 5-2: Dokumentation der Umgebungssysteme des Kontextsubjekts ‚FAS‘ 
       {                                           } 
Sensorik
Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
Wenn im Bereich „Aktuatorik“ Umgebungssysteme angegeben sind, bedeutet das, dass das zu entwickelnde System die vorhandene Aktuatorik dieses 
Umgebungssystems nutzt und lediglich Daten zur Regulierung an dieses Umgebungssystem z.B. über den Bus weitergibt.  Technische Rahmenbedingungen 
für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem zu entwickelnden System fließen bzw. welche Informationen 












Die Schnittstelle eines Umgebungssystems wird im ContextML-Modellierungsrahmenwerk 
durch die Menge von Daten dokumentiert, die von dem Umgebungssystem zur Verfügung 
gestellt werden oder die das Umgebungssystem verarbeiten kann. Der Teil der ausgehen-
den Schnittstelle eines Umgebungssystems ‚  „, der einen unmittelbaren oder mittelbaren 
Nutzungsbezug zum Kontextsubjekt besitzt, wird durch die Signatur      wie folgt doku-
mentiert: 
       )  {                                                } (5.6) 
Der Teil der eingehende Schnittstelle     eines Umgebungssystems ‚  „, der einen unmit-
telbaren oder mittelbaren Nutzungsbezug zum Kontextsubjekt besitzt, wird wie folgt do-
kumentiert: 
      )  {                                                    } (5.7) 
Beispiel 5-3 zeigt am Beispiel des Umgebungssystems ‚Motorsteuerung„ die Dokumenta-
tion der eingehenden und ausgehenden Schnittstelle dieses System im ContextML-
Modellierungsrahmenwerk. Die ausgehende Schnittstelle des Umgebungssystems ‚Motor-
steuerung„ stellt das Datum ‚ActMotoTorque‘ (Wert des Motordrehmoments) und das 
Datum ‚Sig_TempAlert‘ (Vorliegen einer Motorüberhitzung) zur Verfüg ng. Die ei gehen-
de Schnittstelle umfasst das Datum ‚Sig_IgnOff„ (Zündung aus) und das Datum ‚NewMoto-
Torque„ (neuer Wert für das Motordrehmoment). 
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Beispiel 5-3: Dokumentation der eingehenden und ausgehenden Schnittstelle eines Umgebungssystems 
                   )   {ActMoto orque   ig  empAlert} 
                  )   { ig IgnOff  NewMoto orque} 
Umgebungssysteme eines softwareintensiven reaktiven Systems können weiter differenziert 
werden. So können die folgenden Ausprägungen von Umgebungssystemen im operationel-
len Kontext unterschieden werden (vgl. auch [Weyer und Pohl 2008]): 
- Sensor: Ein Sensor misst die Ausprägung einer natürlichen oder technischen Größe 
(Messgröße) in seiner Umgebung.39 Die gemessenen Werte werden dabei von einem 
Sensor gegebenenfalls aufbereitet und plausibilisiert zur Verfügung gestellt. Beispiels-
weise misst ein Pedaldrucksensor den Pedaldruck (Messgröße) auf dem Bremspedal. 
- Aktuator: Ein Aktuator reguliert die Ausprägung einer natürlichen oder technischen 
Größe (Regelgröße) in seiner Umgebung auf Grundlage von Regelungsdaten. Bei-
spielsweise reguliert der Hauptbremszylinder (Aktuator) eines Fahrzeuges den Brems-
druck (Regelgröße) im Bremskreislauf. 
- Adjazentes System: Ein adjazentes System besitzt eine Verarbeitungslogik, nutzt Dienste 
anderer Systeme oder stellt Dienste der Umgebung zur Verfügung. Adjazente Systeme 
regulieren häufig natürliche oder technische Größen in ihrer Umgebung, indem sie 
Messdaten analysieren und Regelungsdaten berechnen, über die Prozesse in der Umge-
bung reguliert werden. 
- Technisches Kopplungselement: Ein technisches Kopplungselement ist ein technisches Sys-
tem mit einer Softwareschnittstelle, das dazu dient, Daten zwischen Umgebungssyste-
men oder zwischen Umgebungssystemen und dem Kontextsubjekt zu übertragen. Als 
technische Kopplungselemente werden im Fahrzeugbau z. B. Systeme eingesetzt, die 
auf Technologien wie z. B. CAN (Controller Area Network) [ISO 11898], FlexRay 
[FlexRay 2009], LIN (Local Interconnect Network) [LIN Consortium 2009] oder 
MOST (Media Oriented Systems Transport) [MOST Cooperation 2009] beruhen. 
5.2.2.2 Benutzer 
Kontextentitäten des Typs ‚Benutzer„ repräsentieren Personengruppen, die mit dem Kon-
textsubjekt in einer Nutzungsbeziehung stehen. Eine Benutzungsbeziehung zwischen einer 
Person beziehungsweise einer Personengruppe und dem Kontextsubjekt besteht dann, 
wenn die betreffenden Personen aus der Nutzung des Systems einen Mehrwert erfahren 
(vgl. Abschnitt 2.1.2). Bezogen auf ein spezifisches Kontextsubjekt wird die Modellie-
rungsprimitive ‚Benutzer„ im ContextML-Modellierungsrahmenwerk wie folgt definiert: 
                                                 
39  Eine physikalische Größe bezieht sich auf einen physikalischen Prozess, d. h. einen Prozess, der durch natürliche Vorgänge bestimmt 
wird, die lediglich den Naturgesetzen unterliegen. Eine technische Größe bezieht sich auf einen technischen Prozess, d. h. auf einen 
Prozess, der unmittelbar durch eines oder mehrere technische Systeme beeinflusst wird. 
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Definition 5-4: Benutzer (ContextML) 
Eine Kontextentität vom Typ ‚Benutzer„ repräsentiert eine Personengruppe, deren Ver-
treter das Kontextsubjekt im Betrieb nutzen, um dadurch selbst oder für Personen an-
derer Personengruppen einen Mehrwert zu erreichen. 
Beispielsweise besteht zwischen dem Fahrer eines Fahrzeuges (Benutzer) und dem Lenk-
system des Fahrzeuges (Kontextsubjekt) eine Benutzungsbeziehung, da das Lenksystem 
den durch den Lenkradeinschlag des Fahrers (Benutzereingabe) eingestellten Lenkwinkel 
verarbeitet, um die Bewegungsrichtung des Fahrzeuges zu regulieren (Mehrwert).  
Abbildung 5-6 zeigt die visuelle Repräsentation (Notation) für Modellierungsprimitive 

























Abbildung 5-6: Notation für Kontextentitäten des Typs ‚Benutzer„ 
In der visuellen Repräsentation wird die Bezeichnung der zugehörigen Personengruppe 
wiederum innerhalb des Modellelements angegeben. Für ein gegebenes Kontextsubjekt    
wird die Menge      der Benutzer wie folgt festgelegt: 
      {  }     (5.8) 
Beispiel 5-4 zeigt exemplarisch die Dokumentation der Menge von Benutzern des Kon-
textsubjekts ‚FAS„ aus Beispiel 5-1. Im gezeigten Beispiel besitzt das Kontextsubjekt ‚FAS„ 
die zwei Benutzer ‚Fahrer„ und ‚Wartungsingenieur„. Im oberen Teil des Beispiels ist die 
algebraische Dokumentation der Menge von Benutzern des Kontextsubjekts ‚FAS‟ ange-
geben. Der untere Teil des Beispiels zeigt die entsprechende visuelle Dokumentation. 
Beispiel 5-4: Dokumentation der Benutzer des Kontextsubjekts ‚FAS‘ 
       {                        } 
Sensorik
Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
Wenn im Bereich „Aktuatorik“ Umgebungssysteme angegeben sind, bedeutet das, dass das zu entwickelnde System die vorhandene Aktuatorik dieses 
Umgebungssystems nutzt und lediglich Daten zur Regulierung an dieses Umgebungssystem z.B. über den Bus weitergibt.  Technische Rahmenbedingungen 
für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem zu entwickelnden System fließen bzw. welche Informationen 










Zur Erbringung des Mehrwertes gegenüber einem Benutzer ist es nicht zwingend notwen-
dig, dass dieser Benutzer im Betrieb Eingaben für das Kontextsubjekt macht. Das Kon-
textsubjekt kann auch aufgrund spezifischer Gegebenheiten im operationellen Kontext 
einem Benutzer gegenüber einen Mehrwert erbringen, ohne dass dieser Benutzer zuvor 
irgendwelche Eingaben erbracht hat. Bezüglich der Benutzereingaben für das Kontextsub-
jekt können zwei Ausprägungen unterschieden werden: 
- Direkte Benutzereingabe: Das Kontextsubjekt nimmt Eingaben des jeweiligen Benutzers 
direkt (z. B. über eine grafische Benutzungsoberfläche) entgegen. 
- Indirekte Benutzereingabe: Das Kontextsubjekt nimmt die Eingaben des Benutzers zumin-
dest teilweise über ein Umgebungssystem entgegen (z. B. ein adjazentes System). 
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Die Erbringung des Mehrwertes für einen Benutzer kann durch das Kontextsubjekt eben-
falls auf zwei unterschiedliche Arten erfolgen: 
- Direkte Mehrwerterbringung: Das Kontextsubjekt erbringt dem Benutzer unmittelbar den 
Mehrwert, ohne dass dazu ein Umgebungssystem genutzt wird. 
- Indirekte Mehrwerterbringung: Das Kontextsubjekt erbringt dem Benutzer mittelbar den 
Mehrwert, indem es zur Erbringung des Mehrwertes auch Umgebungssysteme nutzt.40 
5.2.2.3 Umgebungsphänomene 
Bei Kontextentitäten des Typs ‚Umgebungsphänomen„ handelt es ich um ständige oder 
zeitweise im operationellen Kontext des Kontextsubjekts auftretende materielle oder im-
materielle Phänomene, die im Gegensatz zu Kontextentitäten des Typs ‚Umgebungssys-
tem„ und ‚Benutzern„ nicht in einer Nutzungsbeziehung mit dem Kontextsubjekt stehen. 
Die Relevanz eines Umgebungsphänomens ist dadurch gegeben, dass Eigenschaften des 
Umgebungsphänomens (z. B. existent / nicht existent) Auswirkungen auf das Kontextsub-
jekt im Betrieb haben. Bezogen auf ein spezifisches Kontextsubjekt wird die Modellie-
rungsprimitive ‚Umgebungsphänomen„ in ContextML wie folgt definiert: 
Definition 5-5: Umgebungsphänomen (ContextML) 
Ein Umgebungsphänomen ist eine Kontextentität im Sinne von Definition 5-2, die im 
Betrieb in keiner Nutzungsbeziehung mit dem Kontextsubjekt steht. 
Zum Beispiel stellt eine seitliche Windböe ein Umgebungsphänomen für ein Fahrassistenz-
system (Kontextsubjekt) dar, wenn das Fahrassistenzsystem bei einer fahrkritischen Wind-
böe durch eine Lenkkorrektur das Fahrzeug in der Fahrspur stabilisieren soll (Mehrwert). 
Für Kontextentitäten des Typs ‚Umgebungsphänomen‟ wird im ContextML-
Modellierungsrahmenwerk die in Abbildung 5-7 gezeigte visuelle Repräsentation (Nota-
tion) verwendet. 
 
Abbildung 5-7: Notation für Kontextentitäten des Typs ‚Umgebungsphänomen„ 
Die Bezeichnung einer Kontextentität vom Typ ‚Umgebungsphänomen„ wird innerhalb der 
Umrandung angegeben. Für ein gegebenes Kontextsubjekt    wird die Menge      aller 
Umgebungsphänomene wie folgt festgelegt: 
      {   }     (5.9) 
Beispiel 5-5 zeigt exemplarisch die Dokumentation der Menge von Umgebungsphänome-
nen des Kontextsubjekts ‚FAS„. Im gezeigten Beispiel besitzt das Kontextsubjekt die zwei 
Umgebungsphänomene ‚Hindernis„ und ‚Unfall„. Im oberen Teil des Beispiels ist wiederum 
die algebraische Dokumentation der Menge von Umgebungsphänomenen gezeigt und im 
unteren Teil des Beispiels die entsprechende visuelle Dokumentation. 
                                                 
40  Es ist z. B. denkbar, dass das Kontextsubjekt die Eingaben des Benutzers unmittelbar oder mittelbar entgegennimmt, die eigentliche 
Diensterbringung des Kontextsubjekts allerdings vollständig durch Delegation der Diensterbringung an Umgebungssysteme geschieht. 
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Beispiel 5-5: Dokumentation der Umgebungsphänomene des Kontextsubjekts ‚FAS‘ 
       {                } 
Sensorik
Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
Wenn im Bereich „Aktuatorik“ Umgebungssysteme angegeben sind, bedeutet das, dass das zu entwickelnde System die vorhandene Aktuatorik dieses 
Umgebungssystems nutzt und lediglich Daten zur Regulierung an dieses Umgebungssystem z.B. über den Bus weitergibt.  Technische Rahmenbedingungen 
für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem zu entwickelnden System fließen bzw. welche Informationen 









Wie oben bereits angedeutet, werden Umgebungsphänomene im operationellen Kontext 
eines Kontextsubjekts in immaterielle und materielle Umgebungsphänomene unterschie-
den. Mögliche materielle Umgebungsphänomene sind z. B. Gegenstände (z. B. physikali-
sche Systeme, Wasser, Schmutz) oder Lebewesen (Menschen, Tiere, Pflanzen). Mögliche 
immaterielle Umgebungsphänomene sind z. B. natürliche Phänomene (z. B. Witterung, 
Sonneneinstrahlung, Feuer, Blitzschlag) oder technische Phänomene (z. B. Absenken einer 
Fahrbahnschranke, Lichtsignal, Signalton). 
5.2.3 Modellierungsprimitive des Typs ‚Kontextgröße‘ 
Wie in Abschnitt 2.1.1 erläutert, besteht das charakteristische Merkmal der ‚Reaktivität„ 
eines softwareintensiven reaktiven Systems darin, dass Systeme dieses Typus im Betrieb auf 
Stimuli aus dem operationellen Kontext spezifische Reaktionen in den operationellen Kon-
text bewirken, um ihren Systemzweck zu erfüllen. 
5.2.3.1 Definition der Modellierungsprimitive ‚Kontextgröße‘ 
Das Merkmal der ‚Reaktivität„ setzt voraus, dass Systeme spezifische Ausprägungen von 
Eigenschaften im operationellen Kontext überwachen, die e n ti ulus es Systems defi-
nieren und abhängig von ihrer Ausprägung gegebenenfalls ei e Reaktion des Systems not-
wendig machen. Die Reaktionen eines solchen Systems beziehen sich auf spezifische Aus-
prägungen von Eigenschaften im operationellen Kontext, die beim Auftreten eines Stimu-
lus etabliert werden müssen (vgl. [Heninger 1980; Parnas und Clements 1986; van Schou-
wen et al. 1992; Parnas und Madey 1995]). Solche spezifischen Eigenschaften des operatio-
nellen Kontexts werden im ContextML-Modellierungsrahmenwerk durch Kontextgrößen 
repräsentiert. Die zugehörige Modellierungsprimitive ‚Kontextgröße„ ist wie folgt definiert: 
Definition 5-6: Kontextgröße (ContextML) 
Eine Kontextgröße repräsentiert eine Eigenschaft des operationellen Kontexts eines 
Kontextsubjekts, die vom Kontextsubjekt im Betrieb überwacht oder reguliert werden 
muss, damit das Kontextsubjekt seinen Systemzweck erfüllen kann. 
Beispielsweise wird für das Kontextsubjekt ‚FAS„ die Information, ob auf der Fahrbahn in 
Fahrtrichtung ein Hindernis auftritt, durch eine Kontextgröße abgebildet, wenn der Sys-
temzweck des Fahrassistenzsystems fordert, dass der Fahrer beim Auftreten eines Fahr-
bahnhindernisses gewarnt werden soll. In diesem Fall könnte das ‚FAS„ durch die Überwa-
chung der Kontextgröße ‚hindernisExistent„ feststellen, ob ein relevantes Fahrbahnhinder-
nis auftritt. Muss der Fahrer gewarnt werden, so kann das ‚FAS„ dies über die Regulierung 
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der Kontextgröße ‚lenkradvibration„ realisieren, die sich auf die Ausprägung der Vibration 
des Lenkrades bezieht. 
Für die Modellierungsprimitive ‚Kontextgröße„ wird im ContextML-Modellierungs-

























Abbildung 5-8: Notation für die Modellierungsprimitive ‚Kontextgröße„ 
Die Bezeichnung einer Kontextgröße wird in der visuellen Repräsentation innerhalb der 
Umrandung angegeben. Für die weitere Definition des ContextML-Modellierungsrahmen-
werks wird für die Modellierungsprimitive ‚Kontextgrößen„ der Typindex ‚G„ verwendet. 
     { } (5.10) 
Für ein gegebenes Kontextsubjekt    wird die Menge      aller Kontextgrößen wie folgt 
festgelegt: 
      {   }     (5.11) 
Beispiel 5-6 zeigt exemplarisch die Dokumentation der Menge von Kontextgrößen des 
Kontextsubjekts ‚FAS„. Im oberen Teil des Beispiels ist die algebraische Dokumentation 
der Kontextgrößen des Kontextsubjekts ‚FAS„ angegeben und im unteren Teil die entspre-
chende visuelle Dokumentation. 
Beispiel 5-6: Definition der Kontextgrößen des Kontextsubjekts FAS 
       {                                                   } 
Sensorik
Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
Wenn im Bereich „Aktuatorik“ Umgebungssysteme angegeben sind, bedeutet das, dass das zu entwickelnde System die vorhandene Aktuatorik dieses 
Umgebungssystems nutzt und lediglich Daten zur Regulierung an dieses Umgebungssystem z.B. über den Bus weitergibt.  Technische Rahmenbedingungen 
für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem zu entwickelnden System fließen bzw. welche Informationen 












Die obige Definition legt fest, dass der operationelle Kontext des Kontextsubjekts ‚FAS„ 
die drei Kontextgrößen ‚hindernisExistent„‚ ‚aussentemperatur„ und ‚fahrerreaktion„ be-
sitzt, über die das Kontextsubjekt die Ausprägung spezifischer Eigenschaften im operatio-
nellen Kontext überwacht oder reguliert. 
5.2.3.2 Überwachte und regulierte Kontextgrößen 
Zur Überwachung einer Kontextgröße muss das Kontextsubjekt die Ausprägung der Kon-
textgröße messen oder Messdaten zur Kontextgröße von einem Umgebungssystem erhal-
ten (vgl. Abschnitt 5.2.2.1). Wenn das Kontextsubjekt regulierend auf Kontextgrößen ein-
wirken soll, kann dies wiederum unmittelbar oder mittelbar über Umgebungssysteme ge-
schehen. Im ContextML-Modellierungsrahmenwerk werden die folgenden beiden Klassen 
von Kontextgrößen unterschieden (vgl. [Parnas und Madey 1995]): 
- Überwachte Kontextgröße: Hierbei handelt es sich um Kontextgrößen, deren Ausprägung 
das Kontextsubjekt im Betrieb überwach n muss, um seinen Systemzweck zu erfüllen. 
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- Regulierte Kontextgröße: Hierbei handelt es sich um Kontextgrößen, deren Ausprägung das 
Kontextsubjekt im Betrieb regulieren muss, um seinen Systemzweck zu erfüllen. 
Die obigen Klassen von Kontextgrößen sind nicht notwendigerweise disjunkt. In Bezug 
auf ein spezifisches Kontextsubjekt können Kontextgrößen existieren, die das Kontextsub-
jekt im Betrieb sowohl überwachen als auch regulieren muss, um seinen Systemzweck zu 
erfüllen. In einem solchen Fall handelt es sich um ein rückgekoppeltes System (vgl. [Franklin et 
al. 2002]). Bei rückgekoppelten Systemen wird die aktuelle Ausprägung einer Kontextgröße 
gemessen und mit dem Sollwert verglichen. Aus der Abweichung von Istwert und Sollwert 
wird dann bestimmt, ob und in welchem Umfang, die zuvor gemessene Kontextgröße 
durch die Aktuatorik reguliert werden muss (vgl. Abschnitt 2.1.1). Typische Vertreter sol-
cher rückgekoppelten Systeme sind z. B. Systeme zur elektronischen Stabilisierung von 
Fahrzeugen (vgl. [Maurer und Stiller 2005]). 
5.2.3.3 Wertdiskrete und wertkontinuierliche Kontextgrößen 
Kontextgrößen können über das Kontinuum möglicher Werte unterschieden werden, die 
die Kontextgröße im Betrieb des Kontextsubjekts einnehmen kann. In diesem Zusammen-
hang wird zwischen wertdiskreten und wertkontinuierlichen Kontextgrößen unterschieden 
(vgl. [Mahony und Hayes 1991]): 
- Wertdiskrete Kontextgröße: Eine Kontextgröße eines Kontextsubjekts ist wertdiskret, wenn 
die Menge möglicher Werte, die die Kontextgröße im Betrieb des Kontextsubjekts an-
nehmen kann, abzählbar ist. 
- Wertkontinuierliche Kontextgröße: Eine Kontextgröße eines Kontextsubjekts ist wertkonti-
nuierlich, wenn die Menge möglicher Werte, die die Kontextgröße im Betrieb des Kon-
textsubjekts annehmen kann, nicht abzählbar ist. 
Beispiel 5-7 zeigt die exemplarische Definition des Wertebereiches ( ) verschiedener 
wertdiskreter oder wertkontinuierlicher Kontextgrößen eines Kontextsubjekts. 
Beispiel 5-7: Definition wertdiskreter und wertkontinuierlicher Kontextgrößen 
(1)                    )  {       }  
(2)   bremsver oegerung)  {keine manuelleBremsung automatischeBremsung} 
(3)    uendstellung)  {lock acc on start} 
(4)   schleuderwinkel)  {x    x         } 
Nach Beispiel 5-7 (1) kann die wertdiskrete Kontextgröße ‚hindernisExistent„ im Betrieb 
des Kontextsubjekts nur die Werte ‚ja„ oder ‚nein„ annehmen. Die Definition der wertdis-
kreten Kontextgröße ‚bremsverzögerung„ in Beispiel 5-7 (2) legt fest, dass diese Kontext-
größe nur einen der drei Werte ‚keine„, ‚manuelleBremsung„, ‚automatischeBremsung„ an-
nehmen kann. Nach der in Beispiel 5-7 (3) angegebenen Definition der wertdiskreten Kon-
textgröße ‚zuendstellung„ kann die Kontextgröße nur einen der vier Werte ‚lock„, ‚acc„, ‚on„, 
‚start„ annehmen. Die in Beispiel 5-7 (4) gezeigte Definition der wertkontinuierlichen Kon-
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textgröße ‚schleuderwinkel„ legt fest, dass diese Kontextgröße für die Gradzahl des 
Schleuderwinkels beliebige reelle Zahlen zwischen 0 und 360 annehmen kann. 
5.2.4 Modellierungsprimitive des Typs ‚Kontextabhängigkeit‘ 
In der im ContextML-Modellierungsrahmenwerk adressierten statisch-strukturellen Pers-
pektive auf den operationellen Kontext werden Beziehungen im operationellen Kontext 
durch Kontextabhängigkeiten dokumentiert. Die Modellierungsprimitive ‚Kontextabhän-
gigkeit„ ist wie folgt definiert: 
Definition 5-7: Kontextabhängigkeit (ContextML) 
Eine Kontextabhängigkeit repräsentiert eine Beziehung in der statisch-strukturellen Per-
spektive des operationellen Kontexts eines Kontextsubjekts. 
Kontextabhängigkeiten setzen das Kontextsubjekt (Abschnitt 5.2.1), Kontextentitäten (Ab-
schnitt 5.2.2) und Kontextgrößen (Abschnitt 5.2.3) miteinander in Beziehung. Das Con-
textML-Modellierungsrahmenwerk unterscheidet fünf Typen von Kontextabhängigkeiten, 
die in den folgenden Abschnitten definiert und erläutert werden. Um die Definition der 
verschiedenen Abhängigkeitstypen zu vereinfachen, werden das Kontextsubjekt, Kontext-
entitäten und Kontextgrößen verallgemeinert als Kontextelemente bezeichnet. 
5.2.4.1 Abhängigkeitstyp ‚ist Bezug von‘ 
Die Abhängigkeit ‚ist Be ug von‘ zwischen zwei Kontextelementen dokumentiert, dass im 
betrachteten operationellen Kontext eines dieser Elemente Bezug für das jeweils andere 
Kontextelement ist. Letzteres muss dabei eine Kontextgröße sein. Ein Kontextelement    
ist Bezug für eine Kontextgröße     genau dann, wenn die Kontextgröße     sich im Be-
trieb des zugehörigen Kontextsubjekts durch die Ausprägung von Eigenschaften des Kon-
textelements    derart bestimmt, dass Veränderungen der Ausprägung einer oder mehrerer 
Eigenschaften von    zu einer Veränderung der Ausprägung der Kontextgröße     führt. 
Die Abhängigkeit ‚ist Be ug von‘   ) ist wie folgt definiert: 
F r                          
                   Auspr gung                                   
(5.12) 
Ausgehend von der Definition der Abhängigkeit ‚ist Be ug von‘   ) wird die Relation BE-
ZUG_VON eines Kontextsubjekts    als die Menge aller Abhängigkeiten vom Typ ‚ist Be ug 
von‘ zwischen Kontextelementen im operationellen Kontext des Kontextsubjekts    wie 
folgt definiert: 
BE  G  ON   {  (      )                     } (5.13) 
Bei BEZUG_VON handelt es sich um eine Relation, da es sein kann, dass im operationellen 
Kontext eines Kontextsubjekts ein Kontextelement mehr als eine Kontextgröße bestim-
men kann. Die Relation BEZUG_VON ist im ContextML-Modellierungsrahmenwerk nur für 
die folgenden Tupel   spezifischer Trägermengen von Kontextelementen definiert: 
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         (5.14) 
Im obigen Ausdruck steht      (5.9),      (5.8),      (5.5),      (5.1) und      (5.11) für 
die jeweiligen Mengen von Umgebungsphänomenen (Abschnitt 5.2.2.3), Benutzern (Ab-
schnitt 5.2.2.2), Umgebungssystemen (Abschnitt 5.2.2.1), dem Kontextsubjekt (Abschnitt 
5.2.1) und der Kontextgrößen (Abschnitt 5.2.3) des operationellen Kontexts des in      
enthaltenen Kontextsubjekts. Wie in (5.14) festgelegt, kann die Relation BEZUG_VON nur 
Tupel enthalten, deren linkes Element ein Umgebungsphänomen, ein Benutzer, ein Umge-
bungssystem oder das Kontextsubjekt und deren rechtes Element eine Kontextgröße ist. 
Abbildung 5-9 zeigt die visuelle Repräsentation (Notation) für Abhängigkeiten des Typs 
‚ist Be ug von‘ zusammen mit der gültigen Typausprägung der linken und rechten Seite 
dieser Kontextabhängigkeit nach (5.14). 
(1) (2) (3) (4)
 
Abbildung 5-9: Notation für Kontextabhängigkeiten des Typs ‚ist Bezug von„ 
Wie in der Abbildung 5-9 gezeigt, sind im ContextML-Modellierungsrahmenwerk vier 
Ausprägungen der Kontextabhängigkeit ‚ist Be ug von‘ gestattet. Abbildung 5-9 (1) zeigt 
eine abstrakte Abhängigkeit des Typs ‚ist Be ug von‘ zwischen einem Umgebungsphäno-
men und einer Kontextgröße. Abbildung 5-9 (2)-(4) zeigt abstrakte Abhängigkeiten des 
Typs ‚ist Be ug von’ zwischen einer Kontextentität des Typs ‚Benutzer„ und einer Kontext-
größe, einer Kontextentität des Typs ‚Umgebungssystem„ und einer Kontextgröße sowie 
zwischen dem Kontextsubjekt und einer Kontextgröße. Die letztgenannte Abhängigkeit 
des Typs ‚ist Be ug von‘ zwischen dem Kontextsubjekt und einer Kontextgröße drückt aus, 
dass die Ausprägung spezifischer Eigenschaften des Kontextsubjekts die jeweilige Kon-
textgröße bestimmt. Dies ist z. B. der Fall, wenn das Kontextsubjekt im Betrieb die Aus-
prägung eigener Eigenschaften überwachen muss, um seinen Systemzweck zu erfüllen. 
Beispiel 5-8 zeigt exemplarisch die Definition der Relation BE  G  ON    zum opera-
tionellen Kontext des Kontextsubjekts ‚FAS„ (vgl. Beispiel 5-1). Der obere Teil des Bei-
spiels zeigt die algebraische Dokumentation der Relation. Die Typen der einzelnen Ele-
mente der Trägermengen sind durch die in (5.4) und (5.10) definierten Typindizes angege-
ben. Im unteren Teil des Beispiels wird die visuelle Dokumentation der beiden Kontextab-
hängigkeiten des Typs ‚ist Be ug von‘ im ContextML-Modellierungsrahmenwerk gezeigt. 
Beispiel 5-8: Relation BEZUG_VON für das Kontextsubjekt FAS 
BE  G  ON    {                              )                                )} 
Sensorik
Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
Wenn im Bereich „Aktuatorik“ Umgebungssysteme angegeben sind, bedeutet das, dass das zu entwickelnde System die vorhandene Aktuatorik dieses 
Umgebungssystems nutzt und lediglich Daten zur Regulierung an dieses Umgebungssystem z.B. über den Bus weitergibt.  Technische Rahmenbedingungen 
für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem zu entwickelnden System fließen bzw. welche Informationen 
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Die im Beispiel gezeigte Relation BE  G  ON    dokumentiert, dass im operationellen 
Kontext des Kontextsubjekts ‚FAS„ zwei Kontextabhängigkeiten des Typs ‚ist Be ug von‘ 
bestehen. Eine dieser Abhängigkeiten tritt zwischen dem Umgebungsphänomen (Typin-
dex ‚P„) ‚Hindernis„ und der Kontextgröße (Typindex ‚G„) ‚hindernisExistent„ auf. Die an-
dere Abhängigkeit besteht zwischen dem Umgebungsphänomen (Typindex ‚P„) ‚Fahrbahn„ 
und der Kontextgröße (Typindex ‚G„) ‚reibungskoeffizient„. Die letztgenannte Abhängigkeit 
dokumentiert, dass die Kontextgröße ‚reibungskoeffizient„ sich im Betrieb des Kontext-
subjekts ‚FAS„ auf die Ausprägung spezifischer Merkmale des Umgebungsphänomens 
‚Fahrbahn„ bezieht, wie z. B. auf die Feuchte der Fahrbahnoberfläche. 
5.2.4.2 Abhängigkeitstyp ‚bezieht sich auf‘ 
Die Abhängigkeit ‚be ieht sich auf‘ zwischen zwei Kontextelementen dokumentiert, dass 
im betrachteten operationellen Kontext die Ausprägung von Eigenschaften eines Kontext-
elements durch das andere Kontextelement bestimmt wird. Das Kontextelement, das sich 
auf das andere Kontextelement bezieht, muss in ContextML eine Kontextgröße sein. Eine 
Kontextgröße     bezieht sich auf ein Kontextelement    genau dann, wenn die Ausprä-
gung von Eigenschaften des Elements    durch die Ausprägung von     bestimmt wird. 
Die Abhängigkeit ‚be ieht sich auf‘   ) zwischen Kontextgröße und Kontextelementen ist 
im ContextML-Modellierungsrahmenwerk wie folgt definiert: 
F r                       
     Auspr gung                                                  
(5.15) 
Die Definition der Abhängigkeit ‚be ieht sich auf‘ kann als eine Umkehrung der in (5.12) 
definierten Abhängigkeit ‚ist Be ug von‘ verstanden werden. Für die weitere Definition des 
ContextML-Modellierungsrahmenwerks ist die Unterscheidung dieser beiden Abhängigkei-
ten allerdings evident, da diese jeweils zur Dokumentation unterschiedlicher Eigenschaften 
des operationellen Kontexts verwendet werden. Ausgehend von der Definition der Abhän-
gigkeit ‚bezieht sich auf‘   ) wird die Relation BEZUG_AUF eines Kontextsubjekts    als 
die Menge aller Abhängigkeiten vom Typ ‚bezieht sich auf‘ im operationellen Kontext des 
Kontextsubjekts    wie folgt definiert.  
BE  G A F   {  (      )                      } (5.16) 
Bei BEZUG_AUF handelt es sich um eine Relation, da im operationellen Kontext eines Kon-
textsubjekts eine Kontextgröße die Eigenschaften von mehr als einem Kontextelement 
bestimmen kann. Die Relation BEZUG_AUF ist nur für die folgenden Tupel   spezifischer 
Trägermengen von Kontextelementen definiert: 
   {     
    
     
    
 
    
 
   (5.17) 
In obigem Ausdruck steht      (5.11) für die Menge aller Kontextgrößen im operationel-
len Kontext des Kontextsubjekts    und      (5.9),      (5.8),      (5.5),      (5.1) stehen 
jeweils für die Mengen von Umgebungsphänomenen (Abschnitt 5.2.2.3), Benutzern (Ab-
schnitt 5.2.2.2), Umgebungssystemen (Abschnitt 5.2.2.1) und für das Kontextsubjekt (Ab-
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schnitt 5.2.1). Wie in (5.17) festgelegt, kann die Relation BEZUG_AUF nur Tupel enthalten, 
deren linkes Element eine Kontextgröße ist und deren rechtes Element entweder ein Um-
gebungsphänomen, ein Benutzer, ein Umgebungssystem oder das Kontextsubjekt ist.  
Abbildung 5-10 zeigt die visuelle Repräsentation (Notation) für Abhängigkeiten des 
Typs ‚be ieht sich auf‘ im ContextML-Modellierungsrahmenwerk, zusammen mit der gülti-
gen Typausprägung der linken und rechten Seite dieser Kontextabhängigkeit nach (5.17). 
(1) (2) (3) (4)
 
Abbildung 5-10: Notation für Kontextabhängigkeiten des Typs ‚bezieht sich auf„ 
Wie in der Abbildung 5-10 gezeigt, sind im ContextML-Modellierungsrahmenwerk vier 
Ausprägungen der Kontextabhängigkeit ‚be ieht sich auf‘ gestattet. Abbildung 5-10 (1) 
zeigt abstrakt eine Abhängigkeit des Typs ‚be ieht sich auf‘ zwischen einer Kontextgröße 
und einem Umgebungsphänomen. Abbildung 5-10 (2)-(4) zeigt abstrakte Abhängigkeiten 
dieses Typs zwischen jeweils einer Kontextgröße und einer Kontextentität des Typs ‚Be-
nutzer„, einer Kontextentität des Typs ‚Umgebungssystem„ sowie zwischen einer Kontext-
größe und dem Kontextsubjekt. Eine Kontextabhängigkeit des Typs ‚ist Be ug von‘ zwi-
schen einer Kontextgröße und dem Kontextsubjekt sagt aus, dass die Ausprägung von 
Eigenschaften des Kontextsubjekts durch die Ausprägung der Kontextgröße bestimmt 
wird. Dies ist beispielsweise dann notwendig, wenn das Kontextsubjekt die Ausprägung 
eigener Eigenschaften regulieren muss. 
Beispiel 5-9 zeigt exemplarisch die Definition der Relation BE  G A F    zum opera-
tionellen Kontext des Kontextsubjekts ‚FAS„ (vgl. Beispiel 5-1). Der obere Teil des Bei-
spiels zeigt die algebraische Dokumentation der Relation. Die Typen der einzelnen Ele-
mente der Trägermengen sind durch die in (5.4) und (5.10) definierten Typindizes angege-
ben. Im unteren Teil des Beispiels ist die visuelle Dokumentation dieser beiden ‚bezieht 
sich auf‘ Kontextabhängigkeiten im ContextML-Modellierungsrahmenwerk gezeigt. 
Beispiel 5-9: Relation BEZUG_AUF des Kontextsubjekts FAS 
BE  G A F   
   {                          )                             )} 
Sensorik
Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
Wenn im Bereich „Aktuatorik“ Umgebungssysteme angegeben sind, bedeutet das, dass das zu entwickelnde System die vorhandene Aktuatorik dieses 
Umgebungssystems nutzt und lediglich Daten zur Regulierung an dieses Umgebungssystem z.B. über den Bus weitergibt.  Technische Rahmenbedingungen 
für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem zu entwickelnden System fließen bzw. welche Informationen 










Die im Beispiel gezeigte Relation BE  G A F    dokumentiert, dass im operationellen 
Kontext des Kontextsubjekts ‚FAS„ zwei Kontextabhängigkeiten des Typs ‚bezieht sich 
auf‘ auftreten. Eine dieser Abhängigkeiten besteht zwischen der Kontextgröße 
‚lenkradvibration„ und dem Benutzer ‚Fahrer„. Die andere Abhängigkeit besteht zwischen 
der Kontextgröße ‚bremsverzögerung„ und dem Umgebungsphänomen ‚Fahrzeug„. Diese 
Abhängigkeit dokumentiert, dass eine spezifische Eigenschaft des Umgebungsphänomens 
‚Fahrzeug„ (z. B. die aktuelle Geschwindigkeit) im Betrieb des Kontextsubjekts ‚FAS„ durch 
die Ausprägung der Kontextgröße ‚bremsverzögerung„ bestimmt wird. 
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5.2.4.3 Abhängigkeitstyp ‚wird überwacht‘ 
Die Abhängigkeit ‚wird  berwacht‘ zwischen zwei Kontextelementen dokumentiert, dass 
im operationellen Kontext die Ausprägung eines Kontextelements durch ein anderes Kon-
textelement überwacht wird. Das Kontextelement, welches überwacht wird, muss eine 
Kontextgröße sein. Eine Kontextgröße     wird von einem anderen Kontextelement    
genau dann überwacht, wenn die Ausprägung der Kontextgröße     durch das Element    
im operationellen Kontext gemessen oder detektiert wird. Die Abhängigkeit ‚wird  ber-
wacht‘   ) zwischen einer Kontextgröße und einem anderen Kontextelement ist im Con-
textML-Modellierungsrahmenwerk wie folgt definiert. 
                                                                      (5.18) 
Ausgehend von der Definition der Abhängigkeit ‚wird  berwacht‘   ) wird die Relation 
ÜBERWACHUNG eines Kontextsubjekts    als die Menge aller Abhängigkeiten vom Typ 
‚überwacht‘ zwischen Kontextelementen im operationellen Kontext des Kontextsubjekts 
   wie folgt definiert.  
 BE WACH NG   {  (       )                    } (5.19) 
Die Relation ÜBERWACHUNG ist nur für die folgenden Tupel   spezifischer Trägermengen 
von Kontextelementen definiert: 
  {
                    
          
 
                    
 
   (5.20) 
In obigem Ausdruck steht      (5.11) für die Menge aller Kontextgrößen im operationel-
len Kontext des Kontextsubjekts    und      (5.5),      (5.8),      (5.1) stehen jeweils für 
die Mengen von Umgebungssystemen (Abschnitt 5.2.2.1), Benutzern (Abschnitt 5.2.2.2) 
und für das Kontextsubjekt (Abschnitt 5.2.1). Wie in (5.20) festgelegt, kann die Relation 
ÜBERWACHUNG nur Tupel enthalten, deren linkes Kontextelement eine Kontextgröße ist 
und deren rechtes Kontextelement entweder ein Umgebungssystem, ein Benutzer oder das 
Kontextsubjekt ist. 
Abbildung 5-11 zeigt die visuelle Repräsentation (Notation) für Abhängigkeiten des 
Typs ‚wird  berwacht‘ im ContextML-Modellierungsrahmenwerk zusammen mit der gülti-
gen Typausprägung der linken und rechten Seite dieser Kontextabhängigkeit nach (5.20). 
BUP US KSKG KG KG KG
(1) (2) (3)
KG UP KG B KG US KG KS
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Abbildung 5-11: Notation für Kontextabhängigkeiten des Typs ‚wird überwacht„ 
Wie in der Abbildung 5-11 gezeigt, sind im ContextML-Modellierungsrahmenwerk drei 
Ausprägungen der Kontextabhängigkeit ‚wird  berwacht‘ gestattet. Abbildung 5-11 (1) 
zeigt abstrakt eine Abhängigkeit des Typs ‚wird  berwacht‘ zwischen einer Kontextgröße 
und einer Kontextentität des Typs ‚Umgebungssystem„.Abbildung 5-11 (2) zeigt eine abs-
trakte Abhängigkeit des Typs ‚wird  berwacht‘ zwischen einer Kontextgröße und einer 
Kontextentität des Typs ‚Benutzer‟ und Abbildung 5-11 (3) zeigt eine abstrakte Abhängig-
keit zwischen einer Kontextgröße und dem Kontextsubjekt. Eine Kontextabhängigkeit des 
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Typs ‚wird  berwacht‘ zwischen einer Kontextgröße und dem Kontextsubjekt sagt aus, 
dass diese Kontextgröße vom Kontextsubjekt im Betrieb gemessen wird. 
Beispiel 5-10 zeigt exemplarisch die Definition der Relation  BE WACH NG    zum 
operationellen Kontext des Kontextsubjekts ‚FAS„ (vgl. Beispiel 5-1). Der obere Teil des 
Beispiels zeigt die algebraische Dokumentation der Relation. Die Typen der Elemente der 
Trägermengen sind dabei durch die in (5.2), (5.4) und (5.10) definierten Typindizes angege-
ben. Im unteren Teil des Beispiels wird die entsprechende visuelle Dokumentation gezeigt. 
Beispiel 5-10: Relation ÜBERWACHUNG des Kontextsubjekts FAS 
 BE WACH NG     {                               )                         )} 
Sensorik
Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
Wenn im Bereich „Aktuatorik“ Umgebungssysteme angegeben sind, bedeutet das, dass das zu entwickelnde System die vorhandene Aktuatorik dieses 
Umgebungssystems nutzt und lediglich Daten zur Regulierung an dieses Umgebungssystem z.B. über den Bus weitergibt.  Technische Rahmenbedingungen 
für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem zu entwickelnden System fließen bzw. welche Informationen 












Die im Beispiel gezeigte Relation  BE WACH NG    dokumentiert, dass im operationel-
len Kontext des Kontextsubjekts ‚FAS„ zwei Kontextabhängigkeiten des Typs ‚wird über-
wacht‘ existieren. Eine dieser Beziehungen besteht zwischen der Kontextgröße ‚lichtstärke„ 
und dem Umgebungssystem ‚Helligkeitssensor‟. Die andere Beziehung besteht zwischen 
der Kontextgröße ‚hindernisExistent„ und dem Kontextsubjekt ‚FAS„. Die letztgenannte 
Abhängigkeit dokumentiert, dass die Kontextgröße ‚hindernisExistent„ im Betrieb des 
Kontextsubjekts durch das Kontextsubjekt überwacht wird. 
5.2.4.4 Abhängigkeitstyp ‚reguliert‘ 
Die Abhängigkeit ‚reguliert‘ zwischen zwei Kontextelementen dokumentiert, dass die Aus-
prägung eines der Kontextelemente durch das andere Kontextelement reguliert wird. Das 
regulierte Kontextelement muss dabei eine Kontextgröße sein. Ein Kontextelement    re-
guliert eine Kontextgröße     genau dann, wenn die Ausprägung der Kontextgröße     im 
Betrieb des Kontextsubjekts durch das Element    reguliert wird. Die Abhängigkeit ‚regu-
liert‘   ) zwischen Kontextelementen ist in ContextML wie folgt d fini rt. 
                                             Auspr gung         (5.21) 
Ausgehend von der Definition der Abhängigk it ‚reguliert‘  ) wird die Relation REGU-
LIERUNG eines Kontextsubjekts    als die Menge aller Abhängigkeiten vom Typ ‚reguliert‘ 
zwischen Kontextelementen im operationellen Kontext des Kontextsubjekts    wie folgt 
definiert. 
 EG LIE  NG   {  (      )                     } (5.22) 
Die Relation REGULIERUNG ist nur für die folgenden Tupel   spezifischer Trägermengen 
von Kontextelementen definiert: 
  {
    
    
    
        (5.23) 
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In obigem Ausdruck ist      (5.5) die Menge aller Kontextentitäten des Typs ‚Umgebungs-
system„ (Abschnitt 5.2.2.1) des operationellen Kontexts des Kontextsubjekts   . Die Men-
ge      (5.8) ist die Menge aller Kontextentitäten des Typs ‚Benutzer„ (Abschnitt 5.2.2.2) 
im operationellen Kontext des Kontextsubjekts   . Die Menge      (5.1) ist die Menge, die 
das jeweilige Kontextsubjekt des operationellen Kontexts enthält und      (5.11) die Men-
ge aller Kontextgrößen im operationellen Kontext dieses Kontextsubjekts. Wie in (5.23) 
festgelegt, kann die Relation REGULIERUNG nur solche Tupel enthalten, deren linkes Ele-
ment eine Kontextentität des Typs ‚Umgebungssystem„, eine Kontextentität des Typs ‚Be-
nutzer„ oder das Kontextsubjekt ist. Für das rechte Element eines Tupels in der Relation 
REGULIERUNG muss zwingend gelten, dass es sich um eine Kontextgröße handelt. 
Abbildung 5-12 zeigt die visuelle Repräsentation (Notation) für Abhängigkeiten des 
Typs ‚reguliert‘ in ContextML, zusammen mit der gültigen Typausprägung der linken und 
rechten Seite dieser Kontextabhängigkeit nach (5.23). 
(1) (2) (3)
 
Abbildung 5-12: Notation für Kontextabhängigkeiten des Typs ‚reguliert„ 
Wie in der Abbildung 5-12 gezeigt, sind im ContextML-Modellierungsrahmenwerk drei 
Ausprägungen der Kontextabhängigkeit ‚reguliert‘ möglich. Abbildung 5-12 (1) zeigt abs-
trakt eine Abhängigkeit des Typs ‚reguliert‘ zwischen einer Kontextentität des Typs ‚Um-
gebungssystem„ und einer Kontextgröße. Abbildung 5-12 (2) zeigt abstrakt eine Abhängig-
keit des Typs ‚reguliert‘ zwischen einer Kontextentität des Typs ‚Benutzer„ und einer Kon-
textgröße und Abbildung 5-12 (3) zeigt eine abstrakte Abhängigkeit des Typs ‚reguliert‘ 
zwischen dem Kontextsubjekt und einer Kontextgröße. Eine Kontextabhängigkeit des 
Typs ‚reguliert‘ zwischen dem Kontextsubjekt und einer Kontextgröße drückt aus, dass das 
Kontextsubjekt im Betrieb die Ausprägung dieser Kontextgröße reguliert. 
Beispiel 5-11 zeigt exemplarisch die Definition der Relation REGULIERUNG zum opera-
tionellen Kontext des Kontextsubjekts ‚FAS„ (vgl. Beispiel 5-1). Der obere Teil des Bei-
spiels zeigt die algebraische Dokumentation. Die Typen der einzelnen Elemente der Trä-
germengen sind durch die in (5.2), (5.4) und (5.10) definierten Typindizes angegeben. Im 
unteren Teil des Beispiels wird die visuelle Dokumentation der beiden ‚reguliert‘ Kontext-
abhängigkeiten im ContextML-Modellierungsrahmenwerk gezeigt. 
Beispiel 5-11: Relation REGULIERUNG des Kontextsubjekts FAS 
 EG LIE  NG   
   {                       )                                )} 
Sensorik
Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
Wenn im Bereich „Aktuatorik“ Umgebungssysteme angegeben sind, bedeutet das, dass das zu entwickelnde System die vorhandene Aktuatorik dieses 
Umgebungssystems nutzt und lediglich Daten zur Regulierung an dieses Umgebungssystem z.B. über den Bus weitergibt.  Technische Rahmenbedingungen 
für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem zu entwickelnden System fließen bzw. welche Informationen 











Die im Beispiel angegebenen Relation  EG LIE  NG    dokumentiert, dass im operatio-
nellen Kontext des Kontextsubjekts ‚FAS„ zwei Kontextabhängigkeiten des Typs ‚reguliert‘ 
existieren. Eine dieser Beziehungen besteht zwischen dem Kontextsubjekt ‚FAS„ und der 
Kontextgröße ‚lenkradvibration„. Die andere Beziehung besteht zwischen dem Umge-
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bungssystem ‚Bremssystem„ und der Kontextgröße ‚bremsverzögerung„. Diese Abhängig-
keit dokumentiert, dass im Betrieb des Kontextsubjekts ‚FAS„ das Umgebungssystem 
‚Bremssystem„ die Ausprägung der Kontextgröße ‚bremsverzögerung„ reguliert. 
5.2.4.5 Abhängigkeitstyp ‚stellt Daten bereit‘ 
Die Abhängigkeit ‚stellt Daten bereit‘ zwischen zwei Kontextelementen dokumentiert, dass 
ein Kontextelement einem anderen Kontextelement Daten zur Verfügung stellt. Die Ab-
hängigkeit ‚stellt Daten bereit‘   ) zwischen zwei Kontextelementen    und    des opera-
tionellen Kontexts eines Kontextsubjekts ist wie folgt definiert: 
                                                                       (5.24) 
Ausgehend von der Definition der Abhängigkeit ‚stellt Daten bereit‘   ) wird die Relation 
DA ENBE EI   ELL NG   eines Kontextsubjekts    als die Menge aller Abhängigkeiten 
vom Typ ‚stellt Daten bereit‘ zwischen Kontextelementen im operationellen Kontext des 
Kontextsubjekts    wie folgt definiert. 
DA ENBE EI   ELL NG   {  (     )                   } (5.25) 
Die Relation DATENBEREITSTELLUNG des operationellen Kontexts eines Kontextsubjekts 







          
          
          
          
           
          
          
 (5.26) 
In obigem Ausdruck ist      (5.5) die Menge aller Kontextentitäten des Typs ‚Umgebungs-
system„ (Abschnitt 5.2.2.1) des operationellen Kontexts des Kontextsubjekts   . Die Men-
ge      (5.8) ist die Menge aller Kontextentitäten des Typs ‚Benutzer„ (Abschnitt 5.2.2.2) 
im operationellen Kontext des Kontextsubjekts   .      (5.1) ist die Menge, die lediglich 
das jeweilige Kontextsubjekt des operationellen Kontexts enthält.  
Die Relation DATENBEREITSTELLUNG kann nur Tupel nach (5.26) umfassen. Für Kon-
textabhängigkeiten des Typs ‚stellt Daten bereit‘ zwischen Umgebungssystemen im opera-
tionellen Kontext eines Kontextsubjekts gilt die zusätzliche Einschränkung, dass eine sol-
che Abhängigkeit nur zwischen nicht identischen Umgebungssystemen gestattet ist. Daraus 
ergibt sich für (5.26) die folgende Einschränkung in Bezug auf die Relation DATENBE-
REITSTELLUNG: 
         DA ENBE EI  ELL NG                    (5.27) 
Abbildung 5-13 zeigt die visuelle Repräsentation (Notation) für Abhängigkeiten des Typs 
‚stellt Daten bereit‘ im ContextML-Modellierungsrahmenwerk, zusammen mit der gültigen 
Typausprägung der linken und rechten Seite dieser Kontextabhängigkeit nach (5.26). 
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(1) (2) (3)
(4) (5) (6) (7)
 
Abbildung 5-13: Notation für Kontextabhängigkeiten des Typs ‚stellt Daten bereit„ 
Im ContextML-Modellierungsrahmenwerk sind sieben Ausprägungen der Kontextabhän-
gigkeit ‚stellt Daten bereit‘ möglich. Abbildung 5-13 (1)-(3) zeigen abstrakt Abhängigkeiten 
des Typs ‚stellt Daten bereit‘ zwischen Kontextentitäten des Typs ‚Umgebungssystem„ und 
Kontextentitäten des Typs ‚Umgebungssystem„, ‚Benutzer„ und dem Kontextsubjekt. Wo-
bei für Kontextabhängigkeiten der in Abbildung 5-13 (1) gezeigten Ausprägung die in 
(5.27) definierte Einschränkung gilt. Abbildung 5-13 (4) & (5) zeigen abstrakt Abhängigkei-
ten des Typs ‚stellt Daten bereit‘ zwischen Kontextentitäten des Typs ‚Benutzer„ und Kon-
textentitäten des Typs ‚Umgebungssystem„ oder dem Kontextsubjekt. Abbildung 5-13 (6) 
& (7) zeigen Abhängigkeiten des Typs ‚stellt Daten bereit‘ zwischen dem Kontextsubjekt 
und Kontextentitäten des Typs ‚Umgebungssystem„ und zwischen dem Kontextsubjekt 
und Kontextentitäten des Typs ‚Benutzer„. 
Beispiel 5-12 zeigt exemplarisch die Definition der Relation DATENBEREITSTELLUNG 
zum operationellen Kontext des Kontextsubjekts ‚FAS„. Der obere Teil des Beispiels zeigt 
die algebraische Dokumentation der Relation. Die Typen der einzelnen Elemente der Trä-
germengen sind durch die in (5.2), (5.4) und (5.10) definierten Typindizes angegeben. Der 
untere Teil des Beispiels zeigt die visuelle Repräsentation der Kontextabhängigkeiten des 
Typs ‚stellt Daten bereit‘ im ContextML-Modellierungsrahmenwerk. 
Beispiel 5-12: Relation DATENBEREITSTELLUNG des Kontextsubjekts FAS 
DA ENBE EI   ELL NG   
   {             )                      )} 
 
Die im obigen Beispiel angegebene Relation DA ENBE EI   ELL NG    dokumentiert, 
dass im operationellen Kontext des Kontextsubjekts ‚FAS„ zwei Kontextabhängigkeiten 
des Typs ‚stellt Daten bereit‘ existieren. Eine dieser Abhängigkeiten besteht zwischen dem 
Benutzer ‚Fahrer„ und dem Kontextsubjekt ‚FAS„. Eine weitere Kontextabhängigkeit be-
steht zwischen dem Umgebungssystem ‚Abstandssensor„ und dem Kontextsubjekt. Die 
letztgenannte Abhängigkeit dokumentiert, dass das Umgebungssystem ‚Abstandssensor„ 
dem Kontextsubjekt ‚FAS„ Daten bereitstellt, auf die das Kontextsubjekt zugreifen kann. 
Dies könnten z. B. Daten zum Abstand des Fahrzeugs zu einem vorausfahrenden Fahrzeug 
sein, die vom Fahrassistenzsystem ausgewertet werden, um, wenn notwendig, das Motor-
drehmoment anzupassen oder eine Bremsung einzuleiten. 
Sensorik
Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
Wenn im Bereich „Aktuatorik“ Umgebungssysteme angegeben sind, bedeutet das, dass das zu entwickelnde System die vorhandene Aktuatorik dieses 
Umgebungssystems nutzt und lediglich Daten zur Regulierung an dieses Umgebungssystem z.B. über den Bus weitergibt.  Technische Rahmenbedingungen 
für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem zu entwickelnden System fließen bzw. welche Informationen 
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5.3 Kontextereignisse 
In Anlehnung an [Zave 1982; Parnas und Madey 1995; Jackson 2001b] charakterisiert ein 
Kontextereignis im ContextML-Modellierungsrahmenwerk das Eintreten einer für das 
Kontextsubjekt relevanten Bedingung im operationellen Kontext. Solche Bedingungen 
werden über spezifische Ausprägungen von Kontextgrößen dokumentiert. Das Con-
textML-Modellierungsrahmenwerk unterscheidet vier Arten von Kontextereignissen, die 
im Folgenden definiert werden. 
5.3.1 Kontextereignisse des Typs ‚Eingangseffekt‘ 
Ein Eingangseffekt ist ein singuläres Kontextereignis, das, gegebenenfalls gemeinsam mit 
anderen Eingangseffekten, einen Stimulus für das Kontextsubjekt bildet (vgl. Abschnitt 
5.1). Als singuläre Kontextereignisse werden solche Kontextereignisse bezeichnet, die sich 
auf genau eine Kontextgröße beziehen. Kontextereignisse des Typs ‚Eingangseffekt„ sind 
im ContextML-Modellierungsrahmenwerk wie folgt definiert: 
Definition 5-8: Eingangseffekt (ContextML) 
Ein Eingangseffekt ist ein Kontextereignis, das sich auf eine einzelne Kontextgröße des 
operationellen Kontexts bezieht und für sich genommen oder gemeinsam mit anderen 
Eingangseffekten einen Stimulus für das Kontextsubjekt bildet. 
Die Relevanz eines Eingangseffektes für ein Kontextsubjekt bestimmt sich dadurch, dass 
der Eingangseffekt unmittelbar oder beim gemeinsamen Auftreten mit anderen Eingangs-
effekten einen Stimulus für das betrachtete Kontextsubjekt bildet. Für ein Kontextsubjekt 
   ist die Menge      aller Eingangseffekte des Kontextsubjekts wie folgt definiert. 
     {  
                                              } (5.28) 
Die Funktion       bildet die Menge der Eingangseffekte auf die Menge der Kontextgrö-
ßen des Kontextsubjekts ab, indem jedem Eingangseffekt diejenige Kontextgröße zuge-
ordnet wird, deren Ausprägung den jeweiligen Eingangseffekt bestimmt. 
                           
 )                                          
  (5.29) 
Beispiel 5-13 zeigt die Definition des Bezugs zweier Eingangseffekte des Kontextsubjekts 
‚FAS„ zu jeweils einer Kontextgröße des Kontextsubjekts über die Funktion be   . 
Beispiel 5-13: Eingangseffekte des Kontextsubjekts FAS 
     
    DE EK IONHINDE NI          DE EK IONHINDE NI )
                    
     
    K I I CHEFAH  I  A ION        K I I CHEFAH  I  A ION)
                   
     
    HOHEGE CHWINDIGKEI          HOHEGE CHWINDIGKEI )
                   
In Beispiel 5-13 ist dokumentiert, dass die Kontextgröße ‚hindernisExistent„ der Bezug des 
Eingangseffekts DETEKTIONHINDERNIS im operationellen Kontext des Kontextsubjekts 
‚FAS„ ist und die Kontextgröße ‚schleuderwinkel„ der Bezug des Eingangseffekts 
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KRITISCHEFAHRSITUATION. Darüber hinaus ist im Beispiel dokumentiert, dass die Kon-
textgröße ‚geschwindigkeit„ der Bezug des Eingangseffekts HOHEGESCHWINDIGKEIT ist. 
5.3.2 Kontextereignisse des Typs ‚Ausgangseffekt‘ 
Ein Ausgangseffekt ist ein singuläres Kontextereignis, das vom Kontextsubjekt einzeln 
oder gemeinsam mit anderen Ausgangseffekten initiiert wird. Ausgangseffekte beziehen 
sich jeweils auf eine einzelne Kontextgröße im operationellen Kontext des Kontextsub-
jekts. Kontextereignisse des Typs ‚Ausgangseffekt„ sind im ContextML-Modellierungs-
rahmenwerk wie folgt definiert: 
Definition 5-9: Ausgangseffekt (ContextML) 
Ein Ausgangseffekt ist ein Kontextereignis, das sich auf eine einzelne Kontextgröße des 
operationellen Kontexts bezieht und einzeln oder gemeinsam mit anderen Ausgangsef-
fekten eine Reaktion des Kontextsubjekts in den operationellen Kontext bildet. 
Für ein Kontextsubjekt    ist die Menge      aller Ausgangseffekte wie folgt definiert: 
     {  
                                              } (5.30) 
Die Funktion       bildet die Menge der Ausgangseffekte eines Kontextsubjekts    auf die 
Menge der Kontextgrößen des Kontextsubjekts ab, indem jedem Ausgangseffekt diejenige 
Kontextgröße zugeordnet wird, deren Ausprägung diesen Ausgangseffekt bestimmt. 
                         
 )                                          
  (5.31) 
Beispiel 5-14 zeigt die Dokumentation des Bezugs von Ausgangseffekten des Kontextsub-
jekts ‚FAS„ zu Kontextgrößen des operationellen Kontexts über die Funktion      . 
Beispiel 5-14: Ausgangseffekte des Kontextsubjekts FAS 
     
    FAH E WA NEN           FAH E WA NEN)
                    
     
    FAH  E GABB EM EN           FAH  E GABB EM EN)
                     
     
    FAH  E G  ABILI IE EN           FAH  E G  ABILI IE EN)
                   
In Beispiel 5-14 ist dokumentiert, dass die Kontextgröße ‚lenkradvibration„ der Bezug des 
Ausgangseffekts FAHRERWARNEN im operationellen Kontext des Kontextsubjekts ‚FAS„ 
ist und die Kontextgröße ‚bremsverzögerung„ der Bezug des Ausgangseffekts 
FAHRZEUGABBREMSEN. Darüber hinaus ist im Beispiel dokumentiert, dass die Kontext-
größe ‚schleuderwinkel„ der Bezug des Ausgangseffekts FAHRZEUGSTABILISIEREN ist. 
5.3.3 Kontextereignisse des Typs ‚Stimulus‘ 
Stimuli sind Kontextereignisse, die durch einen oder mehrere Eingangseffekte definiert 
sind, die zusammen eine Reaktion des Kontextsubjekts in den operationellen Kontext not-
wendig machen. Kontextereignisse des Typs ‚Stimulus„ sind wie folgt definiert: 
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Definition 5-10: Stimulus (ContextML) 
Ein Stimulus ist ein Kontextereignis, das solche Eingangseffekte des operationellen 
Kontexts zusammenfasst, die gemeinsam eine Reaktion des Kontextsubjekts in den 
operationellen Kontext notwendig machen. 
Wird beim Auftreten eines einzelnen Eingangseffekts bereits eine Reaktion notwendig, so 
wird der entsprechende Stimulus bereits durch diesen einzelnen Eingangseffekt gebildet. 
Ein Eingangseffekt kann in verschiedenen Stimuli enthalten sein und sowohl zusammen 
mit anderen Eingangseffekten als auch als singuläres Kontextereignis einen Stimulus defi-
nieren. Die Menge        aller Stimuli im operationellen Kontext eines Kontextsubjekts ist 
im ContextML-Modellierungsrahmenwerk wie folgt definiert: 
       {  
                                                                 } (5.32) 
Auf Grundlage der Menge von Eingangseffekten des Kontextsubjekts    muss für die 
Menge der Stimuli des operationellen Kontexts  tim   gelten, dass diese eine Teilmenge 
der Potenzmenge der Menge      (5.28) von Eingangseffekten ist, d. h.: 
              ) (5.33) 
Ausgehend von (5.33) muss für jeden Stimulus st  
  im operationellen Kontext eines Kon-
textsubjekts gelten, dass der Stimulus ein Element der Potenzmenge von EE   (5.28) ist.  
    
  {                                 }         ) (5.34) 
Beispiel 5-15 zeigt exemplarisch die Definition eines Stimulus im operationellen Kontext 
des Kontextsubjekts ‚FAS„ auf Grundlage der in Beispiel 5-13 definierten Eingangseffekte. 
Der Stimulus HINDERNISHOHEGESCHWINDIGKEIT ist dadurch definiert, dass bei hoher 
Geschwindigkeit des Fahrzeuges (Eingangseffekt HOHEGESCHWINDIGKEIT) ein Hindernis 
auf der Fahrbahn (Eingangseffekt DETEKTIONHINDERNIS) festgestellt wird. 
Beispiel 5-15: Dokumentation eines Stimulus auf Basis der Eingangseffektmenge 
      {DE EK IONHINDE NI  HOHEGE CHWINDIGKEI  K I I CHEFAH  I  A ION}
  
HINDE NI HOHEGE CHWINDIGKEI   
{DE EK IONHINDE NI  HOHEGE CHWINDIGKEI }         ) 
5.3.4 Kontextereignisse des Typs ‚Reaktion‘ 
Reaktionen sind Kontextereignisse, die sich durch einen oder mehrere Ausgangseffekte 
definieren, die gemeinsam vom Kontextsubjekt im operationellen Kontext etabliert werden 
müssen, um beim Auftreten eines spezifischen Stimulus im operationellen Kontext gewähr-
leisten zu können, dass das Kontextsubjekt im Betrieb seinen Systemzweck erfüllt (vgl. 
Abschnitt 2.1.2). Kontextereignisse des Typs ‚Reaktion„ sind wie folgt definiert: 
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Definition 5-11: Reaktion (ContextML) 
Eine Reaktion ist ein Kontextereignis, das diejenigen Ausgangseffekte gruppiert, die 
beim Eintreten eines spezifischen Stimulus durch das Kontextsubjekt im operationellen 
Kontext etabliert werden müssen. 
Ein Ausgangseffekt kann Teil von verschiedenen Reaktionen dieses Kontextsubjekts sein 
und dabei entweder gemeinsam mit anderen Ausgangseffekten oder einzeln eine Reaktion 
des Kontextsubjekts definieren. Die Menge        der Reaktionen im operationellen Kon-
text eines Kontextsubjekts    ist wie folgt definiert: 
       {  
                                                                 } (5.35) 
Auf Grundlage der Menge von Ausgangseffekten im operationellen Kontext eines Kon-
textsubjekts    gilt für die Menge       , dass diese eine Teilmenge der Potenzmenge der 
Menge      (5.30) von Ausgangseffekten sein muss, d. h.: 
              ) (5.36) 
Für jede Reaktion re   im operationellen Kontext des Kontextsubjekts muss dabei gelten, 
dass die Reaktion ein Element der Potenzmenge von      ist, d. h.: 
    
  {                                 }         ) (5.37) 
Beispiel 5-16 zeigt die Definition einer Reaktion im operationellen Kontext des Kontext-
subjekts ‚FAS„. Im Beispiel ist die Reaktion NOTFALLBREMSUNG dadurch definiert, dass 
eine Warnung für den Fahrer (Ausgangseffekt FAHRERWARNEN) ausgelöst und das Fahr-
zeug abgebremst (Ausgangseffekt FAHRZEUGABBREMSEN) wird. 
Beispiel 5-16: Dokumentation einer Reaktion auf Basis der Ausgangseffektmenge 
      {FAH E WA NEN FAH  E GABB EM EN FAH  E G  ABILI IE EN}
  
NO FALLB EM  NG  {FAH E WA NEN FAH  E GABB EM EN}         ) 
5.4 Konstruktionsmechanismen 
Wie in Abschnitt 4.3 erläutert, werden die Eigenschaften des operationellen Kontexts eines 
softwareintensiven reaktiven Systems im ContextML-Modellierungsrahmenwerk durch das 
ContextML-Kontextmodell dieses Systems dokumentiert. Das ContextML-Kontextmodell 
wird dabei kompositionell unter Verwendung der in Abschnitt 5.2 eingeführten Modellie-
rungsprimitive über die in Abschnitt 5.3 eingeführten Kontextereignisse konstruiert. 
5.4.1 Modellierung des Kontextbezugs von Eingangseffekten und 
Ausgangseffekten 
Der Kontextbezug von Eingangs- und Ausgangseffekten im operationellen Kontext eines 
Kontextsubjekts wird im ContextML-Modellierungsrahmenwerk durch Kontextsequenzen 
dokumentiert. Kontextsequenzen werden weiter in Eingangssequenzen und Ausgangsse-
quenzen unterschieden. 
5 CONTEXTML-MODELLIERUNGSRAHMENWERK 89 
 
5.4.1.1 Eingangssequenzen 
Der Kontextbezug eines Eingangseffekts im operationellen Kontext wird durch genau eine 
Eingangssequenz dokumentiert. Der ContextML-Konstruktionsmechanismus ‚Eingangsse-
quenz„ ist wie folgt definiert: 
Definition 5-12: Eingangssequenz (ContextML) 
Eine Eingangssequenz dokumentiert den Bezug eines Eingangseffekts in der statisch-
strukturellen Perspektive des operationellen Kontexts. 
5.4.1.1.1 Konstruktion der Eingangssequenz eines Eingangseffekts 
Zu einem Eingangseffekt     eines Kontextsubjekts    wird die zugehörige Eingangsse-
quenz     
    wie folgt definiert (vgl. Abschnitt 5.3.1). Sei      die Menge aller Kontextenti-
täten im operationellen Kontext des Kontextsubjekts    nach (5.3). Sei      die Menge der 
Kontextentitäten des Typs ‚Umgebungssystem„ des Kontextsubjekts    nach (5.5),      
die Menge aller Kontextentitäten des Typs ‚Benutzer„ nach (5.8) und      die Menge aller 
Kontextentitäten des Typs ‚Umgebungsphänomen„ nach (5.9). Sei weiter      die Menge 
aller Kontextgrößen des Kontextsubjekts nach (5.11). Seien         Kontextentitäten des 
Kontextsubjekts   ,    sei eine weitere Kontextentität oder das Kontextsubjekt und sei     
die Kontextgröße, die der Bezug des Eingangseffekts     ist, d. h.: 
{       }                        )                       ) 
          )            
 )      
(5.38) 
Sei    die leere Teilsequenz. Auf Grundlage von (5.38) wird die Eingangssequenz     
    
eines Eingangseffekts     des Kontextsubjekts    wie folgt definiert:  
    
      {
                 )            )     (      )    ) 
                                                          
} (5.39) 
Die obige Definition sagt aus, dass der Kontextbezug eines Eingangseffekts durch eine 
Eingangssequenz definiert wird, die sich aus zwei oder drei Teilsequenzen zusammensetzt. 
Die Anzahl der Teilsequenzen innerhalb einer Eingangssequenz ist abhängig davon, ob das 
Kontextsubjekt die zugehörige Kontextgröße mittels weiterer Kontextentitäten oder un-
mittelbar überwacht (vgl. Abschnitt 5.2.3). Besteht die Eingangssequenz aus zwei Teilse-
quenzen, ist die Teilsequenz   leer, was in (5.39) durch die leere Teilsequenz    repräsen-
tiert ist. Für die in (5.39) vorgenommene Definition der Eingangssequenz eines Eingangs-
effekts im operationellen Kontext des Kontextsubjekts    gilt daher: 
             )               ) (5.40) 
Die Bedingung im ersten Disjunktionsglied von (5.40) gilt für (5.39) dann, wenn das Kon-
textsubjekt die Kontextgröße    , auf die sich der Eingangseffekt   
  bezieht, nicht unmit-
telbar überwacht, sondern mittels weitere Kontextentitäten (z. B. über ein Umgebungssys-
tem). Die Bedingung im zweiten Disjunktionsglied von (5.40) gilt für (5.39) dann, wenn das 
Kontextsubjekt    die Kontextgröße     unmittelbar überwacht. 
Beispiel 5-17 zeigt die Konstruktion der Eingangssequenz des Eingangseffekts DETEK-
TIONHINDERNIS des operationellen Kontexts des Kontextsubjekts ‚FAS„. Im oberen Be-
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reich von Beispiel 5-17 wird die algebraische Dokumentation der Eingangssequenz zum 
Eingangseffekt DETEKTIONHINDERNIS gezeigt (vgl. Beispiel 5-13). Die Typen der zugehö-
rigen Trägermengen sind in der algebraischen Definition mittels der in (5.2), (5.4) und 
(5.10) eingeführten Typindizes angegeben. Im unteren Bereich von Beispiel 5-17 ist die 
zugehörige visuelle Dokumentation der Eingangssequenz gezeigt. 
Beispiel 5-17: Dokumentation der Eingangssequenz eines Eingangseffekts mit drei Teilsequenzen 
     
DE EK IONHINDE NI  {
                              ) 
                                   ) 
                      )
} 
Sensorik
Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
Wenn im Bereich „Aktuatorik“ Umgebungssysteme angegeben sind, bedeutet das, dass das zu entwickelnde System die vorhandene Aktuatorik dieses 
Umgebungssystems nutzt und lediglich Daten zur Regulierung an dieses Umgebungssystem z.B. über den Bus weitergibt.  Technische Rahmenbedingungen 
für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem zu entwickelnden System fließen bzw. welche Informationen 






Die in Beispiel 5-17 gezeigte Eingangssequenz zum Eingangseffekt DETEKTIONHINDER-
NIS wird über die Kontextgröße ‚hindernisExistent„ gebildet und setzt sich aus drei Teilse-
quenzen zusammen, da das Kontextsubjekt ‚FAS‟ die Kontextgröße mittelbar über das 
Umgebungssystem ‚Infrarotsensor„ überwacht. Beispiel 5-18 zeigt demgegenüber die Defi-
nition der Eingangssequenz zum Eingangseffekt HOHEGESCHWINDIGKEIT des Kontext-
subjekts ‚FAS„, die aus zwei Teilsequenzen besteht. 
Beispiel 5-18: Dokumentation der Eingangssequenz eines Eingangseffekts mit zwei Teilsequenzen 
     
HOHEGE CHWINDIGKEI  {
                           ) 
                       ) 
   
}  
Sensorik
Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
Wenn im Bereich „Aktuatorik“ Umgebungssysteme angegeben sind, bedeutet das, dass das zu entwickelnde System die vorhandene Aktuatorik dieses 
Umgebungssystems nutzt und lediglich Daten zur Regulierung an dieses Umgebungssystem z.B. über den Bus weitergibt.  Technische Rahmenbedingungen 
für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem zu entwickelnden System fließen bzw. welche Informationen 













Die oben gezeigte Eingangssequenz zum Eingangseffekt HOHEGESCHWINDIGKEIT setzt 
sich, im Unterschied zu der in Beispiel 5-17 gezeigten Eingangssequenz des Eingangsef-
fekts DETEKTIONHINDERNIS, nicht aus drei, sondern aus zwei Teilsequenzen zusammen. 
Dies ist dadurch bedingt, dass das Kontextsubjekt ‚FAS„ im Betrieb, bezogen auf den Ein-
gangseffekt HOHEGESCHWINDIGKEIT, die zugehörige Kontextgröße ‚geschwindigkeit„ 
unmittelbar überwachen soll. 
5.4.1.1.2 Definition der Menge von Eingangssequenzen eines Kontextsubjekts 
Für ein gegebenes Kontextsubjekt    und einer Anzahl n von Eingangssequenzen des ope-
rationellen Kontexts eines Kontextsubjekts ist die Menge der Eingangssequenzen      des 
Kontextsubjekts    wie folgt definiert: 
      ⋃     
   
 
   
  (5.41) 
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Die Menge der Eingangssequenzen eines Kontextsubjekts ist nach (5.41) eine Menge, die 
sich nach (5.39) wiederum aus Mengen von Teilsequenzen der Form {     } zusammen-
setzt. Auf Grundlage der in Abschnitt 5.2.4 definierten Relationen von Kontextabhängig-
keiten kann für      weiter festgehalten werden, dass die Menge aller Eingangssequenzen 
eines Kontextsubjekts    eine Teilmenge des kartesischen Produkts der in (5.13), (5.19) 
und (5.25) definierten Relationen von Kontextabhängigkeiten ist. Für die Menge der Ein-
gangssequenzen mit maximal drei Teilsequenzen gilt demzufolge: 
                                                          ) (5.42) 
Beispiel 5-19 zeigt an den in Beispiel 5-17 und Beispiel 5-18 dokumentierten Eingangsse-
quenzen der Eingangseffekte HOHEGESCHWINDIGKEIT und DETEKTIONHINDERNIS die 
Bildung der Menge von Eingangssequenzen des Kontextsubjekts ‚FAS„ nach (5.41). 
Beispiel 5-19: Dokumentation der Menge von Eingangssequenzen des Kontextsubjekts ‚FAS‘  
            
HOHEGE CHWINDIGKEI        
DE EK IONHINDE NI  
= {{
                           ) 
                       ) 
   
}  {
                              ) 
                                   ) 










Die im obigen Beispiel in der Menge von Eingangssequenzen enthaltenen Relationstupel 
eines Eingangseffekts gehören zu dem in (5.42) definierten kartesischen Produkt der Rela-
tionen BEZUG_VON, ÜBERWACHUNG und DATENBEREITSTELLUNG des Kontextsubjekts 
‚FAS„. Beispiel 5-20 zeigt die Zuordnung der verschiedenen Tupel der in Beispiel 5-19 ent-
haltenen Eingangssequenzen zu den genannten Relationen. 
Beispiel 5-20: Zuordnung der Tupel von Eingangssequenzen zu Relationen von Kontextabhängigkeiten  
                           )                
                               )               
                                   )    BE WACH NG    
                      )    BE WACH NG    
                     )                          
5.4.1.1.3 Verallgemeinerung zur Konstruktion von Eingangssequenzen beliebiger Länge 
Die oben getroffenen Aussagen für Eingangssequenzen, die sich aus maximal drei Teilse-
quenzen zusammensetzen, können dahin gehend verallgemeinert werden, dass wenn das 
Kontextsubjekt die Kontextgröße mittelbar überwacht in der entsprechenden Eingangsse-
quenz beliebig viele Kontextentitäten zwischen der Kontextgröße und dem Kontextsubjekt 
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liegen können. Solche Kontextentitäten zwischen der Kontextgröße und dem Kontextsub-
jekt dienen zur Übertragung von Daten über die Ausprägung überwachter Kontextgrößen.  
Beispielsweise könnte für den operationellen Kontext eines zu entwickelnden Kontext-
subjekts ‚FAS„ durch technische Vorgaben reglementiert sein, dass ein im Fahrzeug vor-
handener Infrarotsensor zur Detektion von Hindernissen verwendet werden soll. Dieser 
Sensor kann z. B. lokal über den LIN-Bus [LIN Consortium 2009] mit dem CAN-Bus [ISO 
11898] gekoppelt sein, über den auf die entsprechenden Messdaten zugegriffen werden 
kann. Beispiel 5-21 zeigt die algebraische und visuelle Dokumentation der Eingangsse-
quenz des Eingangseffekts DETEKTIONHINDERNIS, die aus fünf Teilsequenzen besteht. 
Beispiel 5-21: Dokumentation einer Eingangssequenz mit fünf Teilsequenzen 
      






                              ) 
                                   ) 
                         ) 
                 ) 







Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
Wenn im Bereich „Aktuatorik“ Umgebungssysteme angegeben sind, bedeutet das, dass das zu entwickelnde System die vorhandene Aktuatorik dieses 
Umgebungssystems nutzt und lediglich Daten zur Regulierung an dieses Umgebungssystem z.B. über den Bus weitergibt.  Technische Rahmenbedingungen 
für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem zu entwickelnden System fließen bzw. welche Informationen 

















LIN-BUS CAN-BUS F A S
DetektionHindernis
 
Zur Berücksichtigung von Eingangssequenzen mit mehr als drei Teilsequenzen ist es not-
wendig, einige der eingeführten Definitionen anzupassen. Seien                 Kon-
textentitäten im operationellen Kontext des Kontextsubjekts   ,    sei eine Kontextentität 
oder das Kontextsubjekt und     eine Kontextgröße des operationellen Kontexts des 
Kontextsubjekts   , die der Bezug des Eingangseffekts     ist, d. h.: 
{             }                        )                       ) 
          )            
 )      
(5.43) 
Die Eingangssequenz     
    eines Eingangseffekts     im operationellen Kontext des Kon-
textsubjekts    ist wie folgt definiert: 
    
      {
                  )            )    
  
                                                           
} (5.44) 
Die Anzahl der Teilsequenzen innerhalb ein r Eingangssequenz ist abhängig davon, ob das 
Kontextsubjekt die zugehörige Kontextgröße mittelbar (d. h. mittels anderer Kontextenti-
täten) oder unmittelbar überwacht. Überwacht das Kontextsubjekt eine Kontextgröße mit-
telbar, so können beliebig viele Kontextentitäten zwischen der Kontextgröße und dem 
Kontextsubjekt liegen, die jeweils Daten zur Ausprägung der überwachten Kontextgröße 
übermitteln. Verallgemeinert besteht daher in (5.44)  er folgende induktiv defini rte Zu-
sammenhang:  
     {
                                                     
        )                                
       (            ))        
 (5.45) 
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Der obige Ausdruck definiert, dass die Teilsequenz   , wenn n dem Wert 0 entspricht, die 
leere Teilsequenz    ist. In diesem Fall besteht die zugehörige Eingangssequenz     
    aus 
den beiden Teilsequenzen   und  . Besitzt n den Wert 1, so setzt sich die Eingangssequenz 
    
    aus den Teilsequenzen  ,   und einer Teilsequenz   zusammen, die eine Kontexten-
tität über die Kontextabhängigkeit ‚stellt Daten bereit„ (5.24) mit dem Kontextsubjekt in 
Beziehung setzt. Nimmt n Werte größer 1 an, so definiert sich die Teilsequenz    durch 
die Vereinigung der Teilsequenz       mit der Teilsequenz, die die Kontextentität      mit 
der Kontextentität        ) über eine Kontextabhängigkeit des Typs ‚stellt Daten bereit„ 
(5.24) in Beziehung setzt. Für die in (5.44) verallgemeinerte Definition der Konstruktion 
von Eingangssequenzen muss daher für die Teilsequenz           ) gelten: 
          
     )           
     ) (5.46) 
Für die Menge der Eingangssequenzen eines Kontextsubjekts mit n+2 Teilsequenzen gilt, 
dass diese Eingangssequenzen eine Teilmenge des kartesischen Produkts der entsprechen-
den Relationen von Kontextabhängigkeiten sind, wobei bei Eingangssequenzen mit n+2 
Teilsequenzen jeweils n Tupel innerhalb einer Eingangssequenz zur Relation DATENBE-
REITSTELLUNG gehören. Die Menge     
    ist dann wie folgt definiert: 
    
                 BE WACH NG                         )
  (5.47) 
Für das kartesische Produkt der Relationen BEZUG_VON und ÜBERWACHUNG ist der Be-
zug zur Relation DATENBEREITSTELLUNG (kurz: DATENB) wie folgt induktiv definiert: 
         )
   {
                                                                
                                                 
           )                     
 (5.48) 
Der obige Ausdruck definiert, dass das kartesische Produkt der Relation DATENBEREIT-
STELLUNG der Länge n = 0 die leere Teilsequenz    ist. Das kartesische Produkt der Länge 
n = 1 ist die entsprechende Relation DATENBEREITSTELLUNG. Das kartesische Produkt 
der Relation in der Länge n bildet sich induktiv aus dem kartesischen Produkt der Länge n-
1 und der Relation DATENBEREITSTELLUNG. 
5.4.1.2 Ausgangssequenzen 
Der Kontextbezug eines Ausgangseffekts des operationellen Kontexts wird durch genau 
eine Ausgangssequenz dokumentiert. Der ContextML-Konstruktionsmechanismus ‚Aus-
gangssequenz„ ist wie folgt definiert: 
Definition 5-13: Ausgangssequenz (ContextML) 
Eine Ausgangssequenz dokumentiert den Bezug eines Ausgangseffekts in der statisch-
strukturellen Perspektive des operationellen Kontexts. 
5.4.1.2.1 Konstruktion der Ausgangssequenz eines Ausgangseffekts 
Zu einem Ausgangseffekt     eines Kontextsubjekts    wird die zugehörige Ausgangsse-
quenz     
    wie folgt definiert (vgl. Abschnitt 5.3.2). Sei      die Menge aller Kontextenti-
täten im operationellen Kontext des Kontextsubjekts    nach (5.3). Sei      die Menge der 
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Kontextentitäten des Typs ‚Umgebungssystem„ des Kontextsubjekts    nach (5.5),      
die Menge aller Kontextentitäten des Typs ‚Benutzer„ nach (5.8) und      die Menge aller 
Kontextentitäten des Typs ‚Umgebungsphänomen„ nach (5.9). Sei      die Menge aller 
Kontextgrößen des Kontextsubjekts    nach (5.11). Seien          Kontextentitäten im 
operationellen Kontext des Kontextsubjekts   . Sei    eine weitere Kontextentität oder das 
Kontextsubjekt und sei     eine Kontextgröße des operationellen Kontexts des Kontext-
subjekts   , die der Bezug des Ausgangseffekts     ist, d. h.: 
{       }                        )                       ) 
          )            
 )      
(5.49) 
Auf Grundlage von (5.49) ist die Ausgangssequenz     
    eines Ausgangseffekts     im 
operationellen Kontext des Kontextsubjekts    wie folgt definiert: 
    
      {
         (      )      )            )               ) 
                                                          
} (5.50) 
(5.50) sagt aus, dass der Kontextbezug eines Ausgangseffekts durch eine Ausgangssequenz 
definiert wird, die sich durch zwei oder drei Teilsequenzen bildet. Die Anzahl der Teilse-
quenzen innerhalb einer Ausgangssequenz ist abhängig davon, ob das Kontextsubjekt die 
zugehörige Kontextgröße mittelbar oder unmittelbar reguliert (5.21). Besteht die Ausgangs-
sequenz aus zwei Teilsequenzen, so ist die Teilsequenz   leer, was in (5.50) durch die leere 
Teilsequenz      ausgedrückt wird. Für die in (5.50) gezeigte Definition der Ausgangsse-
quenz eines Ausgangseffekts gilt daher: 
             )               ) (5.51) 
Die Bedingung im ersten Disjunktionsglied von (5.51) gilt für (5.50), wenn das Kontext-
subjekt die Kontextgröße    , auf die sich der   
  bezieht, nicht unmittelbar reguliert, son-
dern über weitere Kontextentitäten. Die Bedingung im zweiten Disjunktionsglied von 
(5.51) gilt für (5.50), wenn    die Kontextgröße     unmittelbar kontrolliert. 
Beispiel 5-22 zeigt die Konstruktion der Ausgangssequenz des Ausgangseffekts 
FAHRZEUGABBREMSEN des operationellen Kontexts des Kontextsubjekts ‚FAS„. 
Beispiel 5-22: Dokumentation der Ausgangssequenz eines Ausgangseffekts mit drei Teilsequenzen ‘ 
     
FAH  E GABB EM EN  {
                   )
                         ) 
                      ) 
} 
Sensorik
Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
Wenn im Bereich „Aktuatorik“ Umgebungssysteme angegeben sind, bedeutet das, dass das zu entwickelnde System die vorhandene Aktuatorik dieses 
Umgebungssystems nutzt und lediglich Daten zur Regulierung an dieses Umgebungssystem z.B. über den Bus weitergibt.  Technische Rahmenbedingungen 
für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem zu entwickelnden System fließen bzw. welche Informationen 















Die in Beispiel 5-22 gezeigte Ausgangssequenz zum Ausgangseffekt FAHRZEUG-
ABBREMSEN wird über die Kontextgröße ‚bremsdruck„ gebildet und setzt sich aus drei 
Teilsequenzen zusammen, da das Kontextsubjekt die Kontextgröße ‚bremsdruck„ mittelbar 
über das Umgebungssystem ‚Bremssystem„ regulieren soll. Beispiel 5-23 zeigt demgegen-
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über die Definition der Ausgangssequenz zum Ausgangseffekt FAHRERWARNEN des Kon-
textsubjekts ‚FAS„, die aus zwei Teilsequenzen besteht. 
Beispiel 5-23: Dokumentation der Ausgangssequenz eines Ausgangseffekts mit zwei Teilsequenzen 
     
FAH E WA NEN  {
   
                       ) 
                          ) 
} 
Sensorik
Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
Wenn im Bereich „Aktuatorik“ Umgebungssysteme angegeben sind, bedeutet das, dass das zu entwickelnde System die vorhandene Aktuatorik dieses 
Umgebungssystems nutzt und lediglich Daten zur Regulierung an dieses Umgebungssystem z.B. über den Bus weitergibt.  Technische Rahmenbedingungen 
für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem zu entwickelnden System fließen bzw. welche Informationen 
















Die Ausgangssequenz in Beispiel 5-23 besteht lediglich aus zwei Teilsequenzen, da das 
Kontextsubjekt ‚FAS„ in Bezug auf den Ausgangseffekt FAHRERWARNEN die zugehörige 
Kontextgröße ‚lenkradvibration„ unmittelbar regulieren soll. 
5.4.1.2.2 Definition der Menge von Ausgangssequenzen eines Kontextsubjekts 
Für ein gegebenes Kontextsubjekt    und eine Anzahl n von Ausgangssequenzen des ope-
rationellen Kontexts eines Kontextsubjekts ist die Menge der Ausgangssequenzen      des 
Kontextsubjekts wie folgt definiert: 
      ⋃     
   
 
   
  (5.52) 
Die Menge der Ausgangssequenzen eines Kontextsubjekts ist nach (5.52) eine Menge, die 
sich nach (5.50) wiederum aus Mengen von Teilsequenzen der Form {     } zusammen-
setzt. Auf Grundlage der in Abschnitt 5.2.4 definierten Relationen von Kontextabhängig-
keiten kann für      weiter festgehalten werden, dass die Menge aller Ausgangssequenzen 
eines Kontextsubjekts    eine Teilmenge des kartesischen Produkts der in (5.16), (5.22) 
und (5.25) definierten Relationen von Kontextabhängigkeiten ist. Für die Menge der Aus-
gangssequenzen mit maxi al drei Teilsequenzen gilt demzufolge: 
                               )     EG LIE  NG   BE  G A F   (5.53) 
Beispiel 5-24 zeigt exemplarisch an den beiden oben definierten Ausgangssequenzen der 
Ausgangseffekte FAHRZEUGABBREMSEN und FAHRERWARNEN die Bildung der Menge 
von Ausgangssequenzen des Kontextsubjekts ‚FAS„ nach (5.52). 
Beispiel 5-24: Dokumentation der Menge der Ausgangssequenzen des Kontextsubjekts ‚FAS‘  
            
FAH  E GABB EM EN        
FAH E WA NEN 
= {{
                   )
                         ) 
                      ) 
}  {
   
                       ) 
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Die im obigen Beispiel in der Menge von Eingangssequenzen enthaltenen Relationstupel 
eines Eingangseffekts gehören zu dem in (5.53) definierten kartesischen Produkt der Rela-
tionen DATENBEREITSTELLUNG, REGULIERUNG und BEZUG_AUF des Kontextsubjekts 
‚FAS„. Beispiel 5-25 zeigt die Zuordnung der einzelnen Tupel der in Beispiel 5-24 enthalte-
nen Ausgangssequenzen zu den genannten Relationen. 
Beispiel 5-25: Zuordnung der Tupel von Ausgangssequenzen zu Relationen von Kontextabhängigkeiten  
                      )  BE  G A FFA  
                           )  BE  G A FFA  
                         )   EG LIE  NGFA  
                       )   EG LIE  NGFA  
                   )  DA ENBE EI   ELL NGFA  
5.4.1.2.3 Verallgemeinerung zur Konstruktion von Ausgangssequenzen beliebiger Länge 
Für Ausgangssequenzen können die obigen Aussagen für solche Fälle verallgemeinert wer-
den, in denen das Kontextsubjekt die Kontextgröße mittelbar reguliert. Diese Verallgemei-
nerung ermöglicht die Berücksichtigung beliebig vieler Kontextentitäten zwischen der 
Kontextgröße und dem Kontextsubjekt. Diese Kontextentitäten dienen zur Übertragung 
von Daten, die sich auf die Ausprägung der zu regulierenden Kontextgröße beziehen. 
Beispielsweise könnte für das Kontextsubjekt ‚FAS„ festgelegt sein, dass das zu entwi-
ckelnde Fahrassistenzsystem, wenn das Fahrzeug verunfallt ist, eine Notfallnachricht abset-
zen soll und dass die Übertragung der Notfallnachricht durch das im Fahrzeug vorhandene 
GSM-System (‚fahrzeugGSM„) vorgenommen werden soll. Eine weitere technische Vorga-
be könnte festlegen, dass das GSM-System mit dem Fahrassistenzsystem über den CAN-
Bus [ISO 11898] gekoppelt werden soll. Beispiel 5-26 zeigt die algebraische und visuelle 
Dokumentation der Ausgangssequenz zum Ausgangseffekt UNFALLMELDEN des Kontext-
subjekts ‚FAS„, die aus vier Teilsequenzen besteht. 
Beispiel 5-26: Dokumentation einer Ausgangssequenz mit vier Teilsequenzen 
      




              ) 
                     ) 
                                      ) 





Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
Wenn im Bereich „Aktuatorik“ Umgebungssysteme angegeben sind, bedeutet das, dass das zu entwickelnde System die vorhandene Aktuatorik dieses 
Umgebungssystems nutzt und lediglich Daten zur Regulierung an dieses Umgebungssystem z.B. über den Bus weitergibt.  Technische Rahmenbedingungen 
für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem zu entwickelnden System fließen bzw. welche Informationen 


















Zur Berücksichtigung von Ausgangssequenzen mit mehr als drei Teilsequenzen ist es wie-
derum notwendig, die Definitionen (5.49) und (5.50) anzupassen. Seien                  
Kontextentitäten im operationellen Kontext des Kontextsubjekts   ,    sei eine Kontext-
entität oder das Kontextsubjekt    und     eine Kontextgröße des operationellen Kon-
texts des Kontextsubjekts, die der Bezug des Ausgangseffekts     ist, d. h.: 
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 {             }                        )                      ) 
          )            
 )      
(5.54) 
Die Ausgangssequenz     
    eines Ausgangseffekts     im operationellen Kontext des 
Kontextsubjekts    ist wie folgt definiert: 
    
      {
                     )             )  
                                                          
} (5.55) 
Die Anzahl der Teilsequenzen innerhalb einer Ausgangssequenz ist abhängig davon, ob das 
Kontextsubjekt die zugehörige Kontextgröße über weitere Kontextentitäten oder unmittel-
bar reguliert. Reguliert das Kontextsubjekt eine Kontextgröße mittelbar, so können eine bis 
beliebig viele Kontextentitäten zwischen dem Kontextsubjekt und der Kontextgröße lie-
gen, die jeweils Daten zur Ausprägung der regulierten Kontextgröße übermitteln. In der 
verallgemeinerten Form besteht daher, in Bezug auf (5.55), für    der folgende induktiv 
definierte Zusammenhang: 
     {
                                                     
        )                                
        (       )      )        
 (5.56) 
Im obigen Ausdruck wird festgelegt, dass die Teilsequenz   , wenn n dem Wert 0 ent-
spricht, die leere Teilsequenz    ist. In diesem Fall besteht die zugehörige Ausgangssequenz 
    
    aus den beiden Teilsequenzen   und  . Besitzt n den Wert 1, so setzt sich die Aus-
gangssequenz     
    aus einer Teilsequenz   und den Teilsequenzen  ,   zusammen. Die 
Teilsequenz   setzt dabei das Kontextsubjekt über die Kontextabhängigkeit ‚stellt Daten 
bereit„ (5.24) mit einer Kontextentität in Beziehung. Nimmt n Werte größer 1 an, so defi-
niert sich die Teilsequenz    durch die Vereinigung der Teilsequenz       mit der Teilse-
quenz, die die Kontextentität        ) mit der Kontextentität      über eine Kontextab-
hängigkeit des Typs ‚stellt Daten bereit„ (5.24) in Beziehung setzt. Für die in (5.55) vorge-
nommene verallgemeinerte Definition der Konstruktion von Ausgangssequenzen muss für 
die Teilsequenz   gelten: 
          
    )           
     ) (5.57) 
Für die Menge der Ausgangssequenzen eines Kontextsubjekts mit n+2 Teilsequenzen gilt, 
dass diese Ausgangssequenzen eine Teilmenge des kartesischen Produkts der entsprechen-
den Relationen von Kontextabhängigkeiten sind, wobei bei Ausgangssequenzen mit n+2 
Teilsequenzen jeweils n Tupel innerhalb einer Ausgangssequenz zur Relation DATENBE-
REITSTELLUNG gehören. Die Menge     
    ist wie folgt definiert: 
    
     DA ENBE EI   ELL NG  )
   EG LIE  NG   BE  G A F   (5.58) 
Für das kartesische Produkt der Relationen BEZUG_AUF und REGULIERUNG ist dabei der 
Bezug zur Relation DATENBEREITSTELLUNG induktiv analog zu (5.48) definiert. 
5.4.2 Modellierung des Kontextbezugs von Stimuli und Reaktionen 
Der Kontextbezug von Stimuli und Reaktionen im operationellen Kontext eines Kontext-
subjekts wird im ContextML-Modellierungsrahmenwerk durch Kontextfragmente doku-
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mentiert. Die Konstruktion von Kontextfragmenten geschieht kompositionell über Kon-
textsequenzen, die den Kontextbezug der Eingangseffekte des jeweiligen Stimulus oder den 
Kontextbezug der Ausgangseffekte der jeweiligen Reaktion dokumentieren. Bei einem 
Kontextfragment, das den Kontextbezug eines Stimulus dokumentiert, handelt es sich um 
ein Eingangsfragment. Ein Kontextfragment, das den Kontextbezug einer Reaktion doku-
mentiert, wird als Ausgangsfragment bezeichnet. 
5.4.2.1 Eingangsfragmente 
Der ContextML-Konstruktionsmechanismus ‚Eingangsfragment„ ist wie folgt definiert: 
Definition 5-14: Eingangsfragment (ContextML) 
Ein Eingangsfragment dokumentiert den Bezug eines Stimulus des Kontextsubjekts in 
der statisch-strukturellen Perspektive des operationellen Kontexts. 
5.4.2.1.1 Konstruktion des Eingangsfragments eines Stimulus 
Eingangsfragmente dokumentieren den Bezug von Stimuli im operationellen Kontext des 
Kontextsubjekts, indem das Eingangsfragment zu einem Stimulus alle Eingangssequenzen 
der Eingangseffekte gruppiert, die diesen Stimulus bilden (vgl. Abschnitt 5.3.3). Die Konst-
ruktion des Eingangsfragments zu einem Stimulus wird über den Kompositionsoperator 
    zur Komposition von Eingangssequenzen der Eingangseffekte eines Stimulus wie 
folgt definiert: Sei      die Menge aller Eingangssequenzen des operationellen Kontexts 
eines Kontextsubjekts    nach (5.41) und        die Menge aller Stimuli des Kontextsub-
jekts    nach (5.32). Seien     
        
  Eingangssequenzen des operationellen Kontexts 
des Kontextsubjekts    und     
        
  die zugehörigen Eingangseffekte nach (5.39). Der 
Kompositionsoperator     zur Bildung des Eingangsfragments     
    eines Stimulus     
  
ist dann wie folgt definiert: 
                 )      (    
 )      
    {    
             
           }  (5.59) 
Die obige Definition sagt aus, dass das Ergebnis der Komposition von Eingangssequenzen, 
bezogen auf einen Stimulus, die Menge aller Eingangssequenzen ist, deren Eingangseffekte 
Teil des Stimulus sind. Da der Bezug eines Stimulus im operationellen Kontext über den 
jeweiligen Kontextbezug der einzelnen Eingangseffekte gebildet wird, ist die Menge     
    
ein Element der Potenzmenge ( ) der Menge von Eingangssequenzen (    ). 
Beispiel 5-27 zeigt die Konstruktion des Eingangsfragments zum Stimulus HINDERNIS-
HOHEGESCHWINDIGKEIT aus Beispiel 5-15. Im oberen Bereich von Beispiel 5-27 ist die 
algebraische Dokumentation des Eingangsfragments gezeigt. Die Typen der zugehörigen 
Trägermengen sind in der algebraischen Definition durch die in (5.2), (5.4) und (5.10) ein-
geführten Typindizes angegeben. Der untere Bereich von Beispiel 5-27 zeigt die visuelle 
Dokumentation des entsprechenden Eingangsfragments. 
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Beispiel 5-27: Komposition zweier Eingangssequenzen zu einem Eingangsfragment 
    HINDE NI HOHEGE CHWINDIGKEI )       
HINDE NI HOHEGE CHWINDIGKEI  
 {     
DE EK IONHINDE NI }    {     
HOHEGE CHWINDIGKEI } 
 {{
                              ) 
                                   ) 
                      )
}  {
                           ) 
                       ) 













Wie in Beispiel 5-15 gezeigt, ist der Stimulus HINDERNISHOHEGESCHWINDIGKEIT durch 
die beiden Eingangseffekte DETEKTIONHINDERNIS und HOHEGESCHWINDIGKEIT defi-
niert. Die Eingangssequenzen dieser beiden Eingangseffekte sind in Beispiel 5-17 und Bei-
spiel 5-18 angegeben. Wie in (5.59) festgelegt, wird das Eingangsfragment zum Stimulus 
HINDERNISHOHEGESCHWINDIGKEIT durch die Vereinigung der Eingangssequenzen defi-
niert, die den Kontextbezug derjenigen Eingangseffekte dokumentieren, die gemeinsam 
den Stimulus HINDERNISHOHEGESCHWINDIGKEIT für das Kontextsubjekt ‚FAS„ bilden. 
5.4.2.1.2 Definition der Menge von Eingangsfragmenten eines Kontextsubjekts 
Wie in Abschnitt 5.3.3 erläutert, können Eingangseffekte eines Kontextsubjekts Bestandteil 
mehr als eines Stimuli dieses Kontextsubjekts sein. Demzufolge kann eine Eingangsse-
quenz gegebenenfalls in mehreren Eingangsfragmenten enthalten sein und dabei entweder 
zusammen mit weiteren Eingangssequenzen oder einzeln das Eingangsfragment des zuge-
hörigen Stimulus bilden. Für Eingangsfragmente     
    gilt die folgende Beziehung zur 
Menge      von Eingangssequenzen des Kontextsubjekts   : 
    
          ) 
(5.60) 
Aus (5.60) folgt demnach, dass die Menge      der Eingangsfragmente des Kontextsub-
jekts   , bezogen auf die Menge        (5.32) aller Stimuli dieses Kontextsubjekts, als eine 
Teilmenge der Potenzmenge von      (5.41) wie folgt definiert ist: 
      {    
                                                   }        )  (5.61) 
5.4.2.2 Ausgangsfragmente 
Der Kontextbezug von Reaktionen im operationellen Kontext wird durch Ausgangsfrag-
mente dokumentiert. Der entsprechende Konstruktionsmechanismus ist wie folgt definiert: 
Definition 5-15: Ausgangsfragment (ContextML) 
Ein Ausgangsfragment dokumentiert den Bezug einer Reaktion des Kontextsubjekts in 
der statisch-strukturellen Perspektive des operationellen Kontexts. 
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5.4.2.2.1 Konstruktion des Ausgangsfragments einer Reaktion 
Die Konstruktion des Ausgangsfragments einer Reaktion wird über den Kompositionsope-
rator     zur Komposition von Ausgangssequenzen der Ausgangseffekte einer Reaktion 
wie folgt definiert: Sei      die Menge aller Ausgangssequenzen des operationellen Kon-
texts eines Kontextsubjekts     nach (5.52) und        die Menge aller Reaktionen des 
Kontextsubjekts    nach (5.35). Seien     
        
  die Ausgangssequenzen des operatio-
nellen Kontexts des Kontextsubjekts    und     
        
  die zugehörigen Ausgangseffekte 
nach (5.50). Der Kompositionsoperator     zur Bildung des Ausgangsfragments     
    
einer Reaktion     
  ist dann wie folgt definiert: 
                 )     (    
 )      
    {    
             
           }  (5.62) 
Die obige Definition sagt aus, dass das Ergebnis der Komposition von Ausgangssequen-
zen, bezogen auf eine Reaktion, die Menge aller Ausgangssequenzen ist, deren Ausgangsef-
fekte Teil dieser Reaktion sind. Da der Bezug einer Reaktion im operationellen Kontext 
über den jeweiligen Kontextbezug der einzelnen Ausgangseffekte gebildet wird, ist die 
Menge     
    ein Element der Potenzmenge ( ) der Menge von Ausgangssequenzen (    ). 
Beispiel 5-28 zeigt die Konstruktion des Ausgangsfragments zur Reaktion ‚NOTFALL-
BREMSUNG„ aus Beispiel 5-16. Im oberen Bereich ist die algebraische Dokumentation des 
Ausgangsfragments gezeigt. Die Typen der Trägermengen sind in der algebraischen Do-
kumentation durch die in (5.2), (5.4) und (5.10) eingeführten Typindizes angegeben. Der 
untere Bereich von Beispiel 5-28 zeigt die visuelle Dokumentation des Ausgangsfragments.  
Wie in Beispiel 5-16 dokumentiert, wird die Reaktion NOTFALLBREMSUNG durch die 
beiden Ausgangseffekte FAHRZEUGABBREMSEN und FAHRERWARNEN gebildet. Die Aus-
gangssequenzen dieser beiden Ausgangseffekte sind in Beispiel 5-22 und Beispiel 5-23 an-
gegeben. Nach (5.62), wird das Ausgangsfragment zur Reaktion NOTFALLBREMSUNG durch 
die Vereinigung der Ausgangssequenzen FAHRZEUGABBREMSEN und FAHRERWARNEN 
definiert, die den Kontextbezug derjenigen Ausgangseffekte dokumentieren, die gemein-
sam die Reaktion NOTFALLBREMSUNG des Kontextsubjekts ‚FAS„ bilden. 
Beispiel 5-28: Komposition zweier Ausgangssequenzen zu einem Ausgangsfragment 
    NO FALLB EM  NG)        
NO FALLB EM  NG  {     
FAH  E GABB EM EN}  {     
FAH E WA NEN} 
 {{
                   )
                         ) 
                      ) 
}  {
   
                       ) 
                          ) 
}} 
Sensorik
Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
Wenn im Bereich „Aktuatorik“ Umgebungssysteme angegeben sind, bedeutet das, dass das zu entwickelnde System die vorhandene Aktuatorik dieses 
Umgebungssystems nutzt und lediglich Daten zur Regulierung an dieses Umgebungssystem z.B. über den Bus weitergibt.  Technische Rahmenbedingungen 
für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem zu entwickelnden System fließen bzw. welche Informationen 
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5.4.2.2.2 Definition der Menge von Ausgangsfragmenten eines Kontextsubjekts 
Wie in Abschnitt 5.3.4 erläutert, können Ausgangseffekte eines Kontextsubjekts Bestand-
teil einer oder mehrerer Reaktionen dieses Kontextsubjekts sein. Dies hat zur Konsequenz, 
dass eine Ausgangssequenz gegebenenfalls in mehreren Ausgangsfragmenten enthalten ist 
und dabei entweder zusammen mit anderen Ausgangssequenzen oder einzeln das Aus-
gangsfragment der zugehörigen Reaktion bildet. Demnach gilt für Ausgangsfragmente 
    
    des operationellen Kontexts eines Kontextsubjekts    die folgende Beziehung zur 
Menge      von Ausgangssequenzen des Kontextsubjekts   : 
    
          ) 
(5.63) 
Aus (5.63) folgt, dass die Menge aller Ausgangsfragmente      des Kontextsubjekts   , 
bezogen auf die Menge aller Reaktionen         (5.35) dieses Kontextsubjekts, als Teil-
menge der Potenzmenge von      (5.52) wie folgt definiert ist: 
      {    
                                                   }        )  (5.64) 
5.4.3 Konstruktion von Partialdiagrammen 
Das Merkmal der Reaktivität eines softwareintensiven reaktiven Systems zeigt sich im Be-
trieb von Systemen diese Typus dadurch, dass solche Systeme auf definierte Stimuli im 
operationellen Kontext eine Reaktion in den operationellen Kontext bewirken (vgl. Ab-
schnitt 2.1.1). Zwischen spezifischen Stimuli und Reaktionen eines Systems besteht dann 
ein kausaler Zusammenhang, wenn das Kontextsubjekt im Betrieb beim Auftreten des Sti-
mulus die entsprechende Reaktion bewirken muss, um seinen Systemzweck zu erfüllen. 
5.4.3.1.1 Definition von Stimulus-Reaktions-Paaren des Kontextsubjekts 
Der kausale Zusammenhang zwischen Stimuli und Reaktionen eines Kontextsubjekts wird 
im ContextML-Modellierungsrahmenwerk durch Stimulus-Reaktions-Paare dokumentiert, 
die wie folgt definiert sind: 
Definition 5-16: Stimulus-Reaktions-Paar (ContextML) 
Ein Stimulus     und eine Reaktion     bilden ein Stimulus-Reaktions-Paar (       ), 
wenn das Kontextsubjekt im Betrieb beim Auftreten des Stimulus     die Reaktion     
bewirken muss, um seinen Systemzweck zu erfüllen. 
Ein Stimulus-Reaktions-Paar im operationellen Kontext eines Kontextsubjekts    wird in 
ContextML über die Menge der Stimuli des Kontextsubjekts        (5.32) und die Menge 
der Reaktionen des Kontextsubjekts        (5.35) definiert. Da Stimulus-Reaktions-Paare 
zwischen Stimuli und Reaktionen des jeweiligen Kontextsubjekts bestehen, muss jedes Sti-
mulus-Reaktions-Paar     re   eines Kontextsubjekts    die folgende Bedingung erfüllen: 
                       )    
             
         (5.65) 
Jedes Stimulus-Reaktions-Paar im operationellen Kontext eines Kontextsubjekts    muss 
nach (5.65) ein Element des kartesischen Produkts der Mengen        (5.32) und        
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(5.35) sein. Darauf aufbauend wird die Menge       aller Stimulus-Reaktions-Paare des 
operationellen Kontexts eines Kontextsubjekts    wie folgt definiert: 
      {   
     )                            
        } (5.66) 
Beispiel 5-29 zeigt exemplarisch für das Kontextsubjekt ‚FAS„ die Menge        der Sti-
mulus-Reaktions-Paare des Kontextsubjekts ‚FAS„. Wie im Beispiel gezeigt, besteht ein 
Stimulus-Reaktions-Paar zwischen dem Stimulus HINDERNISHOHEGESCHWINDIGKEIT 
(Beispiel 5-15) und der Reaktion NOTFALLBREMSUNG (Beispiel 5-16). Das zweite Stimulus-
Reaktions-Paar besteht zwischen dem Stimulus FAHRSITUATIONGRENZBEREICH und der 
Reaktion FAHRERWARNEN. 
Beispiel 5-29: Menge der Stimulus-Reaktions-Paare des Kontextsubjekts ‚FAS‘ 
       {
 HINDE NI HOHEGE CHWINDIGKEI   NO FALLB EM  NG) 
  FAH  I  A IONG EN BE EICH  FAH E WA NEN)
}                  
Zur Schreibvereinfachung können die Stimulus-Reaktions-Paare in der Menge     im 
ContextML-Modellierungsrahmenwerk benannt werden. Beispiel 5-30 zeigt die Benennung 
des Stimulus-Reaktions-Paares (FAH  I  A IONG EN BE EICH   FAH E WA NEN) durch den 
Bezeichner WA N NGG EN BE EICH. 
Beispiel 5-30: Benennung von Stimulus-Reaktions-Paaren‘ 
WA N NGG EN BE EICH  FAH  I  A IONG EN BE EICH FAH E WA NEN) 
5.4.3.1.2 Dokumentation des Kontextbezugs von Stimulus-Reaktions-Paaren 
Der Kontextbezug von Stimulus-Reaktions-Paaren in der statisch-strukturellen Perspektive 
des operationellen Kontexts wird im ContextML-Modellierungsrahmenwerk durch Partial-
diagramme dokumentiert, die wie folgt definiert sind: 
Definition 5-17: Partialdiagramm (ContextML) 
Ein Partialdiagramm dokumentiert den Kontextbezug eines Stimulus-Reaktions-Paares 
in der statisch-strukturellen Perspektive des operationellen Kontexts. 
Ein Partialdiagramm zu einem Stimulus-Reaktions-Paar bildet sich durch die Zusammen-
führung der Kontextfragmente, die den Kontextbezug des Stimulus und den Kontextbezug 
der Reaktion dokumentiert. Demzufolge gilt für sämtliche Partialdiagramme (    ) eines 
Kontextsubjekts    die folgende Bedingung: 
                )  (5.67) 
Wie aus (5.67) hervorgeht, sind Partialdiagramme eines Kontextsubjekts    Elemente des 
kartesischen Produkts der Menge von Eingangsfragmenten      (5.61) und der Menge von 
Ausgangsfragmenten       (5.64) des Kontextsubjekts. Folglich gilt für die Menge der Par-
tialdiagramme (    ) zum operationellen Kontext eines Kontextsubjekts   : 
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     {(    
      
 )       
            
       } (5.68) 
Die Definition der Konstruktion von Partialdiagrammen zu Stimulus-Reaktions-Paaren im 
operationellen Kontext eines Kontextsubjekts geschieht über den Kompositionsoperator 
  für Kontextfragmente, der für ein gegebenes Stimulus-Reaktions-Paar (    
      
 ) in 
    (5.66) den Kontextbezug in der statisch-strukturellen Perspektive des operationellen 
Kontexts wie folgt bildet: 
                  )        
      
 )       
   ,     
   ) (5.69) 
Wie in (5.69) definiert, bildet der Kompositionsoperator für Kontextfragmente ( ) Stimu-
lus-Reaktions-Paare der Menge     auf Elemente des kartesischen Produkts der Menge 
von Eingangsfragmenten      (5.61) und Ausgangsfragmenten      (5.64) ab. Auf Basis 
des Kompositionsoperators ( ) wird die Bildung des Partialdiagramms     
         zu einem 
Stimulus-Reaktions-Paar         wie folgt definiert: 
    
                    )   (5.70) 
Nach (5.70) wird zu einem Stimulus-Reaktions-Paar des operationellen Kontexts eines 
Kontextsubjekts    das zugehörige Partialdiagramm durch die Anwendung des Komposi-
tionsoperators   auf Stimulus-Reaktions-Paare gebildet. Die Menge der Partialdiagramme 
eines Kontextsubjekts    wird über (5.66) wie folgt definiert: 
     {     
                     )       } (5.71) 
Beispiel 5-31 zeigt die Konstruktion des Partialdiagramms zum Stimulus-Reaktions-Paar, 
das durch den kausalen Zusammenhang zwischen dem Stimulus HINDERNISHOHE-
GESCHWINDIGKEIT und der Reaktion NOTFALLBREMSUNG definiert ist. Der obere Bereich 
zeigt die algebraische Dokumentation des Partialdiagramms. Die Typen der Trägermengen 
sind in der algebraischen Definition durch die in (5.2), (5.4) und (5.10) eingeführten Typin-
dizes des ContextML-Modellierungsrahmenwerks angegeben. 
In Beispiel 5-31 wird das Partialdiagramm durch die Anwendung des Kompositionsope-
rators auf das Stimulus-Reaktions-Paar des Stimulus HINDERNISHOHEGESCHWINDIGKEIT 
und der Reaktion NOTFALLBREMSUNG konstruiert. Der obere Bereich von Beispiel 5-31 
zeigt die algebraische Dokumentation des Partialdiagramms und der untere Bereich des 
Beispiels dessen visuelle Dokumentation. Das Partialdiagramm definiert sich, wie in (5.70) 
festgelegt, durch ein 2-elementiges Tupel, bestehend aus dem Eingangsfragment des Stimu-
lus HINDERNISHOHEGESCHWINDIGKEIT und dem Ausgangsfragment der Reaktion NOT-
FALLBREMSUNG. In der algebraischen Dokumentation des Partialdiagramms in Beispiel 
5-31 ist zusätzlich das expandierte Partialdiagramm angegeben, das zum Eingangs- und 
Ausgangsfragment des Partialdiagramms auch die Bildung der zugehörigen Eingangsse-
quenzen und Ausgangssequenzen zeigt. 
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Beispiel 5-31: Konstruktion des Partialdiagramms zu einem Stimulus-Reaktions-Paar 
     
HINDE NI HOHEGE CHWINDIGKEI    NO FALLB EM  NG 
   HINDE NI HOHEGE CHWINDIGKEI   NO FALLB EM  NG)  
 (     
HINDE NI HOHEGE CHWINDIGKEI       
NO FALLB EM  NG) 
=({{     
DE EK IONHINDE NI }   {     
HOHEGE CHWINDIGKEI }}  {{     
FAH E WA NEN}  {     
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Wie in Beispiel 5-27 und Beispiel 5-28 angegeben, wird das entsprechende Eingangsfrag-
ment des Stimulus HINDERNISHOHEGESCHWINDIGKEIT durch die Eingangssequenzen der 
Eingangseffekte DETEKTIONHINDERNIS und HOHEGESCHWINDIGKEIT gebildet und das 
Ausgangsfragment der Reaktion NOTFALLBREMSUNG durch die Ausgangssequenzen der 
Ausgangseffekte FAHRERWARNEN und FAHRZEUGABBREMSEN. 
5.4.4 Konstruktion von Kontextmodellen 
Das ContextML-Kontextmodell dokumentiert die Eigenschaften des operationellen Kon-
texts eines Kontextsubjekts in der statisch-strukturellen Perspektive, indem das Con-
textML-Kontextmodell zu jedem Stimulus-Reaktions-Paar des Kontextsubjekts das ent-
sprechende Partialdiagramm umfasst. Der ContextML-Konstruktionsmechanismus ‚Kon-
textmodell„ ist wie folgt definiert: 
Definition 5-18: Kontextmodell (ContextML) 
Das ContextML-Kontextmodell eines Kontextsubjekts dokumentiert den Bezug aller 
Stimulus-Reaktions-Paare dieses Kontextsubjekts in der statisch-strukturellen Perspekti-
ve des operationellen Kontexts. 
Ausgehend von den Partialdiagrammen     
          der einzelnen Stimulus-Reaktions-Paare 
        des Kontextsubjekts    ist das ContextML-Kontextmodell     
          durch die 
Menge aller Partialdiagramme des Kontextsubjekts (    ), in Bezug auf die Menge     
(5.66) der Stimulus-Reaktions-Paare des Kontextsubjekts, wie folgt definiert: 
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               {    
                        } (5.72) 
Das ContextML-Kontextmodell eines Kontextsubjekts umfasst für jedes Stimulus-
Reaktions-Paar genau ein Partialdiagramm, das den Bezug dieses Stimulus-Reaktions-
Paares in der statisch-strukturellen Perspektive des operationellen Kontexts dokumentiert. 
Für das ContextML-Kontextmodell     
           eines Kontextsubjekts    muss in Bezug 
auf die Menge       der Stimulus-Reaktions-Paare demnach gelten, dass die Mächtigkeit 
(  ) des ContextML-Kontextmodells, in Bezug auf die Anzahl der Partialdiagramme, der 
Mächtigkeit der Menge       (5.66) entspricht, d. h.: 
|     
         |           (5.73) 
5.5 Zusammenfassung 
In diesem Kapitel wurde mit dem ContextML-Modellierungsrahmenwerk der erste Be-
standteil des spezifischen Lösungsansatzes dieser Arbeit vorgestellt. Das ContextML-
Modellierungsrahmenwerk definiert eine Sprachbasis zur visuellen Dokumentation von 
Eigenschaften des operationellen Kontexts softwareintensiver reaktiver Systeme in der 
statisch-strukturellen Perspektive. Bei dem in diesem Kapitel eingeführten ContextML-
Kontextmodell handelt es sich um die Definition der Basisausprägung für Kontextmodelle 
in ContextML. Durch die algebraisch kompositionelle Definition können Teile des Con-
textML-Modellierungsrahmenwerks (z. B. einzelne Konstruktionsmechanismen) redefiniert 
oder erweitert werden, um zusätzliche Eigenschaften des operationellen Kontexts soft-
wareintensiver reaktiver Systeme zu dokumentieren. Die der visuellen Dokumentation im 
ContextML-Modellierungsrahmenwerk zugrunde liegenden Strukturen zur kompositionel-
len Konstruktion des ContextML-Kontextmodells sind algebraisch definiert, welches eine 
wesentliche Grundlage für die maschinelle Analyse der ContextML-Kontextmodelle ist. 
Das ContextML-Modellierungsrahmenwerk führt in der Definition der Sprachbasis ver-
schiedene Forschungsarbeiten aus dem Stand der Wissenschaft zusammen. So basiert die 
Definition der ontologischen Grundannahmen auf den Arbeiten von BUNGE, WAND und 
WEBER [Bunge 1977; Bunge 1979; Wand und Weber 1990] zum allgemeinen Aufbau von 
Ontologien in der Analyse von Informationssystemen. Die Definition der Kontextentitäten 
und Kontextabhängigkeiten basiert auf den Konzeptualisierungen des operationellen Kon-
texts von Informationssystemen in eigenen Forschungsarbeiten [Weyer und Pohl 2008] 
und den Arbeiten von DAVIS, JORDAN und NAKAJIMA [Davis et al. 1997] sowie JIN und 
LIU [Jin und Liu 2006] und JACKSON [Jackson 1995b; Jackson 2001b] (vgl. Abschnitt 3.2.1, 
Abschnitt 3.2.2). Das Konzept der Kontextgröße zur Repräsentation von Umgebungsgrö-
ßen, im Zusammenhang mit der Betrachtung von Stimulus-Reaktions-Systemen, ent-
stammt den Arbeiten von CLEMENTS, HENINGER, MADEY, PARNAS und VAN SCHOUWEN 
[Heninger 1980; Parnas und Clements 1986; van Schouwen et al. 1992; Parnas und Madey 
1995] zum Vier-Variablen-Modell (vgl. Abschnitt 3.2.7). Das Prinzip der kompositionellen 
Konstruktion von Kontextmodellen in ContextML orientiert sich an der Arbeit von PAR-
NAS [Parnas 1993] sowie an der Arbeit von ZAVE und JACKSON [Zave und Jackson 1993]. 
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6 ContextML-Kohärenzbasis 
In diesem Kapitel wird mit der ContextML-Kohärenzbasis der zweite Bestandteil des im 
Rahmen der vorliegenden Arbeit entwickelten Ansatzes zur Kohärenzprüfung kanonischer 
Verhaltensspezifikationen vorgestellt. 
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6.5 Zusammenfassung ........................................................................................................................... 141 
6.1 Überblick 
Die ContextML-Kohärenzbasis definiert verschiedene Formalismen, um ungültige oder 
unvollständige Eigenschaften in kanonischen Verhaltensspezifikationen softwareintensiver 
reaktiver Systeme gegenüber Eigenschaften des operationellen Kontexts dieser Systeme zu 
identifizieren. 
Die ContextML-Kohärenzbasis ist wie folgt strukturiert: 
- Basisdefinitionen (Abschnitt 6.2): In diesem Teil der ContextML-Kohärenzbasis werden 
grundlegende Mengen und Operationen definiert, die Ausgangspunkt für die Definition 
von Formalismen zur Kohärenzprüfung kanonischer Verhaltensspezifikationen gegen 
ContextML-Kontextmodelle sind. 
- Formalismen zur Prüfung der Gültigkeit kanonischer Verhaltensspezifikationen gegenüber Con-
textML-Kontextmodellen (Abschnitt 6.3): In diesem Teil werden spezifische Formalismen 
zur Identifikation ungültiger Eigenschaften in kanonischen Verhaltensspezifikationen 
gegenüber ContextML-Kontextmodellen definiert. 
- Formalismen zur Prüfung der Vollständigkeit kanonischer Verhaltensspezifikationen gegenüber Con-
textML-Kontextmodellen (Abschnitt 6.4): In diesem Teil werden spezifische Formalismen 
zur Identifikation unvollständiger Eigenschaften in kanonischen Verhaltensspezifika-
tionen gegenüber ContextML-Kontextmodellen definiert. 
6.2 Basisdefinitionen 
Die ContextML-Kohärenzbasis basiert auf grundlegenden Formalismen zur Analyse der 
kanonischen Verhaltensspezifikation eines softwareintensiven reaktiven Systems und zur 
Prüfung des Bezugs zwischen Modellelementen kanonischer Verhaltensspezifikationen und 
von ContextML-Kontextmodellen. 
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6.2.1 Basisdefinitionen zu kanonischen Verhaltensspezifikationen 
Im spezifischen Lösungsansatz wird die kanonische Verhaltensspezifikation eines software-
intensiven reaktiven Systems auf Kohärenzbrüche gegenüber dem ContextML-Kontext-
modell dieses Systems überprüft. Als Ausgangspunkt für die Kohärenzprüfung werden 
verschiedene Prüfmengen der kanonischen Verhaltensspezifikation bestimmt. 
6.2.1.1 Bildung der kanonischen Verhaltensspezifikation 
Für ein spezifisches Kontextsubjekt    und die zugehörigen Spezifikationsautomaten 
             ist die Konstruktion der kanonische Verhaltensspezifikation        mit-
tels der Funktion       wie folgt definiert: 
                  )           ⋃      
 
   
 (6.1) 
Die in (6.1) definierte kanonische Verhaltensspezifikation        eines Kontextsubjekts    
setzt sich aus einer Menge von 6-Tupeln nach Definition 2-4 zusammen. Für einen spezifi-
schen Spezifikationsautomaten       enthält die Menge        jeweils das Tupel: 
                               ) (6.2) 
Wie in (6.2) gezeigt, setzt sich ein Spezifikationsautomat       der kanonischen Verhal-
tensspezifikation        eines Kontextsubjekts    aus der Menge von Zuständen   , 
einem initialen Zustand            , der Menge von Eingabeereignissen   , der Menge von 
Ausgabeereignissen   , der Menge interner Ereignisse    sowie der Schrittmenge des 
Automaten    zusammen.  
Ausgangspunkt für die Prüfung der Kohärenz einer kanonischen Verhaltensspezifika-
tion        sind deren Eingabeereignismenge    
    , deren Ausgabeereignismenge    
     
und die Schrittmenge    der einzelnen Spezifikationsautomaten von       . 
6.2.1.2 Bildung der Eingabeereignismenge 
Für eine kanonische Verhaltensspezifikation       , die durch die Spezifikationsautoma-
ten              gegeben ist, wird deren Eingabeereignismenge wie folgt definiert: Sei    
die Menge von Eingabeereignissen des Spezifikationsautomaten      , dann wird die Ein-
gabeereignismenge    
     von        mittels der Funktion  
     wie folgt konstruiert: 
            )      
      (⋃    
 
   
)   {                    {      }} (6.3) 
Wie in (6.3) angegeben, wird die Eingabeereignismenge der kanonischen Verhaltensspezifi-
kation eines Kontextsubjekts    über die Vereinigung der Eingabeereignisse sämtlicher 
Spezifikationsautomaten von        gebildet. 
6.2.1.3 Bildung der Ausgabeereignismenge 
Für eine kanonische Verhaltensspezifikation       , die durch die Spezifikationsautoma-
ten              gegeben ist, wird deren Ausgabeereignismenge wie folgt definiert: Sei 
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   die Menge von Ausgabeereignissen eines Spezifikationsautomaten      , dann wird die 
Ausgabeereignismenge    
     mittels der Funktion       wie folgt konstruiert: 
            )     
      (⋃   
 
   
)   {                   {      }} (6.4) 
Wie in (6.4) angegeben, wird die Ausgabeereignismenge zu der kanonischen Verhaltensspe-
zifikation eines Kontextsubjekts    über die Vereinigung der Mengen von Ausgabeereig-
nissen der einzelnen Spezifikationsautomaten von        gebildet. 
6.2.1.4 Bildung der Menge von Ausführungssequenzen 
Zur Überprüfung der Kohärenz von        ist es notwendig, die Ausführungssequenzen 
der einzelnen Spezifikationsautomaten              zu bestimmen. 
6.2.1.4.1 Ausführungssequenzen in Spezifikationsautomaten 
Für Spezifikationsautomaten                             ) ist eine Ausführungssequenz 
   eine endliche Sequenz von Zuständen und Ereignissen, für die folgende Bedingung gilt: 
                    )                )       
                                ) f r        
                               )    ) 
(6.5) 
Eine Ausführungssequenz eines Spezifikationsautomaten       beschreibt nach (6.5) 
einen Pfad durch den Spezifikationsautomaten in Form einer alternierenden Abfolge von 
Zuständen und Ereignissen, die im initialen Zustand beginnt und entweder dann endet, 
wenn für einen erreichten Zustand kein weiterer Schritt in    definiert ist, oder wenn es sich 
bei dem erreichten Zustand um den initialen Zustand        handelt.  
Die Menge   
     der Ausführungssequenzen eines Spezifikationsautomaten       
nach (6.5) wird über die Funktion       wie folgt definiert: 
           )    
     {           Ausf hrungssequen           } (6.6) 
Beispiel 6-1 zeigt die Bestimmung der Menge   
     der Ausführungssequenzen eines Spe-
zifikationsautomaten      . 







































      {     }      
                                    )                                      )  
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Wie im Beispiel illustriert, besitzt der Spezifikationsautomat zwei Pfade, deren Abfolgen 
von Zuständen und Ereignissen die in (6.5) definierte Bedingung erfüllen und damit Aus-
führungssequenzen dieses Spezifikationsautomaten bilden. 
6.2.1.4.2 Berücksichtigung von Zuständen mit mehr als einem möglichen Folgezustand 
Wie in Beispiel 6-1 gezeigt, kann in der Schrittfunktion   eines Spezifikationsautomaten 
nach Definition 2-4 für einen internen Zustand    mehr als ein Schritt in einen Folgezu-
stand existieren. Das heißt, für den Zustand    existieren mindestens zwei Schritte 
         ) und          ) in der Schrittfunktion   mit      . In Beispiel 6-1 gilt dies für 
Zustand 1, für den, wie im Beispiel gezeigt, in der Schrittfunktion   des Spezifikations-
automaten jeweils ein Schritt für das Eingabeereignis    in den Zustand 2 und ein Schritt 
für das Eingabeereignis    in den Zustand 3 definiert ist. Die Feststellung, dass in einem 
Zustand mehr als ein Schritt definiert sein kann, führt bei bestimmten Konstellationen von 
Ereignissen an den ausgehenden Kanten dieses Zustands dazu, dass beim Erreichen des 
Zustands nicht bestimmt werden kann, welcher Folgezustand eingenommen wird.  
Abbildung 6-1 zeigt am Beispiel eines Zustands, für den zwei Schritte definiert sind, die 





























Abbildung 6-1: Berücksichtigung von Zuständen mit mehr als einem Folgezustand 
In Bezug auf die Ermittlung der Menge von Ausführungssequenzen   
     des Spezifika-
tionsautomaten       gilt für die in Abbildung 6-1 gezeigten Fälle das Folgende: 
- Fall 1 (gültig in der ContextML-Kohärenzbasis): In diesem Fall können die Ausführungsse-
quenzen des Spezifikationsautomaten bestimmt werden, da der Spezifikationsautomat, 
wenn er sich in Zustand 1 befindet, beim Eintreten eines der beiden Eingabeereignisse 
   und    in den Zustand 2 (  ) oder in den Zustand 3 (  ) wechselt. 
- Fall 2 (ungültig in der ContextML-Kohärenzbasis): In diesem Falle können keine Ausfüh-
rungssequenzen bestimmt werden, da für diesen Spezifikationsautomaten beim Eintritt 
in den Zustand 1 nicht entschieden werden kann, ob der Spezifikationsautomat das 
Ausgabeereignis    auslöst oder auf das Eintreten des Eingabeereignis    wartet. 
- Fall 3 (ungültig in der ContextML-Kohärenzbasis): In diesem Falle können keine Ausfüh-
rungssequenzen bestimmt werden, da für diesen Spezifikationsautomaten beim Eintritt 
in den Zustand 1 nicht entschieden werden kann, ob der Spezifikationsautomat das 
Ausgabeereignis    oder das Ausgabeereignis    auslöst. 
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6.2.1.4.3 Berücksichtigung von Zyklen 
Unter der Annahme, dass, entgegen der in (6.5) definierten Bedingung, die Bildung einer 
Ausführungssequenz beim Erreichen des initialen Zustands nicht terminiert, würde der 
entsprechende Pfad in der Ausführungssequenz beliebig oft wiederholt. Neben Zyklen, die 
durch den initialen Zustand bedingt sind, sind in Spezifikationsautomaten auch nicht-
triviale Zyklen möglich, d. h. Zyklen, die nicht im initialen Zustand des Spezifikations-
automaten beginnen. Für den in dieser Arbeit vorgestellten Lösungsansatz genügt es, dass 
solche Zyklen zur Bestimmung der Ausführungssequenzen maximal einmal durchlaufen 
werden. Dies ist ausreichend, da die ContextML-Kohärenzbasis auf die Prüfung kanoni-
scher Verhaltensspezifikationen gegen Eigenschaften des operationellen Kontexts in der 
statisch-strukturellen Perspektive beschränkt ist. Hierzu ist es lediglich notwendig, dass in 
Ausführungssequenzen sämtliche Ereignisse innerhalb des jeweils betrachteten Pfades ent-
halten sind, weshalb zur Bestimmung der Ausführungssequenzen des Spezifikationsauto-
maten nicht-trivialen Zyklen nur einmal durchlaufen werden müssen.41 
Beispiel 6-2 zeigt die Bestimmung der Menge von Ausführungssequenzen   
     eines 
Spezifikationsautomaten      , der einen Zyklus in Bezug auf Zustand 8 aufweist. Wie 
gezeigt, besitzt der Spezifikationsautomat die beiden Ausführungssequenzen    und   . 
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     {     }    
                                             )  
                                                                   ) 
Die Bildung der Ausführungssequenz    für den in Beispiel 6-2 gezeigten Spezifikations-
automaten erfolgt entlang des für    illustrierten Pfades durch den Automaten. Die Aus-
führungssequenz endet mit dem erneuten Erreichen des initialen Zustands. Die Ausfüh-
rungssequenz    berücksichtigt den einmaligen Durchlauf des im Zustand 6 beginnenden 
Zyklus, wodurch zusätzlich noch der Schritt        ) und der erneute Durchlauf der Se-
quenz                  ) in die Ausführungssequenz    aufgenommen werden. 
                                                 
41  Die Reihenfolge der Ereignisse in der Ausführungssequenz ist für die korrekte Berechnung der Stimuli und Reaktionen von Spezifika-
tionsautomaten wesentlich. Diese Berechnung der Stimuli und Reaktionen von Spezifikationsautomaten ist eine Voraussetzung für die 
verschiedenen in der ContextML-Kohärenzbasis definierten Kohärenzprüfungen. 
112 TEIL II – ANSATZ ZUR TEILAUTOMATISIERTEN KOHÄRENZPRÜFUNG 
 
6.2.1.4.4 Algorithmische Realisierung 
Algorithmus 6-1 zeigt eine mögliche algorithmische Realisierung der Berechnung der Aus-
führungssequenzen eines Spezifikationsautomaten, angegeben in Pseudocode. Entspre-
chend der Systematik der Tiefensuche in einem Graphen ruft der eigentliche Algorithmus 
(01-18 u. 55-70) eine rekursive Hilfsprozedur „calculateSequence„ (20-52) auf. Der Algo-
rithmus erhält als Eingabe ein Tupel, bestehend aus der Menge der Zustände, der Schritt-
menge, der Menge von Ereignissen und dem Startzustand des Spezifikationsautomaten. 
Das Ergebnis des Algorithmus ist die Menge der Ausführungssequenzen ‚ASPEC„ des 
Automaten. Das Vorliegen eines der beiden in Abbildung 6-1 gezeigten Fälle wird durch 
die Anweisungen in den Zeilen 39-42 überprüft. Liegt für einen Zustand im Spezifika-
tionsautomaten eine der beiden in Abbildung 6-1 gezeigten ungültigen Konstellationen von 
Ereignissen an den ausgehenden Kanten vor, bricht die Berechnung der Ausführungsse-















































Algorithmus: Bestimmung der Ausführungssequenzen eines Spezifikationsautomaten 
Typen: 
 Ausführungssequenz: Tupel von Transitionen und Ganzzahlen 
Eingabewerte: (V,T,E,Vinit): Spezifikationsautomat 
 * V = Menge von Zuständen 
 * T = Menge von Transitionen 
 * E = Menge von Ereignissen 
 * Vinit = Startzustand 
Ausgabewerte: ASPEC: Menge aller Ausführungssequenzen des Spezifikationsautomaten 
Variablen: 
 q: Sequenz von Ereignissen; 
 A: Menge von Ausführungssequenzen; 
        s: Zustand; 
Kommentare: 
 * A ist eine Hilfsvariable zur Zwischenspeicherung der bereits errechneten Sequenzen 
         * targetstate(t) ordnet einem Schritt t den Zustand zu, in den sie mündet 
* transitions(s) ordnet einem Zustand die Menge der von ihm ausgehenden Transitionen zu 
 * name(t) ist eine Zuordnung, die einem Schritt t dessen Namen zuordnet 
 
* Beginn der rekursiven Hilfsfunktion 
Procedure calculateSequence 
Eingabewerte: s: Zustand; K: Menge von Zuständen; A: Menge von Ausführungssequenzen 
Ausgabewerte: Result: Menge von Sequenzen 
Variablen:  
 O: Menge von Transitionen; 
   j: Sequenz von Ereignissen; 
 A’: Menge von Ausführungssequenzen 
Kommentare: 
 * K ist die Menge der bereits besuchten Zustände 
 * A’, O; j sind Hilfsvariablen 
Begin 
 Result:={}; 
 If sK Then 
  K := K U {s}; 
  O := transitions(s); 
  Repeat 
   t   O;     * beliebiges Element aus O 
   O := O\{t}; 
   If name(t)[|name(t)|-1] = ’!’ And |O| > 1 Then 
    Result := nil;  * Abbruch an dieser Stelle, da ein Ausgabeereignis  
    Return    * und mehr als ein weiteres Ereignis gefunden wurde. 
   End If; 
   A’ := A; 
   For All j   L’ Do 
    j := j \{t} 
   End For; 


























   Result := (Result,s); * s an das Ende der Ergebnissequenz anhängen 
   Result := (Result,t); * t an das Ende der Ergebnissequenz anhängen 
   Result := (Result,calculateSequence(targetstate(t),K,L’)) 
  Until Result A Or O = {}  
 End If 
End 
 
* Beginn des Algorithmus 
Begin 
 For All s   V Do 
                If s = Vinit Then 
   While qASPEC Do 
    q := calculateSequence(s,{},A); 
    If q = nil Then 
     Exit   * Abbruch, da Ausgabesequenzmenge ungültig 
    End If; 
    If q ≠ {} Then 
     A := A U {q}; 
     ASPEC := ASPEC U {q} 
    End If 
   End While 
  End If 
 End For 
End 
Algorithmus 6-1: Berechnung der Ausführungssequenzen eines Spezifikationsautomaten 
6.2.1.5 Bildung der Menge von Stimuli 
Wie in Abschnitt 2.1.1 erläutert, sind Stimuli eines softwareintensiven reaktiven Systems 
durch das Auftreten eines oder mehrerer Ereignisse im operationellen Kontext definiert, 
die gemeinsam dazu führen, dass das System eine Reaktion in den operationellen Kontext 
bewirken muss, um seinen Systemzweck zu erfüllen. Ein Stimulus in der kanonischen Ver-
haltensspezifikation eines softwareintensiven reaktiven Systems ist dabei wie folgt definiert: 
Definition 6-1: Stimulus (SPEC) 
Ein Stimulus in der kanonischen Verhaltensspezifikation ist eine Sequenz von Eingabe-
ereignissen, für die das Kontextsubjekt ein Ausgabeereignis bewirken muss, wenn die 
Eingabeereignisse in der durch die Sequenz festgelegten Reihenfolge auftreten. 
Die Menge       
     der Stimuli in der kanonischen Verhaltensspezifikation        eines 
Kontextsubjekts   , die durch die Spezifikationsautomaten              gegeben ist, 
wird durch die Vereinigung der Mengen der Stimuli der einzelnen Spezifikationsautomaten 
gebildet, d. h.: 
      
     ⋃       
    
 
   
 (6.7) 
Bezogen auf einen einzelnen Spezifikationsautomaten      , wird die Konstruktion der 
Menge      
     der Stimuli dieses Spezifikationsautomaten mittels der Funktion        
über die Menge der Ausführungssequenzen des Automaten wie folgt definiert: 
      (  
    
)       
     {                              } (6.8) 
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Zur Charakterisierung der Stimuli eines Spezifikationsautomaten wird eine Hilfsfunktion   
eingeführt, die in Bezug auf die Menge der Eingabeereignisse    und Ausgabeereignisse    
des Spezifikationsautomaten       wie folgt definiert ist: 
         )  {
g ltig                                                              
  g ltig                                                                                                                      
 (6.9) 
Wie in (6.9) gezeigt, definiert die Funktion  , dass eine Sequenz von Eingabe- und Ausga-
beereignissen dann eingetreten ist, wenn sämtliche Ereignisse der Sequenz in der durch die 
Sequenz festgelegten Reihenfolge eingetreten sind. Sei    eine Ausführungssequenz nach 
(6.5). Die Stimuli der Menge      
     des Spezifikationsautomaten       in der Ausfüh-
rungssequenz    sind wie folgt definiert: Sei      
        die Selektionsfunktion, die in 
Ausführungssequenzen in   
     die in den Ausführungssequenzen enthaltene Sequenz von 
Eingabeereignissen ermittelt, seien   
        und   
        mit       Funktionen, 
die Teilsequenzen von Eingabeereignissen in der Sequenz von Eingabeereignissen in    
selektieren, dann gilt: 
     
       ))       
                   )   (  )    
(       
       ))      )   (  )        ))  Minimalit t von  timuli  
(6.10) 
Wie in (6.10) definiert, bildet eine Sequenz von Eingabeereignissen            ) eines 
Spezifikationsautomaten       genau dann einen Stimulus dieses Spezifikationsautomaten, 
wenn in der Ausführungssequenz    ein Ausgabeereignis    existiert, dass durch das Eintre-
ten von    ausgelöst wird und für das in der Ausführungssequenz    keine Teilsequenz    
existiert, die eine geringere Anzahl von nicht notwendigerweise unterschiedlichen Eingabe-
ereignissen aufweist (d. h.    ) und die ebenfalls das Ausgabeereignis    auslöst. 
Die Bestimmung der Menge der Stimuli eines Spezifikationsautomaten       erfolgt 
auf Grundlage der ermittelten Ausführungssequenzen   
     dieses Spezifikationsautoma-
ten. Für jede Ausführungssequenz    in   
     werden deren Stimuli wie folgt bestimmt: 
- Beginne am initialen Zustand der Ausführungssequenz     |1 
- Wiederhole 3-5, bis das Ende der Ausführungssequenz erreicht ist   |2 
- Suche das nächste Ausgabeereignis in der Ausführungssequenz    |3 
- Ermittle die Sequenz aller Eingabeereignisse vor dem Ausgabeereignis   |4 
- Gehe bis zum nächsten Eingabeereignis in der Ausführungssequenz   |5 
Innerhalb der obigen Systematik ist Schritt (5) notwendig, da Ausgabeereignisse, die direkt 
aufeinanderfolgen oder die lediglich durch interne Ereignisse in Bezug stehen, keinen wei-
teren Stimulus definieren, sondern durch den Stimulus ausgelöst werden, der das erste 
Ausgabeereignis dieser Folge auslöst. 
Beispiel 6-3 zeigt die Berechnung der Stimuli eines Spezifikationsautomaten, durch die 
Anwendung der oben angegebenen Systematik zur Ermittlung der Stimuli in Ausführungs-
sequenzen von Spezifikationsautomaten. 
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     {     }    
                                             )  
                                                    ) 
     
      {               }     
           )                  )            )               ) 
Zur Berechnung der Stimuli in der Ausführungssequenz    in Beispiel 6-3 wird, ausgehend 
vom initialen Zustand 0 der Ausführungssequenz   , das erste Ausgabeereignis    in der 
Ausführungssequenz identifiziert. Die Sequenz der Eingabeereignisse       ) liegt in der 
Ausführungssequenz vor dem Ausgabeereignis    und bildet daher den zugehörigen Stimu-
lus    . Anschließend wird das nächste auf    folgende Eingabeereignis in der Ausfüh-
rungssequenz gesucht. Ausgehend von diesem Eingabeereignis    wird das nächstfolgende 
Ausgabeereignis    identifiziert. Für    wird dann die Sequenz der Eingabeereignisse be-
stimmt, die in der Ausführungssequenz vor dem Ausgabeereignis    liegen, d. h. 
            ). Diese Sequenz bildet den Stimulus    . Nach    existiert kein weiteres Einga-
beereignis in der Ausführungssequenz   , sodass das Ende der Ausführungssequenz er-
reicht wird und das Verfahren terminiert. Die Bestimmung der Stimuli in der Ausführungs-
sequenz    erfolgt analog. 
Algorithmus 6-2 zeigt eine mögliche algorithmische Realisierung der Berechnung der 
Stimuli eines Spezifikationsautomaten auf Grundlage der durch Algorithmus 6-1 errechne-
ten Menge von Ausführungssequenzen ‚ASPEC„. Als Ergebnis der Anwendung des Algo-
rithmus auf ‚ASPEC„ gibt der Algorithmus die Menge ‚Stim„ der ermittelten Stimuli zurück. 















Algorithmus: Bestimmung der Stimuli eines Spezifikationsautomaten 
Eingabewerte: ASPEC: Menge von Ausführungssequenzen 
Ausgabewerte: Stim: Menge der Stimuli als Sequenzen von Eingabeereignissen 
Variablen: 
 q: Ausführungssequenz; 
  i: Ganzzahl; 
        s: Sequenz von Ereignissen; 
Kommentare: 
 * Stim ist die Menge der errechneten Stimuli 
 * name(t) ordnet einem Schritt t dessen Namen zu 
* action(t) ordnet einem Schritt t das zugehörige Ein- oder Ausgabeereignis zu 
Begin 
 Stim := {}; 
 i :=0; 

















        For All q ASPEC Do 
  Repeat 
   If q[i] typeOf Schritt  
    If name(q[i])[|name(q[i])|-1]  ’!’ Then 
     If action(q[i])  nil Then 
      s := (s,action(q[i])) 
     End If 
    Else  
     Stim := Stim U {s} 
    End If 
   End If; 
   i := i + 1 
                Until i = |q|  
 End For 
End 
Algorithmus 6-2: Berechnung der Stimuli eines Spezifikationsautomaten 
6.2.1.6 Bildung der Menge von Reaktionen 
Wie in Abschnitt 2.1.1 erläutert, werden Reaktionen softwareintensiver reaktiver Systeme 
durch Stimuli des Systems ausgelöst. Eine Reaktion kann dabei aus einem oder mehreren 
singulären Ereignissen bestehen, die im operationellen Kontext des jeweiligen Systems be-
wirkt werden. Eine Reaktion in der kanonischen Verhaltensspezifikation eines softwarein-
tensiven reaktiven Systems ist wie folgt definiert: 
Definition 6-2: Reaktion (SPEC) 
Eine Reaktion in der kanonischen Verhaltensspezifikation ist eine Sequenz von Ausga-
beereignissen, die das Kontextsubjekt im Betrieb beim Eintreten eines spezifischen Sti-
mulus ausführt, um seinen Systemzweck zu erfüllen. 
Die Menge       
     der Reaktionen in der kanonischen Verhaltensspezifikation        
eines Kontextsubjekts   , die durch die Spezifikationsautomaten              gegeben 
ist, bestimmt sich durch die Vereinigung der Mengen      
     der Reaktionen der einzel-
nen Spezifikationsautomaten von       , d. h.: 
      
     ⋃       
    
 
   
 (6.11) 
Bezogen auf einen einzelnen Spezifikationsautomaten       wird die Konstruktion der 
Menge      
     der Reaktionen dieses Spezifikationsautomaten mittels der Funktion 
       über die Ausführungssequenzen dieses Spezifikationsautomaten wie folgt definiert: 
      (  
    
)       
     {                              } (6.12) 
Eine Reaktion eines Spezifikationsautomaten besteht aus einem oder mehreren Ausgabeer-
eignissen, die beim Eintreten eines spezifischen Stimulus in       als Reaktion ausgeführt 
werden. Auf Grundlage der in (6.9) definierten Hilfsfunktion   und der Menge      
     
(6.8) von Stimuli des Spezifikationsautomaten       sind die Reaktionen der Menge 
     
     in einer Ausführungssequenz    wie folgt definiert: Sei      
        die Selek-
tionsfunktion, die in Ausführungssequenzen in   
     die in den Ausführungssequenzen 
enthaltene Sequenz von Ausgabeereignissen ermittelt, seien   
        und   
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mit       Funktionen, die Teilsequenzen von Ausgabeereignissen in der Sequenz von 
Ausgabeereignissen in    selektieren, dann gilt: 
     
       ))       
                 
       (   )      )    
(       
       ))   (   )      )        ))  Maximalit t von  eaktionen  
(6.13) 
Wie in (6.13) definiert, bildet eine Sequenz von Ausgabeereignissen            ) eines 
Spezifikationsautomaten       genau dann eine Reaktion von      , wenn in einer Aus-
führungssequenz    ein Stimulus     existiert, dessen Eintreten die Ausgabeereignisse in    
auslöst und für den in der Ausführungssequenz    keine Sequenz von Ausgabeereignissen 
   existiert, die eine größere Anzahl von nicht notwendigerweise unterschiedlichen Ausga-
beereignissen aufweist (d. h.    ), welche ebenfalls durch das Eintreten des Stimulus     
ausgelöst werden. 
Die Berechnung der Menge von Reaktionen eines Spezifikationsautomaten       er-
folgt auf Basis der Ausführungssequenzen   
     des Spezifikationsautomaten. Für jede 
Ausführungssequenz    in   
     werden die Reaktionen in    wie folgt bestimmt: 
- Beginne am initialen Zustand der Ausführungssequenz     |1 
- Wiederhole 3-4, bis das Ende der Ausführungssequenz erreicht ist   |2 
- Suche das nächste Ausgabeereignis in der Ausführungssequenz    |3 
- Ermittle die Sequenz aller Ausgabeereignisse, bis das nächste Eingabeereignis  |4 
oder das Ende der Ausführungssequenz erreicht ist     
Wie in der obigen Systematik angegeben, werden die Reaktionen einer Ausführungsse-
quenz dadurch bestimmt, dass die in der Ausführungssequenz auftretenden zusammenhän-
genden Sequenzen von Ausgabeereignissen maximaler Länge identifiziert werden. Sequen-
zen von Ausgabeereignissen werden dabei auch über interne Ereignisse gebildet, die gege-
benenfalls in der Ausführungssequenz zwischen zwei Ausgabeereignissen auftreten. 
Beispiel 6-4 zeigt die Berechnung der Reaktionen eines Spezifikationsautomaten am Bei-
spiel eines Spezifikationsautomaten mit zwei Ausführungssequenzen. 
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Durch die Anwendung der oben angegebenen Systematik werden in jeder der beiden Aus-
führungssequenzen zwei Reaktionen identifiziert. Zwei der berechneten Reaktionen wer-
den dabei durch die gleiche Sequenz von Ausgabeereignissen gebildet. 
Zur Berechnung der Reaktionen in der Ausführungssequenz    in Beispiel 6-4 wird, 
ausgehend vom initialen Zustand 0 der Ausführungssequenz   , das erste Ausgabeereignis 
   der Ausführungssequenz identifiziert. Von diesem Ausgabeereignis wird die Sequenz 
von Ausgabeereignissen    ) bis zum nächsten Eingabeereignis in der Ausführungssequenz 
bestimmt. Diese Sequenz bildet die Reaktion    . Die ermittelte Sequenz von Ausgabeer-
eignissen besteht in diesem Fall lediglich aus dem Ausgabeereignis   , da das nächstfolgen-
de Ereignis in der Ausführungssequenz das Eingabeereignis    ist. Beginnend bei    wird 
dann mit    das nächstfolgende Ausgabeereignis in der Ausführungssequenz bestimmt. 
Aufgrund dessen, dass zwischen    und dem Ende der Ausführungssequenz keine weiteren 
Eingabeereignisse auftreten, wird, ausgehend von   , die Sequenz       ) von Ausgabeer-
eignissen bestimmt. Diese Sequenz bildet die Reaktion    . Anschließend terminiert die 
Berechnung der Reaktionen der Ausführungssequenz   . Die Bestimmung der Reaktionen 
in der Ausführungssequenz    erfolgt analog. 
Algorithmus 6-3 zeigt eine mögliche algorithmische Realisierung der Berechnung der 
Reaktionen eines Spezifikationsautomaten auf Grundlage der Menge von Ausführungsse-
quenzen ‚ASPEC„ dieses Spezifikationsautomaten. Als Ergebnis der Anwendung des Algo-
rithmus auf ‚ASPEC„ gibt dieser die Menge ‚Reak„ der ermittelten Reaktionen zurück. Reak-






























Algorithmus: Bestimmung der Reaktionen eines Spezifikationsautomaten 
Eingabewerte: ASPEC: Menge von Ausführungssequenzen 
Ausgabewerte: Reak: Menge von Sequenzen von Ausgabeereignissen 
Variablen: 
 q,s: Sequenz von Ereignissen; 
 i: Ganzzahl; 
Kommentare: 
 * Reak ist die Menge der errechneten Reaktionen 
  * name(t) ordnet einem Schritt t dessen Namen zu 
* action(t) ordnet einem Schritt t das zugehörige Ein- oder Ausgabeereignis zu 
Begin 
 Reak := {}; 
 i := 0; 
        For All q ASPEC Do 
  Repeat 
   If q[i] typeOf Schritt  
    If name(q[i])[|name(q[i])|-1]  ’?’ Then 
     If action(q[i])  nil Then 
      s := (s,action(q[i])) 
     End If 
    Else  
     Reak := Reak U {s} 
     s := () 
    End If 
   End If; 
   i := i + 1 
                Until i = |q| 
 End For 
End 
Algorithmus 6-3: Berechnung der Reaktionen eines Spezifikationsautomaten 
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6.2.2 Basisdefinitionen zur Kohärenz von Modellterminalen 
Wie in Abschnitt 2.3.3 erläutert, besteht in der Kohärenzprüfung das Problem, dass aus der 
Benennung von Modellelementen in der kanonischen Verhaltensspezifikation und in den 
dokumentierten Eigenschaften des operationellen Kontexts nicht notwendigerweise her-
vorgeht, wenn diese den gleichen Bezug im zugrunde liegenden Gegenstandsbereich besit-
zen. Um in dieser Situation Kohärenzbrüche in der kanonischer Verhaltensspezifikationen 
gegenüber ContextML-Kontextmodellen identifizieren zu können, werden spezifische 
Formalismen eingeführt, die darauf abzielen, für Modellelemente in kanonischen Verhal-
tensspezifikationen und Modellelemente in ContextML-Kontextmodellen feststellen zu 
können, ob diese den gleichen Bezug im zugrunde liegenden Gegenstandsbereich besitzen. 
6.2.2.1 Modellterminale 
Ausgangspunkt der Definition von Formalismen zur Berücksichtigung der oben genannten 
Problematik in der Kohärenzprüfung ist die Betrachtung von Modellterminalen. Der Ter-
minus ‚Modellterminal„ wird in der ContextML-Kohärenzbasis wie folgt definiert:  
Definition 6-3: Modellterminal (ContextML-Kohärenzbasis) 
Ein Modellterminal eines Modells in einer Sprache ist ein elementares (d. h. in der Spra-
che nicht weiter strukturiertes) Modellelement, das durch seinen Bezeichner einen Be-
zug zwischen dem Modell und dem zugrunde liegenden Gegenstandsbereich herstellt. 
Tabelle 6-1 zeigt die Typen von Modellterminalen in kanonischen Verhaltensspezifikatio-
nen und die Mengen, die zur Bestimmung der Modellterminalmenge einer kanonischen 
Verhaltensspezifikation nach (6.1) und (6.2) verwendet werden. 
Modellterminale Bestimmung der Modellterminalmenge 
Typ Referenz Teilmengen Referenz 
Eingabeereignis   Definition 2-4 Eingabeereignismenge    
     (6.3) 
Ausgabeereignis   Definition 2-4 Ausgabeereignismenge    
     (6.4) 
Tabelle 6-1: Modellterminale von kanonischen Verhaltensspezifikationen 
Tabelle 6-2 zeigt die Typen von Modellterminalen, die nach Definition 6-3 in ContextML-
Kontextmodellen auftreten sowie die Mengen, die zur Bestimmung der Modellterminal-
menge von ContextML-Kontextmodellen nach (5.72) verwendet werden. 
Modellterminale Bestimmung der Modellterminalmenge 
Typ Referenz Teilmengen Referenz 
Kontextentität     Definition 5-2 Kontextentitätsmenge      (5.3) 
Eingangseffekt     Definition 5-8 Eingangseffektmenge      (5.28) 
Ausgangseffekt     Definition 5-9 Ausgangseffektmenge      (5.30) 
Tabelle 6-2: Modellterminale von ContextML-Kontextmodellen 
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6.2.2.2 Selektion von Modellterminalen 
Die Definition der Formalismen zur Bestimmung der Kohärenz von Modellterminalen in 
der ContextML-Kohärenzbasis basiert auf den Modellterminalmengen der kanonischen 
Verhaltensspezifikation und des ContextML-Kontextmodells. Im Folgenden werden ver-
schiedene Formalismen zur Konstruktion der Modellterminalmengen eingeführt. 
6.2.2.2.1 Modelluniversum 
Ausgangspunkt für die Definition der Formalismen zur Konstruktion der Modellterminal-
mengen ist die allgemeine Definition des Modelluniversums, als die Menge sämtlicher Mo-
delle über einer Anzahl von Gegenstandsbereichen        . Das Modelluniversum   der 
Gegenstandsbereiche         wird als Vereinigung der Modelluniversen  
   der einzelnen 
Gegenstandsbereiche    wie folgt definiert: 
   ⋃    
 
   
 (6.14) 
Das Modelluniversum zu einem spezifischen Gegenstandsbereich    in Bezug auf die Mo-
dellierungssprachen            ist als die Vereinigung der Modelluniversen der einzel-
nen Modellierungssprachen über dem Gegenstandsbereich     definiert, d. h.: 
     ⋃     
  
 
   
 (6.15) 
Ausgehend von (6.15) wird das Modelluniversum der kanonischen Verhaltensspezifikation 
(    ) eines spezifischen Gegenstandsbereich   als die Menge aller Modelle dieses Gegen-
standsbereichs wie folgt definiert: 
     
   {                                                    } (6.16) 
Wie in Abschnitt 2.1.2 erläutert, bezieht sich der Gegenstandsbereich   der kanonischen 
Verhaltensspezifikation auf die Schnittstelle des betrachteten Systems, indem in den Model-
len   von        Eigenschaften spezifiziert sind, die das betrachtete System an der 
Schnittstelle zur Umgebung hin aufweisen muss. Analog zu (6.16) wird das Modelluniver-
sum für ContextML-Kontextmodelle in Bezug auf einen spezifischen Gegenstandsbereich 
  wie folgt definiert: 
          
   {                                                      } (6.17) 
Der Gegenstandsbereich  , der der Konstruktion des ContextML-Kontextmodells im 
ContextML-Modellierungsrahmenwerk zugrunde liegt, ist der operationelle Kontext des 
betrachteten Kontextsubjekts. Aufgrund der Einschränkung des ContextML-
Modellierungsrahmenwerks dokumentieren die Modelle   im ContextML-Kontextmodell 
lediglich Eigenschaften des operationellen Kontexts des jeweiligen Kontextsubjekts in der 
statisch-strukturellen Perspektive.42 
                                                 
42  Wie in Abschnitt 2.3.2 erläutert, überlappt für ein System der Gegenstandsbereich   , der der kanonischen Verhaltensspezifikation 
zugrunde liegt und der Gegenstandsbereich  , der der Konstruktion des ContextML-Kontextmodells zugrunde liegt. Demzufolge gilt 
für ein gegebenes Kontextsubjekt    für diese beiden Gegenstandsbereiche     und     die Bedingung         . Die Gültigkeit 
dieser Bedingung ist Grundlage für die in dieser Arbeit betrachtete Kohärenzprüfung. 
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6.2.2.2.2 Bestimmung der Modellterminalmengen 
Sei    
  die Menge aller Modellterminale zum Gegenstandsbereich   in Bezug auf die Mo-
dellierungssprache   . Die allgemeine Selektionsfunktion für Modellterminale (   ) ist 
wie folgt definiert: 
       
 
      
 
)       )  {                                           } (6.18) 
Sei      
    die Menge aller Modellterminale zum Gegenstandsbereich     in Bezug auf die 
Sprache     . Dann ist die spezifische Selektionsfunktion       für Modellterminale in 
Modellen          (6.1) eines Kontextsubjekts    wie folgt definiert: 
           
     (     
   )  
        )  {                                                  }         
    
(6.19) 
Die Selektion der Modellterminale in Spezifikationsautomaten geschieht über die in Tabelle 
6-1 aufgeführten Typen von Modellterminalen und die zugehörigen Mengen. 
Die spezifische Selektionsfunktion für Modellterminale in ContextML-Kontextmodellen 
im Hinblick auf einen Gegenstandsbereich   wird analog zu (6.19) definiert: Sei           
    
die Menge aller Modellterminale zum Gegenstandsbereich     in Bezug auf das Con-
textML-Modellierungsrahmenwerk. Dann ist die spezifische Selektionsfunktion             
für Modellterminale in Modellen      
          (5.72) wie folgt definiert: 
                     
     (          
   )  
             )  {                                        }              
  
(6.20) 
Die Selektion der Modellterminale in ContextML-Kontextmodellen geschieht über die in 
Tabelle 6-2 genannten Typen von Modellterminalen in ContextML-Kontextmodellen. 
6.2.2.3 Kohärenz von Modellterminalen 
Zur Prüfung der Kohärenz einer kanonischen Verhaltensspezifikation gegen das zugehöri-
ge ContextML-Kontextmodell ist es notwendig, die Kohärenz zwischen Modellterminalen 
beider Modellterminalmengen bestimmen zu können. Für ein Kontextsubjekt    wird die 
Kohärenz von Modellterminalen in        (6.1) und     
          (5.72) durch die Kohä-
renzrelation    ausgewertet, die im Folgenden definiert wird. 
6.2.2.3.1 Interpretation von Modellterminalen 
Zur Definition der Kohärenz von Modellterminalen werden zunächst spezifische Interpre-
tationsfunktionen43 für Modellterminale der kanonischen Verhaltensspezifikation und von 
ContextML-Kontextmodellen eingeführt. Die spezifische Interpretationsfunktion      
  für 
Modellterminale   in Modellen   von        (d. h.         ) ist in Bezug auf den 
Gegenstandsbereich     der kanonischen Verhaltensspezifikation des Kontextsubjekts    
wie folgt definiert: Sei      
    die Menge aller Modellterminale der kanonischen Verhaltens-
spezifikation des Kontextsubjekts   , dann gilt: 
                                                 
43  In Anlehnung an [Falkenberg et al. 1998] kann eine spezifische Interpretationsfunktion für Modellterminale derart charakterisiert 
werden, dass durch die Anwendung der Interpretationsfunktion auf ein Modellterminal, diesem Modellterminal eine spezifische Be-
deutung (Semantik) im Hinblick auf den zugrunde liegenden Gegenstandsbereich zugeordnet wird. 
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     )                       (6.21) 
Die spezifische Interpretationsfunktion           
  für Modellterminale   eines Modells 
      
          des Kontextsubjekts    ist in Bezug auf den Gegenstandsbereich     des 
Kontextsubjekts wie folgt definiert: Sei           
    die Menge aller Modellterminale des 
ContextML-Kontextmodells eines Kontextsubjekts   , dann gilt: 
          
               
                     
     )                      (6.22) 
6.2.2.3.2 Modellterminalkohärenz 
Die Interpretationsfunktion      
  für Modellterminale in der kanonischen Verhaltensspezi-
fikation und die Interpretationsfunktion           
  für Modellterminale des ContextML-
Kontextmodells bilden in der ContextML-Kohärenzbasis die Grundlage zur Definition der 
Modellterminalkohärenz   . 
Die Modellterminalkohärenz    ist auf dem kartesischen Produkt der Modellterminal-
menge      
    der kanonischen Verhaltensspezifikation und der Modellterminalmenge 
          
    des ContextML-Kontextmodells wie folgt definiert: 
        
                
                   
     )             
      )  (6.23) 
Nach (6.23) ist ein Modellterminal in der kanonischen Verhaltensspezifikation        
dann kohärent zu einem Modellterminal im ContextML-Kontextmodell     
         , wenn 
beide Modellterminale in den zugrunde liegenden Gegenstandsbereichen     und     den 
gleichen Bezug besitzen.  
Abbildung 6-2 fasst die Definition der Modellterminalkohärenz    über die übrigen 
eingeführten Basisdefinitionen zur Kohärenz von Modellterminalen zusammen. Eine ge-
strichelte Kante in Abbildung 6-2 illustriert, dass die Basisdefinition am Ausgangspunkt der 
Kante unmittelbar auf der Basisdefinition am Endpunkt der Kante basiert. Eine durchge-
zogene Kante illustriert den unmittelbaren Bezug einer Basisdefinition in den jeweiligen 
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Abbildung 6-2: Bezug der Modellterminalkohärenz ~  
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6.2.3 Berechnung der Basisfunktionen und Basisrelationen 
Die in Abschnitten 6.2.1 und Abschnitt 6.2.2 eingeführten Funktionen und Relationen der 
ContextML-Kohärenzbasis bildet die Grundlage für die Definition solcher Formalismen, 
die in der Anwendung der ContextML-Kohärenzbasis zur Prüfung der Gültigkeit und 
Vollständigkeit der kanonischen Verhaltensspezifikation eines softwareintensiven reaktiven 
Systems gegen das jeweilige ContextML-Kontextmodell verwendet werden. Tabelle 6-3 
zeigt die einzelnen Basisfunktionen und Basisrelationen, deren Eingaben und Ergebnisse 
sowie den Automatisierungsgrad der Berechnung in der ContextML-Kohärenzbasis. 
Basisfunktion/-relation Referenz Eingaben Ergebnis Automatisierungsgrad 
      (6.1) {      
 }        automatisiert 
      (6.3)           
     automatisiert 
      (6.4)           
     automatisiert 
      (6.6)       
    
     automatisiert 
       (6.8)   
          
     automatisiert 
       (6.12)   
          
     automatisiert 
      (6.19)                
  automatisiert 
           (6.20)       
                    
  automatisiert 
     
  (6.21)        
  Bezug in   manuell 
          
  (6.22)             
  Bezug in   manuell 
   (6.23)      
 ,           
        )     ≁  ) manuell 
Tabelle 6-3: Basisfunktionen und Basisrelationen der ContextML-Kohärenzbasis 
Wie aus Tabelle 6-3 hervorgeht, werden die Interpretationsfunktionen für Modellterminale 
der kanonischen Verhaltensspezifikation      
  und Modellterminale des ContextML-
Kontextmodells           
  in der ContextML-Kohärenzbasis manuell bestimmt, d. h., im 
Zuge der Durchführung von Kohärenzprüfungen muss eine Person für ein gegebenes Mo-
dellterminal den Bezug zum zugrunde liegenden Gegenstandsbereich herstellen. Aufgrund 
der manuellen Auswertung der beiden Interpretationsfunktionen wird auch die Modellter-
minalkohärenz    in der Anwendung der ContextML-Kohärenzbasis manuell ausgewertet, 
d. h. für Modellterminale der kanonischen Verhaltensspezifikation und des ContextML-
Kontextmodells muss manuell ausgewertet werden, ob diese im Sinne der Modellterminal-
kohärenz äquivalent sind. 
6.3 Formalismen zur Prüfung der Gültigkeit kanonischer 
Verhaltensspezifikationen 
Aufbauend auf den in Abschnitt 6.2 eingeführten Basisdefinitionen, werden in diesem Ab-
schnitt Formalismen zur Prüfung der Gültigkeit kanonischer Verhaltensspezifikationen 
gegenüber ContextML-Kontextmodellen eingeführt. Die Anwendung dieser Formalismen 
zielt darauf ab, ungültige Eigenschaften in der kanonischen Verhaltensspezifikation des 
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betrachteten Kontextsubjekts gegenüber dem zugehörigen ContextML-Kontextmodell zu 
identifizieren (vgl. Abschnitt 2.3.2). Im Weiteren werden zwei grobe Klassen von Forma-
lismen unterschieden: 
- Formalismen zur Prüfung der Gültigkeit von Eingabeereignismengen kanonischer Ver-
haltensspezifikationen (Abschnitt 6.3.1) 
- Formalismen zur Prüfung der Gültigkeit von Ausgabeereignismengen kanonischer 
Verhaltensspezifikationen (Abschnitt 6.3.2) 
6.3.1 Formalismen zur Prüfung der Gültigkeit von 
Eingabeereignismengen 
Zur Identifikation ungültiger Eigenschaften in Bezug auf die Eingabeereignisse in kanoni-
schen Verhaltensspezifikationen werden einzelne Eingabeereignisse und Teilmengen der 
Eingabeereignismenge, die einen Stimulus bilden, überprüft. Abhängig vom jeweiligen 
Gegenstand der Prüfung sind die Formalismen zur Prüfung der Gültigkeit von Eingabeer-
eignismengen der kanonischen Verhaltensspezifikationen in drei Klassen unterteilt: 
- Formalismen zur Identifikation ungültiger Eingabeereignisse in Bezug auf die Ein-
gangseffektmenge des ContextML-Kontextmodells (Abschnitt 6.3.1.1) 
- Formalismen zur Identifikation ungültiger Eingabeereignisse in Bezug auf die Ein-
gangssequenzen des ContextML-Kontextmodells (Abschnitt 6.3.1.2) 
- Formalismen zur Identifikation ungültiger Stimuli in kanonischen Verhaltensspezifika-
tionen in Bezug auf Stimuli im ContextML-Kontextmodell (Abschnitt 6.3.1.3) 
6.3.1.1 Identifikation ungültiger Eingabeereignisse in Bezug auf die 
Eingangseffektmenge des ContextML-Kontextmodells 
Im Rahmen dieser Prüfung wird die Eingabeereignismenge    
     (6.3) der kanonischen 
Verhaltensspezifikation        (6.1) dahin gehend überprüft, ob sie in Bezug auf die Ein-
gangseffektmenge      (5.28) des ContextML-Kontextmodells     
          (5.72) gültig ist. 
Die Gültigkeit der Eingabeereignismenge in Bezug auf die Eingangseffekte des Con-
textML-Kontextmodells ist dabei ein notwendiges aber kein hinreichendes Kriterium für 
die Gültigkeit der Eingabeereignismenge in der ContextML-Kohärenzbasis. 
Das notwendige Kriterium für die Gültigkeit der Eingabeereignismenge wird in Bezug 
auf die Eingangseffektmenge      des ContextML-Kontextmodells über die Modelltermi-
nalkohärenz    (6.23) wie folgt definiert: 
       
                       
  (6.24) 
Das in (6.24) definierte notwendige Kriterium für die Gültigkeit der Eingabeereignismenge 
einer kanonischen Verhaltensspezifikation gegenüber der Eingangseffektmenge des Con-
textML-Kontextmodells legt fest, dass eine Voraussetzung für die Gültigkeit eines Einga-
beereignisses    in        darin besteht, dass in der Menge      ein im Sinne der Modell-
terminalkohärenz    äquivalenter Eingangseffekt   
  identifiziert werden kann. Eingabe-
ereignisse, die das in (6.24) definierte notwendige Kriterium nicht erfüllen, sind ungültig. 
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Demzufolge gilt für ein beliebiges aber festes Eingabeereignis    der kanonischen Verhal-
tensspezifikation        in Bezug auf die Eingangseffektmenge      des ContextML-
Kontextmodells     
          die folgende Bedingung: 
(                 
  )           ung ltig                 
          (6.25) 
Wie in (6.25) definiert, ist ein Eingabeereignis    der kanonischen Verhaltensspezifikation 
dann ungültig, wenn kein Eingangseffekt     in der Eingangseffektmenge      identifiziert 
werden kann, für den        
  gilt. Die logische Implikation ( ) drückt aus, dass es sich 
um ein notwendiges aber kein hinreichendes Kriterium für die Gültigkeit von Eingabeer-
eignissen handelt. 
In der Auswertung der Modellterminalkohärenz    können hinsichtlich der Granulari-
tät von Eingabeereignissen in        gegenüber den Eingangseffekten des ContextML-























Abbildung 6-3: Granularität von Eingabeereignissen gegenüber Eingangseffekten 
Die oben gezeigten Fälle besitzen in der Auswertung der Modellterminalkohärenz    die 
folgenden charakteristischen Merkmale: 
- Fall 1: Mehrere Eingabeereignisse        der kanonischen Verhaltensspezifikation 
       bilden gemeinsam einen Eingangseffekt   
  von     
         . 
- Fall 2: Ein Eingabeereignis    der kanonischen Verhaltensspezifikation        wird 
durch die Eingangseffekte          von     
          gebildet. 
Das Auftreten dieser Fälle in der Auswertung der Modellterminalkohärenz    hat die fol-
genden Konsequenzen für die Gültigkeit der betrachteten Eingabeereignisse von       : 
- Fall 1: Wie in Abschnitt 5.3.1 definiert, ist ein Eingangseffekt im ContextML-
Kontextmodell ein singuläres Kontextereignis. Dies stünde im Widerspruch zu einer 
Modellterminalkohärenz zwischen den Eingabeereignissen       und dem Eingangs-
effekt    . Demzufolge sind die einzelnen Eingabeereignisse        ungültig, falls diese 
mit keinem anderen Eingangseffekt in der Modellterminalkohärenz    stehen. 
- Fall 2: Das ContextML-Kontextmodell dokumentiert, dass das Kontextsubjekt im Be-
trieb das Eintreten der Eingangseffekte          feststellt. Dies steht bei einer Mo-
dellterminalkohärenz der Eingangseffekte zum Eingabeereignis    im Widerspruch zur 
kanonischen Verhaltensspezifikation, die festlegt, dass das Eintreten dieser Eingangsef-
fekte im operationellen Kontext ausgewertet wird. Daher ist das Eingabeereignis    un-
gültig, falls es mit keinem anderen Eingangseffekt in Modellterminalkohärenz steht. 
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Die Menge  ̅ 
     der im Hinblick auf die Eingangseffektmenge      des ContextML-
Kontextmodells ungültigen Eingabeereignisse ist als eine Teilmenge der Eingabeereignis-
menge    
     von        wie folgt definiert: 
 ̅ 
      {       
                         
 }      
      (6.26) 
Nach (6.26) umfasst die Menge der in Bezug auf die Eingangseffektmenge des ContextML-
Kontextmodells ungültigen Eingabeereignisse von        alle Eingabeereignissen in    
    , 
die nach (6.25) ungültig sind. Ausgehend von (6.26) wird die Menge   
     der nach (6.25) 
gültig Eingabeereignisse von        durch die Differenzmenge der Eingabeereignismenge 
   
     und der Menge  ̅ 
     der ungültigen Eingabeereignisse wie folgt definiert: 
  
         
      ̅ 
     (6.27) 
6.3.1.2 Identifikation ungültiger Eingabeereignisse in Bezug auf die 
Eingangssequenzen des ContextML-Kontextmodells 
Die Eingabeereignisse von       , die nach (6.25) das notwendige Kriterium für die Gül-
tigkeit erfüllen, werden in der Anwendung der ContextML-Kohärenzbasis auf Gültigkeit 
gegenüber der Eingangssequenz überprüft, die den Kontextbezug des in Modellterminal-
kohärenz stehenden Eingangseffekts dokumentiert. Die Menge  ̅ 
     der Eingabeereignis-
se, die gegenüber der zugehörigen Eingangssequenz ungültig sind, ist wie folgt definiert: 
 ̅ 
      {      
              ung ltig gegen ber     
   }      
      (6.28) 
Zur Identifikation der ungültigen Eingabeereignisse der Menge  ̅ 
     werden die Eingabe-
ereignisse der Menge   
     (6.27) jeweils gegen den durch die zugehörige Eingangssequenz 
dokumentierten Bezug in der statisch-strukturellen Perspektive des operationellen Kon-
texts des Kontextsubjekts    geprüft.  
Ausgangspunkt der Definition der Formalismen zur Identifikation der ungültigen Ein-
gabeereignisse der Menge  ̅ 
     ist die in (5.44) angegebene Struktur für Eingangssequen-
zen, die sich jeweils aus Mengen spezifischer Relationstupel zusammensetzt. Die Identifika-
tion der Eingabeereignisse in der Menge  ̅ 
     erfolgt durch Verwendung der Modellter-
minalkohärenz   , die in der ContextML-Kohärenzbasis unter anderem zwischen Kon-
textentitäten von ContextML-Kontextmodellen und Eingabeereignissen der kanonischen 
Verhaltensspezifikation definiert ist. 
6.3.1.2.1 Identifikation ungültiger Eingabeereignisse in Bezug auf Abhängigkeiten des 
Typs ‚ist Bezug von„ in Eingangssequenzen 
Das Kriterium dafür, dass ein Eingabeereignis    in   
     gegenüber der Abhängigkeit des 
Typs        nach (5.12) in der zugehörigen Eingangssequenz     
    zum Eingangseffekt 
    ungültig ist, ist wie folgt definiert: 
 F r       
         
                    
   
(        )      
             (   ≁    )*       ̅ 
     
(6.29) 
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Das obige Kriterium legt fest, dass ein Eingabeereignis aus der Menge   
     dann ungültig 
im Sinne von (6.28) ist, wenn für die Abhängigkeit des Typs        in der betrachteten 
Eingangssequenz gilt, dass das linke Element des zugehörigen Relationstupel eine Kontext-
entität ist und diese Kontextentität im Sinne der Modellterminalkohärenz    nicht äquiva-
lent zum Eingabeereignis    ist. Dies sagt aus, dass in Bezug auf die im ContextML-
Kontextmodell dokumentierten Eigenschaften des operationellen Kontexts die Kontexten-
tität    nicht Ursprung des Eingabeereignisses    ist.  
6.3.1.2.2 Identifikation ungültiger Eingabeereignisse in Bezug auf Abhängigkeiten des 
Typs ‚wird überwacht„ in Eingangssequenzen 
Das Kriterium dafür, dass ein Eingabeereignis    in Bezug auf die Abhängigkeit des Typs 
       nach (5.18) in der Eingangssequenz     
    zum Eingangseffekt     ungültig ist, ist 
wie folgt definiert: 
 F r       
         
                    
   
 (        )      
             (   ≁    )*       ̅ 
     
(6.30) 
Das Kriterium legt fest, dass ein Eingabeereignis aus der Menge   
     dann ungültig im 
Sinne von (6.28) ist, wenn für die Abhängigkeit des Typs        in der betrachteten 
Eingangssequenz gilt, dass das rechte Element des zugehörigen Relationstupel eine Kon-
textentität ist und diese Kontextentität im Sinne der Modellterminalkohärenz    nicht 
äquivalent zum Eingabeereignis    ist. Dies sagt aus, dass in Bezug auf die im ContextML-
Kontextmodell dokumentierten Eigenschaften des operationellen Kontexts die Kontexten-
tität    nicht das Eintreten des Eingabeereignis    detektiert beziehungsweise misst. 
6.3.1.2.3 Identifikation ungültiger Eingabeereignisse in Bezug auf Abhängigkeiten des 
Typs ‚stellt Daten bereit„ in Eingangssequenzen 
Die Identifikation ungültiger Eingabeereignisse in Bezug auf die Abhängigkeiten des Typs 
‚stellt Daten bereit„ bezieht sich auf solche Tupel der Relation DA ENBE EI   ELL NG  , 
die als rechtes Element das Kontextsubjekt    besitzen. Dies ist der Fall, da für die Gültig-
keit eines Eingabeereignisses gegenüber den Abhängigkeiten dieses Typs in einer Eingangs-
sequenz lediglich diejenige Abhängigkeit von Bedeutung ist, die dokumentiert, welche 
Daten dem Kontextsubjekt unmittelbar zur Verfügung gestellt werden. Das Kriterium da-
für, dass ein Eingabeereignis    in Bezug auf die Abhängigkeit des Typs       (5.24) in 
der Eingangssequenz     
    zum Eingangseffekt     ungültig ist, ist wie folgt definiert: 
 F r       
         
                    
   
 (       )      
    (   ≁    )*       ̅ 
     
(6.31) 
Das obige Kriterium legt fest, dass ein Eingabeereignis aus der Menge   
     dann ungültig 
im Sinne von (6.28) ist, wenn für die Abhängigkeit des Typs       in der zugehörigen 
Eingangssequenz gilt, dass das linke Element des Tupels eine Kontextentität ist und diese 
Kontextentität im Sinne der Modellterminalkohärenz    nicht äquivalent zum Eingabeer-
eignis    ist. Dies sagt aus, dass in Bezug auf die im ContextML-Kontextmodell dokumen-
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tierten Eigenschaften des operationellen Kontexts die Kontextentität    dem Kontextsub-
jekt keine Daten zur Verfügung stellt, die sich auf das Eingabeereignis    beziehen. 
Handelt es sich bei der Kontextentität    um ein Umgebungssystem, für das die Signa-
tur        ) der ausgehenden Schnittstelle nach (5.6) dokumentiert ist, so erfolgt die Prü-
fung der Gültigkeit des Eingabeereignisses nicht nach (6.31), sondern auf Grundlage des 
folgenden Kriteriums: 
 F r       
         
                    
         )      
                
            )       ̅ 
     
(6.32) 
Das obige Kriterium sagt aus, dass ein Eingabeereignis    in Bezug auf eine Abhängigkeit 
des Typs       in der zugehörigen Eingangssequenz     
    ungültig ist, wenn das Einga-
beereignis    im ContextML-Kontextmodell nicht in der Signatur der ausgehenden Schnitt-
stelle des Umgebungssystems auftritt. In diesem Fall besitzt ein System, das        im-
plementiert, ein Eingabeereignis, das nach dem ContextML-Kontextmodell im operationel-
len Kontext nicht auftritt. 
6.3.1.3 Identifikation ungültiger Stimuli in der kanonischen 
Verhaltensspezifikation gegenüber dem ContextML-Kontextmodell 
Das notwendige Kriterium für die Gültigkeit der Stimuli in       
     (6.8) gegenüber der 
Menge       
          (5.32) des ContextML-Kontextmodells ist wie folgt definiert: 
           
                 
                 
  (6.33) 
Das in (6.33) angegebene notwendige Kriterium für die Gültigkeit der Stimuli in der kano-
nischen Verhaltensspezifikation definiert, das für jeden der Stimuli     von        ein Sti-
mulus     im ContextML-Kontextmodell existieren muss, der im Sinne einer Kohärenzre-
lation    äquivalent zu     ist. Die Kohärenz    ist dabei wie folgt definiert: 
       
                              
                  
                
  
     
  {       }  f r             )        
         {         }        
          
(6.34) 
Die Kohärenzrelation    ist auf dem kartesischen Produkt der Menge von Stimuli von 
       und der Menge von Stimuli des ContextML-Kontextmodells definiert und sagt aus, 
dass ein Stimulus     aus der Menge       
     der Stimuli von        das notwendige Kri-
terium für die Gültigkeit gegenüber dem ContextML-Kontextmodell erfüllt, wenn ein Sti-
mulus     in der Menge       
          existiert, der für jedes Eingabeereignis    des Stimulus 
    genau einen Eingangseffekt   
  besitzt, der im Sinne der Modellterminalkohärenz    
(6.23) äquivalent zu    ist. Kann ein Eingabeereignis    im Stimulus     der kanonischen 
Verhaltensspezifikation mehr als einem Eingangseffekt     in     zugeordnet werden, sind 
die Stimuli     und   
  im Sinne von   nicht äquivalent. 
Für ein Stimulus     aus der Menge       
     gilt in Bezug auf die Menge       
          
der Stimuli des ContextML-Kontextmodells     
        : 
(           
                      )            ung ltig                 
          (6.35) 
Wie in (6.35) definiert, ist ein Stimulus     aus       
     dann ungültig, wenn kein Stimulus 
    in       
          identifiziert werden kann, für den         
  gilt. Die Verwendung der 
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logischen Implikation ( ) drückt aus, dass es sich bei (6.35) um ein notwendiges aber kein 
hinreichendes Kriterium für die Gültigkeit eines Stimulus in        handelt. Ein nach 
(6.35) ungültiger Stimulus     tritt in Bezug auf die im ContextML-Kontextmodell doku-
mentierten Eigenschaften des operationellen Kontexts im Betrieb des Kontextsubjekts 
nicht auf und ist daher gegenüber dem operationellen Kontext des Kontextsubjekts    
ungültig (vgl. auch Abschnitt 2.3.2).  
Bezogen auf ein Kontextsubjekt    ist die Menge  ̅ 
       der gegenüber den Stimuli 
      
          im ContextML-Kontextmodell ungültigen Stimuli von        als Teilmenge 
von       
     wie folgt definiert: 
 ̅ 
        {          
                 
                  
 }         
      (6.36) 
Die Menge   
       aller Stimuli von       , die das notwendige Kriterium für die Gültig-
keit gegenüber der Menge       
          erfüllen, wird durch die Differenzmenge von 
      
     und der Menge  ̅ 
       wie folgt definiert: 
  
               
      ̅ 
       (6.37) 
6.3.2 Formalismen zur Prüfung der Gültigkeit von 
Ausgabeereignismengen 
Zur Identifikation ungültiger Eigenschaften in Bezug auf die Ausgabeereignismenge in 
kanonischen Verhaltensspezifikationen werden einzelne Ausgabeereignisse und Teilmen-
gen der Ausgabeereignismengen, die eine Reaktion bilden, überprüft. Abhängig vom jewei-
ligen Gegenstand der Überprüfung sind die Formalismen zur Prüfung der Gültigkeit von 
Ausgabeereignismengen der kanonischen Verhaltensspezifikationen in drei Klassen unter-
teilt:  
- Formalismen zur Identifikation ungültiger Ausgabeereignisse in Bezug auf die Aus-
gangseffektmenge des ContextML-Kontextmodells (Abschnitt 6.3.2.1) 
- Formalismen zur Identifikation ungültiger Ausgabeereignisse in Bezug auf die Aus-
gangssequenzen des ContextML-Kontextmodells (Abschnitt 6.3.2.2) 
- Formalismen zur Identifikation ungültiger Reaktionen in kanonischen Verhaltensspezi-
fikationen in Bezug auf Reaktionen im ContextML-Kontextmodell (Abschnitt 6.3.2.3) 
6.3.2.1 Identifikation ungültiger Ausgabeereignisse in Bezug auf die 
Ausgangseffektmenge des ContextML-Kontextmodells 
Im Rahmen dieser Prüfung werden die einzelnen Ausgabeereignisse der Ausgabeereignis-
menge    
     (6.4) der kanonischen Verhaltensspezifikation        (6.1) darauf hin über-
prüft, ob sie in Bezug auf die Ausgangseffekte      (5.30) des ContextML-Kontextmodells 
    
          (5.72) gültig sind. Die Gültigkeit der Ausgabeereignismenge gegenüber den 
Ausgangseffekten des ContextML-Kontextmodells ist dabei ein notwendiges aber kein 
hinreichendes Kriterium für die Gültigkeit der Ausgabeereignismenge. 
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Das notwendige Kriterium für die Gültigkeit der Ausgabeereignismenge wird in Bezug 
auf die Ausgangseffektmenge      des ContextML-Kontextmodells mittels der Modell-
terminalkohärenz    (6.23) wie folgt definiert: 
       
                       
  (6.38) 
Das in (6.38) definierte Kriterium legt fest, dass eine notwendige Voraussetzung für die 
Gültigkeit eines Ausgabeereignisses    in        darin besteht, dass ein Ausgangseffekt 
    in der Menge der Ausgangseffekte      des ContextML-Kontextmodells existiert, der 
im Sinne der Modellterminalkohärenz    äquivalent zum Ausgabeereignis    ist. Ausgabe-
ereignisse von       , die das Kriterium (6.38) nicht erfüllen, sind ungültig. 
Für ein beliebiges aber festes Ausgabeereignis    der kanonischen Verhaltensspezifika-
tion        gilt in Bezug auf die Ausgangseffektmenge      des ContextML-
Kontextmodells     
          die folgende Bedingung: 
(                  
  )           ung ltig                 
          (6.39) 
Ein im Sinne des obigen Kriteriums ungültiges Ausgabeereignis    tritt in Bezug auf die im 
ContextML-Kontextmodell dokumentierten Eigenschaften des operationellen Kontexts im 
Betrieb des Kontextsubjekts nicht auf. Wie in (6.39) definiert, ist ein Ausgabeereignis    in 
       dann ungültig, wenn kein Ausgangseffekt   
  in der Ausgangseffektmenge      
identifiziert werden kann, für den         
  gilt.  
In der Auswertung der Modellterminalkohärenz    können hinsichtlich der Granulari-
tät von Ausgabeereignissen in        gegenüber den Ausgangseffekten des ContextML-
























Abbildung 6-4: Granularität von Ausgabeereignissen gegenüber Ausgangseffekten 
Die oben gezeigten Fälle haben in der Auswertung der Modellterminalkohärenz    die 
folgenden charakteristischen Merkmale: 
- Fall 1: Mehrere Ausgabeereignisse       der kanonischen Verhaltensspezifikation 
       bilden gemeinsam einen Ausgangseffekt   
  von     
         . 
- Fall 2: Ein Ausgabeereignis    der kanonischen Verhaltensspezifikation        wird 
durch mehrere Ausgangseffekte          von     
          gebildet. 
Das Auftreten dieser Fälle in der Auswertung der Modellterminalkohärenz    hat die fol-
genden Konsequenzen für die Gültigkeit der jeweiligen Ausgabeereignisse von       : 
- Fall 1: Wie in Abschnitt 5.3.2 definiert, ist ein Ausgangseffekt im ContextML-
Kontextmodell ein singuläres Kontextereignis. Dies stünde im Widerspruch zu einer 
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Modellterminalkohärenz zwischen den einzelnen Ausgabeereignissen       und dem 
Ausgangseffekt    . Demzufolge sind die einzelnen Ausgabeereignisse       ungültig, 
falls diese mit keinem anderen Ausgangseffekt in der Modellterminalkohärenz    ste-
hen. 
- Fall 2: Das ContextML-Kontextmodell dokumentiert, dass das Kontextsubjekt im Be-
trieb die Ausgangseffekte          differenziert bewirkt. Dies steht im Falle einer 
Modellterminalkohärenz der Ausgangseffekte zum Ausgabeereignis    im Widerspruch 
zur kanonischen Verhaltensspezifikation, in der festgelegt ist, dass das Kontextsubjekt 
ein einzelnes (d. h. nicht weiter differenziertes) Ausgabeereignis bewirkt. Daher ist das 
Ausgangsereignis    ungültig, falls es mit keinem anderen Ausgangseffekt in Modell-
terminalkohärenz    steht. 
Bezogen auf ein Kontextsubjekt    ist die Menge  ̅ 
     der im Hinblick auf die Ausgangs-
effektmenge      des ContextML-Kontextmodells ungültigen Ausgabeereignisse als eine 
Teilmenge der Ausgabeereignismenge    
     der kanonischen Verhaltensspezifikation 
       wie folgt definiert: 
 ̅ 
      {      
                         
 }       
     (6.40) 
Nach (6.40) umfasst die Menge der in Bezug auf die Ausgangseffektmenge des Con-
textML-Kontextmodells ungültigen Ausgabeereignisse von        solche Ausgabeereig-
nisse in    
    , die das notwendige Kriterium nach (6.39) nicht erfüllen. Die Menge   
     
aller Ausgabeereignisse von        wird durch die Differenzmenge der Ausgabeereignis-
menge    
     und der Menge  ̅ 
     der ungültigen Ausgabeereignisse wie folgt definiert: 
  
         
      ̅ 
     (6.41) 
6.3.2.2 Identifikation ungültiger Ausgabeereignisse in Bezug auf die 
Ausgangssequenzen des ContextML-Kontextmodells 
Die Ausgabeereignisse von       , die nach (6.39) das notwendige Kriterium erfüllen, 
werden in der Anwendung der ContextML-Kohärenzbasis auf Gültigkeit gegenüber den 
Ausgangssequenzen überprüft, die den Kontextbezug des jeweils in Modellterminalkohä-
renz stehenden Ausgangseffekts dokumentieren. Die Menge  ̅ 
     der Ausgabeereignisse, 
die gegenüber der zugehörigen Ausgangssequenz ungültig sind, ist wie folgt definiert: 
 ̅ 
      {      
              ung ltig gegen ber     
   }      
      (6.42) 
Zur Identifikation der ungültigen Ausgabeereignisse der Menge  ̅ 
     werden die Ausgabe-
ereignisse der Menge   
     (6.41) gegen den durch die zugehörige Ausgangssequenz do-
kumentierten Bezug in der statisch-strukturellen Perspektive des operationellen Kontexts 
des Kontextsubjekts    geprüft.  
Ausgangspunkt der Definition von Formalismen zur Identifikation ungültiger Ausgabe-
ereignisse in der Menge  ̅ 
     ist die in (5.58) angegebene Struktur für Ausgangssequenzen, 
die sich jeweils aus Mengen spezifischer Relationstupel zusammensetzen. Die Identifikation 
der Ausgabeereignisse in der Menge  ̅ 
     erfolgt mithilfe der Modellterminalkohärenz 
  , die in der ContextML-Kohärenzbasis unter anderem zwischen Kontextentitäten von 
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ContextML-Kontextmodellen und Ausgabeereignissen der kanonischen Verhaltensspezifi-
kation definiert ist. 
6.3.2.2.1 Identifikation ungültiger Ausgabeereignisse in Bezug auf Abhängigkeiten des 
Typs ‚stellt Daten bereit„ in Ausgangssequenzen 
Die Identifikation ungültiger Ausgabeereignisse in Bezug auf die Abhängigkeiten des Typs 
‚stellt Daten bereit„ bezieht sich auf solche Tupel der Relation DA ENBE EI   ELL NG  , 
die als linkes Element das Kontextsubjekt    besitzen. Der Grund für diese Einschränkung 
ist, dass für die Gültigkeit eines Ausgabeereignisses gegenüber den Abhängigkeiten dieses 
Typs in einer Ausgangssequenz lediglich diejenige Abhängigkeit von Bedeutung ist, die 
dokumentiert, welche Daten das Kontextsubjekt unmittelbar zur Verfügung stellt. Das 
Kriterium dafür, dass ein Ausgabeereignis    in Bezug auf die Abhängigkeit des Typs 
      (5.24) in der Ausgangssequenz     
    zum Ausgangseffekt     ungültig ist, ist wie 
folgt definiert: 
F r       
         
                    
   
 (       )      
    (   ≁    )*       ̅ 
     
(6.43) 
Das obige Kriterium legt fest, dass ein Ausgabeereignis aus der Menge   
     dann ungültig 
im Sinne von (6.42) ist, wenn für die Abhängigkeit des Typs       in der zugehörigen 
Ausgabesequenz gilt, dass das rechte Element des Tupels eine Kontextentität ist und diese 
Kontextentität im Sinne der Modellterminalkohärenz    nicht äquivalent zum Ausgabeer-
eignis    ist. Dies sagt aus, dass, in Bezug auf die im ContextML-Kontextmodell dokumen-
tierten Eigenschaften des operationellen Kontexts, das Kontextsubjekt der Kontextentität 
   keine Daten zur Verfügung stellt, die sich auf das Ausgabeereignis    beziehen. 
Handelt es sich bei der Kontextentität    um ein Umgebungssystem, für das die Signa-
tur       ) der eingehenden Schnittstelle nach (5.7) dokumentiert ist, so erfolgt die Prüfung 
der Gültigkeit des Ausgabeereignisses nicht nach (6.43) sondern auf Grundlage des folgen-
den Kriteriums: 
F r       
         
                    
         )      
                
          )      ̅ 
     
(6.44) 
Das obige Kriterium sagt aus, dass ein Ausgabeereignis    in Bezug auf eine Abhängigkeit 
des Typs       in der zugehörigen Ausgangssequenz     
    ungültig ist, wenn das Aus-
gabeereignis    im ContextML-Kontextmodell nicht in der Signatur der eingehenden 
Schnittstelle des Umgebungssystems auftritt. In diesem Fall besitzt ein System, das        
implementiert, ein Ausgabeereignis, das nach dem ContextML-Kontextmodell im opera-
tionellen Kontext nicht auftritt. 
6.3.2.2.2 Identifikation ungültiger Ausgabeereignisse in Bezug auf Abhängigkeiten des 
Typs ‚reguliert„ in Ausgangssequenzen 
Das Kriterium dafür, dass ein Ausgabeereignis    in Bezug auf die Abhängigkeit des Typs 
       nach (5.21) in der Ausgangssequenz     
    zum Ausgangseffekt     ungültig ist, 
ist wie folgt definiert: 
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 F r       
         
                    
   
  (      )      
             (   ≁    )       ̅ 
     
(6.45) 
Das Kriterium legt fest, dass ein Ausgabeereignis    aus der Menge   
     dann ungültig im 
Sinne von (6.42) ist, wenn für die Abhängigkeit des Typs        in der zugehörigen 
Ausgangssequenz gilt, dass das linke Element des zugehörigen Relationstupel eine Kon-
textentität ist und diese Kontextentität im Sinne der Modellterminalkohärenz    nicht 
äquivalent zum Ausgabeereignis    ist. In einem solchen Fall gilt, dass in Bezug auf die im 
ContextML-Kontextmodell dokumentierten Eigenschaften des operationellen Kontexts die 
Kontextentität    die zugehörige Kontextgröße nicht reguliert und damit das Ausgabeer-
eignis    nicht bewirken kann. 
6.3.2.2.3 Identifikation ungültiger Ausgabeereignisse in Bezug auf Abhängigkeiten des 
Typs ‚bezieht sich auf„ in Ausgangssequenzen 
Das Kriterium dafür, dass ein Ausgabeereignis    in Bezug auf die Abhängigkeit des Typs 
       nach (5.15) in der Ausgangssequenz     
    zum Ausgangseffekt     ungültig ist, 
ist wie folgt definiert: 
F r       
         
                    
    
        )      
             (   ≁    )       ̅ 
     
(6.46) 
Nach obigem Kriterium ist ein Ausgabeereignis    aus der Menge   
     dann ungültig im 
Sinne von (6.42), wenn für die Abhängigkeit des Typs        in der betrachteten Aus-
gangssequenz gilt, dass das rechte Element des zugehörigen Relationstupel eine Kontexten-
tität ist und diese Kontextentität im Sinne der Modellterminalkohärenz    nicht äquivalent 
zum Ausgabeereignis    ist. Dies sagt aus, dass das Ausgabeereignis    sich in Bezug auf die 
im ContextML-Kontextmodell dokumentierten Eigenschaften des operationellen Kontexts 
nicht auf die Kontextentität    bezieht. 
6.3.2.3 Identifikation ungültiger Reaktionen in der kanonischen 
Verhaltensspezifikation gegenüber dem ContextML-Kontextmodell 
Das notwendige Kriterium für die Gültigkeit der Reaktionen in       
     (6.12) gegenüber 
der Menge       
          (5.35) ist wie folgt definiert: 
           
                 
                 
  (6.47) 
Das in (6.47) angegebene notwendige Kriterium legt fest, dass die Menge der Reaktionen in 
der kanonischen Verhaltensspezifikation dann das notwendige Kriterium für deren Gültig-
keit erfüllt, wenn für jede Reaktion     in der Menge       
     der Reaktionen von        
eine Reaktion     in der Menge       
          der Reaktionen des ContextML-
Kontextmodells existiert, die im Sinne der Kohärenzrelation     äquivalent zu     ist. Die 
Kohärenz     ist dabei wie folgt definiert: 
       
                             
                  
               
  
       
  {       }                   )        
     
     {         }        
          
(6.48) 
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Wie aus (6.48) hervorgeht, ist die Kohärenzrelation     auf dem kartesischen Produkt der 
Menge       
     und der Menge       
          definiert. Die Kohärenzrelation     legt 
dabei fest, dass eine Reaktion     aus der Menge       
     das notwendige Kriterium für 
die Gültigkeit gegenüber dem ContextML-Kontextmodell erfüllt, wenn eine Reaktion in 
der Menge       
          existiert, die für jedes Ausgabeereignis    der Reaktion     genau 
einen in Bezug auf die Modellterminalkohärenz    (6.23) äquivalenten Ausgangseffekt   
  
besitzt. Kann einem Ausgabeereignis    in der Reaktion     mehr als ein in Modelltermi-
nalkohärenz    zu    stehender Ausgangseffekt   
  in     zugeordnet werden, sind die 
Reaktionen     und   
  im Sinne der Kohärenz     nicht äquivalent. 
Für eine Reaktion     aus der Menge       
     gilt in Bezug auf die Menge 
      
          der Reaktionen des ContextML-Kontextmodells     
        : 
(           
                   )           ung ltig                  
          (6.49) 
Nach (6.49) ist eine Reaktion     in der Menge       
     dann ungültig, wenn keine Reak-
tion     in     
          identifiziert werden kann, für die         
  gilt. Die Verwendung 
der logischen Implikation ( ) zeigt an, dass es sich um ein notwendiges aber kein hinrei-
chendes Kriterium für die Gültigkeit einer Reaktion     aus       
     handelt. Eine in 
      
     enthaltene Reaktion, die nach (6.49) ungültig ist, tritt im Hinblick auf die im Con-
textML-Kontextmodell     
          dokumentierten Eigenschaften des operationellen 
Kontexts nicht auf und ist demzufolge ungültig (vgl. auch Abschnitt 2.3.2). 
Die Menge  ̅ 
       aller gegenüber den Reaktionen in       
          ungültigen Reak-
tionen von        ist als Teilmenge von       
     wie folgt definiert:  
 ̅ 
        {          
                 
                  
 }         
      (6.50) 
Die Menge   
       der Reaktionen in       , die das notwendige Kriterium (6.47) für die 
Gültigkeit gegenüber dem ContextML-Kontextmodell     
          erfüllen, wird durch die 
Differenzmenge der Mengen       
     und  ̅ 
       gebildet, d. h.: 
  
               
      ̅ 
       
(6.51) 
6.4 Formalismen zur Prüfung der Vollständigkeit kanonischer 
Verhaltensspezifikationen 
Die Prüfung der Vollständigkeit kanonischer Verhaltensspezifikationen zielt darauf ab, 
fehlende oder unvollständige Eigenschaften in der kanonischen Verhaltensspezifikation in 
Bezug auf das ContextML-Kontextmodell zu identifizieren (vgl. Abschnitt 2.3.2). Aufbau-
end auf den in Abschnitt 6.2 eingeführten Basisdefinitionen werden in diesem Abschnitt 
die Formalismen der ContextML-Kohärenzbasis zur Identifikation von Unvollständigkei-
ten in kanonischen Verhaltensspezifikationen eingeführt. Im Weiteren werden zwei grobe 
Klassen von Formalismen unterschieden: 
- Formalismen zur Prüfung der Vollständigkeit von Eingabeereignismengen kanonischer 
Verhaltensspezifikationen (Abschnitt 6.4.1) 
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- Formalismen zur Prüfung der Vollständigkeit von Ausgabeereignismengen kanonischer 
Verhaltensspezifikationen (Abschnitt 6.4.2) 
6.4.1 Formalismen zur Prüfung der Vollständigkeit von 
Eingabeereignismengen 
Zur Identifikation von Unvollständigkeiten in Bezug auf die Eingabeereignismenge von 
kanonischen Verhaltensspezifikationen werden sowohl die Eingabeereignismenge    
     
(6.3) als auch die Stimuli in       
     (6.8) gegen die im ContextML-Kontextmodell doku-
mentierten Eigenschaften des operationellen Kontexts geprüft. Abhängig vom jeweiligen 
Gegenstand der Überprüfung sind die Formalismen zur Prüfung der Vollständigkeit von 
Eingabeereignismengen kanonischer Verhaltensspezifikationen in zwei Klassen unterteilt: 
- Formalismen zur Identifikation von Unvollständigkeiten der Eingabeereignismenge 
gegenüber dem ContextML-Kontextmodell (Abschnitt 6.4.1.1) 
- Formalismen zur Identifikation von Unvollständigkeiten der Stimuli gegenüber dem 
ContextML-Kontextmodell (Abschnitt 6.4.1.2) 
6.4.1.1 Identifikation von Unvollständigkeiten der Eingabeereignismenge 
gegenüber dem ContextML-Kontextmodell 
Um Unvollständigkeiten in der Eingabeereignismenge der kanonischen Verhaltensspezifi-
kation aufdecken zu können, wird die Eingabeereignismenge    
     (6.3) der kanonischen 
Verhaltensspezifikation        (6.1) des jeweiligen Kontextsubjekts    gegen die Ein-
gangseffektmenge      (5.28) des ContextML-Kontextmodells geprüft. Die Eingabeereig-
nismenge    
     von        ist dabei vollständig in Bezug auf die im ContextML-
Kontextmodell dokumentierten Eigenschaften des operationellen Kontexts, wenn die Ein-
gabeereignismenge    
     gegenüber der Menge der Eingangseffekte      des ContextML-
Kontextmodells die folgende Bedingung erfüllt: 
                   
            
  (6.52) 
Nach dem in (6.52) angegeben Kriterium ist    
     genau dann vollständig, wenn für jeden 
Eingangseffekt     in der Menge der Eingangseffekte des ContextML-Kontextmodells ein 
Eingabeereignis    in     existiert, welches im Sinne der Modellterminalkohärenz    (6.23) 
äquivalent zu     ist.  
Auf Grundlage des in (6.52) definierten Kriteriums kann geschlussfolgert werden, dass 
die Eingabeereignismenge    
     der kanonischen Verhaltensspezifikation eines Kontext-
subjekts genau dann unvollständig ist, wenn in der Eingangseffektmenge      ein Ein-
gangseffekt     existiert, für den in der Menge     der kanonischen Verhaltensspezifikation 
kein Eingabeereignis    existiert, das im Sinne der Modellterminalkohärenz    äquivalent 
zu     ist. Das entsprechende Kriterium für die Unvollständigkeit der Eingabeereignis-
menge    
     ist demnach wie folgt definiert: 
                 
            
     
         unvollst ndig                 
          (6.53) 
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Das Ergebnis der Überprüfung der Eingabeereignismenge    
     auf Unvollständigkeiten in 
Bezug auf die im ContextML-Kontextmodell dokumentierten Eigenschaften des operatio-
nellen Kontexts wird durch die Menge aller Eingangseffekte in      festgehalten, die dazu 
führen, dass die Eingabeereignismenge    
     im Sinne von (6.53) unvollständig ist. Die 
zugehörige Menge   
     der Eingangseffekte in     , die zu einer Unvollständigkeit von 
   
     führen, ist wie folgt definiert: 
  
      {                          
 }         (6.54) 
Die Eingangseffekte in der Menge   
     induzieren Kohärenzbrüche in        gegenüber 
dem ContextML-Kontextmodell. Hierbei kennzeichnet jeder in   
     vertretene Eingangs-
effekt    , dass im operationellen Kontext ein singuläres Ereignis auftreten kann, das, ge-
gebenenfalls gemeinsam mit anderen Ereignissen, einen Stimulus bildet, für das allerdings 
in        kein Eingabeereignis    definiert ist. Dies hat zur Konsequenz, dass ein software-
intensives reaktives System, welches auf Basis der kanonischen Verhaltensspezifikation 
realisiert wird, im Betrieb nicht feststellen kann, ob ein solcher Eingangseffekt     vorliegt. 
6.4.1.2 Identifikation von Unvollständigkeiten der Stimuli in der kanonischen 
Verhaltensspezifikation gegenüber dem ContextML-Kontextmodell 
Unvollständigkeiten in Bezug auf die Stimuli in der kanonischen Verhaltensspezifikation 
werden in der ContextML-Kohärenzbasis durch die Prüfung der Menge       
     von Sti-
muli der kanonischen Verhaltensspezifikation gegen die Menge       
          von Stimuli 
im ContextML-Kontextmodell identifiziert.  
Eine Unvollständigkeit in       
     kann aufgrund eines fehlenden Stimulus oder auf-
grund eines unvollständigen Stimulus in der kanonischen Verhaltensspezifikation auftreten. 
Daher sind die Formalismen zur Identifikation von Unvollständigkeiten der Stimuli in der 
kanonischen Verhaltensspezifikation gegenüber dem ContextML-Kontextmodell wiederum 
in zwei Klassen unterteilt: 
- Formalismen zur Identifikation unvollständiger Stimulusmengen in kanonischen Ver-
haltensspezifikationen (Abschnitt 6.4.1.2.1) 
- Formalismen zur Identifikation unvollständiger Stimuli in der kanonischen Verhaltens-
spezifikation (Abschnitt 6.4.1.2.2) 
6.4.1.2.1 Identifikation unvollständiger Stimulusmengen in der kanonischen 
Verhaltensspezifikation 
Die Stimulusmenge       
     ist dann vollständig in Bezug auf die im ContextML-
Kontextmodell dokumentierten Eigenschaften des operationellen Kontexts, wenn       
     
gegenüber der Menge       
          der Stimuli des ContextML-Kontextmodells die fol-
gende Bedingung erfüllt: 
           
                      
            
  (6.55) 
Nach dem in (6.55) angegeben Kriterium ist       
     genau dann vollständig, wenn für 
jeden Stimulus     in der Menge       
          des ContextML-Kontextmodells ein Stimu-
lus     in       
     existiert, welcher im Sinne der Kohärenz    (6.34) äquivalent zu   
  ist. 
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Die Menge       
     ist demzufolge unvollständig, wenn ein Stimulus     in der Menge 
      
          existiert, für den in       
     kein Stimulus     auftritt, der im Sinne der Ko-
härenz    äquivalent zu   
  ist, d. h.: 
           
                     
             
  
       
         unvollst ndig                  
          
(6.56) 
Eine nach (6.56) unvollständige Menge von Stimuli in der kanonischen Verhaltensspezifi-
kation zeigt an, das im operationellen Kontext des betrachteten Kontextsubjekts im Betrieb 
ein Stimulus auftritt, der in der kanonischen Verhaltensspezifikation des Kontextsubjekts 
nicht berücksichtigt ist. Daraus kann schlussgefolgert werden, dass        unvollständig 
ist. Wie der Implikationsschluss in (6.56) angibt, gilt die Umkehrung dieser Aussage aller-
dings nicht, da eine Unvollständigkeit in       
     auch durch Unvollständigkeiten inner-
halb einzelner Stimuli bedingt sein kann.  
Das Ergebnis der Überprüfung der Stimulusmenge       
     auf Unvollständigkeiten im 
Sinne fehlender Stimuli in Bezug auf das ContextML-Kontextmodell wird durch die Menge 
solcher Stimuli des ContextML-Kontextmodells definiert, die nach (6.56) dazu führen, dass 
      
     unvollständig ist. Die zugehörige Menge   
       von Stimuli im ContextML-
Kontextmodell, die einen fehlenden Stimulus in       
     und damit eine Unvollständigkeit 
in        induzieren, ist wie folgt definiert: 
  
        {          
                      
             
 }         
          (6.57) 
6.4.1.2.2 Identifikation unvollständiger Stimuli in der kanonischen 
Verhaltensspezifikation 
Die Menge der Stimuli in der kanonischen Verhaltensspezifikation ist auch dann unvoll-
ständig, wenn die zugehörige Menge von Eingabeereignissen eines Stimulus in        un-
vollständig gegenüber der Menge von Eingangseffekten eines in Kohärenz    (6.34) ste-
henden Stimulus in       
          ist. Das zugehörige Kriterium ist wie folgt definiert: Sei 
    ein Stimulus in       
     und sei      die Menge der Eingabeereignisse dieses Stimulus 
und     ein Stimulus in       
          mit         
  dann gilt folgender Implikationsschluss: 
(                            
           unvollst ndig               
  ) 
       
         unvollst ndig                 
          
(6.58) 
Das obige Kriterium sagt aus, dass ein Stimulus     in der kanonischen Verhaltensspezifika-
tion genau dann unvollständig gegenüber einem im Sinne der Kohärenz    äquivalenten 
Stimulus     im ContextML-Kontextmodell ist, wenn     einen Eingangseffekt     besitzt, 
zu dem kein im Sinne der Modellterminalkohärenz    (6.23) äquivalentes Eingabeereignis 
   existiert. Ein solcher unvollständiger Stimulus in       
     impliziert, dass        gegen-
über dem ContextML-Kontextmodell unvollständig ist. 
Die Ergebnismenge der Überprüfung eines Stimulus     in       
     auf Unvollständig-
keiten in Bezug auf die Menge der Eingabeereignisse gegenüber einem im Sinne der Kohä-
renz    äquivalenten Stimulus   
  im ContextML-Kontextmodell, wird wie folgt definiert: 
    
     {                    
     }     
  (6.59) 
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Die Menge   
        der nach Kriterium (6.58) unvollständigen Stimuli setzt sich aus sol-
chen Stimuli     von        zusammen, für die ein im Sinne der Kohärenz    äquivalenter 
Stimulus     im ContextML-Kontextmodell existiert, der mindestens einen Eingangseffekt 
    besitzt, für den der Stimulus     kein Eingabeereignis aufweist, das im Sinne der Mo-
dellterminalkohärenz    äquivalent zu   
  ist, d. h.: 
  
         {
          
    
             
         
         
 
                        
     
} (6.60) 
Die in der Menge   
        enthaltenen Stimuli von        weisen jeweils eine geringere 
Anzahl im Sinne der Kohärenz     gültiger Eingabeereignissen auf, als für den in Kohä-
renz    stehenden Stimulus im ContextML-Kontextmodell Eingangseffekte dokumentiert 
sind. Dies hat zur Konsequenz, dass ein auf Basis von        implementiertes Systems im 
Betrieb einen Stimulus identifiziert, obwohl für das Eintreten dieses Stimulus nach dem 
ContextML-Kontextmodell noch weitere Eingabeereignisse vorliegen müssen. 
6.4.2 Formalismen zur Prüfung der Vollständigkeit von 
Ausgabeereignismengen 
Zur Identifikation von Unvollständigkeiten in Bezug auf die Ausgabeereignismenge von 
kanonischen Verhaltensspezifikationen werden sowohl die Ausgabeereignismenge    
     
(6.4) als auch die Reaktionen in       
     (6.11) gegen die im ContextML-Kontextmodell 
dokumentierten Eigenschaften des operationellen Kontexts geprüft. Abhängig vom jeweili-
gen Gegenstand der Prüfung sind die Formalismen zur Prüfung der Vollständigkeit von 
Ausgabeereignismengen kanonischer Verhaltensspezifikationen in zwei Klassen unterteilt: 
- Formalismen zur Identifikation von Unvollständigkeiten der Ausgabeereignismenge 
gegenüber dem ContextML-Kontextmodell (Abschnitt 6.4.2.1) 
- Formalismen zur Identifikation von Unvollständigkeiten der Reaktionen gegenüber 
dem ContextML-Kontextmodell (Abschnitt 6.4.2.2) 
6.4.2.1 Identifikation von Unvollständigkeiten der Ausgabeereignismenge 
gegenüber dem ContextML-Kontextmodell 
Um Unvollständigkeiten in der kanonischen Verhaltensspezifikation hinsichtlich der Aus-
gabeereignisse gegenüber dem ContextML-Kontextmodell aufdecken zu können, wird die 
Ausgabeereignismenge    
     (6.4) der kanonischen Verhaltensspezifikation        (6.1) 
des zugehörigen Kontextsubjekts    gegen die Ausgangseffektmenge      (5.30) des Con-
textML-Kontextmodells von    geprüft. Die Ausgabeereignismenge    
     der kanonischen 
Verhaltensspezifikation ist vollständig in Bezug auf die im ContextML-Kontextmodell do-
kumentierten Eigenschaften des operationellen Kontexts, wenn    
     gegenüber der Men-
ge      die folgende Bedingung erfüllt: 
                   
            
  (6.61) 
Das in (6.61) angegeben Kriterium für die Vollständigkeit der Ausgabeereignismenge    
     
sagt aus, dass    
     genau dann vollständig ist, wenn für jeden Ausgangseffekt     in der 
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Menge      ein Ausgabeereignis    in    
     existiert, welches im Sinne der Modelltermi-
nalkohärenz    (6.23) äquivalent zu   
  ist. 
Die Ausgabeereignismenge    
     der kanonischen Verhaltensspezifikation eines Kon-
textsubjekts    ist genau dann unvollständig, wenn in der Ausgangseffektmenge      ein 
Ausgangseffekt     auftritt, für den in der Menge    
     kein Ausgabeereignis    existiert, 
das im Sinne der Modellterminalkohärenz    äquivalent zu   
  ist. Das Kriterium für die 
Unvollständigkeit der Ausgabeereignismenge    
     ist demzufolge wie folgt definiert: 
                 
             
  
    
         unvollst ndig                 
          
(6.62) 
Das Ergebnis der Überprüfung der Ausgabeereignismenge    
     auf Unvollständigkeiten 
gegenüber dem ContextML-Kontextmodell wird durch die Menge aller Ausgangseffekte in 
     festgehalten, die dazu führen, dass die Ausgabeereignismenge    
     im Sinne von 
(6.62) unvollständig ist. Die zugehörige Menge   
     der Ausgangseffekte in     , die zu 
einer Unvollständigkeit von    
     führen, ist wie folgt definiert: 
  
      {                          
 }         (6.63) 
Die Ausgangseffekte in der Menge   
     induzieren Kohärenzbrüche in        gegenüber 
dem ContextML-Kontextmodell. Jeder in   
     vertretene Ausgangseffekt     kennzeich-
net, dass durch das Kontextsubjekt im Betrieb ein singuläres Ereignis bewirkt werden 
muss, das, gegebenenfalls gemeinsam mit anderen Ereignissen, eine Reaktion des Kontext-
subjekts bildet, für das allerdings in        kein Ausgabeereignis    definiert ist. Dies hat 
zur Konsequenz, dass ein softwareintensives reaktives System, das auf Basis von        
implementiert ist, im Betrieb den Ausgangseffekt     nicht bewirken kann. 
6.4.2.2 Identifikation von Unvollständigkeiten der Reaktionen in der kanonischen 
Verhaltensspezifikation gegenüber dem ContextML-Kontextmodell 
Unvollständigkeiten in Bezug auf die Reaktionen in der kanonischen Verhaltensspezifika-
tion werden in der ContextML-Kohärenzbasis durch die Prüfung der Menge       
     der 
Reaktionen der kanonischen Verhaltensspezifikation gegen die Menge       
          der 
Reaktionen im ContextML-Kontextmodell identifiziert.  
Eine Unvollständigkeit in       
     kann dabei aufgrund einer fehlenden oder einer un-
vollständigen Reaktion in der kanonischen Verhaltensspezifikation auftreten. Daher sind 
die Formalismen zur Identifikation von Unvollständigkeiten der Reaktionen in der kanoni-
schen Verhaltensspezifikation gegenüber dem ContextML-Kontextmodell wiederum in 
zwei Klassen unterteilt: 
- Formalismen zur Identifikation unvollständiger Reaktionsmengen in kanonischen Ver-
haltensspezifikationen (Abschnitt 6.4.2.2.1) 
- Formalismen zur Identifikation unvollständiger Reaktionen in der kanonischen Verhal-
tensspezifikation (Abschnitt 6.4.2.2.2) 
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6.4.2.2.1 Identifikation unvollständiger Reaktionsmengen in der kanonischen 
Verhaltensspezifikation 
Die Menge       
     ist vollständig in Bezug auf die im ContextML-Kontextmodell doku-
mentierten Eigenschaften des operationellen Kontexts, wenn       
     gegenüber der 
Menge       
          von Reaktionen im ContextML-Kontextmodell die folgende Bedin-
gung erfüllt: 
           
                      
            
  (6.64) 
Nach dem in (6.64) angegeben Kriterium ist       
     genau dann vollständig, wenn für 
jede Reaktion     in der Menge       
          der Reaktionen des ContextML-
Kontextmodells eine Reaktion     in       
     existiert, welche im Sinne der Kohärenz     
(6.48) äquivalent zu     ist. 
Die Menge       
     ist folglich unvollständig, wenn eine Reaktion     aus der Menge 
      
          existiert, für die in der Menge       
     keine Reaktion     existiert, die im 
Sinne der Kohärenz     äquivalent zu   
  ist, d. h.: 
           
                     
             
   
       
         unvollst ndig                  
          
(6.65) 
Eine nach (6.65) unvollständige Menge von Reaktionen zeigt an, dass im operationellen 
Kontext des Kontextsubjekts im Betrieb eine Reaktion auftritt, die in der kanonischen 
Verhaltensspezifikation des Kontextsubjekts nicht berücksichtigt ist. Dies hat zur Konse-
quenz, dass        unvollständig ist. Wie der Implikationsschluss in (6.65) angibt, gilt die 
Umkehrung dieser Aussage allerdings nicht, da eine Unvollständigkeit in       
     auch 
durch Unvollständigkeiten innerhalb einzelner Reaktionen bedingt sein kann. 
Das Ergebnis der Überprüfung der Menge       
     auf Unvollständigkeiten im Sinne 
fehlender Reaktionen in Bezug auf       
          wird durch die Menge solcher Reaktionen 
des ContextML-Kontextmodells definiert, die nach (6.65) dazu führen, dass       
     un-
vollständig ist. Die zugehörige Menge   
       von Reaktionen im ContextML-
Kontextmodell, die eine fehlende Reaktion in       
     und damit eine Unvollständigkeit 
in        induzieren, ist wie folgt definiert: 
  
        {          
                      
             
 }         
          (6.66) 
6.4.2.2.2 Identifikation unvollständiger Reaktionen in der kanonischen 
Verhaltensspezifikation 
Neben fehlenden Reaktionen kann die Menge       
     auch dadurch unvollständig sein, 
dass die Ausgabeereignisse einer Reaktion     in       
     unvollständig gegenüber der 
Menge von Ausgangseffekten einer in Kohärenz     (6.48) zu     stehenden Reaktion   
  
im ContextML-Kontextmodell sind. Das zugehörige Kriterium ist wie folgt definiert: Sei 
    eine Reaktion in       
    , und sei      die Menge der Ausgabeereignisse dieser Reak-
tion und sei     eine Reaktion in       
          mit         
  dann gilt: 
(                            
           unvollst ndig               
  ) 
       
         unvollst ndig                  
          
(6.67) 
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Das obige Kriterium sagt aus, dass eine Reaktion     in       
     genau dann unvollständig 
gegenüber einer in der Kohärenz     stehenden Reaktion   
  von       
          ist, wenn 
    einen Ausgangseffekt     besitzt, zu dem kein im Sinne der Modellterminalkohärenz 
   (6.23) äquivalentes Ausgabeereignis    existiert. Eine solche unvollständige Reaktion 
impliziert, dass       
     gegenüber dem ContextML-Kontextmodell unvollständig ist. 
Die Ergebnismenge der Überprüfung einer Reaktion     in       
     auf Unvollständig-
keiten in Bezug auf die Menge der Ausgabeereignisse gegenüber einer in der Kohärenz     
stehenden Reaktion     im ContextML-Kontextmodell wird wie folgt definiert: 
    
     {                    
     }     
  (6.68) 
Die Menge   
        der nach (6.68) unvollständigen Reaktionen setzt sich aus solchen Re-
aktionen     in       
     zusammen, für die eine im Sinne der Kohärenz     äquivalente 
Reaktion     im ContextML-Kontextmodell existiert, die mindestens einen Ausgangseffekt 
    besitzt, für den die Reaktion     kein Ausgabeereignis aufweist, das im Sinne der Mo-
dellterminalkohärenz    äquivalent zu   
  ist, d. h.: 
  
         {
          
    
             
         
         
 
                        
     
} (6.69) 
Die in   
        enthaltenen Reaktionen weisen jeweils eine geringere Anzahl im Sinne der 
Kohärenz     gültiger Ausgabeereignisse auf, als für die zugehörige Reaktion im Con-
textML-Kontextmodell Ausgangseffekte dokumentiert sind. Dies hat zur Konsequenz, 
dass ein auf Basis von        realisiertes System im Betrieb eine Reaktion bewirkt, die im 
Hinblick auf das ContextML-Kontextmodell nicht vollständig ist, da die zugehörige Reak-
tion im ContextML-Kontextmodell einen oder mehrere Ausgangseffekte umfasst, zu denen 
das implementierte System kein korrespondierendes Ausgabeereignis auslösen kann. 
6.5 Zusammenfassung 
In diesem Kapitel wurde mit der ContextML-Kohärenzbasis der zweite Bestandteil des 
spezifischen Lösungsansatzes dieser Arbeit vorgestellt. Die Kohärenzbasis definiert Forma-
lismen zur Identifikation von Kohärenzbrüchen in kanonischen Verhaltensspezifikationen 
softwareintensiver reaktiver Systeme in Bezug auf die im jeweiligen ContextML-
Kontextmodell dokumentierten Eigenschaften des operationellen Kontexts in der statisch-
strukturellen Perspektive. Die Resultate der verschiedenen Kohärenzprüfungen werden in 
unterschiedlichen Ergebnismengen dokumentiert. Tabelle 6-4 zeigt die Ergebnismengen 
der Kohärenzprüfungen in der ContextML-Kohärenzbasis. 
Menge Referenz Angezeigte / induzierte Kohärenzbrüche Automatisierungsg. Manuell 
 ̅ 
   (6.26) Ungültige Eingabeereignisse teilautomatisiert    
 ̅ 
   (6.28) Ungültige Eingabeereignisse teilautomatisiert    
 ̅ 
     (6.36) Ungültige Stimuli teilautomatisiert    
 ̅ 
   (6.40) Ungültige Ausgabeereignisse teilautomatisiert    
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Menge Referenz Angezeigte / induzierte Kohärenzbrüche Automatisierungsg. Manuell 
 ̅ 
   (6.42) Ungültige Ausgabeereignisse teilautomatisiert    
 ̅ 
     (6.50) Ungültige Reaktionen teilautomatisiert    
  
   (6.54) Unvollständige Menge von Eingabeereignissen teilautomatisiert    
  
     (6.57) Unvollständige Menge von Stimuli teilautomatisiert    
  
     (6.60) Unvollständige Stimuli teilautomatisiert    
  
   (6.63) Unvollständige Menge von Ausgabeereignissen teilautomatisiert    
  
     (6.66) Unvollständige Menge von Reaktionen teilautomatisiert    
  
     (6.69) Unvollständige Reaktionen teilautomatisiert    
Tabelle 6-4: Eigenschaften der Ergebnismengen der ContextML-Kohärenzbasis 
Zu jeder Ergebnismenge der ContextML-Kohärenzbasis ist in der obigen Tabelle der ange-
zeigte oder induzierte Kohärenzbruch in der kanonischen Verhaltensspezifikation aufge-
führt. Zusätzlich ist in Tabelle 6-4 der jeweilige Automatisierungsgrad der Berechnung der 
einzelnen Ergebnismengen angegeben sowie der Teil der Prüfung, der in der Anwendung 
der ContextML-Kohärenzbasis jeweils manuell durchgeführt wird. Wie aus der Tabelle 
hervorgeht, erfolgt die Bestimmung der einzelnen Ergebnismengen teilautomatisiert, wobei 
lediglich die Auswertung der Relationen    (Kohärenz von Modellterminalen),    (Kohä-
renz von Stimuli) und    (Kohärenz von Reaktionen) manuell durchzuführen ist. 
Die Ausarbeitung der ContextML-Kohärenzbasis stützt sich auf Ergebnisse anderer 
Forschungsarbeiten: Hierzu gehören die allgemeinen Beziehungen zwischen ‚problem do-
mains„, ‚requirements„ und ‚specification„ aus den Arbeiten von M. JACKSON zum World-
and-the-Machine-Modell und zum Problem-Frames-Ansatz [Jackson 1995b; Jackson 
2001b] (vgl. Abschnitt 3.2.2). Die Beziehungen zwischen Eigenschaften der Verhaltensspe-
zifikation, den Stimuli und Reaktionen des Systems und deren Bezug zu Umgebungsgrößen 
in der ContextML-Kohärenzbasis basieren auf den Arbeiten von CLEMENTS, HENINGER, 
MADEY, PARNAS und VAN SCHOUWEN zum Vier-Variablen-Modell [Heninger 1980; Parnas 
und Clements 1986; van Schouwen et al. 1992; Parnas und Madey 1995] (vgl. Abschnitt 
3.2.7). Spezifische Kohärenzbedingungen der ContextML-Kohärenzbasis beruhen auf den 
Arbeiten von JOHNSON [Johnson 1988], RAPANOTTI, HALL, LI [Rapanotti et al. 2006] und 
SEATER, D. JACKSON [Seater und Jackson 2006a] zur Ableitung von Verhaltensspezifika-
tionen aus Eigenschaften des operationellen Kontexts (vgl. Abschnitt 3.3.3) sowie auf der 
Arbeit von SILVA [Silva 2002] zur Kategorisierung von Diskrepanzen in der Diskrepanz-
analyse (vgl. Abschnitt 3.3.6). 
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Gliederung Teil III 
In Kapitel 7 »Prototypische Werkzeugunterstützung« wird zum 
Nachweis der technischen Umsetzbarkeit des entwickelten Ansatzes 
der im Rahmen dieser Arbeit konstruierte Werkzeugprototyp CON-
TEXTML ANALYZER vorgestellt. 
In Kapitel 8 »Anwendungsbeispiel ‚Dynamische Scheibentönung„« 
wird die Anwendbarkeit und Nützlichkeit des Ansatzes durch dessen 
exemplarische Anwendung auf ein ausgewähltes softwareintensives 
reaktives System aufgezeigt. 
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7 Prototypische Werkzeugunterstützung 
Ein Ziel der Evaluation des entwickelten Ansatzes ist es, dessen technische Umsetzbarkeit 
nachzuweisen (vgl. [Walls et al. 1992]). Zu diesem Zweck wurde der Ansatz im Sinne einer 
‚Proof-of-Concept„-Implementierung prototypisch realisiert. Der entwickelte Werkzeug-
prototyp CONTEXTML ANALYZER wird im Folgenden anhand einiger ausgewählter Merk-
male überblicksartig vorgestellt. 
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7.1 Logische Grobarchitektur des CONTEXTML ANALYZER 
Die logische Grobarchitektur des CONTEXTML ANALYZER basiert auf der in Abschnitt 
4.3.1 vorgestellten Grobstruktur des spezifischen Lösungsansatzes dieser Arbeit. Abbil-
dung 7-1 zeigt die Grobarchitektur des CONTEXTML ANALYZER in Form eines Klassen-
modells der Unified Modeling Language (UML) [OMG 2005a]. Die Darstellung der Details 
der einzelnen Klassen wurde aus Gründen der Lesbarkeit und Übersichtlichkeit auf die für 
das Verständnis der Grobarchitektur des CONTEXTML ANALYZER wesentlichen Methoden 
oder Attribute reduziert. 
ContextML-Analyzer
+createContextMLModel()

































Abbildung 7-1: Grobarchitektur des CONTEXTML ANALYZER 
Die einzelnen Klassen in der Grobarchitektur des CONTEXTML ANALYZER haben die fol-
gende Bedeutung: 
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- ContextML-Analyzer: Diese Klasse repräsentiert das Werkzeug, das den in dieser Arbeit 
entwickelten Ansatz umsetzt. Die Klasse setzt sich aus den Klassen SPEC Automata 
Editor, ContextML Context Model Editor und ContextML Coherence Checker zusam-
men. 
- ContextML Context Model Editor: Diese Klasse repräsentiert die Modellierungskompo-
nente des Werkzeugs, die die Konstruktion von ContextML-Kontextmodellen nach 
Definition 5-18 ermöglicht. Eine Ausprägung der Klasse ContextML Context Model 
Editor umfasst eine Menge von Instanzen der Klasse Context Modeling Construct. 
- SPEC Automata Editor: Diese Klasse repräsentiert die Modellierungskomponente des 
Werkzeuges, die die Konstruktion von kanonischen Verhaltensspezifikationen im Sinne 
von Definition 2-4 unterstützt. Die Ausprägung der Klasse SPEC Automata Editor um-
fasst eine Menge von Instanzen der Klasse SPEC Modeling Construct. 
- ContextML Modeling Construct: Die Ausprägungen der Klasse ContextML Modeling Cons-
truct repräsentieren einzelne Elemente des in Kapitel 5 vorgestellten ContextML-
Modellierungsrahmenwerks und definieren die Sprachbasis der Klasse ContextML Con-
text Model Editor. 
- SPEC Modeling Construct: Die Ausprägungen der Klasse SPEC Modeling Construct reprä-
sentieren einzelne Elemente der in Abschnitt 2.1.3 vorgestellten Spezifikationsautoma-
ten der kanonischen Verhaltensspezifikation und definieren die Sprachbasis für die 
Klasse SPEC Automata Editor. 
- ContextML Coherence Checker: Die Klasse ContextML Coherence Checker repräsentiert 
die Prüfkomponente zur Kohärenzprüfung kanonischer Verhaltensspezifikationen 
gegen ContextML-Kontextmodelle. Die Klasse ContextML Coherence Checker besteht 
aus einer Menge von Ausprägungen der Klasse Coherence Function. 
- Coherence Function: Die Klasse Coherence Function repräsentiert Kohärenzfunktionen, 
die zur Identifikation von Kohärenzbrüchen verwendet werden. Die Ausprägungen 
dieser Klasse setzen die in Kapitel 6 definierten Regeln zur Identifikation ungültiger 
oder unvollständiger Eigenschaften in kanonischen Verhaltensspezifikationen um.  
7.2 Technische Umsetzung des CONTEXTML ANALYZER 
Da das entwickelte Werkzeug (CONTEXTML ANALYZER) eine zügige ‚Proof-of-Concept„-
Implementierung ermöglichen und auf einfache Weise mit künftig entwickelten Werkzeu-
gen integrierbar sein sollte, wurde zur Implementierung die ECLIPSE™-Plattform [Eclipse 
Fnd. 2010a] in Kombination mit ECLIPSE GMF (Graphical Modeling Framework) [Eclipse 
Fnd. 2010b] verwendet. Die Struktur der technischen Umsetzung des CONTEXTML ANA-
LYZER auf der ECLIPSE-Plattform ist in Abbildung 7-2 illustriert. 






















Abbildung 7-2: ECLIPSE-Plug-in-Struktur des CONTEXTML ANALYZER 
Der CONTEXTML-ANALYZER setzt sich aus den beiden Plug-ins ‚ContextML Plug-in„ und 
‚SPEC Plug-in„ zusammen. Das Plug-in ‚ContextML Plug-in„ besitzt die Plug-ins ‚Applica-
tion„, ‚Coherence Checker„, ‚Model Editor„ und ‚Model Data Structure„. Das Plug-in ‚Appli-
cation„ bildet die technische Infrastruktur für die Ausführung der verschiedenen Plug-ins 
und legt das grundlegende Erscheinungsbild des ContextML-Analyzer fest, indem für die 
grafische Benutzungsoberfläche individuelle Ansichten, wie (Kontext-)menüs sowie spe-
zielle Navigationsansichten, wie z. B. eine Baumdarstellung der im Projekt enthaltenen 
Modelle, definiert werden.  
Das Plug-in ‚Coherence Checker„ setzt die verschiedenen Funktionen zur Überprüfung 
der Gültigkeit und Vollständigkeit der kanonischen Verhaltensspezifikation um, welche auf 
den in den Abschnitten 6.3 und 6.4 definierten Kohärenzregeln beruhen. Das Plug-in be-
rechnet hierzu die Stimuli und Reaktionen der kanonischen Verhaltensspezifikation nach 
den in Abschnitt 6.2 erläuterten Algorithmen und realisiert die Benutzungsoberflächen, die 
den Nutzer des Werkzeuges in der manuellen Anwendung der in Abschnitt 6.2.2 definier-
ten Kohärenzrelation unterstützen.  
Das Plug-in ‚Model Editor„ dient zur Konstruktion von ContextML-Partialdiagrammen 
und besteht aus generiertem Programmcode und zusätzlichen spezifischen Anpassungen. 
Der generierte Teil ‚Diagram Editor„ wurde mittels GMF aus dem Metamodell der Con-
textML-Sprachbasis und einem Generatormodell erstellt. Der ‚Project Manager„ dient zur 
Verwaltung der Modellierungsprojekte und bietet typische Funktionalitäten, wie z. B. das 
Öffnen, Speichern und Schließen von Modellierungsprojekten. Der ‚Partial Model Editor„ 
realisiert die komplementäre Definition von Eintrittsbedingungen und Wirkungen zu Par-
tialdiagrammen des ContextML-Projekts und stellt dazu entsprechende Eingabemasken zur 
Verfügung. ‚Model Data Structure„ ist ein durch den GMF-Codegenerator erzeugtes Plug-in 
zur Speicherung der im ContextML Plug-in erstellten ContextML-Kontextmodelle. 
Das Plug-in ‚SPEC Plug-in„ besteht aus zwei Plug-ins, dem ‚Model Editor„ und ‚Model 
Data Structure„. Das Plug-in ‚Model Editor„ setzt sich wiederum aus den beiden Plug-ins 
‚Project Manager„ und ‚Diagram Editor„ zusammen. Analog zum Plug-in ‚Project Manager„ 
des ‚ContextML Plug-in„ realisiert ‚Project Manager„ im ‚SPEC Plug-in„ die Verwaltung der 
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Modellierungsprojekte für kanonische Verhaltensspezifikationen. Das Plug-in ‚Diagram 
Editor„ dient zur Erstellung der kanonischen Verhaltensspezifikationen und wurde auf 
Grundlage des zugehörigen Metamodells aus der GMF-Editoreinheit und einem Genera-
tormodell erzeugt. Die Werkzeugpalette wird zur Laufzeit dynamisch angepasst, um den 
Benutzer bei der Erstellung des Spezifikationsmodells bestmöglich zu unterstützen. ‚Model 
Data Structure„ ist wiederum ein durch den GMF-Codegenerator erzeugtes Plug-in zur 
Speicherung der im SPEC Plug-in erstellten Spezifikationsmodelle. 
7.3 Benutzungsoberfläche des CONTEXT MODEL EDITOR 
Die Nutzung des CONTEXTML ANALYZER geschieht über die Benutzungsoberfläche des 
CONTEXTML CONTEXT MODEL EDITOR, der im Werkzeug durch das Plug-in ‚ContextML 
Plug-in„ realisiert ist. Abbildung 7-3 gibt einen Überblick über den Aufbau der Benut-
zungsoberfläche des CONTEXTML CONTEXT MODEL EDITOR. 
 
Abbildung 7-3: Benutzungsoberfläche des CONTEXTML CONTEXT MODEL EDITOR 
Die Benutzungsoberfläche des CONTEXTML CONTEXT MODEL EDITOR besteht aus drei 
Teilbereichen: 
- Diagramm Explorer (Abbildung 7-3 ): Der ‚Diagram Explorer„ zeigt unter dem Eintrag 
‚ContextML Context Model„ die verfügbaren Partialdiagramme des ContextML-
Kontextmodells im entsprechenden Projekt. Unter dem Eintrag ‚SPEC„ werden die 
verschiedenen Spezifikationsautomaten gezeigt, die die kanonische Verhaltensspezifika-
tion des Kontextsubjekts definieren. 
- Modellierungsfenster (Abbildung 7-3 ): Das Modellierungsfenster zeigt abhängig von der 
jeweiligen Modellierungskomponente entweder das Partialdiagramm des im ‚Diagram 
Explorer„ ausgewählten Partialdiagramm des ContextML-Kontextmodells oder den im 
Diagram Explorer ausgewählten Spezifikationsautomaten. 
   
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- Modellkonstruktepalette (Abbildung 7-3 ): Die Modellkonstruktepalette zeigt abhängig 
von der ausgewählten Modellierungskomponente, die zur Modellkonstruktion ver-
wendbaren Modellelemente. In der Abbildung ist die Modellkonstruktepalette des 
CONTEXTML CONTEXT MODEL EDITOR gezeigt, die die zur Konstruktion von Partial-
diagrammen verwendbaren Modellkonstrukte bietet. 
7.4 Kohärenzprüfung im CONTEXTML COHERENCE 
CHECKER 
Die Kohärenzprüfung der kanonischen Verhaltensspezifikation gegenüber dem Con-
textML-Kontextmodell wird durch den CONTEXTML COHERENCE CHECKER initiiert, der 
im Werkzeug durch das Plug-in ‚Coherence Checker„ realisiert ist. Die Benutzungsoberflä-
che zur Kohärenzprüfung wird im Folgenden am Beispiel der Prüfung von Stimuli und 
Reaktionen skizziert. Abbildung 7-4 zeigt die Benutzungsoberfläche zur Kohärenzprüfung 
der Stimuli und Reaktionen in der kanonischen Verhaltensspezifikation. 
 
Abbildung 7-4: Auswertung der Kohärenz im CONTEXTML COHERENCE CHECKER 
Zur Kohärenzprüfung der Stimuli und Reaktionen in der kanonischen Verhaltensspezifika-
tion bestimmt der CONTEXTML COHERENCE CHECKER zunächst die Ausführungssequen-
zen der einzelnen Spezifikationsautomaten (Algorithmus 6-1). Auf Grundlage der Ausfüh-
rungssequenzen werden die Stimuli (Algorithmus 6-2) und Reaktionen (Algorithmus 6-3) 
der kanonischen Verhaltensspezifikation bestimmt.  
Die im Ansatz manuell vorzunehmende Auswertung der Kohärenz von Modelltermina-
len (6.23), von Stimuli (6.34) und von Reaktionen (6.48) erfolgt über die Benutzungsober-
fläche des CONTEXTML COHERENCE CHECKER. Die Benutzungsoberfläche zur Kohä-
renzprüfung von Eingabe- und Ausgabeereignissen ist in analoger Weise aufgebaut. Die 
  
   
 
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Benutzungsoberfläche des CONTEXTML COHERENCE CHECKER zur Kohärenzprüfung 
von Stimuli und Reaktionen der kanonischen Verhaltensspezifikation gegenüber dem Con-
textML-Kontextmodell besteht aus den folgenden sechs Bereichen: 
- Registerkarten [Stimuli][Reactions][Coherence Report] (Abbildung 7-4 ): Über die jeweilige 
Registerkarte kann das Fenster zur Zuordnung von Stimuli, das Fenster zur Zuordnung 
von Reaktionen sowie das Ergebnis der Kohärenzprüfung aufgerufen werden. 
- Schaltflächen [Map][Unmap][Start Coherence Check] (Abbildung 7-4 ): Mittels ‚Map„ be-
ziehungsweise ‚Unmap„ wird die Zuordnung zwischen Stimuli / Reaktionen in der ka-
nonischen Verhaltensspezifikation und Stimuli / Reaktionen im ContextML-Kontext-
modell hergestellt beziehungsweise aufgehoben. Über ‚Start Coherence Check„ wird die 
Kohärenzprüfung initiiert. 
- ContextML Stimuli / ContextML Reactions (Abbildung 7-4 ): In diesem Auswahlfenster 
werden die im ContextML-Kontextmodell dokumentierten Stimuli / Reaktionen des 
ContextML-Kontextmodells aufgelistet. 
- SPEC Stimuli / SPEC Reactions: (Abbildung 7-4 ): Dieses Auswahlfenster zeigt die 
vom CONTEXTML COHERENCE CHECKER bestimmten Stimuli und Reaktionen in den 
Spezifikationsautomaten der zu prüfenden kanonischen Verhaltensspezifikation. 
- Mappings (Abbildung 7-4 ): Dieses Auswahlfenster zeigt die bereits festgelegten Zu-
ordnungen zwischen Stimuli / Reaktionen in der kanonischen Verhaltensspezifikation 
und den Stimuli / Reaktionen des ContextML-Kontextmodells. 
- Ergebnis der Kohärenzprüfung (Abbildung 7-4 ): Nach der Initiierung der Kohärenzprü-
fung werden in diesem Fenster die jeweils identifizierten Kohärenzbrüche in der kano-
nischen Verhaltensspezifikation aufgelistet. 
Die Ergebnisse der Kohärenzprüfung werden im CONTEXTML COHERENCE CHECKER in 
Form von Kohärenzberichten zu Verfügung gestellt, auf die jeweils über die Registerkarte 
‚Coherence Report„ zugegriffen werden kann. Kohärenzbrüche werden in Kohärenzberich-
ten durch das Schlüsselwort ‚Remark„ angezeigt. Abbildung 7-5 zeigt einen Auszug aus 
einem Kohärenzbericht aus der Prüfung von Stimuli / Reaktionen in der kanonischen 
Verhaltensspezifikation gegen das ContextML-Kontextmodell. 
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Abbildung 7-5: Auszug aus einem Kohärenzbericht des CONTEXTML COHERENCE CHECKER 
Die Ergebnisse der Kohärenzprüfung von Eingabe- und Ausgabeereignissen und der Ko-
härenzprüfung von Stimuli und Reaktionen der kanonischen Verhaltensspezifikation wer-
den vom CONTEXTML COHERENCE CHECKER jeweils in Form von Kohärenzberichten 
ausgegeben, die wie folgt aufgebaut sind: 
- Validity Check (Abbildung 7-5 ): In diesem Abschnitt sind die Ergebnisse der ver-
schiedenen Gültigkeitsprüfung nach Abschnitt 6.3 angegeben. Diese Ergebnisse sind 
nochmals untergliedert nach Ergebnissen in Bezug auf die Eingabeereignisse / Stimuli 
(‚Input Specification„) sowie Ergebnisse in Bezug auf die Ausgabeereignisse / Reaktio-
nen (‚Output Specification„) der kanonischen Verhaltensspezifikation. 
- Completeness Check (Abbildung 7-5 ): In diesem Abschnitt sind die Ergebnisse der ver-
schiedenen Vollständigkeitsprüfung nach Abschnitt 6.4 angegeben. Diese sind noch-
mals untergliedert nach Ergebnissen, die sich auf die Vollständigkeit von Eingabeereig-
nissen / Stimuli der kanonischen Verhaltensspezifikation (‚Input Specification„) bezie-
hen sowie Ergebnissen in Bezug auf die Gültigkeit von Ausgabeereignissen / Reaktio-
nen der kanonischen Verhaltensspezifikation (‚Output Specification„). 
7.5 Zusammenfassende Bewertung 
Die Ausführungen in diesem Kapitel geben einen Überblick über die grundsätzliche werk-
zeugtechnische Realisierung des entwickelten Ansatzes. Das tatsächliche Funktionsspek-
trum des CONTEXTML ANALYZER wird in diesem Kapitel dabei nur ausschnittsweise auf-
gezeigt. Durch die im Rahmen der Arbeit vorgenommene softwaretechnische Realisierung 
des gesamten ContextML-Ansatzes im CONTEXTML ANALYZER ist die technische Um-






Neben dem Nachweis der technischen Umsetzbarkeit besteht ein weiteres Ziel der Evalua-
tion des Ansatzes darin, dessen Nützlichkeit und Anwendbarkeit aufzuzeigen (vgl. [Walls et 
al. 1992; Cao et al. 2006]). Hierzu wurde der Ansatzes auf die kanonische Verhaltensspezi-
fikation eines softwareintensiven reaktiven Systems zur dynamischen Tönung von Fahr-
zeugscheiben angewendet. Bei diesem System handelt es sich um eines von zwei Systemen, 
die von Mitarbeitern der DAIMLER AG im Verbundforschungsprojekt ‚REMsES„44 des 
Bundesministeriums für Bildung und Forschung (BMBF) als Illustrator entwickelt wurden 
(vgl. [Braun et al. 2010]). Der Zweck des Systems ‚Dynamische Scheibentönung„ (DST) ist 
wie folgt charakterisiert: Das DST soll die Insassen des Fahrzeugs, und im Besonderen den Fahrer, 
vor Blendbeeinträchtigung schützen und dabei die höchstmögliche Sicherheit für die Fahrgäste und deren 
Eigentum gewährleisten. 
Kapitelüberblick 
8.1 Kanonische Verhaltensspezifikation von ‚DST„ ......................................................................... 153 
8.2 ContextML-Kontextmodell von ‚DST„ ........................................................................................ 156 
8.3 Kohärenzprüfung ............................................................................................................................. 166 
8.4 Zusammenfassende Bewertung ..................................................................................................... 187 
8.1 Kanonische Verhaltensspezifikation von ‚DST‘ 
Wie in Abschnitt 6.2.1.1 definiert, setzt sich die kanonische Verhaltensspezifikation eines 
softwareintensiven reaktiven Systems aus einer Menge von Spezifikationsautomaten nach 
dem in Definition 2-4 angegebenen Formalismus zusammen. Die kanonische Verhaltens-
spezifikation SPECDST der ‚Dynamischen Scheibentönung„ wird wie folgt gebildet: 









        
                
       
                 
       
                 
               
                      
       
                     
       
                  
       
                         











Die kanonische Verhaltensspezifikation SPECDST setzt sich aus sieben Spezifikationsauto-
maten nach Definition 2-4 zusammen. Diese Automaten spezifizieren jeweils ein spezifi-
sches Verhalten des Systems an der Schnittstelle zur Umgebung, welches das System auf-
weisen muss, um im Betrieb den oben genannten Systemzweck zu erfüllen. 
                                                 
44  Weiter Informationen zum Verbundprojekt ‚REMsES„ finden sich unter: http://www.remses.org  
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Der unten gezeigte Spezifikationsautomat        
               
 legt das Verhalten des 
Systems in Bezug auf die automatische Tönung der Fahrzeugscheiben fest. 









































































































Der obige Automat spezifiziert, dass beim Auftreten einer Veränderung der Lichtintensität 
(Eingabeereignis: ‚veränderungLichtintensität„) oder des Lichteinfallswinkels (Eingabeer-
eignis: ‚veränderungLichteinfall„) zunächst die aktuelle Lichtintensität (internes Ereignis: 
‚AktuelleLichtintensitätBestimmt„), der aktuelle Lichteinfallswinkel (internes Ereignis: ‚Ak-
tuellerLichteinfallswinkelBestimmt„) und die zugehörigen Soll-Tönungswerte für die Fahr-
zeugscheiben (internes Ereignis: ‚SollTönungswerteBestimmt„) bestimmt werden. Auf Ba-
sis der berechneten Soll-Tönungswerte soll das System anschließend den Tönungsgrad der 
Windschutzscheibe (Ausgabeereignis: ‚reguliereTönungWSS„), der Heckscheibe (Ausgabe-
ereignis: ‚reguliereTönungHKS„), der Seitenscheiben vorn (Ausgabeereignis: ‚reguliereTö-
nungSSV„) und der Seitenscheiben hinten (Ausgabeereignis: ‚reguliereTönungSSH„) regulie-
ren. Schließlich wird noch das Signal (Ausgabeereignis: ‚INF_TINGELEVEL„) ausgegeben, 
mittels dessen der Fahrer über die aktuellen Tönungswerte informiert wird. 
Neben dem oben gezeigten Spezifikationsautomaten umfasst die kanonische Verhal-
tensspezifikation SPECDST noch die folgenden weiteren Spezifikationsautomaten: 
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Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
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für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem z  entwickelnden System fließen bzw. welche Informationen 
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Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
Wenn im Bereich „Aktuatorik“ Umgebungssysteme angegeben sind, bedeutet das, dass das zu entwickelnde System die vorhandene Aktuatorik dieses 
Umgebungssystems nutzt und lediglich Daten zur Regulierung an dieses Umgebungssystem z.B. über den Bus weitergibt.  Technische Rahmenbedingungen 
für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem zu entwickelnden System fließen bzw. welche Informationen 









































































(Attibut von MFA wichtig,













Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
Wenn im Bereich „Aktuatorik“ Umgebungssysteme angegeben sind, bedeutet das, dass das zu entwickelnde System die vorhandene Aktuatorik dieses 
Umgebungssystems nutzt und lediglich Daten zur Regulierung an dieses Umgebungssystem z.B. über den Bus weitergibt.  Technische Rahmenbedingungen 
für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem zu entwickelnden System fließen bzw. welche Informationen 


















8.2 ContextML-Kontextmodell von ‚DST‘ 
In diesem Abschnitt wird das ContextML-Kontextmodell des Systems ‚Dynamische Schei-
bentönung„ (DST) vorgestellt, gegen das die in Abschnitt 8.1 gezeigte kanonische Verhal-
tensspezifikation  PEC     mittels der in Kapitel 6 eingeführten Formalismen der Con-
textML-Kohärenzbasis auf Kohärenzbrüche überprüft wird. 
8.2.1 Konstruktion des ContextML-Kontextmodells kmDST 
Das ContextML-Kontextmodell       des Kontextsubjekts ‚DST„ ist nach (5.72) du ch 
ei e Menge von Partialdiagrammen definiert, die für das betrachtete System ‚Dynamische 
Scheibentönung„ den Kontextbezug der Stimuli und Reaktionen in der statisch-
strukturellen Perspektiv  d s operation llen Kontexts dokumenti ren. 
8 ANWENDUNGSBEISPIEL ‚DYNAMISCHE SCHEIBENTÖNUNG„ 157 
 
ContextML-Kontextmodell des Kontextsubjekts ‚DST‘ 











                  
                                      
           
                               
     
                                    
     
                                   
     
                                 
     
                                 
     
                                     
     
                                    
     
                                   













Jedes Partialdiagramm des Kontextsubjekts ‚DST„ dokumentiert dabei den Bezug eines 
Stimulus-Reaktions-Paares nach (5.66) in der statisch-strukturellen Perspektive des opera-
tionellen Kontexts von ‚DST„. Die einzelnen Stimulus-Reaktions-Paare von       sind 
wie folgt definiert und benannt: 
Stimulus-Reaktions-Paare im ContextML-Kontextmodell ‚DST‘ 
A  OMA I CHE  N NGLICH IN EN I     E  NDE  NGLICH BEDING NGIN EN I      N NG  NDE  NGALLE CHEIBEN 
A  OMA I CHE  N NGLICH EINFALL   E  NDE  NGLICH BEDING NGEINFALL WINKEL    N NG  NDE  NGALLE CHEIBEN 
 NFALLEN   N NG  FAH  E G E  NFALL    N NG  NDE  NGALLE CHEIBEN 
  NNELEN F  B NG    NNELEINFAH     N NG  NDE  NG CHEIBEN O N 
 O WINKELEN F  B NG  OBJEK IM O ENWINKEL    N NG  NDE  NG EI EN CHEIBEN 
PA KABD NKEL NG  FAH  E GGEPA K    N NG  NDE  NGALLE CHEIBEN 
MAN ELLE  N NG   NDE  NGMAN ELLE  N NG    N NG  NDE  NGALLE CHEIBENIN A  ENINFO 
D   AN A   D  AK I IE ENDEAK I IE EN    N NG  NDE  NGALLE CHEIBEN 
   WA N NG  K I I CHELICH IN EN I      INFO 
8.2.1.1 Partialdiagramme des ContextML-Kontextmodells kmDST 
Das ContextML-Kontextmodell       setzt sich aus neun Partialdiagrammen nach Defi-
nition 5-17 zusammen, die jeweils für die einzelnen oben angegebenen Stimulus-Reaktions-
Paare deren Bezug in der statisch-strukturellen Perspektive des operationellen Kontexts der 
dynamischen Scheibentönung dokumentieren. 
Das unten gezeigte Partialdiagramm      
                                 
 dokumentiert den 
Kontextbezug des Stimulus-Reaktions-Paares (VERÄNDERUNGLICHTBEDINGUNGINTENSI-
TÄT, TÖNUNGSÄNDERUNGALLESCHEIBEN). 
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Das obige Partialdiagramm dokumentiert, dass der Kontextbezug des Stimulus VERÄNDE-
RUNGLICHTBEDINGUNGINTENSITÄT durch den Kontextbezug des Eingangseffekts VERÄN-
DERUNGLICHTINTENSITÄT gebildet wird, da der Stimulus VERÄNDERUNGLICHTBEDINGUNG-
INTENSITÄT alleinig durch das Auftreten des Eingangseffekts VERÄNDERUNGLICHTINTENSI-
TÄT definiert ist. Das Vorliegen dieses Eingangseffekts wird über die Ausprägung der Kon-
textgröße ‚Lichtintensität„ bestimmt, über die der statisch-strukturelle Kontextbezug des 
Eingangseffekts VERÄNDERUNGLICHTINTENSITÄT gebildet wird. Die Ausprägung der Kon-
textgröße ‚Lichtintensität„ wird dabei durch das Kontextsubjekt ‚DST„ im Betrieb gemes-
sen und besitzt das Umgebungsphänomen ‚Sonne„ als Bezug, d. h. Eigenschaften des Um-
gebungsphänomens ‚Sonne„ bestimmen im Betrieb unmittelbar die Ausprägung der Kon-
textgröße ‚Lichtintensität„. 
Der Bezug der Reaktion TÖNUNGSÄNDERUNGALLESCHEIBEN innerhalb der statisch-
strukturellen Perspektive des operationellen Kontexts wird durch den Kontextbezug der 
fünf Ausgabeeffekte ÄNDERUNGTÖNUNGWSS, ÄNDERUNGTÖNUNGHKS, ÄNDERUNGTÖ-
NUNGSSV, ÄNDERUNGTÖNUNGSSH und FAHRERINFOTÖNUNGSÄNDERUNG gebildet. Dabei 
wird der Ausgangseffekt ÄNDERUNGTÖNUNGWSS über die Ausprägung der Kontextgröße 
‚TönungsgradWSS„ festgelegt, über die der statisch-strukturelle Kontextbezug dieses Aus-
gangseffekts gebildet wird. Das Kontextsubjekt ‚DST„ reguliert dabei im Betrieb die Aus-
prägung dieser Kontextgröße, die sich auf eine spezifische physikalische Eigenschaft des 
Umgebungsphänomens ‚Windschutzscheibe„ bezieht, und zwar auf deren Tönungsgrad. 
Der Kontextbezug der Ausgangseffekte ÄNDERUNGTÖNUNGHKS, ÄNDERUNGTÖNUNGSSV, 
ÄNDERUNGTÖNUNGSSH wird in analoger Weise gebildet. 
Der Kontextbezug des Ausgangseffekts FAHRERINFOTÖNUNGSÄNDERUNG wird über die 
Kontextgröße ‚InfoTönung„ gebildet, die sich auf den Benutzer ‚Fahrer„ bezieht. Die Kon-
textgröße ‚InfoTönung„ wird vom Kontextsubjekt dabei mittelbar reguliert, in dem das 
Kontextsubjekt dem Umgebungssystem ‚Multifunktionsanzeige„ Daten bereitstellt, auf de-
ren Grundlage das Umgebungssystem die Kontextgröße ‚InfoTönung„ unmittelbar reguliert. 
Neben dem oben betrachteten Partialdiagramm zum Stimulus-Reaktions-Paar (VERÄN-
DERUNGLICHTBEDINGUNGINTENSITÄT, TÖNUNGSÄNDERUNGALLESCHEIBEN) umfasst das 
ContextML-Kontextmodell       des Kontextsubjekts ‚Dynamische Scheibentönung„ 
(DST) noch die folgenden weiteren Partialdiagramme: 
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Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
Wenn im Bereich „Aktuatorik“ Umgebungssysteme angegeben sind, bedeutet das, dass das zu entwickelnde System die vorhandene Aktuatorik dieses 
Umgebungssystems nutzt und lediglich Daten zur Regulierung an dieses Umgebungssystem z.B. über den Bus weitergibt.  Technische Rahmenbedingungen 
für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem zu entwickelnden System fließen bzw. welche Informationen 






















































Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
Wenn im Bereich „Aktuatorik“ Umgebungssysteme angegeben sind, bedeutet das, dass das zu entwickelnde System die vorhandene Aktuatorik dieses 
Umgebungssystems nutzt und lediglich Daten zur Regulierung an dieses Umgebungssystem z.B. über den Bus weitergibt.  Technische Rahmenbedingungen 
für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem zu entwickelnden System fließen bzw. welche Informationen 
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Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
Wenn im Bereich „Aktuatorik“ Umgebungssysteme angegeben sind, bedeutet das, dass das zu entwickelnde System die vorhandene Aktuatorik dieses 
Umgebungssystems nutzt und lediglich Daten zur Regulierung an dieses Umgebungssystem z.B. über den Bus weitergibt.  Technische Rahmenbedingungen 
für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem zu entwickelnden System fließen bzw. welche Informationen 























































































Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
Wenn im Bereich „Aktuatorik“ Umgebungssysteme angegeben sind, bedeutet das, dass das zu entwickelnde System die vorhandene Aktuatorik dieses 
Umgebungssystems nutzt und lediglich Daten zur Regulierung an dieses Umgebungssystem z.B. über den Bus weitergibt.  Technische Rahmenbedingungen 
für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem zu entwickelnden System fließen bzw. welche Informationen 







































Vokabular = ⋃ (⋃ (Umgebungsphänomene ⊗ Wertebereiche der zugehörigen Kontextgrößen)) ⋃ ((Benutzer ⊗ Wertebereiche der zugehörigen Kontextgrößen))
VokabularAktuatorikVokabular
Wenn im Bereich „Sensorik“ Umgebungssysteme angegeben sind bedeutet das, dass das zu entwickelnde System die vorhandene Sensorik des Umgebungssystems 
nutzt und lediglich die Daten diese Systems z.B. auf dem Bus abgreift.  Technische Rahmenbedingungen für das Gesamtsystem
Wenn im Bereich „Aktuatorik“ Umgebungssysteme angegeben sind, bedeutet das, dass das zu entwickelnde System die vorhandene Aktuatorik dieses 
Umgebungssystems nutzt und lediglich Daten zur Regulierung an dieses Umgebungssystem z.B. über den Bus weitergibt.  Technische Rahmenbedingungen 
für das Gesamtsystem  Technische Rahmenbedingung für das Gesamtsystem
Das Vokabular für das Gesamtsystem definiert, welche Informationen aus der Umgebung zu dem zu entwickelnden System fließen bzw. welche Informationen 
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8.2.1.2 Schnittstellen der Umgebungssysteme im ContextML-Kontextmodell 
Wie in Abschnitt 5.2.2.1 festgelegt, können Umgebungssysteme im ContextML-Kontext-
modell Attribute aufweisen, die den relevanten Teil der Signatur der eingehenden Schnitt-
stelle (   ) und der ausgehenden Schnittstelle (    ) eines Umgebungssystems dokumentie-
ren. Die Umgebungssysteme im ContextML-Kontextmodell       besitzen die folgenden 
ausgehenden Signaturen nach (5.6):45 
-                     )  { IG C A H}  
-                              )  { IG   IGN  NNEL} 
 
-                       )  { IG BLND POBJ    IG BLND PNOBJ} 
 
-               e    )  { IG IGNOFF    IG IGNON} 
 
Die Umgebungssysteme im ContextML-Kontextmodell       besitzen die folgenden ein-
gehenden Signaturen nach (5.7): 
-                          )  {
 IG PA K     IG   NNB     IG EME GB     IG   C I  
 IG BLND      IG BLND B    INF  INGELE EL
}  
-                              )  {INF  INGELE EL}  
8.2.2 Prüfmengen des ContextML-Kontextmodells zur Anwendung der 
ContextML-Kohärenzbasis 
Auf Grundlage des in Abschnitt 8.2.1 vorgestellten ContextML-Kontextmodells       
werden im Zuge der Kohärenzprüfung von SPECDST in der ContextML-Kohärenzbasis ver-
schiedene Prüfmengen benötigt, die in Kapitel 5 formal definiert sind. Im folgenden wer-
den diese Prüfmengen angegeben. Die Menge der Eingangseffekte       des ContextML-
Kontextmodells       bildet sich nach (5.28) wie folgt: 














 E  NDE  NGLICH EINFALL WINKEL 
 E  NDE  NGLICH IN EN I    
 NFALLDE EK IE   
  NNELDE EK IE   
 O WINKELOBJEK DE EK IE   
FAH E PA KMOD   
INNEN A M ICH  CH    
  ND CHL   ELEN FE N  
D  EINA   
  ND NGEIN 
MAN ELLE  N NGEIN 
 E  NDE  NG OLL  N NG G AD 














Der Bezug eines Eingangseffekts in der statisch-strukturellen Perspektive des operationel-
len Kontexts wird in ContextML-Kontextmodellen durch eine zugehörige Eingangsse-
                                                 
45  Die Signale / Nachrichten haben die folgenden Bedeutungen: SIG_CRASH (Eintreten eines Unfalls), SIG_TSIGNTUNNEL (Er-
kennen einer Tunneleinfahrt), SIG_BLNDSPOBJ (Objekt im Toten Winkel erkannt), SIG_BLNDSPNOBJ (kein Objekt im Toten 
Winkel), SIG_IGNOFF (Zundung aus), SIG_IGNON (Zündung ein) sowie SIG_PARKT (anzeigen Parktönung aktiv), 
SIG_TUNNBR (anzeigen Tunnelentfärbung aktiv), SIG_EMERGBR (anzeigen Notfallentfärbung aktiv), SIG_UVCRI (anzeigen UV-
Warnung), SIG_BLNDST (anzeigen Toter-Winkel-Tönung aktiv), SIG_BLNDSBR (anzeigen Toter-Winkel-Entfärbung aktiv), 
INF_TINGELEVEL (anzeigen aktuellen Tönungswert). 
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quenz dokumentiert. Die Menge der Eingangssequenzen       wird nach (5.41) demzu-
folge wie folgt gebildet: 




















    
            
 E  NDE  NGLICH EINFALL WINKEL 
     
 E  NDE  NGLICH IN EN I    
     
 NFALLDE EK IE                      
     
  NNELDE EK IE                     
     
 O WINKELOBJEK DE EK IE   
     
FAH E PA KMOD                    
     
INNEN A M ICH  CH            
     
  ND CHL   ELEN FE N        
     
D  EINA                                 
     
  ND NGEIN                            
     
MAN ELLE  N NGEIN              
         
 E  NDE  NG OLL  N NG G AD 
     
HOHE  IN EN I                      





















Die einzelnen Eingangssequenzen aus       werden nach (5.44) als Mengen von Rela-
tionstupel der in Abschnitt 5.2.4 definierten Relationen definiert. Beispielsweise ist die Ein-
gangssequenz zum Eingangseffekt VERÄNDERUNGLICHTEINFALLSWINKEL durch eine Menge 
von Relationstupel wie folgt gegeben: 
–      
 E  NDE  NGLICH EINFALL WINKEL   {
                           ) 
                         ) 
   
}  
Die Eingangssequenz dokumentiert dabei, dass die Kontextgröße ‚lichteinfallwinkel„ der 
Bezug des Eingangseffekts VERÄNDERUNGLICHTEINFALLSWINKEL ist, in dem Sinne, dass 
der Eingangseffekt über die spezifische Ausprägung dieser Kontextgröße definiert ist. Die 
Eingangssequenz dokumentiert darüber hinaus, dass die Ausprägung der Kontextgröße 
‚lichteinfallwinkel„ über spezifische Eigenschaften des Umgebungsphänomens ‚Sonne‟ 
bestimmt wird und das die Kontextgröße ‚lichteinfallwinkel„ im Betrieb des betrachteten 
Kontextsubjekts ‚DST„ unmittelbar durch dieses überwacht wird. 
Die anderen Eingangssequenzen der Eingangseffekte im ContextML-Kontextmodell 
des Kontextsubjekts ‚DST„ sind als Mengen von Relationstupel der in Abschnitt 5.2.4 defi-
nierten Relationen wie folgt definiert: 
–      
 E  NDE  NGLICH IN EN I     {
                        ) 
                      ) 
   
} 
 
–       
 NFALLDE EK IE    {
                        ) 
                                 ) 
                      )
} 
 
–      
  NNELDE EK IE    {
                        ) 
                                          ) 
                               )
} 
 
–      
 O WINKELOBJEK DE EK IE    {
                                       ) 
                                      ) 
                        )
} 
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–      
FAH E PA KMOD    {
                        ) 
                     ) 
   
} 
 
–      
INNEN A M ICH  CH     {
                         ) 
                      ) 
   
} 
 
–      
  ND CHL   ELEN FE N   {
                       ) 
                              ) 
                     )
} 
 
–      
D  EINA    {
                    ) 




–      
  ND NGEIN   {
                       ) 
                              ) 
                     )
} 
 
–      
 E  NDE  NG OLL  N NG G AD   {
                       ) 




–      
MAN ELLE  N NGEIN   {
                           ) 




–      
HOHE  IN EN I     {
                     ) 
                   ) 
   
} 
 
Die Menge        
          der Stimuli im ContextML-Kontextmodell       wird nach 
(5.32) wie folgt gebildet: 
       










 E  NDE  NGLICH BEDING NGIN EN I    
 E  NDE  NGLICH BEDING NGEINFALL WINKEL 
FAH  E G E  NFALL  
  NNELEINFAH   
OBJEK IM O ENWINKEL 
FAH  E GGEPA K  
 NDE  NGMAN ELLE  N NG 
D  AK I IE ENDEAK I IE EN 










Die einzelnen Stimuli des ContextML-Kontextmodells       aus        
          sind nach 
(5.34) über die Eingangseffekte von       wie folgt definiert: 
-  E  NDE  NGLICH BEDING NGIN EN I    { E  NDE  NGLICH IN EN I   } 
-  E  NDE  NGLICH BEDING NGEINFALL WINKEL  { E  NDE  NGLICH EINFALL WINKEL} 
- FAH  E G E  NFALL  { NFALLDE EK IE  } 
-   NNELEINFAH   {  NNELDE EK IE  } 
- OBJEK IM O ENWINKEL  { O WINKELOBJEK DE EK IE  } 
- FAH  E GGEPA K  {FAH E PA KMOD     INNEN A M ICH  CH   } 
-  NDE  NGMAN ELLE  N NG  { E  NDE  NG OLL  N NG G AD   MAN ELLE  N NGEIN} 
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- D  AK I IE ENDEAK I IE EN  {D  EINA       ND NGEIN} 
- K I I CHELICH IN EN I    {HOHE  IN EN I        ND CHL   ELEN FE N  } 
Die Menge der Ausgangseffekte       des ContextML-Kontextmodells       bildet sich 
nach (5.30) wie folgt: 








 NDE  NG  N NGW   
 NDE  NG  N NGHK  
 NDE  NG  N NG    
 NDE  NG  N NG  H 
FAH E INFO  N NG  NDE  NG 
INFOFOND  N NG  NDE  NG 
INFOFONDK I I CHE   WE   








Der Bezug eines Ausgangseffekts in der statisch-strukturellen Perspektive des operationel-
len Kontexts wird durch eine zugehörige Ausgangssequenz dokumentiert. Die Menge der 
Ausgangssequenzen       wird nach (5.52) demzufolge wie folgt gebildet: 











      
 NDE  NG  N NGW   
     
 NDE  NG  N NGHK  
     
 NDE  NG  N NG    
     
 NDE  NG  N NG  H 
                   
FAH E INFO  N NG  NDE  NG 
               
INFOFOND  N NG  NDE  NG 
              
INFOFONDK I I CHE   WE   
                
FAH E INFOK I I CHE   WE  













Die einzelnen Ausgangssequenzen aus       werden nach (5.55) als Mengen von Rela-
tionstupel der in Abschnitt 5.2.4 definierten Relationen definiert. Beispielsweise ist die 
Ausgangssequenz zum Ausgangseffekt ÄNDERUNGTÖNUNGWSS durch eine Menge von 
Relationstupel wie folgt gegeben: 
–      
 NDE  NG  N NGW    {
   
                     ) 
                                   ) 
}  
Die Ausgangssequenz dokumentiert, dass die Kontextgröße ‚tönungsgradWSS„ der Bezug 
des Ausgangseffekts ÄNDERUNGTÖNUNGWSS ist, weshalb der Ausgangseffekt über die 
spezifische Ausprägung dieser Kontextgröße definiert ist. Diese Ausgangssequenz doku-
mentiert weiter, dass sich die Ausprägung der Kontextgröße auf eine spezifische Eigen-
schaft des Umgebungsphänomens ‚Windschutzscheibe„ bezieht und dass im Betrieb des 
betrachteten Kontextsubjekts ‚DST„ die Kontextgröße ‚tönungsgradWSS„ unmittelbar 
durch dieses Kontextsubjekt reguliert wird. 
Die anderen Ausgangssequenzen der Ausgangseffekte im ContextML-Kontextmodell 
des Kontextsubjekts ‚DST„ sind als Mengen von Relationstupel der in Abschnitt 5.2.4 defi-
nierten Relationen wie folgt definiert: 
–      
 NDE  NG  N NGHK   {
   
                     ) 
                             ) 
} 
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–      
 NDE  NG  N NG     {
   
                     ) 
                                    ) 
} 
 
–      
 NDE  NG  N NG  H   {
   
                     ) 
                                      ) 
} 
 
–      
FAH E INFO  N NG  NDE  NG   {
                            ) 
                                   ) 
                    ) 
} 
 
–      
INFOFONDK I I CHE   WE    {
                                ) 
                                       ) 
                          ) 
} 
 
–      
INFOFOND  N NG  NDE  NG   {
                                ) 
                                       ) 
                          ) 
} 
 
–      
FAH E INFOK I I CHE   WE    {
                            ) 
                                   ) 
                    ) 
} 
 
Die Menge der Reaktionen des ContextML-Kontextmodells       wird nach (5.35) wie 
folgt gebildet: 
       






  N NG  NDE  NGALLE CHEIBEN 
  N NG  NDE  NG CHEIBEN O N 
  N NG  NDE  NG EI EN CHEIBEN 
  N NG  NDE  NGALLE CHEIBENIN A  ENINFO 






Die einzelnen Reaktionen aus        
          werden nach (5.37) über die Ausgangseffekte 
von       wie folgt gebildet: 






 NDE  NG  N NGW   
 NDE  NG  N NGHK  
 NDE  NG  N NG  H 
 NDE  NG  N NG    












 NDE  NG  N NGW   
 NDE  NG  N NGHK  
 NDE  NG  N NG  H 
 NDE  NG  N NG    
INFOFOND  N NG  NDE  NG  






–   N NG  NDE  NG CHEIBEN O N  {
 NDE  NG  N NGW   
 NDE  NG  N NG    
 FAH E INFO  N NG  NDE  NG 
} 
–   N NG  NDE  NG EI EN CHEIBEN  {
 NDE  NG  N NG  H 
 NDE  NG  N NG    
 FAH E INFO  N NG  NDE  NG 
} 
–   INFO  {
FAH E INFOK I I CHE   WE   
INFOFONDK I I CHE   WE   
} 
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8.3 Kohärenzprüfung 
Die Kohärenzprüfung der in Abschnitt 8.1 vorgestellten kanonischen Verhaltensspezifika-
tion SPECDST des Systems ‚Dynamische Scheibentönung„ gegenüber dem in Abschnitt 8.2 
vorgestellten ContextML-Kontextmodell      basiert auf den in Kapitel 6 eingeführten 
Formalismen der ContextML-Kohärenzbasis zur Identifikation ungültiger oder unvollstän-
diger Eigenschaften in kanonischen Verhaltensspezifikationen. 
8.3.1 Bestimmung der Basismengen von SPECDST 
Zur Durchführung der verschiedenen Kohärenzprüfungen von SPECDST, welche die in Ta-
belle 6-4 aufgeführten Arten von Kohärenzbrüchen adressieren, werden zunächst für 
SPECDST die in Abschnitt 6.2 definierten Basismengen von kanonischen Verhaltensspezifi-
kationen in der ContextML-Kohärenzbasis bestimmt. 
8.3.1.1 Bestimmung der Eingabeereignismenge von SPECDST 
Nach (6.3) bestimmt sich die Eingabeereignismenge      von SPECDST über die Eingabeer-
eignismengen der einzelnen Spezifikationsautomaten von SPECDST, d. h.: 
ID   {
ver nderungLichtintensit t   ver nderungLichteinfall   
eintritt nfall    IG   IGN  NNEL    IG BLND POBJ    IG BLND PNOBJ  
 IG IGNOFF    IG CA LOCKED   fahr eugParken   aktivierungManuelle  nung  
 nderung  nung   deaktivierungManuelle  nung   kritischer  vorAusstieg
}  
8.3.1.2 Bestimmung der Ausgabeereignismenge von SPECDST 
Die Ausgabeereignismenge      von SPECDST bestimmt sich nach (6.4) über die Mengen 
von Ausgabeereignissen der einzelnen Spezifikationsautomaten von SPECDST, d. h.: 






reguliere  nungW     reguliere  nungHK    reguliere  nung     
reguliere  nung  H   INF  INGELE EL   entf rbungW     entf rbungHK   
entf rbung      entf rbung  H    IG EME GB     IG   NNB   
aufhellung      aufhellung  H   aufhellung  ckset en  H  
aufhellung  ckset en      abdunkelnW     abdunkelnHK    abdunkeln      abdunkeln  H  





8.3.1.3 Bestimmung der Ausführungssequenzen von SPECDST 
Zur Bestimmung der Stimuli und Reaktionen von SPECDST werden zunächst die Ausfüh-
rungssequenzen der einzelnen Spezifikationsautomaten im Sinne von (6.5) bestimmt. Die 
Berechnung der Ausführungssequenzen von SPECDST geschieht maschinell nach dem in 
Algorithmus 6-1 angegebenen Verfahren. Für SPECDST ergeben sich damit die folgenden 
Ausführungssequenzen: 
- AAutomatikt nung 
 PEC  (
    ver nderungLichtintensit t        aktuelleLichtintensit tBestimmt         
aktuellerLichteinfallswinkelBestimmt         oll  nungswerteBestimmt       
reguliere  nungW          reguliere  nungHK         reguliere  nung          
reguliere  nung  H        INF  INGELE EL     
,  
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- AAutomatikt nung 
 PEC  (
    ver nderungLichteinfall        aktuelleLichtintensit tBestimmt        
aktuellerLichteinfallswinkelBestimmt         oll  nungswerteBestimmt       
reguliere  nungW          reguliere  nungHK         reguliere  nung          
reguliere  nung  H        INF  INGELE EL     
,  
- A nfallentf rbung
 PEC  (
     eintritt nfall        entf rbungW          entf rbungHK        
entf rbung           entf rbung  H         IG EME GB      
*  
- A unnelentf rbung
 PEC  (
      IG   IGN  NNEL        entf rbungW           
entf rbung            IG   NNB      
*  
- A oterwinkelentf rbung




      IG BLND POBJ        aufhellung  H         
aufhellung            IG BLND B         
 IG BLND PNOBJ         IG BLND           
aufhellung  ckset en  H        




- AParkt nung 
 PEC  (
      IG IGNOFF        fahr eugParken         IG CA LOCKED      
abdunkelnHK         abdunkeln  H        abdunkeln          
abdunkelnW          abdunkelnDachfenster         IG PA K       
+ 
 
- AParkt nung 
 PEC  (
     fahr eugParken         IG IGNOFF         IG CA LOCKED      
abdunkelnHK         abdunkeln  H        abdunkeln           
abdunkelnW          abdunkelnDachfenster         IG PA K       
+  
- AManuelle  nung




     aktivierungManuelle  nung         nderung  nung         
soll  nungswertBestimmt        reguliere  nungHK         
reguliere  nung  H        reguliere  nung         
reguliere  nungW          INF  INGELE EL        






 PEC  (
     kritischer  vorAusstieg         vKritikalit tsstufeBestimmt        
INF    ADIA ION AL     
* 
 
8.3.1.4 Bestimmung der Stimuli von SPECDST 
Ausgehend von den berechneten Ausführungssequenzen von SPECDST werden die Stimuli 
von SPECDST im Sinne von (6.10) durch das in Algorithmus 6-2 angegebene Verfahren er-
mittelt. Die Anwendung dieses Verfahrens führt zur Identifikation der folgenden Stimuli 
von SPECDST: 
- st   ver nderungLichtintensit t)  
- st   ver nderungLichteinfall) 
 
- st   eintritt nfall) 
 
- st    IG   IGN  NNEL) 
 
- st    IG BLND POBJ) 
 
- st    IG IGNOFF   fahr eugParken    IG CA LOCKED) 
 
- st    fahr eugParken    IG IGNOFF    IG CA LOCKED) 
 
- st   aktivierungManuelle  nung    nderung  nung) 
 
- st    IG BLND POBJ    IG BLND PNOBJ) 
 
- st    kritischer  vorAusstieg) 
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Die einzelnen Stimuli sind jeweils durch Tupel von Eingabeereignissen angegeben, wobei 
die Stimuli     bis     sowie      jeweils durch das Auftreten eines einzelnen Eingabeereig-
nisses definiert sind. Für Menge        
     der Stimuli von SPECDST nach (6.7) gilt: 
 timD   






 ver nderungLichtintensit t)    ver nderungLichteinfall)  
 eintritt nfall)     IG   IGN  NNEL)     IG BLND POBJ)   
  IG BLND POBJ    IG BLND PNOBJ)     IG IGNOFF   fahr eugParken    IG CA LOCKED)  
 fahr eugParken    IG IGNOFF    IG CA LOCKED)  






8.3.1.5 Bestimmung der Reaktionen von SPECDST 
Ausgehend von den berechneten Ausführungssequenzen von SPECDST werden die Reaktio-
nen von SPECDST im Sinne von (6.13) durch das in Algorithmus 6-3 angegebene Verfahren 
ermittelt. Die Anwendung dieses Verfahrens führt zur Identifikation der folgenden Reak-
tionen in SPECDST: 
- re  (
 reguliere  nungW     reguliere  nungHK    reguliere  nung      
reguliere  nung  H   INF  INGELE EL
*  
- re (
 reguliere  nungW     reguliere  nungHK    reguliere  nung      
reguliere  nung  H   INF  INGELE EL
*   re  
 
- re  (
entf rbungW     entf rbungHK    entf rbung      
entf rbung  H    IG EME GB 
* 
 
- re   entf rbungW     entf rbung       IG   NNB ) 
 
- re   aufhellung  H   aufhellung       IG BLND B ) 
 
- re    IG BLND     aufhellung  ckset en  H   aufhellung  ckset en   ) 
 
- re  (
abdunkelnHK    abdunkeln  H   abdunkeln     
 abdunkelnW     abdunkelnDachfenster    IG PA K  
) 
 
- re ( abdunkelnHK    abdunkeln  H   abdunkeln      
 abdunkelnW     abdunkelnDachfenster    IG PA K  
)  re  
 
- re  (
 reguliere  nungHK    reguliere  nung  H   reguliere  nung      
reguliere  nungW     INF  INGELE EL
* 
 
- re   INF    ADIA ION AL) 
 
Mit Ausnahme der Reaktion     besitzt jede der identifizierten Reaktionen mehr als ein 
Ausgabeereignis. Das Verfahren ermittelt für die beiden Reaktionen     und     weitere 
Reaktionen, die in Bezug auf das zugehörige Tupel von Ausgabeereignissen identisch zu 
    bzw.     sind. Für die Menge        
     der Reaktionen in SPECDST nach (6.11) gilt: 
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reguliere  nungW     reguliere  nungHK    reguliere  nung     
reguliere  nung  H   INF  INGELE EL
*   
(
entf rbungW     entf rbungHK    entf rbung     
entf rbung  H    IG EME GB 
*   
 entf rbungW     entf rbung       IG   NNB )  
 aufhellung  H   aufhellung       IG BLND B )  
  IG BLND     aufhellung  ckset en  H   aufhellung  ckset en   )  
(
abdunkelnHK    abdunkeln  H   abdunkeln     
abdunkelnW     abdunkelnDachfenster    IG PA K 
)  
(
reguliere  nungHK    reguliere  nung  H   reguliere  nung     
reguliere  nungW     INF  INGELE EL
*   













8.3.2 Identifikation von ungültigen Eigenschaften in SPECDST 
Im Rahmen der Prüfung der kanonischen Verhaltensspezifikation SPECDST auf ungültige 
Eigenschaften in Bezug auf das ContextML-Kontextmodell       werden auf Grundlage 
der in Abschnitt 6.3 definierten Formalismen die folgenden Mengen von Kohärenzbrüchen 
in SPECDST bestimmt: 
- Die Menge  ̅ 
      ungültiger Eingabeereignisse gegenüber der Eingangseffektmenge 
des ContextML-Kontextmodells (Abschnitt 8.3.2.1) 
- Die Menge  ̅ 
      ungültiger Eingabeereignisse gegenüber den Eingangssequenzen des 
ContextML-Kontextmodells (Abschnitt 8.3.2.2) 
- Die Menge  ̅ 
        ungültiger Stimuli (Abschnitt 8.3.2.3) 
- Die Menge  ̅ 
      ungültiger Ausgabeereignisse gegenüber der Ausgangseffektmenge 
des ContextML-Kontextmodells (Abschnitt 8.3.2.4) 
- Die Menge  ̅ 
      ungültiger Ausgabeereignisse gegenüber den Ausgangssequenzen des 
ContextML-Kontextmodells (Abschnitt 8.3.2.5) 
- Die Menge  ̅ 
        ungültiger Reaktionen (Abschnitt 8.3.2.6) 
Die Ergebnisse der Kohärenzprüfungen werden im Folgenden jeweils tabellarisch darge-
stellt. Die in den dunkel eingefärbten Bereichen im Rumpf der Tabelle angegebenen Prüf-
mengen von SPECDST bzw.       werden durch die entsprechenden in Abschnitt 6.3 defi-
nierten Prüfformalismen vorgegeben. Bei den manuell durchzuführenden Tätigkeiten sind 
die jeweils nicht eingefärbten Tabellenbereiche zu bestimmen oder zu entscheiden. 
8.3.2.1 Bestimmung ungültiger Eingabeereignisse in SPECDST in Bezug auf die 
Eingangseffektmenge 
Auf Grundlage der in Abschnitt 6.3.1.1 eingeführten Formalismen zur Identifikation ungül-
tiger Eingabeereignisse in Verhaltensspezifikationen gegenüber dem ContextML-
Kontextmodell wird die Eingabeereignismenge      (  Abschnitt 8.3.1.1) der kanonischen 
Verhaltensspezifikation SPECDST gegen die Eingangseffektmenge       des ContextML-
Kontextmodells       mittels des in (6.25) definierten Formalismus überprüft. Im Rah-
men der Überprüfungen muss für jedes Eingabeereignis der Eingabeereignismenge      
von SPECDST entschieden werden, ob in der Menge der Eingangseffekte       ein im Sinne 
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der Modellterminalkohärenz    äquivalenter Eingangseffekt existiert. Im Zuge der Prü-
fung wurde das in Tabelle 8-1 angegebene ungültige Eingabeereignis identifiziert. 
SPEC (    )    ContextML (     ) 
 IG CA LOCKED     
Tabelle 8-1: Ungültige Eingabeereignisse in SPECDST gegen Eingangseffekte 
Wie aus Tabelle 8-1 hervorgeht, kann für das Eingabeereignis ‚SIG_CARLOCKED„ kein Ein-
gangseffekt identifiziert werden, der im Sinne der Kohärenz    äquivalent zu diesem Ein-
gabeereignis ist. Für die Menge  ̅ 
      der in Bezug auf die Eingangseffektmenge des Con-
textML-Kontextmodells ungültigen Eingabeereignisse gilt nach (6.26) demzufolge: 
 ̅ 
      {             }  
Das obige Resultat der Kohärenzprüfung sagt aus, dass die kanonische Verhaltensspezifi-
kation definiert, dass das Eingabeereignis ‚SIG_CARLOCKED„ im Betrieb des Systems im 
operationellen Kontext des betrachteten Kontextsubjekts ‚DST„ auftritt, dass allerdings 
nach dem ContextML-Kontextmodell ein solches Ereignis im operationellen Kontext des 
betrachteten Kontextsubjekts nicht auftreten kann. Demzufolge liegt bezüglich dieses Ein-
gabeereignisses ein Kohärenzbruch in SPECDST gegenüber       vor. 
Im Zuge der Prüfung wurden die folgenden Äquivalenzen im Sinne der Kohärenz    
zwischen Eingabeereignissen in SPECDST und Eingangseffekten von       bestätigt. 
SPEC (    )    ContextML (     ) 
ver nderungLichteinfall     E  NDE  NGLICH EINFALL WINKEL 
ver nderungLichtintensit t     E  NDE  NGLICH IN EN I    
eintritt nfall     NFALLDE EK IE   
 IG   IGN  NNEL      NNELDE EK IE   
 IG BLND POBJ     O WINKELOBJEK DE EK IE   
fahr eugParken    FAH E PA KMOD   
 IG IGNOFF      ND CHL   ELEN FE N  
aktivierungManuelle  nung    MAN ELLE  N NGEIN 
 nderung  nung     E  NDE  NG OLL  N NG G AD 
 IG BLND PNOBJ     O WINKELOBJEK DE EK IE   
kritischer  vorAusstieg    HOHE  IN EN I    
deaktivierungManuelle  nung    MAN ELLE  N NGEIN 
Tabelle 8-2: Identifizierte Äquivalenzen zwischen Eingabeereignissen und Eingangseffekten 
Das Eingabeereignis ‚SIG_CARLOCKED„ erfüllt das notwendige Kriterium zur Gültigkeit 
gegenüber dem ContextML-Kontextmodell nicht und wird daher im Zuge der weiteren 
Kohärenzüberprüfungen der Eingabeereignismenge      nicht mehr berücksichtigt. Die 
Menge   
      der Eingabeereignisse, die das notwendige Kriterium für die Gültigkeit 
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gegenüber dem ContextML-Kontextmodell erfüllen, bestimmt sich nach (6.27) durch die 
Bildung der Differenzmenge von      und  ̅ 
     , d. h.: 
  
      {
ver nderungLichtintensit t   ver nderungLichteinfall   eintritt nfall   
 IG   IGN  NNEL    IG BLND POBJ    IG BLND PNOBJ    IG IGNOFF 
fahr eugParken   aktivierungManuelle  nung    nderung  nung  
deaktivierungManuelle  nung   kritischer  vorAusstieg
}  
Die Eingabeereignisse der Menge   
      werden im Weiteren auf Gültigkeit gegenüber 
den Eingangssequenzen       des ContextML-Kontextmodells überprüft. 
8.3.2.2 Bestimmung ungültiger Eingabeereignisse in SPECDST in Bezug auf 
Eingangssequenzen 
Im Rahmen der Überprüfung der Gültigkeit der Eingabeereignisse von SPECDST wurde für 
Eingabeereignisse durch die Anwendung der Modellterminalkohärenz der Bezug zu einem 
im Sinne der Kohärenz    äquivalenten Eingangseffekt des ContextML-Kontextmodells 
      hergestellt. Diese in Tabelle 8-2 vorgenommene Zuordnung bildet den Ausgangs-
punkt zur Überprüfung der Gültigkeit der Eingabeereignisse in Bezug auf die Eingangsse-
quenzen von      . Hierzu wird jedes Eingabeereignis in   
      auf Gültigkeit gegenüber 
derjenigen Eingangssequenz in       überprüft, deren zugehöriger Eingangseffekt im Sin-
ne der Kohärenz    äquivalent zu dem zu prüfenden Eingabeereignis ist. 
Der Bezug zwischen dem zu prüfenden Eingabeereignis und der zugehörigen Eingangs-
sequenz kann maschinell vorgenommen werden (grauer Bereich im Rumpf der Tabelle), 
sodass lediglich die Gültigkeit des Eingabeereignisses in Bezug auf die Tupel der Eingangs-
sequenz manuell ausgewertet werden muss (weißer Bereich im Rumpf der Tabelle).  
Die Überprüfung der Gültigkeit eines Eingabeereignisses gegenüber den einzelnen Tu-
peln der Eingangsequenz erfolgt nach den in Abschnitt 6.3.1.2 eingeführten Formalismen. 
Im Zuge der Prüfung wurde das in Tabelle 8-3 angegebene ungültige Eingabeereignis in 
  
      in Bezug auf die zugehörigen Eingangsequenzen in       identifiziert. 
SPEC (  
     )           ContextML (     ) 
eintritt nfall   
                        ) 
                                 ) 
                      ) 
Tabelle 8-3: Ungültige Eingabeereignisse in SPECDST gegenüber den Eingangssequenzen 
Wie aus Tabelle 8-3 hervorgeht, ist das Eingabeereignis ‚eintrittUnfall„ gegenüber der zuge-
hörigen Eingangssequenz nicht gültig. Für die Menge  ̅ 
      der ungültigen Eingabeereig-
nisse in SPECDST in Bezug auf die Eingangssequenzen       des ContextML-Kontext-
modells       gilt nach (6.28) demzufolge: 
 ̅ 
      {              }  
Ursache für den Kohärenzbruch ist das Tupel                       ) der Relation 
DATENBEREITSTELLUNGDST. Da nach dem Kontextmodell das zugehörige Eingabeereignis 
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über das Umgebungssystem ‚Unfalldetektion„ durch das Signal ‚SIG_CRASH„ angezeigt wird, 
ist das Eingabeereignis ‚eintrittUnfall„ nach dem in (6.32) definierten Formalismus ungültig. 
Im Zuge der Prüfung der Gültigkeit der Eingabeereignisse in SPECDST gegenüber den 
Eingangssequenzen von       wurden darüber hinaus die folgenden im Sinne der Kohä-
renz    gültigen Eingabeereignisse in SPECDST identifiziert. 
SPEC (  
     )           ContextML (     ) 
ver nderungLichteinfall 
                               ) 
                            ) 
ver nderungLichtintensit t 
                           ) 
                          ) 
 IG   IGN  NNEL 
                           ) 
                                              ) 
                                    ) 
 IG BLND POBJ 
                                          ) 
                                          ) 
                             ) 
 IG BLND PNOBJ 
                                          ) 
                                          ) 
                             ) 
fahr eugParken 
                            ) 
                        ) 
 IG IGNOFF 
                          ) 
                                  ) 
                          ) 
aktivierungManuelle  nung 
                               ) 
                           ) 
deaktivierungManuelle  nung 
                               ) 
                           ) 
 nderung  nung 
                           ) 
                       ) 
kritischer  vorAusstieg 
                         ) 
                      ) 
Tabelle 8-4: Gültige Eingabeereignisse in SPECDST gegenüber Eingangssequenzen 
8.3.2.3 Bestimmung ungültiger Stimuli in SPECDST 
Zur Überprüfung der Gültigkeit der Stimuli von SPECDST werden die berechneten Stimuli 
der Menge        
     (  Abschnitt 8.3.1.4) gegen die Stimuli        
          des ContextML-
Kontextmodells mittels der in Abschnitt 6.3.1.3 eingeführten Formalismen überprüft, um 
ungültige Stimuli in        
     aufzudecken.  
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Im Rahmen der Prüfung wird für jeden Stimulus in        
     ein im Sinne von    äqui-
valenter Stimulus in        
          gesucht, d. h. nach (6.34), ein Stimulus in        
         , 
der für jedes Eingabeereignis des zu prüfenden Stimulus aus        
     ein Eingangseffekt 
aufweist, der zu diesem Eingabeereignis im Sinne der Kohärenz    äquivalent ist. Bei der 
Prüfung wurden die in Tabelle 8-5 aufgeführten ungültigen Stimuli in        
     identifiziert. 
SPEC (       
    )    ContextML (       
         ) 
Stimulus Eingabeereignis    Eingangseffekt Stimulus 
st  
 IG IGNOFF     
FAH  E GGEPA K  fahr eugParken    FAH E PA KMOD   
 IG CA LOCKED     
st  
fahr eugParken    FAH E PA KMOD   
FAH  E GGEPA K   IG IGNOFF     
 IG CA LOCKED     
st  
SIG_BLNDSPOBJ × × 
× 
SIG_BLNDSPNOBJ × × 
Tabelle 8-5: Ungültige Stimuli in SPECDST 
Wie aus Tabelle 8-5 hervorgeht, können für die Stimuli    ,     und     aus        
     keine 
im Sinne der Kohärenz    äquivalenten Stimuli aus        
          bestimmt werden. Für 
solche Stimuli in SPECDST gilt, dass diese in Bezug auf die tatsächlichen Eigenschaften des 
operationellen Kontexts ungültig sind, weil der entsprechende Stimulus aus SPECDST min-
destens ein Eingabeereignis umfasst, das im Zusammenhang mit den übrigen Eingabeer-
eignissen dieses Stimulus nach den in       dokumentierten Eigenschaften des operatio-
nellen Kontexts nicht auftreten kann. 
Für die Menge  ̅ 
        der ungültigen Stimuli in SPECDST in Bezug auf die Stimulus-
menge        
          des ContextML-Kontextmodells       gilt nach (6.36) demzufolge: 
 ̅ 
         {
  IG IGNOFF   fahr eugParken    IG CA LOCKED) 
 fahr eugParken    IG IGNOFF    IG CA LOCKED) 
  IG BLND POBJ    IG BLND PNOBJ) 
}  
Im Zuge der Prüfung wurden darüber hinaus die folgenden im Sinne der Kohärenz    
gültigen Stimuli in SPECDST identifiziert. 
SPEC (       
    )    ContextML (       
         ) 
Stimulus Eingabeereignis    Eingangseffekt Stimulus 
st  ver nderungLichtintensit t    
 E  NDE  NG 
LICH IN EN I    
 E  NDE  NG 
LICH BEDING NGIN EN I    
st  ver nderungLichteinfall    
 E  NDE  NG 
LICH EINFALL WINKEL 
 E  NDE  NG 
LICH BEDING NGEINFALL WINKEL 
st  eintritt nfall     NFALLDE EK IE   FAH  E G E  NFALL  
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SPEC (       
    )    ContextML (       
         ) 
Stimulus Eingabeereignis    Eingangseffekt Stimulus 
st   IG   IGN  NNEL      NNELDE EK IE     NNELEINFAH   
st   IG BLND POBJ    
 O WINKELOBJEK  
DE EK IE   
OBJEK IM O ENWINKEL 
st  
aktivierungManuelle  nung    MAN ELLE  N NGEIN 
 NDE  NG 
MAN ELLE  N NG 
 nderung  nung    
 E  NDE  NG 
 OLL  N NG G AD 
st   kritischer  vorAusstieg    HOHE  IN EN I    K I I CHELICH IN EN I    
Tabelle 8-6: Gültige Stimuli in SPECDST 
Wie in Tabelle 8-6 gezeigt, besitzt z. B. das Eingabeereignis ‚eintrittUnfall„ ein im Sinne 
von    äquivalenten Eingangseffekt, weshalb auch der Stimulus     den nach (6.34) äqui-
valenten Stimulus ‚FAHRZEUGVERUNFALLT„ in        
          besitzt und nach (6.35) demzu-
folge nicht zur Menge  ̅ 
        zählt. 
8.3.2.4 Bestimmung ungültiger Ausgabeereignisse in SPECDST in Bezug auf die 
Ausgangseffektmenge 
Auf Grundlage der in Abschnitt 6.3.2 eingeführten Formalismen zur Identifikation ungülti-
ger Ausgabeereignisse in kanonischen Verhaltensspezifikationen gegenüber dem zugehöri-
gen ContextML-Kontextmodell wird die Ausgabeereignismenge      (  Abschnitt 8.3.1.2) 
der kanonische Verhaltensspezifikation SPECDST gegen die Ausgangseffektmenge       des 
ContextML-Kontextmodells       mittels des in (6.39) definierten Formalismus über-
prüft. Im Rahmen der Überprüfungen muss für jedes Ausgabeereignis der Ausgabeereig-
nismenge      von SPECDST entschieden werden, ob in der Menge der Ausgangseffekte 
      von       ein im Sinne der Kohärenz    äquivalenter Ausgangseffekt existiert. In 
der Prüfung wurde das in Tabelle 8-7 angegebene ungültige Ausgabeereignis identifiziert. 
SPEC (    
    )    ContextML (     ) 
abdunkelnDachfenster     
Tabelle 8-7: Ungültige Ausgabeereignisse in SPECDST gegenüber Ausgangseffekten 
Wie aus Tabelle 8-7 hervorgeht, kann für das Ausgabeereignis ‚abdunkelnDachfenster„ kein 
Ausgangseffekt identifiziert werden, der im Sinne der Modellterminalkohärenz    äquiva-
lent zum Ausgabeereignis ‚abdunkelnDachfenster„ ist. Für die Menge  ̅ 
      der in Bezug 
auf die Ausgangseffektmenge des ContextML-Kontextmodells ungültigen Ausgabeereignis-
se gilt nach (6.40) demzufolge: 
 ̅ 
      {abdunkelnDachfenster}  
Das obige Resultat der Kohärenzprüfung sagt aus, dass die kanonische Verhaltensspezifi-
kation definiert, dass das Ausgabeereignis ‚abdunkelnDachfenster„ im Betrieb des Systems 
im operationellen Kontext des betrachteten Kontextsubjekts ‚DST„ auftritt, dass allerdings 
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nach dem ContextML-Kontextmodell ein solches Ereignis im operationellen Kontext des 
betrachteten Kontextsubjekts nicht auftreten kann. Demzufolge liegt bezüglich dieses Aus-
gabeereignisses ein Kohärenzbruch in SPECDST gegenüber       vor. 
Im Zuge der Prüfung wurden die folgenden Äquivalenzen im Sinne der Kohärenz    
zwischen Ausgabeereignissen in SPECDST und Ausgangseffekten von       bestätigt. 
SPEC (    
    )    ContextML (     ) 
reguliere  nungW       NDE  NG  N NGW   
reguliere  nungHK      NDE  NG  N NGHK  
reguliere  nung        NDE  NG  N NG    
reguliere  nung  H     NDE  NG  N NG  H 
INF  INGELE EL    FAH E INFO  N NG  NDE  NG 
entf rbungW       NDE  NG  N NGW   
entf rbungHK      NDE  NG  N NGHK  
entf rbung        NDE  NG  N NG    
entf rbung  H     NDE  NG  N NG  H 
 IG EME GB     FAH E INFO  N NG  NDE  NG 
 IG   NNB     FAH E INFO  N NG  NDE  NG 
aufhellung        NDE  NG  N NG    
aufhellung  H     NDE  NG  N NG  H 
aufhellung  ckset en  H     NDE  NG  N NG  H 
aufhellung  ckset en        NDE  NG  N NG    
abdunkelnW       NDE  NG  N NGW   
abdunkelnHK      NDE  NG  N NGHK  
abdunkeln        NDE  NG  N NG    
abdunkeln  H     NDE  NG  N NG  H 
 IG PA K     FAH E INFO  N NG  NDE  NG 
 IG BLND B     FAH E INFO  N NG  NDE  NG 
 IG BLND      FAH E INFO  N NG  NDE  NG 
INF    ADIA ION AL    FAH E INFOK I I CHE   WE   
Tabelle 8-8: Identifizierte Äquivalenzen zwischen Ausgabeereignissen und Ausgangseffekten 
Das Ausgabeereignis ‚abdunkelnDachfenster„ erfüllt das notwendige Kriterium zur Gültig-
keit gegenüber dem ContextML-Kontextmodell nicht und bleibt daher in den weiteren 
Prüfungen der Ausgabeereignismenge unberücksichtigt. Die Menge der Ausgabeereignisse, 
die das notwendige Kriterium zur Gültigkeit gegenüber dem ContextML-Kontextmodell 
erfüllen, bestimmt sich nach (6.41) durch die Differenzmenge von      und  ̅ 
     . 
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reguliere  nungW     reguliere  nungHK    reguliere  nung     
reguliere  nung  H   INF  INGELE EL   entf rbungW     entf rbungHK   
entf rbung      entf rbung  H    IG EME GB     IG   NNB   
aufhellung      aufhellung  H    IG BLND B    aufhellung  ckset en  H  
aufhellung  ckset en       IG BLND     abdunkelnW     abdunkelnHK  






Die Ausgabeereignisse der Menge   
      werde im Weiteren auf Gültigkeit gegenüber den 
Ausgangssequenzen       des ContextML-Kontextmodells überprüft. 
8.3.2.5 Bestimmung ungültiger Ausgabeereignisse in SPECDST in Bezug auf 
Ausgangssequenzen 
Die in Tabelle 8-8 vorgenommene Zuordnung bildet den Ausgangspunkt zur Überprüfung 
der Gültigkeit der Ausgabeereignisse in   
     , indem jedes Ausgabeereignis in   
      auf 
Gültigkeit gegenüber derjenigen Ausgangssequenz in       überprüft wird, deren zugehö-
riger Ausgangseffekt im Sinne der Kohärenz    äquivalent zu dem zu prüfenden Ausga-
beereignis ist. Der Bezug zwischen dem zu prüfenden Ausgabeereignis und der zugehöri-
gen Ausgangssequenz kann demzufolge maschinell vorgenommen werden, sodass lediglich 
die Gültigkeit des Ausgabeereignisses in Bezug auf die Tupel der Ausgangssequenz manuell 
ausgewertet werden muss. Die Überprüfung der Gültigkeit eines Ausgabeereignisses 
gegenüber den einzelnen Tupeln der zugehörigen Ausgangssequenz erfolgt abhängig vom 
Typ der jeweiligen Abhängigkeit nach den in Abschnitt 6.3.2.2 eingeführten Formalismen. 
In der Prüfung wurde das in Tabelle 8-9 angegebene ungültige Ausgabeereignis in   
      
in Bezug auf die zugehörigen Ausgangssequenzen identifiziert. 
SPEC (  
     )        ContextML (     ) 
INF    ADIA ION AL   
                            ) 
                                   ) 
                    ) 
Tabelle 8-9: Ungültige Ausgabeereignisse in SPECDST gegen Ausgangssequenzen 
Wie aus Tabelle 8-9 hervorgeht, ist das Ausgabeereignis ‚INF_UVRADIATIONVAL„ gegen-
über der zugehörigen Ausgangssequenz nicht gültig. Für die Menge  ̅ 
      der ungültigen 
Ausgabeereignisse in SPECDST in Bezug auf die Ausgangssequenzen in       des Con-
textML-Kontextmodells       gilt nach (6.42) demzufolge: 
 ̅ 
      {INF    ADIA ION AL}  
Ursache für den Kohärenzbruch ist das Tupel                             ) in der 
Relation DATENBEREITSTELLUNGDST. Da nach dem ContextML-Kontextmodell das zuge-
hörige Ausgabeereignis an dem Umgebungssystem ‚Multifunktionsanzeige„ durch das Sig-
nal ‚SIG_UVCRI„ ausgelöst wird (  Abschnitt 8.2.1.2), ist das Ausgabeereignis 
‚INF_UVRADIATIONVAL„ nach dem in (6.44) definierten Formalismus ungültig. 
Im Zuge der Prüfung wurden darüber hinaus die folgenden im Sinne der Kohärenz    
gültigen Ausgabeereignisse in SPECDST identifiziert. 
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SPEC (  
     )        ContextML (     ) 
reguliere  nungW   
                        ) 
                                      ) 
reguliere  nungHK  
                        ) 
                                ) 
reguliere  nung    
                        ) 
                                       ) 
reguliere  nung  H 
                         ) 
                                          ) 
INF  INGELE EL 
                                ) 
                                      ) 
                       ) 
entf rbungW   
                        ) 
                                      ) 
entf rbungHK  
                        ) 
                                ) 
entf rbung    
                        ) 
                                       ) 
entf rbung  H 
                         ) 
                                          ) 
 IG EME GB  
                                ) 
                                      ) 
                       ) 
 IG   NNB  
                                ) 
                                      ) 
                       ) 
aufhellung    
                        ) 
                                       ) 
aufhellung  H 
                         ) 
                                          ) 
 IG BLIND B  
                                ) 
                                      ) 
                       ) 
aufhellung  ckset en    
                        ) 
                                       ) 
aufhellung  ckset en  H 
                         ) 
                                          ) 
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SPEC (  
     )        ContextML (     ) 
 IG BLIND   
                                ) 
                                      ) 
                       ) 
abdunkelnW   
                        ) 
                                      ) 
abdunkelnHK  
                        ) 
                                ) 
abdunkeln    
                        ) 
                                       ) 
abdunkeln  H 
                         ) 
                                         ) 
 IG PA K  
                                ) 
                                      ) 
                       ) 
Tabelle 8-10: Gültige Ausgabeereignisse in SPECDST gegenüber Ausgangssequenzen 
8.3.2.6 Bestimmung ungültiger Reaktionen in SPECDST 
Zur Überprüfung der Gültigkeit der Reaktionen von SPECDST werden die berechneten Re-
aktionen der Menge        
     (  Abschnitt 8.3.1.5) gegen die Reaktionen        
          
des ContextML-Kontextmodells mittels der in Abschnitt 6.3.2.3 eingeführten Formalismen 
überprüft, um ungültige Reaktionen in        
     aufzudecken.  
Zur Prüfung wird für jede Reaktion aus        
     eine im Sinne von    äquivalente Re-
aktion in        
          gesucht, d. h. nach (6.48), eine Reaktion in        
         , die für 
jedes Ausgabeereignis der betrachteten Reaktion aus        
     einen Ausgangseffekt be-
sitzt, der zu diesem Ausgabeereignis in Kohärenz    steht. Im Zuge der Prüfung wurde 
die in Tabelle 8-11 aufgeführte ungültige Reaktion in        
     identifiziert. 
SPEC (       
    )    ContextML (       
         ) 
Reaktion Ausgabeereignis    Ausgangseffekt Reaktion 
re  
abdunkelnW       NDE  NG  N NGW   
  N NG  NDE  NG 
ALLE CHEIBEN 
abdunkelnHK      NDE  NG  N NGHK  
abdunkeln  H     NDE  NG  N NG  H 
abdunkeln        NDE  NG  N NG    
abdunkelnDachfenster     
 IG PA K     
FAH E INFO 
  N NG  NDE  NG 
Tabelle 8-11: Ungültiger Reaktionen in SPECDST 
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Wie aus Tabelle 8-11 hervorgeht, kann für die Reaktion     aus der Menge        
     keine 
im Sinne der Kohärenz    äquivalente Reaktion aus        
          bestimmt werden. Für 
die Menge  ̅ 
        der ungültigen Reaktionen in SPECDST in Bezug auf die Menge der Re-
aktionen        
          des ContextML-Kontextmodells      gilt nach (6.50) demzufolge: 
 ̅ 
        {(
abdunkelnHK    abdunkeln  H   abdunkeln     
 abdunkelnW     abdunkelnDachfenster    IG PA K  
)}  
Die Ungültigkeit der Reaktion     resultiert aus der Feststellung, dass, wie auch aus Tabelle 
8-11 hervorgeht, das Ausgabeereignis ‚abdunkelnDachfenster„ als eines der Ausgabeereig-
nisse von    , in       keinen im Sinne der Modellterminalkohärenz    äquivalenten 
Ausgangseffekt besitzt. Dies hat zur Konsequenz, dass keine der Reaktionen in 
       
          bezüglich der Kohärenz    äquivalent zu     sein kann. 
Im Zuge der Prüfung wurden darüber hinaus die folgenden im Sinne der Kohärenz    
gültigen Reaktionen in SPECDST identifiziert. 
SPEC (       
    )    ContextML (       
         ) 
Reaktion Ausgabeereignis    Ausgangseffekt Reaktion 
re  
reguliere  nungW       NDE  NG  N NGW   
  N NG  NDE  NG 
ALLE CHEIBEN 
reguliere  nungHK      NDE  NG  N NGHK  
reguliere  nung  H     NDE  NG  N NG  H 
reguliere  nung        NDE  NG  N NG    
INF  INGELE EL    
FAH E INFO 
  N NG  NDE  NG 
re  
entf rbungW       NDE  NG  N NGW   
  N NG  NDE  NG 
ALLE CHEIBEN 
entf rbungHK      NDE  NG  N NGHK  
entf rbung  H     NDE  NG  N NG  H 
entf rbung        NDE  NG  N NG    
 IG EME GB     
FAH E INFO 
  N NG  NDE  NG 
re  
entf rbungW       NDE  NG  N NGW   
  N NG  NDE  NG 
 CHEIBEN O N 
entf rbung        NDE  NG  N NG    
 IG   NNB     
FAH E INFO 
  N NG  NDE  NG 
re  
aufhellung        NDE  NG  N NG    
  N NG  NDE  NG 
 EI EN CHEIBEN 
aufhellung  H     NDE  NG  N NG  H 
 IG BLND B     
FAH E INFO 
  N NG  NDE  NG 
re  
 IG BLND      
FAH E INFO 
  N NG  NDE  NG 
  N NG  NDE  NG 
 EI EN CHEIBEN aufhellung  ckset en        NDE  NG  N NG    
aufhellung  ckset en  H     NDE  NG  N NG  H 
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SPEC (       
    )    ContextML (       
         ) 
Reaktion Ausgabeereignis    Ausgangseffekt Reaktion 
re  
reguliere  nungHK      NDE  NG  N NGHK  
  N NG  NDE  NG 
ALLE CHEIBEN 
reguliere  nung  H     NDE  NG  N NG  H 
reguliere  nung        NDE  NG  N NG    
reguliere  nungW       NDE  NG  N NGW   
INF  INGELE EL    
FAH E INFO 
  N NG  NDE  NG 
re  INF    ADIA ION AL    
FAH E INFO 
K I I CHE   WE   
  INFO 
Tabelle 8-12: Gültige Reaktionen in SPECDST 
8.3.3 Identifikation von Unvollständigkeiten in SPECDST 
Im Rahmen der Prüfung von SPECDST auf Unvollständigkeiten gegenüber dem ContextML-
Kontextmodell werden unter Verwendung der in Abschnitt 6.4 definierten Formalismen 
die folgenden Mengen bestimmt, die spezifische Ausprägungen von Kohärenzbrüchen in 
SPECDST gegenüber dem ContextML-Kontextmodell induzieren: 
- Die Menge   
     , deren Elemente Unvollständigkeiten der Eingabeereignisse von 
SPECDST induzieren (Abschnitt 8.3.3.1) 
- Die Menge   
       , deren Elemente Unvollständigkeiten der Menge von Stimuli von 
SPECDST induzieren (Abschnitt 8.3.3.2) 
- Die Menge   
        unvollständiger Stimuli in SPECDST (Abschnitt 8.3.3.3) 
- Die Menge   
     , deren Elemente Unvollständigkeiten der Ausgabeereignisse von 
SPECDST induzieren (Abschnitt 8.3.3.4) 
- Die Menge   
       , deren Elemente Unvollständigkeiten der Reaktionen von SPECDST 
induzieren (Abschnitt 8.3.3.5) 
- Die Menge   
        unvollständiger Reaktionen in SPECDST (Abschnitt 8.3.3.6) 
Die Ergebnisse der einzelnen Prüfungen werden im Folgenden wiederum tabellarisch dar-
gestellt. In gleicher Weise, wie in den verschiedenen Gültigkeitsprüfungen in Abschnitt 
8.3.2, werden die in den dunkel eingefärbten Bereiche des Rumpfs der jeweiligen Tabellen 
angegebenen Prüfmengen durch die entsprechenden in Abschnitt 6.4 definierten Prüffor-
malismen vorgegeben. Bei den manuell durchzuführenden Tätigkeiten sind die jeweils nicht 
eingefärbten Tabellenbereiche zu bestimmen bzw. zu entscheiden. 
8.3.3.1 Bestimmung von Unvollständigkeiten in der Menge von 
Eingabeereignissen 
Auf Grundlage der in Abschnitt 6.4.1.1 eingeführten Formalismen zur Identifikation von 
Unvollständigkeiten wird die Eingangseffektmenge       des ContextML-Kontextmodells 
      gegen die Eingabeereignismenge      von SPECDST dahin gehend überprüft, ob jeder 
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Eingangseffekt in       ein im Sinne der Modellterminalkohärenz    äquivalentes Einga-
beereignis besitzt. Existiert zu einem Eingangseffekt kein solches Eingabeereignis, so indu-
ziert dies nach (6.53) eine Unvollständigkeit in der Eingabeereignismenge      und somit 
einen Kohärenzbruch in SPECDST gegenüber dem ContextML-Kontextmodell      . In 
der Prüfung wurden die in Tabelle 8-13 angegebenen Unvollständigkeiten in Bezug auf die 
Eingabeereignismenge von SPECDST identifiziert. 
ContextML (     )    SPEC (    
    ) 
INNEN A M ICH  CH        
D  EINA       
  ND NGEIN     
Tabelle 8-13: Unvollständigkeiten in der Eingabeereignismenge von SPECDST 
Wie aus Tabelle 8-13 hervorgeht, existiert sowohl für die Eingangseffekte ‚INNENRAUM-
SICHTSCHUTZ„ und ‚DSTEINAUS„ als auch für den Eingangseffekte ‚ZÜNDUNGEIN„ jeweils 
kein in Modellterminalkohärenz stehendes Eingabeereignis in     . Für die Menge   
      
von Eingangseffekten des ContextML-Kontextmodells, die einen Kohärenzbruch in Bezug 
auf die Eingabeereignismenge      von SPECDST induzieren, gilt nach (6.54) demzufolge:  
  
       {INNEN A M ICH  CH      D  EINA       ND NGEIN}  
Das obige Resultat der Kohärenzprüfung sagt aus, dass das ContextML-Kontextmodell 
dokumentiert, das im operationellen Kontext des betrachteten Kontextsubjekts ‚DST„ drei 
Eingangseffekte auftreten, die als Stimulus oder Teil eines Stimulus eine Reaktion des Sys-
tems auslösen, die allerdings in SPECDST nicht berücksichtigt sind. Die Eingangseffekte ‚IN-
NENRAUMSICHTSCHUTZ„ sowie ‚DSTEINAUS„ und ‚ZÜNDUNGEIN„ induzieren damit Kohä-
renzbrüche in SPECDST gegenüber dem ContextML-Kontextmodell. 
In der Prüfung wurden zudem die folgenden Zuordnungen zwischen Eingangseffekten 
von       und Eingabeereignissen in SPECDST im Sinne der Kohärenz    identifiziert. 
ContextML (     )    SPEC (    
    ) 
 E  NDE  NGLICH IN EN I       ver nderungLichtintensit t 
 E  NDE  NGLICH EINFALL WINKEL    ver nderungLichteinfall 
 NFALLDE EK IE      eintritt nfall 
  NNELDE EK IE       IG   IGN  NNEL 
 O WINKELOBJEK DE EK IE       IG BLND POBJ 
FAH E PA KMOD      fahr eugParken 
  ND CHL   ELEN FE N      IG IGNOFF 
MAN ELLE  N NGEIN    aktivierungManuelle  nung 
 E  NDE  NG OLL  N NG G AD     nderung  nung 
HOHE  IN EN I       kritischer  vorAusstieg 
Tabelle 8-14: Zuordnung von Eingangseffekten zu Eingabeereignissen 
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8.3.3.2 Bestimmung von Unvollständigkeiten in der Menge von Stimuli 
Auf Grundlage der in Abschnitt 6.4.1.2.1 eingeführten Formalismen wird die Menge 
       
     dahin gehend überprüft, ob Stimuli in        
          vertreten sind, für die kein im 
Sinne der Kohärenz    äquivalenter Stimulus in        
     besteht. Existiert zu einem Sti-
mulus in        
          kein solcher Stimulus, so induziert dies nach (6.56) eine Unvollstän-
digkeit in        
     und damit einen Kohärenzbruch in SPECDST gegenüber dem Con-
textML-Kontextmodell      . In der Prüfung wurde die in Tabelle 8-15 angegebene Un-
vollständigkeit in Bezug auf die Stimulusmenge von SPECDST identifiziert. 
ContextML (       
         )    SPEC (       
    ) 
D  AK I IE ENDEAK I IE EN     
Tabelle 8-15: Unvollständigkeiten der Stimulusmenge von SPECDST 
Wie aus Tabelle 8-15 hervorgeht, existiert für den Stimulus ‚DSTAKTIVIERENDEAKTIVIE-
REN„ kein im Sinne von    äquivalenter Stimulus in        
    . Für die Menge   
        von 
Stimuli des ContextML-Kontextmodells, die einen Kohärenzbruch in Bezug auf die Stimuli 
von SPECDST induzieren, gilt nach (6.57) demzufolge: 
  
         {D  AK I IE ENDEAK I IE EN}  
Das obige Resultat der Kohärenzprüfung sagt aus, dass das ContextML-Kontextmodell 
dokumentiert, das im operationellen Kontext des betrachteten Kontextsubjekts ‚DST„ mit 
‚DSTAKTIVIERENDEAKTIVIEREN„ ein Stimulus auftritt, der in SPECDST nicht berücksichtigt 
ist. Der Stimulus ‚DSTAKTIVIERENDEAKTIVIEREN„ induziert damit einen Kohärenzbruch in 
SPECDST gegenüber dem ContextML-Kontextmodell. 
In der Prüfung wurden zudem die folgenden Zuordnungen im Sinne der Kohärenz    
zwischen Stimuli in       und Stimuli in SPECDST identifiziert. 
ContextML (       
         )    SPEC (       
    ) 
 E  NDE  NGLICH BEDING NGIN EN I        ver nderungLichtintensit t) 
 E  NDE  NGLICH BEDING NGEINFALL WINKEL     ver nderungLichtinteinfall) 
FAH  E G E  NFALL      eintritt nfall) 
  NNELEINFAH        IG   IGN  NNEL) 
OBJEK IM O ENWINKEL      IG BLND POBJ) 
FAH  E GGEPA K       IG IGNOFF   fahr eugParken    IG CA LOCKED) 
 NDE  NGMAN ELLE  N NG     aktivierungManuelle  nung    nderung  nung) 
K I I CHELICH IN EN I        kritischer  vorAusstieg) 
Tabelle 8-16: Zuordnung von Stimuli in kmDST zu Stimuli in SPECDST 
8.3.3.3 Bestimmung von Unvollständigkeiten in Stimuli 
Ausgehend von der in Tabelle 8-16 vorgenommen Bestimmung der Kohärenz zwischen 
Stimuli von SPECDST und Stimuli des ContextML-Kontextmodells werden die in Abschnitt 
6.4.1.2.2 eingeführten Formalismen eingesetzt, um Unvollständigkeiten innerhalb einzelner 
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Stimuli der Menge        
     in SPECDST aufzudecken. Hierzu wird für die in Kohärenz ste-
henden Paare von Stimuli aus        
     und        
          jeweils überprüft, ob der Stimu-
lus des ContextML-Kontextmodells Eingangseffekte besitzt, für die im zugehörigen Stimu-
lus von SPECDST kein Eingabeereignis existiert, welches im Sinne der Modellterminalkohä-
renz    zu diesem äquivalent ist. Das Auftreten eines solchen Eingangseffekts induziert 
nach (6.58) einen unvollständigen Stimulus in        
     und damit einen Kohärenzbruch in 
SPECDST gegenüber dem ContextML-Kontextmodell      . In der Prüfung wurden die in 
Tabelle 8-17 angegebenen Unvollständigkeiten der Stimuli von SPECDST identifiziert. 
ContextML (       
         )    SPEC (       
    ) 
Stimulus Eingangseffekt    Eingabeereignis Stimulus 
FAH  E G 
GEPA K  
FAH E PA KMOD      fahr eugParken 
st    
INNEN A M ICH  CH        
K I I CHE 
LICH IN EN I    
HOHE  IN EN I       kritischer  vorAusstieg 
st   
  ND CHL   EL 
EN FE N  
    
Tabelle 8-17: Unvollständigkeiten der Stimuli von SPECDST 
Wie aus Tabelle 8-17 hervorgeht, besitzen die Stimuli ‚KRITISCHELICHTINTENSITÄT„ und 
‚FAHRZEUGGEPARKT„ jeweils Eingangseffekte, für die im zugehörigen Stimulus von SPECDST 
kein im Sinne der Modellterminalkohärenz äquivalentes Eingabeereignis existiert. Nach 
(6.59) sind die jeweiligen Menge von Eingangseffekten dieser Stimuli, die Kohärenzbrüche 
in SPECDST induzieren, wie folgt definiert: 
     
K I I CHELICH IN EN I     {  ND CHL   ELEN FE N }  
      
FAH  E GGEPA K   {INNEN A M ICH  CH   }  
Die erste Ergebnismenge sagt aus, dass der Stimulus ‚KRITISCHELICHTINTENSITÄT„ gegen-
über dem zugehörigen Stimulus      von SPECDST den Eingangseffekt ZÜNDSCHLÜSSEL-
ENTFERNT besitzt, für den in      kein im Sinne der Modellterminalkohärenz    äquiva-
lentes Eingabeereignisse auftritt. Die zweite Ergebnismenge sagt aus, dass der Stimulus 
‚FAHRZEUGGEPARKT„ gegenüber den zugehörigen Stimuli     und     den Eingangseffekt 
INNENRAUMSICHTSCHUTZ besitzt, für den weder in     noch in     ein im Sinne der Modell-
terminalkohärenz äquivalentes Eingabeereignis existiert. Für die Menge   
        der un-
vollständigen Stimuli von SPECDST ergibt sich nach (6.60) demzufolge: 
  
         { fahr eugParken)   kritischer  vorAusstieg)}  
Die erste angezeigte Unvollständigkeit von SPECDST in der obigen Ergebnismenge sagt aus, 
dass die Stimuli       in Bezug auf die im ContextML-Kontextmodell       dokumentier-
ten Eigenschaften des operationellen Kontexts unvollständig sind, da laut SPECDST die Sti-
muli       bereits auftreten, ohne das ein Eingabeereignis vorliegt, dass zu dem in 
 st   
FAH  E GGEPA K  enthaltenen Eingangseffekt in Kohärenz    steht. Dieser Kohärenzbruch 
führt unter anderem dazu, dass ein System, welches auf Basis von SPECDST implementiert 
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ist, die mit dem Stimulus     assoziierte Reaktion auch dann bewirkt, wenn kein zum Ein-
gangseffekt INNENRAUMSICHTSCHUTZ in Kohärenz    stehendes Eingabeereignis vorliegt. 
Im Zuge der Überprüfung der in SPECDST enthaltenen Stimuli auf Unvollständigkeiten 
wurden zudem die folgenden Beziehungen zwischen Stimuli in       und zugehörigen 
Eingangseffekten und Stimuli in SPECDST und zugehörigen Eingabeereignissen identifiziert. 
ContextML (       
         )    SPEC (       
    ) 
Stimulus Eingangseffekt    Eingabeereignis Stimulus 
 E  NDE  NGLICH BEDING NG 
IN EN I    
 E  NDE  NG 
LICH IN EN I    




 E  NDE  NGLICH BEDING NG 
EINFALL WINKEL 
 E  NDE  NG 
LICH EINFALL WINKEL 




FAH  E G E  NFALL   NFALLDE EK IE      eintritt nfall st  
  NNELEINFAH     NNELDE EK IE       IG   IGN  NNEL st  
OBJEK IM O ENWINKEL 
 O WINKELOBJEK  
DE EK IE   
    IG BLND POBJ st  
 NDE  NG 
MAN ELLE  N NG 
MAN ELLE  N NGEIN    
aktivierung 
Manuelle  nung 
st  
 E  NDE  NG 
 OLL  N NG G AD 
    nderung  nung 
Tabelle 8-18: Zuordnung von Stimuli und Eingangseffekte zu Stimuli in SPECDST 
8.3.3.4 Bestimmung von Unvollständigkeiten in der Menge von 
Ausgabeereignissen 
Auf Grundlage der in Abschnitt 6.4.2.1 eingeführten Formalismen zur Identifikation von 
Unvollständigkeiten wird die Ausgangseffektmenge       des ContextML-Kontextmodells 
      gegen die Ausgabeereignismenge      von SPECDST dahin gehend überprüft, ob 
jeder Ausgangseffekt in       ein im Sinne der Modellterminalkohärenz    äquivalentes 
Ausgabeereignis besitzt. Existiert zu einem Ausgangseffekt kein solches Ausgabeereignis, 
so induziert dies nach (6.62) eine Unvollständigkeit in der Ausgabeereignismenge      und 
somit einen Kohärenzbruch in SPECDST gegenüber dem ContextML-Kontextmodell      . 
In der Prüfung wurden die in Tabelle 8-19 angegebenen Unvollständigkeiten in Bezug auf 
die Ausgabeereignismenge von SPECDST identifiziert.  
ContextML (     )    SPEC (    
    ) 
INFOFOND  N NG  NDE  NG     
INFOFONDK I I CHE   WE       
Tabelle 8-19: Unvollständigkeiten in der Ausgabeereignismenge von SPECDST 
Wie aus Tabelle 8-19 hervorgeht, existiert sowohl für den Ausgangseffekt ‚INFOFONDTÖ-
NUNGSÄNDERUNG„ als auch für den Ausgangseffekt ‚INFOFONDKRITISCHERUVWERT„ jeweils 
kein in Modellterminalkohärenz stehendes Ausgabeereignis in     . Für die Menge   
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von Ausgangseffekten des ContextML-Kontextmodells, die einen Kohärenzbruch in Bezug 
auf die Ausgangseffektmenge      von SPECDST induzieren, gilt nach (6.63) demzufolge: 
  
       {INFOFOND  N NG  NDE  NG   INFOFONDK I I CHE   WE  }  
Das obige Resultat der Kohärenzprüfung sagt aus, dass das ContextML-Kontextmodell 
dokumentiert, das im operationellen Kontext des betrachteten Kontextsubjekts ‚DST„ zwei 
Ausgangseffekte auftreten, die eine Reaktion oder Teil einer Reaktion des betrachteten 
Kontextsubjekts sind, welche allerdings in SPECDST nicht berücksichtigt sind. Die Aus-
gangseffekte ‚INFOFONDTÖNUNGSÄNDERUNG„ und ‚INFOFONDKRITISCHERUVWERT„ indu-
zieren damit Kohärenzbrüche in SPECDST gegenüber dem ContextML-Kontextmodell.  
Im Zuge der Prüfung wurden die folgenden Zuordnungen zwischen Ausgangseffekten 
von       und Ausgabeereignissen in SPECDST im Sinne der Kohärenz    identifiziert. 
ContextML (     )    SPEC (    
    ) 
 NDE  NG  N NGW      abdunkelnW   
 NDE  NG  N NGHK     abdunkelnHK  
 NDE  NG  N NG       abdunkeln    
 NDE  NG  N NG  H    abdunkeln  H 
FAH E INFO  N NG  NDE  NG    INF  INGELE EL 
FAH E INFOK I I CHE   WE      INF    ADIA ION AL 
Tabelle 8-20: Zuordnung von Ausgangseffekten zu Ausgabeereignissen 
8.3.3.5 Bestimmung von Unvollständigkeiten in der Menge von Reaktionen 
Auf Grundlage der in Abschnitt 6.4.2.2.1 eingeführten Formalismen wird die Menge 
       
     dahin gehend überprüft, ob Reaktionen in        
          existieren, für die keine 
im Sinne der Kohärenz    äquivalente Reaktion in        
     existiert. Existiert zu einer 
Reaktion in        
          keine solche Reaktion, so induziert dies nach (6.65) eine Unvoll-
ständigkeit in        
     und damit einen Kohärenzbruch in SPECDST gegenüber dem Con-
textML-Kontextmodell      . In der Prüfung wurde die in Tabelle 8-21 angegebene Un-
vollständigkeit in Bezug auf die Reaktionsmenge von SPECDST identifiziert. 
ContextML (       
         )    SPEC (       
    ) 
  N NG  NDE  NGALLE CHEIBEN 
IN A  ENINFO 
    
Tabelle 8-21: Unvollständigkeiten der Reaktionsmenge von SPECDST 
Wie aus Tabelle 8-21 hervorgeht, existiert für die Reaktion ‚TÖNUNGSÄNDERUNGALLE-
SCHEIBENINSASSENINFO„ keine im Sinne von    äquivalente Reaktion in        
    . Für die 
Menge   
        von Reaktionen des ContextML-Kontextmodells, die einen Kohärenz-
bruch in Bezug auf die Reaktionen von SPECDST induzieren, gilt nach (6.66) demzufolge: 
  
         {  N NG  NDE  NGALLE CHEIBENIN A  ENINFO}  
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Das obige Resultat der Kohärenzprüfung sagt aus, dass das ContextML-Kontextmodell 
dokumentiert, dass im operationellen Kontext des betrachteten Kontextsubjekts ‚DST„ mit 
‚TÖNUNGSÄNDERUNGALLESCHEIBENINSASSENINFO„ eine Reaktion auftritt, die in SPECDST 
nicht berücksichtigt ist. Diese Reaktion induziert damit einen Kohärenzbruch in SPECDST 
gegenüber dem ContextML-Kontextmodell. 
In der Prüfung wurden zudem die folgenden Zuordnungen im Sinne der Kohärenz    
zwischen Reaktionen in       und Reaktionen in SPECDST identifiziert. 
ContextML (       
         )    SPEC (       
    ) 
  N NG  NDE  NGALLE CHEIBEN    (
reguliere  nungW     reguliere  nungHK    reguliere  nung     
reguliere  nung  H   INF  INGELE EL * 
  N NG  NDE  NG CHEIBEN O N     entf rbungW     entf rbung       IG   NNB ) 
  N NG  NDE  NG EI EN CHEIBEN     aufhellung  H   aufhellung       IG BLND B ) 
  INFO     INF    ADIA ION AL) 
Tabelle 8-22: Zuordnung von Reaktionen in kmDST zu Stimuli in SPECDST 
8.3.3.6 Bestimmung von Unvollständigkeiten in Reaktionen 
Ausgehend von der in Tabelle 8-22 vorgenommenen Bestimmung der Kohärenz zwischen 
Reaktionen von SPECDST und Reaktionen des ContextML-Kontextmodells werden die in 
Abschnitt 6.4.2.2.2 eingeführten Formalismen eingesetzt, um Unvollständigkeiten inner-
halb einzelner Reaktionen in der Menge        
     in SPECDST aufzudecken. Zu diesem 
Zweck wird für die in Kohärenz stehenden Paare von Reaktionen aus        
     und 
       
          jeweils überprüft, ob die Reaktion des ContextML-Kontextmodells Aus-
gangseffekte besitzt, für die in der zugehörigen Reaktion von SPECDST kein Ausgabeereignis 
existiert, welches im Sinne der Modellterminalkohärenz    zu diesem äquivalent ist. Die 
Existenz eines solchen Ausgangseffekts induziert nach (6.67) eine unvollständige Reaktion 
in        
     und damit einen Kohärenzbruch in SPECDST gegenüber dem ContextML-
Kontextmodell      . In der Prüfung wurde die in Tabelle 8-23 angegebene Unvollstän-
digkeit der Reaktionen von SPECDST identifiziert. 
ContextML (       
         )    SPEC (       
    ) 
Reaktion Ausgangseffekt  Ausgabeereignis Reaktion 
  INFO 
FAH E INFOK I I CHE   WE     INF    ADIA ION AL 
re  
INFOFONDK I I CHE   WE       
Tabelle 8-23: Unvollständigkeiten der Reaktionen von SPECDST 
Wie in Tabelle 8-23 aufgeführt, besitzt die im ContextML-Kontextmodell       auftre-
tende Reaktion ‚UVINFO„ einen Ausgangseffekt, für den in der zugehörigen Reaktion in 
SPECDST kein im Sinne der Kohärenz    äquivalentes Ausgabeereignis existiert. Nach 
(6.68) gilt für die Menge von Ausgangseffekten der Reaktion ‚UVINFO„, die Kohärenzbrü-
che in SPECDST induzieren, damit: 
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  INFO   {INFOFONDK I I CHE   WE  }  
Die obige Ergebnismenge sagt aus, dass die Reaktion ‚UVINFO„ gegenüber der zugehörigen 
Reaktion     in SPECDST den Ausgangseffekt INFOFONDKRITISCHERUVWERT besitzt, für 
den in     kein im Sinne der Modellterminalkohärenz äquivalentes Ausgabeereignis auftritt. 
Für die Menge   
        der unvollständigen Reaktionen von SPECDST ergibt sich nach 
(6.69) demzufolge: 
  
         { INF    ADIA ION AL)}  
Die hier identifizierte Unvollständigkeit von SPECDST bedeutet, dass die Reaktion     in 
Bezug auf die im ContextML-Kontextmodell       dokumentierten Eigenschaften un-
vollständig ist, da laut SPECDST beim Vorliegen des auslösenden Stimulus von     kein Aus-
gabeereignis zu dem in  re 
  INFO enthaltenen Ausgangseffekt INFOFONDKRITISCHERUVWERT 
bewirkt werden muss, obwohl dies nach       notwendig ist, damit das System im Betrieb 
seinen Systemzweck erfüllt. 
Im Zuge der Überprüfung der in SPECDST enthaltenen Reaktionen auf Vollständigkeit 
wurden zudem die folgenden Beziehungen zwischen Reaktionen in       und zugehöri-
gen Ausgangseffekten und Reaktionen in SPECDST und zugehörigen Ausgabeereignissen 
identifiziert. 
ContextML (       
         )    SPEC (       
    ) 
Reaktion Ausgangseffekt  Ausgabeereignis Reaktion 
  N NG  NDE  NG 
ALLE CHEIBEN 
 NDE  NG  N NGW      reguliere  nungW   
re  
 NDE  NG  N NGHK     reguliere  nungHK  
 NDE  NG  N NG  H    reguliere  nung  H 
 NDE  NG  N NG       reguliere  nung    
FAH E INFO  N NG  NDE  NG    INF  INGELE EL 
  N NG  NDE  NG 
 CHEIBEN O N 
 NDE  NG  N NGW      entf rbungW   
re   NDE  NG  N NG       entf rbung    
FAH E INFO  N NG  NDE  NG     IG   NNB  
  N NG  NDE  NG 
 EI EN CHEIBEN 
 NDE  NG  N NG  H    aufhellung  H 
re   NDE  NG  N NG       aufhellung    
FAH E INFO  N NG  NDE  NG     IG BLND B  
Tabelle 8-24: Zuordnung von Reaktionen und Ausgangseffekten zu Reaktionen in SPECDST 
8.4 Zusammenfassende Bewertung 
Tabelle 8-25 fasst die im Rahmen des Anwendungsbeispiels ermittelten Ergebnismengen 
der Kohärenzprüfung der kanonischen Verhaltensspezifikation SPECDST gegen die im Con-
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textML-Kontextmodell       dokumentierten Eigenschaften des operationellen Kontexts 
dieses Systems zusammen. 
Ergebnismengen die Kohärenzbrüche in SPECDST anzeigen / induzieren 
 ̅ 
      { IG CA LOCKED} 
 ̅ 
      {eintritt nfall} 
 ̅ 
        {
  IG IGNOFF   fahr eugParken    IG CA LOCKED) 
 fahr eugParken    IG IGNOFF    IG CA LOCKED) 
  IG BLND POBJ    IG BLND PNOBJ) 
 } 
 ̅ 
       {abdunkelnDachfenster} 
 ̅ 
       {INF    ADIA ION AL} 
 ̅ 
         {(
abdunkelnHK    abdunkeln  H  abdunkeln    
abdunkelnW     abdunkelnDachfenster    IG PA K 
)} 
  
       {INNEN A M ICH  CH      D  EINA       ND NGEIN} 
  
         {D  AK I IE ENDEAK I IE EN} 
  
         { fahr eugParken)    kritischer  vorAusstieg) } 
  
       {INFOFOND  N NG  NDE  NG   INFOFONDK I I CHE   WE  } 
  
        {  N NG  NDE  NGALLE CHEIBENIN A  ENINFO} 
  
        { INF    ADIA ION AL)} 
Tabelle 8-25: Ergebnismengen der Kohärenzprüfung von SPECDST 
Im Anwendungsbeispiel ‚Dynamische Scheibentönung„ (DST) wurde gezeigt, dass die ver-
schiedenen Ausprägungsformen von Kohärenzbrüchen in der kanonischen Verhaltensspe-
zifikation eines softwareintensiven reaktiven Systems gegenüber Eigenschaften des opera-
tionellen Kontexts dieses Systems in der statisch-strukturellen Perspektive durch die An-
wendung des Ansatz identifiziert werden konnten. Mit der Berechnung der Prüfsummen 
der kanonischen Verhaltensspezifikation von ‚DST„ und der notwendigen Prüfsummen des 
ContextML-Kontextmodells von ‚DST„ wurden dabei wesentliche Teile der Anwendung 
des Ansatzes maschinell durchgeführt. Daher kann festgestellt werden, dass der entwickelte 
Ansatz im Hinblick auf die dieser Arbeit zugrunde liegende spezifische Problemstellung 
anwendbar und nützlich ist. 
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In Kapitel 9 »Beitrag der Arbeit« wird der Forschungsbeitrag der vor-
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In Kapitel 11 »Ausblick« werden überblicksartig verschiedene For-
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9 Beitrag der Arbeit 
In diesem Abschnitt wird der Beitrag der vorliegenden Arbeit in Bezug auf den Stand der 
Wissenschaft zusammengefasst sowie mögliche Einsatzszenarien für den entwickelten An-
satz in der Praxis vorgestellt. 
Forschungsbeitrag der Arbeit 
Wie in Abschnitt 2.4 erläutert, bestand das spezifische Ziel der Arbeit in der „Entwicklung 
eines Ansatzes zur teilautomatisierten Kohärenzprüfung kanonischer Verhaltensspezifikationen von soft-
wareintensiven reaktiven Systemen gegen Eigenschaften des operationellen Kontexts in der statisch-
strukturellen Perspektive.“ Die vorliegende Arbeit leistet die folgenden Beiträge zur Erfüllung 
dieses Ziels: 
1. Modellierungsrahmenwerk zur Dokumentation von Eigenschaften des operationellen Kontexts soft-
wareintensiver reaktiver Systeme in der statisch-strukturellen Perspektive 
In der vorliegenden Arbeit wurde mit dem ContextML-Modellierungsrahmenwerk ein An-
satz zur Dokumentation von Eigenschaften des operationellen Kontexts softwareintensiver 
reaktiver Systeme in der statisch-strukturellen Perspektive vorgestellt. Die Dokumentation 
dieser spezifischen Eigenschaften des operationellen Kontexts erfolgt im Ansatz ausgehend 
vom modellierten Kontextbezug singulärer Ereignisse im operationellen Kontext des be-
trachteten Systems. Der Kontextbezug von Stimuli und Reaktionen wird dabei komposi-
tionell über den Bezug solcher singulären Ereignisse im operationellen Kontext gebildet, 
die gemeinsam den jeweiligen Stimulus oder die jeweilige Reaktion definieren. Die Ge-
samtheit der Eigenschaften des operationellen Kontexts des betrachteten Systems in der 
statisch-strukturellen Perspektive wird im Ansatz durch eine Menge von Diagrammen mo-
delliert, die jeweils den Kontextbezug eines einzelnen Stimulus und der in kausaler Abhän-
gigkeit zu diesem Stimulus stehenden Reaktion dokumentieren. 
2. Formalismen zur Überprüfung der Gültigkeit und Vollständigkeit kanonischer Verhaltensspezifika-
tionen gegenüber Eigenschaften des operationellen Kontexts in der statisch-strukturellen Perspektive 
Die verschiedenen Formalismen der ContextML-Kohärenzbasis unterstützen die Identifi-
kation solcher Eigenschaften in der kanonischen Verhaltensspezifikation, die im Hinblick 
auf die in den Kontextmodellen des Ansatzes dokumentierten Eigenschaften des operatio-
nellen Kontexts ungültig oder unvollständig sind. Aufgrund der dem Ansatz zugrunde ge-
legten Annahmen sind identifizierte Kohärenzbrüche auf Fehler in der Verhaltensspezifika-
tion zurückzuführen. Werden diese Annahmen fallen gelassen, so identifizieren die in der 
Arbeit vorgestellten Formalismen Kohärenzbrüche im Sinne von Diskrepanzen zwischen 
der zu prüfenden Verhaltensspezifikation und den im Ansatz betrachteten Eigenschaften 
des operationellen Kontexts. Zur Auflösung einer solchen Diskrepanz ist es dann notwen-
dig, festzustellen, ob die Ursache des Kohärenzbruchs auf einen Fehler in der Verhaltens-
spezifikation oder auf eine fehlerhafte Dokumentation von Eigenschaften des operationel-
len Kontexts zurückzuführen ist. 
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3. Abgrenzung der manuell durchzuführenden Tätigkeiten in der Kohärenzprüfung kanonischer Verhal-
tensspezifikationen von den maschinell durchführbaren Tätigkeiten 
Der in dieser Arbeit vorgestellte Ansatz grenzt die maschinell durchführbaren Teile der 
Kohärenzprüfung kanonischer Verhaltensspezifikationen gegen die manuell durchzufüh-
renden Tätigkeiten ab. Die Dokumentation der Eigenschaften des operationellen Kontexts 
in der statisch-strukturellen Perspektive erfolgt im Ansatz manuell, auf Grundlage des Con-
textML-Modellierungsrahmenwerks. Die Berechnung der zugrunde liegenden Prüfmengen 
zur Beurteilung der Kohärenzrelationen wird unter Anwendung der entsprechenden For-
malismen der ContextML-Kohärenzbasis maschinell vorgenommen. Die eigentliche Aus-
wertung der Kohärenzrelationen in der Anwendung der ContextML-Kohärenzbasis ge-
schieht wiederum manuell, in dem ein Fachexperte die in der jeweiligen Interpretations-
funktion festgelegten Vergleiche des Bezugs in den zugehörigen Gegenstandsbereich vor-
nimmt. 
Zusammenfassende Bewertung des Forschungsbeitrags 
Aufgrund des zuvor aufgezeigten Forschungsbeitrags dieser Arbeit kann zusammenfassend 
festgestellt werden, dass die vorliegende Arbeit einen signifikanten Beitrag zur Kompensa-
tion der in Kapitel 3 identifizierten Forschungslücke in Bezug auf Ansätze zur teilautomatisier-
ten Prüfung der Kohärenz von Verhaltensspezifikationen gegenüber Eigenschaften des operationellen Kon-
texts in der statisch-strukturellen Perspektive leistet. 
Einsatzszenarien des ContextML-Ansatzes in der Praxis 
Für den entwickelten Ansatz sind eine Reihe von Einsatzszenarien in der Praxis denkbar:46 
Szenario Nr. 1: Einsatz des ContextML-Ansatzes in der Neuentwicklung eines Systems 
Zum Einsatz des ContextML-Ansatzes in der Neuentwicklung eines Systems wird das ge-
wünschte Verhalten des zu entwickelnden Systems an seiner Schnittstelle zur Umgebung in 
kanonischer Form spezifiziert, d. h. als eine Menge von Spezifikationsautomaten im Sinne 
von Definition 2-4. Unabhängig von der Verhaltensspezifikation wird das ContextML-
Modellierungsrahmenwerk dazu verwendet, die Eigenschaften des operationellen Kontexts 
dieses Systems in der statisch-strukturellen Perspektive zu modellieren. Als Ausgangspunkt 
für die Kohärenzprüfung werden die Prüfmengen der ContextML-Kohärenzbasis berech-
net. Diese Prüfmengen dienen einem Fachexperten dann dazu, die in der ContextML-
Kohärenzbasis definierten Überprüfungen der Kohärenzrelationen vorzunehmen, um Ko-
härenzbrüche in der Verhaltensspezifikation des Systems gegenüber den im Ansatz be-
trachteten Eigenschaften des operationellen Kontexts zu identifizieren. 
Szenario Nr. 2: Einsatz des ContextML-Ansatzes in der Weiterentwicklung eines Systems 
Zum Einsatz des ContextML-Ansatzes in der Weiterentwicklung eines Systems wird beim 
Vorliegen einer Verhaltensspezifikation des ursprünglichen Systems, diese in die kanoni-
                                                 
46  Die folgende Auflistung umfasst lediglich drei typische Einsatzszenarien für den ContextML-Ansatz. Abhängig vom jeweiligen Pro-
zesskontext sind weitere Einsatzszenarien bzw. auch verschiedenste Variationen der hier vorgestellten Einsatzszenarien denkbar. 
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sche Form überführt, d. h. in eine Menge von Spezifikationsautomaten nach Definition 
2-4. Dabei können nur solche Eigenschaften in der ursprünglichen Verhaltensspezifikation 
auf Kohärenzbrüche zum operationellen Kontext überprüft werden, für die eine semanti-
sche äquivalente Überführung in die kanonische Form möglich ist. Auf Basis der dann vor-
liegenden kanonischen Verhaltensspezifikation des Ursprungssystems (Ist-System) wird die 
kanonische Verhaltensspezifikation des gewünschten Systems (Soll-System) erstellt. Unab-
hängig von der Verhaltensspezifikation wird für das Soll-System das zugehörige Con-
textML-Kontextmodell konstruiert. Die Identifikation von Kohärenzbrüchen in der Ver-
haltensspezifikation des Soll-Systems gegenüber dem ContextML-Kontextmodell des Soll-
Systems erfolgt dann wie in Szenario Nr. 1 angegeben. 
Szenario Nr. 3: Einsatz des ContextML-Ansatzes zur Beurteilung der Kontextevolution 
Der Einsatz des ContextML-Ansatzes zur Beurteilung von Veränderungen im operationel-
len Kontext (Kontextevolution) setzt voraus, dass sowohl die Verhaltensspezifikation des 
Systems in kanonischer Form als auch das ContextML-Kontextmodell des Systems verfüg-
bar sind. Im Gegensatz zu Szenario Nr. 2 liegt bei diesem Einsatzszenario die Situation vor, 
dass das betrachtete System und die zugehörige Verhaltensspezifikation unverändert blei-
ben, sich allerdings der operationelle Kontext des Systems verändert hat. In diesem Falle 
wird das ContextML-Kontextmodell so angepasst, dass es die veränderten Eigenschaften 
des operationellen Kontexts (z. B. Nutzung eines anderen Umgebungssystems) adäquat 
dokumentiert. Anschließend wird unter Verwendung der ContextML-Kohärenzbasis die 
bestehende kanonische Verhaltensspezifikation auf Kohärenzbrüche gegenüber dem aktua-
lisierten ContextML-Kontextmodell überprüft. Die Identifikation der Kohärenzbrüche 
kann wie in Szenario Nr. 1 angegeben erfolgen. Treten in der Prüfung keine Kohärenzbrü-
che auf, ist die Verhaltensspezifikation auch nach der Kontextveränderung noch kohärent 
zu den Eigenschaften des operationellen Kontexts in der statisch-strukturellen Perspektive. 
Werden hingegen Kohärenzbrüche identifiziert, ist eine Anpassung der Verhaltensspezifi-
kation und des implementierten Systems notwendig, da der operationelle Kontext für ge-
wöhnlich nicht verändert werden kann. 
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10 Kritische Betrachtung 
In diesem Abschnitt werden die Ergebnisse und der Beitrag der Arbeit vor dem Hinter-
grund der getroffenen Einschränkungen und Annahmen kritisch betrachtet. 
1. Subjektivität der Kohärenzbestimmung für Modellterminale 
In der Anwendung der ContextML-Kohärenzbasis ist die Beurteilung der Modellterminal-
kohärenz zwischen Modellterminalen der kanonischen Verhaltensspezifikation und Modell-
terminalen des ContextML-Kontextmodells eine manuell durchzuführende Tätigkeit. Diese 
Beurteilung der Modellterminalkohärenz wird in der Anwendung des Ansatzes gegebenen-
falls durch die subjektive Einschätzung des jeweiligen Fachexperten korrumpiert. Dies hat 
zur Konsequenz, dass die Menge der identifizierten Kohärenzbrüche nur unter der An-
nahme, dass die Modellterminalkohärenz korrekt und vollständig bestimmt wurde, der tat-
sächlichen Menge von Kohärenzbrüchen entspricht. 
2. Generalisierbarkeit in Bezug auf Kohärenzprüfung nicht-kanonischen Verhaltensspezifikationen 
Der vorgestellte Ansatz besitzt die Einschränkung, dass die zu prüfende Verhaltensspezifi-
kation in kanonischer Form vorliegen muss. Nicht-kanonische Verhaltensspezifikationen 
können im Ansatz nicht unmittelbar auf Kohärenz gegenüber Eigenschaften des operatio-
nellen Kontexts geprüft werden. Um den Ansatz anwenden zu können, ist es dann not-
wendig, die Verhaltensspezifikation in die kanonische Form zu überführen. Bei einer sol-
chen Überführung kann das Problem auftreten, dass die vorliegende Verhaltensspezifika-
tion, im Vergleich zur kanonischen Verhaltensspezifikation, unterschiedliche Abstraktionen 
beziehungsweise unterschiedliche Semantik von Spezifikationskonstrukten aufweist. In 
einem solchen Fall können keine oder nur einige wenige Eigenschaften der Verhaltensspe-
zifikation in die kanonische Form überführt und damit im Ansatz überprüft werden. 
3. Korrektheit und Vollständigkeit des ContextML-Kontextmodells 
Die Anwendung des Ansatzes basiert auf der Annahme, dass im Zuge der Konstruktion 
des Kontextmodells keinerlei Transformationseffekte auftreten. Diese Annahme hat zur 
Konsequenz, dass die im Rahmen der Kohärenzprüfung identifizierten Kohärenzbrüche 
zwischen kanonischer Verhaltensspezifikation und dem ContextML-Kontextmodell unmit-
telbar auf ungültige oder unvollständige Eigenschaften in der kanonischen Verhaltensspezi-
fikation zurückzuführen sind. Eine solche Annahme kann in der Praxis nur schwer auf-
rechterhalten werden, da auch in der Konstruktion des Kontextmodells – wie in allen Mo-
dellbildungsprozessen – Transformationseffekte auftreten können. Wird die obige Annah-
me aufgegeben, sind identifizierte Kohärenzbrüche nicht notwendigerweise auf Ungültig-
keiten oder Unvollständigkeiten in der kanonischen Verhaltensspezifikation zurückzufüh-
ren. Vielmehr zeigen diese lediglich eine Diskrepanz zwischen Eigenschaften in der Verhal-
tensspezifikation und Eigenschaften im ContextML-Kontextmodell an. Solche Diskrepan-
zen müssen dann analysiert werden, um festzustellen, ob der Kohärenzbruch durch die 
vorliegende Verhaltensspezifikation oder das erstellte Kontextmodell induziert wird. 
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11 Ausblick 
Im Zuge der Ausarbeitung des Ansatzes wurden verschiedene Forschungs- und Entwick-
lungsfragestellungen identifiziert, die auf den Ergebnissen dieser Arbeit aufbauen. 
1. Erweiterung des Modellierungsrahmenwerks zur Identifikation unerwünschter Wechselwirkungen 
Durch die Definition des ContextML-Kontextmodells durch algebraische Strukturen bietet 
der vorgestellte Ansatz die Möglichkeiten, das ContextML-Modellierungsrahmenwerk für 
andere Verwendungszwecke zu erweitern oder zu redefinieren. Dies gilt unter anderem im 
Hinblick auf die Modellierung von Wechselwirkungen zwischen Kontextentitäten oder 
Kontextgrößen, die sich nicht auf die Kausalabhängigkeit von Stimuli und Reaktionen be-
ziehen, sondern auf funktionale Abhängigkeiten, die im Betrieb zu ungewolltem Verhalten 
des Systems führen können. Um dies zu erreichen, ist es notwendig, die Kontextabhängig-
keiten im vorliegenden Modellierungsrahmenwerk um solche Abhängigkeitstypen zu er-
gänzen, die in den ContextML-Kontextmodellen die Existenz einer für den fehlerfreien 
Systembetrieb kritischen funktionalen Abhängigkeit im operationellen Kontext dokumen-
tieren. Auf Grundlage der Dokumentation solcher Abhängigkeiten können, als Erweite-
rung der ContextML-Kohärenzbasis, Formalismen definiert werden, mit deren Hilfe für 
spezifische Konstellationen von Eigenschaften des operationellen Kontexts das Auftreten 
von kritischen funktionalen Abhängigkeiten nachgewiesen werden kann. 
2. Erweiterung des Modellierungsrahmenwerks um Integritätsregeln für ContextML-Kontextmodelle 
In Bezug auf das ContextML-Modellierungsrahmenwerk erscheint es angezeigt, in weiteren 
Arbeiten zusätzliche Integritätsbedingungen für ContextML-Kontextmodelle zu definieren, 
um etwa die Widerspruchsfreiheit der erstellten Kontextmodelle sicherstellen zu können. 
Beispielsweise besteht in der Anwendung des Modellierungsrahmenwerks gegenwärtig die 
Möglichkeit, dass der Kontextbezug eines Kontexteffekts nicht eindeutig ist, weil diesem 
Kontexteffekt mehr als eine Kontextsequenz zugeordnet ist. Andere Integritätsbedingun-
gen könnten etwa Eintrittsbedingungen von Stimuli mit den spezifischen Merkmalsausprä-
gungen der zugehörigen Kontextentitäten in Bezug setzen, um maschinell prüfen zu kön-
nen, ob diese Eintrittsbedingung im Hinblick auf die entsprechenden Kontextentitäten im 
Betrieb überhaupt eintreten kann. Zudem bietet sich eine Erweiterung des Modellierungs-
rahmenwerks um Integritätsregeln zum Bezug zwischen der Wirkung von Reaktionen und 
der möglichen Merkmalsausprägung zugehöriger Kontextentitäten im Betrieb an. 
3. Erweiterung der Kohärenzbasis zur Kohärenzprüfung nicht-kanonischer Verhaltensspezifikationen 
Der vorgestellte Ansatz kann um die Kohärenzprüfung von Verhaltensspezifikationen er-
weitert werden, die in Form nicht-kanonischer Verhaltensspezifikationen, wie z. B. State-
charts nach [Harel 1987] oder Zustandsmaschinendiagrammen der Unified Modeling Lan-
guage [OMG 2005a] vorliegen. Abhängig von der spezifischen Ausprägung der nicht-
kanonischen Verhaltensspezifikation ist es denkbar, Adaptoren zu definieren, die Eigen-
schaften in nicht-kanonischen Verhaltensspezifikationen in die kanonische Form überfüh-
198 TEIL IV – ZUSAMMENFASSUNG UND AUSBLICK 
 
ren, welche dann mittels Formalismen der ContextML-Kohärenzbasis auf Kohärenzbrüche 
gegenüber dem ContextML-Kontextmodell überprüft werden können. Eine andere, wenn 
auch ähnliche Möglichkeit zur Kohärenzprüfung nicht-kanonischer Verhaltensspezifikatio-
nen auf Basis des ContextML-Ansatzes besteht darin, die Formalismen der Kohärenzbasis 
im Hinblick auf die spezifische Semantik der Spezifikationskonstrukte in der gewählten Art 
der Verhaltensspezifikation zu redefinieren. 
4. Umsetzung des ContextML-Ansatzes in Konformität zu gängigen Modellierungsstandards 
Der in dieser Arbeit vorgestellte Ansatz wurde absichtlich unabhängig von einschlägigen 
Standardisierungsbemühungen im Bereich der modellbasierten Entwicklung definiert. 
Dennoch bietet es sich an, im Rahmen weiterer Arbeiten, den ContextML-Ansatz konform 
zu ausgewählten Standards umzusetzen, um z. B. auf die weitreichenden Funktionalitäten 
kommerzieller Werkzeuge zurückgreifen zu können. Hierzu eignen sich unter anderem 
einschlägige Standards der OBJECT MANAGEMENT GROUP (OMG). Im Falle der Verwen-
dung von OMG-Standards ist es denkbar, den ContextML-Ansatz konform zur SysML-
Spezifikation [OMG 2008] zu definieren und als nicht-kanonische Verhaltensspezifikation 
SysML-konforme Zustandsmaschinen vorzusehen. Auf Grundlage spezifischer Standards, 
wie z. B. OMG-QVT (Query / View / Transformation) [OMG 2007], die auf OMG-MOF 
(Meta Object Facility) [OMG 2005b] beruhen, können mittels Transformationsregeln zwi-
schen SysML-konformen ContextML-Kontextmodellen und Zustandsmaschinen, geeigne-
te Formalismen definiert werden, auf deren Grundlage dann Kohärenzbrüche in der 
SysML-konformen Verhaltensspezifikation gegenüber SysML-konformen ContextML-
Kontextmodellen identifiziert werden können. 
5. Kombination des ContextML-Ansatzes mit dem szenariobasierten Requirements Engineering 
Die Kombination der in ContextML-Kontextmodellen dokumentierten strukturellen Be-
ziehungen zwischen Kontextereignissen unterschiedlicher Granularität und deren Kontext-
bezug mit Ansätzen des szenariobasierten Requirements Engineering wird aufgrund der 
Bedeutung von szenariobasierten Ansätzen im Requirements Engineering als eine wichtige 
zukünftige Forschungsfragestellung angesehen. Solche Szenarien können als exemplarische 
Abfolge von Ereignissen verstanden werden, die das Erreichen eines spezifischen System-
zwecks beschreibt. Durch die Kombination des ContextML-Ansatzes mit Ansätzen des 
szenariobasierten Requirements Engineering besteht die Möglichkeit, die strukturellen Ab-
hängigkeiten der in Szenarien enthaltenen Ereignisse sowie den Bezug dieser Ereignisse im 
operationellen Kontext mit Hilfe von ContextML-Kontextmodellen zu dokumentieren. 
Über den Bezug zwischen dem ContextML-Kontextmodell eines Systems und Szenarien 
dieses Systems werden die Szenarien sowie die in den Szenarien auftretenden Ereignisse 
um deren statisch-strukturellen Kontextbezug angereichert. Dieser Bezug kann dann eine 
Grundlage für die Definition und Überprüfung von Szenarien im Requirements Enginee-
ring sein. 
Die vorliegende Arbeit schafft einen Ausgangspunkt zur künftigen Untersuchung der oben aufgeführten 
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