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Abstract—Existing results on cooperative control of multi-
agent systems with unknown control directions require that the
underlying topology is either fixed with a strongly connected
graph or switching between different strongly connected graphs.
Furthermore, in most cases the graph is assumed to be balanced.
This paper proposes a new class of nonlinear PI based algorithms
to relax these requirements and allow for unbalanced and switch-
ing topologies having a jointly strongly connected basis. This is
made possible for single-integrator (SI) and double-integrator
(DI) agents with non-identical unknown control directions by
a suitable selection of the distributed nonlinear PI functions.
Moreover, as a special case, the proposed algorithms are applied
to strongly connected and fixed graphs. Finally, simulation
examples are given to show the validity of our theoretical results.
Index Terms—Unknown control directions, multi-agent sys-
tems, consensus, nonlinear PI, switching topologies.
I. INTRODUCTION
Multi-agent coordination has attracted intensive research
interest over the past decade [1]–[4]. Consensus as a funda-
mental topic [5]–[7], aims to design algorithms that guarantee
collective behaviors by using local neighborhood information.
Applications include formation control of unmanned air vehi-
cles (UAVs), clusters of satellites, self-organization problems
and congestion control in communication networks.
In some control problems such as, the course-keeping
controller design of ships [8] or uncalibrated-visual servoing
[9], the control direction might not be always available a
priori. In order to handle the unknown control directions, the
Nussbaum gain technique was first proposed in [10]. To date,
the Nussbaum gain approach has been extensively employed
in various control schemes [11]–[16]. An alternative approach
to the problem, the so called nonlinear PI based method, was
later proposed in [17]. Results in [18]–[21] indicate that the
nonlinear PI based method has better robustness properties for
certain types of unmodelled dynamics.
Recently, a few efforts appeared in the literature on coop-
erative control of multi-agent systems with unknown control
directions. In [22], the consensus of first-order and second-
order agents with unknown identical control directions was
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considered using a novel Nussbaum function. Nussbaum func-
tions were also employed in [23]–[26] for cooperative output
regulation, in [27], [28] for SI agents, in [29], [30] for high-
order agents, and in [31], [32] for nonlinear systems. It is
observed that in most cases with the exception of [25]–[27]
the Nussbaum gain approach requires that all the unknown
control directions should be the same. Also, in [33] an adaptive
approach was proposed to relax such a requirement and
allow non-identical control directions in which partial control
directions should be known.
In a recent paper [34], using the nonlinear PI based method,
the consensus problem for SI and DI agents with non-identical
unknown control directions was investigated for the first time
under switching topologies. It was shown in [34] that if the
switching graphs are balanced and strongly connected, then
asymptotic consensus among the agents is ensured with the
proposed control laws. It is worth noting that the consensus
of agents with non-identical unknown control directions under
unbalanced and switching topologies which are not strongly
connected is to the best of our knowledge an open problem.
With the above motivations, in this work, we consider the
consensus problem of SI and DI agents with non-identical
unknown control directions and propose a new class of nonlin-
ear PI based algorithms to allow for unbalanced and switching
topologies which are not strongly connected. As a special case,
we apply the nonlinear PI based algorithms for SI and DI
agents under a strongly connected and fixed graph.
The main contributions of this paper are the following. First,
we remove the balanced graph assumption of the work [34].
We also introduce a new class of switching topologies, namely
those having a jointly strongly connected basis, generalizing
the jointly connected property [38], [39] to digraphs. Thus, in
this work the graphs of switching topologies do not need to
be balanced or strongly connected but only to have a jointly
strongly connected basis. These extensions are not trivial and
have not been considered in the related literature [22]–[34].
Our results are obtained with the introduction of suitable
novel nonlinear PI terms and a new technical analysis (Section
III and Lemma 5). Second, with the proposed algorithms,
the consensus problem of agents with non-identical unknown
control directions under a strongly connected and fixed graph
is also tackled as a special case.
The rest of this paper is organized as follows. In Section II,
some preliminaries are given and basic lemmas and definitions
are presented. Also, the problem under study is formulated. In
Section III, a new class of nonlinear PI based algorithms is
2proposed and the main results of the paper (Theorems 1-2) are
proved. Two examples are considered to verify the obtained
results in Section IV. Section V concludes this paper with
some remarks.
Notations: L∞ and L2 are the spaces of bounded signals
and square integrable signals, respectively. For x ∈ R we
denote by ⌊x⌋ the largest integer smaller than or equal to x.
II. PROBLEM FORMULATION AND PRELIMINARIES
A. Preliminaries
Let {tj}j∈I be the finite or infinite sequence of discontinuity
points of a piecewise continuous function with index set I =
{1, 2, . . .} ⊆ N+ and denote tn0+1 = +∞ if I has finite
cardinality card(I) = n0.
Definition 1: Consider a real-valued piecewise right con-
tinuous function f : [0,∞) → R and let {tj}j∈I be the
sequence of discontinuity points. The function f(·) is said
to be uniformly piecewise right continuous if for any ǫ > 0
there exists δ (ǫ) > 0 such that∣∣f (t2)− f (t1)∣∣ ≤ ǫ
for t1, t2 ∈ [tj , tj+1) , j ∈ I , with
∣∣t2 − t1∣∣ ≤ δ (ǫ).
Two useful lemmas from [34] are introduced as follows:
Lemma 1: Consider a piecewise right continuous differ-
entiable function φ : [0,∞) → R, and let {tj}j∈I be the
sequence of discontinuity points with I ⊆ N. Suppose that φ
has a bounded derivative except at the points tj (j ∈ I) and
limt→∞
∫ t
0 φ(s)ds exists and is finite. If there exists τ > 0
such that tj+1 − tj > τ for j ∈ I then limt→∞ φ(t) = 0.
Lemma 2: Let M : [0, tf ) → R be a piecewise right-
continuous function, and S : [0, tf) → R is a continuous,
piecewise differentiable function such that
S˙(t) = [α1 + α2S(t) cos(S(t))]M(t)
where α1 and α2 are two constants. If α2 6= 0, then
|S(t)− S(0)| ≤ 2 (π + |α1/α2|) for t ∈ [0, tf).
The following Lemma will also be important for the subse-
quent analysis.
Lemma 3: Consider a real-valued continuous function f :
[0,∞) → R with a uniformly piecewise right continuous
derivative and let {tj}j∈I be the sequence of discontinuity
points of f˙ . If there exists τ > 0 such that tj+1 − tj > τ for
j ∈ I and limt→∞[f(t)f˙(t)] = 0 then limt→∞ f˙(t) = 0.
Proof. The proof is given in Appendix A.
In what follows, we revisit basic definitions on graph
theory. A directed graph is denoted by G = (V , E ,A), where
V = {v1, v2, . . . , vN} represents the finite and nonempty set of
nodes, and E ⊆ V ×V is the set of edges. A = [aik] ∈ R
N×N
is the adjacency matrix, where aik represents the coupling
strength of edge (k, i) with aik > 0 if (k, i) belongs to G
and aik = 0 otherwise. The union G1 ∪ G2 of two graphs
G1, G2 with Gp = (Vp, Ep,Ap) (p = 1, 2) is defined as
a new graph with vertices V1 ∪ V2 and edges E1 ∪ E2. A
union adjacency matrix can also be defined but we leave this
definition out since it is not needed in our analysis. Denote
by Ni = {k ∈ V : (k, i) ∈ E} the set of node i’s neighbors.
Let di =
∑N
k=1 aik be the in-degree of vertex i, and denote
by D = diag {d1, . . . , dN} the in-degree matrix. Then the
Laplacian matrix is defined as L = D − A. The directed
path with length l is defined with a sequence of edges in the
form ((i1, i2) , (i2, i3) , . . . , (il, il+1)) where (im, im+1) ∈ E
for m = 1, . . . , l and im 6= in for m,n = 1, . . . , l and m 6= n.
If there exists a directed path between any two distinct nodes in
a directed graph G, the graph is said to be strongly connected.
Definition 2: [35] A basis bicomponent of a directed graph
G is a strongly connected subgraph of G with no incoming
links from other nodes of G.
Remark 1: The concept of basis bicomponent is an im-
portant one in graph theory. In [36] and [37], the number
of basis bicomponents d is shown to be equal to the out-
forest complexity of a directed graph and rank(L) = N − d.
Moreover, Chebotarev and Agaev proved in [36] (Corollary
1) that the standard consensus protocol x˙ = −Lx ensures that
all vertices in a basic bicomponent reach consensus for any
Laplacian matrix L.
Lemma 4: Consider the directed graph G = (V , E ,A)
which has a basis bicomponent Gb = (Vb, Eb,Ab) with
Vb := {i1, i2, · · · , ir} ⊂ V . Denote by Lr the reduced matrix
which is obtained by deleting all columns and rows of the
original Laplacian matrix L that correspond to nodes not
included in the subgraph. Then, Lr is a Laplacian matrix
for the strongly connected graph defined by {i1, i2, · · · , ir}.
Denote by ωr := [ω1, ω2, . . . , ωr]
T
the left eigenvector of Lr
associated with the zero eigenvalue. Then, it holds true that
r∑
m=1
r∑
n=1
ωmaim,inζm (ζm − ζn)
=
1
2
r∑
m=1
r∑
n=1
ωmaim,in (ζm − ζn)
2
for all ζm ∈ R with ωm > 0 for every m ∈ {1, . . . , r} and∑r
m=1 ωm = 1.
Proof. The proof is given in Appendix B.
We define now the new property of jointly strongly con-
nected basis.
Definition 3: Consider a group of graphs Gℓ = (V , Eℓ,Aℓ)
(ℓ = 1, · · · ,M ) defined over the same set of vertices V with
each graph Gℓ having the basis bicomponents Gb,ℓ1, · · · ,Gb,ℓdℓ
(ℓ = 1, · · · ,M ). The graph group is said to have a jointly
strongly connected basis if the union ∪Mℓ=1∪
dℓ
j=1Gb,ℓj of all the
graph basis bicomponents forms a strongly connected graph
having as vertices all elements of V .
The above definition is illustrated in Fig. 1. Note that even
though graph G2 has a strongly connected subgraph defined by
agents 1 and 2, a basis bicomponent does not exist due to the
incoming link to agent 2 from agent 4. From the union of the
respective basis bicomponents one can deduce that the group
of graphs G1,G2,G3 has a jointly strongly connected basis.
Remark 2: The jointly strongly connected basis property
can be regarded as a generalization for directed graphs of
the widely known concept of jointly connected topologies
[38], [39]. Note that for undirected topologies, each group of
connected agents forms a basis bicomponent since there are
no incoming/outcoming links among separate groups.
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Fig. 1. Graphs G1, G2, G3, their basis bicomponents Gb1, Gb3 and the strongly
connected graph Gb1 ∪ Gb3.
Consider now a graph that switches between different
elements of a jointly strongly connected basis as described
in the following assumption:
Assumption 1: Let {tj}
∞
j=1 be a sequence of switching
times and consider a set of network topologies which are
given by the Laplacian matrices {Lℓ}
M
ℓ=1 and a mapping
n¯ : N+ → {1, 2, · · · ,M} such that L(t) = Ln¯(j) for
all t ∈ [tj, tj+1) , j ∈ N+. Assume that the switching
topologies {Lℓ}
M
ℓ=1 have a jointly strongly connected basis
and there exists some unknown constant τmin such that
tj+1 − tj > τmin for all j ∈ N+. Also, for each topology
Lℓ there exist sequences of activation and deactivation times
{T aℓν}
∞
ν=1, {T
d
ℓν}
∞
ν=1 ⊂ {tj}
∞
j=1 and constant τmax > 0 such
that L(t) = Lℓ for t ∈ [T
a
ℓν , T
d
ℓν) (ν ∈ N+) and
T aℓ,ν+1 − T
d
ℓν ≤ τmax
for all ℓ = 1, · · · ,M, ν ∈ N+.
Remark 3: Assumption 1 states that every topology Lℓ is
reactivated (at T aℓ,ν+1) within time less than or equal to τmax
from its previous deactivation time T dℓν and the time between
two consecutive switchings is greater than or equal to τmin.
The following Lemma is a central result for consensus under
switching topologies having a jointly strongly connected basis:
Lemma 5: Consider a group of switching topologies de-
scribed by Assumption 1 and N continuously differentiable
almost everywhere (except {tj}
∞
j=1) functions yi : [0,∞) →
R. Define ξ(t) = L(t)y(t) with ξ = [ξ1, ξ2, · · · , ξN ]
T
and y = [y1, y2, · · · , yN ]
T . If limt→∞ yi(t)ξi(t) = 0 and
limt→∞ y˙i(t) = 0 then limt→∞(yi(t) − yk(t)) = 0 for all
i, k ∈ {1, 2, · · · , N}.
Proof. The proof is given in Appendix C.
B. Problem formulation
Consider either N SI agents with state xi ∈ R and dynamics
x˙i = biui, i = 1, 2, . . . , N, (1)
or N DI agents with position xi ∈ R, velocity vi ∈ R and
dynamics {
x˙i = vi
v˙i = biui
, i = 1, 2, . . . , N, (2)
where ui ∈ R is the control input and bi ∈ R is the control
gain with the unknown sign.
Assumption 2: The control gains bi, i = 1, 2, . . . , N are
unknown and nonzero constants.
Remark 4: The assumption bi 6= 0 for all i = 1, 2, . . . , N
is necessary for the controllability of each agent dynamics.
The signs of the gains bi may be different and their prior
knowledge is no longer needed.
The design objective is to propose a new class of distributed
control algorithms for agents (1) or (2) under Assumptions 1
and 2 such that either
lim
t→∞
(xi(t)− xk(t)) = 0 (3)
for SI agents with i, k ∈ {1, 2, . . . , N}, or{
limt→∞ (xi(t)− xk(t)) = 0
limt→∞ (vi(t)− vk(t)) = 0
(4)
for DI agents with i, k ∈ {1, 2, . . . , N}.
III. MAIN RESULTS
A. Consensus algorithm design for SI agents
For SI agents (1), we define ei(t) :=∑N
k=1 aik(t) (xi(t)− xk(t)). The main result is stated
as follows:
Theorem 1: Consider a network of SI agents (1) satis-
fying Assumption 2 with switching topologies described by
Assumption 1. The consensus problem (3) is solved if the
distributed control algorithms are designed by
ui(t) = Si(t) cos(Si(t))ei(t)
×
[
λ1xi(t)ei(t) + λ2
∫ t
0
xi(s)ei(s)ds
]
(5)
with
Si(t) =
x2i (t)
2
+λ1
∫ t
0
x2i (s)e
2
i (s)ds+
λ2
2
[∫ t
0
xi(s)ei(s)ds
]2
(6)
where λ1 > 0 and λ2 > 0. Moreover, all xi and ui are
bounded for i = 1, 2, . . . , N .
Proof. The augmented state vector xag :=
[
xT , zT1 , z
T
2
]T
with
x := [x1, x2, . . . , xN ]
T
and zj := [zj1, zj2, . . . , zjN ]
T
, (j =
1, 2) is defined where for each i = 1, 2, . . . , N ,
z1i :=
∫ t
0
x2i (s)e
2
i (s)ds, (7)
z2i :=
∫ t
0
xi(s)ei(s)ds. (8)
The closed-loop dynamics of SI agents (1) with (5), (6), (7)
and (8) take the form

x˙i = Qi (xag)
(
λ1x
T εiε
T
i L(t)x+ λ2z2i
)
εTi L(t)x
z˙1i =
(
xT εiε
T
i L(t)x
)2
z˙2i = x
T εiε
T
i L(t)x
(9)
with {
Qi (xag) = biSi cos (Si)
Si =
1
2x
2
i + λ1z1i +
1
2λ2z
2
2i
(10)
where εi is the i-th column of the identity matrix. It is seen
from (9) that for the dynamical system x˙ag = f (xag, t) the
mapping f is piecewise continuous and locally Lipschitz wrt
4xag . Hence from section 8.5 in [40], a unique continuous
solution xag (·) exists over some maximal interval [0, tf). In
view of the control law (5), the time derivative of Si(t) is
S˙i(t) = [1 + biSi(t) cos(Si(t))] xi(t)ei(t)
×
[
λ1xi(t)ei(t) + λ2
∫ t
0
xi(s)ei(s)ds
]
for all t ∈ [0, tf ). Thus, according to Lemma 2, we have
|Si(t)− Si(0)| ≤ 2 [π + (1/ |bi|)]
which means that Si(t) is bounded in [0, tf). It is observed
from (6) that Si(t) ≥ 0 for any t ≥ 0. Therefore, boundedness
of Si(t) with (7) and (8) yields boundedness of xi, z1i(t) and
z2i(t) in [0, tf ). Thus, the whole state vector xag is bounded in
[0, tf ) and the solution can be extended up to tf =∞. Since
the related bounds are independent from the final time tf , they
remain unchanged when the solution is extended to tf = ∞,
i.e. xi, z1i, z2i, Si ∈ L∞. In addition, we have xi(t)ei(t) ∈
L2∩L∞ and from (1), it is obtained d[xiei]/dt = x˙i(t)ei(t)+
xi(t)e˙i(t) ∈ L∞ except at the points of switching topology tj
(j ∈ N+). Therefore, using Lemma 1 for φ(t) = x
2
i (t)e
2
i (t),
we have limt→∞ xi(t)ei(t) = 0.
We will further prove that limt→∞ x˙i(t) = 0. Multiplying
both sides of (1) by xi and using (5) we obtain the limit
limt→∞[xi(t)x˙i(t)] = limt→∞[xi(t)ei(t)] = 0. Also, from
(9) and the boundedness of xag we have that x˙ag is a bounded
piecewise continuous function. Further differentiation at all
times except the points tj proves that x˙i is a piecewise
continuous function with bounded derivative. Thus, from
Lemma 2 of [34], x˙i is a uniformly piecewise right continuous
function. A direct application now of Lemma 3 yields the
desired limt→∞ x˙i(t) = 0. Since limt→∞ x˙i(t) = 0 and
limt→∞ xi(t)ei(t) = 0, the consensus property (3) is derived
from Lemma 5 by setting ξi(t) = ei(t) and yi(t) = xi(t).
For a strongly connected and fixed graph the following
Corollary for SI agents (1) is obtained.
Corollary 1: Consider a network of SI agents (1) satisfying
Assumption 2 with the strongly connected graph G. The
consensus problem (3) is solved if the distributed control
algorithms (5) and (6) are selected. Furthermore, all xi and
ui are bounded for i = 1, 2, . . . , N .
Proof. The result is a direct consequence of Theorem 1, and
therefore its proof is omitted.
B. Consensus algorithm design for DI agents
For DI agents (2), we define ζi :=
∑N
k=1 aik (vi − vk),
ηi :=
∑N
k=1 aik (xi − xk), qi := vi + ρxi and ri := ζi + ρηi
with ρ > 0. The main result for DI agents is the following:
Theorem 2: Consider a network of DI agents (2) satis-
fying Assumption 2 with switching topologies described by
Assumption 1. The consensus problem (4) is solved if the
distributed control algorithms are selected by
ui(t) = Ri(t) cos(Ri(t))
[
(ρ+ 1)vi(t)
+ri(t)
(
λ1qi(t)ri(t) + λ2
∫ t
0
qi(s)ri(s)ds
)]
(11)
with
Ri(t) =
1
2
q2i (t) +
ρ
2
x2i (t) + λ1
∫ t
0
q2i (s)r
2
i (s)ds
+
∫ t
0
v2i (s)ds+
λ2
2
[∫ t
0
qi(s)ri(s)ds
]2
(12)
where λ1 > 0 and λ2 > 0. Moreover, all xi, vi and ui are
bounded for i = 1, 2, . . . , N .
Proof. Consider the augmented state vector x¯ag :=[
xT , vT , z¯T1 , z¯
T
2
]T
with x := [x1, x2, . . . , xN ]
T
, v :=
[v1, v2, . . . , vN ]
T
and z¯j := [z¯j1, z¯j2, . . . , z¯jN ]
T
, (j = 1, 2)
where for each i = 1, 2, . . . , N ,
z¯1i :=λ1
∫ t
0
q2i (s)r
2
i (s)ds +
∫ t
0
v2i (s)ds, (13)
z¯2i :=
∫ t
0
qi(s)ri(s)ds. (14)
The closed-loop dynamics of the DI agents (2) with (11) and
(12) are

x˙i = vi
v˙i = Wi (x¯ag)
[
(ρ+ 1) vi + (v + ρx)
TLT (t)εi
×
(
λ1 (v + ρx)
T
εiε
T
i L(t)(v + ρx) + λ2z¯2i
)]
˙¯z1i = λ1
[
(v + ρx)
T
εiε
T
i L(t)(v + ρx)
]2
+ v2i
˙¯z2i = (v + ρx)
T εiε
T
i L(t)(v + ρx)
(15)
with {
Wi (x¯ag) = biRi cos (Ri)
Ri =
1
2 (vi + ρxi)
2
+ ρ2x
2
i + z¯1i + λ2z¯
2
2i
(16)
where εi is the i-th column of the identity matrix. It is seen
from (15) that the dynamical system ˙¯xag = f¯ (x¯ag, t) has a
piecewise continuous and locally Lipschitz mapping f¯ wrt x¯ag .
Thus, from section 8.5 in [40], a unique continuous solution
x¯ag (·) exists over some maximal interval [0, t¯f ). In view of
the control law (11), the time derivative of Ri(t) is
R˙i(t) = [1 + biRi(t) cos(Ri(t))] qi(s)
[
(ρ+ 1)vi(t)
+ri(t)
(
λ1qi(t)ri(t) + λ2
∫ t
0
qi(s)ri(s)ds
)]
for all t ∈ [0, t¯f ). Hence, according to Lemma 2, we have
|Ri(t)−Ri(0)| ≤ 2 [π + (1/ |bi|)]
which means Ri(t) is bounded in [0, t¯f). Since Ri(t) ≥ 0 for
any t ≥ 0, boundedness of Ri(t) with (12) yields boundedness
of qi, vi, xi, ri z¯1i and z¯2i in [0, t¯f). Thus, the whole state
vector x¯ag is bounded and therefore the solution holds up to
t¯f = ∞. Since the related bounds are independent from t¯f ,
they remain unchanged for t¯f =∞, i.e. xi, vi, qi, ri, Ri ∈ L∞
and qiri ∈ L2. Moreover, (11) yields that ui ∈ L∞. Combin-
ing these properties we obtain d[qiri]/dt = q˙iri+ qir˙i ∈ L∞.
From Lemma 1, we now have limt→∞ qi(t)ri(t) = 0. Note
that since vi ∈ L∞ ∩ L2 and v˙i = biui ∈ L∞ we have from
Lemma 1 that limt→∞ vi(t) = 0. We will also prove that
limt→∞ q˙i(t) = 0. Using (11) we obtain limt→∞[qi(t)q˙i(t)] =
5limt→∞[qi(t)v˙i(t)]+ρ limt→∞[qi(t)vi(t)] = 0. From (15) and
the boundedness of x¯ag we have that ˙¯xag ∈ L∞ and therefore
q˙i is a bounded piecewise continuous vector function. Further
differentiation at all times except the points tj proves that q˙i
is a piecewise continuous function with bounded derivative.
Thus, from Lemma 2 of [34], q˙i is a uniformly piecewise
right continuous function. A direct application now of Lemma
3 yields the desired limt→∞ q˙i(t) = 0.
Since limt→∞ qi(t)ri(t) = 0 and limt→∞ q˙i(t) = 0, we
obtain limt→∞(qi(t)−qk(t)) = 0 from Lemma 5 with ξi(t) =
ri(t) and yi(t) = qi(t). Also since limt→∞ vi(t) = 0 , we have
lim
t→∞
(vi(t)− vk(t)) = lim
t→∞
vi(t)− lim
t→∞
vk(t) = 0
for all i, k ∈ {1, 2, · · · , N}. In view of the definition of qi,
lim
t→∞
(xi(t)− xk(t)) = (1/ρ) lim
t→∞
(qi(t)− qk(t))
−(1/ρ) lim
t→∞
(vi(t)− vk(t)) = 0
for all i, k ∈ {1, 2, · · · , N} which completes the proof.
For a strongly connected and fixed graph the following
Corollary for DI agents (2) is obtained.
Corollary 2: Consider a network of DI agents (2) satisfying
Assumption 2 with the strongly connected graph G. The
consensus problem (4) is solved if the distributed control
algorithms are selected as (11) and (12). Furthermore, all xi,
vi and ui are bounded for i = 1, 2, . . . , N .
Proof. The result is a direct consequence of Theorem 2, and
we omit its proof.
IV. SIMULATION EXAMPLES
In this section, a group of four agents with SI dynamics
(Case 1) or DI dynamics (Case 2) is considered under un-
balanced and switching topologies having a jointly strongly
connected basis shown in Fig. 2. An infinite sequence of
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Fig. 2. The switching topologies G1,G2,G3.
switchings occurs in a periodic manner with transitions G1 →
G2 → G3 → G1 → · · · with activated topology at time t
G(t)=


G1, if t mod 2 ∈ [0, 0.5)
G2, if t mod 2 ∈ [0.5, 1)
G3, if t mod 2 ∈ [1, 2)
.
For both cases let initial states x(0) = [−1, 1.2,−3, 1.5]
T
and non-identical unknown control gains b1 = 1, b2 = −4,
b3 = −3, b4 = 6. For Case 2 let the initial condition
v(0) = [−0.2,−1, 0.2, 1]
T
. The proposed control laws (5),
(6) and (11), (12) are employed with parameters λ1 = 0.4,
λ2 = 0.2, ρ = 0.55. Simulation results are shown in Fig. 3-4
for Case 1, and in Fig. 5-7 for Case 2, respectively. It is clear
that for both cases asymptotic consensus is achieved and all
the signals xi, vi and ui are bounded.
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Fig. 4. The control inputs ui for SI agents (i = 1, . . . , 4)
V. CONCLUSION
We present a method to solve the consensus problem for
agents with non-identical unknown control directions under
unbalanced and switching topologies. A new class of nonlinear
PI based algorithms are constructed by a suitable selection of
the distributed nonlinear PI functions. It has been rigorously
proven that the consensus of SI and DI agents with non-
identical unknown control directions can be achieved under
switching topologies having a jointly strongly connected basis
or a strongly connected and fixed graph.
APPENDIX A
PROOF OF LEMMA 3
Proof. Assume the opposite. Then, for some sufficiently small
ǫ > 0 there exists a sequence of times {Tσ}
∞
σ=1 with
limσ→∞ Tσ = +∞ such that |f˙(Tσ)| > ǫ for all σ ∈ N.
Obviously Tσ ∈ [tj∗(σ), tj∗(σ)+1) for some j
∗(σ) ∈ I and
since tj∗(σ)+1 − tj∗(σ) > τ we have that either [Tσ, Tσ +
τ/2] ⊆ [tj∗(σ), tj∗(σ)+1) or [Tσ−τ/2, Tσ] ⊆ [tj∗(σ), tj∗(σ)+1).
Without loss of generality we assume that [Tσ, Tσ + τ/2] ⊆
[tj∗(σ), tj∗(σ)+1). Since f˙(t) is uniformly piecewise right
continuous there exists some δ(ǫ) > 0 such that
|f˙(t)− f˙(Tσ)| ≤ ǫ/2
for all t ∈ [Tσ, Tσ + δ(ǫ)] ⊂ [tj∗(σ), tj∗(σ)+1). Hence,
|f˙(t)| ≥ |f˙(Tσ)| − |f˙(t)− f˙(Tσ)| > ǫ − ǫ/2 = ǫ/2, (17)
for all t ∈ [Tσ, Tσ+δ(ǫ)]. Due to limt→∞[f(t)f˙(t)] = 0 there
exist σ¯ ∈ N+ such that
|f(t)f˙(t)| ≤
δ(ǫ)ǫ2
8
∀t ∈ [Tσ, Tσ + δ(ǫ)], ∀σ ≥ σ¯. (18)
From (17) and (18) we obtain
|f(t)| ≤
δ(ǫ)ǫ2
8|f˙(t)|
<
δ(ǫ)ǫ
4
∀t ∈ [Tσ, Tσ + δ(ǫ)], ∀σ ≥ σ¯.
(19)
Using now the mean value theorem we have
f(Tσ + δ(ǫ)) = f(Tσ) + δ(ǫ)f˙(Tσ + θδ(ǫ))
∣∣
θ∈(0,1)
. (20)
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Fig. 6. The velocities vi for DI agents (i = 1, . . . , 4)
Combining (18), (19) and (20) we result in
|f(Tσ + δ(ǫ))| > δ(ǫ)
∣∣∣f˙(Tσ + θδ(ǫ))∣∣θ∈(0,1)
∣∣∣− |f(Tσ)|
>
δ(ǫ)ǫ
2
−
δ(ǫ)ǫ
4
=
δ(ǫ)ǫ
4
which is a contradiction to (19). This completes the proof.
APPENDIX B
PROOF OF LEMMA 4
Proof. Since the nodes of the basis bicomponent Gb do not
receive information from the remaining graph nodes, we have
that aim,k = 0 for all k 6= i1, i2, · · · , ir, m = 1, · · · , r. Thus,
the diagonal elements of the Laplacian L at the im rows are∑r
n=1 aim,in . Due to this property, deleting all other rows
and columns we obtain the matrix Lr which is the Laplacian
matrix that corresponds to the strongly connected subgraph
with vertices i1, · · · , ir. The rest of the proof follows from
Lemma 7.7 in [41].
APPENDIX C
PROOF OF LEMMA 5
Proof. For every time interval wherein the topology Lℓ is
activated with a basis bicomponent that involves the agents
i1, · · · , ir it holds true that ξim =
∑r
n=1 aimin(yim − yin)
and
r∑
m=1
ωmyim(t)ξim (t) =
1
2
r∑
m=1
r∑
n=1
ωmaimin(yim − yin)
2
(21)
from Lemma 4. Since limt→∞ yi(t)ξi(t) = 0 and ωm > 0,
for a direct edge from im to in in the basis bicomponent
(aimin > 0), there exists some integer Nimin ∈ N+ such that
|yim(t)− yin(t)| ≤ ǫ/2(r − 1), ∀t ∈ [T
a
ℓν, T
d
ℓν ] (22)
for all integers ν ≥ Nimin . Due to strong connectivity of
the subgraph defined by all those nodes i1, · · · , ir (basis
bicomponent) there is a direct path from each im to each in
that involves up to r − 1 links. Thus, for sufficiently large
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Fig. 7. The control inputs ui for DI agents (i = 1, . . . , 4)
ν ≥ max1≤m,n≤r Nimin we then have from (22) and the
triangle inequality that
|yim(t)− yin(t)| ≤ ǫ/2 ∀t ∈ [T
a
ℓν , T
d
ℓν ] (23)
for all m,n ∈ {1, 2 · · · , r}. During the interim time intervals
there exists a finite number of switching times which is less
than or equal to ̺ := ⌊τmax/τmin⌋ − 1. Denote by τ
ℓν
1 , τ
ℓν
2 ,
· · · , τ ℓνγℓν ∈ {tj}
∞
j=1 these switching times i.e., T
d
ℓν < τ
ℓν
1 <
· · · < τ ℓνγℓν < T
a
ℓ,ν+1 with γℓν ∈ N+ such that γℓν ≤ ̺. From
the triangle inequality, for t ∈ [T dℓν, T
a
ℓ,ν+1] we have
|yiς (t)− yiς
(
T dℓν
)
| ≤|yiς (t)− yiς (τ
ℓν
̟ )|
+
̟−1∑
k=1
|yiς (τ
ℓν
k+1)− yiς (τ
ℓν
k )|
+ |yiς (τ
ℓν
1 )− yiς
(
T dℓν
)
| (24)
with τ ℓν̟ = max{τ
ℓν
β : τ
ℓν
β ≤ t , β = 1, 2, · · · , γℓν} for
all ς = 1, 2, · · · , r. Note that in each of the open intervals
(T dℓν , τ
ℓν
1 ), (τ
ℓν
i , τ
ℓν
i+1), (τ
ℓν
γℓν
, T aℓ,ν+1) xi is continuously dif-
ferentiable. Thus, from the mean value theorem we have that
|yiς (t)− yiς (τ
ℓν
̟ )| ≤ sup
τℓν
̟
<s<t
|y˙iς (s)|∆Tℓ,ν (25)
|yiς (τ
ℓν
k+1)− yiς (τ
ℓν
k )| ≤ sup
τℓν
k
<s<τℓν
k+1
|y˙iς (s)|∆Tℓ,ν ,
(k = 1, 2, · · · , ̟ − 1) (26)
|yiς (τ
ℓν
1 )− yiς
(
T dℓν
)
| ≤ sup
Td
ℓν
<s<τℓν
1
|y˙iς (s)|∆Tℓ,ν (27)
for all t ∈ [T dℓν , T
a
ℓ,ν+1], ς ∈ {1, 2 · · · , r} with ∆Tℓ,ν :=
T aℓ,ν+1 − T
d
ℓν . Since limt→∞ y˙i(t) = 0 there exists time
Tiς (ǫ) > 0 such that |y˙iς (t)| ≤ ǫ/(4(̺ + 1)τmax) for all
t ≥ Tiς (ǫ) with t 6= tj for all j ∈ N+, ς = 1, 2, · · · , r.
Then, from (24)-(27) we obtain
|yiς (t)− yiς (T
d
ℓν)| ≤
(̟ + 1)ǫ
4(̺+ 1)τmax
(T aℓ,ν+1−T
d
ℓν) ≤
ǫ
4
(28)
for all ν ∈ N+ such that T
d
ℓν ≥ Tiς (ǫ), ς ∈ {1, 2 · · · , r}. Using
now the triangle inequality with (23) and (28) for ς = m,n
we result in
|yim(t)− yin(t)| ≤|yim(t)− yim(T
d
ℓν)|
+ |yin(t)− yin(T
d
ℓν)|
+ |yim(T
d
ℓν)− yin(T
d
ℓν)| ≤ ǫ (29)
for all t ∈ [T dℓν , T
a
ℓ,ν+1] with sufficiently large ν (ν ≥
max1≤m,n≤rNimin , T
d
ℓν ≥ max{Tim(ǫ), Tin(ǫ)}). Combin-
ing (23) and (29) we arrive at
lim
t→∞
(yim(t)− yin(t)) = 0 (30)
7for every set of agents im, in which belong to a basis bi-
component of some topology. Since the switching topologies
have a jointly strongly connected basis, for every i, k ∈
{1, 2, · · · , N} there exist agents σ1, · · · , σκ such that the
pairs (i, σ1), (σ1, σ2), · · · , (σκ−1, σκ), (σκ, k) have edges
over basis bicomponents of the switching topologies. Thus,
from (30) we have that limt→∞(yi(t) − yσ1(t)) = 0,
limt→∞(yσw (t) − yσw+1(t)) = 0, (1 ≤ w ≤ κ − 1) and
limt→∞(yσκ(t)−yk(t)) = 0. If we define σ0 := i, σκ+1 := k
then
lim
t→∞
(yi(t)− yk(t)) =
κ∑
w=0
lim
t→∞
(yσw(t)− yσw+1(t)) = 0
for all i, k ∈ {1, 2, · · · , N} and the proof is completed.
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