If the system under test has multiple interfaces/ports and these are physically distributed then in testing we place a tester at each port. If these testers cannot directly communicate with one another and there is no global clock then we are testing in the distributed test architecture. If the distributed test architecture is used then there may be input sequences that cannot be applied in testing without introducing controllability problems. Additionally, observability problems can allow fault masking. In this paper we consider the situation in which the testers can apply a status message: an input that causes the system under test to identify its current state. We show how such a status message can be used in order to overcome controllability and observability problems.
Introduction
Many systems are state-based and such systems are typically specified or modelled using finite state machines (FSMs) or state-based languages such as statecharts and SDL that are based on extended finite state machines (EFSMs). Since FSM based test techniques are often used when testing from an EFSM, possibly after some transformations or abstractions have been applied [11, 12, 32] , there has been much interest in testing from FSMs. In particular, the problem of testing from an FSM has received much attention in the areas of testing protocols, reactive systems, and object-oriented systems (see, for example, [3, 13, 20] ).
In the distributed test architecture there is a remote tester at each port of the system under test (SUT), these testers cannot directly communicate with one another and there is no global clock. The use of the distributed test architecture can lead to additional controllability and observability problems (see, for example, [2, 4, 5, 7, 9, 10, 16, 17, 21, 22, 26, 28, 29, 31, 34] ). A controllability problem occurs when a tester does not know when to apply an input since it was not involved in the previous transition. Let us suppose, for example, that there are two ports U and L, the first input x 1 is to be applied at port U and is expected to lead to output at U only and this is to be followed by input x 2 at L. Then the tester at port L does not know when to apply input x 2 since it does not observe the input or output from the previous transition; there is a controllability problem. An observability problem occurs when a tester receives an output but cannot determine which input led to the SUT producing this output. Let us suppose, for example, that the first input x 1 is to be applied at port U and is expected to lead to output y U at U only and this is to be followed by input x 2 at U, which is expected to lead to output y L at L only. Then both testers observe the same behaviour if instead the input of x 1 leads to output y U at U and y L at L and the input of x 2 leads to no output: two faults mask one another in this sequence but not necessarily in other sequences. Controllability problems can lead to there being input sequences that cannot be applied in the distributed test architecture while observability problems can lead to fault masking.
It is often possible to overcome controllability and observability problems by introducing an external network through which the remote testers can communicate [4, 26] . However, the introduction of such a network can increase the cost of testing. Further, the exchange of messages through the external network introduces delays and these may be problematic if there are real-time constraints [19] . While there are test sequence generation techniques that do not require such an external network, these place restriction on the SUT and so are not generally applicable (see, for example, [5, 7, 16, 17, 27, 29, 31] ).
Sometimes an SUT has an input that leads to an output that identifies the current state of the SUT. Such an input is called a status message and may have been introduced in order to simplify testing (see, for example, [18] ). This paper considers the problem of testing in the distributed test architecture where the SUT has a status message that can be input at any port and it is known that this status message has been correctly implemented. This paper shows how, when testing from an FSM 1 , the controllability and observability problems that result from the distributed test architecture can be overcome using status messages. We investigate two types of status message. The first type leads to output being sent to every port and can be used in order to allow the testers at the separate ports to communicate via the SUT. We show that controllability and observability problems can always be overcome when there are such status messages that are know to have been implemented correctly. The notion of a status message relates to the concept of a monitor in debugging and there has been much work on the implementation of monitors with the aim of obtaining the global state of a system and achieving this in a non-invasive manner (see, for example, [1, 8, 15, 24, 35] ). Here, however, the observation of the state of the SUT is made locally and this corresponds to the second type of status message that we consider, in which the state of the system is output at the port that sent the status message. We show that such status messages cannot be used to overcome controllability and observability problems in arbitrary test sequences but can be used if we carefully choose our test sequences. We give algorithms for generating such a test sequence that achieves full fault coverage for any FSM that does not contain what we call pathological transitions. Note that since we use information about the state of the SUT, the techniques devised in this paper are not black-box and instead are gray-box.
While status messages could be implemented using monitoring systems, the inclusion of status messages can also be seen as a design for test property for distributed systems. Note that previous work such as [4, 19, 26] resolves the controllability and observability problems through the exchange of messages on an external network while we introduce a method that does not require such an external network but does require there to be correctly implemented status messages. This paper is structured as follows. Finite state machines and the distributed test architecture are described in Section 2. Section 3 shows how controllability and observability problems can be overcome using status messages that lead to output being sent to every port. Section 4 extends this to the use of status messages that lead to output being sent to one port only. Finally, in Section 5, conclusions are drawn and future work is outlined.
Preliminaries

Finite state machines
This paper considers the problem of testing an SUT that has a set of ports denoted P = {p 1 , . . . , p m }. A (deterministic and completely specified) multiport finite state machine (FSM) is denoted M = (S, X, Y, δ, λ, s 0 ) in which:
(1) S = {s 1 , . . . , s n } is a finite set of states; (2) X = X 1 ∪ . . . ∪ X m is the finite input alphabet where X i is the input alphabet for port p i and for all 1 ≤ i < j ≤ m we have that
is the finite output alphabet where − denotes null output, Y i is the output alphabet for port p i and for all
. . , y m ) denotes the element of Y with y i in position i for all 1 ≤ i ≤ m; (4) δ is the state transfer function of type S × X → S; (5) λ is the output function of type S × X → Y ; (6) s 0 ∈ S is the initial state.
In this paper we only consider deterministic completely specified multi-port FSMs and these will simply be called FSMs. Such an FSM M behaves in the following way. If it receives input x when in state s then it moves to state s ′ = δ(s, x) and outputs y = λ(s, x), defining a transition t = (s, s ′ , x/y). States s and s ′ are said to be the start and end states of t respectively and x/y is its label. The transition t is a self-loop transition if its start and end states are the same: s = s ′ .
Consider, for example, the FSM M 0 given in Figure 1 . Here there are two ports U and L, two inputs (a at port U and b at L), and two outputs (c at port U and d at port L). The labels on the arcs represent the transitions and so, for example, the arc from s 1 to s 2 with label a/(c, d) denotes the input of a in state s 1 being able to trigger a transition that leads to the output of c at U and d at L and the state becoming s 2 . This transition can be represented by the tuple (s 1 , s 2 , a/(c, d)).
Given input x ∈ X, port(x) denotes the port p i at which x is applied: port(x) = p i ⇔ x ∈ X i . Further, portno(x) denote the port number: portno(x) = i ⇔ port(x) = p i . Given an output y, ports(y) denotes the set of ports at which y is non-empty: if y = (y 1 , . . . , y m ) then ports(y) = {p i |y i = −}. Further, given a transition t = (s, s ′ , x/y), ports(t) = ports(y) ∪ {port(x)} is the set of ports involved in t. In testing we apply an input sequence, called a test sequence, to the SUT and compare the resultant input/output sequence with that defined by M. In order to reason about test effectiveness it is normal to state a fault model : a set Φ(M) of models with the property that we believe that the SUT behaves like an (unknown) element of Φ(M). A test sequencex is a checking sequence if for every N ∈ Φ(M), if N is not equivalent to M then some tester observes a failure ifx is applied to N when in its initial state. In this paper we use the fault model Φ(M) that is the set of FSMs with the same input and output alphabets 2 as M. We thus assume that the SUT behaves like an unknown FSM N = (U, X, Y, δ I , λ I , u 0 ).
If an input sequencex is applied in a state s of FSM M then there is a resultant input/output sequence that will be denoted γ M (s,x). For example, the application of aa in state s 1 of M 0 leads to the input/output sequence a/(c, d)a/(c, −). The function γ M can be defined by the following rules:
, where ǫ is the empty sequence. A function γ N of type U × X * → (X/Y ) * can be defined in a similar way for the FSM N that models the SUT. Given an input/output sequencē z = x 1 /y 1 . . . x k /y k and port p i ∈ P, π i (z) is the projection ofz produced by removing all elements ofz that are not observed at port p i , an example being π U (a/(c, d)a/(c, −)) being acac and π L (a/(c, d)a/(c, −)) being d. Thus, π i (ǫ) = ǫ and for all x ∈ X, y = (y 1 , . . . , y m ) ∈ Y andz ∈ (X/Y ) * we have that:
• If x ∈ X i and
A status message will uniquely identify the current state of the SUT and, where appropriate, give the corresponding state of M. Throughout this paper we let r denote a function that, given a state u of N, returns a label that identifies u. If u corresponds to a state s of M then r(u) = s and otherwise r(u) ∈ S is a unique label that represents u.
The presence of a status message assists in the debugging or monitoring of a system and essentially involves an external entity (a monitor) having access to the internal state of the SUT and this is typically achieved through instrumenting the code. However, this is significantly more difficult for distributed systems since each subsystem will have its own state and it is essential to combine the states of these subsystems in a manner that ensures that these local states are sampled at the same time (see, for example, [8, 24] ). This problem can sometimes be solved through the use of appropriate hardware in which specialised processers are responsible for reporting on state information [8] . It can also be achieved through middleware or an operating system or through there being a consistent set of clocks [24] , the clocks potentially being synchronized through internal communications [15] . While the problem of identifying the internal state has been studied in the context of debugging and monitoring, we show how such information can be used to overcome controllability and observability problems in testing.
Directed graphs
A directed graph G is defined by a set V of vertices and a set E of directed edges between the vertices and so A sequenceρ = e 1 . . . e k of consecutive edges,
, is a path of G and if v 1 = v k+1 thenρ is a tour. A tour of G is a Postman Tour if it contains each edge of G at least once. If each edge is given a cost then the Chinese Postman Problem (CPP) is to find a Postman Tour that has minimum cost, where the cost of a tour is the sum of the costs of the edges in the tour (see, for example, [14] ). In this paper digraphs are used to represent FSMs and so the cost of an edge will be either 1, if it represents a single transitions, or k if it represents a sequence of k transitions.
Controllability and observability problems
Let us suppose that we intend to apply the input sequence x 1 . . . x k to the SUT and M contains a pathρ whose starting state is s 0 and whose label is x 1 /y 1 . . . x k /y k . Consider the port p i at which the input x j is to be applied, 1 < j ≤ k. Then the tester at p i can only know when to send x j if either it applied the previous input x j−1 or it received output in the previous transition: p i ∈ ports(y j−1 ). If this is not the case then there is a controllability problem.
Definition 1 If M contains a pathρ whose start state is s 0 and whose label is
. We also say thatρ is synchronisable.
If the distributed test architecture is used and there are no status messages then if x 1 . . . x k is not synchronisable then it cannot be applied without causing a controllability problem. For example, in M 0 if we apply a in state s 2 then there is output only at U and so this cannot be followed by input b without causing a controllability problem since the tester at L cannot know when to apply b.
Now let us suppose that we wish to execute two consecutive transitions t = (s, s ′ , x/y) and
There is an output fault if one or more of these transitions produces the wrong output in testing. However, such an output fault may go undetected if it is masked by an output fault in the other transition. Let us suppose, for example, that t has output of y i at port p i and t ′ has output − at p i . Then if instead t produces output − at p i and t ′ produces y i at p i then the net output at p i in tt ′ is correct. Such a pair of output faults will only be detected if either the test sequence also contains at least one of t and t ′ in a context where such fault masking cannot happen or the input of t ′ is at p i and so the tester at p i knows when to stop waiting for the output y i . Such problems are captured by the following definitions.
be two consecutive transitions of M where y has output y i = − at p i ∈ P and y ′ has output − at p i . There is a forward output shifting fault if in the SUT t has output − at p i and t ′ has output y i at p i . This is a potentially undetectable forward output shifting fault if port(x ′ ) = p i .
In M 0 there is a potentially undetectable forward output shifting fault in the sequence (s 1 , s 2 , a/(c, d))(s 2 , s 3 , a/(c, −)) of transitions since neither tester would observe a difference if the first transition led to output (c, −) and the second transition led to output (c, d). This is because in each case the tester at U observes acac and the tester at L observes d. These two classes of output shifting faults capture the observability problem when testing in the distributed test architecture. While output can be shifted between two transitions that are not adjacent in a path, it has been proved that such output shifting faults cannot go undetected if there can be no potentially undetectable output shifting faults for adjacent transitions [6] .
It is important to note that while an observability problem could lead to an output fault in a transition t being masked in a given test sequence, there may be other sequences in which such a fault is not masked. Thus, an output fault masked in testing might lead to a failure in use.
In this paper we assume that the time between the SUT receiving an input and the testers receiving the resultant outputs is negligible. This avoids issues such as one message overtaking another and corresponds to the notion of a slow environment (see, for example, [23] ). See [19] for a discussion of the issues introduced when the time taken to send a message is not negligible. We also assume that the status messages have been implemented correctly.
Status messages that send output to all ports
In this section we assume that a tester at any port p i can send a status message S i and that in response the SUT will send the output status(u) = (r 1 (u), . . . , r m (u)) in which u is the current state of the SUT and for each port p j , r j (u) denotes r(u) sent to p j . In this section we first show how such a status message can be used in order to overcome controllability and observability problems. We then explain how, given a test sequencex, it is possible to add a minimum number of status messages that overcome these problems.
Overcoming controllability and observability problems
Letx = x 1 . . . x k denote an input sequence that we wish to apply to the SUT. If we follow each input x i by a status message then all testers know that x i has been applied and this allows us to overcome controllability and observability problems.
Proposition 1 Ifx = x 1 . . . x k is an input sequence then there are no controllability or observability problems when applying f 1 (x).
Proof
There are no controllability problems since the input of each value fromx is preceded by output to all ports in response to a status message. Each port p i observes a sequence in the form
denotes the response to a status message andz j denotes any input and output observed at p i as a result of the input of x j after x 1 . . . x j−1 . Thus, each tester can determine which input led to a particular observed output and so there are no observability problems.
We can thus produce a checking sequence if we add a final status message to check the end state of the last transition. 
We assume that the application of f 1 (x) followed by a status message does not lead to a failure being observed and so the expected sequence of responses to status messages and inputs is observed. It is now sufficient to prove that M and the FSM N = (U, X, Y, δ I , λ I , u 0 ) that models the SUT must be equivalent.
Recall that for state u of N, the response r(u) to a status message uniquely identifies the state of N and is s if u corresponds to state s of M.
Since
From this we can deduce that N has n states u 1 , . . . , u n such that for all 1 ≤ i ≤ n we have that r(u i ) = s i and that r is a bijection from U to S. It is now sufficient to prove that for every state u i ∈ U and input x ∈ X, λ I (u i , x) = λ(s i , x). This follows from observing that for each u i and x, x is applied in state u i in f 1 (x), no failures are observed, and by Proposition 1 there are no observability problems.
The problem of finding a checking sequence with fewest inputs is an instance of the Chinese postman problem (CPP). The CPP can be solved in low order polynomial time (see, for example, [30] ).
Optimization
We have shown how status messages can be used to overcome controllability and observability problems. We now show how a minimum number of status messages can be added tox in order to achieve this.
Given consecutive transitions t 1 and t 2 of M we can identify the conditions under which there can be controllability or observability problems in t 1 t 2 . • There is a controllability problem: port(x 2 ) ∈ ports(t 1 ).
Definition 5 Let
• There is a potentially undetectable forward output-shifting fault: ports(y 1 ) ⊆ ports(y 2 ) ∪ {port(x 2 )}.
• There is a potentially undetectable backward output-shifting fault: ports(y 2 ) ⊆ ports(y 1 ) ∪ {port(x 2 )}.
Based on this we can identify the locations where status messages are required.
Definition 6 Letx = x 1 . . . x k denote an input sequence and letρ = t 1 . . . t k denote the sequence of transitions of M whose label has input portionx. Then f 2 (ρ) is defined recursively as follows:
The use of f 2 allows us to overcome controllability and observability problems and does so while adding a minimum number of status messages. Proof Letρ = t 1 . . . t k . Proof by contradiction: assume that |x ′ | < |f 2 (ρ)|. Thus, there exists 1 < j ≤ k such that in f 2 (ρ) there is a status message between x j−1 and x j and inx ′ there is no status message between x j−1 and x j . Then, since there is a status message in f 2 (ρ) between x j−1 and x j we have that pr(t j−1 , t j ) is true. But by the definition of pr(t j−1 , t j ), there must be a controllability problem or an observability problem between t j−1 and t j , providing a contradiction as required.
We can thus augment a given test sequence with a minimum number of status messages in order to overcome any controllability or observability problems. Note, however, that in order to produce a checking sequence we will also want to check the initial state of the SUT and in order to do so we may have to add an initial status message. In addition, if we want to produce a checking sequence then we have to be careful that we have checked the final state of every transition 3 .
Consider the FSM M 0 and for state s i let t ia denote the transition from s i with input a and let t ib denote the transition from s i with input b. Then the following sequence contains every transition of M 0 .
Let us suppose that we wish to apply function f 2 to this sequence and also precede it by a status message in order to obtain a test sequence. We add status messages in order to overcome the following potential problems.
(1) A potentially undetectable backward output shifting fault for t 1b t 1a ; (2) A potentially undetectable backward output shifting fault for t 2a t 3a ;
(3) A potentially undetectable forward output shifting fault for t 1a t 2a ; (4) A controllability problems and a potentially undetectable forward output shifting fault for t 2a t 3b ; (5) A controllability problem for t 3b t 4a ; (6) A potentially undetectable backward output shifting fault for t 4a t 4b . This leads to the following test sequence. This leaves two main open problems. First, there is the question of how we can produce an optimal test sequence for a given test criterion. Here, there are alternative notions of optimal such as minimizing the number of status messages used or the total length, including status messages, being minimal. A second question relates to the following observation: If we wish to apply an input sequencex that is the input portion of the label of pathρ thenρ may contain repeated transitions. Where this is the case, we may be able to eliminate some status messages from f 2 (x) if we require only that the test sequence has no controllability problems and that every transition is tested in at least one context in which there can be no observability problems. This raises the question of how we can add a minimal number of status messages in order to ensure that every transition is tested.
Status messages that send output to a single port
While status messages are often used in the testing of state-based system, a status message sent to a port p i will normally only lead to output at p i ; such messages will be called local status messages. In addition, while it should be possible to adapt monitors used in debugging to send status messages to all ports, this is not how they usually operate. Thus in this section we assume that if the status message S i is sent then the SUT will reply with the output status i (u) = (−, . . . , −, r i (u), −, . . . , −) in which u is the current state of the SUT and r i (u) denotes r(u) sent to p i . In this section we explain how such status messages can be used in order to overcome controllability and observability problems.
Overcoming controllability and observability problems
In contrast to the status messages discussed in Section 3, a tester cannot indirectly communicate with another tester through the use of a local status message. However, a tester might use local status messages in order to observe the state of the SUT and through this it can observe a change of state that resulted from a transition in which it was not involved. In this section we show how such an approach can be used in order to overcome controllability and observability problems. We assume that a tester at port p i sends local status messages sufficiently frequently so that it is guaranteed that the SUT receives a status message from p i between any two consecutive transitions 4 . Thus, if a transition occurs and this leads to a change of state then the change of state is observed by each tester, through the response to local status messages, and this is observed after the output is received from the SUT. One way of implementing this approach is to generate status reports periodically (see, for example, [24] for a discussion of such schemes) and to choose the period to be sufficiently small.
While it is well known that the presence of status messages simplifies the testing of state based systems, the type considered in this section do not necessarily overcome controllability and observability problems. Consider, for example, the FSM M 0 and the input of ba in s 1 . The first transition should lead to no change of state and so even if we use status messages the most we can observe is cac at U, bd at L and a change in state to s 2 after this. We make the same observations if instead the SUT produces b/(c, d) and then a/(c, −) and has the same state changes and so the use of status messages does not overcome an observability problem in this test sequence. In addition, consider the FSM M 1 in Figure 2 . Here the path from the initial state s 1 with label a/(c, −)b/(c, d) contains a controllability problem since the tester at L does not know when to apply b. However, since the first transition should lead to no state change, the ability of the tester at L to observe the state of the SUT cannot be used in order to overcome this controllability problem. Thus, since status sequences cannot be used to overcome controllability and observability problems in arbitrary test sequences we will have to carefully choose our test sequences in addition to using status messages.
Let us suppose that the test sequence includes the input x that should execute the transition t = (s, s ′ , x/y) with s ′ = s and local status messages are sent before and after the transition. If the correct state transfer happens then every tester is aware that this transition has occurred and otherwise a failure is noted. If no failure is observed then the tester that is to apply the next input knows when to do this even if it was not involved in t. In addition, if the previous transition also involved a state change then for each port p i the tester at p i can determine the output at p i in response to x since this output occurs between two state changes. Thus, there are no controllability or observability problems. However, this observation relies on t and the previous transition 
is an output at U and d is an output at L each leading to a change in state in M and thus does not allow us to include self-loop transitions in such sequences. We now consider such transitions. If M contains a pathological transition t and this is taken then we are in the situation in which no tester (or user/subsystem) is aware of the opportunity to change state even if such an opportunity exits. This is like a sink state and so we assume that there are no pathological transitions. It is straightforward to show that M 0 contains no pathological transitions. Ifρ is weakly synchronisable then local status messages allow us to overcome controllability problems: The tester that is to apply the input from t i+1 precedes and follows the input of x in transition t i by a local status message and if t i t i+1 is not synchronisable then the state change allows it to determine when t i has occurred.
Proposition 5 If M contains no pathological transitions then there exists a weakly synchronisable pathρ of M that contains every transition of M.
Proof
transition and where every self-loop transition t, for state s, is in a synchronisable subpath tρ t ofρ whose ending state is not s. The result thus follows.
Since we can include every transition of M in a weakly synchronisable path, we can execute every transition of M without encountering controllability problems. There remains the problem of producing such a path that does not allow the possibility of fault masking leading to output faults not being observed. This will be achieved by including the following subpaths for a selfloop transition t = (s, s, x/y) of M.
Definition 9 Given a self-loop transition t = (s, s, x/y) of M, the following define paths T 1 (t) and T 2 (t). 
If we consider the self-loop transition of M 0 we can obtain the following.
• T 1 (t 1b ) = t 4b t 1b t 1a . This sequence starts at s 4 and ends at s 2 .
• T 2 (t 1b ) = t 4b t 1a . This sequence starts at s 4 and ends at s 2 .
• T 1 (t 2b ) = t 1a t 2b t 2a . This sequence starts at s 1 and ends at s 3 .
• T 2 (t 2b ) = t 1a t 2a . This sequence starts at s 1 and ends at s 3 .
• T 1 (t 4a ) = t 3b t 4a t 4b . This sequence starts at s 3 and ends at s 1 .
• T 2 (t 4a ) = t 3b t 4b . This sequence starts at s 3 and ends at s 1 . Proof First, observe that the sequence is weakly synchronisable and so, since local status messages are being used, it can be applied without causing controllability problems.
If a transition leads to a change of state then this change of state is observed by the testers and thus an output fault in such a transition cannot be masked if it is preceded by another transition that involves a change in state.
Consider a self-loop transition t = (s, s, x/y) of M. The pathρ includes the subsequences T 1 (t) = t 1 tρ t and T 2 (t) = t 2ρt ,ρ t =ρ ′ t t ′ for a transition t ′ that is not a self-loop transition. Let u denote the state of N with r(u) = s and letx ′ denote the input portion of the label ofρ ′ t . From no tester observing a failure in response to t 2ρt , since t 2 involves a state change we can conclude that for all 1 ≤ i ≤ m we have that
. From no tester observing a failure in response to t 1 tρ t we can conclude that for all
Further, the input of x when N is in state u leads to no change in state. Thus, since x) ). Thus, from no tester observing a failure in response toρ we can conclude that the output of t is correct.
If the label ofρ labels a path in N from u 0 then we can conclude the following:
(1) the self-loop transition are correctly implemented since for each self-loop transition t,ρ contains T 1 (t) and T 2 (t). (2) the transitions of M that are not self-loops are correctly implemented since each such transition t is contained in a subsequence t ′ t ofρ for a transition t ′ that is not a self-loop transition: the observation of a state change in t ′ immediately precedes the output of t and the observation of a state change in t immediately follows the output of t.
The result thus follows.
Proposition 7 If M contains no pathological transitions then there exists a weakly synchronisable pathρ of M with input portionx such thatx is a checking sequence.
Proof
Since M has no pathological transitions, we can define subsequences T 1 (t) and T 2 (t) for each self-loop transition. The result thus follows from M being strongly connected and Proposition 6.
Checking sequence generation
We have seen that, if M has no pathological transitions and we have local status messages then there exists a checking sequence. In this section we show how such checking sequences can be produced.
Let t 1 , . . . , t k denote the self-loop transitions of M and assume that for all t i , 1 ≤ i ≤ k, a pathρ t i has been defined and thus for all 1 ≤ i ≤ k we have that t iρt i is synchronisable andρ t i ends in a transition that is not a self-loop. Then we produce a digraph G ′ = (V, E ′ ) in which V = {v 1 , . . . , v n } and E ′ = E 1 ∪E 2 where:
(1) E 1 is the set of edges that represent transitions that are not self-loops.
Thus, 
It is sufficient to find a tour of G ′ that includes every edge. 
Proof
First note that the structure of G ′ ensures that ifρ is a path of G ′ that includes an edge representing a transition t then eitherρ starts with t or in ρ the transition t is preceded by a transition that is not a self-loop. Thus, since Γ includes all of the edges of G ′ , the pathρ satisfies the conditions of Proposition 6 and so is a checking sequence.
For M 0 , using the sequences given earlier, we can obtain the directed graph shown in Figure 3 in which solid lines represent edges from E 1 and each dotted line represents two edges from E 2 .
The following is one possible resultant checking sequence. The problem of finding a lowest cost tour of G ′ , where the cost is the length of the corresponding test sequence, is an instance of the Chinese postman problem (CPP). As noted earlier, the CPP can be solved in low order polynomial time. However, this approach does not utilize potential overlap, between the subsequences used, that has been used when testing from a single-port FSM (see, for example, [25, 33] ).
Conclusions
If the system under test has multiple ports that are physically distributed then we place a tester at each port in testing. If these testers cannot directly communicate and there is no global clock then we are testing in the distributed test architecture and this introduces controllability and observability problems that cannot, in general, be overcome.
Some systems have a status message: an input that leads to the SUT replying with a message that identifies its current state. This paper has shown how a status message can be used to overcome controllability and observability problems. We have considered two types of status message. The first type can be input at any port and leads to output being sent to all ports. Such status messages can effectively be used in order for one tester to send a message to the other testers via the SUT and so it is possible for any test sequence to be augmented with such status messages in order to overcome controllability and observability problems. The second type of status message, called a local status message, can be input at any port but if it is input at a port p then the response is sent to p only. This type of status message is similar to facilities provided by monitoring systems but cannot be used to overcome controllability and observability problems in arbitrary test sequences. We have shown how a checking sequence, that is guaranteed to lead to a failure if the SUT is faulty, can be produced using such status messages.
There are a number of lines of future work. A distributed system with ports p 1 , . . . , p m might be implemented through a set of subsystems with FSM models M 1 , . . . , M m where the subsystem represented by M i interacts with the environment at port p i , 1 ≤ i ≤ m. The use of a set of communicating FSMs that run in parallel avoids the state space explosion that occurs when such models are combined. In this context, in order for a subsystem to report the global state it must know the current state of every other subsystem. It may thus be simpler to have a separate status message S i for each port p i where the message S i can be input at p i and the output produced in response to S i is the current state of M i and this is similar to the notion of compositional monitoring [35] . It is relatively straightforward to adapt the notion of weakly synchronized to this case: we require that for any two consecutive transitions tt ′ in which the input from t ′ is applied at port p i , either tt ′ is synchronisable or t leads to a change in state of the component M i . It should thus be possible to adapt the approach given in this paper, that uses local status messages in checking sequence generation, to use such status messages. In addition, previous work has looked at timing issues when testing using multiple testers that can communicate directly through an external network [19] . It would be interesting to investigate timing issues when testing using status messages since many systems have real-time constraints. However, it seems likely that similar approaches can be used in order to overcome controllability and observability problems when testing systems with real-time constraints although issues arise if there are timing constraints between events at different ports.
