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santaularia.com.1. Introducci´ on
Durante muchos a˜ nos, la literatura de estad´ ıstica y econometr´ ıa ha estudiado el fen´ omeno de
relaciones espurias entre variables independientes bajo una variedad amplia de procesos genera-
dores de datos (PGDs). Una de las primeras referencias es la de Yule (1926) que encuentra una
correlaci´ on por arriba de 95% entre la proporci´ on de bodas en la Iglesia de Inglaterra del total de
bodas, y la tasa de mortalidad para los a˜ nos 1866-1911. Mas recientemente, utilizando m´ etodos
computacionales de simulaci´ on, Granger y Newbold (1974) encuentran un estad´ ıstico t signiﬁcati-
vo para el par´ ametro de la pendiente en un modelo de regresi´ on lineal simple, asumiendo caminatas
aleatorias independientes sin deriva para las variables explicativas y dependientes. Luego, la teor´ ıa
asint´ otica desarrollada por Phillips (1986) proporcion´ o una explicaci´ on te´ orica de los resultados
en el estudio experimental de Granger y Newbold (1974): el estad´ ıstico t no tiene una distribuci´ on
l´ ımite, m´ as bien diverge a inﬁnito cuando el tama˜ no de muestra aumenta, implicando que, asint´ oti-
camente, el estad´ ıstico t siempre rechazar´ ıa la (verdadera) hip´ otesis nula de no relaci´ on. La tasa
a la cual el estad´ ıstico diverge es T 1/2, de acuerdo con Phillips (1986).1 Permitiendo derivas en
la representaci´ on de caminata aleatoria para las variables dependiente y explicativa en un modelo
lineal de regresi´ on, Entorf (1997) muestra que la divergencia ocurre a una tasa T (m´ as r´ apida).
En un art´ ıculo reciente, Noriega y Ventosa-Santaul` aria (2007) muestran que el fen´ omeno de regre-
si´ on espuria es omnipresente bajo un rango amplio de combinaciones de PGDs para las variables
dependiente y explicativa.2
Para ﬁjar ideas, asuma que el inter´ es se central en probar la hip´ otesis de no relaci´ on entre dos
variables aleatorias y y x, esto es, H0 : δ = 0, en el modelo de regresi´ on lineal:
yt = α + δxt + ηt (1)
en donde el par´ ametro (desconocido) de la pendiente, δ, mide el impacto instant´ aneo sobre y de
un cambio unitario en x. La ecuaci´ on (1) representa un ejemplo para dos variables de una relaci´ on
de largo plazo (posiblemente cointegrada) que es ampliamente utilizadada en estudios emp´ ıricos
en macroeconom´ ıa. Para relaciones cointegradas, δ es interpretado como la constante de equilibrio
que liga a y con x en el largo plazo.
1En un art´ ıculo subsecuente, la teor´ ıa de representaci´ on de Phillips (1998) muestra que un proceso (determinista)
estoc´ astico con tendencia se puede representar como una combinaci´ on lineal inﬁnita de funciones determinista (es-
toc´ asticas) con tendencia con coeﬁcientes aleatorios. En tal entorno asint´ otico, los estad´ ısticos t de regresi´ on de los
coeﬁcientes ajustados divergen a una tasa T1/2.
2Otros documentos que estudian el fen´ omeno de regresi´ on espuria bajo distintos supuestos son: Marmol (1995,
1996, 1998), Cappuccio y Lubian (1997), Granger et al. (1998), Tsay y Chung (1999), Hassler (1996, 2000, 2003),
Kim, Lee y Newbold (2004), Noriega y Ventosa-Santaul` aria (2006), y Stewart (2006). Ventosa-Santaul` aria (2009)
presenta una revisi´ on de la literatura.
1Los estudios citados arriba indican que el estad´ ıstico t para probar una relaci´ on lineal entre y
y x en el modelo (1), tˆ δ, crece con el tama˜ no de muestra, rechazando as´ ı la hip´ otesis nula asint´ oti-
camente. El rechazo de esta hip´ otesis cuando las variables son independientes es lo que se conoce
como regresi´ on espuria.
En busca de un estad´ ıstico t convergente en regresiones espurias, Sun (2004) reconoce que la
”divergencia del estad´ ıstico t usual parece ser una caracter´ ıstica deﬁnitoria de una regresi´ on espu-
ria”(p.943). Este autor muestra que tal divergencia surge de una subestimaci´ on del error est´ andar
del estimador de m´ ınimos cuadrados ordinarios (MCO), y propone un estimador alternativo, basa-
do en el estimador del error est´ andar HAC con un ancho de banda que es proporcional al tama˜ no
de la muestra. Con este estimador, el estad´ ıstico t resultante ya no diverge. Sun (2004) encuen-
tra, sin embargo, que la distribuci´ on l´ ımite del estad´ ıstico t depende de par´ ametros; en particular,
par´ ametros de memoria de los procesos fraccionales subyacentes que se asumen para las variables
dependiente y explicativa. Sun (2004) argumenta que, si bien de inter´ es te´ orico, estos resultados
tienen poca importancia pr´ actica, dado que, en general, los par´ ametros en un PGD son descono-
cidos, y, por lo tanto, no es factible llevar a cabo inferencia.
El presente documento aplica un enfoque distinto. Se propone ﬁltrar los par´ ametros mediante
MCO, as´ ı se elimina la tendencia lineal de cada variables. Despu´ es, se utilizan los residuales de
las regresiones para veriﬁcar la signiﬁcancia de la relaci´ on a trav´ es de una versi´ on reescalada del
estad´ ıstico t est´ andar. Granger y Newbold (1974) presentan un enfoque an´ alogo, argumentando,
en un contexto de estimar ecuaciones en econometr´ ıa, que “un m´ etodo que estamos considerando
recientemente es la construcci´ on de modelos de series individuales para cada variable, utilizando
los m´ etodos de Box y Jenkins (1970), por ejemplo, y despu´ es buscar relaciones entre las series
al relacionar los residuales de estos modelos individuales.”(pp. 117-118). Adem´ as, argumenta que
en la construcci´ on de modelos de regresi´ on, la cantidad a explicar no es la variaci´ on en la serie
original, sino la variaci´ on en los residuales.
Utilizando teor´ ıa asint´ otica, en el presente documento se muestra que, cuando ambas variables
dependiente y explicativa siguen un proceso integrado, el estad´ ıstico t propuesto no depender´ a de
par´ ametros y no divergir´ a, salvo en el caso cuando las variables dependiente y explicativa no sean
independientes, eliminando asi el problema de regresi´ on espuria. Tambi´ en se calculan valores cr´ ıti-
cos asint´ otico y para muestras ﬁnitas, los cuales se pueden utilizar para distinguir una relaci´ on
genuina de una espuria. Los experimentos de simulaci´ on revelan que este procedimiento funciona
bien en muestras ﬁnitas.
La siguiente secci´ on introduce brevemente los tipos de PGDs analizados en el presente do-
cumento y que son ampliamente utilizados en estudios emp´ ıricos en econometr´ ıa. La Secci´ on
3 muestra c´ omo la presencia de los par´ ametros complica la inferencia est´ andar, incluso para es-
tad´ ısticos t convergentes (adecuadamente reescalados). Para superar dicho problema, en la Secci´ on
24 se introduce el enfoque descrito antes para probar si existe una relaci´ on estad´ ıstica en un modelo
de regresi´ on simple, que resulta en distribuciones convergentes y pivotales del estad´ ıstico t, per-
mitiendo as´ ı inferencia asint´ otica. La Secci´ on 5 presenta experimentos Monte Carlo que reportan
las propiedades de nivel y de potencia del procedimiento de prueba propuesto. En la Secci´ on 6, se
presentan varias aplicaciones emp´ ıricas de dicho procedimiento. Los autores encuentran que, por
ejemplo, la alta correlaci´ on estad´ ıstica entre bodas y mortalidad encontrada por Yule (1926) es,
en efecto, espuria, una vez que se aplique el procedimiento de ﬁltrar propuesto. La ´ ultima secci´ on
presenta las conclusiones.
2. Mecanismos de tendencia en el PGD
Se considera el siguiente modelo de regresi´ on, estimado por MCO:
yt = ˆ α + ˆ δxt + ˆ ηt, (2)
utilizado como veh´ ıculo para probar la hip´ otesis nula H0 : δ = 0. Note que la naturaleza del meca-
nismo de tendencia en las variables dependiente y explicativa no es conocida a priori. El siguiente
Cuadro resume los PGDs considerados a continuaci´ on para ambas las variables dependiente y ex-
plicativa en el modelo (2). Los PGDs en el Cuadro 1 incluyen mecanismos de tendencia estoc´ asti-
ca, los cuales se usan ampliamente en trabajos aplicados en econom´ ıa, para modelar variables tales
como el producto nominal y real, el consumo, el dinero, los precios, entre otras.
Cuadro 1
SUPUESTO. Los PGDs para z = y,x son los siguientes.
PGD Nombre Modelo
1. I(1) ∆zt = uzt
2. I(1)+deriva ∆zt = µz + uzt
3. I(2) ∆2zt = uzt
4. CI(1,1) yt = α1 + β1xt + uyt
5. CI(2,1) yt = α2 + β2xt + ξyt
6. Corr(1) yt = α3 + β3xt + ξyt
En el Cuadro 1, uyt y uxt son innovaciones independientes que obedecen del Supuesto 1 en Phillips
(1986), y ξyt =
Pt
i=1 uyi, es decir ξyt sigue un proceso I(1). El PGD 1 es una caminata aleatoria
sin deriva, mientras que PGD 2 es una caminata aleatoria con deriva, µz. PGD 3 representa un
procesos integrado con doble ra´ ız unitaria, es decir, la serie se tiene que diferenciar dos veces para
volverla estacionaria. Bajo PGD 4, se asume que xt sigue PGDs 1 o 2 y, si β1  = 0, entonces
3yt y xt est´ an cointegradas CI(1,1), seg´ un la notaci´ on de Engle y Granger (1987). En este caso,
aunque ambas variables son I(1), la combinaci´ on lineal produce errores estacionarios. Bajo PGD
5 se asume que xt sigue un proceso I(2) y si β2  = 0, entonces yt y xt est´ an cointegradas CI(2,1).
En este caso, una combinaci´ on lineal de procesos I(2) reduce el orden de integraci´ on a I(1).
Finalmente, PGD 6 corresponde al caso de xt ∼ I(1) con deriva, correlacionada con yt (asumiendo
β3  = 0), pero no est´ an cointegradas, ya que ξyt ∼ I(1). Este caso se denomina Corr(1), lo que
signiﬁca que las variables I(1) est´ an (solamente) correlacionadas .
3. La naturaleza divergente del estad´ ıstico t
En un art´ ıculo reciente, Noriega y Ventosa-Santaul` aria (2007, NVS de aqu´ ı en adelante) mos-
traron que el estad´ ıstico t (tˆ δ) en una regresi´ on espuria no tiene una distribuci´ on asint´ otica bajo una
variedad amplia de Procesos Generadores de Datos, incluyendo procesos estacionarios en tenden-
cia, procesos con una o dos ra´ ıces unitarias, procesos estacionarios en media quebrada o tendencia
quebrada, y combinaciones de estos procesos, sino diverge a inﬁnito cuando el tama˜ no de muestra
aumenta.3
Para obtener un estad´ ıstico t convergente, se deber´ ıa reescalarlo por T κ. NVS encuentran que
κ es, en general, 1/2, pero en algunos casos κ = 1, o κ = 3/2, dependiendo del comportamiento
de la tendencia de las variables dependiente y explicativa.
El Teorema 1 presenta el comportamiento asint´ otico del estad´ ıstico t (tˆ δ) de (2) para cuatro
combinaciones de PGDs en el Supuesto: 1) una caminata aleatoria sin deriva sobre una caminata
aleatoria sin deriva (llamado t1
ˆ δ), una caminata aleatoria con deriva sobre una caminata aleatoria
con deriva (t2
ˆ δ), 3) un proceso con doble ra´ ız unitaria sobre un proceso con doble ra´ ız unitaria (t3
ˆ δ),
y 4) un proceso con doble ra´ ız unitaria sobre un proceso con doble ra´ ız unitaria bajo cointegraci´ on
[CI(2,1)] (t4
ˆ δ).4 En el Teorema, convergencia en distribuci´ on y en probabilidad se denotan como
D →
y
p →, respectivamente, y Wz es un proceso Wiener est´ andar, es decir, Wz(r) se distribuye normal-
mente para cada r en [0,1]; es decir Wz(r) ∼ N(0,r). Para simpliﬁcar la notaci´ on, todos los inte-




















0 WxWy(r)dr, respectivamente. Tambi´ en, W z =
R r
0 Wz(s)ds, para s ∈ [0,1],s < r.
La demostraci´ on del Teorema 1 se muestra en el Ap´ endice.5
3Estos resultados se obtuvieron por NVS calculando el orden en probabilidad del estad´ ıstico t para todas las com-
binaciones de los PGDs considerados.
4Los resultados para el caso CI(1,1) son bien conocidos (Stock, 1987) y, por lo tanto, no se reportan en este
documento.
5Los resultados en las partes a), b), y c) del Teorema 1 conﬁrman y extienden los resultados en Noriega y Ventosa-
Santaul` aria (2007) (algunos de los cuales ya se hab´ ıan obtenido en Phillips (1986), Park y Phillips (1989), Marmol
(1995) y Entorf (1997)), ya que NVS solamente derivaron el orden en probabilidad del estad´ ıstico t y no la correspon-
4TEOREMA 1. Se considera probar la hip´ otesis nula H0 : δ = 0 en el modelo de regresi´ on (2).
a) ˆ δ1 y t1
ˆ δ denotan la estimaci´ on de MCO de δ, y de estad´ ıstico t para probar H0, respectivamente,
cuando ambas y y x siguen un proceso I(1). Entonces, cuando T → ∞,





D → (Sxy − SySx)(S1)
−1/2
b) ˆ δ2 y t2
ˆ δ denotan la estimaci´ on de MCO de δ, y de estad´ ıstico t para probar H0, respectivamente,







D → µxµy (12S2)
−1/2
c) ˆ δ3 y t3
ˆ δ denotan la estimaci´ on de MCO de δ, y de estad´ ıstico t para probar H0, respectivamente,
cuando ambas y y x siguen un proceso I(2) con deriva. Entonces, cuando T → ∞,










d) ˆ δ4 y t4
ˆ δ denotan la estimaci´ on de MCO de δ, y de estad´ ıstico t para probar H0, respectivamen-
te, cuando xt se genera por un proceso I(2) y yt por un proceso CI(2,1), como en el PGD 5.
Entonces, cuando T → ∞,
















donde Sz, Sz2, Sxy, Stz, y Si para i = 1,2...,5, son funciones del proceso Wiener deﬁnidas en el
Ap´ endice A.3.
Como se puede apreciar en el Teorema 1, el par´ ametro de la pendiente no converge hacia su
verdadero valor de cero en las primeras tres combinaciones de PGDs. Para conﬁrmar la naturaleza
espuria de la relaci´ on, note que el estad´ ıstico t diverge en todos los casos, indicando as´ ı que la
hip´ otesis nula de no relaci´ on se rechazar´ a en muestras grandes. El caso CI(2,1) de la parte d
muestra que la estimaci´ on no converge hacia su verdadero valor, β2, y su estad´ ıstico t asociado
diverge a tasa T 1/2. Adem´ as, note que cuando las variables siguen el PGD 2 (I(1) + deriva),
t´ ıpicamente el caso destacado en macroeconom´ ıa, la distribuci´ on asint´ otica normalizada no es
pivotal: ´ esta depende de los par´ ametros de deriva deterministas . Por tanto, incluso despu´ es de
utilizar un reescalamiento adecuado, no es posible realizar inferencia en este caso debido a la
presencia de par´ ametros de perturbaci´ on.
diente distribuci´ on asint´ otica, como se hace en el Teorema 1.
54. Una prueba simple para regresi´ on espuria
Al observar los resultados de la secci´ on anterior, es evidente que para el caso del proceso
de ra´ ız unitaria con deriva, incluso cuando es conocido el factor de escalamiento necesario para
que el estad´ ıstico alcance un l´ ımite bien deﬁnido, la correspondiente distribuci´ on asint´ otica no es
pivotal (no est´ a libre de par´ ametros). Proponemos en esta secci´ on un m´ etodo simple que ﬁltra los
par´ ametros de perturbaci´ on, permitiendo as´ ı inferencia asint´ otica.
El procedimiento empieza con la eliminaci´ on de la tendencia lineal de cada variable mediante
la siguiente regresi´ on de MCO:
zt = cz + bzt + εzt, t = 1,2,...,T. (3)
para z = x,y. Los residuales se deﬁnen como:
ˆ εzt = zt − ˆ cz −ˆ bzt,
utilizados para estimar la siguiente ecuaci´ on
ˆ εyt = cf + βfˆ εxt + νt. (4)
Como se puede observar, la ecuaci´ on (4) utiliza variables generadas: residuales obtenidos de
la primera ronda de estimaci´ on. Pagan (1984) muestra que, cuando los regresores son residuales
de otro modelo, un estimador en dos etapas ser´ a consistente y eﬁciente, e “inferencias validas se
pueden realizar con los errores est´ andar obtenidos como resultado de una regresi´ on de segunda
etapa” (p.242).6 Adicionalmente, como comprobaron Frisch y Waugh (1933), se hubieran obteni-
dos resultados id´ enticos para la estimaci´ on de βf y su estad´ ıstico t de (4) si se hubiera utilizado el
modelo de regresi´ on (2) con un t´ ermino adicional de tendencia en el tiempo.7
Note que el inter´ es se centra ahora en probar la hip´ otesis nula de no relaci´ on entre dos variables
aleatorias sin tendencia determinista, ˆ εyt y ˆ εxt, H0 : βf = 0. La relaci´ on entre esta hip´ otesis y la
original, H0 : δ = 0, puede ser entendida a partir de los argumentos de Granger y Newbold
(1974), discutidos arriba, en el sentido que en la construcci´ on modelos de regresi´ on, la cantidad
a ser explicada no es la variaci´ on en la serie original (zt), sino la variaci´ on en la parte residual
6Sin embargo, n´ otese que este resultado se reﬁere a estimadores de modelos de regresi´ on donde solamente el re-
gresor es una variable generada. Mas a´ un, no est´ a claro si los resultados en Pagan se mantienen cuando las variables
se comportan de manera no estacionaria. En cualquier caso, los resultados asint´ oticos presentados abajo representan
una buena se˜ nal, ya que muestran que el estimador del par´ ametro basado en un modelo de variables generadas con-
verge, bajo cointegraci´ on, a su valor de equilibrio de largo plazo, conforme la muestra crece a inﬁnito, mientras que el
correspondiente estad´ ıstico t diverge, indicando correctamente la presencia de una relaci´ on de largo plazo.
7Tambi´ en, v´ ease Lovell (2008) o Greene (1997, pp. 246-247).
6(ˆ εzt). En cualquier caso, los resultados presentados abajo indican que b βf
p
→ β1 bajo cointegraci´ on
entre variables I(1), y b βf
p
→ β2 bajo cointegraci´ on entre variables I(2). En este sentido, b βf es un
estimador consistente del par´ ametro de pendiente de equilibrio de largo plazo, δ.
El siguiente teorema proporciona la teor´ ıa asint´ otica relacionada con el estimador de MCO ˆ βf,
y una versi´ on reescalada de su estad´ ıstico t asociado, T −1/2tβf, denominado τ, en la ecuaci´ on (4).
Tambi´ en se reporta el comportamiento asint´ otico del estad´ ıstico R2. Note ﬁnalmente, que en el
Teorema 2 las partes a y b (c y d) se reﬁeren a procesos I(1) (I(2)). La demostraci´ on se presenta
en el Ap´ endice.
TEOREMA 2. Considere probar la hip´ otesis nula H0 : βf = 0 en el modelo de regresi´ on (4).
El comportamiento asint´ otico (T → ∞) del estimador de MCO ˆ βf, de su estad´ ıstico t asociado,
reescalado por T 1/2, τ, y del estad´ ıstico R2 se puede representar de la siguiente manera:
a)Cuandoxt segeneraporunprocesoI(1) oI(1)+deriva,yyt segeneraporunprocesoCI(1,1),







(1 − R2) = Op (T −1)





(1 − R2) = Op (1)








(1 − R2) = Op (T −1)









(1 − R2) = Op (1)
e) Cuando xt se genera con un proceso I(1) + deriva, y yt se genera por un proceso Corr(1),






7(1 − R2) = Op (1)
donde N, D, y Qi para i = 1,2,...,6 son funciones de procesos Wiener deﬁnidas en el Ap´ endice
A.4.
El Teorema 2 proporciona resultados ´ utiles. Primero, el par´ ametro estimado de la pendiente
en el modelo de regresi´ on (4), donde se elimin´ o la tendencia, ˆ βf, converge hacia el par´ ametro de
cointegraci´ on del PGD 4 en el Supuesto, β1, cuando las variables est´ an cointegradas, como se
muestra en la parte a, implicando que el par´ ametro de cointegraci´ on ser´ a estimado consistente-
mente con el modelo de regresi´ on (4).8 Esto implica que la prueba τ propuesta es consistente ya
que est´ a construida a partir de un estimador consistente, esto es, ˆ βf
p
→ βi,i = 1,2 bajo la hip´ otesis
alternativa.
Mas a´ un, bajo cointegraci´ on, el estad´ ıstico t reescalado diverge, indicando correctamente una
relaci´ on de largo plazo, como se muestra en la parte a. Segundo, como se muestra en la parte b,
el estad´ ıstico t reescalado no diverge para procesos integrados independientes, evitando as´ ı el pro-
blema de regresi´ on espuria (asint´ otica). En adici´ on, el estad´ ıstico t converge hacia una distribuci´ on
l´ ımite pivotal. N´ otese que este resultado se mantiene sin o con deriva en el PGD. Conclusiones si-
milares se obtienen para procesos I(2), como se muestra en las partes c y d. La parte e indica que,
cuando las variables est´ an correlacionadas pero no est´ an cointegradas, la prueba no tiene potencia,
ya que τ no diverge, sino converge hacia una distribuci´ on no pivotal. Finalmente, la R2 converge
en probabilidad hacia 1, solamente cuando existe cointegraci´ on entre las variables.
En resumen, el estad´ ıstico t reescalado (τ) divergir´ a solamente cuando exista una relaci´ on de
cointegraci´ on de largo plazo entre las variables, de otro modo no aumentar´ a con el tama˜ no de
muestra.
Con base en los resultados anteriores, se propone una prueba simple que permite distinguir
entre una relaci´ on lineal verdadera entre dos variables aleatorias integradas y una relaci´ on espuria.
La prueba se basa en τ, el estad´ ıstico t reescalado por T 1/2 de βf en el modelo de regresi´ on
(4) para probar la hip´ otesis nula H0 : βf = 0. Bajo la hip´ otesis nula, las variables ﬁltradas son
asint´ oticamente linealmente independientes. Una relaci´ on verdadera ocurre cuando se rechaza la
hip´ otesis nula.
En el caso cuando las variables son independientes y siguen una combinaci´ on de procesos I(1)
e I(1) + deriva, la formula resultante (Teorema 2, parte b) muestra que la distribuci´ on asint´ otica
es pivotal, es decir, no depende de ning´ un par´ ametro. Eso implica que este procedimiento permite
inferencia a trav´ es de un estad´ ıstico pivotal adecuadamente reescalado, cuya distribuci´ on se puede
8Nelson y Kang (1981) argumentan que la din´ amica de modelos econom´ etricos estimados con variables integradas,
con tendencia eliminada inapropiadamente, puede ser un artefacto del procedimiento de eliminaci´ on de la tendencia.
N´ otese que este fen´ omeno no parece afectar la consistencia con la cual se estima el par´ ametro de la pendiente, como
se muestra en las partes a) y c) del Teorema 2.
8tabular.
Se simul´ o la expresi´ on l´ ımite para τ en el Teorema 2 (partes b y d) y se generaron valores
cr´ ıticos asint´ oticos, los cuales se reportan en el Cuadro 2 en el rengl´ on indicado por el s´ ımbolo
∞.9
Cuadro 2
VALORES CR´ ITICOS PARA LOS ESTAD´ ISTICOS t REESCALADOS
τ [caso I(1)-I(1) con y sin deriva] τ [caso I(2)-I(2)]
T 1% 5% 10% 20% 1% 5% 10% 20%
25 ±1.28 ±0.92 ±0.76 ±0.57 ±5.47 ±3.49 ±2.70 ±1.92
50 ±1.28 ±0.92 ±0.76 ±0.58 ±5.95 ±3.67 ±2.82 ±2.00
100 ±1.28 ±0.92 ±0.76 ±0.58 ±5.87 ±3.73 ±2.86 ±2.01
200 ±1.28 ±0.92 ±0.76 ±0.58 ±5.90 ±3.74 ±2.85 ±2.03
500 ±1.28 ±0.92 ±0.76 ±0.58 ±5.95 ±3.74 ±2.85 ±2.03
1,000 ±1.28 ±0.93 ±0.76 ±0.58 ±6.04 ±3.78 ±2.90 ±2.04
∞ ±1.29 ±0.93 ±0.76 ±0.58 ±6.04 ±3.79 ±2.92 ±2.06
El Cuadro 2 reporta tambi´ en valores cr´ ıticos basados en datos simulados para muestras de
tama˜ no T = 25,50,100,200, 500,1000. La parte izquierda del Cuadro 2 muestra los valores
cr´ ıticos para el estad´ ıstico t normalizado, τ, para el caso I(1) − I(1) (sin importar si las variables
tienen deriva o no), mientras que la parte derecha muestra valores criticas para el caso I(2)−I(2),
tambi´ en basados en el Teorema 2 (parte d). Cabe destacar que los valores cr´ ıticos asint´ oticos y de
muestras ﬁnitas se encuentran muy cercanos uno al otro.
Como una gu´ ıa para el uso de los valores cr´ ıticos presentados en el Cuadro 2, supongamos que
pruebas de ra´ ız unitaria (tales como las pruebas Dicker-Fuller o Ng-Perron) indujeron al investi-
gador a concluir que ambas y y x son I(1), con un tama˜ no de muestra T = 100. El uso de τ, en
conjunto con los valores cr´ ıticos en el Cuadro 2, permiten probar si existe una relaci´ on entre estas
dos variables integradas. Un valor (bajo) del estad´ ıstico que no rechaza la hip´ otesis nula (menor
que, por ejemplo, 0.92, el valor cr´ ıtico al nivel de signiﬁcancia de 5%), indicar´ a que las variables
son dos caminatas aleatorias independientes. Por otro lado, un valor alto del estad´ ıstico (mayor que
0.92) indicar´ a que las variables est´ an cointegradas.
La Gr´ aﬁca 1 muestra la distribuci´ on asint´ otica de τ para el casoI(1) + deriva (panel izquier-
do) y para el caso I(2) (panel derecho) bajo la hip´ otesis nula. Como se puede apreciar, ambas
distribuciones muestran una marcada desviaci´ on de una distribuci´ on normal.
9El n´ umero de replicaciones es 10,000 y la simulaci´ on de los movimientos Brownianos siguen a Perron (1989, p.
375). Un c´ odigo para Matlab est´ a disponible mediante una solicitud a los autores.
9Gr´ aﬁca 1
















Panel (a): τ [caso I(1)+deriva-I(1)+deriva]; Panel (b): τ [caso I(2)-I(2)]. σ2
z = 1 para z = x,y; T = 1,000, R =
10,000. Se representa una distribuci´ on normal est´ andar para la comparaci´ on (l´ ınea punteada).
4.1. Algunas extensiones
Tambi´ en, se examin´ o el caso de una regresi´ on espuria entre dos procesos estacionarios en
tendencia (ET) (v´ ease Kim, Lee y Newbold, 2004) as´ ı como combinaciones entre procesos ET
e I(d), para d = 1,2. Los resultados indican que tˆ βf converge hacia una distribuci´ on normal
est´ andar bajo la hip´ otesis nula cuando innovaciones en el PGD para ambas variables dependiente
y explicativa son iid. Sin embargo, si las innovaciones est´ an autocorrelacionadas, la distribuci´ on
l´ ımite de tˆ βf bajo la hip´ otesis nula no est´ a libre de par´ ametros. Estos resultados, los cuales todav´ ıa
son preliminares y fuera del alcance del presente documento, se reportaran mas adelante.
5. Propiedades de muestras ﬁnitas
5.1. Nivel y potencia de la prueba τ
Se calcularon tasas de rechazo del estad´ ıstico τ propuesto para probar la hip´ otesis nula H0 :
βf = 0 en la ecuaci´ on (4), utilizando los valores cr´ ıticos del Cuadro 2 con un nivel nominal
de signiﬁcancia de 5%. Las tasas de rechazo se computaron con base en datos simulados para
muestras de tama˜ no T = 50,100,200,300 y 500, utilizando los modelos del Supuesto (v´ ease el
Cuadro 1), y 10,000 replicaciones.
El Cuadro 3 muestra las tasas de rechazo de la prueba τ para distintas combinaciones de valores
de los par´ ametros, asumiendo que xt y yt se generaron como procesos independientes I(1) (Panel
10Cuadro 3
TASAS DE RECHAZO DEL ESTAD´ ISTICO DE PRUEBA τ.
Panel (a)
Relaci´ on Par´ ametros Tama˜ no de Muestra



















– 0.00 0.00 0.02 0.02 0.02 0.03 0.02
– 0.50 0.50 0.07 0.04 0.04 0.03 0.03
0.50
0.30
– 0.00 0.00 0.02 0.03 0.02 0.02 0.02
– 0.50 0.50 0.07 0.05 0.04 0.03 0.03
1.25
– 0.00 0.00 0.02 0.02 0.02 0.02 0.02
– 0.50 0.50 0.07 0.04 0.04 0.03 0.03
1.50
– 0.00 0.00 0.02 0.02 0.02 0.02 0.02
– 0.50 0.50 0.07 0.05 0.04 0.03 0.03
1.50
0.30
– 0.00 0.00 0.02 0.02 0.03 0.03 0.02
– 0.50 0.50 0.07 0.05 0.03 0.03 0.03
0.50
– 0.00 0.00 0.02 0.02 0.02 0.02 0.02
– 0.50 0.50 0.07 0.04 0.03 0.03 0.03
1.25
– 0.00 0.00 0.03 0.02 0.03 0.02 0.03
– 0.50 0.50 0.07 0.04 0.03 0.03 0.03
Panel (b)














0.00 0.00 0.01 0.10 0.41 0.65 0.91
0.50 0.50 0.03 0.62 0.92 0.99 1.00
0.30 0.50
0.30
0.00 0.00 0.02 0.10 0.40 0.65 0.91
0.50 0.50 0.28 0.61 0.93 0.99 1.00
0.50
0.00 0.00 0.24 0.62 0.94 0.99 1.00
0.50 0.50 0.74 0.96 1.00 1.00 1.00
1.25
0.00 0.00 0.99 1.00 1.00 1.00 1.00
0.50 0.50 1.00 1.00 1.00 1.00 1.00
1.50
0.00 0.00 1.00 1.00 1.00 1.00 1.00
0.50 0.50 1.00 1.00 1.00 1.00 1.00
1.75
0.00 0.00 1.00 1.00 1.00 1.00 1.00
0.50 0.50 1.00 1.00 1.00 1.00 1.00
2.00
0.00 0.00 1.00 1.00 1.00 1.00 1.00
0.50 0.50 1.00 1.00 1.00 1.00 1.00
Panel (a): xt y yt independientemente generadas por PGD (2); panel (b): xt y yt se generaron por PGD (2), y (4),
respectivamente (xt,yt ∼ CI(1,1)).
a), o procesos cointegrados (Panel b). Para estudiar el efecto sobre el nivel y la potencia de autoco-
rrelaci´ on en los disturbios de los procesos, uzt, se permite uzt = ρzuzt−1 + ηzt, para ρz = 0,0,0,5
con z = y,x, y η ∼ iidN(0,1).10 Como se puede apreciar, el nivel tiende a ser conservador para
distintos valores de T y de los par´ ametros (con excepci´ on de T = 50 y ρy = ρx = 0,5, en cuyo
caso el nivel es 0.07). En el Panel b del Cuadro 3, se observa que la potencia, en general, es alta,
salvo para tama˜ nos de muestra menores que T = 200 y valores peque˜ nos de los par´ ametros.
El Cuadro 4 muestra los resultados para el nivel y la potencia bajo el supuesto de que las
variables se generaron por un proceso I(2). El Panel a muestra que la prueba tiene el nivel correcto
para todos los valores de par´ ametros y tama˜ nos de muestra. El Panel b corresponde al caso cuando
las variables est´ an cointegradas de tal manera que una combinaci´ on lineal de dos variables I(2)
10Se asume σ2
y = σ2
x = 1 en todas las simulaciones.
11Cuadro 4
TASAS DE RECHAZO DE τ.
Panel (a)
Relaci´ on Par´ ametros Tama˜ no de Muestra
σ2
ux σ2





















– 0.00 0.00 0.05 0.05 0.05 0.05 0.05
– 0.50 0.50 0.06 0.06 0.04 0.06 0.05
1.25
– 0.00 0.00 0.04 0.04 0.05 0.05 0.05
– 0.50 0.50 0.05 0.05 0.05 0.05 0.04
1.50
– 0.00 0.00 0.05 0.05 0.05 0.05 0.04
– 0.50 0.50 0.06 0.05 0.05 0.05 0.05
1.50
0.30
– 0.00 0.00 0.05 0.05 0.05 0.05 0.06
– 0.50 0.50 0.06 0.05 0.05 0.05 0.05
0.50
– 0.00 0.00 0.05 0.05 0.05 0.05 0.05
– 0.50 0.50 0.06 0.05 0.04 0.04 0.05
1.25
– 0.00 0.00 0.05 0.05 0.05 0.05 0.05



















0.00 0.00 0.32 0.68 0.92 0.98 0.99
0.50 0.50 0.42 0.72 0.94 0.98 0.99
0.50
0.00 0.00 0.58 0.88 0.98 0.99 0.99
0.50 0.50 0.66 0.90 0.99 0.99 1.00
1.25
0.00 0.00 0.93 0.99 1.00 1.00 1.00
0.50 0.50 0.95 0.99 1.00 1.00 1.00
1.50
0.00 0.00 0.96 0.99 1.00 1.00 1.00
0.50 0.50 0.97 0.99 1.00 1.00 1.00
1.75
0.00 0.00 0.98 0.99 1.00 1.00 1.00
0.50 0.50 0.98 0.99 1.00 1.00 1.00
2.00
0.00 0.00 0.99 0.99 1.00 1.00 1.00
0.50 0.50 0.99 0.99 1.00 1.00 1.00
Panel (a): xt y yt se generaron independientemente con PGD (3); panel (b): xt y yt se generaron con PGDs (3), y (5),
respectivamente (xt,yt ∼ CI(2,1)).
es I(1), es decir, las variables est´ an CI(2,1). Como se puede apreciar, la potencia es, en general,
muy alta.11
Note que la prueba propuesta se basa en inferencia estad´ ıstica preliminar utilizada para deter-
minar si existe (o no) una ra´ ız unitaria en cada variable. Dado que esta pre-prueba puede inducir
sesgos en el nivel, se aplic´ o la correcci´ on Bonferroni. Se realizaron experimentos Monte Carlo
adicionales donde la prueba τ depende de inferencia deducida de las pruebas Dickey-Fuller apli-
cadas a las series individuales. Los resultados (no se reportan, pero est´ an disponibles mediante una
solicitud a los autores) revelan que la correcci´ on Bonferroni no parece ser necesaria, ya que las
propiedades de nivel de la prueba son casi id´ enticas que las reportadas en los Cuadros 3 y 4.
11Tambi´ en, se estudi´ o la potencia de la prueba, asumiendo que las variables son I(2) y CI(2,2), es decir, una
combinaci´ on lineal de dos variables I(2) es I(0). En este caso, la potencia tambi´ en es muy alta.
125.2. Regresi´ on espuria y cointegraci´ on
Mostramos arriba que la prueba propuesta tiene potencia para distinguir entre procesos inde-
pendientes (I) y cointegrados (CI). Para investigar este asunto m´ as a fondo, se dise˜ n´ o un expe-
rimento Monte Carlo, a trav´ es del cual se compara el desempe˜ no en muestras ﬁnitas de nuestro
estad´ ıstico τ con el desempe˜ no de pruebas est´ andar de cointegraci´ on, tales como la prueba basada
en residuales de Engle y Granger (1987), y la prueba de Johansen (1988). Para este experimento se
generaron 10,000 muestras de tama˜ nos T = 50,100,200,300 y 500 de procesos integrados (con
deriva) para yt y xt, bajo dos hip´ otesis: las variables son independientes una de la otra, y las va-
riables est´ an cointegradas. Calculamos entonces la proporci´ on de veces que se rechaza la hip´ otesis
nula H0 : βf = 0 en el modelo de regresi´ on (4) a un nivel nominal de signiﬁcancia de 5%, bajo
cada hip´ otesis.
La columna 3 en el Cuadro 5 muestra que la prueba τ arroja buenos resultados al distinguir
entreprocesosindependientesycointegrados:bajolahip´ otesisdeindependencia,latasaderechazo
es igual al nivel nominal (5%), mientras que la potencia es casi 80%, con una muestra peque˜ na
de s´ olo 50 observaciones. En el Cuadro 5, EG, Tr y Eig se reﬁeren a la prueba de Engle-Granger
(1987), la prueba de la traza de Johansen (1988) y la prueba de eigenvalores de Johansen (1988),
respectivamente. N´ otese que el desempe˜ no de las cuatro pruebas es muy similar para tama˜ nos de
muestra mayores a 100 observaciones. Si las innovaciones uzt en el PGD est´ an correlacionadas, la
columna 4 del Cuadro 5 muestra algunas distorsiones de nivel (la tasa de rechazo llega a 10% para
T = 50) y menor potencia (52%). Sin embargo, estos problemas desaparecen r´ apidamente cuando
aumenta el tama˜ no de la muestra.
Por lo tanto, se puede utilizar la prueba τ no solamente para distinguir una relaci´ on genuina
de una espuria, sino tambi´ en para distinguir entre procesos independientes y cointegrados. Puede
haber beneﬁcios al utilizar la prueba τ como prueba de cointegraci´ on, dada su relativa simplicidad:
por un lado, la prueba de Engle-Granger tiene que controlar por autorcorrelaci´ on mediante t´ ermi-
nos aumentados; por otro lado, la prueba de Johansen requiere una especiﬁcaci´ on del modelo VAR
inicial, as´ ı como una decisi´ on con respecto a la inclusi´ on de componentes deterministas.
En general, consideramos que el investigador podr´ ıa beneﬁciar al aplicar ambas pruebas, dada
su distinta naturaleza: el procedimiento EG se basa en las propiedades de los residuales, mientras
que la prueba del presente documento se basa en la estimacion e inferencia sobre un par´ ametro.
Si ambas pruebas encuentran evidencia de una relaci´ on genuina, el investigador deber´ ıa estar m´ as
seguro acerca de la validez de tal inferencia. Por otro lado, si los resultados de las pruebas no
coinciden, entonces, el investigador podr´ ıa considerarlo como evidencia de una inferencia poten-
cialmente err´ onea y, por lo tanto, deber´ ıa revisar el ejercicio emp´ ırico. Por lo tanto, el uso del
estad´ ıstico τ se podr´ ıa considerar como un prueba acompa˜ nante en un an´ alisis de cointegraci´ on,
capaz de conﬁrmar la inferencia derivada de otras pruebas o de poner en duda su validez.
13Cuadro 5
TASAS DE RECHAZO DE LAS PRUEBAS τ, ENGLE-GRANGER Y JOHANSEN.
T Caso
τ τa EG EGa Tr. Tr.a Eig. Eig.a
1 rezago; parte no det.
50
I 0.05 0.10 0.05 0.02 0.07 0.09 0.07 0.09
CI 0.78 0.52 1.00 0.33 0.99 0.28 0.99 0.26
100
I 0.05 0.09 0.05 0.02 0.06 0.07 0.06 0.07
CI 0.98 0.77 1.00 0.89 1.00 0.77 1.00 0.78
200
I 0.05 0.07 0.05 0.02 0.06 0.06 0.06 0.06
CI 0.99 0.96 1.00 0.99 1.00 0.99 1.00 0.99
300
I 0.05 0.06 0.04 0.02 0.07 0.06 0.06 0.06
CI 1.00 0.99 1.00 1.00 1.00 1.00 1.00 1.00
500
I 0.05 0.06 0.05 0.02 0.08 0.06 0.07 0.06
CI 1.00 0.99 1.00 1.00 1.00 1.00 1.00 1.00
EG: Prueba Engle-Granger; Tr/Eig: Pruebas de Traza y Valores Propios (Eigenvalues) de Johansen; a Innovaciones
siguen un proceso estacionario AR(1): uzt = 0,75uzt−1 +ǫzt; ǫzt ∼ N(0,1);  x = 0,03,  y = 0,04, βy = 0,7 (para
relaciones cointegradas), y R = 1,000.
Para ilustrar estos argumentos, se realiz´ o un experimento Monte Carlo adicional. Se genera-
ron 10,000 muestras de dos procesos I(1) independientes de tama˜ nos de muestra reportados en
la primera columna del Cuadro 6, para estudiar el comportamiento conjunto de la prueba τ y la
prueba EG. Dado que los procesos se generan independientemente uno del otro, se espera que las
pruebas no rechacen su hip´ otesis nula, es decir, no relaci´ on, y no cointegraci´ on, respectivamente.
Para veriﬁcar lo anterior, se cont´ o el porcentaje de veces que la hip´ otesis nula fue rechazada, y
estos porcentajes se presentan en la columna 2 del Cuadro 6. A nivel nominal de 5%, y asumien-
do que las pruebas son independientes, se deber´ ıa esperar que resulte algo similar a la siguiente
probabilidad
Pr(τ no rechaza H0 ∩ EG no rechaza H0 | H0 es verdad) = (1 − α)
2 = (0,95)
2 = 0,9025
Como se puede observar a partir de los valores reportados en la columna del Cuadro 6, al
parecer, las pruebas son, en efecto, independientes. Las columnas 3 y 4 reportan las estimaciones
de la siguiente probabilidad:
Pr(una prueba no rechaza H0 ∩ la otra prueba rechaza H0 | H0 es verdad) = (1 − α)α
= (0,95)0,05
= 0,0475
Seg´ un los valores reportados, se puede concluir que la probabilidad de que al menos una de las
14Cuadro 6
TASAS DE RECHAZO ERROR TIPO-I DE LAS PRUEBAS τ Y EG.
T Ambas aceptan S´ olo τ acepta S´ olo EG acepta Ambas rechazan
50 0.9061 0.0478 0.0418 0.0043
100 0.9110 0.0446 0.0405 0.0039
150 0.9047 0.0420 0.0479 0.0054
200 0.9065 0.0446 0.0441 0.0048
300 0.9048 0.0419 0.0480 0.0053
500 0.9072 0.0438 0.0431 0.0059
1,000 0.9058 0.0424 0.0473 0.0045
Nivel de las pruebas: α = 0,05. Innovaciones son ∼ iidN(0,1);  x = 0,03,  y = 0,04, y R = 10,000.
pruebas no rechace la (verdadera) hip´ otesis nula es alrededor del 95% (calculado como la suma de
las columnas 2 y 3, o 2 y 4). Finalmente, la columna 5 estima la siguiente probabilidad:
Pr(τ rechaza H0 ∩ EG rechaza H0 | H0 es verdad) = α
2 = 0,0025
que signiﬁca que es muy poco probable que ambas pruebas consigan el resultado equivocado de
rechazar la verdadera hip´ otesis nula.
Con respecto a la potencia, presentamos experimentos Monte Carlo que permiten la presencia
de autocorrelaci´ on en las innovaciones: en el Cuadro 7, las innovaciones siguen un proceso AR(1)
con el par´ ametro autorregresivo igual a 0.75. En este caso, la prueba EG tiene que incluir un rezago
de la variable dependiente como regresor adicional en la regresi´ on auxiliar. Se incluy´ o tal rezago
en la prueba EG y se comparan las tasas de rechazo de la aplicaci´ on conjunta de la prueba τ y
EG. El Cuadro 7, construido bajo la hip´ otesis alternativa de cointegraci´ on, muestra que cuando el
invetigador usa ambas pruebas con un tama˜ no de la muestra T = 100, existe una probabilidad de
93% de rechazar la hip´ otesis nula con al menos una de las pruebas (0.613+0.148+0.167), que re-
sulta mejor que 76% (0.613+0.148) o 78% (0.613+0.167), que son las probabilidades de rechazar
la hip´ otesis nula utilizando solamente el estad´ ıstico τ o la prueba EG. Al parecer, para muestras
relativamente peque˜ nas (menores a 100 observaciones), la aplicaci´ on de ambas pruebas asegura
mayor potencia. Por lo tanto, parecen existir beneﬁcios potenciales en el uso de ambas pruebas, en
lugar de solamente una de las dos pruebas.
6. Ilustraciones emp´ ıricas
En un documento frecuentemente citado, pero insuﬁcientemente le´ ıdo, (como argumenta Gran-
ger (2001), p.557), Yule (1926) discute por primera vez las correlaciones sin sentido que se en-
cuentran “entre cantidades que cambian con el tiempo, a las cuales no se les puede dar ninguna
15Cuadro 7
TASAS DE RECHAZO ERROR TIPO-II DE LAS PRUEBAS τ Y EG.
T Ambas rechazan S´ olo τ rechaza S´ olo EG rechaza Ambas aceptan
50 0.1662 0.3593 0.0977 0.3768
100 0.6131 0.1480 0.1665 0.0724
150 0.8911 0.0116 0.0951 0.0022
200 0.9627 0.0001 0.0372 0.0000
300 0.9952 0.0000 0.0048 0.0000
500 1.0000 0.0000 0.0000 0.0000
1,000 1.0000 0.0000 0.0000 0.0000
Nivel de las pruebas: α = 0,05. Innovaciones son ∼ AR(1) con ρ = 0,75;  x = 0,03,  y = 0,04, βy = 0,7 (para
relaciones cointegradas), y R = 10,000.
signiﬁcancia f´ ısica,...” (p.2). Yule (1926) ilustr´ o lo anterior, utilizando datos anuales de la propor-
ci´ on de las bodas en la Iglesia de Inglaterra del total de las bodas (por 1,000 personas) y la tasa de
mortalidad (por 1,000 personas) en Inglaterra y Gales para los a˜ nos 1866-1911.
Yule (1926) encontr´ o un coeﬁciente de correlaci´ on entre estas dos variables de 0.9512, y argu-
ment´ o que, aunque podr´ ıa ser posible que la difusi´ on del pensamiento cient´ ıﬁco y el progreso de
la ciencia pueden estar detras de la ca´ ıda de bodas y mortalidad, respectivamente, y, por lo tanto,
ser un factor com´ un que inﬂuye en ambas series, es sin embargo obvio que “la correlaci´ on sim-
plemente no tiene sentido, que no tiene signiﬁcado, que es absurdo suponer que las dos variables
en cuesti´ on est´ an causalmente, aunque indirectamente, relacionadas entre s´ ı de cualquier forma”
(p.2).
La presente secci´ on tiene dos prop´ ositos. Primero, se utilizan datos reales para ilustrar la po-
sibilidad de encontrar relaciones estad´ ısticas espurias entre las variables, las cuales, a priori, no
deber´ ıan tener una relaci´ on entre s´ ı. Las variables a estudiar son las siguientes:
1. Datos anuales (1866-1911) sobre la proporci´ on de bodas en la Iglesia de Inglaterra respecto
del total de las bodas (por 1,000 personas) en Inglaterra y Gales (bodas, de aqu´ ı en adelan-
te).12
2. Datos anuales (1866-1911) sobre la tasa de mortalidad (por 1,000 personas) en Inglaterra y
Gales (mortalidad, de aqu´ ı en adelante).13
3. Datos mensuales (1991:1-2005:12) sobre el n´ umero total de ventas de carros en los EE.UU.
(carros, de aqu´ ı en adelante).14
12Datos de las bodas en la Iglesia son de Ofﬁce for National Statistics, U.K.
(http://www.statistics.gov.uk/cci/nscl.asp?ID=7537).
13Datos para la serie de tasa de mortalidad provienen de Mitchell (1988).
14La fuente es Bureau of Economic Analysis: Ventas, Producci´ on, Exportaciones y Inventarios de Carros y Camio-
164. Datosmensuales(1991:1-2005:12)sobreeln´ umerodeasesinatosenlosEE.UU.(asesinatos,
de aqu´ ı en adelante).15
5. Datos mensuales (1991:1-2005:12) sobre la tasa de inﬂaci´ on en Brasil (infbrasil, de aqu´ ı en
adelante).16
6. Datos mensuales (1991:1-2005:12) sobre dinero en reserva de bancos comerciales y de desa-
rrollo en M´ exico (BCbancos, aqu´ ı en adelante).17
Segundo,despu´ esdemostrarquelast´ ecnicasusualesderegresi´ ondeMCOindicanlapresencia
deunarelaci´ onlineal(espuria)entrelascombinacionesdelasvariables,semuestraqueunavezque
se implemente el procedimiento propuesto, la relaci´ on estad´ ıstica desaparece, llegando al resultado
que, en nuestra opini´ on, deber´ ıa ser la inferencia correcta a priori.
Empezamos el an´ alisis emp´ ırico estudiando el orden de integraci´ on de las variables. Primero,
se sigue a Dickey y Pantula (1987) que observaron emp´ ıricamente que la probabilidad de rechazar
la hip´ otesis nula de una ra´ ız unitaria (denotada H1) contra la hip´ otesis alternativa de estaciona-
riedad (H0) aumenta con el n´ umero de ra´ ıces unitarias presentes. Para superar esta posibilidad,
utilizamos la metodolog´ ıa propuesta por Pantula (1989) que consiste en un procedimiento secuen-
cial asint´ oticamente consistente para probar la hip´ otesis nula Hr : exactamente r ra´ ıces unitarias,
contra la hip´ otesis alternativa Hr−1 : exactamente (r − 1) ra´ ıces unitarias, con r = m,...,d + 1,d,
donde m es un n´ umero m´ aximo asumido de ra´ ıces unitarias presentes en los datos, y d el verdade-
ro n´ umero de ra´ ıces unitarias presentes en los datos. Pantula sugiere que se tienen que probar las
hip´ otesis secuencialmente en el orden Hm,Hm−1,...,Hd. En el presente documento, se asume que
a priori es conocido que el n´ umero m´ aximo posible de ra´ ıces unitarias presentes en los datos es 2.
Basados en los resultados de Pantula, se realizan pruebas de ra´ ız unitaria ”hacia abajo”, iniciando
con una prueba de hip´ otesis nula H2: exactamente dos ra´ ıces unitarias (o una ra´ ız unitaria en las
primeras diferencias de los datos). Si se rechaza la hip´ otesis nula H2, entonces se prueba la hip´ ote-
sis nula H1: una ra´ ız unitaria, contra la hip´ otesis alternativa de estacionariedad, si no, se concluye
que existen dos ra´ ıces unitarias en las series.
Esteprocedimientoseimplementautilizandosietepruebas:lapruebadera´ ızunitariadeDickey-
Fuller Aumentada (v´ ease Said y Dickey (1984)), la prueba de estacionariedad KPSS18 (v´ ease
netas (miles) tomados de www.FreeLunch.com - http://www.economy.com/freelunch. El periodo de muestra (1991:1-
2005:12) abarca 180 observaciones.
15La fuente es FBI: Crime in the United States; BOC: County City Data Book, tomados de www.FreeLunch.com -
http://www.economy.com/freelunch.
16Calculado como el cambio porcentual del ´ ındice de precios al consumidor. Banco Central do Brasil.
https://www3.bcb.gov.br/sgspub/localizarseries/localizarSeries.do?method=prepararTelaLocalizarSeries
17Miles de pesos, saldo nominal. La fuente es Banco de M´ exico.
http://www.banxico.org.mx/sitioingles/billetesymonedas/estadisticas/banknotescoins/banknotescoinsincircu.htm
18En el caso de la prueba de estacionariedad KPSS, primero se prueba la hip´ otesis nula H1 contra H2, es decir, la
17Kwiatkowski, et al. (1992)), la prueba de ra´ ız unitaria de punto ´ optimo de ERS (v´ ease Elliott,
et al. (1996)) y las cuatro pruebas de ra´ ız unitaria con buenas propiedades de nivel y potencia de
Ng-Perron (v´ ease Ng y Perron (2001)). El Cuadro 8 resume las propiedades de series de tiempo de
las variables.
Como se puede concluir de este Cuadro, la mayor´ ıa de las variables siguen, al parecer, un
proceso de ra´ ız unitaria, con la excepci´ on de asesinatos, que parece ser un proceso I(2), y bodas
que algunas pruebas describen como I(1) y otras como I(2). El Cuadro 9 resume la inferencia que
resulta de aplicar las pruebas.
Utilizando varias combinaciones de estas series integradas, se examinan los resultados de re-
gresi´ on bajo dos enfoques: m´ ınimos cuadrados ordinarios lineales usando (1), y el procedimiento
propuesto en la Secci´ on 4 que utiliza τ = T −1/2tβf de la estimaci´ on de MCO de la ecuaci´ on (4)
como estad´ ıstico de prueba. El Cuadro 10 presenta los resultados.
Cuadro 8
RESULTADOS DE LAS PRUEBAS DE RA´ IZ UNITARIA
Series ADF KPSS† ERS† Ng-Perron
MZa MZt MSB MPT
∆bodas -2.03 0.83*** 3.61* -5.68 -1.67* 0.29 4.36*
bodas —– —– 15.10 —– -1.60 —– 16.11
∆mortalidad -9.48*** 0.02 3.30* -14.91*** -2.61*** 0.17** 2.11**
mortalidad -1.19 0.43*** 12.02 -7.49 -1.93 0.26 12.16
∆carros -19.41*** 0.013 0.48*** -122.74*** -7.80*** 0.06*** 0.25***
carros -1.40 75.90*** 319.00 -0.15 -0.20 1.35 338.37
∆asesinatos -0.81 147.42*** 38.05 -1.07 -0.72 0.68 22.69
asesinatos —– —– —– —– —– —– —–
∆Infbrasil -12.92*** 0.048 0.28*** -149.93*** -8.66*** 0.06*** 0.16***
Infbrasil -2.48 11.86*** 7.68 -11.93 -2.42 0.20 7.75
∆BCbancos -19.12*** 0.01 0.342*** -122.39*** -7.81*** 0.06*** 0.22***
BCbancos 0.22 119.45*** 132.67 -1.77 -0.93 0.53 50.86
***, ** y * denotan signiﬁcancia a nivel de 1%, 5% y 10% , respectivamente.
† Los estad´ ısticos reportados son los que estiman el espectro de residuos en frecuencia cero mediante MCO
(los resultados no cambian al utilizar m´ etodos MCO sin tendencia).
El valor m´ aximo de longitud de rezagos es km´ ax = int(12(T/100)1/4), v´ ease Ng y Perron (2001).
La longitud de rezagos se seleccion´ o mediante MBIC, MAIC y MHQ; salvo en la prueba de Ng-Perron donde el rezago se
seleccion´ o como en Perron y Qu (2007).
hip´ otesis nula de estacionariedad en primeras diferencias de los datos, contra la alternativa de dos ra´ ıces unitarias. Si la
hip´ otesis nula H1 se rechaza, entonces la prueba termina y se concluye que la serie tiene dos ra´ ıces unitarias. Si no se
rechaza la hip´ otesis nula, se contin´ ua probando la hip´ otesis nula de estacionariedad, H0, contra la hip´ otesis alternativa
de una ra´ ız unitaria, H1.
18Cuadro 9
ORDEN DE INTEGRACI´ ON SEG´ UN LAS PRUEBAS DE RA´ IZ UNITARIA.
Serie ADF KPSS ERS Ng-Perron
MZa MZt MSB MPT
bodas I(2) I(2) I(1) I(2) I(1) I(2) I(1)
mortalidad I(1) I(1) I(1) I(1) I(1) I(1) I(1)
carros I(1) I(1) I(1) I(1) I(1) I(1) I(1)
asesinatos I(2) I(2) I(2) I(2) I(2) I(2) I(2)
Infbrasil I(1) I(1) I(1) I(1) I(1) I(1) I(1)
BCbancos I(1) I(1) I(1) I(1) I(1) I(1) I(1)
Cuadro 10
yt xt tˆ δ τ
mortalidad bodas 23.542*** 0.477
carros Infbrasil -6.390*** -0.062
carros BCbancos 10.108*** -0.006
Infbrasil BCbancos -11.258*** -0.118
mortalidad ∆bodas 0.688 0.010
carros ∆asesinatos 2.047** -0.068
Infbrasil ∆asesinatos -0.393 0.258
BCbancos ∆asesinatos 4.424*** 0.063
***, ** y * denotan signiﬁcancia a nivel de 1%, 5% y 10%, respectivamente.
Los resultados del Cuadro 10 indican que, en casi todos los casos, la regresi´ on de MCO para
variables aparentemente independientes resultar´ a en el rechazo de la hip´ otesis nula de no relaci´ on,
llevando a uno a concluir a favor de una relaci´ on espuria. El caso de mortalidad sobre ∆bodas
sugiere que bodas es, en efecto, I(1), no I(2). Si ese fuera el caso, la aplicaci´ on del operador en
diferencias eliminar´ ıa la tendencia estoc´ astica en esta variable, es decir, ∆bodas∼ I(0). Como se
mostr´ o en Noriega y Ventosa-Santaul` aria (2007), el estad´ ıstico t no diverge si una de las variables
carece de tendencia. Por lo tanto, en este caso se concluye que la inferencia est´ andar a trav´ es de tˆ δ
en el modelo de regresi´ on (2) para estas variables indicar´ ıa un rechazo espurio de la hip´ otesis nula.
La ´ ultima columna del Cuadro 10 muestra que el procedimiento propuesto indica, como era
de esperarse, que las variables no est´ an relacionadas estad´ ısticamente, dado que el estad´ ıstico τ
no es signiﬁcativo a niveles convencionales de signiﬁcancia, utilizando valores cr´ ıticos del panel
19izquierdo del Cuadro 2.
7. Conclusiones
El presente documento ha propuesto un procedimiento simple para superar el problema de
regresi´ on espuria en un modelo de regresi´ on lineal simple cuando las variables son procesos inte-
grados. Se estudian dos casos, uno en el cual las variables dependiente y explicativa son procesos
integrados del orden uno (con y sin deriva), que es el caso m´ as com´ un en muchos estudios emp´ ıri-
cos en macroeconom´ ıa, y el otro caso donde las variables son integradas del orden dos.
En el contexto de un modelo de regresi´ on lineal simple, se conoce bien que, cuando las va-
riables dependiente y explicativa siguen un proceso I(1) con deriva, el estad´ ıstico t del par´ ametro
de la pendiente diverge, mientras que el estad´ ıstico reescalado correspondiente converge hacia una
distribuci´ on bien deﬁnida, expresada en t´ erminos de procesos Wiener, pero dependendiente de
par´ ametros (los par´ ametros de deriva). En este documento se introduce un enfoque simple basado
en ﬁltrar linealmente los datos, que resulta en un estad´ ıstico t con una distribuci´ on asint´ otica bien
deﬁnida y libre de par´ ametros (pivotal). Se tabularon la distribuci´ on asint´ otica de este estad´ ıstico y
su contraparte de muestras ﬁnitas, y se reportan los valores cr´ ıticos para varios tama˜ nos de muestra
y niveles de signiﬁcancia. Como se menciona en el art´ ıculo, el procedimiento se puede aplicar
en un solo paso, simplemente estimando el modelo de regresi´ on incluyendo una tendencia lineal
como regresor extra.
La teor´ ıa asint´ otica detr´ as del procedimiento propuesto en este documento implica que, cuando
las variables est´ an cointegradas, la prueba rechazar´ a la hip´ otesis nula de no correlaci´ on. Por otro
lado, cuando las variables son independientes, entonces, la prueba no rechazara asint´ oticamente.
Un experimento Monte Carlo revela que el estad´ ıstico de prueba propuesto en este articulo hace
un muy buen trabajo en distinguir entre variables independientes y cointegradas y, por lo tanto, se
podr´ ıa considerar como “prueba acompa˜ nante” en un an´ alisis de cointegraci´ on.
Finalmente, se aplic´ o el procedimiento propuesto al conjunto de datos de Yule (1926) sobre
tasas de bodas y mortalidad, y se encontr´ o que, al aplicar el m´ etodo propuesto en el presente do-
cumento, ya no se encuentra una relaci´ on (espuria) signiﬁcativa entre estas dos variables. Algunos
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23AP´ ENDICE A.1
La ecuaci´ on (1) se puede escribir en forma matricial y = Xβ + ε, donde y es un vector T × 1
de datos yt, X es una matriz T × 2 incluyendo una constante y datos sobre xt, y ε es un vector






















estad´ ıstico t se deﬁne por


















22 denota el segundo elemento diagonal en (X′X)−1. Mediante un c´ odigo de Mathemati-
ca 7.0, para cada combinaci´ on de PGDs en el Supuesto para y y x, se calcula el orden de magnitud
de b δ, b σ2
ε, y (X′X)
−1
22 , y, por lo tanto, se deriva el orden de magnitud de tb δ. El c´ odigo tambi´ en
permite derivar una expresi´ on para la distribuci´ on asint´ otica de tb δ. Este c´ odigo est´ a disponible en
http://dl.dropbox.com/u/1307356/SpRegTest/NVSSpRegTest1.zip
AP´ ENDICE A.2
De igual manera como en el Ap´ endice A.1, la ecuaci´ on (3) se puede escribir en forma matricial
z = Xβ +ε, donde z es un vector T ×1 de datos (zt = yt,xt), X es una matriz T ×2 que incluye
una constante y una tendencia lineal t, y ε es un vector T × 1 de residuales con media cero. El




















. Mediante un c´ odigo de Mathematica 7.0 (dispo-
nible en http://dl.dropbox.com/u/1307356/SpRegTest/NVSSpRegTest2.zip), se pueden calcular ex-
presiones anal´ ıticas para b β. Los residuales resultantes, ˆ εyt y ˆ εxt se utilizan despu´ es para estimar
24por MCO el modelo de regresi´ on (4):






N´ otese que en este caso Σˆ εzt = b cf = 0, por construcci´ on. El c´ odigo de Mathematica 7.0 resuel-
ve lo dem´ as al derivar una expresi´ on l´ ımite para b βf (y tambi´ en una expresi´ on l´ ımite para tβf). El
comportamiento de la R2 se obtiene al estudiar el comportamiento asint´ otico de la suma de cua-




t = Tˆ σ2
ν y SCT =
P
ˆ ε2
yt = Tˆ σ2
εy, las cuales se pueden obtener a partir del c´ odigo de
Mathematica 7.0.
AP´ ENDICE A.3
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