Abstract
Introduction
where the surround was composed of uncorrelated noise. In contrast, areas V3A and 87 V4 have significantly larger responses than the control for gaps up to 5.5°. These 88 areas therefore contain neural populations that integrate disparity information over 89 long distances and these populations may support long-range perceptual 90 judgements. In a second experiment, we introduced noise into the space between 91 center and surround or throughout the surround. We showed that responses in area 92 sharp gyri (the curvature changes rapidly) and smooth sulci (slowly changing surface 246 curvature), while the gray/CSF boundary is the inverse, with smooth gyri and sharp 247 sulci. In order to avoid these discontinuities, we generated a surface partway 248 between these two boundaries that has gyri and sulci with approximately equal 249 curvature. This "midgray" cortical surface consisted in a triangular tessellation ofsource space for the EEG current modeling (see the two sections below). 252
253

Visual area definition 254
rings produced Regions-of-Interest (ROIs) defined by the visual cortical areas V1, 257
V2v, V2d, V3v, V3d, V3A, and V4 in each hemisphere (Tootell and Hadjikhani 2001; 258 Wade et al. 2002) . ROIs corresponding to hMT+ were identified using low contrast 259 motion stimuli similar to those described by Huk and Heeger (2002) . 260
The Lateral Occipital Complex (LOC) was defined using a block-design fMRI 261 localizer scan. During this scan, the observers viewed blocks of images depicting 262 common objects (12s/block) alternating with blocks containing scrambled versions of 263 the same objects. The stimuli were those used in a previous study (Kourtzi and 264
Kanwisher, 2000). The regions activated by these scans included an area lying 265 between the V1/V2/V3 foveal confluence and hMT+ that we identified as LOC. This 266 definition covers almost all regions (e.g. V4d, LOC, LOp) that have previously been 267 identified as lying within object-responsive lateral occipital cortex (Kourtzi and 268
Kanwisher, 2000; Tootell and Hadjikhani, 2001) . 269
270
Forward modeling of the current source 271
272
For each subject, the EEG source space was given by his "midgray" cortical 273 surface tessellation (see above) and consisted in 20,484 regularly spaced vertices. 274
The distance between connected vertices was on average 3.7 mm, with a standard 275 vertices. Their orientations were constrained to be orthogonal to the cortical surface 277 to diminish the number of parameters to be estimated in the inverse procedure 278 (Hämäläinen et al., 1993) . The FSL toolbox (http://www.fmrib.ox.ac.uk/fsl/) was used 279 to segment from the individual T1 and T2 weighted MRI scans, contiguous volume 280 regions for the inner skull, outer skull and scalp. These MRI volumes were then 281 converted into inner skull, outer skull, and scalp surfaces (Smith 2002; Smith et al., 282 2004) that defined the boundaries between the brain/CSF and the skull, the skull and 283 the scalp, the scalp and the air. The source space, the 3D electrode locations, and 284 the individually defined boundaries were then combined using the MNE software 285 package (http://www.nmr.mgh.harvard.edu/martinos/userInfo/data/sofMNE.php) to 286 characterize the electric field propagation using a 3-compartment boundary element 287 method (BEM) (Hämäläinen and Sarvas, 1989) . The resulting forward model is linear 288 and links the activity of the 20,484 cortical sources to the voltages recorded by our 289
EEG electrodes. 290 291
Inverse modeling constrained by the visual ROIs 292 293
Cortical current density estimates of the neural responses were obtained from 294 an L2 minimum-norm inverse of the forward model described above (Hämäläinen et 295 al., 1993) . We used the definition of the visual ROIs to constrain these estimates by 296 modifying the source-covariance matrix. Our aim was to decrease the tendency of 297 the minimum-norm procedure to smooth activity over very large surfaces and across 298 different functional areas. Two modifications were applied: 1) we increased the 299 variance allowed within the visual areas by a factor of two relative to other vertices 300 
310
For each subject and condition, our inverse approach was applied to the 311 average Fourier coefficients (see the "EEG signal acquisition and preprocessing" 312 section) and led to an estimation of these coefficients for each source of the cortical 313 tessellation. Within each functionally defined ROI, the coefficients were then 314 averaged across all the sources belonging to the area. We were particularly 315 interested in their magnitude (i.e. their norm) at the odd (first and third) components 316 of the steady-state frequency (2.12 Hz and 6.36 Hz). To take into account the 317 difference of noise levels between the recordings from each of our subjects (Viallatte 318 et al., 2009), we computed the signal-to-noise ratio (SNR) and divided these values 319 by the root-mean square of the associated noise which is defined for a given 320 frequency f by the average amplitude of the two neighbor frequencies (i.e. f -δf and f 321 + δf where δf gives the frequency resolution of the Fourier analysis). The 322 corresponding SNRs are presented in decibels (20 X log 10 ). 323 324
Cross-Talk 325
the theoretical crosstalk among visual areas for a specific EEG study. Crosstalk 328 refers to the neural activity generated in other areas that is attributed to a particularsubject, we simulated the cross-talk by placing sources in one ROI and estimating 331 their contribution to other ROIs, using the same forward and inverse methods 332 From our simulations, it was apparent that there was significant crosstalk in areas V2 341 and V3 (the last two rows of the matrix). For this reason, we excluded these two ROIs 342 from our analysis and focused on V1, V3A, V4, hMT+, and the LOC. These areas are 343 more widely separated and their estimated activities are therefore more reliable. 344
Within this subset of ROIs, the biggest crosstalk comes from a V1 contribution to V3A 345 (55%), and a V3A contribution to V4 (50%). We discuss the influence of crosstalk 346 coming from other regions that were not defined using fMRI in the "Effect of the gap" 347 section of the results below. 
%%%%%% INSERT FIGURE 3 ABOUT HERE %%%%%%%%%%%% 368 369
For all subjects, performance decreased when the gap was greater than one degree. 370
Interestingly, three subjects were better for small gap values than without any 371 separation, suggesting that they were uncertain about the location of the central disk 372 in the absence of the demarcation provided by the small gap. Indeed, the edge of the 373 disk was invisible to most observers at behavioral threshold in the zero gap condition; 374 instead a central region of the disk appeared to dip slightly but at an unpredictable 375 location from trial to trial. It is well known that uncertainty can reduce sensitivity 376 uncertainty about target location, such as the small gap surrounding the disk in this 378 case, can improve sensitivity. For subjects RF and SPM, we were also able to 379 measure a threshold for the control condition (uncorrelated surround). The two other 380 subjects were unable to detect the change in disparity in the absence of the disparity 381 reference. For all four subjects, the thresholds with a gap of 5.5 deg separating the 382 disk from the correlated surround (the reference) were significantly better than the 383 thresholds for the uncorrelated noise condition, but were elevated from the best value 384 by a factor of 3 to 9, as shown by the decline in sensitivity apparent in 
%%%%%% INSERT FIGURE 4 ABOUT HERE %%%%%%%%%%%% 394 395
Over the low frequency range, the spectrum has multiple, narrow peaks that occur at 396 integer multiples of the stimulus frequency. Their amplitudes range from 3 to 20 times 397 the noise level (defined here by the amplitude at non-tagged frequencies). This result 398 demonstrates that cortical responses are clearly entrained by the steady-state 399 stimulation. The spectra also show a narrowband response at the dot refresh rate 400 (i.e. f2 = 21.25Hz). The brain is therefore also responding in a synchronous fashion 401 to the refresh of the local elements in the stimulus. When the center and surround(odd) harmonics of the disparity update rate, which we refer to as 1f1 and 3f1. The 404 introduction of a 4° deg gap strongly reduces the odd harmonic component of the 405 response. Odd harmonics are produced by asymmetries in the responses to the two 406 states of the stimulation, i.e., when the disk appears behind the surround and when it 407 merges with it in the fixation plane. These asymmetries can be explained by the 408 disparity tuning function in early visual areas. One of our previous EEG studies 409 estimated these curves at the population level in V1, LOC, V4, hMT+ and V3A and 410 found that in all these ROIs, responses increase from 0' to 16' and then go back to 411 their baseline level (Cottereau et al., 2011a) . Responses at 12' are therefore stronger 412 than those at 0', leading to an asymmetry. In the 4° gap condition, the amplitudes at 413 the odd harmonics and in the topography of the first harmonics suggest that, even 414 though the cortical activity is diminished in this condition, the response is still mainly 415 in the odd harmonics. The amplitude at the odd harmonics is therefore a good metric 416 to characterize the cortical responses to the different conditions. 417 418
Effects of the gap 419
The grand average topographic maps corresponding to the first harmonic 420 suggest that the underlying neural activity arises mainly in the parietal and occipital 421 cortex. This is confirmed by the surface-based average reconstruction (Figure 4 hand. This ANOVA supported a surround effect (p < 0.05) and also a significant 451 interaction (p < 0.01) between ROI and the nature of the surround. Post-hoc signed-452 rank tests showed that only V3A (p < 0.01) and V4 (p < 0.05) activity was significantly 453 higher than the control when averaged across all gap conditions. The possibility that 454 blurry representation of the sources responsible for the measured scalp activity; the 485 spatial resolution of this technique is poorer than fMRI measurements (see however 486
Cottereau et al., 2011b for a good match between the retinotopic reconstructions 487
obtained from the technique employed in the present study, but applied to MEG 488 imaging and fMRI estimates). Thus, the ROIs should be treated as a cortical region 489 surrounding the designed label. For example, the SNR labeled "V3A" in the graph 490 above certainly represents source activity from V3A, but it may also include additional 491 activity from adjacent areas, such as V3, V3B or V7 as well. We have estimated the 492 crosstalk among the five ROIs (see Methods) using simulations, but we did not 493 attempt to estimate crosstalk from other adjacent anatomical regions, e.g. V3B or V7, 494 since we had no rigorous way of defining them. Similarly, V4 activity may be partially 495
dependent of other ventral regions such as VO-1 or VO-2 (Brewer et al., 2005). It is 496
interesting that our simulations show that the V3A ROI receives a large amount of 497 crosstalk from V1. But our empirical results show however that activity estimated in 498 the V4 and V3A ROIs does not resemble that attributed to the V1 ROI. Although our 499 topographic maps of the cortical activity demonstrated that the disparity responses to 500 our stimuli were mainly localized in occipito-parietal regions (see e.g. figure 4 ), a 501 limitation of our approach is that it cannot characterize the responses in areas not 502 functionally defined in fMRI. Several regions located in more medial and anterior 503 EEG results also show that a surround that is located at 5.5 degrees from the 514 modulation stimulus enhances the response to disparity modulation in two extra-515 striate areas. It is thus possible that these two areas underlie the behavioural results, 516 which demonstrate the effect of a reference disparity on sensitivity. How does this 517 reference effect work? One could imagine a network of connections between any pair 518 of disparities within a 5.5 degree region. These long-range connections could encode 519 the disparity differences among all local stimuli, potentially without mutual 520 interference by 'jumping over' intervening stimuli to connect to other stimuli -521 something like an old-fashioned switchboard. It is, however, more likely that these 522 reference effects depend on spatial integration within large receptive fields that 523 integrate the responses across the surround. 524
To explore the nature of the disparity integration process, we performed 525 another experiment that tested how the V3A and V4 ROIs were integrating disparity 526 information across space. As before, the disparity of the central disk was modulated 527 over time and was surrounded by an annulus of constant disparity. However, thepresented in one of three different configurations (see diagrams in figure 6a). In two 530 conditions (C1 and C2), the annular surround was separated from the central disk by 531 a 1 deg space that was either empty (i.e. a gap) or filled with uncorrelated noise. In a 532 third condition (C3), the surround abutted the center and consisted of a mixture of 533 50% of correlated and 50% of uncorrelated dots. Because we had reduced the size 534 of the annulus to make the area between center and surround equal to the area of 535 the surround, the amount of noise in conditions C2 and C3 was proportionally the 536 same. Our hypothesis was that if V3A and V4 were performing integration over 537 space, their responses at the odd harmonics for C2 (noise between center and 538 surround) and C3 (mixed surround) should have been diminished because noise 539 would be introduced in their disparity integration. Following the same idea, the 540 comparison between odd harmonic responses to C2 and C3 should provide 541 information about the integration profile. Lower SNRs for C2 would imply that the 542 area directly surrounding the center has a bigger impact on the global integration (i.e. 543 the closer the surround, the bigger the interaction). On the other hand, equivalent 544
SNRs for these two conditions would suggest uniform integration within the receptive 545 fields of the neural population mediating these long distance interactions. 
%%%%%% INSERT FIGURE 6 ABOUT HERE %%%%%%%%%%%% 550 551
Both the V3A and V4 SNRs vary with condition, which was confirmed statistically with 552 a 2 (ROIs) x 3 (Surround nature) repeated-measures ANOVA. There were main 553 effects of condition (p < 0.01) and an interaction between condition and ROI (p < 554 signed-rank tests did not show any statistical difference in the SNR of the three 556 conditions. In the V3A ROI, the SNR for the second condition was significantly 557 weaker than that obtained for conditions 1 and 3 (p < 0.01), but the SNRs in 558 conditions 1 and 3 were not statistically different. 559
The results of this experiment show that the integration profiles are different 560 for the neural populations of the V4 and V3A ROIs. The SNRs in the V4 ROI are little 561 affected by adding noise to the surround no matter how it is distributed, although 562
having an abutting surround with no noise would undoubtedly produce a better SNR 563 than any of the three conditions tested (see 0 gap in Fig.5 ). In the V3A ROI, 564
introducing noise between the center and the surround reduces the SNR, but 565 distributing the noise throughout an abutting surround has the same effect as 566 introducing a 1 deg gap. 567
One likely explanation for these results is that the disparity-sensitive 568 populations in these two ROIs are heterogeneous, consisting of neurons with 569 variable-sized receptive fields and with different functionality. In the V4 ROI, there 570 may be many neurons with relatively small receptive fields that are sensitive to the 571 disparity difference between the center and the surround. This subset would respond 572 most strongly when the surround is abutting the modulating center. Adding a gap or 573 putting noise in the space between center and surround effectively removes this 574 group from the population response, resulting in a smaller SNR in the V4 ROI. 575
However, there must also be some neurons within this ROI with large receptive fields 576 that can respond to the disparity difference over fairly substantial distances (up to 5.5 577 deg). This group may be less numerous or less sensitive than the group with 578 relatively small receptive fields, resulting in weak, but significant, SNRs in theresponses from this group may be intrinsically noisy, so that the addition of stimulus 581 noise does not have much effect on the response. Alternatively, our recording from 582 this area may be noisier than from other areas, so that again the added stimulus 583 noise is not strong enough to exceed the inherent noise in the measurements. 584
To account for the different pattern in the V3A area, we speculate that many 585 disparity-sensitive neurons, possibly including those with large receptive fields, are 586 strongly responsive to the disparity 'edge' in our stimuli (Mendola et Human observers can detect differences in disparity over substantial 600 distances. Our psychophysical results show that our subjects' sensitivity was still 601 better when a surround was displayed 5.5° away from the central test target than 602 when it was surrounded by disparity noise. Our EEG recordings suggest that neurons 603 in or near V4 and V3A respond to disparity differences over large enough distances 604 only these two areas retained odd-harmonic responses that were larger than the 606 uncorrelated surround responses at large separations (5.5 deg) between center and 607 surround regions. It is possible that the LOC and hMT+ ROIs also contain a sub-608 population that responds to long-distance disparity differences. The response of this 609 small population may disappear in the noise of our measurements, although note that 610 the response of these two ROIs, in the absence of a gap, is about as robust as the 611 V4 ROI (see Fig 5 and to her ventral visual pathway. Although DF could make coarse judgments of absolute 627 disparity that were equal or better than normal subjects, her fine stereoacuity, based 628 on relative disparity, was significantly degraded by the damage to her ventral 629
differences (1 arcmin or less). 641
These observations are consistent with our results that suggest that V4 and 642 
