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Summary
Individuals tend to interact more strongly with nearby indi-
viduals or within particular social groups. Recent theoretical
advances have demonstrated that these within-population
relationships can have fundamental implications for ecolog-
ical and evolutionary dynamics [1–11]. In particular, contact
networks are crucial to the spread [12–14] and evolution
[8, 9, 11, 15] of disease. However, the theory remains largely
untested experimentally [16]. Here, we manipulate habitat
viscosity and thereby the frequency of local interactions in
an insect-pathogen model system in which the virus had
previously been shown to have little effect on host popula-
tion dynamics [16, 17]. At high viscosity, the pathogen
caused the collapse of dominant and otherwise stable host
generation cycles. Modeling shows that this collapse can
be explained by an increase in the frequency of intracohort
interactions relative to intercohort interactions, leading to
more disease transmission. Our work emphasizes that
spatial structure can subtly mediate intraspecific competi-
tion and the effects of natural enemies. A decrease in
dispersal in a population may actually (sometimes rather
counterintuitively) intensify the effects of parasites. Broadly,
because anthropological and environmental change often
cause changes in population mixing, our work highlights
the potential for dramatic changes in the effects of parasites
on host populations.
Results and Discussion
We investigated how spatial structure impacts on a host-para-
site interaction through the manipulation of host population
viscosity. By using an established laboratory host-parasite
model system [18, 19] consisting of the Indian meal moth Plo-
dia interpunctella and its granulosis virus larval parasite
(PiGV), we varied the degree of local interactions within exper-
imental populations. In microcosms, larvae live and move
within a food medium while adults emerge and fly above the
food; adults mix completely and cannot be infected. Typically
generational host population cycles occur [18, 20] driven by
asymmetric competition including cannibalism among larval
stages [21], although the cycles are less apparent under
poor resource conditions [22]. The virus is transmitted among
larvae through consumption of free-living virus and through
necrophagy of infected individuals. In all previous experiments
(none of which manipulated food viscosity), the virus had only
minor effects on host dynamics [18, 23].
*Correspondence: m.boots@sheffield.ac.ukWe manipulated larval population spatial structure both
with and without the virus [16]. Starting from standard
medium used in previous experiments (here called soft
food), we developed two more viscous media (here called
intermediate and hard food: see Experimental Procedures).
The effect of food viscosity on the movement rate of early
instar larvae was measured in experimental lanes. Increased
viscosity significantly reduced larval movement rate (Figure 1),
which would lead to more local interactions within the micro-
cosms. Plodia eggs are laid in batches, so increasingly local-
ized interactions were expected to lead in turn to an increase
in within-cohort interactions relative to between cohort inter-
actions. We found no effect of food viscosity on larval devel-
opment time, pupal weight, or survivorship: our manipulation
altered spatial structure without affecting individual fitness
(Figure 1).
Microcosms of the host were established with one of the
three food viscosities either in the presence (five replicates
for each food medium) or absence (three replicates for each
medium) of PiGV. Dead adult host population sizes were
recorded once a week for 40 weeks. In the absence of virus,
all host populations showed the same pattern of strong gener-
ational cycles (Figures 2 and 3). Cycling in soft-, intermediate-,
and hard-food replicates had similar and not significantly
different mean dominant periods, respectively: 38.02 (SD
1.24), 36.98 (SD 1.40), and 41.82 (SD 2.95) days (ANOVA, p =
0.057; Welch test p = 0.180). Mean adult population sizes
were, respectively, 147.72 (SD 10.62), 126.90 (SD 10.83), and
98.07 (SD 1.91); differences were significant (Welch test, p =
0.011). The soft-food values were similar to previous experi-
ments on soft food carried out over longer time periods [18,
23], demonstrating the robustness of the system. Overall,
manipulation of food viscosity in the absence of PiGV altered
population size and may have slightly altered the dominant
cycle period, but did not qualitatively change dynamics
(Figures 2 and 3).
For microcosms that included the virus, generational cycles
were again dominant in soft- and intermediate-viscosity food
(Figures 2 and 3). In line with previous results [18, 23], there
was no significant change in the dominant period of the
infected populations relative to the disease-free populations
when both fed on soft food (38.02 to 39.31 days; SD 1.24 to
0.90). Considering only soft- and intermediate-food treatments
with and without virus, two-way ANOVA revealed that interac-
tion effects and virus main effects on dominant period were not
significant (p = 0.291, 0.343, respectively): the virus did not
affect cycling for these food types. However, host dynamics
in the presence of virus in hard food were very different:
generational cycles were substantially modified and obscured
in all but one of the replicate populations (Figures 2 and 3).
A two-way ANOVA on the log power of the generational
cycle frequency revealed significant interaction effects (p =
0.013) resulting from the loss of the cycles in the hard-food
treatments with the virus. In addition there is evidence of
longer-period oscillations in all virus-present, hard-food repli-
cates (Figures 2 and 3), not present for other experimental
treatments or in previous experiments. In summary, the
virus had a qualitatively substantial effect on population
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Figure 1. The Effect of the Spatial Manipulation
The effect of food viscosity on mean distance moved (top), mean pupal
weight (bottom left), and mean development time (bottom right). Error
bars are standard errors. Increasing viscosity caused significant
change in larval dispersal distance (ANOVA on log transformed data; F2,82 =
52.86, p < 0.001). Food viscosity did not affect pupal weight (ANOVA; F2,121 =
0.22, p = 0.80), survivorship (generalized linear model with binomial errors;
F2,3 = 6.92, p = 0.13), or larval development time (F2,177 = 0.23,
p = 0.79).
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1661dynamics, but only when host movement rates were suffi-
ciently reduced.
The increased viscosity has therefore caused the parasite to
have a much stronger impact on the host population
dynamics. We know that altering the viscosity of the food
media has not affected the host growth rate of individuals
(Figure 1) and is therefore unlikely to have significantly
affected host demography. The change in dynamics is there-
fore due either to changes in parasite characteristics or to
a change in the spatial interactions between host and parasite.
The virus evolved lower infectivity in the most viscose popula-
tions (35). It would be a counterintuitive explanation, however,
that lower transmission of the parasite leads to a more
dramatic impact of the virus on host dynamics. It is likely
that the change in the mixing of the population has caused
the increased effect of the parasite on host population
dynamics. In particular, increased viscosity of the population
is likely to lead to an increase in interactions between individ-
uals of the same stage/age. Adults lay eggs in batches within
the microcosm, and as a consequence, in the more viscose
food media, individuals will be less able to move away from
individuals of the same cohort. A well developed stage-struc-
tured model [21] explains generational cycles in Plodia inter-
punctella as resulting from asymmetric competition between
young and older larvae (with cannibalism its most extreme
form) and larvae-on-egg cannibalism [21]. We now develop
this modeling approach to test whether an increase in relative
intracohort interactions is enough to explain our results.
Because we do not have good data on the actual spatial rela-
tionships within the microcosms, we do not build an explicitly
spatial model of the delay differential stage-structured
system. Rather, we model the effect of space implicitly by
altering the relative intra- to intercohort interaction rates within
the existing well-defined and parameterized modeling frame-
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Figure 2. Population Time Series
Weekly dead adult population counts ofPlodia in-
terpunctella in each microcosm under different
food-viscosity and virus treatments. Replicates
are plotted in shades of gray. Generational cycles
dominate dynamics except for hard-food, virus-
present replicates, where generational cycles
are suppressed or intermittent.
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Figure 3. Spectral Analysis of Time Series Data
Red lines are the power spectra of the experimental time series, and black lines are 50th, 75th, 95th, and 99th percentiles of power spectra for the null hypoth-
esis that data came from white noise with the same stationary distribution as data for each treatment. All replicates showed significant or marginally signif-
icant generation cycles except four hard-food, virus-present replicates. Peaks at frequency 0–0.1 cycles/week in the hard-food, virus-present replicates are
evidence of long-period oscillations (see text), which correspond to apparent long-period modulation of generational cycles, visible especially at around
week 20 in the hard-food, virus-present replicates. Qualitatively similar modulation also occurred in model simulations (Figure 4, text).
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1662Analysis of the single-species Plodia interpunctella model
shows that the possible dynamics are generational cycles,
half generational cycles, or no cycles, with the observed
generational cycles predicted in our soft-food regimen (43).
It is easy to show that increasing the strength of competition
within cohorts relative to between cohorts decreases average
population size. This process may therefore parsimoniously
explain the average population reductions seen in our virus-
free, hard-food microcosms relative to our virus-free soft-
food microcosms (Figures 3 and 4). We next developed a
host-pathogen model of our system (Supplemental Data
available online) by building on the host-only model [21]. It
is well established that early larval instars are more suscep-
tible to infection and produce fewer virus occlusion bodies
than older instars because of their smaller size [24]. We model
transmission within the susceptible larval class, with different
contact rates at the different viscosities. We find that
increasing the overall strength of competition in the host-
parasite model again reduced average population sizes but
did not lead to the collapse of generational cycles, except
at unrealistically high competition levels. This suggests that
competition alone is unlikely to have caused our results and
that the interaction with the parasite has been important.
When we increase the within-stage interactions within our
host-parasite model (Supplemental Data), we find the
collapse of generational cycles (Figure 4). When higher
viscosity leads to more interactions within a stage, which in
turn leads to higher infection rates, the breakdown of the
cohort structure and therefore the loss of the generational
cycles (Figure 4) is seen.We have shown that a change in mixing in our populations
leads to a dramatic parasite-driven change in population
dynamics. There is considerable interest in how processes
at the individual scale affect population dynamics. Here we
show that variation in spatial structure leads to group level
effects on population-scale processes mediated through
competition, stage structure, and infection. Adults moved
freely in all treatments of this study and therefore we have
demonstrated that spatial structure is important not only in
extreme spatial scenarios; subtle changes can also have
important effects. Anthropomorphic and environmental
change, habitat fragmentation, and increasing global travel
are altering mixing patterns within human and animal popu-
lations. Understanding the impact of changes in mixing on
the transmission of parasites and pathogens is particularly
important given the continued threat of infectious disease.
The world is likely to continue to get ‘‘smaller’’ and more
connected. Our results demonstrate that these changes
can lead to radically different and unexpected population
dynamics through interactions with natural enemies: a para-
site that had no effect on host population dynamics at one
level of mixing altered dynamics entirely at another level of
mixing.
More generally, our results emphasize the importance of
interactions between the environment and disease and the
central importance that spatial structure may play in ecology
and epidemiology. A decrease in dispersal in a population
through, for instance, habitat fragmentation, leading to an
increase in the relative frequency of local interactions may
intensify the effects of parasites. This is surprising because
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Figure 4. The Results from the Model
(A) Stability diagram as a function of food viscosity, r, and parasite infectivity, bS. The diagram delineates the separate dynamic regimes (GC, generation
cycles; LV + GC, mixture of Lotka-Volterra and generation cycles), highlights the region of disease persistence (H & P, disease present; H only, disease free),
and shows the amplitude of the generation-cycle component of dynamics.
(B) Example model dynamics exhibiting the transition from pure generation cycles to more complex dynamics with increasing viscosity: top, generation
cycle (GC) dynamics generated by the canonical parameter set (see Supplemental Data); middle, reduced amplitude generation cycle (GC) dynamics;
bottom, mixture of long-period Lotka-Volterra cycles and generation cycles. Densities are total numbers of living adults. A single infected larva was intro-
duced after 75 weeks (vertical dashed line), such that host dynamics in the absence of virus are exhibited in the region left of the vertical dashed lines.
(C) Power spectra of plotted model output in (B) for the adult host dynamics in the absence (left) or presence (right) of the virus. Note the increased power at
low frequencies for the hard-food, virus-present simulation, paralleling a qualitatively similar pattern of increased low-frequency power in Figure 3.
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1663increased disease impact is generally associated with greater
population dispersal. Our work also emphasizes the lack but
importance of manipulative spatial experiments in ecology
and evolution. Broadly, since anthropological and environ-
mental changes often cause changes in population mixing,
our work highlights the potential for dramatic changes in the
effects of parasites on host populations.
Experimental Procedures
Manipulation of Viscosity
Food medium of three viscosities were produced by adding water to the
standard rearing media. The standard larval medium is a 400 g HiPP organic
harvest breakfast cereal, 80 g brewers yeast, 100 ml glycerol, 100 ml organic
clear honey, 0.5 g sorbic acid (an antibacterial agent), and 0.5 g methyl para-
ben (a fungicide). Adding 60 ml of distilled water produced the intermediate-
viscosity medium used in the experiments; adding 140 ml of distilled water
produced the high-viscosity medium. A series of arenas with four lanes were
established, each 18 cm long and 4 cm wide and filled with one of the media
to a depth of 0.5 cm. Movement rates were measured by placing one first-
instar larvae at one end of each lane. Lanes were covered; movement on
top of the food or between lanes was not possible. Each 4-lane box was
placed in an aerated plastic container in an incubator at 27C 6 2C and
35% 6 5% humidity for 12 days. The media in each lane was destructively
sampled 1 cm at a time along its entire 18 cm length and the distance moved
was recorded. In total there were 30 replicate boxes used, and 40 Plodia
larvae were tested at each of the three food viscosities. Individual develop-
ment time and pupal weight on the different media was recorded in incuba-
tors set at 27C 6 2C and 35%6 5% humidity under abundant food levels
to eliminate competition effects.
Microcosms
Twenty-four populations were then established on 170 g of food in 20 3
20 cm plastic containers, with five virus-infected and three virus-freereplicates. The medium in each replicate was divided into six sections;
one section of food was replaced every week. Replicates were initiated
with 15 fifth-instar males and 15 fifth-instar females. For the virus-infected
treatments, 12 late-instar, virus-infected cadavers were also placed on
the food (two cadavers on each of the six sections). Populations were
placed in incubators at 27C 6 2C and 35% 6 5% humidity for 40 weeks.
Dead adults removed weekly and counted.
Modeling
Our model is based on the well-developed Plodia interpunctella stage-
structured models of Briggs et al. (2000) [21]. The original model, which
explains host dynamics without virus, invoked asymmetric competition
among larval cohorts as the primary mechanism maintaining generation
cycles. Our new model includes additional variables and equations to model
virus transmission within and among larval cohorts. See the Supplemental
Data for a complete description of the model. We assume that only the
smaller larval class can become infected, adding five extra parameters to
the single host model of Briggs et al. (2000) with an additional equation gov-
erning the dynamics of the small-infected larvae class, IS(t):
dISðtÞ=dt=RIS ðtÞ2DIS ðtÞ;
where
RIS ðtÞ=mSSbSISðtÞLSðtÞ
and
DIS ðtÞ=mSSISðtÞLSðtÞ+mLSISðtÞLLðtÞ+ dISðtÞ:
The terms Ls and LL are the densities of small and large larvae, respec-
tively. Parameters mSS and mLS are the per capita per individual consumption
rate of IS by LS and LL, bS is a scalar infectivity parameter describing the
linear relationship between the per capita consumption rate and the rate
of disease transmission, and d is the virus activity decay rate. One additional
term was also added to account for loss of individuals from the small larvae
class through infection.
Supplemental Data
Supplemental Data include Supplemental Experimental Procedures, two
figures, and one table and can be found with this article online at http://
www.cell.com/current-biology/supplemental/S0960-9822(09)01587-5.
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