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Abstract 
Stability analysis is considered for feedback interconnections of dead- 
zone nonlinearities with linear systems that has a neutrally stable mode. 
Such systems do not have a unique equilibrium point and the standard 
techniques from passivity and Lyapunov theory cannot be applied. A sta- 
bility criterion that generalizes the Popov criterion for this class of systems 
is derived in this report and several examples will prove its applicability. 
1 Introduction 
Stability of linear time invariant systems in feedback interconnection with var- 
ious nonlinearities have been studied extensively in the litterature, see for ex- 
ample, [l, 4, 6, 8, 91. The case when the linear system is neutrally stable and 
when the nonlinearity is in the sector [0, Ic] for some Ic > 0 is particularly hard. 
Such systems are often called critical in the absolute stability litterature. This 
term refers to the fact that such systems often are on the dividing line between 
unstable and (locally) exponentially stable systems. Neutral stability of a lin- 
ear system means that there are simple modes on imaginary axis. This is a 
common situation in control applications where the integrator in a PI regulator 
corresponds to such a neutraly stable mode. 
We will focus our attention on systems with a deadzone nonlinearity. We 
consider the simplest possible case with a single-input single-output linear time 
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Figure 1: The deadzone nonlinearity 
invariant system in a negative feedback interconnection with a deadzone non- 
linearity: 
x = A x + B u ,  x ( O ) = x ~ ,  
y = Cx, 
u = -(P(Y). 
Here A E Rnxn, B E Rnx l ,  and C E R1 X n ,  where we assume that A has a 
simple eigenvalue at the origin and that all the other eigenvalues are strictly 
in the left half plane. It is further assumed that the mode corresponding to 
the eigenvalue at  the origin is controllable and observable. This means that the 
transfer function for the linear part of the system has the form 
where G1 is stable, i.e., it has all poles strictly in the left half plane. The 
deadzone nonlinearity is defined by 
See also Figure 1. It is important to note that the origin is not a unique 
equilibrium point for the system in (1). It  is easy to see that the set of fixed 
points is {x : Ax = 0, C x  E [-I, 11). 
We will derive a stability result for the system in (1) based on a technique 
of separating the system response corresponding to the neutrally stable modes 
from the response of the stable modes. The technique has been used before 
by Yakubovich to derive Popov criteria for neutraly stable systems, see for 
example [8]. We obtain stronger results by using an additional multiplier in the 
criterion. The extra multiplier belongs to the causal subset of the multipliers in 
Zames and Falbs stability result for slope restricted nonlinearities, [lo] 
Our result can be adapted to more general situations with multi-input multi- 
output systems in feedback interconnection with perturbations consisting of, for 
example, deadzone nonlinearities and other nonlinearities in a diagonal struc- 
ture. 
Not ation 
The following notation will be used in the report: 
amax ( M )  ,amin ( M )  ,Xmax ( M ) ,  and Xmin ( M )  denotes the maximum and 
minimum singular values and eigenvalues, respectively, of a matrix M. 
L2[0, co) denotes the space of square integrable functions f : [0, oo) -+ R n ,  
with norm defined by 
The dimension n will be clear from the context. 
We use the standard notation 
2 Main Result 
The next theorem gives a stability criterion for the system in (1) .  Examples in 
Section 3 show that the multiplier H in the criterion is useful and we thus have 
an important extension of the corresponding Popov criterion. 
T h e o r e m  1. Assume that 
( i )  lim,,o sG(s)  > 0, 
( i i )  there exists E > 0 such that 
Re (1 + jwX + H(jw) ) (G( jw)  + 1)  > E ,  VW E (0, co) 
for some X 2 0 and for some strictly proper and stable transfer function 
H ( s )  with corresponding weighting function h satisfying J-mm Ih(t)ldt < 1. 
Then the solution to ( I )  is stable in the sense that 
(a )  there exists c > 0 such that Ix(t)l 5 clxol, for all (xo, t )  E R n  x R+, 
( b )  x ( t )  -+ { x :  Ax  = 0,Cx E [-l,l]) as t -+ co. 
Remark 1. Note that condition (i) of the theorem statement is necessary in 
general. For example, consider the system in (1)  when 
Hence, we have 
which satisfies (ii) when X = 0 and H E 0. However, lim,,o sG(s) = -1, and 
it can verified that the system is unstable. 
Remark 2. The theorem also holds if, for example, the deadzone nonlinearity 
saturates at  high gains. The proof is essentially the same except that the last 
part must be slightly modified. The convergence to the fixed point set will for 
the case with saturated deadzone nonlinearities typically be slower than for the 
unsaturated case considered in the report. 
Remark 3. The proof relies on the use of Lemma 1 in the appendix. This lemma 
is formulated more generally than necessary for the particular case studied in 
the report. It is useful for various extensions to multivariable cases where we 
have a critical system with many nonlinearities. 
Proof of Main Theorem 
We will for the proof of Theorem 1 transform the system in (1) such that u I+ -u 
and y I+ -y, i.e., 
The first step of the proof is to derive two integral quadratic constraints (IQCs) 
for the deadzone p. The first is the standard Popov IQC: Let X 2 0, then 
where y = X/2. For the second IQC, let H be as stated in the theorem. Then 
where 11 hill = fS$ Ih(t)ldt. Let us introduce a state space realization H(s) = 
CH(sI  - AH)-lBH, where AH is Hurwitz. Then the integral (which is noneg- 
ative by the inequality (3)) 
can be computed as (note that we have y = -Cx in (2)) 
and 
Next we note that condition (ii) in the theorem statement can be written as 
where M is defined in (6) and where 
It  is straightforward to verify that @ has the state space realization 
where it is easy to verify that CTMC, = 0 and that (A*, B*) is stabilizable. 
We also notice that condition (i) in the theorem statement gives 
iim s ( i  + As + E(sjj(-G(s) - 1) = -(I + H(0 j )  lim sG(sj = k < 0, (8j 
s--to s--to 
where we use that IH(O)I < 1. 
From (7) and (8) it follows that the conditions of Lemma 1 in the appendix 
are satisfied. For our special case the lemma implies that: 
a. there exists a nonsingular matrix T such that 
where D = Da , and CT = [I 01 , 
b. there exists a scalar P2 = -1/k > 0, 
c.  there exists a matrix PI = PIT > 0 such that the LMI (15) in the appendix 
holds. 
Let us now define the new states obtained by using T as 
where x is the state in (2) and where z is the state in (5). Furthermore, let 
and 
where u = ( ~ ( y ) ,  and where v and M are defined in (4) and (6). From the 
discussion above we know that Vz (t) > y(0) 1 2 ,  where y > 0. Finally, let 
V(t) = Vl(t) + Vz(t). Differentiation and the use of (15) in the appendix gives 
for some positive E > 0. The following conclusions can be drawn 
1. V(t) is monotonically decreasing function, i.e., V(t) < V(0) for all t 2 0. 
1 
This implies that lx(t) l 2  + lz(t) l 2  5 ---L 
Xmin (P )  (Amax (P)  + T&, (C)) 1x0 l 
for all t 2 0. 
2. Integration of (9) gives 
for all t > 0. Hence, 21, u E L2[0, m).  Furthermore, x l  = Alxl + Blu,  
which implies that also x1 E L2[0, m) .  This means that xl(t) -+ 0 as 
t -+ m ,  which in particular means that all modes in the system (2) that 
corresponds to nonzero eigenvalues converges to zero. 
We are now at  the last step of the proof. We can find a nonsingular transfor- 
mation matrix S such that 
and such that the system in (2) is transformed into 
where 21 is Hurwitz and b > 0. The fixed points of (2) and its transformed 
version above are related as {x : A x  = 0, C x  E [-I, 11) = {S-lz : zl = 0, z2 E 
[-I, I]), where zT = [zT zz] . It  follows from the second conclusion above that 
zl -+ 0 as t -+ co. Hence, the proof follows if we can show that z2 -+ [-I, 11 as 
t -+ co. 
Let 0 < E < 1 and let TI, be such that Izl(t)l 5 ~/(2a,,,(El)) for all 
t > TI,. We note that the set {z2 : lzzl 5 1 + E) is invariant when t > TI,. In 
fact, if lzzl = 1 + E, then 
since lelzll < ~ / 2  when t 2 TI,. We also know from the first conclusion above 
that 122 (TIE) I L (amax (S)K) 1x0 1 ,  where K = (Amax (P) + F;,, (C) )  /Amin (PI. 
Assuming that this is larger than 1 + ~ ,  then we have the following differential 
inequality 
d 
dt/z21 I -blzpl + b(l + ~ / 2 ) ,  when t 2 TI, and lz2(t)l > 1 + E.  
Hence, 
This implies that there exists T2, such that Iz2(Tza)l < 1 + E for all t 2 TZe In 
conclusion, we have 122 (t)l < 1 + E ,  for all t > TI, + T2,. The proof follows since 
E can be taken arbitrarily small. 
3 Examples 
We will in this section give several examples that illustrates the use of Theo- 
rem 1. In the first example we only need the Popov part in condition (ii) of the 
theorem. 
Example 1. Let us consider the case when 
which means that 
We have lim,,o sG(s) = 0.9, i.e., condition (i) of Theorem 1 is satisfied. If we 
take H = 0 and X = 1 then condition (ii) is satisfied, see Figure 2. In Figure 3 
we show a simulation of the system for the case when the initial condition is 
x o =  [o 1 -51. 
Figure 2: The solid line shows the Nyquist curve of G(s) + 1, which is not 
strictly in the right half plane. The dashed line shows the Nyqist curve of 
(1 + s)(G(s) + I ) ,  which is strictly in the right half plane. Hence, condition (ii) 
of Theorem 1 holds. 
Figure 3: Simulation of the system in (1) when the system matrices are as in (10) 
and when the initial condition is as stated above. The solid line corresponds to 
y and the dashed line corresponds to u. 
Figure 4: The solid line shows the Nyquist curve of G(s) + 1, which is not 
strictly in the right half plane. The dashed line shows the Nyqist curve of 
(1 + H(s))(G(s) + l ) ,  which is strictly in the right half plane. Hence, condition 
(ii) of Theorem 1 holds. The two Nyquist curves overlap a t  low frequencies. 
In the next example we will need to use the multiplier H. 
Example 2. For this example we let 
which means that 
We see that lim,,o sG(s) = 0.01, which means that condition (i) of Theorem 1 
is satisfied. If we take X = 0 and H(s)  = then condition (ii) is satisfied, see 
Figure 4. A simulation of the system is shown for the case when the initial 
T 
condition is xo = [0 1 -5  01 , see Figure 5 .  
In our last example we use both the Popov part and the multiplier H .  
Example 3. In this example we use 
and 
Figure 5: Simulation of the system in (1) when the system matrices are as in (11) 
and when the initial condition is as stated above. The solid line corresponds to 
y and the dashed line corresponds to u. 
Figure 6: The solid line shows the Nyquist curve of G(s) + 1, which is not 
strictly in the right half plane. The dashed line shows the Nyqist curve of 
(1 + Xs + H(s))(G(s) + I) ,  which is strictly in the right half plane. Hence, 
condition (ii) of Theorem 1 holds. 
with corresponding transfer function 
We have lim,,o sG(s) = 8.75. thus condition (i) of Theorem 1 is satisfied. 
If we take X = 0.1 and H (s) = 0.29/(s + 0.3) then condition (ii) is satisfied, 
see Figure 6. A simulation of the system is shown for the case when the initial 
T 
condition is xo = [2 0 0 0 01 , see Figure 7. 
4 Conclusions 
We have derived a stability criterion for feedback interconnections of deadzone 
nonlinearities with a linear system that has a pole at  the origin. Several numer- 
Figure 7: Simulation of the system in (1) when the system matrices are as 
in (12),(13), and when the initial condition is as stated above. The solid line 
corresponds to y and the dashed line corresponds to u. 
ical examples prove that our stability criterion gives a substantial improvement 
of the Popov criterion. 
An improvement of Theorem 1 would be to allow X to be any real number 
and H ( s )  to be noncausal. Such results are possible for the case when A is 
Hurwitz, [2]. New results by Megretski indicate that it is possible to obtain the 
desired improvement, [3]. Megretski's proof technique is different. 
Appendix: A KYP Lemma 
The following version of the Kalman-Yakubovich-Popov Lemma is a key tool 
for the proof of Theorem 1. 
Lemma 1 (KYP). Let  M = M~ and let 
A s s u m e  that  
( a )  (A ,  B)  i s  stabilizable and that  all eigenvalues of A are strictly i n  the left 
halfplane except for n, simple eigenvalues at  the origin, 
( b )  i f  x E N(A) then  x E N(CTMC),  and i f  x $! N(A) t h en  x T C T ~ C x  2 0.  
$(M) denotes the nullspace of a matr ix  M .  
T h e n  the following conditions are equivalent 
( i )  There exists E > 0 such that  
(ii) There exist matrices PI = P: E R ( ~ - ~ ~ ) ~ ( ~ - ~ ~ )  and P2 = PF E Rnsxns  
and a state space transformation such that 
(a )  in the new coordinates Q, has the representation 
(b )  PI > 0 and it satisfies the LMI 
Furthermore, 
- lim,,o saT(s)M@(s) 5 0 if and only if P2 > 0, 
- lim,,o s a T ( s ) ~ Q , ( s )  5 0 and has rank n, if and only if P2 > 0. 
In particular, if lim,,o s @ ~ ( s ) M @ ( s )  < 0, then Pz > 0. 
We need the following lemma in the proof of Lemma 1. 
Lemma 2. Assume that A, B E Rnlxn2, and that A has full row rank, i.e. 
rank(A) = nl .  Then the following statements are equivalent 
Furthermore, 
ATB + BTA 2 0 if and only if P > 0, 
. ATB + B ~ A  > 0 and has rank nl if and only if P > 0.  
In particular, if ATB + BTA > 0, then P > 0. 
Proof. (2 j 1) This implication is obvious. (1 j 2) This is proven by construc- 
tion. Let P = A$BT, where AR is the right inverse AR = AT(AAT)-I. Using 
BTA = ATB and AARA = A, we get 
which implies that PA = B ,  since AT has full column rank. Next we notice 
that 
which implies that P = PT, since A has full row rank. 
For the last part we note that the sufficiency is trivial. For the necessity we 
note that 
Hence, if 
ATB + BTA > 0, then P > 0 since A has full row rank, 
ATB + BTA > 0, then A and B must be square invertible matrices and 
it follows that P > 0, 
ATB + BTA > 0 has rank nl ,  then P must have full rank and it follows 
that P > 0. 
Proof of Lemma 1: ((i) + ( i i ) )  We notice that there must exist a state 
space transformation as stated where B2 has full row rank by the stabilizability 
asumption (a )  and where [Cl C2] MC2 = 0 and CTMCl 2 0 by condition ( b ) .  Hence, 
where 
For ji4) to hoid it is necessary that 
lim jw@(jw)*M@(jw) = D ~ M C ~ B ~  - TCTMD = 0 
w - i o  
With A = B2 and B = -C?MD it follows from Lemma 2 that this is equivalent 
with the existence of P2 E Rn8 X n a  satisfying P2 = PT, and PzBz = -C;MD. 
Furthermore, 
lim s @ ~ ( s ) M @ ( s )  = DTMC2B2 + BTCTMD 
s-10 
Thus, the positivity conditions on P2 follows from the assumptions on this 
residue and the last part of Lemma 2. The existence of a matrix PI E ~ ( ~ - ~ ~ ) ~ ( ~ - ~ s )  
satisfying the stated conditions follows from the standard version of the KYP 
Lemma, see for example [7] or [5]. Note that Pl must be positive definite since 
A1 is Hurwitz and since CFMCl > 0. 
The other direction of the proof is now straightforward. 
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