Abstract. Data integration is the process by which data from heterogeneous data sources are conceptually integrated into a single cohesive data set. In recent years agents have been increasingly used in information systems to promote performance. In this work we propose a modeling framework for agent oriented data integration to demonstrate how agents can support this process. We provide a systematic analysis of the process using real world scenarios, taken from email messages from citizens in a local government, and demonstrate two agent oriented data integration tasks, email routing and opinion analysis.
Introduction
Data integration is the process of combining two or more data sets together for sharing and analysis to support information management. Agents are autonomous, or semi-autonomous proactive and reactive computer software. Although there is a vast corpus of research of data integration, this research has little impact on the state-of-the-art in agent oriented systems. We believe this chasm can be attributed to the fact that most approaches rely on semantic reconciliation to be resolved first (probably manually), before attending to the more "technical" aspects of the integration. However, researchers and practitioners alike are coming to realize that there can be no solution to the delivery of integrated information unless the semantic heterogeneity problem is tackled head-on [20] . This research works towards this goal through the use of ontologies.
This approach of agent oriented data integration was recently adopted in QUALEG, a European Commission project aimed at increasing citizen participation in the democratic process. 1 In QUALEG, contexts are used to specify the input from citizens and then to provide services -routing emails to departments and performing opinion analysis on topics at the forefront of public debates.
We present the QUALEG approach towards agent oriented data integration. We first propose a modeling framework for agent oriented data integration. We then provide a systematic analysis of the process using real world scenarios, taken from email messages from citizens in a local government, and demonstrate two agent oriented data integration tasks, email routing and opinion analysis.
Background and Motivation

Data Integration
Data integration has become a common theme in the information technology world. As information is increasingly becoming more complex and vast and the management of information more critical, the need to ascertain data integrity and replication is key to the reliable operation of the information system.
Many techniques are employed to promote the data integration process, such as event-based software integration [1] , database schema integration [2] , Webbased information integration [11] , and semantic integration [3] . The field has seen the development of many tools, such as DIKE [21] , Clio [17] , Cupid [13] , and OntoBuilder [18] , to name a few.
Although there has been extensive research performed on data integration, the use of agents to promote this process has not been addressed adequately. This paper therefore presents an agent oriented approach to data integration.
Agents
In today's world, with the proliferation of computers, agents are necessary to promote the user's effective exploitation of software systems. Agents are used to initiate communications, monitor events, and perform tasks to assist users to understand the technically complex world. Agent concepts and techniques already appear in many information system architectures.
There are agents for accessing Web Information Systems (WIS) through Mobile Devices [22] . There are also multi-agent systems that assist individual investors with stock market investments [26] . Text mining agents for net actions have been also extensively analyzed [12] . Agents have been introduced into digital libraries, such as in University of Michigan Digital Library [4] and the ZUNO Digital Library (ZUNODL) [7] , a commercial framework for building digital libraries. In this work we propose a framework and architecture of agents for data integration.
Context and Ontology
Contexts and ontologies are defined and used in various research areas, including philosophy, artificial intelligence, information sciences, knowledge representation, object modeling, and most recently, eCommerce applications.
Context is defined as a first class object [15] . McCarthy defines a relation ist(C, P ), asserting that a proposition P is true in a context C. Previous work on contexts [24] uses metadata for semantic reconciliation. It has been proposed to use a multilevel semantic network to represent knowledge within several levels of contexts [27] . This paper employs an agent based, fully automated context recognition algorithm that uses the Internet as a knowledge base and as a basis for clustering [23] .
Ontology is defined as a world of systems [6] . Bunge in his seminal work provides a basic formalism for ontologies. Typically, ontologies are represented using a Description Logic [5, 8] , where subsumption typifies the semantic relationship between terms; or Frame Logic [10] , where a deductive inference system provides access to semi-structured data.
The realm of information science has produced an extensive body of literature and practice in ontology construction [28] , ontology management [25] , ontology learning [14, 9] , and the use of ontology in knowledge representation source [16, 19] . This paper presents a agent oriented model for the integration of data into an ontological structure. The data structures are represented by the ontology concepts. Each ontology concept represents a possible topic or a possible opinion.
Example
To illustrate agent oriented data integration, consider the following example of the local government of Saarbrücken. Example 1. Two ontology concepts in the ontology of Saarbrücken are:
}}) The set of descriptors define possible contexts with appropriate weights defining the importance of each descriptor in the context. There are also two ontology concepts that represent a positive opinion and a negative opinion. Each of these opinions can be ascribed to each of the above fields of interest.
The following email is received in the local government of Saarbrücken: Eine leerer und verwaister Festivalclub, Regen und eine lustlose Band prägten das Bild der Auftaktveranstaltung des diesjährigen Festivals.
An agent can extract the following context of the email message using the algorithm in [23] (to be described later): {{ Musik, 8 } , { Open Air, 1 }}.
An agent can map the email to the correct ontology topic which represents a field of interest and can forward the email to the correct local government representative handling this topic.
Another agent can identify the opinion of the email and store the information. This information can be statistically analyzed, integrated, and displayed as the citizens opinions on each of the fields of interest of the local government.
Model
Agents can be used to automatically extract context from a given text and then map context to ontology. We propose an agent oriented method for the management of data integration involved in automatic knowledge extraction and context-to-ontology mapping.
Context Recognition Algorithm
is a set of finite set of descriptors c ij from a domain D with appropriate weights w ij , defining the importance of c ij . For example, a context C may be a set of words (hence, D is a set of all possible character combinations) defining a document Doc, and the weights could represent the relevance of a descriptor to Doc. In classical Information Retrieval, c ij , w ij may represent the fact that the word c ij is repeated w ij times in Doc.
Several methods have been proposed in the literature for extracting context from text. One method proposed in the IR community is based on the principle of counting the number of appearances of each word in the text, assuming that the words with the highest number of appearances serve as the context. Variations on this simple mechanism involve methods for identifying the relevance of words to a domain and using methods such as stop-lists and inverse document frequency. This agent oriented model employs a context recognition algorithm that uses the Internet as a knowledge base to extract multiple contexts of a given situation, based on the streaming in text format of information that represents situations [23] . This algorithm has been extensively tested and was found to obtain similar cobtexts to those proposed by human experts. This algorithm is currently part of the QUALEG solution.
The input to the algorithm is a stream, in text format, of information. The context recognition algorithm output is a set of contexts that attempts to describe the current scenario most accurately. The set of contexts is a list of words or phrases, each describing an aspect of the scenario. The context recognition algorithm consists of the following major phases: collecting data, selecting contexts for each text, ranking the contexts, and declaring the current contexts. The phase of data collection includes parsing the text and checking it against a stoplist. To improve this process, the text can be checked against a domain-specific dictionary. The result is a list of keywords obtained from the text. The selection of the current context is based on searching the Internet for relevant documents according to these keywords and on clustering the results into possible contexts. The output of the ranking stage is the current context or a set of highest ranking contexts. The set of preliminary contexts that has the top number of references, both in number of Internet pages and in number of appearances in all the texts, is declared to be the current context.
Up to this stage, the agent has achieved a set of contexts describing the given scenario. In the next stage, the agent maps these contexts to ontology concepts to achieve the automatic data integration.
Data Integration Using Contexts and Ontologies
When a context is extracted automatically from some information source (e.g., an email message), the assumption is that it is correct, although it may not be extracted accurately and context descriptors may have been erroneously added or eliminated. Moreover, there may be inaccuracies in the definition of ontologies.
Therefore, to integrate the data it is necessary for the agent to map the extracted contexts to the relevant ontology concepts -a set of sets of contexts.
A context can belong to multiple context sets, which in turn can converge to different ontology concepts. Thus, one context can belong to several ontology concepts simultaneously.
For example, a context Musik, 2 can be shared by many ontology concepts with interest in culture (such as schools, after school institutes, non-profit organizations, etc.) yet it is not in their main role definition. Such overlap of contexts in ontology concepts affects the task of email routing. The appropriate interpretation of a context of an email, when the context is part of several ontology concepts, is that the email is relevant to all such concepts. Therefore, it should be delivered to multiple departments in the local government.
A good algorithm for context extraction generates contexts in which false negatives and false positives are considered to be the exception, rather than the rule. Therefore, we would like to measure some "distance" between an extracted context and various ontology concepts, assuming a "closer" ontology concept to be better matched. To that end, we define a metric function for measuring the distance between a context and ontology concepts, as follows.
We first define distance between two weighted context descriptors c i , w i and c j , w j to be:
This distance function assigns greater importance to descriptors with larger weights, assuming that weights reflect the importance of a descriptor within a context. To define the best ranking concept in comparison with a given context we use Hausdorff metric. Let A and B be two contexts and a and b be descriptors in A and B, respectively. Then,
The first equation provides the value of minimal distance of an element from all elements in a set. The second equation identifies the furthest elements when comparing both sets.
Of particular interest are ontology concepts that are considered "close" under some distance metric. As an example, consider the task of opinion analysis. With opinion analysis, a system should not only judge the relevant area of interest of a given email but also determine the opinion that is expressed in it. Consider an opinion analysis task, in which opinions are partitioned into categories (e.g., "for" and "against"). We can model such opinions using a common concept ontology (say, that of Perspectives du Theatre, see Example 1), with the addition of words that describe opinions. An email whose context fit with the theme of the ontology concept will be further analyzed to be correctly classified to an opinion category.
Example 2. (Email Routing) Returning to our case study example, the context {{ Musik, 8 } , { Open Air, 1 }} may be relevant to both Perspective du Theatre and Long Day School, since in both, a descriptor Musik is found, albeit with different weights. The distance between Musik, 8 and Musik, 6 in Perspective du Theatre is 2, and to Musik, 2 in Long Day School is 6. Assume that { Open Air, 1 } is a false positive, which does not appear in either Perspective du Theatre or in Long Day School. Therefore, its distance from each of the two points accumulation is 1 (since inf{d(a, b)|b ∈ B} = 1, e.g., when comparing { Open Air, 1 } with { Kulturpolitik, 1 }). We can therefore conclude that the distance between the context and Perspective du Theatre is 2, which is smaller than its distance from Long Day School (computed to be 6). Therefore, Perspective du Theatre will be ranked higher than Long Day School.
Architecture
This agent oriented method for integrating the context into the ontology concept according relevance is applied in the tasks of email routing and opinion analysis.
Email routing:
The user provides QUALEG with a distance threshold t 1 . Any ontology concept that matches with a context, automatically generated from an email, and its distance is lower than the threshold (d(A, B) < t 1 ) will be considered relevant, and the email will be routed accordingly. Opinion analysis: A relevant set of ontology concepts is identified, similarly to email routing. Then for each ontology concept, the relative distance of the different opinions of that concept is evaluated. If the difference in distance is too close to call (given an additional threshold t 2 ), the system refrains from providing an opinion (and the email is routed accordingly). Otherwise, the email is marked with the opinion with minimal distance.
These tasks are achieved through the implementation of the agent oriented Qualeg architecture, which consists of the following main seven components: (1) Agora -A Web interface to the system through which the citizen interacts via emails, chats and forums with the civil servant. (2) Datamart -The component that stores all the Qualeg data. (3) Qualeg ontology -A multilingual ontology describing the public and e-government issues. (4) Knowledge Extractor -The previously described context extraction algorithm used by the agents. (5) Qualeg Workflow -The component that handles the flow of processes relevant to the public servants and administrations. (6) A set of Intelligent Agents, which in the backstage handle the main control of the Qualeg system, acting asynchronously and handling the data to be communicated among various modules and passing control this way. (7) A set of Web Services offered for seamless data handling to and from the Datamart.
There are five different agents in the system, classified according to their task as follows: Knowledge Extraction, Opinion Analysis, Off-line Questionnaires, Email, and Email Handler.
The main focus of this part is on the use of data integration intelligent agent interactions with the rest of the Qualeg modules as a means for both asynchronous and synchronous control. The intelligent agents have been developed in the JADE platform and in line with the FIPA specifications for interoperable intelligent multi-agent systems. The following agents are provided in the Qualeg Architecture solution: Knowledge Extraction Agent The Knowledge Extraction Agent (KE Agent) illustrated in Figure 1 has the responsibility to trigger the Knowledge Extraction Module so that the context of the stored information is regularly analyzed. There are four types of documents that should be analyzed: documents uploaded to AGORA, text in forums, chats, and incoming e-mail messages. In particular, the KE Agent performs periodical searches in the platform's databases for new information to be analyzed. Every transaction with the database is carried out by means of Web services. If new documents are found, the agent triggers the previously described knowledge extraction algorithm on them. Hence, the KE Agent parses all the required information -such as document id, document name, document url -to the KE module. The KE module performs the mapping with reference to an ontology, which defines the set of concepts and their relationships. After the KE process is completed, a set of keywords is stored in a database. Opinion Analysis Agent Similarly to the KE Agent, the Opinion Analysis Agent (OAAgent) regularly searches in QUALEG's databases to find which documents have to be analyzed by the Opinion Analysis Module (OA Module). Once again, all the agent's database transactions are carried out through Web service calls. If documents requiring analysis are found, the agent triggers the opinion analysis algorithm on them in the same way as the KE agent. Opinion Analysis output is an ontology concept and a list of words. Email Handler Agent All incoming e-mails that have been sent to a common e-mail account of the local government are gathered by an agent. The EmailHandlerAgent illustrated in Figure 2 disassembles each e-mail into its parts and distils the contained text. Next, the agent registers the new e-mail to a designated database in DATAMART. In particular, the EmailHandlerAgent, using Web services, saves information concerning the e-mail, eg. sender, subject, body etc. 
Results
The aim of the QUALEG project is to support the electronic interactions between civil servants and citizens. Our experiment domain was the Perspectives Festival of May 15-21, 2005 in Saarbrücken (http://www.perspectives-sb.de/) along with similar data from the previous year's festival, which included films, theatre, street events, music, etc. Given the daily communications (in German) about this event, which consisted primarily of emails from citizens to the city hall or press releases and announcements from the city outward, our challenge was to analyze this material and provide a useful set of classifications so that the materials could be rapidly understood and sent to the appropriate people for response. Two different agent systems were developed, separating the task of knowledge extraction from that of opinion analysis. The main difference between the two agents is that the knowledge extraction agent avoids the language specific implementation and bases its analysis techniques on the use of a large corpus of relevant documents taken from the Internet, while the opinion analysis agent uses techniques from IR and NLP to improve content understanding. The systems analyzed the materials by topic (ticket/travel information, finances, organization, etc.) and opinion (positive, negative, etc.). The system's average performance achieved high correspondence to human results for the different classes. Table 2 summarizes a similar comparison of the results of the opinion analysis agent. Both tables contain the precision, recall, and the weighted toward Precision F-score obtained. These results show the promising ability of our agents to integrate the data from the citizens with the local government specifications. 
Conclusion
Data integration is a key field in the management of information systems today. The use of autonomous or semi-autonomous agents can effectively promote the process of data integration. The paper presents a modeling framework for agent oriented data integration to demonstrate how agents can support this process. The agent architecture and the analysis of the empirical results are based on real life scenarios, taken from email messages from citizens in a local government, and demonstrate two agent oriented data integration tasks, email routing and opinion analysis.
Initial tests show that the algorithm also achieves high performance compared to manually integrated data. Future directions of research include automatic agent responses to incoming data based on the previously integrated data.
