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We construct an example of heat engine whose efficiency at maximum power breaks down the
previously derived bounds in the linear response regime. Such example takes a classical harmonic
oscillator as the working substance undergoing a finite-time Otto cycle. Using a specific kind of
shortcut to adiabaticity, valid only in the linear response regime, quasistatic work is performed at
arbitrarily short times. The cycle duration is then reduced to the sum of relaxation times during the
thermalization strokes exclusively. Thus, power is maximum since the work is maximum (quasistatic
work) and the cycle duration is minimum. Efficiency at maximum power can be made arbitrarily
close to Carnot efficiency with an appropriate choice of the ratio between the temperatures of the
two heat baths.
Introduction. The issue of maximum efficiency of heat
engines is considered the foundational problem of classi-
cal thermodynamics. Due to the technological advances
of the last decades, it has become possible to investigate
such problem using microscopic heat engines [1–11] and
test the thermodynamic principles in this new context.
On the theoretical side, different lines of research have de-
veloped out of this revisited problem of thermodynamic
efficiency. For instance, it is well-known that the Carnot
or reversible heat engine produces no power. It is natu-
ral to ask then whether the efficiency of finite-time heat
engines under the constraint of maximum power also fol-
lows some kind of universal bound [12–27]. These in-
vestigations naturally have branched into several impor-
tant questions about the trade-off between power and ef-
ficiency [28–37] that touch the specific problem of having
Carnot efficiency with finite power [38–42]. Research on
this issue in particular has also benefited from the study
of efficiency fluctuations in small-scale heat engines using
advanced methods in stochastic thermodynamics [43–47].
Finally, the possible effects due to shortcuts to adiabatic-
ity on power and efficiency of quantum heat engines have
added additional perspectives to the well-established in-
vestigations mentioned above [48–55].
It has been argued that the efficiency at maximum
power does follow universal bounds at least in the linear
response regime [18, 19, 22, 23]. In this approach, linear
response is understood as a regime of small entropy pro-
duction in which thermodynamic fluxes can be linearly
expressed in terms of the corresponding thermodynamic
forces. These linear relations are formulated in terms of
the well-known Onsager coefficients whose properties and
physical consequences have been extensively discussed in
linear irreversible thermodynamics [29, 30, 56]. However,
these linear relations neglect the possible delay in the re-
sponse of the system due to the disturbance generated
by the thermodynamic forces since fluxes Jk and forces
Xk are evaluated at the same instant of time. Such delay
can be taken into account through the following linear
relation
Jk(t) =
∫ t
−∞
ds
∑
l
Φkl(t− s)Xl(s) , (1)
where Φkl(t) describes the response of the system to im-
pulsive forces. Linear response regime may be under-
stood then as the class of close-to-equilibrium thermody-
namic processes in which the most general linear relation
between fluxes and forces take place [57]. This means
that both fast and slow processes are allowed as long as
fluxes are linearly related to forces. Thus, the equations
of linear irreversible thermodynamics can be recovered
from (1) when the process is sufficiently slow compared
to the tendency of the system of interest to go back to
equilibrium. In this case, the delay is negligible and fluxes
respond almost instantaneously to forces.
The qualitative difference between results obtained
from these two kinds of linear processes, namely, fast and
slow, can be illustrated using for instance the irreversible
or excess work, denoted here by Wex. This quantity is
defined as the thermodynamic work W that has been
performed along a given process minus its correspond-
ing quasistatic value Wqs. In both cases, Wex has been
shown to be a quadratic form of the speed of the process
[58–61]. Nevertheless, it is necessarily a monotonically-
varying function of the switching time only when the pro-
cess is slowly-varying in time. For fast processes, it has
been shown that there can be shortcuts to adiabaticity
in which the quasistatic value of work can be achieved in
finite time with zero additional cost [62]. In the present
paper we take advantage of this kind of effect to construct
an example of heat engine whose efficiency at maximum
power breaks down the upper bound previously derived
for the linear response regime.
Linear response shortcuts. We start constructing an
Otto cycle using as a working substance the following
classical harmonic oscillator,
H =
p2
2m
+ λ
q2
2
. (2)
The spring constant λ will play the role of the externally
controlled parameter through which we can perform work
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FIG. 1. (color online) Short time behavior of the excess
work Wex given by Eq. (4) using the protocols (3) with the
following values of ai: 2 × 104 (black solid line), 105 (blue
dotted line) and 106 (red dashed line).
when the oscillator is thermally isolated. We also need
two heat baths at different temperatures T1 and T2 for
the strokes responsible for heat exchange.
The oscillator starts in thermal equilibrium with the
heat bath at temperature T1 and λ = λ1. Once the
thermal contact is broken, we vary the parameter λ from
λ1 to λ2 = λ1 + δλ according to the following protocol,
λ1(t) = λ1 + δλ gi=1(t), where
gi(t) =
t− t0
τi
+ ai sin
[
2pi
(t− t0)
τi
]
. (3)
The function g1(t) is such that g1(t0) = 0 and g1(t0 +
τ1) = 1, which means that τ1 is the duration of the pro-
tocol or switching time. The reason behind this choice is
the following: it was shown in Refs. [60, 62] that this pro-
tocol leads to a kind of shortcut to adiabaticity [48, 49]
(adiabaticity in the mechanical sense) in the linear re-
sponse regime. In other words, it is possible to choose
values of τ1 and a1 such that the thermodynamic work
performed along the finite-time process is equal to the
value W qs1 obtained after performing the corresponding
quasistatic process. Moreover, this is achieved without
adding extra terms (the so-called counterdiabatic terms
[48]) to the Hamiltonian (2). This means that we can
drive the system in finite time having W qs1 as the only en-
ergetic cost for it. Besides, it was also shown in Ref. [60]
that, by choosing a1 properly, the values of τ1 for which
the thermodynamic work is equal to W qs1 can be arbitrar-
ily close to zero (see Fig. 1 and Eq. (8)). For a numerical
confirmation of this prediction see Ref. [60].
This analysis follows from the expression below for the
excess work Wex in linear response theory [60],
Wex =
(δλ)2
2
∫ t0+τi
t0
dt
∫ t0+τi
t0
dt′Ψ(t− t′) g˙i(t) g˙i(t′) ,
(4)
where g˙i(s) and g˙i(s
′) denote the derivatives with respect
to t and t′. We denote by Ψ(t) the so-called relaxation
function [57] which, in our case, must be calculated for a
thermally isolated harmonic oscillator. In this case, Ψ(t)
is basically the equilibrium autocorrelation function of
the observable ∂H/∂λ = q2/2 and reads [60]
Ψ(t) =
cos (2ωit)
4βiλ2i
= Ψ(0) cos (2ωit) , (5)
where ωi =
√
λi/m is the natural frequency of oscillation
for a given λ = λi and βi ≡ (kBTi)−1 with i = 1, 2. The
derivation of Eq. (4) can be briefly sketch as follows: the
work W is expressed as
W =
∫ to+τi
to
dt
dλi
dt
∂H
∂λi
(t) = δλ
∫ to+τi
to
dt g˙i(t)
∂H
∂λi
(t) ,
(6)
where A denotes the out-of-equilibrium average of the
observable A. Linear response theory yields [57]
∂H
∂λi
(t) =
〈
∂H
∂λi
〉
+ χδλgi(t) + δλ
∫ t
to
dt′Ψ(t− t′) g˙i(t′) ,
(7)
where 〈·〉 denotes an average over the initial equilibrium
ensemble, χ takes into account the possibility of an in-
stantaneous response and the last term describes the de-
layed response in terms of Ψ(t). Equation (7) resembles
the linear relation (1) between fluxes and forces. Plug-
ging (7) into (6) leads to Eq. (4) after a small algebra
(for more details see Ref. [60]).
The excess work is defined as the difference between
the thermodynamic work W along a given process and
its corresponding value Wqs in the quasistatic regime.
Hence every time Wex is zero for a finite switching time,
we have found a specific protocol for which W = Wqs in
finite time. Figure 1 shows that this is achieved using
protocols (3) for specific values of τi given by [60]
ωiτi = pi/(1 + 2piai)
1/2 . (8)
Besides, these values can be made arbitrarily small by
choosing ai properly. This is going to be crucial in the
analysis of the power generated by our engine.
The first stroke of our Otto cycle is hence a finite-time
switching of λ1 to λ2 keeping the working substance ther-
mally isolated. The second stroke is simply a thermal-
ization process. We bring our oscillator in contact to the
second heat bath at temperature T2 and wait until it ther-
malizes while keeping λ = λ2. This process takes a time
interval equal to the relaxation time τR2 . Before the third
stroke starts, we break the thermal contact between the
second heat bath and the oscillator. After that, we drive
the system in a finite time interval τ2 switching λ from
λ2 to λ1 while keeping the oscillator thermally isolated.
This is done using the protocol λ2(t) = λ2−δλ g2(t), with
g2(t) given by Eq. (3) with i = 2. As in the first stroke,
the values of τ2 and a2 are chosen in such way that the
3thermodynamic work is equal to the corresponding qua-
sistatic value W qs2 . The final stroke consists of bringing
the oscillator back in contact to the heat bath at tem-
perature T1 and waiting for the thermalization process
whose duration we denote by τR1 .
Finite-time Otto engine. We shall calculate now the
exchange of mechanical and thermal energy along each of
the previously described strokes of our finite-time Otto
cycle. During the first stroke, the oscillator is thermally
isolated. Thus, the heat exchanged is zero and the work
performed after a time interval τ1 is
W qs1 = kBT1
[(
λ2
λ1
)1/2
− 1
]
. (9)
This result is obtained from the invariance of action along
a quasistatic change of λ and the equipartition theorem.
In other words, when the spring constant of harmonic
oscillator is changed quasistatically, its initial energy E1
is related to its final energy E2 through the relation
E2/E1 = (λ2/λ1)
1/2.
The same reasoning is valid for the third stroke since
we vary λ from λ2 to λ1 while the oscillator is again kept
thermally isolated. Thus, the work performed after a
time interval τ2 reads
W qs2 = kBT2
[(
λ1
λ2
)1/2
− 1
]
. (10)
It is worth emphasizing at this point that both τ1 and τ2
obey Eq. (8) for given a1 and a2.
The work performed along strokes 2 and 4 is zero sim-
ply because λ is held fixed. Hence we just have to care
about the exchanged heat between the oscillator and the
heat bath in both strokes. They can be obtained as fol-
lows: after the first stroke, the internal energy of the
oscillator is the sum of the internal energy 〈E〉1 = kBT1
it had before this stroke starts and the mechanical en-
ergy W qs1 transferred at the end of the process. As the
internal energy after the second stroke is 〈E〉2 = kBT2,
the heat exchanged with the second heat bath is easily
obtained from the First Law and reads
Q2 = 〈E〉2 − 〈E〉1
(
λ2
λ1
)1/2
= kBT2
[
1− T1
T2
(
λ2
λ1
)1/2]
, (11)
where we have used the equipartition theorem to express
the internal energies in terms of the temperatures. Anal-
ogously, the heat exchanged between the oscillator and
heat bath along the fourth stroke reads
Q1 = kBT1
[
1− T2
T1
(
λ1
λ2
)1/2]
. (12)
We are now ready to compute the work performed
along the cycle. It is given by
Wcycle = W
qs
1 +W
qs
2
= −kBT2
[
1−
(
λ1
λ2
)1/2][
1− T1
T2
(
λ2
λ1
)1/2]
.
(13)
The sign convention we are using here is such that nega-
tive work means work performed by the oscillator. If we
restrict our cycle to λ1 < λ2, expression (13) is negative
only if
T1
T2
<
(
λ1
λ2
)1/2
. (14)
This condition implies that Q1 < 0 and Q2 > 0, which
means, in our sign convention, that the oscillator absorbs
heat from the heat bath at temperature T2 and releases
heat into the heat bath at T1.
Efficiency and power. The efficiency ηLR of our en-
gine can be straightforwardly obtained from the previous
results. It reads
ηLR =
|Wcycle|
Q2
= 1−
(
λ1
λ2
)1/2
, (15)
where (λ1/λ2)
1/2 plays the role of compression ratio [54].
Due to the inequality (14), ηLR is certainly below the
Carnot efficiency, ηC = 1 − (T1/T2), of an engine that
would operate exclusively between heat baths 1 and 2 in
the quasistatic regime. However, ηLR can be arbitrarily
close to ηC as long as condition (14) is fulfilled. For
instance, given λ1 < λ2, we might choose T1/T2 as(
T1
T2
) 1
α
=
(
λ1
λ2
)1/2
, (16)
with α > 1. This choice certainly allows for an efficiency
greater than Curzon-Alhborn [12, 63–65] for 1 < α < 2,
but also implies that, for small ηC ,
ηLR =
ηC
α
+O(2) . (17)
showing that ηRL can be arbitrarily close to ηC as α ap-
proaches 1. Equations (17) and (20) are the main results
of this paper since they show that our finite-time heat
engine breaks down the universality of efficiency at max-
imum power in the linear response regime [18, 19, 22, 23].
We have already shown that the protocol λ(t) gives the
maximum value of Wcycle in the linear response regime,
i.e., when δλ/λ1  1. Due to (16), this implies that
δT
T1
=
(
1 +
δλ
λ1
)α/2
=
α
2
δλ
λ1
+O(2) , (18)
where δT ≡ T2 − T1. Thus, the heat exchange along
strokes 2 and 4 also occur in the linear response regime.
4To calculate the maximum power, we first need to cal-
culate the time interval τcycle necessary to complete the
finite-time cycle. This is obtained by summing up the
duration of each stroke. As we discussed previously, τ1,2
can be made identical and arbitrarily close to zero by
choosing a1,2 appropriately. Concerning the relaxation
times τR1,2, it is important to stress that our working
medium is a Brownian particle that has no intrinsic re-
laxation time when disconnect from a heat bath. Hence,
we take the τR1,2 as the time intervals necessary to com-
plete the thermalization processes between the particle
and the heat baths. This contrasts with previous anal-
ysis of systems in the weak-dissipation limit. Assuming
an underdamped regime, the order of magnitude of τR1,2 is
given by (ω1,2)
−1 (see, for example, Sec. IV of Ref. [59]).
Choosing ω1τ1 = ω2τ2 = , with   1, the duration of
the cycle τcycle reads
τcycle = τ1 + τ2 + τ
R
1 + τ
R
2
=
1
ω1
(1 + )
[
1 +
(
λ1
λ2
)1/2]
. (19)
Thus, the minimum value of τcycle is attained when → 0
since the relaxation times τR1,2 cannot be reduced without
additional interference in the system. The power gener-
ated by the engine then reads
PLR = |Wcycle|
τcycle
= kBT2ω1
[
1−
(
λ1
λ2
)1/2] [
1− T1T2
(
λ2
λ1
)1/2]
(1 + )
[
1 +
(
λ1
λ2
)1/2] ,
(20)
which is maximum when  → 0 since Eq. (20) would be
given by the ration between the largest possible value of
work, namely, its value for a quasistatic cycle, and the
least possible value of τcycle.
It is worth emphasizing at this point that the idea
throughout our analysis is that the ratio λ1/λ2, or equiv-
alently δλ/λ1, is fixed (due to the linear response require-
ment δλ/λ1  1) and therefore Eq. (20) cannot be opti-
mized as a function of this parameter. The optimization
procedure was already performed, for a fixed λ1/λ2 in the
linear response regime, by choosing an appropriate λ(t)
that maximizes Wcycle and at the same time minimizes
τcycle. However, we can optimize (20) as a function of α.
Using (16), we can rewrite PLR as
PLR = kBT2ω1
[
1−
(
T1
T2
) 1
α
][
1−
(
T1
T2
) (α−1)
α
]
(1 + )
[
1 +
(
T1
T2
) 1
α
] , (21)
which already shows that power goes to zero as we ap-
proach Carnot efficiency, α → 1. Figure 2 illustrates
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FIG. 2. (color online) Behavior of P˜LR ≡ PLR/(kBT2ω1),
given by Eq. (21), and ηLR = 1 − (T1/T2)1/α as functions of
α for δT/T1 = 0.1.
the behavior of Eq. (21) and ηLR = 1 − (T1/T2)1/α for
a fixed δT/T1 showing the trade-off between power and
efficiency of our model.
Conclusions. The Otto cycle is completely defined by
two independent quantities, namely, T1/T2 and the com-
pression ratio, whose role here is played by λ1/λ2. Nev-
ertheless, these two parameters can be related in order
to design a cycle with specific characteristics as long as
condition (14) is fulfilled. For instance, we can always
design an Otto cycle whose efficiency is arbitrarily close
to Carnot’s using Eq. (16). Additionally, we have chosen
a working medium that allows for a kind of shortcut to
adiabaticity that maximizes the work per cycle and si-
multaneously minimizes the cycle duration without any
extra energetic cost in the linear response regime, i.e.,
when λ2/λ1 & 1. In other words, for an specific work-
ing substance, it is possible to perform a finite-time cycle
that extracts the same amount of energy as if it were a
quasistatic one and, at the same time, in the minimum
time possible. The final result is an example of an en-
gine whose efficiency at maximum power is beyond the
previously derived bounds for the linear response regime.
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