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Abstract In this paper, we essentially compute the set of x, y > 0 such that the map-
ping z −→ (1 − r + rez)x( λ
λ−z )
y is a Laplace transform. If X and Y are two indepen-
dent random variables which have respectively Bernoulli and Gamma distributions,
we denote by μ the distribution of X +Y . The above problem is equivalent to finding
the set of x > 0 such that μ∗x exists.
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1 Introduction and Preliminaries
We introduce first some notation and review some basic concepts concerning the
Laplace transform and Jørgensen set. For more details, we refer the reader to [1, 3].
For a positive measure μ on R, we denote by




its Laplace transform, and let
(μ) = interior{θ;Lμ(θ) < +∞}.
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We denote by M(R) the set of measures μ on R such that μ is not concentrated on a
point and such that (μ) is not empty.
For μ ∈ M(R), Lμ is real analytic and strictly convex on (μ).
The Jørgensen parameter is the parameter corresponding to the power of convolu-
tion such that it is the variance in the Gaussian distribution and the shape parameter
in the Gamma distribution.
Let μ be an element of M(R). The Jørgensen set (μ) of μ is the set of x >
0 such that there exists μx ∈ M(R) with (μx) = (μ) and Lμx (θ) = (Lμ(θ))x
(see [3]).
In this case, μx is called the xth convolution power of μ.
If x and x′ are two elements of the Jørgensen set (μ) of μ, then (μx,μx′) is
convolvable since (μx) = (μx′). Furthermore, x + x′ ∈ (μ). Hence, (μ) is a
semigroup under addition, and
μx+x′ = μx ∗ μx′ .
It contains 1 by definition, and therefore it contains the set N∗ of nonnegative integers.
The calculation of (μ) is sometimes a hard problem: it is N∗ when μ is the Bernoulli
distribution on {0,1}.
A probability distribution μ on R is infinitely divisible if, for every integer n, there
exists a distribution μn such that
μ = μ∗nn
that is, μ is the nth power of convolution of μn.
In other words, μ is infinitely divisible if, for each integer n, it can be represented
as the distribution of the sum Sn = X1,n +X2,n +· · ·+Xn,n of n independent random
variables with common distribution μn (see [2]).
If μ is an element of M(R), then μ is infinitely divisible if and only if its Jør-
gensen set (μ) is equal to (0,+∞).
Let ν be a distribution on the real line having a Laplace transform and which is
not infinitely divisible. Consider now an infinitely divisible distribution ν′ on the real
line, also having a Laplace transform. We denote by ν′y the distribution such that
Lν′y = Lyν′ .
Let μ = ν ∗ ν′ be the convolution product of ν and ν′.
Letac et al. [4] considered the case where ν is Bernoulli and ν′ is negative
Binomial. In this case, the problem is equivalent to finding the set of (x, y) ∈




In this work, we consider the case where ν is Bernoulli and ν′ is Gamma. In
this situation, the techniques are completely different since we use essentially the
analyticity of the Laplace transform.
For fixed r ∈ (0,1) and λ > 0, the present paper wonders for which values of
x, y > 0 the function defined on (−∞, λ) by z −→ (1 − r + rez)x( λ
λ−z )
y is the
Laplace transform of a probability. This function is the Laplace transform of the













e−λ(t−k)(t − k)y−1+ ,
where a+ means max(a,0). Denote R = r1−r eλ for simplicity. The problem is there-






x(x − 1)(x − 2) · · · (x − k + 1)
k! R
ke−λt (t − k)y−1+ = f (t)
is a positive function for all t (note that this series converges, having a general
term = 0 for k large enough when t > 0 is fixed).
The present paper determines R in Sect. 2.
2 Result
Let X and Y be two independent random variables following the Bernoulli B(r)
distribution with expectation r and the Gamma γ (a,λ) distribution, respectively:
P(X = 0) = 1 − r, P (X = 1) = r ∈ (0,1),
and




The law of X+Y can be seen as the mixture of Gamma distributions up to translation,
that is,
μ = B(r) ∗ γ (a,λ)
= (1 − r)γ (a,λ) + rγ (a,λ) ∗ δ1,
where δ1 denotes the Dirac measure at 1.
Now, we state our main result. The following statement determines the set of x > 0






x(x − 1)(x − 2) · · · (x − k + 1)
k! R
ke−λt (t − k)y−1+ = f (t)
is a positive function for all t .
Theorem 2.1
(a) If R ≤ 1, then R = (0,+∞) × [1,+∞).
(b) If R > 1, then R = N × (0,+∞).
Proof (a) For fixed x > 0, we define the positive integer k0 = k0(x) by k0 − 1 ≤






x(x − 1)(x − 2) · · · (x − k + 1)
k! R
ke−λt (t − k)y−1+
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and note that fn(t) > 0 for all t > 0 and n ≤ k0. To show that R ⊂ (0,+∞) ×
[1,+∞), assume that (x, y) ∈ R but y < 1 and consider f in the interval (k0 +
1, k0 + 2):
f (t) = λ
y(1 − r)x
(y)
(x − k0)x(x − 1)(x − 2) · · · (x − k0 + 1)
(k0 + 1)!
× Rk0+1e−λt (t − k0 − 1)y−1 + fk0(t).
Since fk0(t) > 0 and (x − k0) < 0, we have the contradiction limt→k0+1 f (t) = −∞.
To show that R ⊃ (0,+∞) × [1,+∞), we fix x > 0 and y ≥ 1, and we show that
f (t) ≥ 0 for all t. This is already true for t < k0 + 1 since f (t) = fk0(t) in that case.
For k0 + 1 ≤ k1 ≤ t < k1 + 1 where k1 is an integer, we use the alternate series trick:
consider the positive finite sequence (uk)k1k=k0 defined by
uk = (−1)k−k0 x(x − 1)(x − 2) · · · (x − k + 1)
k! R
k(t − k)y−1,
which is decreasing since, for k0 ≤ k < k1, we have
uk+1
uk
= R × k − x
k + 1
(











(b) Of course, R ⊃ N × (0,+∞) trivially. To prove that R ⊂ N × (0,+∞),
suppose that there exists (x, y) ∈ R such that x is not an integer. Since z −→
(1 + r1−r ez)x( λλ−z )y is real analytic on (−∞, λ), it is analytic on the strip S =
(−∞, λ) + iR. However, since R > 1, or log( 1−r
r
) < λ, this implies that z →
1 + r1−r ez has a zero in the strip S, namely z0 = iπ + log( 1−rr ). However, the fact
that x is not an integer prevents z → (1 + r1−r ez)x from being analytic on z0, and we
get the desired contradiction. 
Acknowledgement We sincerely thank the Editor and the referee for valuable suggestions and com-
ments.
Open Access This article is distributed under the terms of the Creative Commons Attribution Noncom-
mercial License which permits any noncommercial use, distribution, and reproduction in any medium,
provided the original author(s) and source are credited.
References
1. Barndorff-Nielsen, O.: Information and Exponential Families in Statistical Theory. Wiley, New York
(1978)
2. Feller, W.: An Introduction to Probability Theory and Its Applications. Wiley, New York (1971)
3. Jørgensen, B.: The Theory of Dispersion Models. Chapman & Hall, London (1997)
4. Letac, G., Malouche, D., Maurer, S.: The real powers of the convolution of a negative Binomial distri-
bution and a Bernoulli distribution. Proc. Am. Math. Soc. 130, 2107–2114 (2002)
