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SEMI-GLOBAL KURANISHI CHARTS AND THE DEFINITION OF
CONTACT HOMOLOGY
ERKAO BAO AND KO HONDA
ABSTRACT. We define the contact homology algebra for any contact mani-
fold and show that it is an invariant of the contact manifold. More precisely,
given a contact manifold (M, ξ) and some auxiliary data D, we define an alge-
bra HC(D). If D1 and D2 are two choices of auxiliary data for (M, ξ), then
HC(D1) and HC(D2) are isomorphic. We use a simplified version of Kuran-
ishi perturbation theory, consisting of semi-global Kuranishi charts.
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1. INTRODUCTION
Symplectic field theory (SFT), proposed about 15 years ago by Eliashberg-
Givental-Hofer [EGH], is a package which gives invariants of contact manifolds
and symplectic manifolds with boundary as well as gluing formulas for Gromov-
Witten invariants on closed symplectic manifolds. The transversality theory in
the somewhere injective case and the Fredholm theory were carried out by Drag-
nev [Dr] and the SFT compactness was worked out by [BEHWZ], both very early
on in the development of the theory. However, the rigorous foundations of the
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full theory are still under development, although parts of the theory are gradu-
ally becoming more rigorous, thanks to the efforts of many authors, primarily
by Hofer-Wysocki-Zehnder [HWZ3]. Partial work has been done by Hutchings-
Nelson [HN] and Bao-Honda [BH] for cylindrical contact homology in dimension
three and Bourgeois-Oancea [BO] on S1-equivariant symplectic homology. Also
the Kuranishi perturbation theory of Fukaya-Ono [FO] and Fukaya-Oh-Ohta-Ono
[FO3] (which is closest in spirit to this work) and the approaches of Liu-Tian [LT]
and [Ru] may be used to define SFT, although this has not been done yet.
The goal of this paper is to make a further contribution to this effort and define
the full contact homology differential graded algebra (dga) for any closed contact
manifold in any dimension and show that its isomorphism class is an invariant of
the contact manifold. More precisely, given a closed cooriented contact (2n + 1)-
dimensional manifold (M, ξ) and some auxiliary data D which includes a nonde-
generate contact form α for ξ, we define a direct limit dga A(D) whose homology
is called the full contact homology algebra HC(D). We then prove that:
Theorem 1.0.1. If D1 and D2 are two choices of auxiliary data for (M, ξ), then
HC(D1) and HC(D2) are isomorphic. Hence the isomorphism class of the alge-
braHC(D) is an invariant of (M, ξ).
We denote the isomorphism class of HC(D) by HC(ξ). We also prove the
following:
Theorem 1.0.2. Let W be a compact exact symplectic cobordism which restricts
to (M+, ξ+) at the positive boundary and to (M−, ξ−) at the negative boundary.
Then there is an algebra homomorphism
Φ∗ : HC(ξ+)→ HC(ξ−).
In the case when ξ+ = ξ− andW is the trivial cobordism, we have Φ∗ = id.
The construction of the direct limit dga A(D) and the proofs of Theorems 1.0.1
and 1.0.2 use a particularly simple version of the Kuranishi multivalued perturba-
tion theory of [FO, FO3], which we call semi-global Kuranishi structures. The
abstract perturbations that we use are supported near the ends of finite energy J-
holomorphic curves and are described using the asymptotic eigenfunctions of the
asymptotic operators. For example, if a moduli space
Mind=kJ (F˙ , Ŵ ;γ+;γ−)
of Fredholm index ind = k J-holomorphic maps F˙ → Ŵ which map to a com-
pleted exact symplectic cobordism Ŵ and are asymptotic to collections γ+ and γ−
of Reeb orbits at the positive and negative ends is already compact (i.e., we do not
need multiple-level curves in its symplectic field theory (SFT) compactification1),
then we only need one Kuranishi chart, which we call a semi-global Kuranishi
chart.
1Throughout this paper we will freely use the SFT compactness theorem of [BEHWZ] without
explicit mention.
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Remark 1.0.3. We emphasize that our simplification crucially uses the existence of
at least one end limiting to a Reeb orbit and can be used to define SFT in the case
when Ŵ is an exact symplectic cobordism, although we only deal with contact
homology in this paper. Our simplified methods are not readily applicable to the
case when there is a closed multiply-covered J-holomorphic curve. However, we
expect the combination of our methods and those of [FO] and [FO3] to yield a
rigorous definition of SFT.
Finally, during the preparation of this paper, Pardon [Pa] posted a paper proving
the existence and invariance of contact homology in arbitrary dimensions.
Outline of the paper. We will be using the language of orbifolds and multisections,
following Adem-Leida-Ruan [ALR] and Fukaya-Ono [FO]; this is reviewed in
Section 2. After some preparation in Sections 3 and 4, we construct the semi-
global Kuranishi chart in Section 5, with some modifications in Section 8.1. The
semi-global Kuranishi structure is constructed in Section 8, using the gluing results
which are stated in Section 6; they are average specimens of the “gluing theorem”
type and are proved in Section 7. Once the semi-global Kuranishi structure is
constructed, the definition of contact homology, the definition of chain maps, and
the invariance of contact homology (Theorems 1.0.1 and 1.0.2) follow the usual
lines of argument and are carried out in Section 9.
We note that the discussion until the end of Section 6 is valid for curves of any
genus; starting from Section 8 we specialize to contact homology.
Acknowledgements. We thank Francis Bonahon, Tobias Ekholm, Michael Hutch-
ings, Eleny Ionel, Gang Liu, and Kaoru Ono for very helpful discussions. We
also thank Tobias Ekholm and John Pardon for pointing out some errors and Kenji
Fukaya for suggesting that we instead use the α-action to define Iγ in Section 4.2.2.
2. ORBIFOLDS AND MULTISECTIONS
In this section we review the basics of (effective) orbifolds, orbibundles, and
multisections from [ALR] and [FO]. The definitions in this section, while elemen-
tary, are a bit cumbersome to state. Also, at the end of the day, all we do is replace
the words “manifold”, “vector bundle”, and “section” by “orbifold”, “orbibundle”,
and “multisection”, and treat them in exactly the same way for our purposes. For
the above reasons the reader may want to skip this section and return to it as the
relevant concepts gradually start appearing in the rest of the paper.
2.1. Orbifolds and orbibundles.
Definition 2.1.1 (Orbifold charts). Given a topological space X, a triple (V,Γ, φ)
is an orbifold chart of X if
(1) V is a connected open subset of Rn;
(2) Γ is a finite group that acts smoothly and effectively on V ; and
(3) φ : V → X is a Γ-invariant continuous map such that the quotient map
V/Γ→ U ⊆ X is homeomorphism, where U is some open subset of X.
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Definition 2.1.2 (Embedding of orbifold charts). If (Vi,Γi, φi) and (Vj ,Γj , φj) are
orbifold charts ofX, we say that (Vi,Γi, φi) embeds into (Vj ,Γj , φj) if there exists
a smooth embedding ψji : Vi →֒ Vj such that φj ◦ ψji = φi.
Remark 2.1.3. If (Vi,Γi, φi) embeds into (Vj ,Γj, φj), then there exists a monomor-
phism θji : Γi → Γj such that ψji is θji-equivariant. See [ALR] for details.
Definition 2.1.4 (Orbifolds). Let X be a Hausdorff, second countable topological
space. A smooth orbifold structure on X is a family O = {(Vi,Γi, φi)}i∈I of
orbifold charts such that
(1) {Ui}i∈I forms an open cover of X; and
(2) for any x ∈ Ui ∩ Uj ⊆ X, there exist a neighborhood Uk ⊆ Ui ∩ Uj
of x, a chart (Vk,Γk, φk) for Uk, and embeddings of orbifold charts ψik :
(Vk,Γk, φk) →֒ (Vi,Γi, φi) and ψjk : (Vk,Γk, φk) →֒ (Vj ,Γj , φj).
The pair X = (X,O) is a smooth orbifold.
Definition 2.1.5 (Smooth orbifold maps). A smooth orbifold map
λ : (X,O)→ (X ′,O′)
is a continuous map λ : X → X ′ such that, for any x ∈ X, there exist orbifold
charts (V,Γ, φ) around x and (V ′,Γ′, φ′) around λ(x), and a lift λ̂ : V → V ′ of
λ|V/Γ such that φ′ ◦ λ̂ = λ ◦ φ.
Definition 2.1.6 (Orbibundle charts). Let π : E → X be a smooth orbifold map.
The triple (E → V,Γ, φ˜) is an orbibundle chart of E→ X of rank n, if
(1) (V,Γ, φ) and (E,Γ, φ˜) are orbifold charts of X and E;
(2) E = V × Rn and π̂ : E → V is the projection onto the first factor;
(3) Γ acts diagonally on E = V × Rn, where the action on Rn is linear; and
(4) π ◦ φ˜ = φ ◦ π̂ and φ˜ induces a homeomorphism E/Γ ∼→ π−1(U).
We call (E → V,Γ) a local orbibundle model of rank n.
Definition 2.1.7 (Embedding of orbibundle charts). If
(Ei
π̂i→ Vi,Γi, φ˜i) and (Ej π̂j→ Vj ,Γj , φ˜j)
are orbibundle charts of E → X of rank n, we say (Ei → Vi,Γi, φ˜i) embeds into
(Ej → Vj,Γj , φ˜j) if there exists an embedding of vector bundles ψ˜ji : Ei →֒ Ej
(i.e., an embedding which lies over an embedding ψji : (Vi,Γi, φi) →֒ (Vj ,Γj , φj)
of orbifold charts, takes vector space fibers to vector space fibers isomorphically,
and satisfies π̂j ◦ ψ˜ji = ψji ◦ π̂i) such that φ˜j ◦ ψ˜ji = φ˜i.
Definition 2.1.8 (Orbibundles). Let π : E → X be a smooth orbifold map. A
smooth rank n orbibundle structure on E → X consists of a family of rank n
orbibundle charts {(Ei → Vi,Γi, φ˜i)}i∈I that satisfy
(1) X = (X, {(Vi,Γi, φi)}i∈I); and
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(2) for any x ∈ Ui ∩ Uj where Ui = Vi/Γi and Uj = Vj/Γj , there exist a
neighborhood Uk ⊆ Ui ∩ Uj of x, an orbibundle chart (Ek → Vk,Γk, φ˜k)
such that Uk = Vk/Γk, and embeddings of orbibundle charts
ψ˜ik : (Ek → Vk,Γk, φ˜k) →֒ (Ei → Vi,Γi, φ˜i)
and
ψ˜jk : (Ek → Vk,Γk, φ˜k) →֒ (Ej → Vj ,Γj , φ˜j)
that lie over and are compatible with embeddings of orbifold charts
ψik : (Vk,Γk, φk) →֒ (Vi,Γi, φi) and ψjk : (Vk,Γk, φk) →֒ (Vj ,Γj , φj).
We refer to X as the base of the orbibundle and E as the total space of the orbibun-
dle.
2.2. Multisections. Given a topological spaceW , we denote its n-fold symmetric
product by
Symn(W ) := W n/Sn.
Here Sn is the symmetric group of n elements which acts onW
n by
σ(x1, . . . , xn) = (xσ(1), . . . , xσ(n)),
where σ ∈ Sn and (x1, . . . , xn) ∈ W n. We denote the equivalence class of
(x1, ..., xn) in Symp
n(W ) by [x1, ..., xn]. If a group Γ acts on W , then Γ also
acts on Symn(W ) diagonally by
g[x1, . . . , xn] = [g(x1), . . . , g(xn)],
where g ∈ Γ and [x1, . . . , xn] ∈ Symn(W ). There is an inclusion
ιn : Symm(W )→ Symmn(W ),
[w1, . . . , wm] 7→ [w1, . . . , w1︸ ︷︷ ︸
n copies
, . . . , wm, . . . , wm︸ ︷︷ ︸
n copies
].
Let (E → V,Γ) be a local rank n orbibundle model, in particular, E = Rn×V .
Let Symm(E) = Symm(Rn)×V . Then Symm(E)→ V is a fiber bundle with an
equivariant Γ-action.
Definition 2.2.1 (Multisections of a local model). A degreem multisection (orm-
multisection) of the local orbibundle model (E → V,Γ) is a Γ-equivariant section
of Symm(E)→ V .
Definition 2.2.2. An m-multisection s of (E → V,Γ) is liftable if there exists a
section s˜ = (s1, s2, . . . , sm) : V → Em which is not necessarily Γ-equivariant,
such that s = p ◦ s˜, where Em = Rmn × V and p : Em → Symm(E) is the
quotient map. We call each such si a branch of s.
We assign the weight 1m to each branch si of s, if s is a degree m multisection.
Definition 2.2.3. A liftable m-multisection s of (E → V,Γ) and a liftable n-
multisection t of (E → V,Γ) are transverse (denoted by s ⋔ t) if si is transverse
to tj for all 1 ≤ i ≤ m and 1 ≤ j ≤ n.
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In the above definition, for each i ∈ {1, . . . ,m} and j ∈ {1, . . . , n}, the space
s−1i (tj) is a submanifold of V (it may or may not invariant under Γ), and we assign
the weight 1mn to it. In this way, s
−1(t) := ∪i,js−1i (sj) is an immersed weighted
branched submanifold of V , and it is invariant under action of Γ.
An m-multisection of (E → V,Γ) can be mapped to an ℓm-multisection of
(E → V,Γ) by postcomposing with ιℓ, which is interpreted as acting on each fiber
separately.
Definition 2.2.4. An ℓ-multisection s and anm-multisection s′ of (E → V,Γ) are
said to be equivalent if ιm ◦ s = ιℓ ◦ s′.
If s and s′ are equivalent and s ⋔ t, then s−1(t) and s
′−1(t) represent the same
weighted branched immersed submanifold of V .
Definition 2.2.5 (Multisections of an orbibundle). A multisection s of an orbibun-
dle E→ X is a family {(Ei → Vi,Γi, φ˜i, si)}i∈I such that
(1) {(Ei → Vi,Γi, φ˜i)}i∈I is a family of orbibundle charts of E→ X;
(2) si is anmi-multisection of (Ei → Vi,Γi);
(3) for any embedding
ψ˜ji : (Ei → Vi,Γi, φ˜i) →֒ (Ej → Vj ,Γj , φ˜j)
of orbibundle charts that lies over the embedding
ψji : (Vi,Γi, φi) →֒ (Vj ,Γj , φj)
of base orbifold charts, the mj-multisection s
′
i := (ψ˜
−1
ji )
mj ◦ sj ◦ ψji and
themi-multisection si of (Ei → Vi,Γi) are equivalent.
The multisection s is liftable if each si is liftable.
In Definition 2.2.5,
ψ˜
mj
ji : Sym
mj (Ei)→ Symmj (Ej),
(ψ˜−1ji )
mj : Symmj (Ej)|ψ˜mjji (Symmj (Ei)) → Sym
mj (Ei)
are the obvious maps induced by
ψ˜ji : Ei → Ej and ψ˜−1ji : Ej |ψ˜ji(Ei) → Ei.
Definition 2.2.6 (Boundedness of degree). A multisection s of an orbibundle E→
X has bounded degree if, for any fixed (Ej → Vj,Γj , φ˜j), the set ofmi for which
there exists an embedding (Ei → Vi,Γi, φ˜i) →֒ (Ej → Vj ,Γj , φ˜j) is bounded.
In this paper, we assume that our multisections have bounded degree and are
liftable.
Let s and t be two multisections of E → X such that s ⋔ t. On each orbibun-
dle chart (Ei → Vi,Γi, φ˜i) of E → X, we know s−1i (ti) is a weighted branched
immersed submanifold of Vi that is invariant under the action of Γi, and we de-
fine s−1(t) to be the weighted branched immersed suborbifold of X obtained by
patching together {s−1i (ti)}i∈I .
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Definition 2.2.7. A sequence of multisections {sn}n∈N of E → X converges to
a multisection s of E → X in the Ck-topology (where k may be ∞), if for each
fixed orbibundle chart (Ei → Vi,Γi, φ˜i) of E → X, there exist ℓi-multisections
{s′ni }n∈N and s′i of (Ei → Vi,Γi, φ˜i) such that s′ni is equivalent to sni , s′i is equiva-
lent to si, and s
′n
i converges to s
′n
i in the C
k-topology.
The following is proved in [FO, Theorem 3.11].
Lemma 2.2.8 (Multisection perturbation lemma). Let s, t be two multisections of
an orbibundle E → X = (X,O). If the base X is compact, then there exists a
sequence {sn}n∈N of multisections of E→ X such that {sn}n∈N converges to s in
the C∞-topology and sn is transverse to t.
3. ALMOST COMPLEX STRUCTURES AND MODULI SPACES
Let (M2n+1, ξ) be a contact manifold and α a nondegenerate contact form. De-
note the Reeb vector field of α by Rα and the set of closed orbits γ’s of Rα with
action A(γ) ≤ L by PLα .
The discussion until the end of Section 6 is valid for curves of any genus.
3.1. Almost complex structures. We will review some notions from [BH].
Definition 3.1.1. A contact form α is called L-simple2 if each simple orbit γ ∈ PLα
ofRα is nondegenerate and around γ there exists an embedding
Φγ : R/Aα(γ)Z×Dδ →M,
for some small δ > 0, where
Dδ =
{
(x1, . . . , xn, y1, . . . , yn) ∈ R2n |
∑
i
x2i + y
2
i ≤ δ2
}
,
such that
γ = Φγ(R/Aα(γ)Z× {0})
and
α = (c(γ) +Q)dt+
n∑
i=1
(xidyi − yidxi).
Here c(γ) > 0 is a constant, t is the coordinate for R/Aα(γ)Z, andQ is a quadratic
polynomial in (x1, . . . , xn, y1, . . . , yn).
If we denote the Hamiltonian vector field of H := c(γ) +Q onDδ with respect
to the symplectic form
∑
i dxi∧dyi byXH , then the vector field ∂t+XH ∈ ker dα.
Hence there exists a positive function g on Φγ(R/Aα(γ)Z×Dδ) such that
(g) gRα = ∂t +XH .
Since Q is quadratic, XH depends linearly on (x1, . . . , xn, y1, . . . , yn), i.e.,
XH = X(x1, . . . , xn, y1, . . . , yn)
T ,
for some X ∈M2n×2n(R).
2In [BH] there is a notion called “L-supersimple”, the difference between “L-simple” and “L-
supersimple” is that “L-simple” allows the existence of elliptic orbits of action ≤ L.
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Definition 3.1.2. Given a contact form α, an almost complex structure J onR×M
is α-tame if
(1) J is independent of s, where s is the R-coordinate;
(2) J(∂s) = gRα for some positive function g onM ; and
(3) there exists a 2n-plane field ξ′ onM such that Jξ′ = ξ′ and dα(v, Jv) > 0
for all nonzero v ∈ ξ′.
Given a Reeb orbit γ of Rα, we write γ
s for the simple orbit underlying γ and
m(γ) for the multiplicity of γ over γs. Choose a point xγs (a marker) on each γ
s.
Definition 3.1.3 (L-simple for a symplectization). Let L > 0 and α be an L-simple
contact form.
(1) An almost complex structure J on R ×M is L-simple for α if J is α-tame
and inside a sufficiently small neighborhood Φγ(R/Aα(γ)Z × Dδ) (as given in
Definition 3.1.1) of each simple Reeb orbit γ ∈ PLα we have
(i) ξ′ = R〈 ∂∂x1 , · · · , ∂∂xn , ∂∂y1 , · · · , ∂∂yn 〉;
(ii) J : ∂∂xi 7→ ∂∂yi for 1 ≤ i ≤ n; and
(iii) the function g satisfying J(∂s) = gRα is given by (g) above.
A pair (α, J) is said to be L-simple pair, if α is L-simple and J is L-simple for α.
(2) If γ is simple, then the above coordinates
(t, x1, . . . , xn, y1, . . . , yn),
subject to the normalization
(N) Φγ(0, 0) = xγs .
are called simple coordinates for γ.
(3) If γ is not simple, then, by abuse of notation, the coordinates
(t, x1, . . . , xn, y1, . . . , yn)
on R/Aα(γ)Z ×Dδ are called simple coordinates for γ where
R/Aα(γ)Z ×Dδ → R/Aα(γs)Z×Dδ
is them(γ)-fold covering map.
Given an L-simple α, we can construct an L-simple J as follows: Let ξ′ ⊂
TM be a 2n-plane field such that ξ′ = R〈 ∂∂x1 , . . . , ∂∂xn , ∂∂y1 , . . . , ∂∂yn 〉 on a small
neighborhood Vγ of each γ ∈ PLα ; ξ′ = ξ outside a slightly larger neighborhood
V ′γ of each γ ∈ PLα ; and ξ′ interpolates between R〈 ∂∂x1 , . . . , ∂∂xn , ∂∂y1 , . . . , ∂∂yn 〉
and ξ on the remaining annular regions. Let J be a complex structure of ξ′ such
that dα(v, Jv) > 0 for all 0 6= v ∈ ξ′ and J( ∂∂xi ) = ∂∂yi for 1 ≤ i ≤ n on Vγ . We
then extend J to R ×M by J(∂s) = gRα, where g is given by (g) on Vγ , g = 1
outside V ′γ , and g interpolates between then two in the remaining annular regions.
The main reason for usingL-simple J is the following: Let u be a J-holomorphic
curve in R ×M and suppose u has an end which converges to R × γ with coor-
dinates (s, t). Then, with respect to the simple coordinates, this end of u admits a
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lift to R/Aα(γ)Z ×Dδ which can be written as (s, t, η(s, t)), where η satisfies
(3.1.1)
∂η
∂s
+ j0
∂η
∂t
+ Sη = 0,
j0 is the standard complex structure, and S := −j0X is a 2n × 2n constant sym-
metric matrix. In other words, the Cauchy-Riemann equations become linear near
the ends for curves that are graphical over R× γ.
Convention 3.1.4. We are using the convention that when a matrix (e.g., S) acts on
η or its derivatives from the left, η or its derivatives are viewed as column vectors.
More generally, let (W,α) be a (2n+2)-dimensional compact exact symplectic
cobordism from (M+, α+) to (M−, α−), i.e., ∂W = M+ −M−, α is a 1-form
on W such that dα is symplectic, and α± = α|M± is a contact form on M±.
Let (Ŵ , α̂) be the completion of (W,α), obtained by smoothly attaching the sym-
plectization ends [1,∞) × M+ and (−∞,−1] × M−. Let s be the [1,∞)- or
(−∞,−1]-coordinate at the positive and negative ends of Ŵ .
Definition 3.1.5 ((L+, L−)-simple for a cobordism). A 1-form α̂ on Ŵ is said to
be (L+, L−)-simple if it restricts to L±-simple contact form α± at the positive and
negative ends. Given an (L+, L−)-simple α̂, an almost complex structure J on
Ŵ said to be (L+, L−)-simple for α̂, if it is dα̂-tame and restricts to J± which is
L±-simple for α± at the positive and negative ends. A pair (α̂, J) is said to be
(L+, L−)-simple, if α̂ is (L+, L−)-simple and J is (L+, L−)-simple for α̂.
In this paper we will assume all almost complex structures J’s in symplectiza-
tions (resp. cobordisms) are L-simple (resp. (L+, L−)-simple) for some appropri-
ate L (resp. (L+, L−)) and some appropriate form α (resp. α̂).
Remark 3.1.6. Strictly speaking, it is not necessary to use simple J in this paper,
as most of our discussion carries over to the general case. Simple almost complex
structures allow for better control of the ends and also simplify gluing.
3.2. Riemann surfaces and holomorphic maps. Let (F, j) be a closed connected
Riemann surface.
For much of this paper we do not need to assume that the genus g(F ) of F is
zero.
Definition 3.2.1. A marked Riemann surface
F = (F, j,p, r)
is a quadruple which additionally consists of an ordered tuple p = p+ ⊔ p−,
p± = (p±,1, . . . , p±,l±), of marked points on F , where each point of F is used at
most once, and an ordered tuple r = r+ ⊔ r−, r± = (r±,1, . . . , r±,l±) of asymp-
totic markers. Here an asymptotic marker r±,i at a puncture p±,i is an element of
(Tp±,iF − {0})/R+. We denote F˙ = F − p.
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Definition 3.2.2 (Equivalence relation ∼0). Given two marked Riemann surfaces
F = (F, j,p, r) and F ′ = (F ′, j′,p′, r′), we write F ∼0 F ′ if there is a diffeo-
morphism φ : F
∼→ F ′ satisfying φ∗(F) = F ′ (that is, φ∗j = j′, φ(p±) = p′±,
and φ∗(r±) = r
′
±, where the latter two maps are maps of ordered tuples).
Let (W,α) be the exact symplectic cobordism from Section 3.1.
Definition 3.2.3 (Equivalence relation ∼). Given marked Riemann surfaces F =
(F, j,p, r), F ′ = (F ′, j′,p′, r′) and maps u : F˙ → Ŵ , u′ : F˙ ′ → Ŵ , we write
(F , u) ∼ (F ′, u′) if there is a diffeomorphism φ : F ∼→ F ′ satisfying φ∗(F , u) =
(F ′, u′) (that is, φ∗j = j′, φ(p±) = p′± and φ∗(r±) = r′±, again as ordered tuples,
and u′ ◦ φ = u).
Definition 3.2.4 (Equivalence classes). The equivalence class of (F , u) under ∼
will be denoted by [F , u]. If Ŵ = R ×M , then the equivalence class of (F , u)
under R-translations will be denoted by (F , u)R and the equivalence class under ∼
and R-translations will be denoted by JF , uK.
Let γ+ = (γ+,1, . . . , γ+,l+) and γ− = (γ−,1, . . . , γ−,l−) be ordered tuples of
Reeb orbits for α+ and α−. Then let Mind=kJ (F˙ , Ŵ ;γ+;γ−) be the space of
equivalence classes [F , u] of pairs, where u is a J-holomorphic map F˙ → Ŵ of
Fredholm index ind(u) = k from γ+ to γ− (i.e., u is asymptotic to γ+,i at the
positive end near p+,i and to γ−,i at the negative end near p−,i) and u “maps” the
asymptotic markers r±,i to the markers xγs±,i .
If Ŵ = R ×M , thenMind=kJ (F˙ ,R ×M ;γ+;γ−)/R is the usual quotient of
Mind=kJ (F˙ ,R×M ;γ+;γ−) by R-translations.
Definition 3.2.5. The α-energy of a map u from γ+ to γ− is given by
Eα(u) := Aα(γ+)−Aα(γ−),
where Aα(γ±) =
∑l±
i=1Aα(γ±,i).
3.3. Sorting. The following definition is useful when keeping track of the combi-
natorics in the proof of ∂2 = 0 in Section 9.1.4.
Fix an ordering ϑ of PLα . For example, if the map PLα → R+, γ 7→ Aα(γ),
is injective (which is a generic condition), we can order the orbits by increasing
action.
Definition 3.3.1. An ordered tuple of Reeb orbits γ is sorted if
γ = (γ1, . . . , γ1︸ ︷︷ ︸
i1 copies
, . . . , γk, . . . , γk︸ ︷︷ ︸
ik copies
),
where γi 6= γj as long as i 6= j. We also allow k = 0, i.e., γ = ∅.
If γ is sorted according to ϑ, then γ is said to be ϑ-sorted.
From now on we assume that all the positive (and likewise all the negative) ends
of all the moduli spaces are ϑ-sorted, unless stated otherwise.
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3.4. (Symp) vs (Cob). Consider the moduli space
M =Mind=kJ (F˙ , Ŵ ;γ+;γ−).
There will always be two cases to consider:
(Symp) (Ŵ = R ×M,J) is R-invariant and is viewed as a symplectization. This
is the case when defining the differential d and proving d2 = 0. We usually
takeM/R.
(Cob) (Ŵ , J) is viewed as a cobordism. This is the case when defining chain
maps. We allow (Ŵ , J) to be R-invariant (e.g., when (Ŵ , J) is the “iden-
tity cobordism”). In the case of a cobordism there is no quotienting by R,
even if there is an R-action.
We will write (Ŵ , J) ∈ (Symp) or (Ŵ , J) ∈ (Cob) to indicate whether (Ŵ , J)
is viewed as a symplectization or a cobordism. There are two reasons for this
distinction:
• We do not quotient by the R-action for (Cob).
• Trivial cylinders are unperturbed (i.e., are more or less ignored) when con-
sidered in (Symp), but are perturbed (i.e., we construct an obstruction bun-
dle E→ V where the trivial cylinder is in V) when considered in (Cob).
For the (Cob) case, we also require J to be
Definition 3.4.1 ((L+, L−)-end-generic). Let J be an almost complex structure
on (Ŵ , α̂) that is (L+, L−)-simple for α̂. We say J is (L+, L−)-end-generic, if
for all γ± with Aα±(γ±) ≤ L± and all k ∈ Z, there is no J-holomorphic curve
[F , u] ∈ Mind=kJ (F˙ , Ŵ ;γ+;γ−) that agrees with the trivial half cylinder near
some puncture of F˙ in the region Ŵs≥T or Ŵs≤−T , for some T > 1.
Remark 3.4.2. We require J to be (L+, L−)-end-generic, because with it we can
add additional marked points to stabilize the domain of a J-holomorphic cylinder
or plane in a more canonical way.
Lemma 3.4.3. Given an (L+, L−)-simple pair (α̂, J), we can perturb J to J
′ such
that (α̂, J ′) is still (L+, L−)-simple and J
′ is (L+, L−)-end-generic.
Proof. We restrict to the simpler case where γ+ consists of only one Reeb orbit
γ+ of α+ with Aα+(γ+) ≤ L+. Technically speaking, this suffices for the current
paper; the proof of the general case is quite similar to this special case and is left
to the reader.
We perturb J inductively, using a triple which we call the complexity
c(F , u) = (Aα+(γ+), Eα(u),−χ(F˙ )),
where we are using the lexicographic ordering, to order the moduli spaces of
curves. More precisely, we perturb J so that all the curves of
M(γ+;γ+) :=M(F˙ , Ŵ ; γ+;γ−)
have nontrivial positive ends, assuming all curves inM(γ′+;γ ′−) with complexity
less than that ofM(γ+;γ−) have nontrivial positive ends.
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Let us writeM :=M(γ+;γ−) and ∂M =M−M.
Step 1. We claim that there exists an open neighborhood V ⊂ M of ∂M such
that no holomorphic curve in V − ∂M has trivial positive end. During the proof
of the lemma we call a holomorphic building whose topmost level is a nontrivial
branched cover over a trivial cylinder a b-building.
Consider a holomorphic building in ∂M of the form u0 ∪ u1, where u0 maps to
Ŵ and u1 maps to R×M+. (The other types of holomorphic buildings in ∂M can
be treated similarly and are left to the reader.) We choose a small neighborhood
U ⊂ M of u0 ∪ u1 such that no holomorphic curve u ∈ U − ∂M has a trivial
positive end as follows: If u0 ∪ u1 is not a b-building, then u1 does not have a
trivial positive end by unique continuation (here we are assuming that u1 is not a
trivial cylinder) and there is a sufficiently small neighborhood U of u0 ∪ u1 with
the desired property. Next suppose that u0 ∪ u1 is a b-building and there exists a
sequence {uk} of curves inM that limit to u0 ∪ u1 and have trivial positive ends.
Then there exist constants s0 and k0 such that:
• J |[s0,∞)×M+ = J+; and
• for k ≥ k0, uk restricted to [s0,∞)×M+ is a branched cover of [s0,∞)×
γs+.
If we replace the portion of uk in [s0,∞) ×M+ by a trivial half-cylinder with-
out branch points, we obtain a holomorphic curve with a trivial positive end in
M(γ′+,γ ′−) of lower complexity, which contradicts the inductive assumption. Since
∂M is compact, we can cover ∂M by finitely many open sets U and the claim fol-
lows.
Step 2. Recall from Section 3.1 that, for any [F , u] ∈ M, on a neighborhood of
the puncture p+ of F˙ where u converges to γ+, we have u(s, t) = (s, t, η(s, t)),
where η satisfies Equation (3.1.1).
Define a self-adjoint operator, called the normal asymptotic operator,3
A := −j0 ∂
∂t
− S :W 1,2(S1,R2n)→ L2(S1,R2n),
where S = −j0X. Then η satisfies
(3.4.1)
∂η
∂s
= Aη.
Let
· · · ≤ θ−2 ≤ θ−1 < 0 < θ1 ≤ θ2 ≤ . . .
be the eigenvalues of A and
· · · , g−2, g−1, g1, g2, · · ·
be the associated complete set of orthonormal eigenfunctions. We can write
η(s, t) =
∑
i≤−1
cie
θisgi(t),
3This is slightly different from the full asymptotic operator which appears in Section 4.4.
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where the ci := c
γ+
i (u) are constants. Observe that u has trivial positive end if and
only if all the ci are zero.
Step 3. Choose a compact subset K of M such that K ∪ V = M. Below we
explain how to make a perturbation of J such that all the curves in K have no
trivial positive end and yet preserve this property for curves near V and in lower
inductive strata.
Case I (γ+ is simple). Since K is compact, there exists s1 > 0 such that:
(1) J |[s1,∞)×M+ = J+; and
(2) for any [F , u] ∈ K the restriction of u to (s1,∞) × M+ has image in
(s1,∞)×γ+×Dδ′ and can be expressed as (s, t, η(s, t)), where η satisfies
Equation (3.4.1).
Here 0 < δ′ < δ2 , where δ is the constant that appears in Definition 3.1.1.
Next choose s1 < R and ̺1, . . . , ̺k > 0 sufficiently small; we assume that R is
much larger than the R used when perturbing the J for the lower inductive strata.
Let µ : R → [0, 1] be a smooth bump function that is supported on (0, 3) and
satisfies µ([1, 2]) = 1, and let µT : R→ [0, 1] be its translate µT (s) = µ(s− T ).
We perturb J to J ′ = J ′̺1,...,̺k on the region [R,R + 3] × γ+ ×Dδ/2 ⊂ Ŵ by
setting
J ′(∂s) = gRα −
k∑
j=1
j0̺jµR(s)g−j(t), J
′(∂xi) = ∂yi
on [R,R + 3]× γ+ ×Dδ′ . The perturbation η′ of η satisfies the equation
(3.4.2)
∂η′
∂s
= Aη′ +
k∑
j=1
̺jµR(s)g−j(t).
All but finitely many Fourier coefficients of η and η′ are the same, i.e., those of
g−j(t), j = 1, . . . , k, which we denote by f−j(s)g−j(t). The coefficient f−j(s)
satisfies
df−j
ds
= θ−jf−j(s) + ̺jµR(s),
subject to the condition f−j(s) = c−je
θ−js for s < R. We compute
f−j(s) = e
θ−js
(
c−j +
∫ s
0
e−θ−jσ̺jµR(σ)dσ
)
.
This shows that the Fourier coefficients of all the curves in K are perturbed in the
g−j(t) component by a fixed small constant that depends on ̺j .
We now assume without loss of generality that J regular. Since γ+ is simple, K
is part of a transversely cut out moduli space and the map
K → Rk, [F , u] 7→ (cγ+−1(u), . . . , cγ+−k(u))
is smooth. Hence, by Sard’s theorem, for k > 0 sufficiently large, there exist
̺1, . . . , ̺k arbitrarily small such that no holomorphic curve of J
′
̺1,...,̺k
that is close
to a curve in K has trivial positive end.
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Case II (γ+ is not simple). If γ+ is a k-fold cover of some simple γ
s
+, then the
k-fold multiple cover of the ith eigenfunction associated to γs+ is more or less the
kith eigenfunction associated to γ+. The only modification we need to make is to
perturb J using the eigenfunctions g−j(t) associated to γ
s
+.
Finally we discuss the effect of perturbing J on the “end-genericity” of lower
inductive strata and curves close to V :
• The perturbation of J does not affect J+ and the ends of curves in the
symplectization R×M+.
• Since ̺1, . . . , ρk are arbitrarily small, for moduli spaces M(γ′+;γ ′−) of
lower complexity, the curves that are not close to b-buildings still do not
have trivial positive ends.
• The curves of M(γ′+;γ ′−) that are close to b-buildings also do not have
trivial positive ends since the considerations of Step 1 reduce the issue to
the “end-genericity” of moduli spaces of even lower complexity.
• Similarly, the curves that are close to V still do not have trivial positive
ends.
This completes the proof of Lemma 3.4.3. 
In this paper, we always assume J is (L+, L−)-end-generic for some appropri-
ate (L+, L−) when (Ŵ , J) ∈ (Cob).
3.5. Teichmu¨ller space and mapping class group. In what follows we fix (F,p)
and hence F˙ .
Assume F˙ has negative Euler characteristic. Let Teich(F˙ ) be the Teichmu¨ller
space of F˙ . Given [j] ∈ Teich(F˙ ), where [j] is viewed as an equivalence class
of complex structures on F˙ , let U[j] ⊂ Teich(F˙ ) be an open neighborhood of [j].
Given an open set U ⊂ Teich(F˙ ), let U˜ be a Teichmu¨ller slice over U , i.e., a smooth
choice of complex structure on F˙ in each equivalence class x ∈ U .
We make the following definition which is slightly nonstandard but adapted to
our situation:
Definition 3.5.1. Let Mod(F,p) be the quotient of the group Diff(F,p) of diffeo-
morphisms of F which fix p± pointwise by the subgroup Diff0(F,p), which is the
identity component of Diff(F,p).
It is well-known thatMod(F,p) acts properly discontinuously onTeich(F˙ ) and
hence its quotient is an orbifold, the moduli spaceM(F,p) of complex structures
on F with positive marked points p+ and negative marked points p−. Let
Mod(F,p)[j] = {[g] ∈ Mod(F,p) | [g]([j]) = [j]}
be the stabilizer of [j]. If we choose a representative j ∈ [j], then it is well-
known that the group Aut(F,p, j) of automorphisms of (F, j) which take p± to
p± pointwise satisfies
Aut(F,p, j) ≃ Mod(F,p)[j].
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Definition 3.5.2. An open set U ⊂ Teich(F˙ ) is good if U = U[j] for some [j] and,
for any [g] ∈ Mod(F,p), one of the following holds:
• [g](U) ∩ U = ∅;
• [g] ∈ Mod(F,p)[j] and [g](U) = U .
The orbifold charts forM(F,p) are
U[j] → U[j]/Mod(F,p)[j],
where U[j] is a sufficiently small good open set about [j].
Also given (F , u) = ((F, j,p, r), u), let Mod(F,p)[F ,u] be the subgroup of
Mod(F,p) defined by
Mod(F,p)[F ,u] = {[g] ∈ Mod(F,p) | g∗(F , u) = (F , u) for some g ∈ [g]}.
4. FREDHOLM THEORY
In this section we fix (F,p) and hence F˙ .
4.1. Canonical cylindrical coordinates. Let (F , u) be a pair where u : F˙ → Ŵ
is a sufficiently differentiable map which is asymptotic to γ+,i at the positive end
near p+,i and to γ−,i at the negative end near p−,i. If u can be written as a graph
(s, t) 7→ (s, t, η±,i(s, t)) on R × (R/A(γ±,i)) ×D near the end corresponding to
the puncture p±,i ∈ p, then (s, t) is said to be the canonical cylindrical coordinates
on F˙ near p±,i with respect to u.
By the simplicity of J , if [F , u] ∈ Mind=kJ (F˙ , Ŵ ;γ+,γ−), then the canonical
cylindrical coordinates for a representative (F , u) near the punctures are holomor-
phic coordinates on F˙ . On the other hand, (s, t) is not necessarily holomorphic if
u is not J-holomorphic.
If JF , uK ∈ Mind=kJ (F˙ ,R ×M ;γ+,γ−)/R, the coordinates (s, t) for (F , u)
are canonical up to translations in the s-direction.
4.2. Fredholm setup. Fix an L-simple J on the symplectization Ŵ = R×M or
an (L+, L−)-simple J on the cobordism Ŵ in the class C
∞.
Recall the coordinate s at the ends of Ŵ . Fix a Riemannian metric g0 on Ŵ
which is s-invariant at the ends. For simplicity we assume that g0 restricts to the
standard flat metric
g0 = ds
2 + dt2 +
∑
i
dx2i +
∑
i
dy2i
on the L-simple coordinate charts (and hence g0 = g
L
0 , i.e., depends on L). Let
exp : TŴ → Ŵ be the exponential map with respect to g0, ǫ > 0 be a constant
smaller than the injectivity radius of g0, and
Dǫ ⊂ TŴ = {(w, ξ) | w ∈W, |ξ|g0 < ǫ}
be the ǫ-disk bundle of TŴ .
For the rest of the paper we assume that γ+ satisfies Aα(γ+) < L, unless
indicated otherwise.
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Let δ > 0 be a small positive number. We define the “weighted Sobolev space”
W k+1,pδ (F˙ , Ŵ ;γ+,γ−), following Dragnev [Dr, Definition 2.6]:
Definition 4.2.1 (Weighted Sobolev space of maps F˙ → Ŵ ). Let C be the space of
smooth maps u : F˙ → Ŵ that agree with holomorphic maps parametrizing trivial
holomorphic half-cylinders [1,+∞)× γ+,i near p+,i and to (−∞,−1]× γ−,i near
p−,i. Then we define the weighted Sobolev space of maps F˙ → Ŵ by
W k+1,pδ (F˙ , Ŵ ;γ+,γ−) := {exp(u, ξ) | u ∈ C, ξ ∈W k+1,pδ (F˙ , u∗Dǫ)},
whereW k+1,pδ (F˙ , u
∗Dǫ) is the usual weighted Sobolev space of sections of u
∗Dǫ,
defined using g0.
Here in the definition ofW k+1,pδ (F˙ , u
∗Dǫ) we are using a smooth weight func-
tion fδ : Ŵ → R+ which agrees with eδ|s| at the ends of Ŵ . Note that the Sobolev
norm depends on g0 and fδ, but the topology on this Sobolev space does not depend
on the particular choices of g0 and fδ.
Remark 4.2.2 (Remark on values of k and p). By the Sobolev embedding theorem,
if k > r + mp , then W
k,p(Ω) ⊂ Cr(Ω) for any compact domain Ω of Rm with
smooth boundary; see Remark 4.2.3 for obtaining the Sobolev embedding theorem
for F˙ . In our case m = dim F˙ = 2 and we take r ≥ 2, since we want at least two
continuous derivatives (we need one continuous derivative for defining s±,i in Step
1B in the proof of Theorem 5.1.2 and two continuous derivatives to ensure that
Lemma 7.6.7 holds). Hence from now on we assume that k > r + 1 and p = 2.
The following is well-known:
Remark 4.2.3. We can use the Sobolev embedding theorem for compact domains
to show that there exists a global constant C > 0 such that for all
ξ ∈W k+1,pδ (F˙ , u∗Dǫ)
we have
(4.2.1) |fδξ|Cr ≤ C‖fδξ‖W k+1,p = C‖ξ‖W k+1,p
δ
.
Suppose for simplicity that F˙ has only one end and F˙ is written as the union
Ω0 ∪Ω1 ∪Ω2 . . . of compact domains, where each Ωi ∩Ωi+1 is a circle, Ω0 is the
“thick part”, and Ωi, i > 0, is biholomorphic to the standard S
1 × [0, 1]. Then we
apply the Sobolev embedding theorem for each Ωi, noting that
‖ξ‖
W k+1,p
δ
(Ωi)
≤ ‖ξ‖
W k+1,p
δ
(F˙ )
and that the Sobolev spaces W k+1,pδ (Ωi) and W
k+1,p
δ (Ωi+1) can be identified for
i≫ 0 because u∗Dǫ is asymptotically cylindrical at the ends of F˙ . Hence the same
constant C > 0 can be used when we apply the Sobolev embedding theorem to all
Ωi.
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LetW k,pδ (F˙ ,∧0,1u∗TŴ ) be the usual weighted Sobolev space of sections of
∧0,1u∗TŴ = ∧0,1F˙ ⊗J u∗TŴ → F˙
in the class (k, p) with weight fδ.
Remark 4.2.4. In the functional analysis setup we use W k+1,pδ and W
k,p
δ spaces
for large k to extract a collection of finite-dimensional orbibundles E → V. Once
this is done we throw away the Sobolev space setup and work in the category of
finite-dimensional orbifolds. (This is analogous to the [FO] and [FO3] setup and
differs from that of [HWZ3].)
4.2.1. χ(F˙ ) < 0. We first treat the case where F˙ has negative Euler characteristic.
Given a Teichmu¨ller slice U˜ of U , define
BU˜ =BU˜(F˙ , Ŵ ;γ+,γ−)
=
{
(F , u) = ((F, j,p, r), u)
∣∣∣∣∣ j ∈ U˜ , u ∈W k+1,pδ (F˙ , Ŵ ;γ+,γ−),u(r±,i) = xγs±,i
}
,
where (F,p) are fixed. We define the bundle
(4.2.2) πU˜ : EU˜ = EU˜ (F˙ , Ŵ ;γ+,γ−)→ BU˜ ,
whose fiber over (F , u) is
(EU˜ )(F ,u) = W k,pδ (F˙ ,∧0,1u∗TŴ ).
Then ∂
U˜
J is a section of EU˜ defined by
∂
U˜
J (F , u) = (F , u, 12 (du+ J(u)du ◦ j)).
Also let
(4.2.3) ΠU˜ : BU˜ → U˜ , (F , u) = ((F, j,p, r), u) 7→ j
be the projection to U˜ . When the Teichmu¨ller slice U˜ is understood, it will often be
omitted from the notation, e.g., ∂J , B, E .
The following is immediate:
Lemma 4.2.5. If U = U[j] is a good open set, then
MJ (F˙ , Ŵ ;γ+,γ−) ∩ (BU˜/ ∼) = (∂
U˜
J )
−1(0)/Mod(F,p)[j]
as topological spaces (but not necessarily as orbifolds).
Let ∇ be the Levi-Civita connection on TŴ with respect to the metric g0. Let
L(F ,u) be the differential
(∂J)∗ : T(F ,u)B → T(F ,u,∂Ju)E
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postcomposed with the projection to W k,pδ (F˙ ,∧0,1u∗TŴ ). Then L(F ,u) can be
written as:
(4.2.4)
L(F ,u) : T U˜(j) ⊕ R2(l++l−) ⊕W k+1,pδ (F˙ , u∗TŴ )→W k,pδ (F˙ ,∧0,1u∗TŴ ),
(j, a, ξ) 7→ Y (j) +Du(a+ ξ),
where Y (j) is induced from the variation of j in the direction on j, Du is the
usual linearized ∂J -operator (which depends on the choice of ∇ if u is not J-
holomorphic), and a is obtained by damping out ∂s and ∂t at each end (away from
±∞). Here l+ + l− is the total number of punctures of F˙ .
4.2.2. The map Iγ . Let (F0, u0) be a representative of
[F0, u0] ∈ MJ(F˙ , Ŵ ;γ+;γ−)
and let B′(F0,u0) be a small neighborhood of (F0, u0) inside
B′(F˙ , Ŵ ;γ+,γ−) =
{
(F , u) = ((F,p, r), u)
∣∣∣∣∣ u ∈W k+1,pδ (F˙ , Ŵ ;γ+,γ−),u(r±,i) = xγs±,i
}
Consider the positive end of (F , u) ∈ B′(F0,u0) asymptotic to γ ∈ γ+. Then on
this end u is graphical, i.e., can be written in canonical cylindrical coordinates on
F˙ and simple coordinates on the target as
u(s, t) = (s, t, η(s, t)),
after lifting to them(γ)-fold cover R× (R/Aα(γ)Z)×D. We assume that the ray
{s ∈ [R,∞), t = 0} ⊂ F˙ corresponds to the asymptotic marker r+ which “maps”
to γ.
We then define a map
I = Iγ : B′(F0,u0) × [T ′,+∞)→ R,
((F , u), s′) 7→ Aα((t, η(s, t))|s=s′),
where T ′ is a constant such that we can write u(s, t) = (s, t, η(s, t)) for any
(F , u) ∈ B′(F0,u0) and s ≥ T ′. Clearly I((F , u), s′) is independent of the choice
of sufficiently close (F0, u0).
Lemma 4.2.6. I is a C1-map.
Lemma 4.2.6 will be proved in the Appendix.
4.2.3. χ(F˙ ) = 0 or 1. We now consider the case where χ(F˙ ) = 0 or 1.
Lemma 4.2.7. In the (Symp) case, suppose γ+ 6= γ−. Given a compact subset
K ⊂ MJ(F˙ , Ŵ ;γ+;γ−)/R, there exists ε′ > 0 small such that for each repre-
sentative of (F , u) of each [F , u] ∈ K and γ ⊂ γ+ there exists a value
s′γ,+(F , u) := max{s′ ∈ R | Iγ((F , u), s′) = Aα(γ)− ε′}.
Moreover, if uT is u translated up by s = T units, then
s′γ,+(F , uT ) = s′γ,+(F , u) + T.
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The same holds for (F ′, u′) which is C1-close to some representative (F , u) ofK .
Proof. The first assertion follows from observing that (F , u) cannot be a branched
cover of a trivial cylinder by Euler characteristic reasons (note that u also cannot be
a trivial cylinder since γ+ 6= γ−) and that Iγ((F , u), s) is a strictly increasing of
s if u is not a branched cover of a trivial cylinder. The second and third assertions
are immediate. 
Lemma 4.2.8. In the (Cob) case, there exist a small compactly supported per-
turbation J ′ of J such that, given a compact subset K ⊂ MJ(F˙ , Ŵ ;γ+;γ−),
there exists ε′ > 0 small such that for each representative of (F , u) of each
[F , u] ∈ MJ ′(F˙ , Ŵ ;γ+;γ−) and γ ∈ γ+ there exists a value
s′γ,+(F , u) := max{s′ ∈ [1,+∞) | Iγ((F , u), s′) = Aα(γ)− ε′}.
The same holds for (F ′, u′) which is C1-close to some representative (F , u) ofK .
Proof. We only need to ensure that there are no holomorphic cylinders of (Ŵ , J ′)
that agree with trivial half-cylinders at the positive end of Ŵ . This is done by
taking an end-generic perturbation J ′ of J given in Lemma 3.4.3. 
From now on we assume that in the (Cob) case J is sufficiently generic so that
the conclusion of Lemma 4.2.8 holds. We write s′+ instead of s
′
γ,+ if γ is under-
stood.
We now define the unordered set q := ∪γ∈γ+qγ of punctures as follows:
(*) Identify u−1({s = s′+(F , u)}) ≃ R/Aα(γ)Z by projecting to the t-
coordinate, where we are still using simple coordinates for γ. Pick the
point t = 0 ∈ R/Aα(γ)Z corresponding to the asymptotic marker and
then define
qγ = {(s, t) = (s′+(F , u), k2m(γ)Aα(γ)) | k = 1, . . . , 2m(γ)}.
Let us write F¨ = F˙ − q; since the cardinality of qγ is 2m(γ), we have χ(F¨ ) < 0.
(Later on, when we specifically treat contact homology, there is only one γ.)
Change of notation. From now on, we write
(F , u) = ((F, j,p,q, r), u),
with the understanding that q = ∅ when χ(F˙ ) < 0, q is an unordered set, p and
q are disjoint, and q are removable punctures. We modify Definitions 3.2.2 and
3.2.3 so that the equivalence relations
F = (F, j,p,q, r) ∼0 F ′ = (F, j′,p,q′, r′)
and (F , u) ∼ (F ′, u′) require φ(q) = q′ as ordered sets in addition. Also we
modify the definitions of Mod(F,p) and Aut(F,p,q, j) to Mod(F,p,q) and
Aut(F,p,q, j) so that the diffeomorphism of F takes q to q setwise in addition.
The above uniform choice helps stabilize the automorphism group of (F , u).
The following is a slight variation of the definition that was given for χ(F˙ ) < 0:
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B =B(F˙ , Ŵ ;γ+,γ−)
=
(F , u) = ((F, j,p,q, r), u)
∣∣∣∣∣∣∣
j ∈ U˜ , u ∈W k+1,pδ (F˙ , Ŵ ;γ+,γ−), u(r±,i) = xγs±,i ,
u is ε′′-close to u′ holomorphic inW k+1,pδ (F˙ , Ŵ ;γ+,γ−)
q satisfies (*)
 ,
where (F, j,p,q) and ε′′ > 0 are fixed, and U˜ is a Teichmu¨ller slice of U ⊂
Teich(F˙ ) (not Teich(F¨ )).
The fibers E(F ,u) of the bundle π : E → B are defined by
E(F ,u) = W k,pδ (F˙ ,∧0,1u∗TŴ )
as before and ∂J is the same as before. The linearization L(F ,u) is the same as that
of Equation (4.2.4) with the term T U˜(j) removed (or viewed as the zero vector
space).
4.3. Description of Du. By McDuff-Salamon [MS, Proposition 3.1.1],
Du : W
k,p
δ (F˙ , u
∗TŴ )→W k−1,pδ (F˙ ,∧0,1u∗TŴ )
is given by
(4.3.1) Duξ =
1
2
(∇ξ + J(u)∇ξ ◦ j)− 1
2
J(u)(∇ξJ)(u)∂J (u).
Here, by abuse of notation, we do not distinguish between sections of u∗TŴ and
sections of TŴ along u.
Suppose (s, t) ∈ R± × R/Aα(γ)Z is a holomorphic coordinate around a punc-
ture p ∈ p± of F˙ , p corresponds to the Reeb orbit γ, and u(s, t) = (s, t, η(s, t)),
written in simple coordinates for γ, is J-holomorphic. Then, near this puncture,
(4.3.2) Duξ =
1
2
(∇sξ + J(u)∇tξ + S˜γξ)⊗ (ds− idt),
where
J(u) =
 0 −1 01 0 0
Xη −j0Xη j0
 and S˜γ =
 0 0 00 0 0
0 0 −j0X
 .
Note that if u is J-holomorphic, then Duus = Duut = 0. If, instead of using
the basis
{∂s, ∂t, ∂x1 , . . . , ∂xn , ∂y1 , . . . , ∂yn},
we use the basis
{us, ut, ∂x1 , . . . , ∂xn , ∂y1 , . . . , ∂yn},
then Equation (4.3.2) becomes
(4.3.3) Duξ =
1
2
(∂sξ + J0∂tξ + S˜
γξ)⊗ (ds − idt),
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where
J0 =
 0 −1 01 0 0
0 0 j0

is the standard complex structure on R2n+2.
If u is immersed, we denote by N the normal bundle of u such that
N = R〈∂x1 , . . . , ∂x2n , ∂y1 , . . . , ∂y2n〉
near the ends. We define
DNu :W
k,p
δ (F˙ , u
∗N)→ W k−1,pδ (F˙ ,∧0,1u∗N)
by projecting Du along the splitting u
∗TŴ = u∗N ⊕ T F˙ .
4.4. Asymptotic operator. Let γ be a Reeb orbit of Rα and S
1 = R/Aα(γ)Z.
Let
A˜γ = −J0 ∂
∂t
− S˜γ : W 1,2(S1,R2n+2)→ L2(S1,R2n+2)
be the asymptotic operator for γ. Then A˜γ is self-adjoint. Let
· · · ≤ λγ−2 < λγ−1 = 0 = λγ1 < λγ2 ≤ · · ·
be eigenvalues of A˜γ and
· · · , fγ−2, fγ−1, fγ1 , fγ2 , · · ·
be the associated complete set of orthonormal eigenfunctions. Here the self-adjoint-
ness and orthonormality are defined with respect to the standard inner product in
R2n+2.
We will write A˜ and S˜ for A˜γ and S˜γ if γ is understood; similarly we may
suppress the superscript γ in λγi , f
γ
i , . . . below, when they are understood.
Remark 4.4.1. A˜ is an “enlargement” of the operator A : W 1,2(S1,R2n) →
L2(S1,R2n) in the proof of Lemma 3.4.3 which takes into account only the trans-
verse directions (i.e., the ∂xi- and ∂yi-directions).
Summarizing the above discussion, we have:
Lemma 4.4.2. Suppose (s, t) ∈ R± × R/Aα(γ)Z is a holomorphic coordinate
around a puncture p ∈ p± of F˙ , p corresponds to the Reeb orbit γ, and near p, u
admits a lift to R×R/Aα(γ)Z×D which can be written as (s, t) 7→ (s, t, η(s, t))
with respect to simple coordinates for γ and is J-holomorphic. Then, near p, we
have
Duξ =
1
2
(∂sξ − A˜ξ)⊗ (ds − idt),
with respect to the basis
B := {us, ut, ∂x1 , . . . , ∂xn , ∂y1 , . . . , ∂yn}.
(Here the tensor product ⊗ is taken to be C-linear.)
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Hence, for any ξ ∈ kerDu, near p ∈ p+ we have
ξ(s, t) =
∑
λi<0
c+,ie
λisfi(t),
and near p ∈ p− we have
ξ(s, t) =
∑
λi>0
c−,ie
λisfi(t),
where the c±,i’s are constant.
4.5. The adjoint operator. Let
D∗u : W
k,p
δ (F˙ ,∧0,1u∗TŴ )→W k−1,pδ (F˙ , u∗TŴ )
be the adjoint operator of Du defined by
(4.5.1)
∫
F˙
〈ζ,Duξ〉1dvolF˙ =
∫
F˙
〈D∗uζ, ξ〉0dvolF˙ ,
where 〈, 〉1 is an inner product onW k,pδ (F˙ ,∧0,1u∗TŴ ), 〈, 〉0 is an inner product on
W k+1,pδ (F˙ , u
∗TŴ ), and dvolF˙ is defined using a metric gF˙ on F˙ . We additionally
assume that, near p ∈ p±:
(i) gF˙ restricts to ds
2 + dt2;
(ii) 〈, 〉0 is defined by requiring the basis B to be an orthonormal basis; and
(iii) 〈, 〉1 is induced by 〈, 〉0 and gF˙ .
Remark 4.5.1. Recall that the adjoint operator D∗u involve some choices. We are
not using the Riemannian metric g0 in the definition of D
∗
u.
The following lemma is almost evident:
Lemma 4.5.2. With the assumptions of Lemma 4.4.2, if ζ ∈W k,pδ (F˙ ,∧0,1u∗TŴ )
and ζ = ζ0 ⊗ (ds − idt) near p ∈ p±, then we have
D∗u(ζ
0 ⊗ (ds − idt)) = 1
2
(−∂sζ0 − A˜ζ0),
with respect to the basis B. Hence, for any ζ ∈ kerD∗u, near p ∈ p+ we have
ζ0(s, t) =
∑
λi>0
c+,ie
−λisfi(t),
whereas near p ∈ p− we have
ζ0(s, t) =
∑
λi<0
c−,ie
−λisfi(t),
where the c±,i’s are constant.
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5. SEMI-GLOBAL KURANISHI CHARTS
Consider the moduli space
M =Mind=kJ (F˙ , Ŵ ;γ+;γ−).
As discussed in Section 3.4, there are two slightly different cases to consider:
(Symp) and (Cob).
We would like to construct a triple
(K, πV : E→ V, ∂J),
called a semi-global Kuranishi chart, and a multisection s : V → E of bounded
degree, called an obstruction multisection over V. In the (Symp) case this consists
of:
(1) a large compact subset K ⊂ M/R; if M/R is compact, then we take
K =M/R;
(2) an orbibundle πV : E→ V (called an obstruction orbibundle) and a section
∂J : V→ E such that
• V is an open set containing K,
• elements of V are equivalence classes JF , uK of maps
(F , u) = ((F, j,p,q, r), u)
for the quadruple (F˙ , Ŵ ,γ+;γ−),
• the fibers EJF ,uK = π−1V (JF , uK) are naturally identified with finite
quotients of finite-dimensional subspaces
E(F ,u) ⊂W k,pδ (F˙ ,∧0,1u∗TŴ )
that are transverse to the linearization L(F ,u),
• ∂J(JF , uK) ∈ EJF ,uK is represented by ∂J(F , u) ∈ E(F ,u) and
∂
−1
J (0) = V ∩ (M/R);
(3) a decomposition of ∂V into the horizontal part ∂hV and the vertical part
∂vV which intersect along their mutual boundary and such that ∂J is never
zero on ∂hV;
(4) s = 0 on a neighborhood of ∂hV, s is close to zero, and s ⋔ ∂J .
In the (Cob) case,M/R is replaced byM in (1)–(2).
In this section we do most of the construction, proving (1), (2), and (4) with
“s = 0 on a neighborhood of ∂hV” replaced by “s = 0 on a neighborhood of
∂V”, and leaving (3) and in particular the definitions of the horizontal and vertical
boundary to Section 8.1.
5.1. Construction of ∂J -transverse subbundles. Consider the Banach bundle
π : E → B and the section ∂J : B → E corresponding to the quadruple (F˙ , Ŵ ,γ+;γ−),
as defined in Section 4.2.1 or 4.2.3.
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Definition 5.1.1. Let V be a subset of B. A subbundle E → V of E|V is ∂J -
transverse if E has finite rank and, for each (F , u) ∈ V ,
(5.1.1) ImL(F ,u) + E(F ,u) = E(F ,u),
where E(F ,u) and E(F ,u) refer to the fibers of E and E over (F , u). Here + in
Equation (5.1.1) means span and does not mean direct sum.
Let Z = ∂
−1
J (0). The goal of this section is to prove the following:
Theorem 5.1.2. LetK ⊂ Z be a compact subset andN (K) be a sufficiently small
open neighborhood of K in B. Then there exist a positive integer ℓ0 = ℓ0(K) > 0
and a positive real number ε0 = ε0(K) > 0 (or ℓ0 = ℓ0(K, ε
′) and ε0 = ε0(K, ε
′)
if χ(F˙ ) = 0 or 1 and ε′ > 0 is as in Section 4.2.1) such that for all integers ℓ ≥ ℓ0
and 0 < ε ≤ ε0, there exists a ∂J -transverse subbundle
E = Eℓ,ε → N (K)
of E|N (K) satisfying:
(1) if (F , u), (F ′, u′) ∈ N (K) and there exists a C∞-diffeomorphism φ :
(F , u) ∼→ (F ′, u′), then there is a canonical identification φ∗E(F ,u) =
E(F ′,u◦φ−1) which is induced from
φ∗ : ∧0,1T F˙ ⊗ u∗TŴ ∼−→ ∧0,1T F˙ ⊗ (u ◦ φ−1)∗TŴ ;
(2) if (Ŵ = R × M,J) ∈ (Symp) and (F , u), (F , uT ) ∈ N (K), where
uT = ΦT ◦ u is u translated up by s = T and
ΦT : R×M ∼−→ R×M, (s, x) 7→ (s+ T, x)
is the s = T translation map, then (ΦT )∗E(F ,u) = E(F ,uT ).
Remark 5.1.3. When dim(M) = 3, it is possible to obtain an effective bound on ℓ
using the positivity of intersections and winding numbers (cf. [HLS, HWZ2, We]).
Proof. The most important feature of the construction of Eℓ,ε is the following:
(#) given (F , u) ∈ N (K), the essential choices only depend on ε, ℓ, the image
of u, and the hyperbolic geometry of a complete finite volume hyperbolic
metric g(F˙ ,j) on F˙ which is compatible with j (or on g(F¨ ,j), where F¨ =
F˙ − q and q depends on the image of u, in the case when χ(F˙ ) = 0 or 1).
A nonessential choice for example is a choice of a cutoff function β : R → [0, 1]
which is fixed throughout. This implies (1) and (2).
The proof consists of the following five steps.
Step 1. (Definition of s±,i) Let K ⊂ Z be a compact subset. The goal of this
step is to define continuous maps s±,i : K → R with differentiable extensions
s±,i : N (K) → R, where the differentiability depends on the choice of W k+1,p.
Here each s±,i corresponds to γ±,i.
The collection {s±,i} will be invariant under group actions as follows:
(a) If (F , u) = ((F, j,p,q, r), u) ∼ (F ′, u′) = ((F, j′,p,q′, r′), u′) ∈ N (K)
via the automorphism φ : F˙
∼→ F˙ , then {s±,i(F , u)} = {s±,i(F ′, u′)}.
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(b) If (F , u), (F , uT ) ∈ N (K), then {s±,i(F , uT )} = {s±,i(F , u) + T}.
Step 1A. Assume first that χ(F˙ ) < 0. Let g = g(F˙ ,j). For ε > 0 sufficiently small,
consider the ε-thin part Thinε(F˙ , g) of (F˙ , g), which is the union of cusps
(5.1.2) C+,1, . . . , C+,l+, C−,1, . . . , C−,l− ,
where each ∂C±,i is a circle which corresponds to γ±,i. We assume that ε = ε(K)
is sufficiently small so that, for all (F , u) ∈ K , Im(u|C±,i) is κ-close (in the
Hausdorff metric derived from the Riemannian metric g0 on Ŵ which is s-invariant
at the ends) to [s+,i,∞)×γs+,i or (−∞, s−,i]×γs−,i for some s±,i. (The same holds
for all (F , u) ∈ N (K), where N (K) is a sufficiently small neighborhood of K .)
Here κ > 0 is a small, predetermined constant which is independent of K . The
existence of ε > 0 relies on the exponential decay estimates of the ends of u from
[HWZ1].
We then choose a specific s±,i = s±,i(F , u) as follows: First consider the
m(γ±,i)-fold covering map R/Aα(γ±,i)Z → R/Aα(γs±,i)Z. We then write u on
C±,i in terms of simple coordinates as
u(s, t) = (s, t, η(s, t)),
after lifting to the m(γ±,i)-fold cover R × (R/Aα(γ±,i)Z) × D, subject to the
condition that t = 0 corresponds to the asymptotic marker r±,i. Then we define
s±,i as the s-coordinate of the point on u|∂C±,i with t = 0.
Definition 5.1.4. The point on ∂C±,i corresponding to r±,i will be denoted by c±,i.
Step 1B. Next assume that χ(F˙ ) = 0 or 1. In view of the discussion from Sec-
tion 4.2.3 (with ε′ > 0 fixed but small), we take F¨ = F˙ − q with χ(F¨ ) < 0. Let
g = g(F¨ ,j) and apply the considerations from Step 1A with F˙ replaced by F¨ to
obtain s±,i = s±,i(F , u).
(a) and (b) are immediate from the construction, both in Steps 1A and 1B.
Remark 5.1.5 (Trivial cylinders). We do not construct Kuranishi charts for trivial
cylinders when (Ŵ , J) is in the (Symp) case. On the other hand, when a sym-
plectization is viewed in (Cob), we will first slightly perturb the almost complex
structure using Lemma 3.4.3 so that the perturbed trivial cylinders no longer have
trivial ends. We note that trivial (possibly multiply-covered) cylinders are automat-
ically transverse.
Step 2. (Definition of Eℓ,ε) Let ε = ε(K) be the constant from Step 1.
Let β : R→ [0, 1] be a nondecreasing smooth cutoff function such that β(s) =
0 for s ≤ 0 and β(s) = 1 for s ≥ 1 and let β+s0(s) = β(s − s0) and β−s0(s) =−β(s0 − s), where s0 > 0 is a constant.
Given (F , u) ∈ K and s±,i = s±,i(F , u) from Step 1, let
(5.1.3) f˜
γ±,i
p (s, t) :=
∂β±s±,i
∂s
(s)f
γ±,i
p (t)⊗ πj(ds− idt) ∈ Γ(F˙ ,∧0,1u∗TŴ ).
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Here πj : W
k,p(F˙ ,∧1T ∗F˙ ) → W k,p(F˙ ,∧0,1T ∗F˙ ) is the projection with respect
to the hyperbolic metric and f˜
γ±,i
j (s, t) has support on a single end of F˙ . We then
define
(5.1.4) Eℓ,ε(F ,u),γ±,i := R〈f˜
γ±,i
1 , . . . , f˜
γ±,i
ℓ 〉
for γ±,i ∈ γ± and define
(5.1.5) Eℓ,ε(F ,u) :=
⊕
γ±,i∈γ+∪γ−
Eℓ,ε(F ,u),γ±,i .
This gives us a bundle Eℓ,ε → N (K) with fiber Eℓ,ε(F ,u). The following will be
proven in the Appendix:
Lemma 5.1.6. Eℓ,ε(F ,u) ⊂ E(F ,u) for all (F , u) ∈ N (K) and Eℓ,ε → N (K) is of
class C1 if k ≥ 3 and p > 2.
Step 3. (∂J -transversality) We first prove the following transversality lemma,
which is applicable for a single (F , u) ∈ K .
Lemma 5.1.7 (Transversality lemma). For each (F , u) ∈ K , there exist ℓ0 ∈ N
and ε0 > 0 such that
(5.1.6) Eℓ,ε(F ,u) + ImDu = W
k,p
δ (∧0,1F˙ ⊗ u∗TŴ )
for all ℓ ≥ ℓ0 and 0 < ε ≤ ε0.
Remark 5.1.8. Observe that we are actually proving a slightly stronger statement
than
Eℓ,ε
(F ,u) + ImL(F ,u) = W
k,p
δ (∧0,1F˙ ⊗ u∗TŴ ).
Proof. Observe that, if Equation (5.1.6) does not hold, then there exists 0 6= ζ ∈
kerD∗u which is L
2-orthogonal to Eℓ,ε(F ,u). To see this, consider the projection of
Eℓ,ε(F ,u) under the map π : kerD
∗
u ⊕ ImDu → kerD∗u. If ζ ∈ kerD∗u is orthogonal
to π(Eℓ,ε(F ,u)), then ζ ⊥ Eℓ,ε(F ,u) since ζ ⊥ ImDu.
Let ε0 > 0 be sufficiently small so that on the ε0-thin neighborhood of a punc-
ture of F˙ corresponding to the Reeb orbit γ ∈ γ+ (γ ∈ γ− is similar), ζ ∈ kerD∗u
can be written with respect to the basis B as
ζ(s, t) =
∑
λi>0
cie
−λγi sfγi (t)⊗ (ds − idt),
and let 0 < ε ≤ ε0. The key point is that, when ε0 is sufficiently small, B is arbi-
trarily close to {∂s, ∂t, ∂x1 , . . . , ∂xn , ∂y1 , . . . , ∂yn} and, without loss of generality,
we may assume ζ(s, t) is written with respect to the latter. There exists a basis
{ζ1, . . . , ζk} for kerD∗u for which the coefficients cji (this means ci for ζj) form a
matrix in row echelon form; in particular, there are no rows with all cji = 0 since
the corresponding ζj = 0 by unique continuation, which is a contradiction.
Let ℓ0 > 0 be larger than the smallest i for which cki 6= 0. Now observe that if
ζ ∈ kerD∗u is L2-orthogonal to Eℓ,ε(F ,u), then its coefficients ci = 0 for all i ≤ ℓ0,
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since the L2-inner product of ζ and f˜γi is nonzero if ci 6= 0. This implies that
ζ = 0. The lemma then follows. 
We then improve Lemma 5.1.7 as follows:
Lemma 5.1.9 (Family transversality lemma). There exist ℓ0 ∈ N and ε0 > 0 such
that
Eℓ,ε(F ,u) + ImDu = W
k,p
δ (∧0,1F˙ ⊗ u∗TŴ ).
for all (F , u) ∈ N (K), ℓ ≥ ℓ0, and 0 < ε ≤ ε0
Proof. This follows from Lemma 5.1.7, the compactness of K , and the following
well-known property of Fredholm maps: Let L,L′ : V → W be Fredholm maps
between Banach spaces. If L and L′ are close in the operator norm and Im(L) +
W ′ = W for a finite-dimensional subspace W ′, then Im(L′) +W ′ = W .
For (F0, u0), (F1, u1) ∈ K that are close, we identify the Banach spaces in-
volved in L(Fi,ui), i = 0, 1, by defining an isomorphism P : u∗0TŴ
∼→ u∗1TŴ as
follows:
(i) on a large compact region of F˙ , P is given by parallel translation along the
shortest geodesics between u0(z) and u1(z);
(ii) on the ends of F˙ (assumed to be sufficiently small), P is given by identi-
fying the bases
{(u0)s, (u0)t, ∂x1 , . . . , ∂xn , ∂y1 , . . . , ∂yn}
{(u1)s, (u1)t, ∂x1 , . . . , ∂xn , ∂y1 , . . . , ∂yn};
(iii) P interpolates between (i) and (ii) in the intermediate region.
Then L(F0,u0) and L(F1,u1) are close in the operator norm; the details are left to the
reader. 
Lemma 5.1.9 then implies the proposition. 
5.2. The bundles πV : E|V → V .
5.2.1. Specific choices for K . Recall the projection Π = ΠU˜ : BU˜ → U˜ given by
(F , u) = ((F, j,p,q, r), u) 7→ j.
Let K = Kε,L ⊂ U˜ be a compact domain with smooth boundary. We assume
that K is
(i) the compact subset of Z = ∂
−1
J (0) given by Z ∩ Π−1(K) in the (Cob)
case;
(ii) a compact subset of Z = ∂
−1
J (0) which projects onto (Z ∩Π−1(K))/R in
the (Symp) case.
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5.2.2. Definition of πV : E|V → V . With the bundle E = Eℓ,ε → N (K) con-
structed in Theorem 5.1.2, we define
(5.2.1) V := ∂
−1
J (E) ⊂ N (K).
Since E is ∂J -transverse and of class C
1, V ⊃ K is a finite-dimensional submani-
fold of N (K) of class C1. Once we have extracted V , since the elements of V are
smooth by elliptic regularity, V can be “upgraded to” a smooth finite-dimensional
manifold of the expected dimension.
Observe that if (F , u) ∈ V , then u : F˙ → Ŵ is a smooth map whose ends are
J-holomorphic and asymptotic to γ+ ∪ γ−. Let
(5.2.2) πV : E|V → V
be the restriction of E → N (K) to V and let ∂J : V → E|V be the restriction of
∂J to V . The vector bundle πV is a smooth vector bundle over V .
5.2.3. Patching together the bundles πV : E|V → V . We would like to patch
together the bundles πV : E|V → V to obtain an orbibundle. To this end we prove
Lemmas 5.2.1, 5.2.3, and 5.2.4 below, which we can roughly state as:
(1) independence of the choice of Teichmu¨ller slice;
(2) G-equivariance; and
(3) invariance under R-translations.
We first consider (1). Suppose we are in the (Cob) case. (An analogous result
holds in the (Symp) case in view of (3) below, but will not be stated explicitly.) Let
U˜0 and U˜1 be two Teichmu¨ller slices of U ⊂ Teich(F˙ ). Then there is a smooth
family of diffeomorphisms φx : F˙
∼→ F˙ isotopic to the identity parametrized by
x ∈ U such that (φx)∗jx = j′x, where jx ∈ U˜0 and j′x ∈ U˜1 are lifts of x ∈ U .
Let πVi : Ei|Vi → Vi, i = 0, 1, be the bundle πV : E|V → V corresponding to
U˜i and let Ki, Ki be K , K corresponding to U˜i such that K0, K1 are Teichmu¨ller
slices of the same compact subset of U .
Lemma 5.2.1 (First patching lemma). Suppose we are in the (Cob) case. After
possibly shrinking Vi subject to the condition Vi ⊃ Ki, V0 and V1 can be made
canonically diffeomorphic and the bundles πVi : Ei|Vi → Vi can also be made
canonically isomorphic.
Proof. Suppose (F , u) = (F, j,p,q, r,u) ∈ V0, (F ′, u′) = (F, j′,p,q′, r′,u′) ∈
N (K1), and φ = φx is the diffeomorphism satisfying
φ∗((F, j,p,q, r), u) = ((F, j
′,p,q′, r′), u′).
Then φ induces a natural identification φ∗E(F ,u) ≃ E(F ′,u′) by (#) in the proof of
Theorem 5.1.2, which applies equally well to our case, provided
Ei = E
ℓ,ε
i → N (Ki), i = 0, 1
are constructed as in Theorem 5.1.2 with fixed ℓ and ε. Hence (F ′, u′) ∈ V1,
provided (F , u) ∈ V0 is sufficiently close to K0.
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The family {φx}, x ∈ U , gives a smooth map Φ from E0|V0 → V0 to E1|V1 →
V1, after possibly shrinking V0. Since Φ is a diffeomorphism onto its image and
the image of V0 contains K1, by the invariance of domain, Φ is a diffeomorphism
E0|V0 → V0 to E1|V1 → V1, after possibly shrinking V1. 
Remark 5.2.2. We pass to πVi : Ei|Vi → Vi at an early stage to avoid the well-
known “loss of derivative” issue when dealing with Sobolev spaces. In particular,
we avoid identifying E0 → N (K0) and E1 → N (K1).
(2) is stated more precisely as follows: Suppose we are in the (Cob) case. Let
U = U[j] be a sufficiently small good neighborhood of [j].
Let U˜0 = U˜ be a Teichmu¨ller slice of U containing j. Then U˜1 = g(U˜) is
also a Teichmu¨ller slice of U where g ∈ Aut(F,p,q, j). As in (1), let {φx}x∈U
be the family of diffeomorphisms taking U˜0 to U˜1. Also let πVi : Ei|Vi → Vi,
i = 0, 1, be the bundle πV : E|V → V corresponding to U˜i and let Ki, Ki be
K , K corresponding to U˜i such that K0, K1 are Teichmu¨ller slices of the same
Mod(F,p)[j]-invariant compact subset of U .
Lemma 5.2.3 (Second patching lemma). Suppose we are in the (Cob) case. After
possibly shrinking Vi subject to the condition Vi ⊃ Ki, V0 and V1 can be made
diffeomorphic via the automorphism g and the family {φx}x∈U of diffeomorphisms
and the bundles πVi : Ei|Vi → Vi can be made isomorphic.
Proof. Similar to that of Lemma 5.2.1. 
(3) is stated more precisely as follows:
Lemma 5.2.4 (Third patching lemma). Suppose we are in the (Symp) case and
K0 and K1 are compact subsets for K ⊂ U˜ such that (F , u) ∈ N (K0) if and only
if (F , uT ) ∈ N (K1), where uT is u translated up by s = T . Then, after possibly
shrinking Vi subject to the condition Vi ⊃ Ki, the bundles πVi : Ei|Vi → Vi are
canonically isomorphic.
Proof. Similar to that of Lemma 5.2.1. 
5.3. Semi-global Kuranishi chart. In this subsection we construct a semi-global
Kuranishi chart
(K, πV : E→ V, ∂J)
and an obstruction multisection s forM =Mind=kJ (F˙ ,R×M ;γ+;γ−) orM/R
such that (1), (2), and (4) (with “s = 0 on a neighborhood of ∂hV” replaced by
“s = 0 on a neighborhood of ∂V”) from the beginning of this section hold. The
existence of the section ∂J is automatic from the construction.
Let K ⊂ M/R be a large compact subset; in particular, if M/R is compact,
then K =M/R. Consider a compact subset K ⊂ Z = ∂−1J (0) for the appropriate
Banach bundle E → B described in Section 4.2, such that the projection of K
to K is onto. Theorem 5.1.2 gives a ∂J -transverse subbundle E → N (K). If
we let V = ∂
−1
J (E), then πV : E|V → V is a finite rank vector bundle over a
finite-dimensional manifold.
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5.3.1. Construction of πV : E→ V. Let V be the quotient of V by the equivalence
relation ∼ and the R-translations. Also let E be the quotient of E by the induced
equivalences
((F = (F, j,p,q, r), u), ζ) ∼ ((F ′ = (F, j′,p,q, r′), u′), ζ ′),
where φ : F
∼→ F is a diffeomorphism such that φ∗j = j′, φ(p±) = p±, φ(q) =
q, φ∗(r±) = r
′
±, u
′ ◦ φ = u, and φ∗ζ = ζ ′, and
((F , u), ζ) ∼ ((F , uT ), ζT ),
where uT is u translated up by s = T and ζT is ζ translated up by s = T .
Proposition 5.3.1. After possibly shrinking V subject to the condition V ⊃ K,
there is an orbibundle structure on πV : E→ V ⊃ K.
Proof. The proposition follows from Section 5.2.3 and Lemmas 5.2.1, 5.2.3, and
5.2.4. The orbibundle charts are constructed by taking a sufficiently small good
open set U[j] about each [j] ∈ Teich(F˙ ), a slice U˜[j] of U[j], and a compact domain
K ⊂ U˜[j] which is the closure of a good open set about [j] ∈ Teich(F˙ ). The group
Mod(F,p)[j] can be made to act on the resulting πV : E → V ; one may need to
take a quotient if the action ofMod(F,p)[j] is not effective.
It remains to verify that V is Hausdorff: If there exist x 6= y ∈ V such that
arbitrarily small neighborhoods Vx and Vy of x and y intersect nontrivially, then
there exist lifts x˜ ∈ V of x and y˜ ∈ V of y and sequences x˜i → x˜ and y˜i → y˜ in
V such that x˜i ∼ y˜i. On the other hand, by Gromov-Hofer compactness, x˜ ∼ y˜, a
contradiction. 
5.3.2. Construction of s. Next we choose a generic smooth multisection s of πV :
E→ Vwhich is a perturbation of the zero (multi-)section, subject to the conditions
s = 0 on a neighborhood of ∂V and s ⋔ ∂J . By the multisection perturbation
lemma (Lemma 2.2.8) or the relative version thereof, there exists s which satisfies
the desired conditions. Note that each (local) branch of s is assigned a weight by
the discussion in Section 2.2.
We then consider ∂
−1
J (s). Since ∂J(F , u) = 0 if and only if JF , uK ∈ M/R,
we have ∂
−1
J (s) ∩ ∂V = ∅, i.e., ∂−1J (s) stays away from ∂V.
5.4. Dependence on ε and ℓ. In this subsection we briefly discuss the effect of
increasing ℓ > 0 and shrinking ε > 0.
5.4.1. Stabilizations.
Definition 5.4.1. Let E → N (K) be a ∂J -transverse subbundle. A subbundle
E′ ⊂ E|N (K) → N (K) is a stabilization of E if E′ ≃ E ⊕ Ra for some a ∈ Z+.
An example of a stabilization of Eℓ,ε → N (K) is Eℓ+1,ε → N (K).
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Given a stabilization E′ of E → N (K), we have the following diagram:
(5.4.1)
E ⊂
j
✲ E′ = E ⊕ Ra
V
πV
❄
⊂
i
✲ V ′
πV ′
❄
where V = ∂
−1
J (E) and V
′ = ∂
−1
J (E
′).
After shrinking V ′ subject to V ′ ⊃ K if necessary, we may assume that:
(StV) i : V →֒ V ′ extends to a diffeomorphism
i : V × (−1, 1)a ∼−→ V ′
so that ∂J(i((F , u), x)) = (∂J(F , u), x), where x is viewed both as an
element of (−1, 1)a and as an element of Ra.
Definition 5.4.2. A bundle πV ′ : E
′|V ′ → V ′ is a stabilization of πV : E|V → V
if
(1) V = ∂
−1
J (E) and V
′ = ∂
−1
J (E
′), where E′ → N (K) is a stabilization of
E → N (K);
(2) πV ′ and πV satisfy Diagram (5.4.1); and
(3) V and V ′ are related by (StV).
We also say that “(πV ′ , πV ) is a stabilization”.
Definition 5.4.3. An orbibundle πV′ : E
′ → V′ is a stabilization of the orbibundle
πV : E→ V if
(1) for each p ∈ V there exist orbibundle charts πV ′ : E′|V ′ → V ′ and πV :
E|V → V for πV′ and πV about p such that (πV ′ , πV ) is a stabilization;
(2) given any two stabilizations (πV ′1 , πV1) and (πV ′2 , πV2) that overlap and
any p ∈ V in the overlap, there exists a stabilization (πV ′0 , πV0) about p
such that, for i = 1, 2, πV ′0 embeds in πV ′i , πV0 embeds in πVi , and we
have a commuting cube consisting of two copies of Diagram (5.4.1) (for
(πV ′0 , πV0) and (πV ′i , πVi)) and the embedding maps between them.
Given a stabilization πV ′ : E
′|V ′ → V ′ of πV : E|V → V and a section
s : V → E, we construct the stabilization s′ : V ′ → E′|V ′ of s as follows:
Assume E′ = E ⊕ R. (The case of E′ = E ⊕ Ra can be done inductively.) Let
g : (−1, 1) → [0, 1] be a smooth even function such that g(x) = 1 on 0 ≤ x ≤ 13
and g(x) = 0 on x ≥ 23 . We then define
(5.4.2) s′(i((F , u), x)) = (g(x)s(F , u), 0).
Definition 5.4.4. The pair (E′, s′) consisting of a stabilization E′ of E and a sta-
bilization s′ of s is called a stabilization of (E, s).
Lemma 5.4.5. If (E′, s′) is a stabilization of (E, s), then ∂
−1
J (s) = ∂
−1
J (s
′).
Proof. Immediate from the construction of (E′, s′). 
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Analogously, if s is a ∂-transverse multisection of πV : E → V constructed in
Section 5.3.2, then we can construct the stabilization s′ of s which is a multisection
of πV′ : E
′ → V′ such that s′ is ∂-transverse, s′ = 0 on ∂V′, and ∂−1J (s) = ∂−1J (s′)
as weighted branched manifolds.
5.4.2. Changing ε. The effect of changing ε > 0 can be summarized as follows:
Remark 5.4.6 (Changing ε > 0). There exist ε0 > 0 and ℓ0 > 0 such that The-
orem 5.1.2 holds for all ε > 0 satisfying ε0 ≥ ε and ℓ satisfying ℓ ≥ ℓ0. If we
fix ℓ, then for any two 0 < ε1, ε2 < ε0, there exists a 1-parameter family of ∂J -
transverse bundlesEℓ,εt → N (K), t ∈ [1, 2]. In the process of extracting weighted
branched manifolds in later sections, it follows that the weighted branched mani-
folds corresponding to ε1 and ε2 are cobordant.
6. GLUING
The goal of this section is to define the terms that appear in the gluing theorems
and also state the gluing theorems that we need.
Suppose we are considering (Symp) case; in this case we need to quotient by the
R-translations. A key observation is that E(F ,u) is equivariant under R-translations
by the construction in Theorem 5.1.2. The necessary modifications can be made
for the (Cob) case.
6.1. The setup. Let
M =Mind=kJ (F˙ ,R×M ;γ+;γ−).
Convention 6.1.1. We use the notation M/R to mean the space of SFT buildings
in R ×M of total Fredholm index ind = k which limit to γ+ at the positive end
and γ− at the negative end, and whose domain, when glued up, has topological
type F˙ . We also write
∂(M/R) =M/R −M/R.
Note that ∂(M/R) is not necessarily the set-theoretic boundary of M/R: for
example it is possible thatM/R = ∅ and ∂(M/R) 6= ∅.
We will explain a simplified situation, but the general case is similar. We assume
the following:
Assumption 6.1.2. There exist
M1 =Mind=k1J (F˙1,R×M ;γ;γ−),
M2 =Mind=k2J (F˙2,R×M ;γ+;γ),
with k1 + k2 = k such that F˙1 and F˙2 are connected, M1/R and M2/R are
compact, and
∂(M/R) =M1/R ×M2/R.
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Here and in the rest of the paper will use the convention that the lower subscript
corresponds to the lower SFT level.
For i = 1, 2, (Fi,pi,qi) and hence F¨i are fixed. Let ε
′
i > 0 be the constant that
appears in the definition of s′+(Fi, ui) in Section 4.2.1, in case χ(F˙ ) = 0 or 1. We
take a Teichmu¨ller slice U˜i such that each [Fi, ui] ∈ Mi admits a representative
(Fi, ui) = ((Fi, ji,pi,qi, ri), ui) with ji ∈ U˜i. Define
∂
U˜i
J : EU˜i → BU˜i
as before. Let Zi = (∂
U˜i
J )
−1(0),Ki ⊂ Zi be a compact subset which projects onto
Mi/R, and let N (Ki) be a sufficiently small neighborhood ofKi in BU˜i .
We are also assuming that
p = (p1 ∪ p2)− (p+,1 ∪ p−,2), r = (r1 ∪ r2)− (r+,1 ∪ r−,2),
and F = F1#F2, where # is a multiple connected sum and the gluing occurs
along subsets p+,1 ⊂ p1, p−,2 ⊂ p2 that correspond to r+,1 ⊂ r1, r−,2 ⊂ r2.
We apply Theorem 5.1.2 toKi ⊂ Zi to obtain
Ei = E
ℓ,ε
i → Vi/R,
where Vi = (∂
U˜i
J )
−1(Ei) ⊂ N (Ki) as in Equation (5.2.1). By abuse of notation,
we are still denoting the total spaces of the vector bundles by Ei since the fibers
are still the same.
In what follows ε > 0 is a very small constant which we may shrink (but never
let be zero) from step to step.
We fix a slice Vi/R → Vi and write (Fi, ui) ∈ Vi/R to indicate the representa-
tive of its equivalence class in Vi/R in that slice. We also assume that
min
j
{s−,j(F2, u2)} ≫ 0, max
j
{s+,j(F1, u1)} ≪ 0
for all (Fi, ui) ∈ Vi/R.
6.2. Close to breaking. Let δ > 0 be a small constant4 satisfying ε′i ≫ δ, i = 1, 2.
Given a constant T ∈ R, let ui,T (resp. uT ) be ui (resp. u) translated up by s = T
units.
We define the notion of close to breaking in the spirit of [HT2, Definition 7.1]
as follows:
Definition 6.2.1 (Close to breaking). Amap (F , u) = ((F, j,p,q, r), u) is δ-close
to a building
(F1, u1) ∪ (F2, u2), (Fi, ui) ∈ Vi/R, i = 1, 2,
if the following hold: after possibly translating u,
4Unrelated to the weight δ used in the Sobolev spaces earlier.
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• there exist T2 > T ′2 > 0 such that the domain F¨ ′2 of u2,T2 |s≥T ′2 is obtained
from F¨2 by removing ends Cγ corresponding to γ ∈ γ; each end Cγ is
contained in the ε-thin part of g(F¨2,j2) and admits a biholomorphism
(Cγ , j2) ≃ ((−∞, T ′2]× R/Aα(γ)Z, j12)
with coordinates (s, t) and standard complex structure j12 : ∂s 7→ ∂t, such
that u2,T2 |Cγ is δ-close in the C0-norm to the map
Cγ → R× (R/Aα(γ)Z)×D ⊂ R×M, (s, t) 7→ (s, t, 0),
where we are using simple coordinates for γ;
• there exist T1 > T ′1 > 0 such that the domain F¨ ′1 of u1,−T1 |s≤−T ′1 and the
ends satisfy analogous conditions;
• let r(∂Cγ) ∈ ∂Cγ be the point corresponding to the asymptotic marker for
Cγ as in Definition 5.1.4; writing
Aγ = ([−T ′1, T ′2]× R/Aα(γ)Z, j12)
with γ ∈ γ, coordinates (s, t), and standard complex structure j12 : ∂s 7→
∂t, the Riemann surface (F¨ , j) is δ-close in the Teichmu¨ller metric to the
Riemann surface (F¨ , j′)5 obtained by gluing
(F¨ ′1, j1), ⊔γ∈γAγ , and (F¨ ′2, j2),
along their appropriate boundaries such that each r(∂Cγ) is mapped to
(s, t) = (−T ′1, 0) or (T ′2, 0);
• u2,T2 |F¨ ′2 is δ-close in the C
0-norm to the map u|F¨ ′2 ;
• u1,−T1 |F¨ ′1 is δ-close in the C
0-norm to the map u|F¨ ′1 ; and
• for each γ ∈ γ, u|Aγ is δ-close in the C0-norm to the map
Aγ → R× (R/Aα(γ)Z)×D ⊂ R×M, (s, t) 7→ (s, t, 0),
where we are using simple coordinates for γ.
We specify our choice of removable punctures q = q′1 ∪ q′2 for (F , u) =
((F, j,p,q, r), u) which is δ-close to (F1, u1)∪ (F2, u2), following Section 4.2.3:
Let us denote the ends or the neck regions of u by u(s, t) = (s, t, η(s, t)) using
simple coordinates. If χ(F˙i) < 0, then q
′
i = ∅, where i = 1, 2. If χ(F˙1) ≥ 0 and
γ ∈ γ, then as in Lemma 4.2.7 we define
s′γ,+(F , u) := max{s′ ∈ [−T1, T ′2] | Iγ((F , u), s′) = Aα(γ)− ε′}.
If χ(F˙2) ≥ 0 and γ+ ∈ γ+, then
s′γ+,+(F , u) := max{s′ ∈ [T ′′2 ,∞) | Iγ+((F , u), s′) = Aα(γ+)− ε′},
where we can write the end of u corresponding to γ+ as (s, t, η(s, t)) for s
′ ≥ T ′′2 .
Then q′2 and q
′
1 are lists of punctures defined using s
′
γ+,+(F , u) and s′γ,+(F , u)
and (*) in Section 4.2.1.
5We are identifying F¨ with the surface obtained by gluing F¨ ′1, ⊔γ([−T
′
1, T
′
2]×R/Aα(γ)Z), and
F¨ ′2.
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Note that q′2 and q
′
1 are close to q2 and q1 for (F2, u2,T2) and (F1, u1,−T1)
under the identifications of F¨ ′2 and F¨
′
1 with subsurfaces of F¨ as in Definition 6.2.1.
We observe that for (F , u) close to breaking into (F1, u1) ∪ (F2, u2), the data
(F1, u1)∪ (F2, u2) and ((F, j,p, r), u) are sufficient to recover q. In other words,
the forgetting map
((F, j,p,q, r), u) 7→ ((F, j,p, r), u)
presents no loss of information.
Let Gδ(V1/R, V2/R) be the set of equivalence classes of maps
(F , u) = ((F, j,p,q, r), u)
modulo R-translations which have representatives that are δ-close to some building
(F1, u1) ∪ (F2, u2) with (Fi, ui) ∈ Vi/R and let G˜δ(V1/R, V2/R) be a slice of
Gδ(V1/R, V2/R) whose elements are maps which are δ-close to breaking.
6.3. The bundle E′. We define the bundle
(6.3.1) E′ → G˜δ(V1/R, V2/R)
for δ > 0 small as follows: Given (F , u) = ((F, j,p,q, r), u) ∈ G˜δ(V1/R, V2/R),
consider Step 1 of the proof of Theorem 5.1.2. The ε-thin part Thinε(F¨ , g) for
g = g(F¨ ,j) is now a union of cusps (as in Equation (5.1.2)) and annuli.
We now apply Step 1 of the proof of Theorem 5.1.2 and use the boundaries of
the cusps to obtain {s+,i(F , u)} and {s−,i(F , u)} (corresponding to the ± ends
of (F , u)) and the boundaries of the annuli to obtain {s′−,i(F , u)} (corresponding
to the negative ends of the top level) and {s′+,i(F , u)} (corresponding to the pos-
itive ends of the bottom level). For each boundary component C of Thinε(F¨ , g)
we can define Eℓ,ε(F ,u),C as in Equation (5.1.4), using s±,i(F , u) or s′±,i(F , u), as
appropriate. We then set
(6.3.2) E′(F ,u) :=
⊕
C
Eℓ,ε(F ,u),C ,
where C ranges over all boundary components C of Thinε(F¨ , g).
6.4. Statements of gluing theorems. In this subsection we collect the gluing the-
orems that we need to construct the semi-global Kuranishi structures. They are
standard gluing results and will be proven in the next section.
In general, the 2-level building condition in Assumption 6.1.2 is replaced by an
analogous m-component condition: Suppose we are gluing m non-trivial (= not
trivial cylinder) components, one from each Vi/R, with a prescribed identification
of the ends. Then we can define
(6.4.1) E′ → G˜δ(V1/R, . . . , Vm/R),
using Equation (6.3.2). Let us define
G˜E′δ (V1/R, . . . , Vm/R) := ∂−1J (E′) ⊂ G˜δ(V1/R, . . . , Vm/R).
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We also introduce the notation V shi (resp. V
en
i ) to denote a slight R-invariant shrink-
ing (resp. enlargement) of Vi which contains Ki and is still open.
Theorem 6.4.1 (Gluing). For sufficiently large R > 0, there exists a gluing map
(6.4.2)
G(1,...,m) : (V1/R)× · · · × (Vm/R)× [R,∞)m−1 → G˜E
′
δ (V1/R, . . . , Vm/R)
which is a C1-diffeomorphism onto its image and whose image contains
G˜E′δ′ (V sh1 /R, . . . , V shm /R)
for sufficiently small δ′ > 0.
Writing V(i,...,j)/R = G˜
E′
(i,...,j)
δ′ (V
sh
i /R, . . . , V
sh
j /R), where E
′
(i,...,j) is E
′ for
Vi/R, . . . , Vj/R, we also have the following:
Theorem 6.4.2 (Iterated gluing). For sufficiently large R > 0, there is a gluing
map
G(1,...,(i,...,j),...m) : (V1/R)× · · · × (Vi−1/R)× (V(i,...,j)/R)
× (Vj+1/R)× · · · × (Vm/R)× [R,∞)m+i−j−1 → G˜
E′
(1,...,m)
δ (V1/R, . . . , Vm/R),
such that G(1,...,(i,...,j),...m) ◦ (id, . . . , G(i,...,j), . . . , id) is C1-close to the gluing
map G(1,...,m).
7. DETAILS OF GLUING
We prove Theorem 6.4.1 withm = 2, following the general outline of [HT2] and
[BH]. The case for generalm only differs in notation. The proof of Theorem 6.4.2
also uses the same type of estimates as in Theorem 6.4.1 and we only provide a
sketch.
We are assuming that ε > 0 is small, that (α, J) is an L-simple pair (cf. Defini-
tion 3.1.3), and that J is smooth.
WewriteE+ → V+ forE2 → V2 andE− → V− forE1 → V1. Let (F±, u±)R ∈
V±/R, where F± = (F±, j±,p±, r±). For simplicity we assume that (F+, u+)
is a curve from γ+ to γ = (γ1, . . . , γk) and (F−, u−) is a curve from γ1 to
γ− = (γ−,1, . . . , γ−,l), i.e., we are gluing the first negative end of (F+, u+) to
the positive end of (F−, u−). We fix representatives (F±, u±) of (F±, u±)R such
that s∓,1(F±, u±) = 0. Here s±,i(F , u) is as defined in the proof of Theorem
5.1.2. We write “(F±, u±) ∈ V±/R” to mean (F±, u±) is the chosen representa-
tive in its equivalence class. Note that the elements of (E±)(F±,u±) are supported
on −1 ≤ s ≤ 0 for (F+, u+) and on 0 ≤ s ≤ 1 for (F−, u−).
Notation 7.0.1. In general, if we decorate (F , u) with subscripts and superscripts
as in (F∗⋆ , u∗⋆), then F∗⋆ = (F ∗⋆ , j∗⋆ ,p∗⋆, r∗⋆) and F˙ ∗⋆ = F ∗⋆ − p∗⋆.
In the next several subsections we retrace the steps of Sections 8.1–8.4 of [BH],
adapted to the current setting.
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7.1. Pregluing. Fix a constant T0 ≫ 0. Also let T ≫ T0, which is allowed to
vary.
Notation 7.1.1. If τT : R ×M ∼→ R ×M is given by the translation (s, x) 7→
(s + T, x), then let u±,T = τ±(T+T0) ◦ u±. In general a subscript or superscript
+, T (resp. −, T ) indicates the result of translating up (resp. down) by s = T +T0.
Recall the simple coordinates (s, t, x = (x1, . . . , xn), y = (y1, . . . , yn)) on a
sufficiently small neighborhood R×R/Aα(γ1)Z×D ofR×γ1; here we are slightly
abusing notation and passing to a finite cover if γ1 is not simple. We assume that
ε > 0 which appears in the definition of Eℓ,ε is sufficiently small so that u−|s≥−T0
(resp. u+|s≤T0) can be written as a graph (s, t, η−(s, t)) (resp. (s, t, η+(s, t))) over
[0,∞)× γ1 (resp. (−∞, 0] × γ1).
Fix constants 0 < h < 1 and r ≫ h−1. We take T0 > 5r. Choose a cutoff
function β : R→ [0, 1] such that β(s) = 0 for s ≤ 0 and β(s) = 1 for s ≥ 1. Let
β−,T (s) = β(
T−s
hr ) and β+,T (s) = β(
T+s
hr ).
For T ′ ≤ T + T0, let E+,T ′ be the component of
u−1+,T ({s < T ′}) ≃ u−1+ ({s < T ′ − (T + T0)})
corresponding to γ1, let E−,T ′ be
u−1−,T ({s > −T ′}) ≃ u−1− ({s > −T ′ + (T + T0)}),
and let A[T1,T2] be the annulus [T1, T2] × R/Aα(γ1)Z with coordinates (s, t) and
the standard complex structure.
PSfrag replacements
s
−T −T + hr T − hr T
β+,T
β−,T
−T − T0 T + T0
FIGURE 1. The cutoff functions β±,T . The little bump functions
indicate the support of (E±)(F± ,u±,T )
Definition 7.1.2 (Pregluing).
(1) The pregluing u∗ = u∗((F+, u+)R, (F−, u−)R, T ) of (F+, u+)R ∈ V+/R
and (F−, u−)R ∈ V−/R with gluing parameter T is defined as follows:6
Let F ◦+ := F˙+−E+,T and F ◦− := F˙−−E−,T . The domain (F˙ = F −p, j)
6In the case of gluing (F+, u+)R and (F−, u−)R, we have made a specific choice of u
∗. In
general the pregluing is unique only up to R-translation.
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is then obtained by gluing (F ◦+, j+|F ◦+), (F ◦−, j−|F ◦−), and A[−T,T ] in the
expected way. The map u∗ agrees with u+,T on F
◦
+ and with u−,T on F
◦
−,
and is given by
(7.1.1) u∗(s, t) = (s, t, β+,T (s)η+,T (s, t) + β−,T (s)η−,T (s, t))
on A[−T,T ].
(2) Given (Fi, ui) ∈ Vi/R, i = 1, . . . ,m, with a prescribed identification of
the ends and gluing parameters T1, . . . , Tm−1, we can analogously define
a pregluing u∗((F1, u1)R, . . . , (Fm, um)R, T1, . . . , Tm−1) which is unique
up to R-translation.
7.2. Gluing of domain complex structures. We consider the following domain
gluing, which is close to (but not quite the same as) the gluing of the domains in
Section 7.1. The reason for the slight discrepancy is that each of F ◦+ and F
◦
− is
obtained from F˙+ and F˙− by removing a cusp that is close to but not necessarily
the same as a ε˜±-thin cusp for some ε˜±.
Fix F˙−, F˙+, and ε
′′ > 0 small. We are gluing F˙− and F˙+ along one “positive
end” of F˙− and one “negative end” of F˙+. Let U˜± be a Teichmu¨ller slice for a small
open set U± ⊂ Teich(F˙±) and let g(j±) be the complete finite-volume hyperbolic
metric compatible with j± ∈ U˜±. We also fix j0± ∈ U˜ . Let Eε
′′
± (j±) be the (interior
of the) ε′′-thin component of g(j±) corresponding to the end that is glued and let
F •±(j±) := F˙±−Eε
′′
± (j±). Also choose r±(j±) ∈ ∂F •±(j±) smoothly with respect
to j±.
Given (T, τ) ∈ [R,∞)× R, we glue
(F •−(j−), j−) ∪ ([0, T ] × R/Z, jstd) ∪ (F •+(j+), j+)
so that r−(j−) is identified with (0, 0) ∈ [0, T ] × R/Z and r+(j+) is identi-
fied with (T, τ) ∈ [0, T ] × R/Z. We denote the resulting Riemann surface by
(F˙ (j−, j+, T, τ), j(j−, j+, T, τ)). We also write F˙ = F˙ (j
0
−, j
0
+, R, 0); this is our
reference surface. (Note that when (T, τ1), (T, τ2) ∈ [R,∞)×R and τ2− τ1 ∈ Z,
the complex structures are diffeomorphic, but differ by a Dehn twist about a sepa-
rating surface and correspond to distinct points in Teichmu¨ller space.)
This defines a map
κ : U˜− × U˜+ × [R,∞)× R→ Teich(F˙ ),
(j−, j+, T, τ) 7→ (F˙ (j−, j+, T, τ), j(j−, j+, T, τ)).
Theorem 7.2.1. For R≫ 0, κ is a C1-embedding.
Idea of proof. This follows from Kazdan-Warner [KW1, KW2]. For R ≫ 0, we
can down a metric with negative curvature on F˙ (j−, j+, T, τ)which is conformally
equivalent to j(j−, j+, T, τ), agrees with g(j±) on F
•
±(j±), and whose curvature is
very close to −1 on [0, T ] ×R/Z. In order to find a hyperbolic metric in the same
conformal class we solve an equation of type ∆u = 1 − heu, where u : F˙ → R,
∆ is a Laplacian, and h : F˙ → R is close to 1 (and approaches 1 as R → ∞);
see [KW1, Section 2]. When h is close to 1, this can be solved using the inverse
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function theorem; see [KW2]. We remark that negative curvature implies that the
linearized operator is invertible and also that solving the equation can be done in a
differentiable family.
The above discussion implies that the Fenchel-Nielsen coordinates for j± ∈ U˜±
are very close to the corresponding Fenchel-Nielsen coordinates for κ(j−, j+, T, τ) ∈
Teich(F˙ ) when R≫ 0, implying the theorem. 
7.3. Banach spaces. The function spaces that we use are Morrey spaces, follow-
ing [HT2, Section 5.5].7 Let u : F˙ → R×M be a finite energy holomorphic curve.
On F˙ we choose a Riemannian metric so that the ends are cylindrical and we use
the R-invariant Riemannian metric on R×M .
TheMorrey space H0(F˙ ,∧0,1T ∗F˙ ⊗ u∗T (R×M)) is the Banach space which
is the completion of the compactly supported sections of ∧0,1T ∗F˙ ⊗u∗T (R×M)
with respect to the norm
‖ξ‖ =
(∫
F˙
|ξ|2
)1/2
+
(
sup
x∈F˙
sup
ρ∈(0,1]
ρ−1/2
∫
Bρ(x)
|ξ|2
)1/2
,
where Bρ(x) ⊂ F˙ is the ball of radius ρ about x. Similarly, H1(F˙ , u∗T (R×M))
is the completion of the compactly supported sections of u∗T (R×M) with respect
to
‖ξ‖∗ = ‖∇ξ‖+ ‖ξ‖.
The analog of the usual Sobolev embedding theorem is the following:
Lemma 7.3.1. There is a bounded linear map
H1(F˙ , u∗T (R×M))→ C0,1/4(F˙ , u∗T (R×M)), ξ 7→ ξ,
where C0,1/4 denotes the space of Ho¨lder continuous functions with exponent 14 .
We also define the weighted Morrey spaces Hi,δ(∗) = H0,δ(F˙±,∧0,1T ∗F˙± ⊗
(u±)
∗T (R×M)) andH1,δ(F˙±, (u±)∗T (R×M))with weight δ > 0 as the space of
sections ψ such that ψ·f±δ ∈ Hi(∗). Here f±δ : R×M → R+ is the weight function
for u± which agrees with e
δ|s| at the ends and is normalized so that f±δ (s, x) = e
δ|s|
for∓s ≥ 0. Their norms are denoted by ‖·‖δ and ‖·‖∗,δ . We will also write ‖·‖±,Tδ
and ‖ · ‖±,T∗,δ with respect to the translates f±,Tδ .
7.4. The setup. Letψ± be sections of u
∗
±T (R×M) and let ψ±,T = τ±(T+T0)◦ψ±
be sections of u∗±,TT (R×M). The exponential maps expu±,T can be chosen such
that
expu±,T ψ±,T = (s, t, η±,T ) + ψ±,T
on E±,T+T0 , by taking the Riemannian metric g0 on R ×M to be R-invariant and
equal to the standard flat metric on R× R/Aα(γ1)Z×D.
7This is rather nonstandard and we chose to adopt it to avoid redoing some work in [HT2] for
W k,p-spaces.
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We then deform u∗ to
(7.4.1) u = expu∗(β+,Tψ+,T + β−,Tψ−,T ),
where expu∗ agrees with expu±,T on F˙± − E±,T+T0 and with
expu∗(β+,Tψ+,T + β−,Tψ−,T ) = (s, t, η∗) + β+,Tψ+,T + β−,Tψ−,T
on A[−(T+T0),T+T0]. Here η∗ = β+,T η+,T + β−,T η−,T . We want to solve for ψ+
and ψ− in the equation
(7.4.2) ∂u ∈ E′(F ,u),
with (F , u) = (F, j,p, u). Here J is understood and E′ is as given in Equa-
tion (6.3.1).
We identify
Φ = ΦT : ∧0,1u∗T (R×M) ∼−→ ∧0,1(u∗)∗T (R×M)
as follows: away from the neck region A[−(T+2T0),T+2T0] we parallel transport
using a complex linear connection induced by the Levi-Civita connection of an
adapted Riemannian metric (cf. [MS, p.39]); on A[−(T+T0),T+T0] we map η ⊗
(ds − idt) 7→ η ⊗ (ds − idt); and on A[−(T+2T0),−(T+T0)] and A[T+T0,T+2T0]
we interpolate between the two identifications. Similarly, we identify
Φ± = Φ
ψ±,T
± : ∧0,1(expu±,T ψ±,T )∗T (R×M)
∼−→ ∧0,1u∗±,TT (R×M).
The equation ∂u ∈ E′(F ,u), or more precisely the equation
(7.4.3) Φ∂u ∈ ΦE′(F ,u),
can then be written as
(7.4.4)
β−,T (D−,Tψ−,T + e−,T + L− +R−)+β+,T (D+,Tψ+,T + e+,T + L+ +R+) ∈ ΦE′(F ,u),
where D± (resp. D±,T ) is the linearization of ∂ for u± (resp. u±,T ), e± := ∂u±
(resp. e±,T := ∂u±,T ), and L± and R± are described below. (The descriptions of
L± and R± on A[−T,T ] are obtained by expanding ∂u∂s + J(u)∂u∂t , where we write
u(s, t) =
 st
β+,T η+,T + β−,T η−,T
+ β+,Tψ+,T + β−,Tψ−,T
and
J(u) =
 0 −1 01 0 0
Xη′ −j0Xη′ j0
 ,
where:
• we are using simple coordinates (s, t, (x, y)) written as column vectors;
• η′ = β+,T (η+,T + ψN+,T ) + β−,T (η−,T + ψN−,T );
• X is the constant matrix defined in the paragraph after Definition 3.1.1;
• j0 is the standard complex structure on R2n;
• ψN±,T is the (x, y)-component of ψ±,T .
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The details are left to the reader.)
1. L± = L±(ψ−,T , ψ+,T ) has support on A[−T,T ] and is given by
2L± =
 00
∂β∓,T
∂s η∓,T
+ ∂β∓,T
∂s
ψ∓,T(7.4.5)
+ β˜±,Tβ∓,T
 0 0 00 0 0
Xη±,T −j0Xη±,T 0
 ∂ψ∓,T
∂t
+ β˜±,Tβ∓,T
 0 0 00 0 0
XψN±,T −j0XψN±,T 0
 ∂ψ∓,T
∂t
+ β˜±,T (β±,T − 1)
 0 0 00 0 0
Xη±,T −j0Xη±,T 0
 ∂ψ±,T
∂t
.
Here:
• the factor ⊗(ds− idt) is omitted from each term;
• β˜−,T (s) = β(T+hr−shr ) and β˜+,T (s) = β(T+hr+shr );
Terminology 7.4.1.
(1) We say that a function F (ψ) is “linear” if there exists a constant c > 0
such that |F (ψ)(x)| < c|ψ(x)| at every point x of the domain of ψ. We
will use the shorthand l(ψ) to denote an unspecified “linear” map.
(2) Following [HT2, Definition 5.1] we say that F (ψ) is type 1 quadratic if it
can be written as
F (ψ) = P (ψ) +Q(ψ) · ∇ψ,
where there exists a constant c > 0 such that |P (ψ)(x)| ≤ c|ψ(x)|2 and
|Q(ψ)(x)| ≤ c|ψ(x)| at every point x of the domain of ψ.
2. The remaining terms of Φ∂u are grouped into β−R− and β+R+. One can see
that R± = R±(ψ±,T ) is type 1 quadratic. On A[−T,T ], we can explicitly write
(7.4.6) R± = 1
2
β±,T
 0 0 00 0 0
XψN±,T −j0XψN±,T 0
 ∂ψ±,T
∂t
.
We also write E′(F ,u) = E
′
ψ±,T
and decompose
E′ψ±,T = (E
′
ψ±,T )+ ⊕ (E′ψ±,T )−,
where (E′ψ±,T )± corresponds to u±,T . In order to solve Equation (7.4.4) we solve
for (ψ−, ψ+) in the pair of equations
(7.4.7) D±,Tψ±,T + e±,T + L±(ψ−,T , ψ+,T ) +R±(ψ±,T ) ∈ Φψ±,T± (E′ψ±,T )±.
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Let
Π
ψ±,T
± : H0,δ(F˙ ,∧0,1u∗±,TT (R×M))→ (Φψ±,T± (E′ψ±,T )±)⊥
be the projection onto the L2-orthogonal complement of Φ
ψ±,T
± (E
′
ψ±,T
)±. Then
Equation (7.4.7) is equivalent to
(7.4.8)
Θ±(ψ−, ψ+) := Π
ψ±,T
± (D±,Tψ±,T + e±,T +L±(ψ−,T , ψ+,T )+R±(ψ±,T )) = 0.
SinceD±,T is transverse toE± andΦ
ψ±,T
± (E
′
ψ±,T
)± is close toE± when T ≫ 0
and ‖ψ±‖∗,δ is small, it follows that D±,T is transverse to Φψ±,T± (E′ψ±,T )±, i.e.,
Π
ψ±,T
± D±,T : H1,δ(F˙ , u∗±,TT (R×M))→ (Φψ±,T± (E′ψ±,T )±)⊥
is surjective.
7.5. Definition of gluing map. In this subsection we make some estimates and
define the gluing map at the end. We use the convention that constants such as C
may change from line to line when making estimates.
Let λ = min{λ1, |λ−1|}. Suppose that δ satisfies 0 < 100 · δ < λ. Let
H± = H1,δ(F˙ , u∗±T (R×M)), let H⊥,ψ±,T± be the L2-orthogonal complement of
ker
(
Π
ψ±,T
± ◦D±,T ◦ τ±(T+T0)
)
in H±, where τ±(T+T0) is the map induced by τ±(T+T0), and let B± be the closed
ball of radius ε˜ in H± centered at 0.
The following lemma is modeled on [HT2, Proposition 5.6], but the estimates
are slightly different.
Lemma 7.5.1. There exist r ≫ 0 and C, ε˜ > 0 such that for T ≫ 0 and ‖e+‖∗,δ
small the following holds:
(1) There is a map P+ : B− → H+ such that Θ+(ψ−, P+(ψ−)) = 0 and
ψ+ = P+(ψ−) ∈ H⊥,ψ+,T+ .
(2) ‖P+(ψ−)‖∗,δ ≤ C(‖e+‖∗,δ + r−1/2e−2(λ−δ)T + (e−2δT + r−1)‖ψ−‖∗,δ).
(3) ‖P+(ψ−)− P+(ψ′−)‖∗,δ ≤ C‖ψ− − ψ′−‖∗,δ(e−2δT + r−1 + ε˜).
Let I+ : B− × B+ →H+ be the map given by:
I+(ψ−, ψ+) =− τ−1+(T+T0)(Π
ψ+,T
+ D+,T )
−1Π
ψ+,T
+ (e+,T + L+(ψ−,T , ψ+,T ) +R+(ψ+,T )).
(7.5.1)
Here (Π
ψ+,T
+ D+,T )
−1 is the bounded inverse of Π
ψ+,T
+ D+,T .
Proof. (1) We are trying to solve for ψ+ in
Π
ψ+,T
+ (D+,Tψ+,T + e+,T + L+(ψ−,T , ψ+,T ) +R+(ψ+,T )) = 0.
Using the function I+ we define P (ψ−) as the unique fixed point, i.e., ψ+ satisfy-
ing
(7.5.2) I+(ψ−, ψ+) = ψ+.
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The unique fixed point is guaranteed by the contraction mapping theorem, which
follows from Claims 7.5.2 and 7.5.4.
Claim 7.5.2.
‖I+(ψ−, ψ+)‖∗,δ ≤(C˜1(‖ψ+‖∗,δ) + C˜2(T ))‖e+‖∗,δ
+ C˜(‖ψ+‖∗,δ)(r−1/2e−2(λ−δ)T + (e−2δT + r−1)‖ψ−‖∗,δ
+ ‖ψ−‖∗,δ‖ψ+‖∗,δ + e−2λT ‖ψ+‖∗,δ + ‖ψ+‖2∗,δ),
where C˜(♯), C˜1(♯), C˜2(♯) are continuous functions of ♯; C˜1(♯)→ 0 as ♯→ 0; and
C˜2(♯)→ 0 as ♯→∞.
Proof of Claim 7.5.2. We will be using Lemma 7.3.1 (more precisely |ζ|C0 ≤
C‖ζ‖∗,δ) several times without explicit mention.
We first obtain
‖L+(ψ−,T , ψ+,T )‖+,Tδ ≤C(r−1/2e−2(λ−δ)T + r−1‖ψ−‖∗,δ + e−2δT ‖ψ−‖∗,δ
(7.5.3)
+ ‖ψ−‖∗,δ‖ψ+‖∗,δ + e−2λT ‖ψ+‖∗,δ),
where each term on the right-hand side corresponds to the terms on the right-hand
side in Equation (7.4.5). The first term has bound
‖∂β−,T∂s η−,T ‖+,Tδ = ‖
∂β−,T
∂s η−,Tf
+,T
δ ‖ = ‖
∂β−,T
∂s η−,T e
−δ(s−(T+T0))‖
≤ C(r−1 · e−λ·2T · eδ·2T0 ·
√
hr ·+r−1 · e−λ·2T · eδ·2T0)
≤ C(r−1/2e−2(λ−δ)T ),
where we are using the bound |∂β−∂s | < cr−1 for some c > 0 and exponential decay
bounds for η−. The second term has bound
‖∂β−,T∂s ψ−,T · f+,Tδ ‖ = ‖
∂β−,T
∂s ψ−,T · e−δ(s−(T+T0))‖ ≤ ‖
∂β−,T
∂s ψ−,T · e2δT ‖
≤ Cr−1‖ψ−‖δ ≤ Cr−1‖ψ−‖∗,δ.
The third term has bound
C‖β˜+,Tβ−,T eλ(s−(T+T0)) ∂ψ−,T∂t e−δ(s−(T+T0))‖
= C‖β˜+,Tβ−,T e(λ−2δ)s−λ(T+T0) ∂ψ−,T∂t eδ(s+(T+T0))‖
≤ Ce−2δ(T+T0)‖ψ−‖∗,δ ≤ Ce−2δT ‖ψ−‖∗,δ.
The fourth term has bound
C‖β˜+,Tβ−,Tψ+,Tψ−,T e−δ(s−(T+T0))‖
≤ C|ψ+,T e−δ(s−(T+T0))|C0 · ‖β˜+,Tβ−,Tψ−,T‖
≤ C‖ψ+‖∗,δ‖ψ−‖δ ≤ C‖ψ+‖∗,δ‖ψ−‖∗,δ.
The last term has bound
C‖(β˜+,T )(β+,T − 1)η+,T ∂ψ+,T∂t e−δ(s−(T+T0))‖ ≤ Ce−2λT ‖ψ+‖∗,δ.
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Also we obtain
‖R+(ψ+,T )‖+,Tδ ≤ C‖ψ+‖2∗,δ ,(7.5.4)
since R+(ψ+,T ) is type 1 quadratic.
Next we consider the L2-projection Π+ to (Φ+E
′
+)
⊥, where we are suppressing
ψ±, T from the notation. Let e1(ψ+, T ), . . . , ek(ψ+, T ) be an orthonormal basis
for Φ+E
′
+; it is not hard to see that ei(ψ+, T ) can be taken to be continuous with
respect to ψ+ ∈ B+. Then
Π+(ζ) = ζ −
∑
i
〈ei(ψ+, T ), ζ〉ei(ψ+, T ),
where 〈·, ·〉 is the L2-inner product. This allows us to estimate
‖Π+(ζ)‖δ ≤ ‖ζ‖δ +
∑
i
‖ζ‖δ · ‖ei(ψ+, T )‖δ ≤ C˜(‖ψ+‖∗,δ)‖ζ‖δ.(7.5.5)
The first inequality follows from |〈ei(ψ+, T ), ζ〉| ≤ ‖ei(ψ+)‖L2 · ‖ζ‖L2 ≤ ‖ζ‖δ ,
where ‖·‖L2 is the L2-norm, and the second inequality follows from the continuity
of ei(ψ+, T ) with respect to ψ+.
Claim 7.5.3. (Π+D+)
−1 depends continuously on ψ+ ∈ B+.
Observe that the domain of (Π+D+)
−1 uses the norm ‖ · ‖δ and the range of
(Π+D+)
−1 uses ‖ · ‖∗,δ.
Sketch of proof of Claim 7.5.3. Π+ depends continuously on ψ+ ∈ B+ and hence
so does Π+D+. The inverse hence also depends continuously on ψ+. 
We also obtain
‖τ−1+(T+T0)(Π
ψ+,T
+ D+,T )
−1Π
ψ+,T
+ (e+,T )‖δ ≤ (C˜1(‖ψ+‖∗,δ) + C˜2(T ))‖e+‖∗,δ.
(7.5.6)
Claim 7.5.2 then follows from combining Estimates (7.5.3), (7.5.4), (7.5.5), (7.5.6),
and Claim 7.5.3. 
If r, T ≫ 0, ε˜ > 0 is small, and ‖e+‖∗,δ is small, then ‖I(ψ−, ψ+)‖∗,δ < ε˜
whenever ‖ψ−‖∗,δ, ‖ψ+‖∗,δ < ε˜. Hence I+(ψ−, ·) maps a radius ε˜ ball into itself.
Claim 7.5.4.
‖I+(ψ−, ψ+)− I+(ψ−, ψ′+)‖∗,δ
≤C(‖ψ−‖∗,δ + e−2λT + ‖ψ+‖∗,δ + ‖ψ′+‖∗,δ) · ‖ψ+ − ψ′+‖∗,δ
+ C‖ψ+ − ψ′+‖∗,δ · (‖e+‖∗,δ + r−1/2e−2(λ−δ)T + (e−2δT + r−1)‖ψ−‖∗,δ
+ ‖ψ−‖∗,δ‖ψ+‖∗,δ + e−2λT ‖ψ+‖∗,δ + ‖ψ+‖2∗,δ).
Proof of Claim 7.5.4. This follows from the estimates
‖L+(ψ−,T , ψ+,T )− L+(ψ−,T , ψ′+,T )‖+,Tδ ≤ C(‖ψ−‖∗,δ + e−2λT )‖ψ+ − ψ′+‖∗,δ,
‖R+(ψ+,T )−R+(ψ′+,T )‖+,Tδ ≤ C(‖ψ+‖∗,δ + ‖ψ′+‖∗,δ)‖ψ+ − ψ′+‖∗,δ,
as well as the calculations from Claim 7.5.2. 
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Hence if r, T ≫ 0, ε˜ > 0 is small, and ‖e+‖∗,δ is small, then I+(ψ−, ·) gives
a contraction mapping, provided ‖ψ+‖∗,δ, ‖ψ′+‖∗,δ ≤ ε˜. This proves (1). We also
prove the following, which is used in (3):
Claim 7.5.5.
‖I+(ψ−, ψ′+)− I+(ψ′−, ψ′+)‖∗,δ
≤ C˜(‖ψ′+‖∗,δ)(e−2δT + r−1 + ‖ψ′+‖∗,δ)‖ψ− − ψ′−‖∗,δ.
Proof of Claim 7.5.5. This follows from the estimate
‖L+(ψ−,T , ψ′+,T )− L+(ψ′−,T , ψ′+,T )‖+,Tδ ≤ C(e−2δT + r−1 + ‖ψ′+‖∗,δ)‖ψ− − ψ′−‖∗,δ.
as well as the calculations from Claim 7.5.2. 
Now we continue the proof of Lemma 7.5.1.
(2) Since ψ+ = P+(ψ−) satisfies I+(ψ−, ψ+) = ψ+, Claim 7.5.2 gives:
‖ψ+‖∗,δ ≤C˜(‖ψ+‖∗,δ)(‖e+‖∗,δ + r−1/2e−2(λ−δ)T + (e−2δT + r−1)‖ψ−‖∗,δ
+ ‖ψ−‖∗,δ‖ψ+‖∗,δ + e−2λT ‖ψ+‖∗,δ + ‖ψ+‖2∗,δ).
Bymoving the last three terms on the right-hand side to the left, we obtain (2) since
C˜(‖ψ+‖∗,δ)(‖ψ−‖∗,δ + e−2λT + ‖ψ+‖∗,δ) < 1 for ε˜ > 0 small and r > 0 large.
(3) Letting ψ+ = P+(ψ−) and ψ
′
+ = P+(ψ
′
−),
‖P+(ψ−)−P+(ψ′−)‖∗,δ = ‖I+(ψ−, ψ+)− I+(ψ′−, ψ′+)‖∗,δ
≤‖I+(ψ−, ψ+)− I+(ψ−, ψ′+)‖∗,δ + ‖I+(ψ−, ψ′+)− I+(ψ′−, ψ′+)‖∗,δ,
and the two terms on the right-hand side are bounded using Claims 7.5.4 and 7.5.5.
The terms from the right-hand side of the inequality in Claim 7.5.4 can be moved
to the left. ‖ψ−‖∗,δ ≤ ε˜ by assumption. If r, T ≫ 0, ε˜ > 0 is small, and ‖e+‖∗,δ
is small, then ‖ψ+‖∗,δ = ‖P+(ψ−)‖∗,δ ≤ ε˜ by (2). (3) then follows. 
Analogously, we have the following for P−:
Lemma 7.5.6. There exist r ≫ 0 and C, ε˜ > 0 such that for T ≫ 0 and ‖e−‖∗,δ
small the following holds:
(1) There is a map P− : B+ → H− such that Θ−(P−(ψ+), ψ+)) = 0 and
ψ− = P−(ψ+) ∈ H⊥,ψ−,T− .
(2) ‖P−(ψ+)‖∗,δ ≤ C(‖e−‖∗,δ + r−1/2e−2(λ−δ)T + (e−2δT + r−1)‖ψ+‖∗,δ).
(3) ‖P−(ψ+)− P−(ψ′+)‖∗,δ ≤ C‖ψ+ − ψ′+‖∗,δ(e−2δT + r−1 + ε˜).
Lemma 7.5.7. There exist r ≫ 0, ε˜ > 0, and ε˜0 > 0 such that for T ≫ 0 there
is a unique solution (ψ−, ψ+) ∈ B− × B+ to the equations Θ+(ψ−, ψ+) = 0 and
Θ−(ψ−, ψ+) = 0 subject to the constraints ψ± ∈ H⊥,ψ±,T± .
Alternatively, we can view the desired (ψ−, ψ+) as the unique fixed point of the
map
I = (I−,I+) : B− × B+ →H− ×H+,
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(ψ−, ψ+) 7→ (I−(ψ−, ψ+),I+(ψ−, ψ+)),
subject to the constraints ψ± ∈ H⊥,ψ±,T± .
Proof. We are looking for the unique solution ψ− to P− ◦ P+(ψ−) = ψ− subject
to the constraints. The existence follows from the contraction mapping principle
and Lemmas 7.5.1 and 7.5.6. Then (ψ−, ψ+ = P+(ψ−)) is the unique solution to
Θ±(ψ−, ψ+) = 0. 
Remark 7.5.8. In more practical terms, the fixed point can be obtained by starting
with
(ψ
(0)
− , ψ
(0)
+ ) = (0, 0),
applying the iteration
(ψ
(i+1)
− , ψ
(i+1)
+ ) = I(ψ(i)− , ψ(i)+ ),
and taking the limit i→∞. By Claim 7.5.2 and its analog for I−, ‖ψ(1)± ‖∗,δ → 0
as T →∞ and similarly ‖ψ(i)± ‖∗,δ → 0 as T →∞.
The above remark implies the following lemma:
Lemma 7.5.9. If (ψ−, ψ+) ∈ B−×B+ is the unique solution to Θ+(ψ−, ψ+) = 0
andΘ−(ψ−, ψ+) = 0 subject to the constraints ψ± ∈ H⊥,ψ±,T± , then ‖ψ±‖∗,δ → 0
as T →∞.
We can finally define the gluing map as
G : V−/R× V+/R × [T0,∞)→ G˜E′δ (V−/R, V+/R)
(u−, u+, T ) 7→ u = expu∗(β+,Tψ+,T + β−,Tψ−,T ),
where (ψ−, ψ+) is the solution from Lemma 7.5.7.
7.6. C1-smoothness and injectivity of the gluing map. The goal of this subsec-
tion is to prove:
Theorem 7.6.1. The gluing map G is a C1-smooth embedding.
We start by observing that:
Lemma 7.6.2. The solution (ψ−, ψ+) from Lemma 7.5.7 is C
∞-smooth.
Sketch of proof. The solution (ψ−, ψ+) is in Morrey class H1,δ and hence is in
Sobolev classW 1,2δ and in C
0. We apply the usual elliptic bootstrapping technique,
where the necessary estimates for Morrey spaces are given in [Mo]: First observe
that (ψ−, ψ+) satisfies a nonlinear Cauchy-Riemann type operator. We can then
view (ψ−, ψ+) as satisfying a linear Cauchy-Riemann type operator whose coeffi-
cients depend on (ψ−, ψ+). Differentiating Equation (7.4.7) with respect to s, we
also see that (∂ψ−∂s ,
∂ψ+
∂s ) satisfies a linear Cauchy-Riemann type operator such that
the coefficients of the first order part are in H1,δ and the coefficients of the zeroth
order part are in H0,δ; the same holds for ∂ψ±∂t . With the above conditions on the
coefficients, the relevant elliptic estimates are given by the last two inequalities on
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[Mo, p. 145] to improve∇ψ± from Sobolev classW 0,2δ toW 1,2δ and [Mo, Theorem
5.4.1] to improve ∇ψ± fromW 1,2δ toH1,δ. 
Let S± ⊂ V±/R be small neighborhoods of u± in V±/R. Each point of S±
is given by the pair (expu± φ±, j
′
±), where φ± = (φ
◦
±, a±) ∈ H± ⊕ R2l± , j′± ∈
U˜±, l± is the total number of punctures of F˙± (cf. Section 4.2.1), and U˜± is a
Teichmu¨ller slice containing j± (the complex structure for u±). We will usually
write (φ±, j
′
±) ∈ S±.
By abuse of notation we write ‖φ◦± + a±‖∗,δ or ‖φ±‖∗,δ for the sum of ‖φ◦±‖∗,δ
onH± and the standard norm |a±| on R2l± .
We assume that:
(T1) the slice U˜± is smooth; and
(T2) there exists a small diskD± ⊂ F˙±−E±,T+T0 such that all j′± ∈ U˜± agree
on F˙± −D±.
We may additionally assume that, for any a in the summand R2 of R2l
+
(resp.
R2l
−
) corresponding to the end that is glued, a is a linear combination of ∂s and ∂t
on s ≤ 0 for u+ (resp. on s ≥ 0 for u−).
We say that φ± = (φ
◦
±, a±) ∈ H± ⊕ R2l
±
or φ◦± ∈ H± satisfies (#k) if the
following holds:
(#k) φ
◦
± is in class C
k and ‖∇iφ◦±|−2(T+T0)−1<±s<1‖δ, ∀i ≤ k, is bounded
above by C‖φ◦±‖∗,δ.
Here C is a constant that does not depend on φ◦±. Note that (#k) for φ
◦
± implies
(#k) for φ
◦
± + a±, since a± lives in the finite-dimensional vector space R
2l± . In
what follows we assume that k ≫ 0.
Our gluing setup is slightly more complicated than one initially expects: this is
to get around the loss of one derivative as explained in Lemma 7.6.6. Let
J = (J−,J+) : S− × S+ × [T0,∞)→ B− × B+
be aC1-smooth function such that Im(J ) is bounded and each (ψ−, ψ+) ∈ Im(J )
satisfies (#k). We then consider the function
IJ = (IJ− ,IJ+ ) : S− × S+ × [T0,∞)→H− ×H+,
IJ+ ((φ−, j′−), (φ+, j′+), T )
=− τ−1±(T+T0)(Π
ψ++φ+,j′+,T
+ D
j′+
+,T )
−1Π
ψ++φ+,j′+,T
+ [D
j′+
+,T (ψ+,T + φ+,T ) + e+,T
+ L+(ψ−,T + φ−,T , ψ+,T + φ+,T ) +R+(ψ+,T + φ+,T )],
where ψ± = J±((φ−, j′−), (φ+, j′+), T ), D
j′±
±,T is D±,T with respect to j
′
±, j
′
+ in
Π
ψ++φ+,j′+,T
+ indicates the dependence on j
′
+, and e+,T = ∂u±,T . IJ− is defined
analogously. We will later apply an iteration scheme similar to the one described
in Remark 7.5.8; see the proof of Theorem 7.6.1 at the end of this subsection.
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Remark 7.6.3. Observe that IJ+ has the term D
j′±
+,T (ψ+,T + φ+,T ) unlike the ex-
pression for I+ which does not have D+,Tψ+,T .
The expression inside the brackets [·] can be written as
D
j′±
+,Tψ+,T + e+,T (φ+) + L+(ψ−,T + φ−,T , ψ+,T + φ+,T ) +R′+(ψ+,T + φ+,T ),
where R′+(ψ+,T + φ+,T ) = R+(ψ+,T + φ+,T ) − R+(φ+,T ) and e+,T (φ+) :=
∂ expu+,T (φ+,T ).
Remark 7.6.4. In order to avoid the (already cumbersome) notation, in the rest
of the subsection we omit j′± from the notation and also will not explicitly treat
variations of j± in the proof of Theorem 7.6.1. The derivatives of the gluing map
with respect to j′± are straightforward to control in view of (T1) and (T2).
Lemma 7.6.5. Assuming S± are sufficiently small, all φ± ∈ S± satisfy (#k).
Proof. This follows from the elliptic bootstrapping estimates used in the proof of
Lemma 7.6.2. 
Next let us write B(ψ+ + φ+, T ) = (Π
ψ++φ+,T
+ D+)
−1Π
ψ++φ+,T
+ .
Lemma 7.6.6. With the above conditions on J , B(ψ+ + φ+, T ) is sufficiently
differentiable with respect to φ+ ∈ S+ and T ∈ [T0,∞).
Proof. This uses the arguments used in Claim 7.5.3 as well as Lemma 7.6.5. The
reason for requiring (#k) is that when we differentiate ei(ψ++φ+, T )with respect
to φ+ or T , we lose one derivative, which must be recovered using (#k). 
Lemma 7.6.7. If S± and ε˜ > 0 are sufficiently small, T, r ≫ 0, J is C1-smooth,
and Im(J ) is bounded, then IJ is C1-smooth. Moreover, if Im(J ) lies in a suffi-
ciently small ball about the origin and the derivative DJ is small, then the deriv-
ative DIJ is small.
Proof. We write ψ± = J±(φ−, φ+, T ). Suppose that J± is a constant function;
we later explain how to modify the proof in the general case.
We first consider the partial derivative D♭1IJ+ , where the superscript ♭ indicates
that we are assuming that J± is constant. Let ζ± + a± ∈ Tu±S±, where ζ± ∈ H±
and a± ∈ R2l± . We compute
D♭1IJ+ (φ−, φ+, T )(ζ− + a−)
(7.6.1)
= ddτ |τ=0B(ψ+ + φ+, T )(L+(ψ−,T + φ−,T + τ(ζ−,T + a−,T ), ψ+,T + φ+,T ))
= B(ψ+ + φ+, T )(
∂β−,T
∂s (ζ−,T + a−,T ) + l(η+,T )
∂ζ−,T
∂t + l(ψ+,T + φ+,T )
∂ζ−,T
∂t ),
using the assumption that a− is constant for s ≥ 0. Estimates similar to those of
Claim 7.5.2 imply that
‖D♭1IJ+ (φ−, φ+, T )(ζ− + a−)‖∗,δ ≤ c(r−1 + C˜(T ) + ‖ψ+‖∗,δ + ‖φ+‖∗,δ) · ‖ζ− + a−‖∗,δ,
(7.6.2)
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where C˜(T ) → 0 as T → ∞. Hence the partial derivative D♭1 exists. We are as-
suming that ‖φ+‖∗,δ is sufficiently small and T, r ≫ 0. If we assume that ‖ψ+‖∗,δ
in addition, then there exists 0 < C ≪ 1 such that
‖D♭1IJ+ (φ−, φ+, T )(ζ− + a−)‖∗,δ ≤ C · ‖ζ− + a−‖∗,δ.
Similarly,
(D♭1IJ+ (φ−, φ+, T )−D♭1IJ+ (φ′−, φ′+, T ′))(ζ− + a−)
=B(ψ+ + φ+, T )(
∂β−,T
∂s (ζ−,T + a−,T ) + l(η+,T )
∂ζ−,T
∂t + l(ψ+,T + φ+,T )
∂ζ−,T
∂t )
−B(ψ+ + φ′+, T ′)(
∂β−,T ′
∂s (ζ−,T ′ + a−,T ′) + l(η+,T ′)
∂ζ−,T ′
∂t + l(ψ+,T ′ + φ
′
+,T ′)
∂ζ−,T ′
∂t ),
and in view of Lemma 7.6.6 and the (#k)-condition applied to ζ− there exists a
constant C > 0 such that:
‖((D♭1IJ+ (φ−, φ+, T )−D♭1IJ+ (φ′−, φ′+, T ′))(ζ− + a−)‖∗,δ
≤ C(‖φ+ − φ′+‖c∗ + |T − T ′|) · ‖ζ− + a−‖∗,δ.
(Moreover, 0 < C ≪ 1.) Here the superscript c means restriction of the function
to
−(max(T, T ′) + T0) ≤ s ≤ (max(T, T ′) + T0).
This proves that D♭1IJ+ is in C0.
Next we compute
D♭2IJ+ (φ−,φ+, T )(ζ+ + a+) = dB(ψ++φ++τ(ζ++a+),T )dτ |τ=0(v(ψ− + φ−, ψ+ + φ+, T ))
(7.6.3)
+B(ψ+ + φ+, T )(D
♭
+,T (ζ+,T + a+,T )
+D♭2L+(ψ−,T + φ−,T , ψ+,T + φ+,T )(ζ+,T + a+,T )
+ ddτ |τ=0e+,T (φ+ + τ(ζ+ + a+)) +D♭R′+(ψ+,T + φ+,T )(ζ+,T + a+,T )),
where we are writing
v(ψ− + φ−, ψ+ + φ+, T ) = D
♭
+,Tψ+,T + e+,T (φ+) + L+(ψ−,T + φ−,T , ψ+,T + φ+,T )
+R′+(ψ+,T + φ+,T ).
We compute
D♭2L+(ψ−,T + φ−,T , ψ+,T + φ+,T )(ζ+,T + a+,T )(7.6.4)
= l(
∂(ψ−,T+φ−,T )
∂t )(ζ+,T + a+,T ) + l(η+,T )
∂ζ+,T
∂t ,
D♭R′+(ψ+,T + φ+,T )(ζ+,T + a+,T )(7.6.5)
=l(ψ+,T + φ+,T )(ζ+,T + a+,T ) + l(ψ+,T + φ+,T )(∇ζ+,T )
+ l(∇(ψ+,T + φ+,T ))(ζ+,T + a+,T ).
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Combining Equations (7.6.3), (7.6.4), and (7.6.5) we obtain
D♭2IJ+ (φ−, φ+, T )(ζ+ + a+)
(7.6.6)
=dB(ψ++φ++τ(ζ++a+),T )dτ |τ=0(v(ψ− + φ−, ψ+ + φ+, T ))
+B(ψ+ + φ+, T )[
d
dτ |τ=0e+,T (φ+ + τ(ζ+ + a+))
+ l(
∂(ψ−,T+φ−,T )
∂t )(ζ+,T + a+,T ) + l(η+,T )
∂ζ+,T
∂t + l(ψ+,T + φ+,T )(ζ+,T + a+,T )
+ l(ψ+,T + φ+,T )(∇ζ+,T ) + l(∇(ψ+,T + φ+,T ))(ζ+,T + a+,T )].
Let [·] denote the expression inside the brackets. We first bound
‖ ddτ |τ=0e+,T (φ+ + τ(ζ+ + a+))‖+,Tδ ≤ c‖e+‖∗,δ · ‖ζ+ + a+‖∗,δ,
where c > 0. The remainder of the terms can be estimated as in Claim 7.5.2 and:
‖[·]‖+,Tδ ≤ c(‖e+‖∗,δ + C˜(T ) + ‖ψ+‖∗,δ + ‖ψ−‖∗,δ(7.6.7)
+ ‖φ+‖∗,δ + ‖φ−‖∗,δ) · ‖ζ+ + a+‖∗,δ,
where C˜(T )→ 0 as T →∞.
We also compute
d
dτ |τ=0Π
ψ++φ++τ(ζ++a+),T
+ (v)
=
∑
i
〈 ddτ |τ=0ei(ψ+ + φ+ + τ(ζ+ + a+), T ), v〉ei(ψ+ + φ+, T )
+
∑
i
〈ei(ψ+ + φ+, T ), v〉 ddτ |τ=0ei(ψ+ + φ+ + τ(ζ+ + a+), T ),
where ddτ |τ=0ei(ψ+ + φ+ + τ(ζ+ + a+), T ) has terms of the form
〈∇ei(ψ+ + φ+, T ) · (ζ+ + a+), ej(ψ+ + φ+, T )〉.
We then bound
‖ ddτ |τ=0Π
ψ++φ++τ(ζ++a+),T
+ (v)‖Tδ ≤ c‖v‖Tδ · ‖ζ+ + a+‖∗,δ(7.6.8)
≤ c(‖ψ+‖∗,δ + ‖ψ−‖∗,δ + ‖φ+‖∗,δ + ‖φ−‖∗,δ)‖ζ+ + a+‖∗,δ.
Combining Equations (7.6.7) and (7.6.8) we obtain
‖D♭2IJ+ (φ−, φ+, T )(ζ+ + a+)‖∗,δ ≤ c(‖e+‖∗,δ + C˜(T ) + ‖ψ+‖∗,δ + ‖ψ−‖∗,δ
(7.6.9)
+ ‖φ+‖∗,δ + ‖φ−‖∗,δ) · ‖ζ+ + a+‖∗,δ.
Hence the partial derivative D♭2I+ exists. Assuming that ‖ψ±‖∗,δ, ‖φ±‖∗,δ, and
‖e+‖∗,δ are sufficiently small and T ≫ 0, it follows that there exists 0 < C ≪ 1
such that
‖D♭2IJ+ (φ−, φ+, T )(ζ+ + a+)‖∗,δ ≤ C‖ζ+ + a+‖∗,δ .
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Similarly,
(D♭2IJ+ (φ−, φ+, T )−D♭2IJ+ (φ′−, φ′+, T ′))(ζ+ + a+)
=dB(ψ++φ++τ(ζ++a+),T )dτ |τ=0(v(ψ− + φ−, ψ+ + φ+, T ))
− dB(ψ++φ′++τ(ζ++a+),T ′)dτ |τ=0(v(ψ− + φ′−, ψ+ + φ′+, T ′))
+B(ψ+ + φ+, T )(l(
∂(ψ−,T+φ−,T )
∂t )(ζ+,T + a+,T ) + l(η+,T )
∂ζ+,T
∂t
+ l(ψ+,T + φ+,T )(ζ+,T + a+,T ) + l(ψ+,T + φ+,T )(∇ζ+,T )
+ l(∇(ψ+,T + φ+,T ))(ζ+,T + a+,T ))
−B(ψ+ + φ′+, T ′)(l(
∂(ψ−,T ′+φ
′
−,T ′
)
∂t )(ζ+,T ′ + a+,T ′) + l(η+,T ′)
∂ζ+,T ′
∂t
+ l(ψ+,T ′ + φ
′
+,T ′)(ζ+,T ′ + a+,T ′) + l(ψ+,T ′ + φ
′
+,T ′)(∇ζ+,T ′)
+ l(∇(ψ+,T ′ + φ′+,T ′))(ζ+,T ′ + a+,T ′)).
We have bounds
‖l(∂(ψ−,T+φ−,T )∂t )(ζ+,T + a+,T )− l(
∂(ψ−,T ′+φ
′
−,T ′
)
∂t )(ζ+,T ′ + a+,T ′)‖δ
≤ C(‖φ− − φ′−‖c∗,δ + |T − T ′|) · ‖ζ+ + a+‖∗,δ ,
‖l(η+,T )∂ζ+,T∂t − l(η+,T ′)
∂ζ+,T ′
∂t ‖δ ≤ C|T − T ′| · ‖ζ+‖∗,δ,
‖l(ψ+,T + φ+,T )(ζ+,T + a+,T )− l(ψ+,T ′ + φ′+,T ′)(ζ+,T ′ + a+,T ′)‖δ
≤ C(‖φ+ − φ′+‖c∗,δ + |T − T ′|) · ‖ζ+ + a+‖∗,δ ,
‖l(ψ+,T + φ+,T )(∇ζ+,T )− l(ψ+,T ′ + φ′+,T ′)(∇ζ+,T ′)‖δ
≤ C(‖φ+ − φ′+‖c∗,δ + |T − T ′|) · ‖ζ+‖∗,δ,
‖l(∇(ψ+,T + φ+,T ))(ζ+,T + a+,T )− l(∇(ψ+,T ′ + φ′+,T ′))(ζ+,T ′ + a+,T ′))‖δ
≤ C(‖φ+ − φ′+‖c∗,δ + |T − T ′|) · ‖ζ+ + a+‖∗,δ.
Together with the bounds for
B(ψ+ + φ+, T )−B(ψ+ + φ+, T ′) and dB(ψ++φ++τ(ζ++a+),T )dτ |τ=0,
we obtain
‖(D♭2IJ+ (φ−, φ+, T )−D♭2IJ+ (φ′−, φ′+, T ′))(ζ+ + a+)‖∗,δ
≤ C(‖φ+ − φ′+‖c∗,δ + ‖φ− − φ′−‖c∗,δ + |T − T ′|) · ‖ζ+ + a+‖∗,δ,
where C > 0. Hence D♭2IJ+ is in C0.
Next consider
D♭3IJ+ (φ−, φ+, T )(t) = ddτ |τ=0B(ψ+ + φ+, T + τ t)(v(ψ− + φ−, ψ+ + φ+, T ))
(7.6.10)
+B(ψ+ + φ+, T )
d
dτ |τ=0v(ψ− + φ−, ψ+ + φ+, T + τ t).
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The bound
‖D♭3IJ+ (φ−, φ+, T )(t)‖∗,δ ≤ c(‖ψ+‖∗,δ + ‖ψ−‖∗,δ + ‖φ+‖∗,δ + ‖φ−‖∗,δ) · |t|,
(7.6.11)
follows from applying Lemma 7.6.6 to the first line and (#k) to the second. Its
differentiability also follows in a similar manner and is left to the reader.
Consider the general case where J±. One can then verify that
D1IJ+ (φ−, φ+, T )(ζ− + a−)−D♭1IJ+ (φ−, φ+, T )(ζ− + a−)(7.6.12)
= D♭1IJ+ (φ−, φ+, T ) ◦DJ−(φ−, φ+, T )(ζ− + a−).
The second row of Equation (7.6.12) can be bounded above by C · ‖ζ− + a−‖∗,δ
with 0 < C ≪ 1 if ‖ψ±‖∗,δ and DJ are sufficiently small. The situation for
D2IJ+ and D3IJ+ are similar.
This completes the proof that IJ+ and hence IJ are in C1. Moreover, if Im(J )
lies in a sufficiently small ball about the origin and the derivativeDJ is small, then
DIJ is small. 
We are now in a position to prove Theorem 7.6.1.
Proof of Theorem 7.6.1.
C1-smoothness. Recall that we are assuming that S± are sufficiently small neigh-
borhoods of u±. By Lemmas 7.5.1–7.5.7 we see that the unique solution (ψ−, ψ+)
to Θ±(ψ−, ψ+) = 0 for (φ−, φ+, T ) ∈ S−×S+× [T0,∞) is obtained as follows:
Let J0 = 0, J1 = IJ0, and Ji = I
∑i−1
j=1 Jj . Also let us write (Ji)± as the H±
component of Ji. Then
(7.6.13) (ψ−, ψ+) =
∞∑
j=1
Jj(φ−, φ+, T ),
and
(7.6.14) G(ψ−, ψ+, T ) := expu∗(β−,T (φ−,T + ψ−,T ) + β+,T (φ+,T + ψ+,T )).
Each Jj(φ−, φ+, T ) is in C1 by Lemma 7.6.7 and it remains to show a bound of
type ‖DJi‖ ≤ Ci, where 0 < C ≪ 1.
We will check the easiest case J2 = IJ1 , leaving the higher Ji to the reader.
Let ψ1± = (J1)±(φ−, φ+, T ). Then
Π
φ+,T
+ D+,T (ψ
1
+,T ) = −Πφ+,T+ (D+,T (φ+,T ) + e+,T(7.6.15)
+ L+(φ−,T , φ+,T ) +R+(φ+,T )).
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Using Equation (7.6.15) we can write:
(J2)±(φ−, φ+, T )
(7.6.16)
=(Π
ψ1++φ+,T
+ D+,T )
−1(Π
ψ1++φ+,T
+ −Πφ+,T+ )(D+,T (ψ1+,T + φ+,T ) + e+,T
+ L+(ψ1−,T + φ−,T , ψ1+,T + φ+,T ) +R+(ψ1+,T + φ+,T ))
+ (Π
ψ1++φ+,T
+ D+,T )
−1Π
φ+,T
+ (L+(ψ1−,T + φ−,T , ψ1+,T + φ+,T )− L+(φ−,T , φ+,T )
+R+(ψ1+,T + φ+,T )−R+(φ+,T )).
Calculations similar to those of Lemma 7.6.7 imply that:
‖DJ2(φ−, φ+, T )(ζ− + a−, ζ+ + a+, t)‖∗,δ
≤ c(‖ψ1−‖∗,δ + ‖ψ1+‖∗,δ)(‖ζ− + a−‖∗,δ + ‖ζ+ + a+‖∗,δ + |t|).
[Sketch of calculation: The derivative of Equation (7.6.16) consists of six terms
since Equation (7.6.16) is the sum of two terms, each of which is a product of three
terms. The six terms can all be estimated in the same manner and we calculate
some representative terms. We estimate
d
dτ |τ=0(L+(ψ1−,T + φ−,T+τζ−,T , ψ1+,T + φ+,T + τζ+,T )(7.6.17)
−L+(φ−,T + τζ−,T , φ+,T + τζ+,T ))
as follows. Observe that L+ is bilinear in each variable. Hence we have an expres-
sion of the form
(ψ− + φ− + τζ−)(ψ+ + φ+ + τζ+)− (φ− + τζ−)(φ+ + τζ+)
= (ψ− + φ−)(ψ+ + φ+)− φ−φ+ + τ(ζ−ψ+ + ζ+ψ−) + h.o.
Hence Equation (7.6.17) is bounded above by
c(‖ψ1−‖∗,δ + ‖ψ1+‖∗,δ)(‖ζ−‖∗,δ + ‖ζ+‖∗,δ).
Similarly,
L+(ψ1−,T + φ−,T , ψ1+,T + φ+,T )− L+(φ−,T , φ+,T )(7.6.18)
is bounded above by
c(‖ψ1−‖∗,δ + ‖ψ1+‖∗,δ)(‖φ−‖∗,δ + ‖φ+‖∗,δ).
This concludes the sketch.] We also calculate:
‖(DJ2(φ−, φ+, T )−DJ2(φ′−, φ′+, T ′))(ζ− + a−, ζ+ + a+, t)‖∗,δ
≤ c(‖ψ1−‖∗,δ + ‖ψ1+‖∗,δ)(‖φ+ − φ′+‖c∗ + ‖φ− − φ′−‖c∗ + |T − T ′|)
· (‖ζ− + a−‖∗,δ + ‖ζ+ + a+‖∗,δ + |t|).
This completes the proof of Theorem 7.6.1.
Local embedding. It suffices to show that G is a local C1-embedding, i.e., DG is
an isomorphism at any (φ−, φ+, T ), provided T0 ≫ 0. (It is not hard to see that,
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for any d > 0, there exists T0 ≫ 0 such that if (φ−, φ−, T ) and (φ′−, φ′+, T ′) are a
distance d apart, then G(φ−, φ+, T ) and G(φ
′
−, φ
′
+, T
′) cannot be equal.)
First consider the map
H : (φ−, φ+, T ) 7→ (φ−, φ+, T ) +
∞∑
j=1
(Jj(φ−, φ+, T ), 0).
Since its leading term is the identity map and the subsequent terms Jj have deriva-
tives bounded by a constant Cj with 0 < C ≪ 1, it follows that DH is invertible
at any (φ−, φ+, T ), provided ε˜ > 0 is sufficiently small and T0 > 0 is sufficiently
large.
Next, instead of G we consider the map
G˜ : (φ−, φ+, T ) 7→ β−,T (φ−,T + ψ−,T ) + β+,T (φ+,T + ψ+,T )
without the exp. If T0 ≫ 0, then from the considerations of the previous paragraph
DG˜(φ−, φ+, T )|Tφ−S−×TT [T0,∞) is very close to
(ζ− + a−, t) 7→ ζ−,T + a−,T − t ∂∂s
when the right-hand side is restricted to s ≤ −(T + T0). Since Tφ−S− and ∂∂s are
independent, we see that DG˜ is injective, which in turn implies that G is a local
C1-embedding. 
7.7. Surjectivity of the gluing map.
Theorem 7.7.1. Given compact subsets K± ⊂ S±, there exist T0 ≫ 0 and δ˜ > 0
such that, for all curves u0 that are δ˜-close to breaking into (u
′
−, u
′
+, T
′) ∈ K− ×
K+ × [2T0,∞), there exists a triple (φ−, φ+, T ) ∈ S− × S+ × [T0,∞) such that
G(φ−, φ+, T ) = u0.
Proof. Let T0 > 0 be sufficiently large and δ˜ > 0 be sufficiently small. Let u0
be δ˜-close to breaking into (u′−, u
′
+, T
′). After possibly translating u0 in the R-
direction and slightly modifying T ′, there exists a decomposition of the domain
(F˙0, j0) of u0 as:
F˙0 = (F0)
◦
+ ∪ (F0)◦− ∪A[−T ′,T ′],
where
• Aε is the ε-thin annular part of F˙0 (with respect to the complete finite-
volume hyperbolic metric compatible with j0) corresponding to the neck
that is being stretched;
• A[−T ′,T ′] = u−10 ({−T ′ ≤ s ≤ T ′}) ∩ Aε, int((F0)◦+) ∪ int((F0)◦−) =
F˙0−A[−T ′,T ′], and (F0)◦+, (F0)◦− correspond to the top and bottom levels;
• s′−,1(u0), corresponding to the first negative end of the top level, and
s′+,1(u0), corresponding to the positive end of the bottom level, are as de-
fined in Section 6.3 and we assume that s′±,1(u0) = ±(T ′ + T0).
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Next consider
(F˙ ′+, j
′
+) := ((F0)
◦
+, j0) ∪ (A(−∞,T ′], jstd),
(F˙ ′−, j
′
−) := ((F0)
◦
−, j0) ∪ (A[−T ′,∞), jstd),
such that F˙ ′± extends (F0)
◦
± ∪ A[−T ′,T ′]. For δ˜ > 0 small and T0 ≫ 0, j′± is close
to the domain complex structure of u′±. We may replace u
′
± by u
′′
± ∈ S± with
domain (F˙ ′±, j
′
±) which is close to u
′
± and such that u0 is δ˜-close to breaking into
(u′′−, u
′′
+, T
′), after possibly slightly enlarging δ˜.
Let u
(1)
∗ be the pregluing of u
(1)
− = u
′′
− and u
(1)
+ = u
′′
+ with gluing parameter
T (1) = T ′, as defined in Section 7.1, and let
F˙ (1) = (F (1))◦+ ∪ (F (1))◦− ∪A[−T (1),T (1)]
be the domain of u
(1)
∗ , defined analogously.
We first solve for ψ
(1)
± in
Φ∂ exp
u
(1)
∗
(β−,T (1)ψ
(1)
−,T (1)
+ β+,T (1)ψ
(1)
+,T (1)
) ∈ ΦE′u0 ,(7.7.1)
as in Section 7.5, where Φ is the parallel transport to ∧0,1(u(1)∗ )∗T (R ×M). Let
us write u(1) = exp
u
(1)
∗
(β−,T (1)ψ
(1)
−,T (1)
+β+,T (1)ψ
(1)
+,T (1)
). Here the superscript (1)
indicates that we are in the first round of an iterative scheme. Note that ‖ψ(1)± ‖∗,δ →
0 as T0 →∞ by Lemma 7.5.9.
Next suppose φ(1) satisfies
u0 = expu(1)∗
(β−,T (1)ψ
(1)
−,T (1)
+ β+,T (1)ψ
(1)
+,T (1)
+ φ(1)).
We decompose φ(1) = φ
(1)
−,T (1)
+ φ
(1)
+,T (1)
, such that
• φ(1)
+,T (1)
= φ(1) on (F ′)◦+, φ
(1)
+,T (1)
= 0 on (F ′)◦−, and
φ
(1)
+,T (1)
(s, t) = φ(1)(s, t)β(s+hr2hr )
on A[−T (1),T (1)];
• φ(1)
−,T (1)
= 0 for (F ′)◦+, φ
(1)
−,T (1)
= φ on (F ′)◦−, and
φ
(1)
−,T (1)
(s, t) = φ(1)(s, t)(1− β(s+hr2hr ))
on A[−T (1),T (1)].
Here φ
(1)
± ∈ H±⊕R2l
±
and we are writing ‖φ(1)± ‖∗,δ for the sum of ‖ · ‖∗,δ onH±
and the standard norm on R2l
±
as before.
We then solve for (φ′±)
(1) in
∂ exp
u
(1)
±
(φ
(1)
± + (φ
′
±)
(1)) ∈ Φφ
(1)
± +(φ
′
±)
(1)
± Eφ(1)± +(φ′±)(1)
,
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where (φ′±)
(1) ∈ H±, Φφ
(1)
± +(φ
′
±)
(1)
± is the parallel transport
∧0,1(exp
u
(1)
±
(φ
(1)
± + (φ
′
±)
(1)))∗T (R×M) ∼−→ ∧0,1(u(1)± )∗T (R×M)
and E
φ
(1)
± +(φ
′
±)
(1) is the obstruction bundle for expu(1)±
(φ
(1)
± + (φ
′
±)
(1)).
Claim 7.7.2. ‖(φ′±)(1)‖∗,δ ≤ C‖φ(1)± ‖∗,δ, where 0 < C ≪ 1.
Proof of Claim 7.7.2. This is proved using the contraction mapping theorem as in
Section 7.5 and relies on the fact that ∂ exp
u
(1)
±
(φ
(1)
± ) is close to an element in
Φ
φ
(1)
±
± Eφ(1)±
. We will indicate a proof of this fact under the simplified assumption
that E
φ
(1)
±
= 0; the general case is only more complicated in notation.
First observe that ∂ exp
u
(1)
+
(φ
(1)
+ )|s≥−T0 is the s = −(T (1) + T0) translate of
∂ exp
u
(1)
∗
(φ
(1)
+,T (1)
)|s≥T (1) and that
(7.7.2)
∂ exp
u
(1)
∗
(φ
(1)
+,T (1)
+ ψ
(1)
+,T (1)
) = 0, ∂ exp
u
(1)
∗
(ψ
(1)
+,T (1)
) = 0, ∂ exp
u
(1)
∗
(0) = 0.
We claim that
(7.7.3) ‖∂ exp
u
(1)
∗
(φ
(1)
+,T (1)
)|s≥−T0‖+,T
(1)
δ ≤ c‖ψ(1)+,T (1)‖
+,T (1)
∗,δ · ‖φ(1)+,T (1)‖
+,T (1)
∗,δ
for some constant c > 0. We write u, ψ, φ for u
(1)
∗ , ψ
(1)
+,T (1)
, φ
(1)
+,T (1)
and use local
coordinates (σ, τ) for the domain. Assume that
(†) expu(φ) = u+ φ, expu(ψ) = u+ ψ, expu(φ+ ψ) = u+ φ+ ψ,
e.g., the target metric is flat. Using Equation (7.7.2) and writing v = u + ψ we
obtain:
∂(u+ φ) = ∂φ∂σ + J(u)
∂φ
∂τ +∇J(u)(φ)∂(u+φ)∂τ +Q(φ)∂(u+φ)∂τ ,(7.7.4)
0 = ∂(v + φ) = ∂φ∂σ + J(v)
∂φ
∂τ +∇J(v)(φ)∂(v+φ)∂τ +Q(φ)∂(v+φ)∂τ ,(7.7.5)
where we are writing J(u+φ) = J(u)+∇J(u)(φ)+Q(φ) andQ(φ) is a quadratic
term. Taking the difference between the two, we can locally bound ‖∂(u+ φ)‖ by
terms of the form c‖ψ‖∗‖φ‖∗. In general, when (†) does not hold, we may take
expu(φ + ψ) = u + φ + ψ + Q(φ,ψ), where Q(φ,ψ) is a pointwise function of
φ and ψ times a pointwise bilinear function of φ and ψ, and we obtain the local
bound ‖∂(u + φ)‖ ≤ c‖ψ‖∗‖φ‖∗. The standard exponential decay estimates then
yield Equation (7.7.3).
Next we bound ∂ exp
u
(1)
+
(φ
(1)
+ ) on −(T (1) + T0)− hr ≤ s ≤ −T0, which is the
s = −(T (1) + T0) translate of ∂ expu(1)∗ (φ
(1)
+,T (1)
)|−hr≤s≤T (1) . Applying the same
procedure as above8 with
u = u
(1)
∗ , v = u
(1)
∗ + β−,T (1)ψ
(1)
−,T (1)
+ β+,T (1)ψ
(1)
+,T (1)
,
8Note that we are dealing with a flat metric here, so (†) holds.
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ψ = β−,T (1)ψ
(1)
−,T (1)
+ β+,T (1)ψ
(1)
+,T (1)
, φ = φ
(1)
+,T (1)
as well as exponential bounds on annuli from [HT2, Lemma 2.3] we obtain
(7.7.6)
‖∂ exp
u
(1)
+
(φ
(1)
+ )|−(T (1)+T0)−hr≤s≤−T0‖
+,T (1)
δ ≤ C(T (1)) · ‖φ(1)+,T (1)‖
+,T (1)
∗,δ ,
where C(T (1)) → 0 as T (1) →∞. Note that φ(1)+ |s≤−(T (1)+T0)−hr = 0 by defini-
tion.
We then invert the error term ∂ exp
u
(1)
+
(φ
(1)
+ ) using Estimates (7.7.3) and (7.7.6)
and the contraction mapping theorem. This proves the claim. 
Also observe that ‖φ(1)± ‖∗,δ is bounded above by a fixed constant times δ˜; this
follows from elliptic bootstrapping as in Lemma 7.6.2.
We iterate the above procedure with (u
(1)
− , u
(1)
+ , T
(1)) replaced by
(u
(2)
− , u
(2)
+ , T
(2)) = (exp◦
u
(1)
−
(φ
(1)
− +(φ
′
−)
(1)), exp◦
u
(1)
+
(φ
(1)
+ +(φ
′
+)
(1)), T (1)+T−+T+).
Here exp◦
u
(1)
±
(φ
(1)
± +(φ
′
±)
(1)) is exp
u
(1)
±
(φ
(1)
± +(φ
′
±)
(1)) normalized by shifting T±
units in the ±s-direction; the amount that we shift is determined by the choice of
slice (i.e., the choice of representative exp◦
u
(1)
±
(φ
(1)
± + (φ
′
±)
(1)) of V±/R). Let u
(2)
∗
be the resulting pregluing.
We can similarly verify that, if we replace u
(1)
∗ and ψ
(1)
± by u
(2)
∗ and ψ
(1)
± +ψ
(2)
±
in Equation (7.7.1), then:
(7.7.7) ‖ψ(2)± ‖∗,δ ≤ C‖φ(1)± ‖∗,δ,
where 0 < C ≪ 1. The bounds from Claim 7.7.2 and Estimate (7.7.7) imply that
the error between u0 and u
(i) is of order Ci after the ith iteration. The proof then
follows. 
7.8. Sketch of proof of Theorem 6.4.2. In this subsection we sketch the proof of
Theorem 6.4.2. Without loss of generality assume that m = 3. We are comparing
G(1,2,3) and G((1,2),3) ◦ (G(1,2), id). We are gluing u1 ∪ u2 ∪ u3, where (Fi, ui),
i = 1, 2, 3, is a representative of Vi/R. For ease of notation we assume that u2 and
u3 only have one negative end.
7.8.1. Description ofG(1,2,3). Let u
(123)
∗ be the pregluing of u1, u2, u3 with gluing
parameters T12, T23 (cf. Definition 7.1.2). We solve for ψ
(123)
1 , ψ
(123)
2 , ψ
(123)
3 which
are analogs of ψ−, ψ+ in the equations
Θ
(123)
1 (ψ
(123)
1 , ψ
(123)
2 ) = 0,
Θ
(123)
2 (ψ
(123)
1 , ψ
(123)
2 , ψ
(123)
3 ) = 0,
Θ
(123)
3 (ψ
(123)
2 , ψ
(123)
3 ) = 0,
which are analogs of Θ±(ψ−, ψ+) = 0. This yields
u(123) = G(1,2,3)(u1, u2, u3, T12, T23).
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We also write ψ
(123),†
i , i = 1, 2, 3, for the first approximation of ψ
(123)
i when
applying the contraction mapping principle; this corresponds to J1 in the proof
of Theorem 7.6.1 and is obtained by using the linearized ∂-operator to invert the
errors that arise from the pregluing of u1, u2, u3. Estimates similar to those of Sec-
tions 7.5 imply the existence of functions C˜(T ) and D˜(T ), T := min(T12, T23),
such that
‖ψ(123)i − ψ(123),†i ‖∗,δ ≤ C˜(T )‖ψ(123),†i ‖∗,δ,(7.8.1)
‖ψ(123),†i ‖∗,δ ≤ D˜(T ),
and C˜(T ), D˜(T )→ 0 as T →∞.
7.8.2. Description of G((1,2),3) ◦ (G(1,2), id). Let u(12)∗ be the pregluing of u1, u2
with gluing parameter T12. We solve for ψ
(12)
1 , ψ
(12)
2 in
Θ
(12)
1 (ψ
(12)
1 , ψ
(12)
2 ) = 0, Θ
(12)
2 (ψ
(12)
1 , ψ
(12)
2 ) = 0,
which yields u(12) = G(1,2)(u1, u2, T12). Similarly we define ψ
(12),†
i , i = 1, 2. We
have
‖ψ(12)i − ψ(12),†i ‖∗,δ ≤ C˜(T12)‖ψ(12),†i ‖∗,δ,(7.8.2)
‖ψ(12),†i ‖∗,δ ≤ D˜(T12),
where C˜(T12), D˜(T12)→ 0 as T12 →∞.
Next let u
((12)3)
∗ be the pregluing of u(12), u3 with gluing parameter T23. We
solve for ψ
((12)3)
(12) , ψ
((12)3)
3 in
Θ
((12)3)
(12) (ψ
((12)3)
(12) , ψ
((12)3)
3 ) = 0, Θ
((12)3)
3 (ψ
((12)3)
(12) , ψ
((12)3)
3 ) = 0,
which yields
u((12)3) = G((1,2),3)(u(12), u3, T23).
Similarly we define ψ
((12)3),†
(12) , ψ
((12)3),†
3 . For i = (12) and i = 3 we have
‖ψ((12)3)i − ψ((12)3),†i ‖∗,δ ≤ C˜(T )‖ψ((12)3),†i ‖∗,δ ,(7.8.3)
‖ψ((12)3),†i ‖∗,δ ≤ D˜(T ),
where C˜(T ), D˜(T )→ 0 as T →∞.
7.8.3. Conclusion. The C0-closeness follows from Estimates (7.8.1), (7.8.2), and
(7.8.3). Roughly speaking, the errors from the pregluing go to zero as T12, T23 →
∞. The C1-closeness is left to the reader and follows from Estimates (7.6.2),
(7.6.9), and (7.6.11) from Section 7.6. In words, the derivatives of the errors from
the pregluing go to zero as T12, T23 →∞ as well.
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8. CONSTRUCTION OF SEMI-GLOBAL KURANISHI STRUCTURES
Starting from this section we specialize to contact homology. For the most part
we will describe the semi-global Kuranishi structures that are involved in proving
∂2 = 0. In Sections 8.7 and 8.8 we explain the modifications needed for chain
maps and chain homotopy.
8.1. Trimming. Choose L ≫ 0 and ε′′ > 0 small. Consider the semi-global
Kuranishi chart (K, πV : E → V, ∂J) and an obstruction multisection s forM/R
(with K sufficiently large in response to L) constructed in Section 5.3. From now
on we suppress ∂J from the notation since it appears in every chart.
We start by taking V (and also K) to be invariant under automorphisms that
relabel the negative punctures while preserving the ϑ-sorting. In other words, V
and K satisfy:
(Inv) Given (F , u) ∈ V (resp. K), we require that (F ′, u) ∈ V (resp. K), where
F ′ is the same Riemann surface as F but with a different ordering of
the negative punctures, subject to the condition that the negative ends of
(F ′, u) be ϑ-sorted.
This can be achieved by slightly shrinking V and K if necessary, while keeping the
same names.
Next we explain how to further trim (K, πV : E→ V, s). But first we make the
following definition:
Definition 8.1.1 (Neck length). Given
(F , u) = ((F, j,p,q, r), u) ∈ G˜δ(V1/R, ..., Vm/R),
let g be the complete finite volume hyperbolic metric on F¨ . If there is an annular
component A ofThinε(F, g) such that u|A is close to a trivial cylinder over γ , then
its neck length (with respect to γ) nl(A) is the value C such that A is conformally
equivalent to (R/A(γ)Z)× [0, C] with the standard complex structure.
LetV≥L (resp.V>L,V=L) be the subset ofV such that g = g(F¨ ,j) has an annular
component A in Thinε(F¨ , g) such that nl(A) ≥ L (resp. nl(A) > L, nl(A) = L)
and let V<L = V − V≥L and V≤L = V − V>L. We then restrict V to V<L.
By resetting notation, we assume V = V<L, K = K ∩ V≤L−ε′′/3, and denote the
resulting restrictions of πV and s by the same names. Note that V andK still satisfy
(Inv). We will also use the notation Ven for a slight unspecified enlargement of V.
The boundary ∂V will be decomposed into two parts, the vertical boundary
∂vV = V=L and the horizontal boundary ∂hV which is the closure in ∂V of ∂V−
∂hV.
8.2. CH trees. LetM1,M2, . . . ,Mρ be a sequence of moduli spaces
Mi =Mind=kiJ (F˙i,R×M ; γi,+,γi,−),
such that each component of each level of a building in ∂Mi is either a trivial
cylinder or inMj with j < i. (A specific choice will be given in Section 8.3.1.)
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Convention 8.2.1. In view of Convention 6.1.1, we include moduli spaces Mi in
the list even when they are empty, provided ∂Mi 6= ∅.
The semi-global Kuranishi chart forMi/R will be denoted by
Ci = (Ki, πi : Ei → Vi)
and Ki ⊂Mi/R is a large compact subset. If si is an obstruction multisection for
Ci, we often denote the pair (Ci, si) by C′i.
8.2.1. Definition of CH tree. Contact homology (or CH) trees are combinatorial
objects that encode the data for the boundary strata.
Definition 8.2.2 (CH trees). A contact homology tree of (Symp) type (or simply a
CH tree) is a directed tree9
T = (V (T ), E(T ) = G(T ) ⊔ F (T ), O(T )),
where the sets of vertices V (T ) and edges E(T ) are finite and labeled, together
with a reordering function O(T ) : F (T )→ {1, . . . , |F (T )|}, such that the follow-
ing hold:
(1) V (T ) is labeled using the vertex labeling function
lV : V (T )→ {1, . . . , ρ},
which is not necessarily injective or surjective. (The vertex labeling func-
tion assign a moduli spaceMlV (v)/R to each vertex v ∈ V (T ).)
(2) E(T ) consists of the glued edges G(T ) and the free edges F (T ). Both
types of edges are directed and the edges of G(T ) have initial and terminal
points but the edges of F (T ) only have an initial point.
(3) Given an edge e ∈ E(T ), we write i(e) for the initial point of e and t(e)
for the terminal point of e (if it exists).
(4) For each vertex v ∈ V (T ), we write E(T )v for the set of all edges e with
i(e) = v, G(T )v = E(T )v ∩G(T ), and F (T )v = E(T )v ∩ F (T ).
(5) For each v ∈ V (T ), E(T )v is labeled using a bijective edge labeling func-
tion
lEv : E(T )v → {1, 2, . . . ,m},
wherem is the number of negative punctures of Vv. The labeling function
lEv respects the ordering ϑ, i.e., for any e1, e2 ∈ E(T )v , if the curves in
Vv limit to γ1 near the lEv(e1)th puncture and limit to γ2 near the lEv(e2)th
puncture, and if ϑ(γ1) < ϑ(γ2), then lEv(e1) < lEv(e2).
(6) Each edge e ∈ G(T ) corresponds to a single gluing of a nonemptyVlV (i(e))
on the upper level with a nonempty VlV (t(e)) on the lower level and the
gluing occurs along the lEi(e)(e)th negative end.
(7) There is a unique topmost vertex and each vertex except for the topmost
vertex has one incoming edge and ≥ 0 outgoing edges.
9Trees are assumed to be connected.
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(8) The reordering function O(T ) is bijective, respects the ordering ϑ, and,
for each vertex v, O(T )|F (T )v is consistent with the ordering of F (T )v in-
duced by lEv , i.e., for any e1, e2 ∈ F (T )v,we haveO(T )(e1) < O(T )(e2)
if and only if lEv(e1) < lEv(e2).
Note that the set of free ends F (T ) of T has a natural “lexicographic order-
ing” Olex(T ): For each e ∈ F (T ), consider the sequence (e1, . . . , es = e), where
i(e1) is the topmost vertex and t(ej) = i(ej+1), j = 1, . . . , s − 1. We then
take (lEi(e1)(e1), lEi(e2)(e2), . . . ) and order the e lexicographically using these tu-
ples. The lexicographic ordering can be viewed as a canonical reordering function
Olex(T ) : F (T ) → {1, . . . , |F (T )|}. The reason O(T ) is called a reordering
function is that we view O(T ) as a reordering of Olex(T ).
Remark 8.2.3. By definition there is a unique reordering functionO(T ) on 1-vertex
CH tree T , namely Olex(T ). For this reason, if the vertex is labeled by i, we will
sometimes write T = (i).
8.2.2. Isomorphisms of CH trees.
Definition 8.2.4. An isomorphism θ : T → T ′ of CH trees satisfies the following:
(1) θ is an isomorphism of directed trees which sends V (T ), G(T ), F (T ) to
V (T ′), G(T ′), F (T ′);
(2) θ preserves the labels of vertices, i.e., lV (T ) = lV (T ′) ◦ θ|V (T );
(3) θ maps O(T ) to O(T ′), i.e., O(T ) = O(T ′) ◦ θ|F (T ).
By (3), θ preserves the ordering of the free edges at each vertex. On the other
hand, we do not require θ to preserve the ordering of the glued edges.
Given an isomorphism θ : T
∼→ T ′ of CH trees, for each v ∈ V (T ), θ induces
an isomorphism
VlV (v)
∼→ VlV (θ(v)),
(F , u) 7→ (F ′, u),
where F ′ is the same Riemann surface as F , but with a possibly different ordering
of the negative punctures. More precisely, for any e with i(e) = v, the lEv(e)th
negative puncture of F becomes the θ(lEv(e))th negative puncture of F ′. Putting
the above isomorphisms together, θ : T
∼→ T ′ gives an isomorphism
×v∈V (T )VlV (v)
∼→ ×w∈V (T ′)VlV (w).
Let Aut(T ) be the group of automorphisms of T . If θ : T
∼→ T is a nontrivial
automorphism of a CH tree, i.e., θ does not preserve the labels of the glued edges,
then passing to the quotient is the source of orbifold points.
8.2.3. Contraction of CH trees.
Definition 8.2.5 (Contraction function τ ). The contraction function τ is the map
from the set of CH trees to the set of 1-vertex CH trees such that, if take the product
of {Mi/R}i∈V (T ) according to the gluing prescription given by T , we obtain a
subset of Mτ(T )/R and the reordering functions agree in the following sense: if
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c : F (T )
∼→ F (τ(T )) is the bijection induced by the gluing, then O(τ(T )) ◦ c =
O(T ).
Definition 8.2.6 (Good subtree/forest). A good subtree S of a CH tree T is a sub-
tree with no free edges and at least one glued edge. A disjoint union S = ⊔iSi of
good subtrees of T is a good forest of T .
Definition 8.2.7 (Contraction). Let T be a CH tree and S = ⊔iSi be a good forest
of T . Then the contraction T ′ = T/S of T along S is the CH tree given as follows:
(1) Each subtree Si is replaced by a vertex labeled by τ(Si). For the vertices
not in Si, the vertex labeling function lV remains the same.
(2) The glued edges not in Si remain glued edges in T
′. There exists a natural
bijection c : F (T )
∼→ F (T ′) and O(T ′) ◦ c = O(T ).
(3) For each v′ ∈ V (T ′), define the edge labeling function on E(T ′)v′ as
follows: Start with the lexicographic ordering for E(T ′)v′ given by T .
Define an adjacent swap of an ordering l for E(T ′)v′ to be l
′ such that
if l(e2) = l(e1) + 1 for some e1, e2 ∈ E(T ′)v′ , then l′(e1) = l(e2) and
l′(e2) = l(e1). Apply the minimum number of adjacent swaps so that the
resulting ordering l′ respects the orderings ϑ and O(T ′).
8.3. Overview of the construction.
8.3.1. Complexity. The semi-global Kuranishi structure is constructed by induc-
tion on a triple which we call the complexity
(8.3.1) c(F , u) = (c1(F , u), c2(F , u), c3(F , u)) = (Aα(γ+), Eα(u),−χ(F˙ )),
where we are using lexicographic ordering. Here u is a map from γ+ to γ−. The
complexity c(T ) of a CH tree T is the complexity ofMτ(T )/R.
We choose L ≫ 0 and only consider γ+ satisfying Aα(γ+) < L. (Eventually
we will take direct limits as L → ∞.) We also choose ε > 0 sufficiently small
and ℓ sufficiently large for which Theorem 5.1.2 holds for all moduli spaces with
Aα(γ+) < L.
Fix c1(F , u) and assume by induction that the semi-global Kuranishi charts for
all the strata with smaller c1(F , u) have been constructed as in Section 5.3. The
strata with the smallest c2(F , u) are branched covers of trivial cylinders, i.e., satisfy
Eα(u) = 0. We do not construct Kuranishi charts about trivial cylinders. The
choice of γ+ implies an upper bound on the number of punctures, which in turn
gives an upper bound on the number of branch points. Similarly, for Eα(u) > 0,
we start with the stratum with the smallest Eα(u) and use the fact that there is an
upper bound on the number of punctures.
We then choose a finite sequenceM1,M2, . . . ,Mρ of moduli spaces
Mi =Mind=kiJ (F˙i,R×M ; γi,+,γi,−),
where the moduli spaces are ordered according to nondecreasing complexity. The
interior semi-global Kuranishi chart forMi/R is Ci = (Ki, πi : Ei → Vi), where
Ki ⊂Mi/R is a large compact subset, and the obstruction multisection is si.
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8.3.2. Boundary strata. We now explain how to construct charts corresponding to
the boundary strata.
Recall Convention 6.1.1 and 8.2.1. Given Mi0/R, its boundary ∂(Mi0/R) is
described as follows:
(8.3.2) ∂(Mi0/R) =
(∐
T
M′T
)
/ ∼, M′T := ×v∈V (T )(MlV (v)/R),
where the disjoint union is over all CH trees T not equal to the single vertex tree T0
with vertex i0, such that T/T = T0 and the equivalence relation ∼ is induced by
isomorphisms θ : T
∼→ T ′ of CH trees. (To simplify notation, we will often write
“i ∈ V (T )” with i ∈ {1, . . . , ρ} to mean that there is v ∈ V (T ) with lV (v) = i.)
Assuming that
C′i = (Ci, si) = (Ki, πi : Ei → Vi, si), i ∈ V (T ),
have already been constructed inductively, our goal is to construct their product
C′T = (CT , sT ) = (KT , πT : ET → VT , sT ).
The chart CT “covers” KT ⊂ Mi0/R and the collection of all charts CT , where T
ranges over all the strata of ∂(Mi0/R), together with the main stratum T0 consist-
ing of one vertex i0, covers all ofMi0/R.
Warning 8.3.1. Even ifMi0/R = ∅ and the semi-global chart Ci0 is empty, we
need to construct CT if there exists a CH tree T such that
• T/T is a one-vertex CH tree equal to T0; and
• ×i∈V (T )(Mi/R) is nonempty.
There are examples, due to Michael Hutchings, where omitting CT leads to some
inconsistencies.
Remark 8.3.2. For our purposes it is not necessary to cover the SFT compactifica-
tionMi0/R ofMi0/R.
We construct KT and πT : ET → VT in this subsection under the following
assumption:
(H) χ(F˙i0) < 0 and all the domains F˙lV (v) of MlV (v), v ∈ V (T ), satisfy
χ(F˙lV (v)) < 0,
leaving
• the definition of the multisection sT to Section 8.4; and
• the modifications necessary when (H) does not hold to Section 8.5.
To this end we consider the appropriate gluing map
GT : (×i∈V (T )Veni )× [R,∞)|G(T )| → G˜E
′
δ ({Veni }i∈V (T )),
which is obtained from Theorem 6.4.1 by passing to the orbifold. Here G˜E′δ ({Veni }i∈V (T ))
is the set of solutions of ∂u ∈ E′ that are δ-close to breaking into curves in Veni
as prescribed by V (T ): for each e ∈ G(T ), Veni(e) is glued to Vent(e) and the gluing
occurs along a connected neck.
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Definition 8.3.3 (Neck length functions). We define the neck length functions
nle(F , u) : G˜E′δ ({Veni }i∈V (T ))→ R+, e ∈ G(T ),
where nle(F , u) is the neck length of the annular component corresponding to e of
the ε-thin part of g = g(F¨ ,j).
We observe that when nle(F , u) is large, it is very close to Te(F , u)+De, where
Te(F , u) ∈ [R,∞) is the gluing parameter corresponding to e which yields (F , u)
and De is a fixed constant.
Recall L and ε′′ from Section 8.1.
Definition 8.3.4 (VT , KT , and πT : ET → VT ).
(1) VT is the set of u ∈ G˜E′δ ({Veni }i∈V (T )) such that nle(u) > L − ε′′ for all
e ∈ G(T ) and nl(u) < L for all other ε-thin annuli of g = g(F¨ ,j).
(2) KT is the set of u ∈ (Mi0/R) ∩ G˜E
′
δ ({Veni }i∈V (T )) such that nle(u) ≥
L− 2ε′′3 and nl(u) ≤ L− ε
′′
3 for all other ε-thin annuli of g = g(F¨ ,j).
(3) πT : ET → VT is the orbibundle which is given by Equation (6.4.1) in an
orbibundle chart.
If there is an isomorphism θ : T
∼→ T ′ of CH trees, then we identify πT : ET →
VT and πT ′ : ET ′ → VT ′ via θ.
Observe that KT is not necessarily compact, although it admits a compactifica-
tion insideMi0/R.
8.4. Multisections on products. Let T = (V (T ), E(T ), O(T )) be a CH tree. We
consider the “product” of
C′i = (Ci, si) = (Ki, πi : Ei → Vi, si), i ∈ V (T ).
The goal of this subsection is to define sT on ET → VT . The notation is a little
cumbersome, and the reader might prefer to consult the examples in Section 8.4.5
first.
8.4.1. Transition maps. Let S = ⊔bj=1Sj be a good forest of T . We define the
morphism
CT/S → CT
by restriction-inclusion: first restrict πT/S : ET/S → VT/S to VT/S ∩ {L >
nle > L − ε′′ | e ∈ G(S)} and then include into ET |VT∩{L>nle>L−ε′′ | e∈G(S)} as
a stabilization. Note that the morphism is not a map.
Given subforests S′, S′′ ⊂ S, one can easily verify the commutativity of the
diagram:
(8.4.1)
CT/S ✲ CT/S′
CT/S′′
❄
✲ CT .
❄
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8.4.2. Melding. Consider a submanifold C ⊂ Rm of dimension m with corners
(e.g., [0, 1]m, [0, 1)m, [c,∞)m) and a smooth map π : X → C . Let R1, . . . , Ra
be submanifolds of C of dimension m with corners such that ∪Ri = C . For
ε′′′ > 0 small, let R′i ⊂ C be an open set that contains the ε′′′-neighborhood of
Ri. A melding of a collection of functions {gi : π−1(R′i) → Rb}ai=1 with respect
to π : X → C and R1, . . . , Ra is a function g : X → Rb defined as follows: For
each i, choose a smooth function φi : C → [0, 1] which is equal to 1 on Ri and 0
outside of R′i and such that
∑
i φi > 0. (In other words, we are taking a specific
partition of unity.) We then set
g =
∑
i π
∗(φi)gi∑
i π
∗(φi)
.
8.4.3. Definition of s◦T and s
◦
T,S . We define a multisection s
◦
T on the product orbi-
bundle
×i∈V (T )πi : ×i∈V (T )Ei → ×i∈V (T )Vi
as follows: There exists a smooth multifunction hi on Vi (i.e., a multisection of the
trivial R-bundle over Vi) with image in [0, 1] such that:
• hi(xi) = 0 near ∂hVi and
• hi(xi) = 1 onVi−N(∂hVi), whereN(∂hVi) is a sufficiently small neigh-
borhood of ∂hVi; in particular, si(xi) = 0 when hi(xi) < 1.
The proof of the existence of hi is not trivial, but is left to the reader. Let a =
|V (T )|. We then set
s◦T (xi1 , . . . , xia) = (
̂hi1(xi1) . . . hia(xia)si1(xi1), . . . ,(8.4.2)
hi1(xi1) . . .
̂hia(xia)sia(xia)),
where a hat as usual means the term is omitted and the multiplications of a multi-
function and a multisection are done in all possible ways (this is the usual conven-
tion).
Claim 8.4.1. The multisection s◦T satisfies:
(1) s◦T = 0 on (∂hVi1 ×Vi2 ×· · ·×Via)∪ · · · ∪ (Vi1 ×· · ·×Via−1 ×∂hVia);
(2) (∂
−1
J , . . . , ∂
−1
J )(s
◦
T ) = ∂
−1
J (si1)× · · · × ∂−1J (sia).
Proof. (1) is immediate from the definition.
(2) If all hij (xij ) = 1, then (xi1 , . . . , xia) ∈ (∂
−1
J , . . . , ∂
−1
J )(s
◦
T ) if and only
if ∂
−1
J (xij ) = sij (xij ) for all j. If some hij (xij ) < 1, then xij ∈ N(∂hVij)
and sij (xij ) = 0. Hence xij satisfies ∂
−1
J (xij ) = 0, which is not possible on
N(∂hVij). 
We can also view s◦T as a multisection on the slight enlargement
×i∈V (T )πi : ×i∈V (T )Ei → ×i∈V (T )Veni .
More generally, let S = ⊔bj=1Sj be a disjoint union of connected subtrees of T
with no free edges. Then we have an analogously defined multisection s◦T,S of the
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orbibundle
(×jESj )× (×i∈V (T )−V (S)Ei)→ (×jVenSj )× (×i∈V (T )−V (S)Veni ),
obtained by taking the “product” of sS1 , . . . , sSb and si1 , . . . , sia , {i1, . . . , ia} =
V (T )− V (S).
8.4.4. Definition of sT . Consider the projection
pT,S : (×jVenSj)×(×i∈V (T )−V (S)Veni )×[R,∞)|G(T )|−|G(S)| → (×jVenSj )×(×i∈V (T )−V (S)Veni ).
Theorem 6.4.1 gives a gluing map
GT,S : (×jVenSj)×(×i∈V (T )−V (S)Veni )×[R,∞)|G(T )|−|G(S)| → G˜E
′
δ ({VenSj}j , {Veni }i∈V (T )−V (S)),
where G˜E′δ ({VenSj}j , {Veni }i∈V (T )−V (S)) is the set of solutions of ∂u ∈ E′ that are
δ-close to breaking into curves in VenSj and V
en
i as prescribed by T , and we have the
following diagram:
(8.4.3)
p−1T,S((×jESj)× (×i∈V (T )−V (S)Ei)) ✲ (×jVenSj )× (×i∈V (T )−V (S)Veni )× [R,∞)|G(T )|−|G(S)|
ET
≃ GT,S
❄
✲ GT,S((×jVenSj)× (×i∈V (T )−V (S)Veni )× [R,∞)|G(T )|−|G(S)|),
GT,S ≃
❄
where p−1T,S denotes the pullback orbibundle. When S = ∅, we suppress S from
the notation.
Theorem 6.4.2 can be rephrased as follows:
Theorem 8.4.2. Let S = ⊔bj=1Sj be a good forest of T and S′ = ⊔cl=1S′j be a
good forest of S. The gluing maps GT,S′ and GT,S ◦ (GS,S′ , id)
(×lVenS′
l
)×(×i∈V (T )−V (S′)Veni )×[R,∞)|G(T )|−|G(S
′)| → G˜E′δ ({VenS′
l
}l, {Veni }i∈V (T )−V (S′))
do not necessarily agree but are C1-close for R≫ 0.
Definition 8.4.3 (Multisection sT ). Let 0 < ε
′′′ ≪ ε′′. The multisection sT on
ET → VT is defined inductively as follows, subject to the condition that
• if there is an isomorphism θ : T ∼→ T ′ of CH trees, then θ∗sT ′ = sT .
Assume sT/S and sT ′ are defined for all good forests S 6= ∅ and T ′ with c(T ′) <
c(T ). Then sT is the melding of the following multisections with respect to
VT → [L − ε′′,∞)|G(T )|
and rectangular regions Ri of the form
{L − ε′′′ ≥ nle > L − ε′′ | e ∈ G(S)} ∩ {nle > L − ε′′ | e ∈ G(T ) −G(S)},
where S 6= ∅ is a good forest of T , and
{L+ ε′′ ≥ nle ≥ L− ε′′′ | e ∈ G(S)} ∩ {nle ≥ L+ ε′′ | e ∈ G(T ) −G(S)},
where S is a good forest of T :
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(R1) On VT ∩ {L > nle > L − ε′′ | e ∈ G(S)} ∩ {nle > L − ε′′ | e ∈
G(T ) −G(S)}, where S 6= ∅ is a good forest of T , take the stabilization
stabT/S,T (sT/S) of sT/S .
(R2) On VT ∩ {L + ε′′ + ε′′′ > nle > L − 2ε′′′ | e ∈ G(S)} ∩ {nle > L +
ε′′−ε′′′ | e ∈ G(T )−G(S)}, where S is a possibly empty good forest and
T/S is not a one-vertex tree, take the restriction of (GT,S)∗(p
∗
T,Ss
◦
T,S).
(R3) On VT ∩ {L + ε′′ + ε′′′ > nle > L − 2ε′′′ | e ∈ G(T )}, take an arbitrary
multisection, subject to the condition that it be small and be zero outside
of a small neighborhood ofMT/T /R.
Note that melding smoothes out the multisections defined on overlapping rect-
angular regions. We have the following lemma, which roughly states that whenever
the regions of type (R1) and/or (R2) overlap, the relevant multisections are suffi-
ciently close for “long neck lengths” and that melding does not modify things much
for “long neck lengths”.
Lemma 8.4.4.
(1) If∅ 6= S′ ⊂ S is a subforest, then stabT/S,T (sT/S) and stabT/S′,T (sT/S′)
agree where they overlap.
(2) If S′ ⊂ S is a subforest, then (GT,S)∗(p∗T,Ss◦T,S) and (GT,S′)∗(p∗T,S′s◦T,S′)
are C1-close where they overlap and all nle, e ∈ G(T ) −G(S), are suffi-
ciently large.
(3) (GT,S)∗(p
∗
T,Ss
◦
T,S) and stabT/S,T (sT/S) are C
1-close where they overlap
and all nle, e ∈ G(T )−G(S), are sufficiently large.
Proof. (1) follows from the commutativity of Diagram (8.4.1). (2) is a consequence
of Theorem 8.4.2. (3) is a consequence of the commutativity of
(8.4.4)
VenS/S × (×i∈V (T )−V (S)Veni ) ✲ VenS × (×i∈V (T )−V (S)Veni )
VenT/S
❄
✲ VenT ,
❄
where the horizontal arrows are restriction-inclusion morphisms and the vertical
arrows are gluing maps. The reason we only have C1-closeness is that the product
structure given by (StV) in Section 5.4.1 is only approximately preserved under the
gluing map, with improved accuracy as nle →∞ for all e ∈ G(T )−G(S). 
8.4.5. Examples. We describe sT in some examples.
A. Suppose that V (T ) = {i1, i2}, G(T ) = {e = (i2, i1)}. The multisection sT/T
is arbitrary, subject to the condition that it be small and be zero outside of a small
neighborhood ofMT/T /R. The multisection sT is defined as follows:
• On VT ∩ {nle ≥ L+ ε′′ + ε′′′}, sT is the restriction of (GT )∗(p∗T s◦T ).
• On VT ∩ {L − 2ε′′′ > nle > L − ε′′}, sT is the stabilization of sT/T .
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• On VT ∩ {L + ε′′ + ε′′′ > nle ≥ L − 2ε′′′}, we interpolate between the
two.
B. Suppose that V (T ) = {i1, i2, i3}, G(T ) = {e1 = (i2, i1), e2 = (i3, i2)}. We
would like to reconcile the different ways of taking the product of three charts Cij ,
j = 1, 2, 3. Let
(8.4.5) S = ({i1, i2}, {e1}), S′ = ({i2, i3}, {e2})
be subtrees of T . There are four charts to consider (see Figure 2):
CT/T , CT/S , CT/S′ , CT .
PSfrag replacements
nle1
nle2VT//T
VT//S
VT//S′
VT
L − ε′′ L L+ ε′′
L − ε′′
L
L+ ε′′
∞
FIGURE 2. Schematic diagram of VT/T , VT/S , VT/S′ , and VT .
The horizontal and vertical lines represent the nle1- and nle2-
coordinate axes and we are considering the projections of V∗ to
the (nle1 , nle2)-coordinate plane.
The multisections sT/T , sT/S , and sT/S′ are defined as in A. There are several
regions to consider when defining sT :
(1) On {nle1 , nle2 ≥ L+ ε′′ + ε′′′}, sT is the restriction of (GT )∗(p∗T s◦T ).
(2) On {L−2ε′′′ > nle1 > L− ε′′, nle2 > L− ε′′}, sT is the stabilization of sT/S .
Similarly, on {nle1 > L − ε′′,L − 2ε′′′ > nle2 > L − ε′′}, sT is the stabilization
of sT/S′ . The two definitions agree on the overlap.
(3) On {L + ε′′ ≥ nle1 ≥ L, nle2 ≥ L + ε′′ + ε′′′}, sT is the restriction of
(GT,S)∗(p
∗
T,Ss
◦
T,S).
By Lemma 8.4.4(2), on the region {L + ε′′ + ε′′′ ≥ nle1 ≥ L + ε′′, nle2 ≥
L+ε′′+ε′′′}, (GT,S)∗(p∗T,Ss◦T,S) is very close to (GT )∗(p∗T s◦T ). We then interpolate
between the two on this region so that sT is given by (GT,S)∗(p
∗
T,Ss
◦
T,S) along
nle1 = L + ε′′ and by (GT )∗(p∗T s◦T ) along nle1 = L + ε′′ + ε′′′. Similarly, by
Lemma 8.4.4(3), on the region {L ≥ nle1 ≥ L − 2ε′′′, nle2 ≥ L + ε′′ + ε′′′}, we
interpolate between stabT/S,T (sT/S) and (GT,S)∗(p
∗
T,Ss
◦
T,S).
The situation with e1 and e2 switched is similar.
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(4) We finally extend arbitrarily to {L+ ε′′+ ε′′′ ≥ nle1 ≥ L− ε′′′,L+ ε′′+ ε′′′ ≥
nle2 ≥ L− ε′′′}.
C. Suppose that V (T ) = {i1, i2, i3}, G(T ) = {e1 = (i1, i2), e2 = (i1, i3)}. Let
(8.4.6) S = ({i1, i2}, {e1}), S′ = ({i1, i3}, {e2})
be subtrees of T . Case C is similar to Case B except thatMi2 may equalMi3 , in
which case Aut(T ) is nontrivial.
8.5. Modifications when (H) does not hold. In this subsection we describe the
modifications that we need to make when (H) does not hold.
Choose L′ ≪ L but still sufficiently large and ε′′′ > 0 small.
(A) First consider the case where
V (T ) = {i1, i2}, G(T ) = {e = (i2, i1)},
and at least one of χ(F˙i0), χ(F˙i1), χ(F˙i2) ≥ 0.
For (Fi0 , ui0) = (Fi0 , ji0 ,pi0 ,qi0 , ri0) which is close to breaking into
(Fi1 , u1) ∪ (Fi2 , u2) ∈ Vi1 × Vi2
with (Fij , uij ) = (Fij , jij ,pij ,qij , rij ), j = 1, 2, we recall from Section 6.2 the
sets of punctures q′i1 and q
′
i2
on Fi0 which are close to qi1 and qi2 when u1 and u2
are preglued.
Consider the two hyperbolic metrics
g := g(F˙i0−qi0 ,j)
, ge := g(F˙i0−q
′
i1
−q′i2
,j).
Let nle = nl
ge
e be the neck length function defined using ge. Let us write s
g
±,j for
s±,j defined using g.
We then define E(Fi0 ,ui0) using s˜±,j(Fi0 , ui0), which in turn is defined as:
(1) sg±,j(Fi0 , ui0) on {nle ≤ L′ − ε′′′};
(2) sge±,j(Fi0 , ui0) on {nle ≥ L′}; and
(3) an interpolation between the two on {L′ − ε′′′ ≤ nle ≤ L′}.
On Vi0 the orbibundle Ei0 agrees with E(Fi0 ,ui0 ); on VT the orbibundle ET agrees
with the stabilization E′(Fi0 ,ui0)
of E(Fi0 ,ui0), constructed as in Equation (6.3.2)
using ge.
(B) Next consider the case where
V (T ) = {i1, i2, i3}, G(T ) = {e1 = (i2, i1), e2 = (i3, i2)},
and at least one of χ(F˙ij ), j = 0, . . . , 3, is ≥ 0.
For (Fi0 , ui0) = (Fi0 , ji0 ,pi0 ,qi0 , ri0) which is close to breaking into
(8.5.1) (Fi1 , u1) ∪ (Fi2 , u2) ∪ (Fi3 , u3) ∈ Vi1 × Vi2 × Vi3
with (Fij , uij ) = (Fij , jij ,pij ,qij , rij ), j = 1, 2, 3, we similarly define q′ij , j =
1, 2, 3.
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Let us write
g := g(F˙i0−qi0 ,j)
, ge1 := g(F˙i0−q
′
i3
−q′i1
,j),
ge2 := g(F˙i0−q
′
i3
−q′i2
,j), ge1e2 := g(F˙i0−q
′
i3
−q′i2
−q′i1
,j).
Also let g′ and g′e1 be g and ge1 for
V (S) = {i1, i2}, G(S) = {e1 = (i2, i1)}
and let g′′ and g′′e2 be g and ge2 for
V (S′) = {i2, i3}, G(S′) = {e2 = (i3, i2)},
both as defined in (A). Here S/S (resp. S′/S′) is a 1-vertex CH tree whose vertex
we label i4 (resp. i5).
We will use nle1 = nl
ge1e2
e1 and nle2 = nl
ge1e2
e2 and define E(Fi0 ,ui0) using
s˜±,j(Fi0 , ui0), which is given by:
(1) sg±,j(Fi0 , ui0) on {nle1 ≤ L′ − ε′′′, nle2 ≤ L′ − ε′′′};
(2) s
ge2
±,j(Fi0 , ui0) on {nle1 ≤ L′ − ε′′′, nle2 ≥ L′};
(3) s
ge1
±,j(Fi0 , ui0) on {nle2 ≤ L′ − ε′′′, nle1 ≥ L′};
(4) s
ge1e2
±,j (Fi0 , ui0) on {nle1 ≥ L′, nle2 ≥ L′};
(5) an interpolation on {nle1 ≤ L′ − ε′′′,L′ − ε′′′ ≤ nle2 ≤ L′} which “only
depends on nle2” and analogous interpolations for
• {nle2 ≤ L′ − ε′′′,L′ − ε′′′ ≤ nle1 ≤ L′},
• {nle1 ≥ L′,L′ − ε′′′ ≤ nle2 ≤ L′}, and
• {nle2 ≥ L′,L′ − ε′′′ ≤ nle1 ≤ L′};
(6) an arbitrary interpolation on {L′−ε′′′ ≤ nle1 ≤ L′,L′−ε′′′ ≤ nle2 ≤ L′}.
By “only depending on nle2” we mean the following: For a < b, let λa,b : R →
[0, 1] be a smooth nondecreasing function such that λa,b(a) = 0 and λa,b(b) = 1.
We then take
(1− λ(nle2))sg±,j + λ(nle2)s
ge2
±,j,
where λ = λL′−ε′′′,L′ . (In a slightly different case whereG(T ) = {e1 = (i3, i1), e2 =
(i3, i2)} and there is a Z/2-action interchanging e1 and e2, we require the interpo-
lation in (6) to respect the group action.) See Figure 3.
We assume that the interpolations have been chosen so that, as nle1 → ∞,
the restriction of the Kuranishi structure to the nle1 = const slices limit to a sta-
bilization of the Kuranishi structure already constructed for S′. This is possible
because of the following: As we take nle1 → ∞, ge1e2 for (Fi0 , ui0) converges to
a 2-component hyperbolic metric, one of which is g′′e2 for (Fi5 , ui5); and ge1 for
(Fi0 , ui0) converges to a 2-component hyperbolic metric, one of which is g′′ for
the same (Fi5 , ui5). The situation for nle2 →∞ is analogous.
The stabilizations are constructed as before with little change: On Vi0 , the or-
bibundle Ei0 agrees with E(Fi0 ,ui0 ). On VT/S , the orbibundle ET/S agrees with
the stabilization E′(Fi0 ,ui0)
of E(Fi0 ,ui0), constructed as in Equation (6.3.2) using
s′±,j(Fi0 , ui0) with respect to ge2 on nle1 ≤ L′ − ε′′′, using s′±,j(Fi0 , ui0) with
respect to ge1e2 on nle1 ≥ L′, and interpolating between the two on L′ − ε′′′ ≤
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FIGURE 3. The horizontal and vertical lines represent the nle1-
and nle2-coordinate axes and we are considering the projections
of V∗ to the (nle1 , nle2)-coordinate plane. The numbers indicate
the regions appearing in the definition of s˜±,j .
nle1 ≤ L′; note that the stabilizations defined using ge2 and ge1e2 are close when
L ≫ 0. We apply an analogous stabilization when we pass from Ei0 to ET/S′ and
take a common stabilization when passing from Ei0 to ET .
8.6. The semi-global Kuranishi structure. We now summarize the above dis-
cussion.
Given L ≫ 0 and an L-simple pair (α, J) in the (Symp) case, we have a semi-
global Kuranishi structure K L(α, J) which is a category consisting of the follow-
ing:
(1) objects which are charts CT = (KT , πT : ET → VT , ∂J), where T ranges
over all CH trees;
(2) for any T and S = ⊔jSj , morphisms CT/⊔jSj → CT given by restriction-
inclusion as in Section 8.4.1;
(3) for any T , S = ⊔jSj , and subtrees S′, S′′ ⊂ S, the commutativity of
(8.6.1)
CT/S ✲ CT/S′
CT/S′′
❄
✲ CT .
❄
A multisection of K L(α, J) is a collection {sT }T of multisections of πT :
ET → VT , whose transition maps sT/S → sT are given by restriction-inclusion as
in Section 8.4.1.
When we want to specify the orbit γ+ at the positive end of the topmost level, the
orbits γ− at the negative end of the bottommost level, and possibly the homology
class A ∈ H2(M ;Z), we write K L(α, J ; γ+;γ−) and K L(α, J ; γ+;γ−;A).
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Remark 8.6.1. In view of Remark 8.2.3, for K L(α, J ; γ+;γ−;A), an ordering
of γ− gives a (canonical) lexicographic ordering O
lex for the interior semi-global
Kuranishi chart, and the boundary Kuranishi charts are equipped with reordering
functions that are compatible with Olex.
Given a semi-global Kuranishi structure K L(α, J) and a collection {sT }T of
multisections, we define
Z(K L(α, J), {sT }T ) =
(∐
T
∂
−1
J (sT )
)
/ ∼K ,
where T ranges over all CH trees and ∼K is the identification given by the mor-
phisms.
Lemma 8.6.2. Z(K L(α, J ; γ+;γ−;A), {sT }T ) is a weighted branched mani-
fold.
Proof. Each ∂
−1
J (sT ) is a weighted branched manifold since sT is transverse to ∂J .
The proof is the same as the usual manifold case since sT is liftable by assumption.
The weights of the branches are equal to the weights of the branches of sT that are
intersected with ∂J .
In order to verify that
(∐
T ∂
−1
J (sT )
)
/ ∼K is a weighted branched manifold,
it remains to verify the Hausdorff property. We explain the idea in the simplest
case when V (T ) = {i1, i2}, E(T ) = {e = (i2, i1)}, and we are gluing
Z1 = ∂
−1
J (sT/T ), Z2 = ∂
−1
J (sT )
corresponding to two charts C′T/T and C′T . Since∼K homeomorphically identifies
open subsets U1 ⊂ Z1 and U2 ⊂ Z2, and Z1 and Z2 are already Hausdorff, it
suffices to find disjoint open sets for z1 ∈ Z1 and z2 ∈ Z2 − U2 (or vice versa). In
the former case, such open sets clearly exist by using the neck length function nle
since nle(z2) ≥ L and nle(z1) < L (or there is no ε-thin annulus corresponding to
nle). 
8.7. Cobordisms. In this subsection we describe the modifications needed for the
cobordism maps in Section 9.2.
Let (Ŵ , α̂) be the completion of the exact symplectic cobordism (W,α) from
(M+, α+) to (M−, α−) as in Section 3.1. Given L+ ≤ L−, let J be an almost
complex structure on Ŵ which restricts to J+ at the positive end and to J− at the
negative end. Suppose (α̂, J) is an (L+, L−)-simple pair and J is (L+, L−)-end-
generic.
As before, we choose an ordering M1,M2, . . . ,Mρ of moduli spaces where
eachMi is one of
MJi =Mind=kiJ (F˙i, Ŵ ; γi,+,γi,−),
MJ±i =Mind=kiJ± (F˙i,R ×M±; γi,+,γi,−).
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Here F˙i is connected, Aα±(γi,+) ≤ L with respect to the appropriate α±, and each
component of each level of a building of ∂Mi is either a trivial cylinder or inMj
with j < i.
8.7.1. CH trees of (Cob) type.
Definition 8.7.1. A CH tree of (Cob) type is defined in the same way as a CH tree
of (Symp) type, with the following exceptions:
(1) there is a splitting of V (T ) into V Cob(T ) ⊔ V Symp(T ), where elements
of V Cob(T ) are the (Cob) vertices and the elements of V Symp(T ) are the
(Symp) vertices;
(2) referring to a maximal oriented path of the oriented tree (somewhat non-
standardly) as a branch, each branch has precisely one (Cob) vertex;
(3) the (Cob) vertices are labeled with indices corresponding to a moduli space
of curves with image in Ŵ .
An edge is an upper (resp. lower) (Symp) edge if it is an edge between two
(Symp) vertices lying above (resp. below) a (Cob) vertex, and is an upper (resp.
lower) (Cob) edge if it is an edge from (resp. to) a (Symp) vertex to (resp. from) a
(Cob) vertex.
A subtree S ⊂ T is of (Cob) type if it is a CH tree of (Cob) type and every
(Cob) vertex of T that is reached by an oriented path from a vertex in S is also a
vertex of S.
Note that a subtree S of a CH tree of (Symp) type is automatically a “CH subtree
of T ”, but a subtree of a CH tree of (Cob) type must satisfy an extra requirement
for it to be a “CH subtree of T ”.
Definition 8.7.2. An isomorphism of CH trees of (Cob) type is defined in the same
way as an isomorphism of CH trees of (Symp) type, except that we additionally
require that (Symp) vertices be taken to (Symp) vertices and (Cob) vertices to (Cob)
vertices.
We now consider a contraction of a CH tree T of (Cob) type along a good forest
S = ⊔iSi of T . For each Si there are two cases to consider:
(1) Si is of subtree type, i.e., is a CH subtree of (Symp) or (Cob) type. In this
case we can replace Si by τ(Si) as in Definition 8.2.7.
(2) Si is not of subtree type, i.e., is neither a CH subtree of (Symp) type nor a
CH subtree of (Cob) type. In this case τ(Si) is just viewed as a symbol.
The contraction T/S is defined as in Definition 8.2.7 with the above changes.
Definition 8.7.3. The closure Cl(S) of a good forest S is the smallest good forest
in T containing S such that all of its trees are subtrees of (Symp) or (Cob) type.
In the (Symp) case, nle for all the glued edges e ∈ G(T ) are independent. The
main difference with the (Cob) case is that for any two oriented paths γ1, γ2 from
the top vertex to a (Cob) vertex, nlγ1 and nlγ2 are dependent, where
(8.7.1) nlγ :=
∑
e∈G(γ)
nle.
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Definition 8.7.4. For a good forest S = ⊔iSi ⊂ T where Si is not necessarily
of subtree type, πT/S : ET/S → VT/S is defined in a manner similar to Defini-
tion 8.3.4: First suppose that T is of (Cob) type and cl(S) = T .
(1) Let KT/S be the set of u ∈ MT/T such that nle(u) ≥ L − 2ε′′3 for all
e ∈ G(T ) − G(S) and nl(u) ≤ L − ε′′3 for all other ε-thin annuli of
g = g(F¨ ,j). Note that KT/S is compact.
(2) Let VT/S be the set of maps u in a neighborhood of KT/S such that:
(*) ∂u ∈ E′ = ⊕CEℓ,ε(F ,u),C , where C ranges over the boundary compo-
nents of the ε-thin annuli corresponding to the edges ofG(T )−G(S)
and the ε-thin cusps,
nle(u) > L − ε′′ for all e ∈ G(T ) − G(S), and nl(u) < L for all other
ε-thin annuli of g = g(F¨ ,j).
In general, let T be of (Cob) type and cl(S) = S˜ = ⊔jS˜j .
(3) VT/S be the set of maps u ∈ G˜E′δ ({VenS˜j/ (S∩S˜j )}j , {V
en
i }i∈V (T )−V (S˜)),
defined as in Section 8.4.4 and where E′ is as in (*), such that nle(u) >
L − ε′′ for all e ∈ G(T )−G(S) and nl(u) < L for all other ε-thin annuli
of g = g(F¨ ,j).
8.7.2. Gluing maps. We briefly describe the gluing maps in the (Cob) case.
Let T be a CH tree of (Cob) type. Then for r = 1, . . . , |V Cob(T )| there are
gluing maps
GrT : (×i∈V (T )Veni )× [R,∞)× [R,∞)|G(T )|−|V
Cob(T )| → G˜E′δ ({Veni }i∈V (T ))
which are defined as follows: Letm = |G(T )| − |V Cob(T )| and let
(1) u := {ui}i∈V Symp(T ) ∈ (×i∈V Symp(T )Veni );
(2) v := (v1, . . . , v|V Cob(T )|) ∈ (×i∈V Cob(T )Veni ); and
(3) R′r ∈ [R,∞), (R1, . . . , Rm) ∈ [R,∞)m.
Here R1, . . . , Rm are gluing parameters for edges between (Symp) vertices and
R′r is the gluing parameter for the edge between a (Symp) vertex and the rth (Cob)
vertex (corresponding to vr), where we are using the lexicographic order. When
u and v are fixed, then the gluing parameters R′r, R1, . . . , Rm determine the re-
maining gluing parameters R′1, . . . , R
′
r−1, R
′
r+1, . . . , R
′
|V Cob(T )|
for the edges that
go to (Cob) vertices, keeping in mind that the positions of v cannot be translated
up/down in theR-direction. Hence we obtain a pregluing u∗(u,v, R
′
r , R1, . . . , Rm)
defined as in Definition 7.1.2, and the gluing is obtained by inverting all the errors
simultaneously at each step of the contraction mapping as in Section 7.8.1.
More generally, if S˜ = ⊔jS˜j is a possibly empty good forest of T and S˜ =
cl(S˜), then we have a projection
p
T,S˜
: (×jVenS˜j )× (×i∈V (T )−V (S˜)V
en
i )× [R,∞)× [R,∞)|G(T )|−|G(S˜)|−C(T,S˜)
→ (×jVenS˜j)× (×i∈V (T )−V (S˜)V
en
i )
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and gluing maps
Gr
T,S˜
: (×jVenS˜j)× (×i∈V (T )−V (S˜)V
en
i )× [R,∞)× [R,∞)|G(T )|−|G(S˜)|−C(T,S˜)
(8.7.2)
→ G˜E′δ ({VenS˜j}j , {V
en
i }i∈V (T )−V (S˜)),
where C(T, S˜) is the number of (Cob) vertices of T that are not in V (S˜) and r
refers to the rth edge (using the lexicographic order) that goes to either the topmost
vertex of some S˜j or a (Cob) vertex not in S˜. Let s
◦
T,S˜
be the multisection on
(×jVenS˜j)× (×i∈V (T )−V (S˜)V
en
i ) defined as in Section 8.4.3.
8.7.3. Definition of sT . We assume that (H) from Section 8.3.2 holds; the modifi-
cations used in the χ ≥ 0 case are analogous.
Definition 8.7.5 (Multisection sT ). Let 0 < ε
′′′ ≪ ε′′. Let T be a (Cob) tree
or a contraction of a (Cob) tree. The multisection sT on ET → VT is defined
inductively as before, subject to the condition that
• if there is an isomorphism θ : T ∼→ T ′ of CH trees, then θ∗sT ′ = sT .
If S = T or S ⊂ T is a good tree, is not of subtree type, and satisfies Cl(S) =
T , then on VT/S the multisection sT/S is defined arbitrarily, subject to:
(*) the multisection is small, is zero outside of a small neighborhood ofMT/S/R
orMT/S , and is consistent with adjacent regions.
Assume sT/S and sT ′ are defined for all good forests S 6= ∅ and T ′ with
c(T ′) < c(T ). Then sT is the melding of the following multisections with respect
to
VT → [L − ε′′,∞)|G(T )|
and rectangular regions Ri of the form
{L − ε′′′ ≥ nle > L − ε′′ | e ∈ G(S)} ∩ {nle > L − ε′′ | e ∈ G(T ) −G(S)},
where S 6= ∅ is a good forest of T , and
{L+ ε′′ ≥ nle ≥ L− ε′′′ | e ∈ G(S)} ∩ {nle ≥ L+ ε′′ | e ∈ G(T ) −G(S)},
where S is a good forest of T :
(R1) On VT ∩ {L > nle > L − ε′′ | e ∈ G(S)} ∩ {nle > L − ε′′ | e ∈
G(T ) −G(S)}, where S 6= ∅ is a good forest of T , take the stabilization
stabT/S,T (sT/S) of sT/S .
(R2’) On VT ∩ {L + ε′′ + ε′′′ > nle > L − 2ε′′′ | e ∈ G(S)} ∩ {nle >
L + ε′′ − ε′′′ | e ∈ G(T ) − G(S)}, where S = ⊔iSi is a possibly
empty good forest and T/S is not a one-vertex tree, take the restriction
of (GrT,cl(S))∗(p
∗
T,cl(S)s
◦
T,cl(S)) for any r.
(R3’) On VT ∩ {L + ε′′ + ε′′′ ≥ nle ≥ L − 2ε′′′ | e ∈ G(S)} ∩ {nle ≥ L +
ε′′ − ε′′′ | e ∈ G(T ) − G(S)}, where S = T or S ⊂ T is a good tree, is
not of subtree type, and satisfies Cl(S) = T , take an arbitrary multisection
subject to (*).
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Observe that, in (R2’), if L + ε′′ + ε′′′ > nle > L − 2ε′′′ for all e ∈ G(S),
then nle is bounded above for all e ∈ G(cl(S)). Also (GrT,cl(S))∗(p∗T,cl(S)s◦T,cl(S))
is independent of the choice of r by definition.
The analog of Lemma 8.4.4 also holds in the (Cob) case.
8.7.4. Examples. Although strictly speaking not necessary, we give some exam-
ples which illustrate the combinatorics of the corners (see Figure 4), and then
explain the general case. Since the projection of Mi0 to the (nle1 , . . . , nlel)-
coordinate plane (when applicable) lies within a fixed distance from the locus
{nlγ1 = nlγ2 | γ1, γ2 oriented paths from top vertex to a (Cob) vertex},
for the purposes of combinatorics we may assume that nlγ1 = nlγ2 for any two γ1,
γ2. Given a collection of edges e1, . . . , ek , let
(8.7.3) nle1...ek := min(nle1 , . . . , nlek).
PSfrag replacements
(A) (B) (C)
e1e1
e1
e2e2
e2
e3e3 e4e4
FIGURE 4. The (Symp) vertices are given by solid dots and the
(Cob) vertices by open squares.
A. Let T be a CH tree of (Cob) type such that
V Symp(T ) = {ik+1}, V Cob(T ) = {i1, . . . , ik},
G(T ) = {e1 = (ik+1, i1), . . . , ek = (ik+1, ik)}.
Let Sj = ({ik1 , ij}, {ej}). The graph for k = 2 is depicted in Figure 4(A). Refer
to Figure 5 which shows the (nle1 , nle2)-coordinates. The labels for the regions in-
dicate that we have stabilized using the asymptotic eigenfunctions that correspond
to the given edges. The regions labeled e1 and e2 correspond to T/S1 and T/S2,
respectively, where G(S1) = e2, G(S2) = e1, and both S1 and S2 are not of
subtree type.
Observe that nle1 , . . . , nlek are related onMi0 ; in fact, nle1 = nle2 = · · · = nlek
“in the large”. This motivates the definition of (R3’) and the definition of sT/Sj .
B. Let T be a CH tree of (Cob) type such that
V Symp(T ) = {i4, i5}, V Cob(T ) = {i1, i2, i3},
G(T ) = {e1 = (i4, i1), e2 = (i4, i2), e3 = (i5, i4), e4 = (i5, i3)}.
The graph T is given in Figure 4(B). We first map Mi0 to the (nle1 , . . . , nle4)-
coordinate plane. Note that, “in the large” we have relations nle1 = nle2 and
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FIGURE 5. The shaded region is the image ofMi0 . Note that the
image ofMi0 is a bounded distance from nle1 = nle2 .
nle1 + nle3 = nle4 . Hence we may project to coordinates nle3 and any one of
nle1 , nle2 , nle4 , or nle1e2e4 . Note that nle4 > nle1e2 when we are sufficiently close
to the corner and hence nle1e2e4 = nle1e2 .
C. Let T be a CH tree of (Cob) type such that
V Symp(T ) = {i3, i4, i5}, V Cob(T ) = {i1, i2},
G(T ) = {e1 = (i3, i1), e2 = (i4, i2), e3 = (i5, i3), e4 = (i5, i4)}.
First map Mi0 to the (nle1 , . . . , nle4)-coordinate plane. The image of Mi0 is a
bounded distance away from nle1 + nle3 = nle2 + nle4 . It is not hard to verify that
the neighborhood of the corner (i.e., nle1+nle3 = nle2+nle4 with nlej large for all
j) is a cone over a solid quadrilateral ζ(T ) with vertices e1, e2, e3, e4 (in that order
around the boundary) which correspond to the nlei-coordinate axes. The bound-
ary faces are the (nle1 , nle2)-, (nle2 , nle3)-, (nle3 , nle4)-, and (nle4 , nle1)-coordinate
planes which intersect the closure of {nlei = L− ε′′}i=1,...,5 in a pattern similar to
that of Figure 2.
General Case. We will inductively describe the convex polytope ζ(T ) such that
the nle1 , . . . , nlel → ∞ corner is a cone over ζ(T ). Let ∆(f0, . . . , fn) be the
n-dimensional simplex whose vertices are f0, . . . , fn; we are assuming that the
vertices are linearly independent.
(1) A tree T with one edge e has ζ(T ) = ∆(e).
(2) If T is obtained from T ′ by adding an edge e such that t(e) is the topmost
vertex of T ′, then ζ(T ) = ζ(T ′) ∗∆(e), where ∗ is the join.
(3) Suppose T is obtained from two connected CH trees T1 and T2 of (Cob) type
by identifying the topmost vertices of T1 and T2. If T1 (resp. T2) has only one edge
e, then we take ζ(T ) = ζ(T1) (resp. ζ(T2)). Otherwise, we set
∂ζ(T ) = ∂ζ(T1) ∗ ∂ζ(T2).
We then “recover” ζ(T ) by taking the convex hull of the vertices of ∂ζ(T ), where
we are assuming that ζ(T ) lies on the hyperplane determined by nlγ = nlγ′ for all
pairs γ, γ′ of oriented paths from the top vertex to a (Cob) vertex.
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8.8. Chain homotopy. LetX be a compact manifold with corners and let {(Ŵ τ =
Ŵ , α̂τ )}τ∈X be a family of completed exact symplectic cobordisms from (M+, α+)
to (M−, α−). For each τ ∈ X, let Jτ be an almost complex structure on Ŵ τ that
restricts to J± at the positive/negative ends of Ŵ
τ . We assume that (α̂τ , Jτ ) is an
(L+, L−)-simple pair, J
τ is (L+, L−)-end-generic. In the special case of interest
X = [0, 1], (α̂τ , Jτ ) is independent of τ on each of τ ∈ [0, ǫ] and τ ∈ [1 − ǫ, 1],
where ǫ > 0 is small.
We use the ordering of moduli spaces from Section 8.7. We write
MXi =
∐
τ∈X
Mτi ,
whereMτi refers toMwith respect to Jτ , and letΠi :MXi → X be the projection
that sends Mτi to τ . We use ε > 0 sufficiently small and ℓ > 0 sufficiently large
so that Theorem 5.1.2 holds simultaneously for all Jτ , τ ∈ X.
If T is a CH tree of (Cob) type, then let
πXT : E
X
T → VXT
be the parametric version of the obstruction orbibundle πτT : E
τ
T → VτT corre-
sponding to τ . The obstruction multisection sXT on V
X
T and the ∂-section are also
the parametric versions of sτT on V
τ
T and ∂Jτ . When X = [0, 1], we assume that
π
[0,1]
T and s
[0,1]
T are generic subject to the following conditions:
(τ1) they are independent of τ on [0, ǫ] and on [1− ǫ, 1]; and
(τ2) they agree with π
τ=0
T , s
τ=0
T , π
τ=1
T , and s
τ=1
T , which we assume have al-
ready been constructed for the chain maps corresponding to Jτ=0 and
Jτ=1.
We first apply Definition 8.7.5 parametrically to the family [0, 1] to inductively
define s
[0,1]
T/S and s
[0,1]
T . We then perturb s
[0,1]
T/S and s
[0,1]
T to s
[0,1],⋆
T/S and s
[0,1],⋆
T , which
will be used in the definition of the chain homotopy operator ΩK in Proposi-
tion 9.4.1. If T is of (Symp) type, then s
[0,1]
T is independent of [0, 1] and does
not need to be modified.
We explain how to define s
[0,1],⋆
T when T is of (Cob) type. Suppose s
[0,1]
T ′/S′ or
s
[0,1]
T ′ , where T
′ is a (Cob) tree, is used in the definition of s
[0,1]
T via the iterative use
of stabilization and gluing maps of type (R1) and (R2’). On the regionsR′ andR′′
where s
[0,1]
T ′/S′ and s
[0,1]
T ′ are defined arbitrarily, i.e.,
(i) R′ = VT ′/S′ when S′ = T ′ or S′ ⊂ T ′ is a good tree, is not of subtree
type, and satisfies Cl(S′) = T ′, and
(ii) R′′ is of type (R3’),
we replace each occurrence of s
[0,1]
T ′/S′ |R′ or s
[0,1]
T ′ |R′′ by a different generic pertur-
bation of it, subject to Conditions (τ1) and (τ2) and consistency with the previous
inductive step.
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9. CONTACT HOMOLOGY
9.1. Chain complex. Let (M2n+1, ξ) be a closed contact manifold. Given L > 0,
let α be a contact form for ξ and J be an almost complex structure on R ×M .
Suppose that (α, J) is an L-simple pair. By Section 8 there exists a semi-global
Kuranishi structure
K
L(α, J) = {K L(α, J ; γ+;γ−) | A(γ+),A(γ−) ≤ L},
together with a collection {sT }T of multisections.
Let
AL = AL(M,α, J,K L(α, J), {sT }T ,SLα )
be the unital graded commutative algebra freely generated by the good Reeb orbits
in PLα over the group algebra Q[H2(M ;Z)]. The generators of the group algebra
Q[H2(M ;Z)] will be written as e
A, where A ∈ H2(M ;Z). In Section 9.1.1 we
explain how to assign a Q-grading | · | to each Reeb orbit in PLα and to each eA,
A ∈ H2(M ;Z), and give a definition of SLα .
We also define a Z/2-grading | · |0 on PLα : Given γ ∈ PLα , we set
|γ|0 ≡ µτ (γ) + n− 3 mod 2,
where µτ (γ) is the Conley-Zehnder index with respect to the trivialization τ . Ob-
serve that the parity of µτ (γ) does not depend on the choice of τ .
Definition 9.1.1. An ordered tuple of Reeb orbits γ is good if all of its entries are
good Reeb orbits. Otherwise, γ is bad.
Next we define the differential ∂ : AL → AL. This makes AL into a dga and
we denote its homology by HC(M,α, J,K L(α, J), {sT }T ,SLα ) or HCL. Fix an
ordering ϑ of PLα . We then set
(9.1.1) ∂γ+ =
∑
γ−
∑
A∈H2(M ;Z)
dγ+,γ−,A
mγ−
eAγi1−,1 . . . γ
ik
−,k,
where the sums are taken over all good ϑ-sorted γ− and A ∈ H2(M ;Z) with
|γ+| − (|eA|+ |γ−|) = 1. A sorted γ− is written as
(9.1.2) γ− = (γ−,1, . . . , γ−,1︸ ︷︷ ︸
i1 copies
, . . . , γ−,k, . . . , γ−,k︸ ︷︷ ︸
ik copies
),
dγ+,γ−,A is the weighted signed count of elements inZ(K L(α, J ; γ+;γ−;A), {sT }T ),
and
mγ− := Π
k
j=1(ij !m(γ−,j)
ij ).
(If |γ+| − (|eA| + |γ−|) 6= 1, then we set dγ+,γ−,A = 0.) In Section 9.1.1 we
explain how to define the class A corresponding to an approximate J-holomorphic
map u from γ+ to γ− and in Section 9.1.2 we explain how to orient the moduli
spaces. Then we extend ∂ to AL using the graded Leibniz rule, namely,
∂(γγ′) = (∂γ)γ′ + (−1)|γ|0γ(∂γ′).
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9.1.1. Grading and Q[H2(M ;Z)]-coefficients. We follow the discussion in [Bo].
Let us writeH1(M ;Z) = F ⊕T , where F is the free part and T is the torsion part.
Pick representatives C1, . . . , Ca of a basis for F and representatives D1, . . . ,Db of
a minimal generating set for T , and fix a trivialization τ for ξ along each Ci and
Di. Given γ ∈ PLα , let us write [γ] = [
∑
ciCi +
∑
diDi] ∈ H1(M ;Z), where
di are the smallest nonnegative coefficients for the Di. Then choose a surface Sγ
such that ∂Sγ = γ −
∑
i ciCi −
∑
i diDi and use Sγ to extend the trivializations
τ along Ci and Di to all of Sγ and hence to γ. If [Di] has order mi, then choose
a spanning surface SmiDi for miDi. This gives a trivialization τ
′ along miDi and
we let wi be the rotation number of τ with respect to τ
′ alongmiDi. We then set
|γ| = µτ (γ) + 2
b∑
i=1
widi
mi
+ n− 3 ∈ Q,
where µτ is the Conley-Zehnder index with respect to τ . We also set
|eA| = −2〈c1(ξ), A〉.
The collection
SLα = {Sγ}γ∈PLα ∪ {SmiDi}i=1,...,b
will be called a complete set of trivializing surfaces for PLα .
Given a map u from γ to γ−, we can cap off the projection πM ◦ u of u to M
along γ by Sγ and along γ−,j by Sγ−,j and further cap off any extraneousmiDi by
SmiDi , which gives a closed surface A. Note that if
∂Sγ = γ −
∑
i
ciCi −
∑
i
diDi,
where the di are the smallest nonnegative coefficients, then∑
j
∂Sγ−,j =
∑
j
γ−,j −
∑
i
ciCi −
∑
i
diDi + ζ,
where ζ is a sum ofmiDi.
9.1.2. Orientations. Following the orientation conventions of [BM], we explain
how to assign a sign to
[F , u] ∈ Z(K L(α, J ; γ+;γ−;A), {sT }T ),
as we range over all Z(K L(α, J ; γ+;γ−;A), {sT }T ) in K L(α, J).
For any (F , u) ∈ BU˜ , let L(F ,u) be the full linearized ∂J -operator and
detL(F ,u) = ∧top kerL(F ,u) ⊗ ∧top(cokerL(F ,u))∗
be its determinant line. An orientation o(F , u) of detL(F ,u) is an equivalence
class of nonzero vectors of detL(F ,u), where the equivalence relation is v ∼ v′ if
there exists c > 0 such that v = cv′.
According to [BM], an orientation o(F , u) can be chosen in a continuous and
coherent way for all (F , u) in all the BU˜ , where “coherent” means:
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(O1) if we exchange the ith and (i+ 1)st negative punctures of (F , u), then the
sign changes by (−1)|γ−,i|0·|γ−,i+1|0 , where u is asymptotic to γ−,j near the
jth negative puncture p−,j ([BM, Theorem 2]);
(O2) the gluing/pregluing and disjoint union maps preserve orientations up to a
specific sign change which arises from reordering the punctures; in partic-
ular, if (F2, u2) above is glued/preglued to (F1, u1) below along the last
puncture of u2, and the negative ends of the (pre-)glued curve are ordered
by using the ordering for u2 first, followed by the ordering of u1, then there
is no sign correction ([BM, Corollary 10]);
(O3) if u is asymptotic to γ near the puncture p and m(γ) > 1, then cyclically
rotating the asymptotic marker at p through an angle of 2πm(γ) preserves the
orientation if and only if γ is good ([BM, Theorem 3]);
(O4) precomposing with an automorphism of the domain which preserves the
punctures and asymptotic markers preserves the orientation ([BM, Propo-
sition 11]).
Note that the coherent orientation exists for all maps (F , u) in all BU˜ and results
of [BM], namely Theorems 2 and 3 and Corollaries 10 and 11, while stated only for
moduli spaces of J-holomorphic maps, easily generalize to the case of semi-global
Kuranishi structures.
Given a semi-global Kuranishi chart (K, πV : E → V, ∂J , s), we explain how
the coherent orientation induces an orientation of the total space of E → V. We
first consider the slightly easier (Cob) case. Let (E → V,Γ) be an orbibundle
chart for E → V. Given (F , u) ∈ V , let L(F ,u) be the full linearized ∂J -
operator at (F , u) and LE(F ,u) : T(F ,u)V → E(F ,u) its restriction to T(F ,u)V =
L−1(F ,u)(E(F ,u)). By [FO3, Section 8.1.1], the orientation o(L(F ,u)) induces an ori-
entation o(detLE(F ,u)) and, equivalently, an orientation o(E) on the total space
of E. By Proposition (O4), the group action Γ on E preserves o(E). Hence the
orientation descends to the total space of E→ V.
Finally we explain how Z(K L(α, J ; γ+;γ−;A), {sT }T ) is oriented: Let s =
[s1, . . . , sm] be a liftable multisection of (E → V,Γ) that is transverse to ∂J .
For (F , u) ∈ ∂−1J (si), i = 1, . . . ,m, we orient T(F ,u)V arbitrarily and orient
∂
−1
J (si) as the transverse intersection of the sections ∂J and si, where both ∂J and
si are given the orientation induced from T(F ,u)V . Observe that the orientation of
∂
−1
J (si) does not depend on the choice of orientation for T(F ,u)V .
For the (Symp) case, we replace (E → V,Γ, ∂J , s) by (E˜ → V˜ ,Γ, ∂J , s˜),
which is the chart before quotienting out the R-action. Then the same argument
orients ∂
−1
J (s). We take the orientation of ∂
−1
J (s) at a point JF , uK ∈ ∂−1J (s) using
the canonical isomorphism R ⊗ ∧top(TJF ,uK∂−1J (s)) ∼= ∧top(T(F ,u)∂−1J (s˜)). In the
case when ∂
−1
J (s) is 0-dimensional, we compare the orientation of ∂
−1
J (s˜) coming
from the coherent orientation with the one from the R action, and assign the sign
+ (or −) to ∂−1J (s), if they agree (or disagree).
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9.1.3. Examples. To illustrate the definition of the differential, we consider two
examples (here we use Q-coefficients):
1. Suppose that γ+, γ−,1, γ−,2 ∈ PLα are good and that γ−,1, γ−,2 are simple.
Also suppose that
M :=M(γ+; γ−,1, . . . , γ−,1︸ ︷︷ ︸
3 copies
, γ−,2, . . . , γ−,2︸ ︷︷ ︸
5 copies
)
is regular and that JF , uK ∈ M/R is simple and is counted as +1 with respect to
the coherent orientation. Then by relabeling the punctures in the domain of u we
get 3!5! elements inM/R and 3!5! elements in
M(γ+; γ−,2, . . . , γ−,2︸ ︷︷ ︸
5 copies
, γ−,1, . . . , γ−,1︸ ︷︷ ︸
3 copies
)/R.
Depending on whether |γ−,1|0 and |γ−,2|0 are both even, the total contribution to
∂γ+ from the image of u (modulo R-translations) is either γ
3
−,1γ
5
−,2 or zero.
2. Suppose that γ±, γ
′
+ ∈ PLα are good and that γ− is simple. Also suppose
that M(γ+; γ−, γ−) is regular and that (F , u) ∈ M(γ+; γ−, γ−) is a possibly
branched double cover of a simple curve (F ′, u′) ∈ M(γ′+; γ−). Since reorder-
ing the negative punctures of (F , u) gives the same curve but changes the sign by
(−1)|γ−|0·|γ−|0 , the existence of the coherent orientation system implies that |γ−|0
must be even and that JF , uK contributes ±1 (depending on the coherent orienta-
tion) toM(γ+; γ−, γ−)/R and contributes ±12γ2− to ∂γ+.
9.1.4. ∂2 = 0.
Proposition 9.1.2. ∂ is well-defined and AL is a dga with differential given by ∂.
Proof. By the construction of the semi-global Kuranishi structure and the above
discussion on coherent orientations, if |γ+| − (|eA| + |γ−|) = 1 and γ+,γ−
are good, then Z(K L(α, J ; γ+;γ−;A), {sT }T ) is a compact oriented weighted
branched 0-dimensional manifold. Hence ∂ is well-defined. We will abbreviate
Z(K (γ+;γ−)) := Z(K L(α, J ; γ+;γ−;A), {sT }T ),
assume that the homology classes have been chosen appropriately, and suppress ho-
mology classes from the notation. We will also write Z∗(K (γ+;γ−)), where ∗ is
a modifier such as “ind = k”, and write Z˜∗(K (γ+;γ−)) = Z∗(K (γ+;γ−))/R.
To show ∂2 = 0, as usual we identify the terms in ∂2 as the signed weighted
count of the boundary components of certain oriented compact weighted branched
1-dimensional manifolds.
In this proof we write an ordered tuple of Reeb orbits multiplicatively. Moreover,
when there is no confusion, we do not distinguish an ordered tuple of Reeb orbits
from the monomial associated to it in AL.
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For any ϑ-sorted γ = γc11 . . . γ
cm
m with c1, . . . , cm ≥ 0, we obtain
mγ〈∂2γ+,γ〉 =
∑
β⊆γ
m∑
k=1
ck−bk∑
q=0
(−1)a+b dγ+;(γ−β)⊔γk
m(γ−β)⊔γk
dγk ;β
mβ
mγ
(9.1.3)
=
∑
β⊆γ
m∑
k=1
ck−bk∑
q=0
(−1)a+b
(
c1
b1
)
. . .
(
cm
bm
)
dγ+;(γ−β)⊔γkdγk ;β
m(γk)(ck − bk + 1) ,(9.1.4)
where the first sum is taken over all ϑ-sorted subtuples β of γ, which we write as
β = γb11 . . . γ
bm
m with 0 ≤ bi ≤ ci for i = 1, . . . ,m, and the summands on the
right-hand side depend on the variable q only through a and b. Now we explain
the rest of the notation in the above formula. We define
(γ − β) ⊔ γk := γc1−b11 . . . γck−bk+1k . . . γcm−bmm ,
(γ − β) ⊔γk,q β := γc1−b11 . . . γqk(γb11 . . . γbmm )γck−bk−qk . . . γcm−bmm ,
and then (−1)b is given by the equation
γ = (−1)b(γ − β) ⊔γk,q β
as supercommutative monomials and a = |γc1−b11 . . . γqk|0.
We claim that, for each β ⊆ γ and k ∈ {1, . . . ,m} with |γk| − (|eA1 | +
|β|) = 1 and |γ+| − (|eA2 | + |(γ − β) ⊔ γk|) = 1 (for some A1 + A2 = A) and
q ∈ {0, 1, . . . , ck − bk}, there exists a truncation T (Z(K (γ+;γ))) of the ends of
Z(K (γ+;γ)) and a map
Gβ,k,q : Z(K (γk;β))×Z(K (γ+; (γ − β) ⊔ γk))×O → ∂T (Z(K (γ+;γ))),
where O is defined below and |O| = (c1b1) . . . (cmbm).
Before delving into the combinatorics, we explain why each end of the 1-dimen-
sional branched manifold Z(K (γ+;γ)) corresponds to the gluing of an element
of some Z(K (γk;β)) and an element of some Z(K (γ+; (γ − β) ⊔ γk)). The
key fact to remember is that the dimension of any Z(K (γ′,γ ′′)) is the same as
the expected dimension given by ind−1 in the (Symp) case. By construction, each
end of Z(K (γ+;γ)) corresponds to an element of some product
×v∈V (T )Z(K (γv,+;γv,−)),
where T/T is a one-vertex CH tree whose vertex is labeled i0 for the moduli space
Mi0 corresponding to Z(K (γ+;γ)), and Z(K (γv,+;γv,−)) corresponds to the
moduli spaceMlV (v). Since the ind (resp. the dimension) of eachZ(K (γv,+;γv,−))
is ≥ 1 (resp. ≥ 0), it follows that |V (T )| = 2, i.e., the gluing consists of exactly
two nontrivial components.
Next wework out the combinatorics to prove the claim. For any k ∈ {1, . . . ,m},
q ∈ {0, 1, . . . , cm − bm}, and
(JF1, u1K, JF2, u2K) ∈ Z(K (γk;β))×Z(K (γ+; (γ − β) ⊔ γk)),
after fixing a gluing parameter we can glue (F1, u1) and (F2, u2) so that the posi-
tive puncture of F1 is glued to the (q + 1)st negative puncture of F2 among those
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that converge to γk and denote the glued curve by (F ′, u′). Note that the neg-
ative punctures of F ′ have a natural ordering o˜ coming from the gluing so that
JF ′, u′K ∈ Z(K (γ+; (γ − β) ⊔γk,q β)). Next let o be an ordering of the negative
punctures of F ′ such that:
(1) the induced orderings of the negative punctures of F1 (minus the negative
end that is glued) and F2 agree with the initial orderings of the negative
punctures of F1 and F2; and
(2) the surface F ′ with the ordering o, denoted by F ′o, has ϑ-sorted negative
punctures;
and let O be the set of such orderings o. It is immediate from the definition that
|O| = (c1b1) . . . (cmbm). We then define
Gβ,k,q(JF1, u1K, JF2, u2K, o) := JF ′o, u = u′K;
by choosing the gluing parameter and truncations with some care, one proves the
claim.
We now claim that the weighted signed count of the boundary components of
the 1-dimensional branched manifold T (Z(K (γ+;γ))) is given by the right-hand
side of Equation (9.1.3). This follows by considering∐
β,k,q
Gβ,k,q :
∐
β,k,q
(Z(K (γk;β))×Z(K (γ+; (γ − β) ⊔ γk))×O)
→ ∂T (Z(K (γ+;γ))),
keeping track of weights, and combining the following observations:
(1) By Property (O3), the components ofZ(K (γ+;γ)) that involve bad orbits
do not contribute to the count.
(2) By Property (O2), if we would use the orientation of T (Z(K (γ+;γ)) that
is induced near JF ′, u′K ∈ T (Z(K (γ+;γ)) by o(F ′, u′) from the natural
ordering o˜ ofF ′, then from the standard argument (see for example Section
9.1 of [BH]), one can see that the product o(JF1, u1K) · o(JF2, u2K) agrees
with the boundary orientation of ∂T (Z(K (γ+;γ)).
(3) By Properties (O1) and (O2), the sign difference between o(F ′o, u′) and
o(F ′, u′) is (−1)a+b if γ 6= 0. (Observe that if o, o′ ∈ O differ by switch-
ing two punctures converging to the same γi and |γi|0 is odd, then there is
negative sign difference between (F ′o, u′) and (F ′o′ , u′) and the total sum
on the right-hand side of Equation (9.1.3) becomes zero but on the other
hand γ = 0 by supercommutativity.)
(4) ImGβ,k,q = ImGβ,k,q′ for any q, q
′ ∈ {0, 1, . . . , cm − bm} and this can-
cels the term ck − bk + 1 in the denominator of Equation (9.1.4).
(5) There are m(γk) ways to simultaneously change the asymptotic markers
of F1 and F2 such that Gβ,k,q(JF1, u1K, JF2, u2K, o) does not change; this
cancels the term m(γk) in the denominator of Equation (9.1.4). 
DEFINITION OF CONTACT HOMOLOGY 85
9.2. Chain map. Let (Ŵ , α̂) be the completion of the exact symplectic cobordism
(W,α) from (M+, α+) to (M−, α−) as in Section 3.1. Given L+ ≤ L−, let J be
an almost complex structure on Ŵ which restricts to J+ at the positive end and
to J− at the negative end. Suppose (α̂, J) is an (L+, L−)-simple pair and J is
(L+, L−)-end-generic.
Using the semi-global Kuranishi structures K L± := K L±(α±, J±), multisec-
tions {sT±}T± , and complete sets SL±α± of trivializing surfaces for PL±α± , we can
construct the dga’s
AL± := AL±(M±, α±, J±,K
L± , {sT±}T± ,SL±α± )
as in Section 9.1. Here we are also using orderings ϑ± of PL±α± . We can also
construct a semi-global Kuranishi structure
K
(L+,L−) := K (L+,L−)(α̂, J)
that is compatible with K L± , together with a collection of multisections {sT }T .
We denote by the above collection of data by:
C := (M±, L±, α±, J±,K L± , {sT±}T± ,SL±α± , Ŵ , α̂, J,K (L+,L−), {sT }T ).
We now define the (unital) dga morphism
Φ : AL+ ⊗Q[H2(M+;Z)] Q[H2(W ;Z)]→ AL− ⊗Q[H2(M−;Z)] Q[H2(W ;Z)].
Here we are viewing AL± as Q[H2(W ;Z)]-modules via the algebra maps
Q[H2(M±;Z)]→ Q[H2(W ;Z)]
induced by H2(M±;Z)→ H2(W ;Z). For any γ+ ∈ PL+α+ , let
(9.2.1) Φ(γ+) =
∑
γ−
∑
A∈H2(W ;Z)
pγ+,γ−,A
mγ−
eAγi1−,1 . . . γ
ik
−,k,
where the sums are taken over all good ϑ−-sorted γ− written in the form of Equa-
tion (9.1.2) and A ∈ H2(W ;Z) with |γ+| − (|eA| + |γ−|) = 0, and pγ+,γ−,A is
the weighted signed count of elements in Z(K (L+,L−)(α̂, J ; γ+;γ−;A), {sT }T ).
(If |γ+| 6= |eA| + |γ−|, then we set pγ+,γ−,A = 0.) The homology class A can be
obtained from (F , u) ∈ Z(K (L+,L−)(α̂, J ; γ+;γ−), {sT }T ) by capping off using
SL±α± as in Section 9.1.1. Φ can then be extended to AL+ as an algebra homomor-
phism.
Proposition 9.2.1. Φ is a well-defined (unital) dga morphism.
Proof. The proof is similar to that of Proposition 9.1.2. 
Let Φ∗ : HC
L+ → HCL− be the induced map on homology.
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9.3. Definition of contact homology. We are now in a position to define the
contact homology algebra HC(D). Given a closed cooriented contact manifold
(M, ξ), let
D =(α, {Li, ϕi, Ji,K Li(αi, Ji), {sTi}Ti ,SLiαi , α̂i,i+1, Ji,i+1,
K
(Li,Li+1)(α̂i,i+1, Ji,i+1), {sTi,i+1}Ti,i+1}i∈N)
be a collection that consists of the following data:
• a nondegenerate contact form α for ξ;
• an increasing sequence {Li}i∈N such that Li →∞;
and, for each i ∈ N,
• a positive function ϕi on M which is close to 1, such that αi := ϕiα is an
Li-simple contact form and ϕi < ϕi+1;
• an almost complex structure Ji onR×M such that (αi, Ji) is an Li-simple
pair;
• a semi-global Kuranishi structure K Li(αi, Ji) and multisections {sTi}Ti ;
• a complete set SLiαi of trivializing surfaces for PLiαi ;
• a completed exact symplectic cobordism (Ŵi,i+1 = R ×M, α̂i,i+1) from
(M,αi) to (M,αi+1); here α̂i,i+1 := ϕi,i+1α, where ϕi,i+1 interpolates
from a positive multiple of ϕi to ϕi+1;
• an almost complex structure Ji,i+1 on Ŵi,i+1 that tames dα̂i,i+1, restricts
to Ji at the positive end and to Ji+1 at the negative end, and is (Li, Li+1)-
end-generic;
• a semi-global Kuranishi structure K (Li,Li+1)(α̂i,i+1, Ji,i+1) that is com-
patible withK Li(αi, Ji) andK
Li+1(αi+1, Ji+1) and multisections {sTi,i+1}Ti,i+1 .
Denote the map induced by the cobordism (Ŵi,i+1, α̂i,i+1, Ji,i+1) and the semi-
global Kuranishi structure K (Li,Li+1)(α̂i,i+1, Ji,i+1)) and multisections {sTi,i+1}Ti,i+1
by
Φi∗ : HC
Li(αi, Ji;K
Li(αi, Ji), {sTi}Ti)→
HCLi+1(αi+1, Ji+1;K
Li+1(αi+1, Ji+1), {sTi+1}Ti+1).
Finally, we define the contact homology algebra by
H(D) := lim
−→
HCLi(αi, Ji;K
Li(αi, Ji), {sTi}Ti),
where the directed system is constructed using Φi∗. From now on we will often
suppress the multisections from the notation.
9.4. Invariance of contact homology. In this section we prove Propositions 9.4.1
and 9.4.2 and use them to prove thatHC(D) is an invariant of the contact manifold
(M, ξ) in Section 9.4.2.
Let {(Ŵ τ = Ŵ , α̂τ )}0≤τ≤1 be a family of completed exact symplectic cobor-
disms from (M+, α+) to (M−, α−). For each τ ∈ [0, 1], let Jτ be an almost
complex structure on Ŵ τ that restricts to J± at the positive/negative ends of Ŵ
τ .
We assume that (α̂τ , Jτ ) is an (L+, L−)-simple pair, J
τ is (L+, L−)-end-generic,
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and (α̂τ , Jτ ) is independent of τ on each of τ ∈ [0, ǫ] and τ ∈ [1 − ǫ, 1], where
ǫ > 0 is small.
LetK L± := K L±(α±, J±) be the semi-global Kuranishi structures constructed
for (M±, α±, J±) and let A
L± = AL±(M±, α±, J±,K
L±).
9.4.1. Chain homotopy. For τ = 0, 1, we have two collections of data
Cτ = (M±, L±, α±, J±,K L± ,SL±α± , Ŵ τ , α̂τ , Jτ ,K (L+,L−))
as in Section 9.2 and chain maps
Φτ : AL+ ⊗Q[H2(M+;Z)] Q[H2(W ;Z)]→ AL− ⊗Q[H2(M−;Z)] Q[H2(W ;Z)],
defined using the data Cτ .
Proposition 9.4.1 (Chain homotopy). There is a degree 1 Q[H2(W ;Z)]-module
map
ΩK : A
L+ ⊗Q[H2(M+;Z)] Q[H2(W ;Z)]→ AL− ⊗Q[H2(M−;Z)] Q[H2(W ;Z)]
such that Φ1 − Φ0 = ∂− ◦ΩK − ΩK ◦ ∂+. In particular, Φ0∗ = Φ1∗.
Proof. The discussion of Section 8.8 yields a semi-global Kuranishi structure
K
(L+,L−)({(α̂τ , Jτ )}τ∈[0,1])
so that it is independent of τ on each of τ ∈ [0, ǫ] and τ ∈ [1−ǫ, 1] and agrees with
K (L+,L−)(α̂τ , Jτ ) for τ = 0, 1, as well as a collection {s[0,1]T }T of multisections.
We are using orderings ϑ± for PL±α± .
We define ΩK as follows: First let ΩK(1) = 0. For any k-tuple γ+ of good
Reeb orbits, we set
(9.4.1) ΩK(γ+) =
∑
γ−
∑
A∈H2(W ;Z)
κγ+,γ−,A
mγ−,1 · · ·mγ−,k
eAγ−,1 . . .γ−,k,
where the sums are taken over all γ− which is a k-tuple of ϑ−-sorted tuples of
good Reeb orbits, i.e.,
γ− = (γ−,1, ...,γ−,k)
and
(9.4.2) γ−,j = (γ−,j,1, . . . , γ−,j,1︸ ︷︷ ︸
ij,1 copies
, . . . , γ−,j,rj , . . . , γ−,j,rj︸ ︷︷ ︸
ij,rj copies
),
A ∈ H2(W ;Z) with |γ+| − (|eA| + |γ−|) = −1, and κγ+,γ−,A is the weighted
signed count of the elements in
Z [0,1](K (γ+,γ−, A)) := Z(K (L+,L−)({(α̂τ , Jτ )}τ∈[0,1];γ+;γ−;A), {s[0,1]T }T ).
In what follows we will usually suppress A from the notation.
Let Φ0,Φ1 be two dga morphisms
AL+ ⊗Q[H2(M+;Z)] Q[H2(W ;Z)]→ AL− ⊗Q[H2(M−;Z)] Q[H2(W ;Z)],
88 ERKAO BAO AND KO HONDA
induced by the cobordism (Ŵ τ , α̂τ , Jτ ), τ = 0, 1, using the semi-global Kuranishi
structure K (L+,L−)(α̂τ , Jτ ). We can verify that ΩK is well-defined and satisfies
(9.4.3) Φ1 − Φ0 = ∂− ◦ ΩK − ΩK ◦ ∂+
as in the proof of Proposition 9.1.2. The key point is to observe that, with the
perturbation from Section 8.8, each end of a 1-dimensional (and hence ind = 0)
branched manifold Z [0,1](K (γ+,γ−)) corresponds to:
(i) a term contributing to Φ0 or Φ1;
(ii) the gluing of an element of some Z [0,1](K (γ+,γ′−)) of index −1 corre-
sponding to ΩK and an element of some Z(K (γ ′−,γ−)) corresponding
to ∂− where all but one of the components is a trivial cylinder; or
(iii) the gluing of an element of some Z(K (γ+,γ ′+)) of index 1 correspond-
ing to ∂+ and an element of some Z [0,1](K (γ ′+,γ−)) of index −1 corre-
sponding to ΩK . (In particular, if ind < −1, then Z [0,1](K (γ ′+,γ−)) =
∅ and Z [0,1](K (γ+,γ′−)) = ∅.)
The signs follow from the proof of Proposition 9.1.2 and [BH, Section 9.2.2].
In particular, the sign difference of the two terms on right-hand side of Equa-
tion (9.4.3) comes from the fact that for the Case (ii) gluing, translating a rep-
resentative of an element in Z(K (γ+,γ ′+)) along the positive R-direction moves
the glued curve towards boundary; for the Case (iii) gluing, translating a represen-
tative of an element in Z(K (γ′−,γ−)) along the positive R-direction moves the
glued curve away from the boundary. 
9.4.2. Proof of invariance. For (i, j) = (1, 2), (i, j) = (2, 3), or (i, j) = (1, 3),
let (Ŵij, α̂ij) be the completion of an exact symplectic cobordism (Wij , αij) from
(Mi, αi) to (Mj , αj) such that (W12, α12, J12) and (W23, α23, J23) can be glued
to give (W13, α13, J13) and let
Cij = (Mi,Mj , Li, Lj, αi, αj , Ji, Jj ,K Li ,K Lj ,SLiαi ,S
Lj
αj , Ŵij , α̂ij , Jij ,K
(L+,L−)
ij )
be a collection of data as in Section 9.2 for (Ŵij , α̂ij). Using the data Cij we obtain
a chain map
Φij : A
Li ⊗Q[H2(Mi;Z)] Q[H2(Wij ;Z)]→ ALj ⊗Q[H2(Mj ;Z)] Q[H2(Wij;Z)].
Proposition 9.4.2 (Composition of chain maps). There exists a degree 1 map
ΩK : A
L1 ⊗Q[H2(M1;Z)] Q[H2(W13;Z)]→ AL3 ⊗Q[H2(M3;Z)] Q[H2(W13;Z)]
such that, after the appropriate base changes (but keeping the same notation),
Φ13 − Φ23Φ12 = ∂ ◦ ΩK − ΩK ◦ ∂.
In particular, Φ23∗Φ12∗ = Φ13∗.
Proof. The proof is almost the same as that of Proposition 9.1.2. 
Finally we are ready to prove the following:
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Theorem 9.4.3. The contact homology algebra HC(D) is independent of the
choices D and hence is an invariant of (M, ξ).
Proof. Given two choices of data D and D′, there exist two direct limits
HC(D) = lim
−→
HCLi(αi, Ji,K
Li(αi, Ji)),
HC(D′) = lim
−→
HCL
′
i(α′i, J
′
i ,K
L′i(α′i, J
′
i)),
where the maps for D are written as Φi∗ and the maps for D′ are written as Φ′i∗.
We abbreviate:
HCLi := HCLi(αi, Ji,K
Li(αi, Ji)),
HCL
′
i := HCL
′
i(α′i, J
′
i ,K
L′i(α′i, J
′
i)).
For each i, let j(i) be the smallest j such that Li < L
′
j . An exact symplectic
cobordism from (M,αi, Ji) to (M,α
′
j(i), J
′
j(i)) with Kuranishi data K
Li(αi, Ji)
and K Lj(i)(αj(i), Jj(i)) induces a map Ψi∗ : HC
Li → HCL′j(i) which satisfies
Ψi+1∗Φi∗ = Φ
′
j(i+1)−1∗ · · ·Φ′j(i)+1∗Φ′j(i)∗Ψi∗.
Similarly, we obtain maps Θj∗ : HC
L′j → HCLi(j) for each j ∈ N that satisfy
Θj+1∗Φ
′
j∗ = Φi(j+1)−1∗ · · ·Φi(j)+1∗Φi(j)∗Θj∗.
Hence we obtain two direct limit maps
Ψ∗ : HC(D)→ HC(D′), Θ∗ : HC(D′)→ HC(D).
Note that, for each k ∈ N, the two maps
Θj(k)∗Ψk∗ and Φi(j(k))−1∗ · · ·Φk+1∗Φk∗ : HCLk → HCLi(j(k))
are the same. Therefore Θ∗Ψ∗ = id; similarly Ψ∗Θ∗ = id. 
APPENDIX
In the Appendix we prove Lemma 4.2.6 and Lemma 5.1.6. We first start with
some basic facts about Sobolev spaces.
Lemma 9.4.4. Suppose that p = 2 and k ≥ 3. If g, h ∈ W k,ploc (R2), then g · h ∈
W k,ploc (R
2).
Proof. We prove that (g · h)(m) ∈ Lploc(R2) for any 0 ≤ m ≤ k. Let Ω ⊂ R2
be a domain with smooth boundary and compact closure. For m = 0, we have
g, h ∈ C0(Ω)10 by the Sobolev embedding theorem, which states that ‖f‖Cr(Ω) ≤
CΩ‖f‖W k,p(Ω) for some constant CΩ if k− np = k− 2p > r. Hence g · h ∈ C0(Ω)
and g · h ∈ Lp(Ω). Form > 0, we have:
‖(g · h)(m)‖Lp(Ω) ≤
m∑
i=0
(
m
i
)
‖g(i) · h(m−i)‖Lp(Ω).
10More precisely, g|Ω, h|Ω are in C
0(Ω); by abuse of notation we often write g, h for g|Ω, h|Ω .
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Observe that one of i or m − i is ≤ m2 ≤ k2 . This implies that g(i) ∈ C0(Ω)
or h(m−i) ∈ C0(Ω) since g, h ∈ Ck−1(Ω) by the Sobolev embedding theorem.
Hence ‖(g · h)(m)‖Lp(Ω) <∞. 
Lemma 9.4.5. Suppose that p = 2 and k ≥ 3. If G ∈ C∞(R2,R) and H ∈
W k,ploc (R
2,R2), then G ◦H ∈W k,ploc (R2,R).
Proof. By the Sobolev embedding theorem, H ∈ Ck−1(Ω,R2), where Ω is as
before, so G(H) = G ◦H ∈ Ck−1(Ω) ⊂ W k−1,p(Ω). This in particular implies
that G(H) ∈ Lp(Ω). By the same argument, we also have G′(H) ∈ W k−1,p(Ω).
Hence (G(H))′ = G′(H) · H ′ ∈ W k−1,p(Ω) by Lemma 9.4.4. The lemma then
follows. 
We assume that p = 2 and k ≥ 4 (cf. Remark 4.2.2). We focus on a positive
puncture p of F˙ around which the maps that we are interested in converge to γ+.
Let D˙ ⊂ F˙ be an open disk about p and let (σ, τ) be smooth coordinates on D˙.
For any u of the class W k+1,p that is sufficiently close to a J-holomorphic curve,
there is a map
φu : D˙ → R× S1
defined by
(σ, τ) 7→ (s, t) = (s ◦ u(σ, τ), t ◦ u(σ, τ)),
where (σ, τ) is a cylindrical holomorphic coordinate of D˙, s◦u is the s-coordinate
of u, and t ◦ u is the t-coordinate of u. Then (s, t), viewed as a function of (σ, τ),
is of class W k+1,ploc .
Proof of Lemma 4.2.6. It suffices to show that I(·, s0) is C1 for each s0 > T ′.
Given (F , u) ∈ B′(F0,u0) and ξ ∈ W
k+1,p
δ (F˙ , u
∗T (R ×M)), let {uℓ}−ǫ<ℓ<ǫ
be a smooth path in B′(F0,u0) with u0 = u and ddℓ
∣∣
ℓ=0
uℓ = ξ. Let us decompose
ξ = (ξs,t, ξx,y) into the (s, t)- and (x, y)-components and write ηℓ = η+ ℓξx,y for
the (x, y)-component of uℓ. Then
dI((F ,u), s0)(ξ, 0) = ddℓ
∣∣
ℓ=0
I((F , uℓ), s0)
=
∫ A(γ+)
0
d
dℓ
∣∣
ℓ=0
α(t, (ηℓ ◦ φ−1
uℓ
)(s0, t))(∂t + d(η
ℓ ◦ φ−1
uℓ
)(s0, t)(∂t))dt.
Recalling that
α = (c(γ) +Q(x, y))dt+
n∑
i=1
(xidyi − yidxi)
near R×γ+, whereQ is quadratic in x and y, we see that the terms in the integrand
(after the term ddℓ
∣∣
ℓ=0
) are quadratic in ηℓ◦φ−1
uℓ
or bilinear in (ηℓ◦φ−1
uℓ
,∇(ηℓ◦φ−1
uℓ
)).
Since we can use the Sobolev inequality, C0-bounds in the integrand are sufficient
and we obtain
|dI((F , u), s0)(ξ, 0)| ≤ ϕ(‖u‖W k+1,2) · ‖ξ‖W k+1,2 ,
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where k ≥ 4 (i.e., we are allowed two derivatives) and ϕ(‖u‖W k+1,2) is a continu-
ous function that depends on ‖u‖W k+1,2 . Hence I is differentiable. Similarly, we
can show that I is C1. 
In order to prove Lemma 5.1.6, we first treat the case χ(F˙ ) < 0. To simplify the
notation in Equation (5.1.3), we write f˜(s, t) for f˜
γ±,i
j (s, t), ρs+(s) for
∂β±s±,i
∂s (s)
(recall ρs+(s) has compact support), and f(t) for f
γ±,i
j (t). With respect to the
coordinates s, t, x1, . . . , xn, y1, . . . , yn, Equation (5.1.3) can be written as
f˜(s, t) := ρs+(s)f(t)⊗ πj(ds− idt).(9.4.4)
First observe that ρs+(s) and f(t) are smooth functions of (s, t), so viewed
as functions of (σ, τ), they are in class W k+1,ploc by Lemma 9.4.5. Next the pro-
jection πj is smooth, so πj(ds − idt) ∈ W k+1,ploc (F˙ ,∧0,1T ∗F˙ ). Hence f˜ ∈
W k+1,ploc (F˙ ,∧0,1u∗TŴ ) by Lemma 9.4.4, and this proves the first part of Lemma
5.1.6, namely Eℓ,ε(F ,u) ⊂ E(F ,u) for all (F , u) ∈ N (K).
For (j, v) ∈ N (K) with v : F˙ → Ŵ smooth, there exists a small neighborhood
D = V × W of (j, v) inside N (K) with V ⊂ U˜ and W ⊂ {exp(v, ξ) | ξ ∈
W k+1,pδ (F˙ , v
∗TŴ )}. We can trivialize E|D by identifying
E(j′,u) = W k,pδ (F˙ ,∧0,1j′ u∗TŴ )
with
E(j,v) = W k,pδ (F˙ ,∧0,1j v∗TŴ )
for any (j′, u) ∈ D via the exponential map. More precisely, we define
Ψ : W k,pδ (F˙ ,∧0,1j′ u∗TŴ )→W k,pδ (F˙ ,∧0,1j v∗TŴ )
ζ = η ⊗ α 7→ Parξ η ⊗ πjα,
where ξ = (expv)
−1u, η ∈W k,pδ (F˙ , u∗TŴ ), α ∈W k,pδ (F˙ ,∧0,1T ∗F ),
Parξ :W
k,p
δ (F˙ , u
∗TŴ )→W k,pδ (F˙ , v∗TŴ )
is the parallel transport along the path {exp(v, (1 − t)ξ)}0≤t≤1, and
πj :W
k,p
δ (F˙ ,∧1T ∗F )→W k,pδ (F˙ ,∧0,1j T ∗F )
is the projection with respect to g(F˙ ,j).
Let f˜ be the section of E|N (K) → N (K) with
f˜(j′, u)(s, t) = ρs+(s)f(t)⊗ πj′(ds − idt),
where (s, t) are viewed as coordinates of F˙ via φu as usual. We show that f˜ is a
C1-section of E|N (K) → N (K). In the next several paragraphs we calculate the
derivative df˜(j′, u).
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We first calculate df˜(j′, u)(0, ξ), where {ul1}−ǫ≤l1≤ǫ is a smooth path in W
with u0 = u and ξ =
d
dl1
|l1=0ul1 :
df˜(j′, u)(0, ξ) = ddl1 |l1=0f˜(j′, ul1)(9.4.5)
= ddl1 ρs+(l1)(sl1)|l1=0f(t)⊗ πj′(ds− idt)(9.4.6)
+ ρs+(0)(s)
d
dl1
f(tl1)|l1=0 ⊗ πj′(ds − idt)(9.4.7)
+ ρs+(0)(s)f(t)⊗ πj′ ddl1 (dsl1 − idtl1)|l1=0,(9.4.8)
where (sl1 , tl1) = φul1 (σ, τ).
Until the end of the Appendix,W k,pδ meansW
k,p
δ with domain D˙. We claim that
df˜(j′, u)(0, ξ) ∈W k,pδ . Note that the weight δ can be ignored since df˜(j′, u)(0, ξ)
has compact support. Since ξ ∈W k+1,pδ ,
• ddl1 sl1 |l1=0, ddl1 tl1 |l1=0, ddl1 f(tl1)|l1=0 ∈W
k+1,p
δ ; and
• ddl1 (dsl1 − idtl1)|l1=0 ∈W
k,p
δ .
Next we consider the term ddl1 ρs+(l1)(sl1)|l1=0. If we write ρs+(s) as ρ(s+, s), then
ρ(·, ·) is smooth in both variables. Observe that
d
dl1
ρ(s+(l1), sl1)|l1=0 = ∂ρ∂s+ (s+(0), s) ddl1 s+(l1)|l1=0 +
∂ρ
∂s (s+(0), s)
d
dl1
sl1 |l1=0.
Lemma 9.4.6. s+ : N (K)→ R is a C1-map.
The proof of this lemma will be postponed until the very end. By Lemma 9.4.6,
d
dl1
ρ(s+(l1), sl1)|l1=0 ∈W k+1,pδ . It follows that df˜(j′, u)(0, ξ) ∈W k,pδ .
Next we calculate df˜(j′, u)(j, 0) with j ∈ Tj′U˜ . Let {jl2}−ǫ≤l2≤ǫ be a smooth
path in U˜ with j0 = j′ and ddl2 |l2=0jl2 = j. Then
df˜(j′, u)(j, 0) = ddl2 |l2=0f˜(jl2 , u)(9.4.9)
= ddl2 ρs+(l2)(s)|l2=0f(t)⊗ πj′(ds − idt)(9.4.10)
+ ρs+(0)(s)f(t)⊗ ddl2πjl2 (ds − idt)|l2=0.(9.4.11)
Since πj depends smoothly on j, we have
d
dl2
πjl2 (ds − idt)|l2=0 ∈ W
k,p
loc . Again
we write ρs+(s) as ρ(s+, s) and obtain
d
dl2
ρ(s+(l2), s)|l2=0 = ∂ρ∂s+ (s+(0), s) ddl2 s+(l2)|l2=0.
By Lemma 9.4.6, ddl2 ρ(s+(l2), s)|l2=0 ∈W
k+1,p
δ . Hence df˜(j
′, u)(j, 0) ∈W k,pδ .
We now bound theW k,pδ -norm of each term in Equations (9.4.5) and (9.4.9):
• (9.4.6) is bounded above by C‖ξ‖W k+1,p · C(j′) · ‖gu‖W k+1,p ;
• (9.4.7) by C‖ξ‖W k+1,p · C(j′) · ‖gu‖W k+1,p ;
• (9.4.8) by C · C(j′) · ‖ξ‖W k+1,p ;
• (9.4.10) by C‖j‖ · C(j′) · ‖gu‖W k+1,p ; and
• (9.4.11) by C‖j‖ · ‖gu‖W k+1,p .
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Here C(j′) is a positive continuous function of j′ and g is a smooth cutoff function
which equals one on s+(v)− c ≤ s ≤ s+(v) + c for some c > 0 and has compact
support on D˙. Hence
‖df˜(j′, u)(j, ξ)‖
W k,p
δ
≤ C(C(j′)+C(j′)·‖gu‖W k+1,p+‖gu‖W k+1,p)(‖j‖+‖ξ‖W k+1,p
δ
),
which implies that f˜ is a differentiable section of E|N (K) → N (K). Almost the
same calculation shows that f˜ is in C1.
Proof of Lemma 9.4.6. Let rj′ : F˙ → R be the injectivity radius map, i.e, rj′ maps
x ∈ F˙ to the injectivity radius inj(x) with respect to g(F˙ ,j). The map rj is smooth
on the ends of F˙ and also smoothly depends on j′. For any (j′, u) ∈ D, consider
the map
(9.4.12) R(j′,u) : [R,∞)→ R+, s 7→ rj′(φ−1u (s, 0)),
where R ≫ 0 and depends on (j′, u). Note that R(j′,u) is invertible near the
positive end.
When χ(F˙ ) < 0, we have
s+(j
′, u) = R−1(j′,u)(ε).(9.4.13)
Differentiating the equation
(9.4.14) rj′(φ
−1
ul1
(s+(j
′, ul1), 0)) = ε
with respect to l1 and rearranging, we obtain:
ds+(j
′, u)(0, ξ) = ddl1 s+(j
′, ul1)|l1=0 = −
drj′(z) ◦ (dφu(z))−1(ξs,t(z))
drj′(z) ◦ (dφu(z))−1(∂s) ,
(9.4.15)
where ∂s is a vector field on R
+×S1, ξs,t(z) is the (s, t)-component of ξ at z, and
z = φ−1u (s+(j
′, u), 0). Here ddl1φ
−1
ul1
(s+(j
′, u), 0))|l1=0 = (dφu(z))−1(ξs,t(z)).
Note that all terms are evaluated at the point z and z continuously depends on
(j′, u), so drj′(z)◦(dφu(z))−1 and drj′(z)◦(dφu(z))−1(∂s) depend continuously
on (j′, u). Hence ds+(j
′, u)(0, ·) is a bounded linear map fromW k+1,pδ (F˙ , v∗TŴ )
to R which depends continuously on (j′, u).
Next, differentiating the equation
(9.4.16) rjl2 (φ
−1
u (s+(jl2 , u), 0)) = ε
with respect to l2, we obtain
ds+(j
′, u)(j, 0) = ddl2 s+(jl2 , u)|l2=0 = −
d
dl2
rjl2 (z)|l2=0
drj′(z) ◦ (dφu(z))−1(∂s) .(9.4.17)
Since ddl2 rjl2 (z)|l2=0 depends continuously on (j′, u), ds+(j′, u)(·, 0) is a bounded
linear map from Tj′V to Rwhich depends continuously on (j′, u). This proves that
s+ is a C
1-map when χ(F˙ ) < 0.
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When χ(F˙ ) = 0 or 1, s+ is still given by Equation (9.4.13), but the metric
g(F¨ ,j′) is now a function of u. More precisely, for any u = (s, t, η), define
Iu : [R,∞)→ R+, s′ 7→ Aα((t, η(s, t))|s=s′)
with R≫ 0 and then
s′+(u) = I
−1
u (ε
′).
Recall that the set q = (q1, . . . , q2m(γ+)) of additional punctures that we put on F˙
satisfies
qk = φ
−1
u
(
s′+,
k
2m(γ+)
Aα(γ+)
) ∈ F˙ .
Then g(F¨ ,j′) is smooth function of q. An argument similar to that of the χ(F˙ ) < 0
case shows that s+ is a C
1-map. 
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