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ON COHOMOLOGICALLY COMPLETE INTERSECTIONS
MICHAEL HELLUS PETER SCHENZEL
Abstract. An ideal I of a local Gorenstein ring (R,m) is called cohomologically com-
plete intersection whenever Hi
I
(R) = 0 for all i 6= height I. Here Hi
I
(R), i ∈ Z, denotes
the local cohomology of R with respect to I. For instance, a set-theoretic complete in-
tersection is a cohomologically complete intersection. Here we study cohomologically
complete intersections from various homological points of view, in particular in terms of
their Bass numbers of Hc
I
(R), c = height I. As a main result it is shown that the vanish-
ing Hi
I
(R) = 0 for all i 6= c is completely encoded in homological properties of Hc
I
(R),
in particular in its Bass numbers.
Introduction
Let (R,m) denote a local Noetherian ring. For an ideal I ⊂ R it is a rather difficult
question to determine the smallest number n ∈ N of elements a1, . . . , an ∈ R such that
Rad I = Rad(a1, . . . , an)R. This number is called the arithmetic rank, ara I, of I. By
Krull’s generalized principal ideal theorem it follows that ara I ≥ height I. Of a particular
interest is the case whenever ara I = height I. In this situation I is called a set-theoretic
complete intersection.
For the ideal I let H iI(·), i ∈ Z, denote the local cohomology functor with respect to I,
see [2] for its definition and basic results. The cohomological dimension, cd I, defined by
cd I = sup{i ∈ Z|H iI(R) 6= 0}
is another invariant related to the ideal I. It is well known that height I ≤ cd I ≤ ara I. In
particular, if I is set-theoretically a complete intersection it follows that height I = cd I,
while the converse does not hold in general. Not so much is known about ideals with the
property of height I = cd I. We call those ideals cohomologically complete intersections.
In this paper we start with the investigations of cohomologically complete intersections,
in particular when I is an ideal in a Gorenstein ring (R,m).
As an application of our main results there is a characterization of cohomologically
complete intersections for a certain class of ideals (cf. Theorem 0.1). A generalization to
arbitrary ideals in a Gorenstein ring is shown in Section 3, namely: I is cohomologically a
complete intersection if and only if a minimal injective resolution of HcI (R), c = height I,
”looks like that of a Gorenstein ring” (see Theorem 3.2 for the precise statement).
Theorem 0.1. Let I denote an ideal of a Gorenstein ring (R,m) with c = height I and
d = dimR/I. Suppose that I is a complete intersection in V (I) \ {m}. Then the following
conditions are equivalent:
(i) H iI(R) = 0 for all i 6= c, i.e. I is cohomologically a complete intersection.
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(ii) Hdm(H
c
I (R)) ≃ E and H
i
m(H
c
I (R)) = 0, for all i 6= d, where E denotes the injective
hull of the residue field R/m.
(iii) The natural map ExtdR(k,H
c
I (R)) → k is isomorphic and Ext
i
R(k,H
c
I (R)) = 0 for
all i 6= d.
(iv) The Bass numbers of HcI (R)) satisfy
dimk Ext
i
R(k,H
c
I (R)) = δd,i.
Moreover, if I satisfies the above conditions it follows that RˆI ≃ HomR(H
c
I (R), H
c
I (R))
and ExtiR(H
c
I (R), H
c
I(R)) = 0 for all i 6= 0, where Rˆ
I denotes the I-adic completion of R.
It is a surprising fact – at least to the authors – that the information for the equal-
ity height I = cd I is completely encoded in the cohomology module HcI (R). Moreover
the characterization of cohomologically complete intersections looks in a certain sense
Gorenstein-like, cf. the well-known cohomological characterization of Gorenstein rings in
terms of Bass numbers and Theorem 0.1 (iv). The “strong” characterization (cf. Theorem
0.1 (iv)) looks very similar to the “weak” characterization (cf. Theorem 0.1 (iii)). In fact
it requires much more effort (it uses Matlis duals of local cohomology modules [6]). It is
related to a Conjecture (cf. 2.7) that the map ExtdR(k,H
c
I (R))→ k is in general non-zero.
1. Preliminaries
Let (R,m, k) denote a local Gorenstein ring with n = dimR. In the following let
E = ER(R/m) denote the injective hull of the residue field k = R/m as R-module.
A basic tool for the local cohomology with support in {m} is the local duality theorem
(cf. [2]). To this end let Rˆ denote the completion of R and Mˆ the completion of M.
Proposition 1.1. For a finitely generated R-module M and an integer i ∈ Z there are
the following natural isomorphisms:
(a) H i
m
(M) ≃ HomR(Ext
n−i
R (M,R), E),
(b) Extn−i
Rˆ
(Mˆ, Rˆ) ≃ HomR(H
i
m
(M), E).
In particular, H im(M) is an Artinian R-module as a consequence of Matlis duality.
Moreover we have the following result.
Lemma 1.2. Let I denote an ideal of height c in the Gorenstein ring (R,m) and d =
dimR/I = n− c. Then the following is true:
(a) For all i, j ∈ Z there are isomorphisms
lim
←−
ExtiR(Ext
j
R(R/I
α, R), R) ≃ ExtiR(H
j
I (R), R),
where the inverse system on the left is induced by the natural projections.
(b) For all i, j ∈ Z there are natural isomorphisms
Extn−i
Rˆ
(Hj
IRˆ
(Rˆ), Rˆ) ≃ HomR(H
i
m
(HjI (R)), E),
where Rˆ denotes the completion of R.
(c) H im(H
j
I (R)) = 0 for all integers i > n− j and Ext
i
R(H
j
I (R), R) = 0 for all i < j.
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Proof. First of all let us recall that the Ext-functors in the first variable transform a direct
system into an inverse system such that
lim
←−
ExtiR(Mα, N) ≃ Ext
i
R(lim−→
Mα, N)
for any R-module N (cf. [13]). Now there is the isomorphism HjI (R) ≃ lim−→
ExtjR(R/I
α, R)
(cf. [2]). Therefore the first statement is shown to be true.
For the proof of the second statement first recall that
H i
m
(HjI (R)) ≃ lim−→
H i
m
(ExtjR(R/I
α, R))
since the local cohomology commutes with direct limits. Therefore the statement of (b)
is a consequence of the local duality theorem and the previous observation on the inverse
limit.
For the proof of the statement in (c) first recall that c = height I = height IRˆ. Therefore,
because of Matlis duality it will be enough to prove that ExtiR(H
j
I (R), R) = 0 for all
integers i < j. It is a well-known fact that for any α ∈ N we have ExtjR(R/I
α, R) = 0 for
all j < c and j > n. Moreover dimExtcR(R/I
α, R) = n−d and dimExtjR(R/I
α, R) ≤ n−j
for all c < j ≤ n (cf. [11, Proposition 2.3]).
Let bj = AnnExt
j
R(R/I
α, R). Therefore dimR/bj ≤ n − j and grade bj ≥ j as easily
seen. Therefore ExtiR(N,R) vanishes for all R-modules N such that SuppRN ⊆ V (bj)
and all i < j (cf. [2, Proposition 3.3]). Because of the statement in (a) this proves the
vanishing of ExtiR(H
j
I (R), R) for all i < j and a given integer j. 
As a technical tool in the next section we need a proposition on the behavior of the
section functor on certain complexes of R-modules.
Proposition 1.3. Let I be an ideal of a Noetherian ring R. Let X denote an arbitrary
R-module with SuppRX ⊂ V (I). Then there is an isomorphism
HomR(X,ΓI(J
·)) ≃ HomR(X, J
·)
for any bounded complex J · of injective R-modules.
Proof. Let M denote a finitely generated R-module. Then there is an isomorphism of
complexes
HomR(M,ΓI(J
·)) ≃ ΓI(HomR(M,J
·))
(cf. [3]). Now let X be an arbitrary R-module with SuppRX ⊂ V (I). Then X ≃
lim
−→
Xα for a certain direct family of finitely generated submodules Xα ⊂ X. Therefore
SuppRXα ⊂ V (I) and
HomR(X,ΓI(J
·)) ≃ lim
←−
HomR(Xα,ΓI(J
·)).
Because of the above result on finitely generated R-modules it implies
HomR(Xα,ΓI(J
·)) ≃ HomR(Xα, J
·)
because any module in HomR(Xα, J
·)i, i ∈ Z, has its support in V (I). By passing to the
limit this proves the claim. 
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As another technical tool we need a characterization of the vanishing of the Bass num-
bers of an arbitrary R-module X. Here (R,m) denotes a local ring with k = R/m its
residue field. Recall that the Bass numbers of X with respect to m are defined by
dimk Ext
i
R(k,X), for all i ∈ Z.
Proposition 1.4. Let (R,m) denote a local ring. Let X denote an arbitrary R-module.
For an integer s ∈ N the following conditions are equivalent:
(i) H i
m
(X) = 0 for all i < s.
(ii) ExtiR(k,X) = 0 for all i < s.
If one of these equivalent conditions is satisfied there is an isomorphism
ExtsR(k,X) ≃ HomR(k,H
s
m(X)).
Proof. We proceed by an induction on s. If s = 0, then the equivalence is trivially true.
Moreover, there is an isomorphism HomR(k,X) ≃ HomR(k,H
0
m(X)), as easily seen.
So let s > 0 and suppose that the claim is true for s− 1. Then there is an isomorphism
Exts−1R (k,X) ≃ HomR(k,H
s−1
m
(X)).
Because of SuppRH
s−1
m
(X) ⊆ V (m) it follows that Exts−1R (k,X) = 0 if and only if
Hs−1m (X) = 0.
In order to complete the inductive step we have to prove the isomorphism of the state-
ment. To this end consider the spectral sequence
Ep,q2 = Ext
p
R(k,H
q
m
(X)) =⇒ Ep+q
∞
= Extp+qR (k,X).
Because of H i
m
(X) = 0 for all i < s and ExtiR(k,X) = 0 for all i < s it degenerates to the
following isomorphisms
HomR(k,H
s
m
(X)) = E0,s2 ≃ E
0,s
∞
≃ Es
∞
= ExtsR(k,X).
This completes the proof. 
In the core of the paper we are interested in cohomologically complete intersections I
of a Gorenstein ring (R,m). A technical necessary condition gives the following result.
Proposition 1.5. Suppose that I denotes an ideal of a Gorenstein (R,m) such that
H iI(R) = 0 for all i 6= c, c = height I. Then R/I is unmixed, i.e. c = height IRp for
all minimal prime ideals p ∈ V (I).
Proof. Suppose there exists a prime ideal p minimal in V (I) such that h = height IRp > c.
Then IRp is pRp-primary and therefore
HhI (R)⊗R Rp ≃ H
h
IRp
(Rp) 6= 0.
But this means that HhI (R) 6= 0, h > c, in contradiction to the assumption. 
As a further technical tool we shall prove a result for complexes which is well-known in
the case of a module.
Proposition 1.6. Let R denote a Noetherian ring and I ⊂ R an ideal. Let X · denote a
complex of R-modules such that SuppH i(X ·) ⊆ V (I) for all i ∈ Z. ThenH iI(X
·) ≃ H i(X ·)
for all i ∈ Z.
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Proof. In order to compute the hypercohomology of the complex RΓI(X
·) there is the
following spectral sequence
Ep,q2 = H
p
I (H
q(X ·)) =⇒ Ep+q
∞
= Hp+qI (X
·)).
By the assumption SuppH i(X ·) ⊆ V (I) so that Ep,q2 = 0 for all p 6= 0. This implies a
partial degeneration of the spectral sequence to the isomorphisms
H iI(X
·) ≃ H0I (H
i(X ·)) ≃ H i(X ·)
for all i ∈ Z. 
As another auxiliary tool in the following we need the so-called Hartshorne-Lichtenbaum
vanishing theorem. We give it here for a slight sharpened form as we shall need it. A
proof can e. g. be found in [6, 8.1.9 and 8.2.1].
Proposition 1.7. Let (R,m) denote a local Gorenstein ring with n = dimR. Let I be an
ideal of R. Let M be a finitely generated R-module. Then
AssRˆHomR(H
n
I (M), E) = {p ∈ AssRˆ Mˆ | dim Rˆ/p = n and dim Rˆ/(p+ IRˆ) = 0}.
As an epimorphic image of Hnm(M), H
n
I (M) is an Artinian R-module. Here Mˆ denotes
the completion of M.
2. The truncation complex
In this section let (R,m) denote a local Gorenstein ring and d = dimR. Let R
∼
−→ E·
denote a minimal injective resolution of R as an R-module. It is a well-known fact that
Ei ≃ ⊕p∈SpecR,height p=iER(R/p),
where ER(R/p) denotes the injective hull of R/p. See [1] for these and related results on
Gorenstein rings.
Now let I ⊂ R denote an ideal and c = height I. Then d = dimR/I = n− c. The local
cohomology modules H iI(R), i ∈ Z, are – by definition – the cohomology modules of the
complex ΓI(E
·). Because of ΓI(ER(R/p)) = 0 for all p 6∈ V (I) it follows that ΓI(E
·)i = 0
for all i < c.
ThereforeHcI (R) = Ker(ΓI(E
·)c → ΓI(E
·)c+1). This observation provides an embedding
HcI (R)[−c]→ ΓI(E
·) of complexes of R-modules.
Definition 2.1. The cokernel of the embedding HcI (R)[−c]→ ΓI(E
·) is defined as C ·R(I),
the truncation complex. So there is a short exact sequence of complexes of R-modules
0→ HcI (R)[−c]→ ΓI(E
·)→ C ·R(I)→ 0.
In particular it follows that H i(C ·R(I)) = 0 for i ≤ c or i > d and H
i(C ·R(I)) ≃ H
i
I(R) for
c < i ≤ d.
The advantage of the truncation complex is that it separates information of the local
cohomology modules H iI(R), i = c, from those with i 6= c. A first result in this direction
is the following lemma.
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Lemma 2.2. With the previous notation there are an exact sequence
0→ Hn−1
m
(C ·R(I))→ H
d
m
(HcI (R))→ E → H
n
m
(C ·R(I))→ 0,
isomorphisms H i−cm (H
c
I (R)) ≃ H
i−1
m (C
·
R(I)) for i < n and the vanishing H
i−c
m (H
c
I (R)) = 0
for i > n.
Proof. Take the short exact sequence of the truncation complex (cf. 2.1) and apply the
derived functor RΓm(·). In the derived category this provides a short exact sequence of
complexes
0→ RΓm(H
c
I (R))[−c]→ RΓm(ΓI(E
·))→ RΓm(C
·
R(I))→ 0.
Since ΓI(E
·) is a complex of injective R-modules we might use Γm(ΓI(E
·)) as a represen-
tative of RΓm(ΓI(E
·)). But now there is an equality for the composite of section functors
Γm(ΓI(·)) = Γm(·). Therefore Γm(E
·) is a representative of RΓm(ΓI(E
·)) in the derived
category. But now Γm(ER(R/p)) = 0 for any prime ideal p 6= m while Γm(E) ≃ E. So
there is an isomorphism of complexes Γm(E
·) ≃ E[−n].
With these observations in mind the above short exact sequence induces the exact
sequence of the statement and the isomorphisms
H i−c
m
(HcI (R)) ≃ H
i−1
m
(C ·R(I)), i < n
by view of the corresponding long exact cohomology sequence. Moreover the vanishing of
H i
m
(HcI (R)) for all i > d is shown above (cf. 1.2). 
As a consequence there is the following necessary condition for an ideal I ⊂ R to be a
cohomologically complete intersection. As we shall see later this is not sufficient (cf. 4.1).
Corollary 2.3. Let I ⊂ R be an ideal with height I = c. Suppose that H iI(R) = 0 for all
i 6= c. Then Hdm(H
c
I (R)) ≃ E and H
i
m(H
c
I (R)) = 0 for all i 6= c.
Proof. By the assumption we have the vanishing of H iI(R) for all i 6= c. Therefore the
truncation complex C ·R(I) is bounded and homologically trivial. In order to compute the
hypercohomology H i
m
(C ·R(I)) consider the following spectral sequence
Ep,q2 = H
p
m(H
q(C ·R(I))) =⇒ E
p+q
∞
= Hp+qm (C
·
R(I)).
Because all the initial terms vanish and because of the finiteness of the spectral sequence
H i
m
(C ·R(I)) = 0 for all i ∈ Z. So the claim is true by Lemma 2.2. 
Let us continue with a result – in a certain sense – dual to the statement of Lemma
2.2. Here let RˆI denote the I-adic completion of R.
Lemma 2.4. With the above notation the following is true:
(a) There is a short exact sequence
0→ Ext0R(C
·
R(I), R)→ Rˆ
I → ExtcR(H
c
I (R), R)→ Ext
1
R(C
·
R(I), R)→ 0.
(b) There are isomorphisms Exti+cR (H
c
I (R), R) ≃ Ext
i+1
R (C
·
R(I), R) for i > 0.
(c) We have the vanishing ExtiR(C
·
R(I), R) = 0 for i < 0.
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Proof. Let R
∼
−→ E· denote the minimal injective resolution of the Gorenstein ring R.
Apply the functor Hom(·, E·) to the short exact sequence of the truncation complex as
defined in 2.1. Since E· is a complex of injective R-modules it provides a short exact
sequence of complexes
0→ HomR(C
·
R(I), E
·)→ HomR(ΓI(E
·), E·)→ Hom(HcI (R), E
·)[c]→ 0.
By the definition the cohomology modules of the complexes on the left resp. on the right
are ExtiR(C
·
R(I), R) resp. Ext
i−c
R (H
c
I (R), R) for all i ∈ Z.
Let us consider the complex in the middle. Let y = y1, . . . , ys be a generating set of
the ideal I. Then ΓI(E
·)
∼
−→ Cˇy ⊗ E
·, where Cˇy denotes the Cˇech complex with respect
to y (cf [10, Theorem 1.1] for the details).
Therefore HomR(ΓI(E
·), E·) ≃ HomR(Cˇy,HomR(E
·, E·)). Because of the quasi-isomor-
phism R
∼
−→ HomR(E
·, E·), recall that E· is a dualizing complex of R. Therefore the last
complex is a representative of RHomR(Cˇy, R) in the derived category. But it follows that
RHomR(Cˇy, R)
∼
−→ RˆI ,
as shown in [10, Theorem 1.1]. Therefore with the above considerations the long exact
cohomology sequence provides the statements (a) and (b) of the claim. With the aid of
1.2 this proves also the statement in (c). 
As an application there is another necessary criterion for an ideal I ⊂ R to be coho-
mologically a complete intersection.
Corollary 2.5. Let I ⊂ R denote an ideal of height I = c. Suppose that H iI(R) = 0
for all i 6= c. Then there is an isomorphism RˆI ≃ ExtcR(H
c
I (R), R) and the vanishing
Exti+cR (H
c
I (R), R) = 0 for all i 6= 0.
Proof. By virtue of the Lemma 2.4 It will be enough to prove that ExtiR(C
·
R(I), R) van-
ishes for all i 6= 0. Let R
∼
−→ E· denote the minimal injective resolution of R. Then
HomR(C
·
R(I), E
·) is a representative of ExtiR(C
·
R(I), R) in the derived category. By the
assumption C ·R(I) is an exact complex. So the conclusion follows because HomR(·, E
·)
preserves exactness. 
In the next result there is a consideration of the Bass numbers of the local cohomology
modules HcI (R). This provides a certain necessary numerical condition for I to be a
cohomologically complete intersection as we shall see later.
Lemma 2.6. With the above notation there is a natural homomorphism
φ : ExtdR(k,H
c
I (R))→ k.
In addition, suppose that H iI(R) = 0 for all i 6= c. Then φ is an isomorphism and
ExtiR(k,H
c
I(R)) = 0 for all i 6= d.
Proof. Apply the derived functor RHomR(k, ·) to the short exact sequence as it is defined
in the definition of the truncation complex (cf. 2.1). Then there is the following short
exact sequence of complexes in the derived category
0→ RHomR(k,H
c
I (R))[−c]→ RHomR(k,Γm(E
·))→ RHomR(k, C
·
R(I))→ 0.
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Now we consider the complex in the middle. It is represented by HomR(k,Γm(E
·)) since
Γm(E
·) is a complex of injective modules. Moreover there are the following isomorphisms
HomR(k,Γm(E
·)) ≃ HomR(k, E
·) ≃ E[−n].
By virtue of the long exact cohomology sequence it yields the natural homomorphism of
the statement. Under the additional assumption of H iI(R) = 0 for all i 6= c it follows
that C ·R(I) is an exact complex. Therefore RHomR(k, C
·
R(I)) is also an exact complex.
Whence the long exact cohomology sequence applied to the above short exact sequence
provides the statements on the Bass numbers of HcI (R). 
Conjecture 2.7. It is an open problem whether the natural homomorphism
φ : ExtdR(k,H
c
I (R))→ k
is in general non-zero, that is a surjection. In general the k-vector space ExtdR(k,H
c
I (R))
is not of finite dimension (cf. Example 4.2).
In the next we are interested in the endomorphism ring of HcI (R). As a consequence
it provides another necessary condition for an ideal I to be a cohomologically complete
intersection.
Lemma 2.8. Let I ⊂ R denote an ideal of a Gorenstein ring (R,m) and c = height I.
Then there is a natural isomorphism
HomR(H
c
I (R), H
c
I (R)) ≃ Ext
c
R(H
c
I (R), R).
Moreover, suppose that H iI(R) = 0 for all i 6= c. Then Rˆ
I ≃ HomR(H
c
I (R), H
c
I (R)) and
ExtiR(H
c
I (R), H
c
I (R)) = 0 for all i 6= 0.
Proof. Consider the short exact sequence of complexes as introduced by the definition
of the truncation complex in 2.1. Apply the derived functor RHomR(H
c
I (R), ·) to this
sequence. So, in the derived category there is a short exact sequence of complexes
0→ RHomR(H
c
I (R), H
c
I (R))[−c]→ RHomR(H
c
I (R),ΓI(E))→
→ RHomR(H
c
I (R), C
·
R(I))→ 0.
Because ΓI(E
·) is a complex of injective R-modules a representative for the complex
in the middle is given by HomR(H
c
I (R),ΓI(E
·)). Now SuppR(H
c
I (R)) ⊂ V (I). Whence
Proposition 1.3 shows that this complex is isomorphic to HomR(H
c
I (R), E
·). So the above
short exact sequence of complexes induces an exact sequence
Extc−1R (H
c
I (R), CR(I))→ HomR(H
c
I (R), H
c
I (R))→
→ ExtcR(H
c
I (R), R)→ Ext
c
R(H
c
I (R), C
·
R(I)).
In order to finish the proof of the first statement it will be enough to show that
ExtiR(H
c
I (R), C
·
R(I)) = 0 for i = c− 1, c.
To this end let C ·R(I)
∼
−→ F · denote an injective resolution of the complex C ·R(I) (cf.
[3]). Then by definition it follows that H i(F ·) = 0 for all i ≤ c and all i > n resp.
H i(F ·) ≃ H iI(R) for c < i ≤ n. Moreover,
ExtiR(H
c
I (R), C
·
R(I)) ≃ H
i(HomR(H
c
I (R), F
·)).
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In order to compute the cohomology of the complex HomR(H
c
I (R), F
·) there is the fol-
lowing spectral sequence
Ep,q2 = Ext
p
R(H
c
I (R), H
q(F ·)) =⇒ Ep+q
∞
= Hp+q(HomR(H
c
I (R), F
·)).
Let p+ q ≤ c. For p ≥ 0 it follows that q ≤ c. Therefore it turns out that
ExtpR(H
c
I (R), H
q(F ·))) = 0 for all p+ q ≤ c.
So that H i(HomR(H
c
I (R), F
·)) = 0 for all i ≤ c as a consequence of the spectral sequence.
This proves the first isomorphism of the statement.
Now assume that H iI(R) = 0 for all i 6= c. Then the complex HomR(H
c
I (R), F
·) is exact.
So there are isomorphisms
Exti−cR (H
c
I (R), H
c
I (R)) ≃ Ext
i
R(H
c
I (R), R) for all i ∈ Z.
By view of Corollary 2.5 this completes the proof. 
The previous result is a slight extension of results of the first author and Stu¨ckrad (cf.
[8, 2.2 (iii)]). There it is shown that the endomorphism ring of HcI (R) is isomorphic to
R for a cohomologically complete intersection ideal I in a complete local Gorenstein ring
(R,m).
Moreover, the previous result has an interesting application. It implies the non-
vanishing of a certain local cohomology module of HcI (R), c = height I.
Corollary 2.9. Let I ⊂ R denote an ideal of a Gorenstein ring (R,m) and c = height I.
Then Hd
m
(HcI (R)) 6= 0 where d = dimR/I.
Proof. By view of Lemma 1.2 (b) it will be enough to show that Extc
Rˆ
(Hc
IRˆ
(Rˆ), Rˆ) does
not vanish. Let us assume that R is a complete local ring. By virtue of Corollary 2.8
there is the following isomorphism HomR(H
c
I (R), H
c
I (R)) ≃ Ext
c
R(H
c
I (R), R). Because of
HcI (R) 6= 0 the endomorphism ring of H
c
I (R) is non-trivial. 
3. Main results
In this section let (R,m) denote a n-dimensional Gorenstein ring. Let I ⊂ R be an ideal
with c = height I and dimR/I = n − c. Then we shall prove our first characterization
of cohomologically complete intersections. To this end let us fix the abbreviation h(p) =
dimRp− c for a prime ideal p ∈ V (I).
Theorem 3.1. With the previous notation the following conditions are equivalent:
(i) H iI(R) = 0 for all i 6= c, i. e. I is a cohomologically complete intersection.
(ii) For all p ∈ V (I) the natural map
H
h(p)
pRp
(HcIRp(Rp))→ E(k(p))
is an isomorphism and H i
pRp
(HcIRp(Rp)) = 0 for all i 6= h(p).
(iii) For all p ∈ V (I) the natural map
H
h(p)
pcRp
(Hc
I cRp
(R̂p))→ E(k(p))
is an isomorphism and H i
pcRp
(Hc
I cRp
(R̂p)) = 0 for all i 6= h(p).
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(iv) For all p ∈ V (I) the natural map
R̂p → Ext
c
cRp
(Hc
I cRp
(R̂p), R̂p)
is an isomorphism and ExticRp(H
c
I cRp
(R̂p), R̂p) = 0 or all i 6= c.
(v) For all p ∈ V (I) the natural map
Ext
h(p)
Rp
(k(p), HcIRp(Rp))→ k(p)
is an isomorphism and ExtiRp(k(p), H
c
IRp
(Rp)) = 0 for all i 6= h(p).
Proof. (i) ⇒ (ii): Let p ∈ V (I). Then height IRp = c (cf. Proposition 1.5) and h(p) =
dimRp/IRp as easily seen. Clearly H
i
IRp
(Rp) = 0 for all i 6= c = height IRp. Therefore
the statement turns out by virtue of Corollary 2.3.
(ii) ⇔ (iii): This equivalence is a consequence of the faithful flatness of Rp → R̂p and
the fact that local cohomology commutes with flat extensions.
(iii) ⇔ (iv): By Matlis duality this equivalence follows by Lemma 1.2 (b). Recall that
h(p) = dimRp− c by definition.
(ii) ⇔ (v): Since both of the conditions localize it will be enough to prove the equiva-
lence for the maximal ideal of a local Gorenstein ring (R,m). Then the equivalence of the
vanishings follow (cf. Proposition 1.4) for X = HcI (R) and all i < d. Moreover it provides
that the natural map ExtdR(k,H
c
I (R)) → HomR(k,H
d
m(H
c
I (R)) is an isomorphism. There
is a commutative diagram
ExtdR(k,H
c
I (R)) → k
↓ ↓
HomR(k,H
d
m
(HcI (R))) → k.
By the construction (cf. Lemma 2.2 and Lemma 2.6) it turns out that the second vertical
map is the identity. Therefore ExtdR(k,H
c
I (R)) → k is an isomorphism if and only if
HomR(k,H
d
m
(HcI (R)))→ k is an isomorphism. Now suppose that H
d
m
(HcI (R)) → E is an
isomorphism. Then it follows easily that ExtdR(k,H
c
I (R)) → k is an isomorphism. The
converse follows by Theorem 3.2 in a more general context.
(ii) ⇒ (i): We proceed by induction on d = dimR/I. In the case of d = 0 the ideal
I is m-primary. Therefore the statement is true because R is a Gorenstein ring. So let
d > 0. By view of Corollary 2.9 dimRp− c = dimRp/IRp and therefore c = height IRp
for all p ∈ V (I). By induction hypothesis it follows that H iIRp(Rp) = 0 for all i 6= c and
all p ∈ V (I) \ {m}. This means that SuppH iI(R)) ⊂ {m} for all i 6= c. Therefore
H im(C
·
R(I)) ≃ H
i(C ·R(I)) ≃ H
i
I(R) for c < i ≤ n
and H i
m
(C ·R(I)) = 0 for i ≤ c and i > n. Because of the assumption for p = m, the
maximal ideal, it follows that H iI(R) = 0 for all i 6= c (cf. Lemma 2.2). 
Before we shall go into the details of the proof of Theorem 0.1 we have to complete the
proof of previous Theorem 3.1 in the light of the Conjecture 2.7. To be more precise we
shall prove the following important result.
Theorem 3.2. With the notion from the beginning of this section the following conditions
are equivalent:
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(i) H iI(R) = 0 for all i 6= c, i. e. I is a cohomologically complete intersection.
(ii) For every p ∈ V (I) it holds
dimk(p) Ext
i
Rp
(k(p), HcIRp(Rp)) = δh(p),i
for all i ∈ Z.
Proof. The implication (i) ⇒ (ii) is a consequence of the previous Theorem 3.1. In order
to prove the reverse implication (ii) ⇒ (i) we proceed by induction on d = dimR/I.
Because R is a Gorenstein ring the claim is obviously true for d = 0. For the next let
d = 1, i.e. n = c+ 1. Then SuppRH
n
I (R) ⊂ {m} and we have to show H
n
I (R) = 0. There
is the following spectral sequence
Ep,q2 = Ext
p
R(R/m, H
q
I (R))⇒ E
p+q
∞
= Extp+qR (R/m, R)
and, as a part of it, the boundary homomorphism
E0,n2 = HomR(R/m, H
n
I (R))
d
→ E2,c2 = Ext
2
R(R/m, H
c
I (R)) = 0.
Moreover there is the isomorphism Ext1R(R/m, H
c
I (R)) = E
1,c
2 ≃ E
1,c
∞
. Recall that all rows
except those with q = c, c + 1 are zero. By the hypothesis this is a one-dimensional k-
vector space. Moreover En
∞
= ExtnR(k, R) is also one-dimensional and therefore E
0,n
∞
has
to be zero. But
0 = E0,n
∞
≃ E0,n3 = Ker d.
and d is injective. But this implies that HnI (R) = 0, as required.
Now let d = dimR/I > 1. By the inductive hypothesis and because of c = height IRp
for all p ∈ V (I) (cf. Corollary 2.9) it follows that SuppRH
i
I(R) ⊂ {m} for all i 6= c.
Therefore H i
m
(C ·R(I)) ≃ H
i
I(R) for all c ≤ i ≤ n and zero elsewhere (cf. Proposition 1.6).
By virtue of Lemma 2.2 the assumption implies that H iI(R) = 0 for all i 6= n − 1, n and
i 6= c. So it remains to show that H iI(R) = 0 for i = n− 1, n. Without loss of generality
we may assume that R is complete since R→ Rˆ is a faithful flat extension and commutes
with local cohomology.
As above let R
∼
−→ E· denote a minimal injective resolution of R. Then define the
complex E·1 = ΓI(E
·)[−c]. By the previous observation it is up to cohomological degrees
d, d − 1 an injective resolution of HcI (R). Moreover let E
·
2 denote a minimal injective
resolution of HcI (R). The assumption on the Bass numbers in (ii) provides that
Ei2 = ⊕p∈V (I),h(p)=iER(R/p),
where ER(R/p) denotes the injective hull of R/p. Therefore there is a comparison map
of complexes φ· : E·2 → E
·
1 such that φ
i is the identity for all i 6= d. Moreover Ed2 =
Ed1 = E(k), the injective hull of the residue field. By Matlis duality it follows that the
endomorphism φd is given by the multiplication with a certain element x ∈ R. It is easily
seen that φ· induces in homological degree d− 1 and d resp. the following isomorphisms
Hn−1I (R) ≃ 0 :E x and H
n
I (R) ≃ E/xE.
Still we have to show that both vanish. To this end let D(·) = HomR(·, E) denote the
Matlis functor. Then
D(Hn−1I (R)) ≃ R/xR and D(H
n
I (R)) ≃ 0 :R x.
12 M. HELLUS AND P. SCHENZEL
The associated prime ideals of R are all of dimension n. We split them into two disjoint
subsets
U = {p ∈ AssR| dimR/(I + p) = 0} and V = {p ∈ AssR| dimR/(I + p) > 0}.
First of all V can not be empty. Since otherwise U = AssR and I is an m-primary ideal in
contradiction to d = dimR/I > 1. Second we claim that U can not be empty. Otherwise
it follows by the Hartshorne-Lichtenbaum Theorem (cf. Proposition 1.7) that HnI (R) = 0.
Therefore the multiplication by x on R is injective and
AssRD(H
n−1
I (R)) = AssR/xR.
In case xR is a proper ideal it implies that p is minimal and of height one for any
p ∈ AssR/xR. Therefore
0 6= HomR(R/p, D(H
n−1
I (R)) ≃ D(H
n−1
I (R/p))
for all p ∈ AssRR/xR. Whence dimR/(p + I) = 0 for all p ∈ AssRR/xR by the
Hartshorne-Lichtenbaum theorem. Because of Rad(I + xR) = m this implies d =
dimR/I ≤ 1, a contradiction.
Now define a and b resp. the intersections of all the primary components of the zero
ideal of R where the corresponding primes belong to U and V resp. Because both, U and
V are non-empty, a as well as b is a proper ideal in R and 0 = a ∩ b. The natural short
exact sequence
0→ R→ R/a⊕ R/b→ R/(a+ b)→ 0
induces an exact sequence
D(Hn−1I (R/(a+ b))→ D(H
n−1
I (R/a)))⊕D(H
n−1
I (R/b))→
D(Hn−1I (R))→ D(H
n−2
I (R/(a+ b))).
In the following we want to compare the maximal members of the supports of the modules
in this exact sequence. Because of Rad(a+ I) = m as follows by the definition of a there
are the following isomorphisms
D(H iI(R/(a+ b)) ≃ D(H
i
m
(R/(a+ b)),
D(H iI(R/a)) ≃ D(H
i
m(R/a))
for all i ∈ Z. For the finitely generated R-modules on the right hand side, the so-called
modules of deficiency, there are estimates of their dimension. In particular
dimD(H i
m
(R/(a+ b))) ≤ n− 1, i = n− 1, n− 2, and dimD(Hn−1
m
(R/a)) ≤ n− 1
because height(a + b) ≥ 1 (and every R/(a + b)-module has dimension at most n − 1).
These estimates in accordance with the above short exact sequence provide the following
equality about associated prime ideals
AssR ∩ AssD(Hn−1I (R)) = AssR ∩AssD(H
n−1
I (R/b)).
In case of HnI (R) 6= 0 there is a prime q ∈ AssD(H
n
I (R)) = Ass(0 :R x). Therefore
dimR/q = n and x ∈ q. This implies that q ∈ AssR/xR = AssD(Hn−1I (R)) and q ∈
AssD(Hn−1I (R/b)) by the previous equality. In particular b ⊂ q since D(H
n−1
I (R/b))
is annihilated by b. Therefore q ∈ V but this is in contradiction to p ∈ AssD(HnI (R)),
which means q ∈ U by the Hartshorne-Lichtenbaum vanishing theorem. We can solve
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this controversy only in case x is a unit. But this proves the vanishing of both of the local
cohomology modules H iI(R), i = n, n− 1, as required. 
As an application we are able to prove Theorem 0.1 of the Introduction.
Proof. Theorem 0.1: Because I is a complete intersection in V (I) \ {m} it follows that
IRm is generated by c elements in Rp for all V (I) \ {m}. That means the conditions
(ii), (ii), and (iv) hold for any localization with respect to p ∈ V (I) \ {m}. Therefore the
equivalence of the conditions (i), (ii), and (iii) follows by virtue of Theorem 3.1. While
the equivalence of (i) and (iv) is a particular case of Theorem 3.2.
Moreover, if I satisfies one of the equivalent conditions the conclusion about H iI(R) are
shown in Corollary 2.8. 
4. Examples and Remarks
Let us discuss the necessity of the local conditions in Theorem 3.1. By the results of Bass
(cf. [1]) a local ring is a Gorenstein ring if and only if dimk Ext
i
R(k, R) = δn,i, n = dimR.
Moreover, let (R,m) be a Gorenstein ring. Then Rp, p ∈ SpecR, is also a Gorenstein ring,
i.e. the Gorenstein property localizes. The following example shows that the property
dimk Ext
i
R(k,H
c
I (R)) = δd,i, d = dimR/I,
does not localize to the corresponding statement for HcIRp(Rp), p ∈ V (I).
Example 4.1. Let k be an arbitrary field. Let R = k[|x0, x1, x2, x3, x4|] denote the formal
power series ring in five variables over k. Let I = (x0, x1) ∩ (x1, x2) ∩ (x2, x3) ∩ (x3, x4).
Then c = height I = 2 and dimk Ext
i
R(k,H
2
I (R)) = δ3,i, i ∈ N. Moreover H
i
I(R) 6= 0 for all
i 6= 2, 3.
Proof. Obviously we have c = 2. Put
I1 = (x0, x1) ∩ (x1, x2), I2 = (x2, x3) ∩ (x3, x4), J = I1 + I2.
By the aid of the Mayer-Vietoris sequence with respect to I1 and I2 it follows that
H iI(R) = 0 for i 6= 2, 3 and H
3
I (R) ≃ H
4
J(R).
Moreover J = J1 ∩ J2 with J1 = (x0, x1, x3, x4) and J2 = (x1, x2, x3), as it is easily seen.
A second use of the Mayer-Vietoris sequence with respect to J1 and J2 gives a short exact
sequence
0→ H4J1(R)→ H
4
J(R)→ E → 0.
Recall that J1 + J2 = m and H
5
m
(R) ≃ E, where m denotes the maximal ideal of R and
E = ER(R/m). Because of H
i
J1
(R) = 0 for all i 6= 4 the truncation process provides a
short exact sequence
0→ H4J1(R)→ ER(R/J1)→ E → 0.
Localizing both exact sequences at x2 implies the following isomorphisms
H4J(R)x2 ≃ H
4
J1
(R)x2 ≃ ER(R/J1).
Recall that x2 acts bijectively on ER(R/J1). Moreover there is the naturally defined exact
sequence
0→ H0x2(H
4
J(R))→ H
4
J(R)
f
→ H4J(R)x2 → H
1
x2
(H4J(R))→ 0.
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In the next step we show that f is an isomorphism. Therefore we have to show that
H ix2(H
4
J(R)) = 0 for i = 0, 1. To this end consider the short exact sequence
0→ H1x2(H
i−1
J (R))→ H
i
x2R+J
(R)→ H0x2(H
i
J(R))→ 0
(cf. [12, Corollary 1.4]). Because of the equality Rad(x2R + J) = (x1, x2, x3)R it follows
that H ix2R+J (R) = 0 for all i 6= 3. With this in mind the previous short exact sequence
implies that f is an isomorphism. This means that H3I (R) ≃ H
4
J(R) ≃ ER(R/J1) and
therefore H3I (R) is an injective R-module.
Finally consider the spectral sequence
Ep,q2 = Ext
p
R(k,H
q
I (R)) =⇒ E
p+q
∞
= Extp+qR (k, R).
Because of ExtpR(k,H
3
I (R)) = 0 for all p ∈ Z it degenerates to isomorphisms
ExtpR(k,H
2
I (R)) ≃ Ext
p+2
R (k, R) for all p ∈ Z.
Because R is a Gorenstein ring it follows that dimk Ext
p
R(k,H
2
I (R)) = δ3,p as required. 
Another problem related to our considerations is the finiteness of the Bass numbers of
HcI (R). Recall that the Bass numbers of a finitely generated R-module are always finite
(cf. [1]). This is not the case for the Bass numbers of HcI (R), c = height I.
Example 4.2. Let k denote a field and R = k[|x, y, u, v|]/(xu− yv), where k[|x, y, u, v|]
denotes the power series ring in four variables over k. Let I = (u, v)R. Then dimR =
3, dimR/I = 2 and c = 1. It follows that H iI(R) = 0 for i 6= 1, 2. The truncation complex
with the short exact sequence (cf. 1.1)
0→ HcI (R)[−c]→ ΓI(E
·)→ C ·R(I)→ 0
induces an injection
0→ HomR(k,H
2
I (R))→ Ext
2
R(k,H
1
I (R)).
Hartshorne (cf. [4, §3]) has shown that the socle of H2I (R) is not a finite dimensional
k-vector space. Therefore, the second Bass number of H1I (R) is infinite.
As mentioned at the beginning a set-theoretic complete intersection is a cohomologically
complete intersection. The converse is not true. Let p ⊂ k[x0, x1, x2, x3] a homogeneous
prime ideal of dimension two. Then p in R = k[x0, x1, x2, x3](x0,x1,x2,x3) is always a co-
homologically complete intersection because H3
p
(R) = 0 by [5, Theorem 7.5]. In the
following we will remark that the property of being a set-theoretic complete intersection
is – by virtue of Theorems 3.1 and 3.2 – also completely encoded in the local cohomology
HcI (R), c = height I.
The following result is a particular case of [7, section 0] or, with more details, in [6,
1.1.4]. For the sake of completeness we include a proof.
Lemma 4.3. Let (R,m) denote a local ring. Let I ⊂ R denote an ideal. Let f1, . . . , fc, c =
height I, be a regular sequence contained in I. Then the following conditions are equivalent:
(i) Rad I = Rad(f1, . . . , fc)R.
(ii) I is a cohomologically complete intersection and f1, . . . , fc is a regular sequence on
HomR(H
c
I (R), E).
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Proof. We show (ii) =⇒ (i). It is easy to see that cd I = 0 if and only if ara I = 0. Now
let f ∈ I denote an R-regular element. Then the multiplication map by f induces an
exact sequence
0→ Hc−1I (R/fR)→ H
c
I (R)
f
→ HcI (R)→ H
c
I (R/fR)→ 0
and the vanishing H iI(R/fR) = 0 for all i 6= c−1, c. Then cd I(R/fR) = c−1 if and only
if f is regular on HomR(H
c
I (R), E). So an induction on c proves the claim.
The converse (i) =⇒ (ii) follows by a similar consideration. 
Because of the previuos arguments it would be of some intererst to understand the
structure of HcI (R), c = height I, in a better way.
Example 4.4. Let R = k[x0, x1, x2, x3](x0,x1,x2,x3) and let p be the defining ideal of the
rational quartic given parametrically by (s4, s3t, st3, t4) in P3k. Therefore
p = (x0x3 − x1x2, x
3
1 − x
2
0x2, x
2
1x3 − x0x
2
2, x1x
2
3 − x
3
2).
By the above remark cd p = 2, so that p is cohomologically a complete intersection. Let
k a field of positive characteristic p. Let n, r, s ∈ N such that pn = 3r + 4s. Then it was
shown (cf. [9, II.2.(ii)]) that p = Rad(F,G), where
F = x31 − x
2
0x2, G = (x
4
2 − x0x
3
3)
pn + 3xr0x
s
1x
4r+2s
2 x
pn
3 (x
r
0x
s
1x
pn
3 − x
4r+2s
2 ).
Therefore F,G is a regular sequence on HomR(H
2
p
(R), E). It is an open problem whether
there is such a regular sequence in the case of char k = 0.
Related to the characterization of a Gorenstein ring and the results in Theorem 3.2
there is the following problem concerning the Bass numbers.
Problem 4.5. A Gorenstein ring (R,m) is a Cohen-Macaulay ring of type 1. That means
the following statement about the Bass numbers. Suppose that dimk Ext
i
R(k, R) = δd,i for
all i ≤ d = dimR. Then dimk Ext
i
R(k, R) = δd,i for all i ∈ Z. We do not know whether it
will be sufficient to replace the condition (ii) in Theorem 3.2 by
dimk(p)Ext
i
Rp
(k(p), HcIRp(Rp)) = δh(p),i for all i ≤ h(p).
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