Introduction
Extracting features from proteins are a deeply studied issue in Bioinformatics (Chou and Zhang, 1995) , since several problems need to extrapolate information from a homogeneous set of proteins (e.g. subcellular localization and proteinprotein interactions).
One of the most used methods is the Chou's pseudo amino acid (PA) composition; many other approaches have been proposed, such as hydropathy scales (Wang et al., 2004; Chou, 2005) , physicochemical distance (Chou, 2000) , digital code (Gao et al., 2005) , complexity factor Xiao et al., 2006b) , digital signal (Xiao and Chou, 2007) , Fourier low-frequency spectrum (Liu et al., 2005) and cellular automata (Xiao et al., 2006a) . In Chou and Cai (Chou and Cai, 2006) , a fusion approach, called 'GOPseAA' predictor that is based on the gene ontology and the pseudo amino acid composition is proposed and the prediction was performed on protein pairs from yeast. A recent review article (Chou and Shen, 2007) reports several methods for extracting features for training a subcellular localization system.
The pseudo Chou's amino acid features can be extracted from each physicochemical property, so several thousands of features can be extracted; hence, a feature selection is very important to extract a subset of useful features. In Nanni and Lumini (Nanni and Lumini, 2008a) , starting from the pseudo Chou's amino acid features, a small set of 'artificial' features is created by genetic programming. These 'artificial' features are obtained combining one or more 'original' features by means of some mathematical operators.
In the last few years, several methods have been proposed for building ensembles of classifiers, the new trend in Machine Learning is to study combination approaches for improving the performance of a stand-alone method (e.g. Sarda et al., 2005; Nanni and Lumini, 2006a; Nanni and Lumini, 2008d) .
The three main categories of multi-classifiers are:
(i) Perturbation of the patterns, each classifier is trained using a different training set or different weights for each pattern are used [e.g. Bagging (Bologna and Appel, 2002) or Boosting (Xie et al., 2006) ]; (ii) Perturbation of the features, each classifier is trained using a different feature set [e.g. random forest (Chen, X-W and Mei, 2005) or random subspace (RS) ]; (iii) Perturbation of the classifiers, each classifier has different values for its parameters or different classifiers are combined [as in (Lan et al., 2007) ].
In particular, several ensemble methods are proposed in the bioinformatics literature, some examples are: microarray classification (Peng, 2005; ; protein fold pattern prediction (Shen and Chou, 2006) , protein subcellular localization prediction (Shen and Chou, 2007; Nanni and Lumini, 2008a) , membrane protein type prediction (Chou and Shen, 2007b) , peptide classification (Nanni and Lumini, 2006b; Nanni and Lumini, 2008b; Nanni and Lumini, 2008c) and signal peptide prediction (Chou and Shen, 2007c) . The aim of this paper is to propose a supervised method for building an ensemble of classifiers based on the perturbation of the features. Since surfaces play a key role in the definition of the functional determinants of proteins (Pattini et al., 2005) , the identification of the exposed residues was considered as a feature in the description of each processed amino acid sequence.
Our tests show that the classifiers trained with features extracted from the amino acid sequence are partially independent of the classifiers trained with features extracted from the amino acids that belong to the surface of the protein, thus combining the two different feature sets, up weights the contribution of the surface residues in the classification performance.
To validate our idea, three different feature extraction methods are used to extract the features from three different data sets, and then these features are used to train two different classifiers. The experimental results show that the proposed ensemble of classifiers permits to outperform the stand-alone approaches and the ensembles built using only features extracted from the primary structure of the proteins.
Methods
In the definition of the protein data sets to be tested with the proposed method, only the peptides for which the threedimensional structure, without additive ligands, was retrievable from the Protein Data Bank were considered.
For each peptide, starting from its 3D atomic coordinates, a space filling model was obtained, where each atom is treated as a volumetric item where a function is defined, which assumes negative values within the sphere that approximate its occupancy and increase gradually outwards vanishing just in correspondence of the van der Waals surface. These items are positioned in a uniform spatial grid, whose resolution was set to 0.9 Å , consistently with the protein data bank (PDB) coordinates; the correspondent function values are summed point to point, obtaining a smoothing effect where the spheres that model the atoms are contiguous or overlapped and then further low-pass filtered to prevent the description of non-representative details (Pattini et al., 2005) .
The isosurface, identified by assigning 1.4 as isovalue, was extracted as solvent accessible surface (SAS) of the protein. The SAS is virtually delineated by rolling a solvent molecule, or a probe, over the van der Waals surface. The trajectory of the center of the solvent sphere describes it. This is equivalent to a van der Waals surface in which the atomic radii have been extended by the probe radius. Usually, a radius of 1.4 Å is used to represent the effective radius of a water molecule (Lee and Richards, 1971) .
After the extraction of the mesh that describes this surface, the exposed residues that constitute the external envelope were identified.
The encoding methods used in this paper for extracting the features from the proteins are the following: (i) 2-grams (2G) (Wu et al., 1992) : a protein is represented by a set of 20 2 pairs of values (v i , c i ), where v i is a couple of amino acids and c i is the counts of that couple in a protein sequence (scaled using the length of the sequence).
(ii) Residue couple (RC) (Guo et al., 2005) (Guo et al., 2005) for details]. (iii) Pseudo amino acid (PA) (Chou and Shen, 2007) : this technique represents a protein with (20 + l) features (l is a parameter denoting the maximum distance between two considered amino acids), the first 20 features are the amino acid composition, the features from 20 + 1 to 20 + l reflect the effect of the sequence order. The PA features are extracted using the web-server available at http://chou.med.harvard.edu/bioinf/PseAA/ that provides the scales of Eisenberg ('Hydrophobicity property') and of Hopp-Woods ('Hydrophilicity property') for the codification of residue hydropathic character, among the many scales that have been proposed in the literature throughout the last three decades.
For each feature extraction method, we have tested two different classification systems:
(i) a stand-alone support vector machine (SVM; SVM is implemented as in the OSU SVM toolbox) (Cristianini and Shawe-Taylor, 2000) ; (ii) a RS of SVMs.
The RS method is the combining technique proposed by Ho (Ho, 1998) . This method modifies the training data set generating K new training sets (K ¼ 50 in this paper), builds classifiers on these modified training sets and then combines them into a final decision rule (the 'sum rule' in this paper). The new training sets contain only a subset (50% in this paper) of all the features.
Note that before the classification, all the features are linearly normalized to [0 1] considering the training data.
Experimental results
The tests have been conducted on the following data sets. (The parameters of SVM are obtained by a grid search using the performance of the stand-alone SVM trained on the PA features.)
DNA-binding proteins (DNA)
This is the data set used by Fang et al. (Fang et al., 2008) that contains 118 DNA-binding proteins and 231 non-DNA-binding proteins. These proteins have less than 35% sequence identity between each pairs. In this data set, we have used as base classifier the linear SVM with the cost of the constrain violation (C) is 1 for the 2G and RC encodings and the radial basis function SVM with the parameters of the radial based kernel (g) is 1 and C ¼ 1000 for the PA encoding. As a testing protocol, the jackknife test (Chou and Shen, 2007 ) is used.
Enzyme (ENZ)
This data set has been created ad hoc for this work. The PDB archive was used to retrieve this data set; it includes proteins annotated as enzymes: 381 hydrolases and 713 enzymes of different kind. The radial basis function SVM with g ¼ 0.1 and C ¼ 10 has been used as base classifier. For testing protocol, the 10-fold cross-validation (Chou and Shen, 2007 ) is used. (It is well known that the jackknife test is the most rigorous testing protocol, anyway due to the large number of samples contained in the enzyme data set, the 10-fold cross validation has been used due to computational issue.)
Go data set (GO)
This data set has been created ad hoc for this work by collecting proteins according to GO annotations, distinguishing between the biological processes 'immune response' (33 proteins) and 'DNA repair' (43 proteins) and between the molecular functions 'substrate specific transporter activity' (39 proteins) and 'signal transducer activity' (53 proteins). Also this data set is extracted from the PDB archive. The presence of highly similar proteins in the same class was avoided removing sequences having more than 30% identity. For testing protocol, the jackknife test is used.
Notice that the features for the PA encoding are extracted using the 'original' implementation available at the webserver and using the parameters reported by the state-of-the-art methods published in the literature [for details on the parameter of the PA encoding please refer to http://chou.med.harvard.edu/bioinf/PseAA/ (if available)]: (Fang et al., 2008) ]; (ii) ENZ data set, W ¼ 0.05, l ¼ 30, properties ¼ 'Hydrophobicity' and 'Hydrophilicity' [as in (Jia et al., 2006) 
The performance for the two-class problems (data sets DNA and ENZ) is evaluated using the error under the receiver operating characteristic (ROC) curve. The error under the ROC curve (EUC; EUC is implemented as in dd_tools 0.95 davidt@ph.tn.tudelft.nl) (Fawcett, 2004 ) is a scalar measure to evaluate performance that can be interpreted as the probability of the classifier which assigns a lower score to a randomly picked positive sample than to a randomly picked negative sample. We preferred EUC to accuracy (error rate) as a performance indicator since it has been shown (Huang and Ling, 2005; Qin, 2005) that EUC is empirically and theoretically better than accuracy, due to the fact that accuracy does not consider the scores of the classifiers, it gives mere positive/negative classification results. In the GO data set, which is a four-class problem, the error rate is used as an indicator and, since SVM is a twoclass classifier, the one versus all (Duda et al., 2001 ) SVM is used for the protein classification.
The evaluation of the proposed approaches considering different feature encodings (2-gram, RC and Chou's PA features), different learning algorithms (standalone SVM versus RS ensemble), as well as different methods for feature extraction ( protein surface residues versus the whole amino acid sequence versus the fusion among them) is reported in Tables I-III and commented in the following subsections. In  Tables I -III , we report the performance (EUC for the data sets DNA and ENZ, error rate for the data set GO) obtained, the varying feature extraction and the classifier, by the following methods:
(i) SEQ, the features are extracted from the amino acid sequence; (ii) SURF, the features are extracted from the amino acids that belong to the surface of the protein; (iii) FUS SUM, an ensemble obtained as the fusion by Sum Rule (Kittler et al., 1998) between SEQ and SURF; (iv) FUS MAX, fusion by Max Rule (Kittler et al., 1998) between SEQ and SURF; (v) SEQ(K ¼ 100), the features are extracted from the amino acid sequence, the parameter K of RS is 100 (and not 50 as in SEQ); in this way, the number of combined classifiers in SEQ (K ¼ 100) is equal to the number of classifiers combined in FUS SUM and FUS MAX (when the RS of classifiers are combined); (vi) RANDOM, the features are extracted from an amino acid sequence randomly extracted from the whole sequence (the number of extracted amino acids is equal to the number of amino acids that belong to the surface of that protein); (vii) FUS2, fusion by Sum Rule between SEQ and RANDOM. The boldfaced values are the best methods (lowest EUC) in each dataset. The boldfaced values are the best methods (lowest EUC) in each dataset.
Protein classification combining surface analysis and primary structure
In Table IV , we report the confusion matrix, for the GO data set, obtained by RS-FUS SUM where the PA features are used. Each column of the confusion matrix represents the instances in a predicted class, whereas each row represents the instances in an actual class. It is clear that the proteins that belong to the 'signal transducer activity' class are very similar to the proteins that belong to the other classes.
In Table V , we report the performance obtained at a given rejection rate by the methods SEQ and FUS SUM coupled to the 2G feature extractor and the RS classifiers. Also this test shows the effectiveness of the proposed fusion method.
Comparison among different feature encodings
The results in Tables I-III show that the Chou's PA feature extraction grants the best performance considering the whole amino acid sequence, while if the extraction is restricted to the solely surface amino acids the best encoding is residue-couple.
The performance strongly depends on the data set: the bad performance obtained by the Chou's PA features extracted from protein surface residues in the GO data set is, in our opinion, due to the fact that in this data set few amino acids belong to the surface (Table VI) , hence it is difficult to extract a good set of Chou's features. Notice that this feature extractor is based on the couple of amino acids whose distance is 1,. . . , l.
In Table VI , we report (i) the average rate between the number of amino acids of a protein and the number of surface amino acids of that protein and (ii) the percentage of proteins in the data set that have less than 100 surface amino acids.
Comparison among different classifiers
The results in Tables I-III show that the RS ensemble permits to improve the performance with respect to that obtained by the stand-alone SVM approach. This confirms the well-known results in machine learning that ensembles of perturbed classifiers often outperform stand-alone classifiers.
As a further test, in Table VII we report the performance obtained combining the classifiers trained using the 2-gram and the Chou's PA features: both the features extracted from the amino acid sequence (method SEQ) and from the amino acids that belong to the surface of the protein (method SURF) are used. These results are interesting if compared with the performance obtained on the DNA and ENZ data set by the state-of-the-art methods proposed by Fang et al. (Fang et al., 2008) and Jia et al. (Jia et al., 2006) , respectively. Both approaches were based on the Chou's PA features, extracted from the amino acid sequence and classified by an optimized SVM, thus their performance in terms of EUC can be assimilated from the results reported in the first row of Table III (0.087 for DNA and 0.309 for ENZ). In this work, we show that the use of a RS classifier, trained on different encodings, can noticeably improve those results (second row of Table VII: 0.067 for DNA and 0.275 for ENZ).
Comparison among different methods for feature extraction
The main aim of this work is to show that the features extracted from the amino acids that belong to the surface are useful in the classification process. Thus, in this subsection, we compare the classification results obtained by the different methods for feature extraction listed in section 3; in particular, we are interested to show that the contribution of the surface amino acids is partially independent from that of the features extracted from the whole primary structure, and this property can be used to build an ensemble of classifiers. The results in Tables I -III show that: (i) the choice of superficial amino acids is significant for our classification problems, since the performance obtained by RANDOM (which is a random selection of The boldfaced values are the best methods (lowest EUC) in each dataset.
L. Nanni et al. amino acids from the whole primary structure) is lower than that obtained by SURF in all the tested feature extraction methods and classification problems; (ii) the performance obtained by SURF is lower than that obtained by SEQ, anyway the results of Q-statistics reported in Table VIII show that the two approaches are partially independent and can be combined in an ensemble; the good performance of FUS confirms this finding; (iii) the fusion between SEQ and SURF obtains the best results among the tested methods, in particular the best fusion is the combination by the SUM rule; the statistically significant difference between the results obtained for FUS SUM and FUS MAX using a stand-alone SVM classifier are confirmed by the Wilcoxon signed-rank test (Demsar, 2006) on all the encodings and data sets. The null hypothesis is that there is no difference between the accuracies of the two classifiers: the results demonstrate that we can reject the null hypothesis (level of significance 0.05) and accept that the two classifiers have significant different accuracies. (iv) the choice of superficial amino acids is significant also for combination purposes: the fusion between SEQ and SURF (FUS SUM) outperforms the fusion between SEQ and RANDOM (FUS2) also by a statistical point of view, as confirmed by the Wilcoxon signed-rank test (the null hypothesis, that there is no difference between the accuracies of the two classifiers is rejected with a level of significance of 0.10). (v) SEQ (K ¼ 100) obtains performance similar to SEQ and lower than FUS SUM, this is a further empirical confirmation of the goodness of the idea to combine SEQ and SURF; this result has also been statistically demonstrated by the Wilcoxon signed-rank test, by rejecting the null hypothesis [i.e. there is no difference between the accuracies of the two classifiers SEQ (K ¼ 100) and FUS SUM] with a level of significance of 0.10.
As a further experiment, we investigated the relationship among the different methods for feature extraction by evaluating the error independence between SEQ and SURF using the stand-alone SVM classifier and the basic 2-grams encoding. Table VIII reports the average Yule's Q-statistic (Kuncheva and Whitaker, 2003) in the three tested data sets. For two classifiers G i and G j the Q-statistic is a posteriori measure defined as:
where N ab is the number of instances in the test set classified correctly (a ¼ 1) or incorrectly (a ¼ 0) by the classifier G i , and correctly (b ¼ 1) or incorrectly (b ¼ 0) by the classifier G j . Q varies between 21 and 1; Q i,j ¼ 0 for statistically independent classifiers. Classifiers that tend to recognize the same patterns correctly will have Q . 0, and those which commit errors on different patterns will have Q , 0. In this problem, the Q-statistic values are low enough to validate the partial independence of the methods used for feature extraction [as empirically demonstrated in several papers (Nanni, 2006) ].
Conclusions
The motivation of this work is the lack of an extensive comparison among the features that can be extracted from the primary structure and the features extracted from the surface analysis of the protein.
In the context of important classification problems such as DNA-binding proteins classification and enzyme classification, we have proposed to build an ensemble of classifiers using features extracted by the amino acid sequence and features extracted by the amino acids that belong to the surface of the protein. The reported results show that the proposed method, based on the fusion between SEQ and SURF, has outperformed several other methods used in the tested problems. The statistically significant difference between the results obtained by the proposed method and the results obtained by SEQ are confirmed by the Wilcoxon signed-rank test.
In our tests, the Chou's PA feature extraction grants the best performance when the features are extracted from the whole amino acid sequence, while if the features are extracted from the surface amino acids, the best encoding is residue-couple. The bad performance obtained by the Chou's PA features extracted from protein surface residues, particularly in the GO data set, in our opinion, is due to the fact that when few amino acids belong to the surface it is difficult to extract a good set of Chou's features.
We have used, for simplicity, only the unweighted fusion rules, obtaining a performance improvement with respect to the stand-alone approach, based on the primary sequence, which is not substantial but always present in all the tested combinations. This result suggests that testing ad hoc fusion approaches enhances the performance. In our preliminary tests, better performance have been obtained using the weighted rule. In the weighted sum rule to each classifier is assigned a given weight. In Table IX , we report some preliminary results obtained on the DNA data set using the 2G features. The EUC reported here is obtained combining SEQ and SURF by the weighted sum rule where the weight of SURF is 1 while the weight of SEQ is W. The boldfaced values are the best methods (lowest EUC) in each dataset.
Protein classification combining surface analysis and primary structure Possible improvements and extensions of this work are related to the analysis of other features that can be extracted from the surface, for example the MolMol software (Koradi et al., 1996) permits to extract different features by modifying the definition of compact 3D surface.
In our opinion, it could be interesting to combine amino acid-based features with the features extracted considering the functional domains composition (Lu et al., 2007) of the protein. For example, to extract the functional domains composition features, the PFAM database (Bateman et al., 2000) could be used.
