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question ou une remarque intéressante. Sa polyvalence et sa culture
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Merci à toutes les personnes qui ont croisé ma vie de près ou de loin
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confiance. Je vous aime.
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La théorie de l’indice est un vaste domaine mathématique ayant
pour qualité remarquable d’allier plusieurs branches des mathématiques
modernes, tels que les équations aux dérivées partielles, la géométrie
différentielle, la topologie et la théorie des opérateurs. Elle devint un su-
jet à part entière dès lors que I. Singer et M. Atiyah publièrent leur suite
d’articles ([AS68a] , [AS68b], [AS63]). Outre les formules d’indice et
les applications qu’ils y développèrent, ces articles introduisirent des
outils qui ouvrirent la voie à de nouveaux domaines des mathématiques.
Le théorème de l’indice classique d’Atiyah et Singer consiste à calcu-
ler l’indice d’un opérateur elliptique par des formules topologiques, mo-
tivé par Gelfand, qui remarqua la propriété d’invariant par homotopie
de l’indice. Les noyaux et conoyaux d’un opérateur pseudodifférentiel
elliptique D sur une variété compacte M étant de dimension finie, son
indice de Fredholm peut alors être défini par :
IndpDq “ dimpkerDq ´ dimpcokerDq
Or, un résultat important stipule que le morphisme d’indice peut
être représenté en K-théorie par un morphisme dit d’indice analytique
Inda : K
0pT ˚Mq ÝÑ Z









ce qui revient à dire que l’indice d’un opérateur elliptique sur la variété
compacte M peut être calculé par l’indice analytique de son symbole
principal. On peut alors utiliser les outils très riches de K-théorie
pour manipuler les indices d’opérateurs elliptiques. Dans la suite, ce
théorème a permis de donner une formule cohomologique en termes de
classes caractéristiques [AS68b].
Depuis lors, beaucoup d’intentions de généraliser ce théorème ont
été menées à bien. Dans la foulée, Atiyah et Singer ont démontré
un équivalent de leur théorème pour une famille de variétés, c’est à
dire une variété fibrée, et dans ce cas particulier, l’indice analytique
d’opérateurs n’est plus entier, mais il prend ses valeurs dans un groupe
de K-théorie. D’autre part, avec V. K. Patodi, ils ont donné une ver-
sion de leur théorème pour le cas à bord, communément appelé le
théorème d’Atiyah-Patodi-Singer. Plus tard, Melrose démontra d’une
autre manière ce theorem en 1993 [Mel93], qui développa le calcul
pseudodifférentiel adapté aux problèmes de bord, le b-calcul, pour le
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faire.
Un mouvement s’est développé, initié par A. Connes, vers la théorie
de l’indice d’opérateurs pseudodifférentiels dans le cadre des groupöıdes
de Lie. Connes a démontré le théorème de l’indice à l’aide du groupöıde
des paires d’une variété compacte et de son groupöıde tangent [Con94].
Il s’agissait dans un premier temps de définir l’indice analytique d’une
variété différentielle C8 comme composée de morphismes des groupes
de K-théorie des C˚-algèbres du groupöıde tangent du groupöıde des
paires M ˆ M et de ses restrictions, comme suit :









où e0 et e1 sont respectivement les morphismes induits en K-théorie
des restrictions à t “ 0 et à t “ 1 de la C˚-algèbre du groupöıde tangent
Gtan :“ M ˆ Mˆs0, 1s \ TM ˆ t0u. Ce dernier est un groupöıde de
déformation du groupöıde des paires M ˆ M en son algébröıde de Lie
TM .
Ensuite, après avoir défini un morphisme de groupöıdes de Lie hT :
Gtan ÝÑ R
N à partir d’un plongement de M dans un espace euclidien
RN , où N est pair, il va utiliser un isomorphisme en K-théorie, dit de
Connes-Thom, du groupöıde tangent Gtan vers le groupöıde de l’action





ainsi que ses analogues pour les deux restrictions de Gtan.
Les groupöıdes produit semi-directs étant libres et propres, ils sont
Morita-équivalents à leur espace d’orbite, ce qui induit des isomor-
phismes en K-théorie qui vont, avec les isomorphismes de Connes-










































où HT “ Gtan ˙ R
N et Hi pour i “ 0, 1 sont ses restrictions à 0
et à 1 et DNCpRN ,Mq est une variété de déformation définie dans la
section 2.1 du chapitre 2.
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Or, la ligne du bas, composée avec les morphismes de Bott et Thom
comme dans le diagramme, correspond à la définition de l’indice topo-
logique. Le diagramme donne donc le théorème de l’indice.
L’idée de généraliser ce procédé amène plusieurs questionnements.
D’abord, dans le cas d’une variété singulière, il faut trouver un groupöıde
de Lie qui va pouvoir remplacer le groupöıde des paires. Plusieurs solu-
tions ont été trouvées : B. Monthubert [Mon03] construit un groupöıde
permettant de faire du calcul pseudodifférentiel dans le cas des variétés
à coins, C. Debord, J-M. Lescure et V. Nistor [DLN09] donnent un
théorème de l’indice pour les variété à singularités coniques.
Le souci est alors de pouvoir donner un point commun à des
groupöıdes qui à priori ne se ressemblent pas, afin, étant donné une
situation singulière, de pouvoir construire un groupöıde de Lie qui per-
mettra de définir un calcul pseudodifférentiel sur la variété singulière
étudiée. Pour bien respecter la géométrie de la variété singulière, il faut
considérer un algébröıde de Lie particulier, dont les sections vont four-
nir les champs de vecteurs adéquats.
Un tel algébröıde de Lie a été proposé par R. Melrose dans [Mel93]
dans le cas du b-calcul comme rescaling d’un fibré vectoriel muni d’une
filtration par rapport à une hypersurface. M. Lanius , dans [Lan16],
donne un nombre important d’exemples classiques de ”rescaling”
d’algébröıde de Lie :
Soit une variété M et une sous-variété L de codimension 1. On se
munit d’un algébröıde de Lie A au dessus de M , et d’un algébröıde de
Lie F Ă AL au dessus de L. Alors on peut construire un algébröıde de
Lie FA ÝÑ M dont l’ensemble des sections est isomorphe au module
projectif de type fini :
D :“ tu P Γ8pM,Aq : u|L P Γ
8pL, F qu
Celui-ci définit une géométrie adaptée aux contraintes données, et
permet de couvrir toute une batterie d’exemples classiques.
En effet, choisir A “ TM et F “ 0 le fibré nul permet de définir
le fibré 0-tangent 0TM introduit par R. Mazzeo et R. Melrose dans le
cas des variétés à bord, pour traiter de géométrie hyperbolique. Locale-
ment, si l’on pose x, y1, . . . , yn un système de coordonnées au voisinage







, . . . , x
B
Byn
est une base de champs de vecteur de 0TM . On peut alors donner une
base duale du cotangent associé, puis construire une métrique, ou des
crochets de Poisson.
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Un autre exemple serait l’exemple de la géométrie cylindrique en
appliquant la construction à A “ TM et F “ TL, ce qui nous donnerait
le fibré b-tangent bTM introduit par Melrose pour traiter du b-calcul
pseudodifférentiel. Localement, on obtiendrait au voisinage d’un point











Le coté très intéressant de cette construction, outre le fait de donner
un support pour développer la théorie de Poisson dans des cas singu-
liers, est qu’elle est fonctorielle. On peut itérer le ”rescaling”, ce qui
augmente le nombre d’exemples traités par ce procédé.
L’étape suivante serait de pouvoir construire un groupöıde de Lie
qui intégrerait cet algébröıde de Lie. Celui-ci serait alors un très bon
candidat pour donner un théorème de l’indice dans le cas étudié. Un tel
groupöıde peut-être construit en tant que blowup (Blup) de groupöıde
de Lie comme introduit par M. Gualtieri et S. Li dans [GL14] et par
C. Debord et G. Skandalis [DS17]. Nous utiliserons la construction de
ces derniers dans cette thèse.
Il s’agit, étant donné un groupöıde de Lie H �� �� M et un sous-





comme un quotient par l’action naturelle de R˚ d’un sous-ensemble de
la déformation au cône normal DNCpH,Gq. Des exemples classiques
sont développés dans la section 3.3, comme le groupöıde du b-calcul, le
groupöıde d’une famille de variété à bord, etc...
Cette construction est fonctorielle, et vérifie la propriété :
ApBluppH,Gqq “ BluppAH,AGq.
Dans cette thèse, on utilise le Blup de Debord-Skandalis pour
généraliser la construction d’A. Connes [Con94] pour le cas classique
et de P. Carrillo Rouse, J-M. Lescure et B. Monthubert [CRLM14]
pour le cas à bord et ainsi donner des théorèmes de l’indice classique
et de Fredholm pour un ensemble de groupöıdes.
Si l’on se donne un groupöıde de Lie G2 Ñ M̃ et un sous groupoide
de Lie G1 Ñ L au dessus d’une sous-variété L de M̃ , alors on définit






Dans la suite, on choisit L de codimension 1 et on peut alors iden-
tifier BluppM̃, Lq avec M̃ .
On va considérer plus précisément la composante s-connexe de la
restriction de celui-ci à M :“ ρ´1pR`q, notée ΓbpG2, G1q comme dans
la définition 3.4.1, où ρ est une fonction de définition de L (voir section
3.4).
Viennent alors un morphisme en K-théorie d’indice analytique et
un morphisme d’indice de Fredholm.
L’indice analytique associé au groupöıde de Lie ΓbpG2, G1q est le
morphisme en K-théorie :
Inda : K0pC
˚pAΓbpG2, G1qq ÝÑ K0pC
˚pΓbpG2, G1qqq
qui se définit par la composée e1 ˝ e
´1
0 des morphismes induits en K-
théorie des restrictions de la C˚-algèbre du groupöıde tangent.





trictions du groupöıde tangent à des sous-ensembles saturés (voir
définition 1.1.5) de M ˆ r0, 1s, on obtient la définition suivante, bien
détaillée dans la section 4.1 :
L’indice de Fredholm associé au groupöıde de Lie ΓbpG2, G1q est le
morphisme en K-théorie :
IndFa : K0pC






qui se définit par la composée e˝ ˝ e
´1
B des morphismes induits en K-
théorie des restrictions du groupöıde tangent.
Afin de donner des théorèmes de l’indice pour ce groupöıde de
Lie, nous ajoutons des hypothèses sur l’immersion de groupöıde de Lie
considérée. Nous supposons qu’il existe un morphisme de groupoides
de Lie
h2 : G2 Ñ R
N ˆ RN
avec RN ˆ RN le groupoide des paires compatible avec ρ dans le sens
où la restriction de h2 à G2|M est un morphisme à valeurs dans
R
N´1 ˆ R` ˆ R
N´1 ˆ R` et dont la restriction à G1 donne un (sous-)
morphisme h1 : G1 Ñ R
N´1 ˆ RN´1. Nous résumons cette situation
dans le diagramme suivant
G2
h2








où les flèches verticales représentent les inclusions de groupöıdes (on
supposera toujours dans cette thèse, sauf indication du contraire que
RN´1 est identifié à RN´1 ˆ t0u dans RN).




N ˆ RN ,RN´1 ˆ RN´1q
qui va induire le morphisme que l’on considérera par la suite : le mor-




oùRN est vu comme groupe additif et donné par la composé de Γph2q :“
Blupph2q|ΓbpG2,G1q suivi du morphisme de groupoide de Lie
ΓbpR
N ˆ RN ,RN´1 ˆ RN´1q
hNÝÑ RN ,
défini en (3.4) dans [CRLM14]. On rappelle son expression explicite
dans la section 3.4.
Il peut alors être construit un groupöıde produit semi-direct induit
du morphisme de groupöıdes de Lie h :
ΓbpG2, G1q ˙h R
N
Ñ M ˆ RN .
Nous allons nous intéresser dans la suite à certains cas de couple
pG2, G1q comme ci-dessus pour lesquels on ait des morphismes vers
pRN ˆRN ,RN´1 ˆRN´1q tels que le groupöıde produit semi-direct soit
libre et propre. Il suffit de choisir des quadruplés pG2, G1, h2, h1q b-
principaux comme dans la définition 3.4.3 pour obtenir cette propriété





est libre et propre (où hT : ΓbpG2, G1q
tan ÝÑ RN est induit de h), et
la proposition 3.4.2 nous dit que les produits semi-directs associés aux
restrictions de ΓbpG2, G1q
tan le sont également.
On va alors obtenir dans un premier temps des isomorphisme de
Connes-Thom qui nous donnerons deux diagrammes commutatifs, que
l’on peut d’ores et déjà compléter par une troisième ligne car, comme
les groupöıdes semi-directs sont tous libres et propres, ils sont Morita
équivalents à leur espace d’orbite, et donc ont même groupe de K-







































































































où les espaces d’orbites sont définis dans la section 4.2.
Si l’on définit l’indice topologique comme le morphisme enK-théorie
topologique
Indt : K
0pA˚ΓbpG2, G1qq ÝÑ K0pC
˚pΓbpG2, G1qqq,
développé dans la définition 4.2.1, le premier diagramme commutatif
nous donne le
Théorème 4.2.1. Pour un quadruplé b-principal pG2, G1, h2, h1q,
l’indice analytique et l’indice topologique de ΓbpG2, G1q cöıncident, i.e.
Inda “ Indt.
Avec la définition de l’indice de Fredholm topologique
IndFt : K0pC




développé dans la définition 4.2.2, le deuxième diagramme commutatif
nous donne le
Théorème 4.2.2. Pour un quadruplé b-principal pG2, G1, h2, h1q,
l’indice de Fredholm et l’indice de Fredholm topologique de ΓbpG2, G1q




Un des exemples fondamentaux d’application de ces résultats que
l’on se propose d’approfondir dans cette thèse est le cas d’une famille
de variétés à bord. Soit une variété compacte lisse M̃ et une hypersur-
face L. On pose une fibration φ : M̃ ÝÑ B, qui induit une fibration
φL : L ÝÑ B sur la sous-variété. On munit M̃ d’une fonction de
définition ρ : M̃ ÝÑ R de L et on pose M :“ ρ´1pR`q.





Lq et on le note Γφb pMq. C’est le groupöıde de Lie
du calcul pseudo différentiel du cas des familles à bord inspiré du
groupöıde associé à une famille transverse de sous-variétés de Mon-
thubert [Mon03] et on note bTφM son algébröıde de Lie. Cela nous




qui se définit par la composée e1 ˝ e
´1
0
des morphismes induits en K-
théorie des restrictions du groupöıde tangent.
Comme on traite un cas particulier, on sait déjà que le groupöıde





est libre et propre, et un calcul de son espace d’orbite nous donne une
variété contractile (voir la proposition 4.3.1). Par conséquent, l’indice
analytique est nul, et si l’on définit l’indice topologique comme dans le
cas général, il sera nul aussi. On obtient trivialement un théorème de
l’indice.
Comme décrit dans [ACR17], ce résultat permet de montrer (dans
le cas M compacte) que tous les opérateurs longitudinaux elliptiques
associé à ce groupoide sont perturbables dans un opérateur de Fredholm
dans le sens où (au moins à homotopie stable près) on peut le perturber
par un opérateur régularisant pour avoir un opérateur de Fredholm.
Ceci donne une autre preuve du résultat montré d’abord par Melrose et
Piazza ([MP97]) pour les opérateurs de Dirac et par Melrose et Rochon
([MR04]) pour les opérateurs pseudodifférentiels. Dans [ACR17], on
montre que la preuve ci-dessus s’étend au cas des feuilletages, cette
fois-ci grâce à un calcul de l’indice topologique.
L’indice de Fredholm a par conséquent une utilité d’autant plus
flagrante dans cet exemple.
Si on pose MF :“ pM ˆ r0, 1sqzpL ˆ t1uq un ouvert saturé de M ˆ
r0, 1s, et si on pose MB :“ MFzp
˝











au fermé saturé MF .
Dans ces conditions, on introduit l’indice de Fredholm du groupöıde




qui se définit par la composée e˝ ˝ e
´1
B des morphismes induits en K-
théorie des restrictions du groupöıde tangent.






































































Ainsi, si l’on considère l’indice topologique de Fredholm comme
étant la composition des flèches courbées et de la flèche de K-théorie
topologique du bas du diagramme, on a :
Théorème 4.3.1. L’indice analytique de Fredholm et l’indice topo-
logique de Fredholm du groupöıde Γφb pMq cöıncident.
On veut alors calculer cet indice de Fredholm.
Dans [MP12], Moriyoshi et Piazza donnent une nouvelle approche
de la théorie de l’indice supérieure sur des structures géométriques à
bord basée sur l’utilisation de la cohomologie cyclique et sa dualité
avec la K-théorie. Pour le cas de certaines fibrations, ils prouvent une
formule du type Godbillon-Vey pour les opérateurs longitudinaux.
On peut se demander dans quels cas le morphisme d’indice ci-dessus
peut-il être calculé de manière topologique ? Nous allons mettre en rela-
tion nos calculs avec la formule d’indice pour des familles d’operateurs
de Dirac par Melrose et Piazza dans [MP97] et obtenir une nouvelle
expression pour le terme de bord ”Eta”.
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Résumé des chapitres. Nous donnerons ici un plan détaillé des
chapitres qui composent la thèse. Le premier chapitre constitue une
base de préliminaires nécessaires aux théories développées dans les
autres chapitres. Le deuxième chapitre contient la construction de la
déformation au cône normal, ainsi qu’un théorème de l’indice dans le
cas d’une variété compacte. Dans le troisième chapitre, il sera question
de la construction du Blup de Debord-Skandalis pour des variétés puis
pour des groupöıdes de Lie ; quelques propriétés seront données en-
suite, ainsi que des constructions permettant de donner des théorèmes
de l’indice. Le quatrième et dernier chapitre contient des théorèmes de
l’indice pour une classe de variétés singulières construites à partir des
constructions de la fin du chapitre précédent, et l’exemple très expli-
cite du cas d’une famille de variétés à bord. Il se clora par une formule
cohomologique
Chapitre 1. Groupöıdes de Lie :
Dans ce chapitre, on rappelle des définitions et propriétés très clas-
siques et largement développés dans toute la littérature sur les groupöıdes
de Lie [CR07] , [ANS06].
Dans la première partie, on définit un groupöıde de Lie et on en pro-
fite pour donner quelques exemples classiques ainsi que les construction
que l’on va utiliser dans la thèse, telles que les pullback de groupöıdes
de Lie, ou encore les recollements. Afin de mettre les groupöıdes de
Lie dans une catégorie adaptée à la théorie de l’indice, on va également
définir les équivalences de Morita qui joueront le rôle des isomorphismes
dans cette catégorie. On rappellera que la K-théorie est invariante par
équivalence de Morita.
On s’intéresse ensuite aux algébröıdes de Lie en les définissant, en
donnant des exemples classiques, puis en développant quelques construc-
tions. On calcule également l’algébröıde de Lie naturelle d’un groupöıde
de Lie.
Il est ensuite question des C˚-algèbres de groupöıdes de Lie, construites
comme une complétion de l’algèbre de convolution de ce dernier.
Chapitre 2. Groupöıdes de déformation et théorèmes de
l’indice :
Dans ce chapitre, il est question des différentes constructions dont
on a besoin autour des groupöıdes de Lie afin de développer la théorie
de l’indice.
Dans la première partie, nous rappellerons la définition et les pro-
priétés de la déformation au cône normal de variétés ainsi que des
exemples incontournables tel que le cas des espaces vectoriels RN .
La fonctorialité de ce procédé sera alors redémontrée afin d’en suite
définir la déformation au cône normal des groupöıdes de Lie à travers
le groupöıde normal. Ceux-ci sont l’exemple primordial des groupöıdes
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de déformation. Le plus important est le groupöıde adiabatique qui
”code” la déformation d’un groupöıde de Lie sur son algébröıde de Lie.
Dans la seconde partie, on mentionne des notions de K-théorie et
de théorie de l’indice d’Atiyah-Singer pour le cas d’une variété com-
pacte. On donnera des propriétés utiles pour la suite, ainsi que le
théorème de l’indice pour une variété compacte, faisant entrer en jeu le
groupöıde des paires et son groupöıde tangent, introduits dans [Con94]
et également repris dans [CR07].
Chapitre 3. Blups de Debord-Skandalis :
Ce chapitre se concentre sur la définition et les applications du Blup
de Debord-Skandalis [DS17]. Il s’agit d’un quotient de la déformation
au cône normal par une action de R˚.
Dans un premier temps, nous définissons le Blup d’un couple de
variété, puis nous redémontrons la fonctorialité du procédé afin de fi-
nir par définir le Blup d’un couple de groupöıdes de Lie. Une série
d’exemple sont présentés.
Nous finissons ce chapitre par la construction d’un groupöıde semi-
direct induit d’un morphisme de groupöıdes de Lie de la composante
s-connexe d’un blup de groupöıdes de Lie ΓbpG2, G1q vers R
N vu comme
groupe additif. Il sera donné un cadre dans lequel ce groupöıde ainsi
que ses analogues pour le groupöıde tangent et ses restrictions sont
libres et propres, ce qui nous permettra dans le chapitre suivant de
développer des théorèmes de l’indice. On dira que l’on se muni d’un
quadruplé b-principal.
Chapitre 4. Théorie de l’indice pour une classe de variétés
singulières :
Ce chapitre traite des groupöıdes de Lie formant des quadruplés
b-principaux. Il s’agit de quadruplés pG2, G1, h2, h1q où G1 ÝÑ G2
est une immersion de groupöıdes de Lie au dessus d’une inclusion de
variété L ÝÑ M (L étant une sous-variété de M de codimension 1), et
h1 et h2 sont des morphismes de groupöıdes de Lie de G1 et G2 vers
les groupöıdes des paires RN´1 ˆ RN´1 et RN ˆ RN vérifiant certaines
conditions (voir définition 3.4.3).
Dans ce cadre, nous donnerons des morphismes d’indice analytique
et de Fredholm pour le groupöıde de Lie ΓbpG2, G1q. Nous donnons en-
suite des morphismes de type Connes-Thom pour plusieurs restrictions
de son groupöıde tangent. En utilisant le caractère libre et propre des
groupöıdes semi-directs utilisés, on démontrera enfin des théorèmes de
l’indice.
Un exemple qui est bien explicité dans ce travail est le cas d’une
famille de variétés à bord. Dans ce cas, nous choisissons un groupöıde
de Lie inspiré du groupöıde du b-calcul de [CRLM14] afin de donner
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un théorème de l’indice classique et un théorème de l’indice de Fred-
holm. Toutes les étapes de la partie précédente sont menées à bien.
Nous calculons les orbites explicitement dans cet exemple et donnons
les deux théorèmes de l’indice. Nous finissons par donner une formule




Ce chapitre traite des groupöıdes de Lie. Dans un premier temps,
nous rappelons la définition des groupöıdes de Lie, des algébröıdes de
Lie et le rapport qu’il y a entre les deux notions. Nous nous attardons
ensuite sur les C˚-algèbres associées. Pour plus de détails sur ces objets,
le lecteur peut se référer à [Ren80], [MM03] et [Mac87]. Enfin, nous
utilisons la K-théorie des C˚-algèbres de groupöıdes de Lie [Kha09]
pour donner un théorème de l’indice classique en utilisant le groupöıde
tangent d’Alain Connes [Con79].
1.1. Groupöıdes de Lie
1.1.1. Définitions.
Définition 1.1.1. Un groupöıde de Lie G s
��r �� M est la donnée
des éléments suivants :
. Deux variétés différentielles G et M appelées respectivement
espace des flèches et espace des unités du groupöıde,
. Une submersion ”source” s : G ÝÑ M et une submersion
”but” r : G ÝÑ M ,
. Une application lisse ”produit” m : G ˆ G ÝÑ G qui n’est
définie que sur le sous-ensemble : Gp2q :“ tpγ, δq P G ˆ
G|spγq “ rpδqu. On dit qu’un couple dans Gp2q est un couple
de flèches composables.
Pour alléger les écritures, on note souvent : mpγ, δq “ γδ.
. Une immersion ǫ : M ÝÑ G appelée morphisme des unités du
groupöıde, qui a pour propriété d’être à la fois une r-section et
une s-section. Par abus de langage, on omet souvent d’écrire
u : ǫpxq “ x.
. Un difféomorphisme ”inverse” idempotent i : G ÝÑ G. Par
analogie avec les groupes de Lie, on note souvent ipγq “ γ´1.
Ces applications vérifient les relations algébriques suivantes,
pour γ, δ, η P G et x P M :
— rpγδq “ rpγq et spγδq “ spδq,
— rpγ´1q “ spγq et spγ´1q “ rpγq,




— γ.x “ γ et x.δ “ δ, où spγq “ x “ rpδq,
— γγ´1 “ ǫ ˝ rpγq et γ´1γ “ ǫ ˝ spγq.
Toutes ces propriétés ont l’air assez lourdes avec ce formalisme, mais
cette approche s’avère extrêmement efficace quand il s’agit d’exploiter
les groupöıdes de Lie d’un point de vue de la géométrie différentielle.
Il existe une autre manière de considérer la structure algébrique
d’un groupöıde de Lie. En effet, on peut le considérer comme une
petite catégorie où toutes les flèches sont inversibles. L’ensemble des
flèches de la catégorie sera alors assimilé à G, l’ensemble des objets de
la catégorie à M , et toutes les propriétés algébriques découleront de la
définition même de catégorie. L’application m sera alors vue comme la
composition de flèches.
Définition 1.1.2. Soit G Ñ M un groupöıde de Lie. On dit qu’un
groupöıde de Lie F Ñ L est un sous-groupöıde de Lie de G si F est
une sous-variété de G et L est une sous-variété de M .
Définition 1.1.3. Soit G Ñ M un groupöıde de Lie. Pour x P M ,
on note Gx :“ s
´1pxq l’ensemble des flèches de G ayant pour source x
et Gx :“ r´1pxq l’ensemble des flèches de G ayant pour but x. Ce sont
des variétés lisses.
L’ensemble Gxx :“ G
xXGx est appelée groupe d’isotropie de x ; c’est
un groupe de Lie.
Si A Ă M est une partie de M , on note de même GA :“ s
´1pAq et
GA :“ r´1pAq.
Définition 1.1.4. Soit G Ñ M un groupöıde de Lie. L’orbite d’un
point x P M dans G est l’ensemble
0rbx :“ Gx Y G
x.
Définition 1.1.5. Soit G un groupöıde de Lie au dessus de M . Une
sous-variété A Ă M est dite saturée par G si A est l’union d’orbites
de G. En d’autres termes, on peut définir une sous-variété GAA “: G|A
de G au dessus de A composée de flèches de source et de but dans A,
qui aura la structure de groupöıde de Lie de G induite par restriction.
On dit alors que G|A est un sous-groupöıde de Lie saturé de G.
Définition 1.1.6. Un morphisme de groupöıde de Lie f de G Ñ M










vérifiant les relations, pour γ, δ P G, x P M ,
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— fpγδq “ fpγqfpδq,
— fpγ´1q “ fpγq´1,
— uH ˝ f0pxq “ f ˝ uGpxq.
1.1.2. Exemples. Nous donnons ici de nombreux exemples,
différemment détaillés selon les cas. Le groupöıde d’holonomie aura un
traitement particulier car il nous sera très utile par la suite.
Pour les premiers exemples, on remarquera la naturalité des construc-
tions. On construit un groupöıde de Lie associé à une structure
différentielle, et le groupöıde comporte exactement toutes les informa-
tions de la structure, dans le formalisme des catégories. C’est une des
raisons pour lesquelles cet outil est idéal pour modéliser des structures
différentielles d’un système physique. Il est largement utilisé dans le
domaine.




est un groupöıde de Lie, où e est l’élément neutre du groupe et la source
et le but sont les applications constantes à e, et la composition est la
multiplication du groupe de Lie.
1.1.2.2. Groupöıde identité. Soit M une variété différentielle. Alors
M
�� �� M
est un groupöıde de Lie, où la source et le but sont l’identité de M .
Ainsi, les couples de flèches composables sont les éléments px, xq où
x P M . En d’autres termes, il n’y a que des unités dans ce groupöıde.
1.1.2.3. Groupöıde des paires. Voici un groupöıde de Lie très
intéressant pour la théorie de l’indice classique sur une variété
différentiable.
Soit M une variété. Alors
M ˆ M ���� M
est un groupöıde de Lie, où spx, yq “ y, rpx, yq “ x, et px, yq.py, zq “
px, zq. Il vient directement que les unités sont les éléments ǫpxq “ px, xq
et l’inverse est px, yq´1 “ py, xq.
On remarque que pour chaque couple px, yq d’éléments de la base
M , il n’y a qu’une seule flèche dont la source est y et dont le but est
x. Il s’agit justement de la flèche px, yq. C’est la particularité de ce
groupöıde.
1.1.2.4. Groupöıde associé à une fibration. Soit π : M ÝÑ N une
submersion de variété différentielles. On pose
M ˆN M “ tpx, yq P M ˆ M | πpxq “ πpyqu.
C’est alors un sous-groupöıde de Lie de M ˆ M . C’est à dire qu’il
partage les mêmes applications source, but, inverse, unité et composi-
tion. C’est une généralisation du groupöıde de paire, en le sens que si
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π “ idM , alors on a affaire à ce dernier. Il sera intéressant de compa-
rer leur algébröıde de Lie, car c’est cela qui les distingue. Prendre en
compte une structure sur la variété M (ici, la fibration), permet d’en-
richir les informations que l’on va traiter, et donc d’enrichir le modèle
choisi.
1.1.2.5. Groupöıde d’une action de groupe de Lie sur une variété.
Soit M une variété différentielle, et G un groupe de Lie. On définit un
action à gauche de G sur M :
ρ : G ÝÑ DiffpMq
On définit alors le groupöıde de transformation associé à l’action ρ
par :
G ˙ M ���� M
où spg, xq “ x, rpg, xq “ ρpgqpxq, et ph, ρpgqpxqq.pg, xq “ phg, xq. Les
unités sont donc ǫpxq “ pe, xq et l’inverse d’un élément est pg, xq´1 “
pg´1, ρpgqpxqq. Toute la structure découle directement des définitions
de groupe de Lie, et d’action de groupe de Lie sur une variété. Il n’y a
que le formalisme qui change.
1.1.2.6. Groupöıde d’action de groupöıde de Lie sur un groupe de
Lie. Soit G s
��r �� M un groupöıde de Lie, et H un groupe de Lie.
On considère h : G ÝÑ H un morphisme de groupöıdes de Lie, où
l’on considère H comme le groupöıde associé à sa structure de groupe
de Lie.






�� M ˆ H
où rhpγ, gq “ prpγq, gq et shpγ, gq “ pspγq, hpγq.gq.
Ce groupöıde, en prenant G “ M ˆ M et H “ RN entre en
jeu dans la définition de l’isomorphisme de Connes-Thom introduit
pour démontrer le théorème de l’indice d’Atiyah-Singer en utilisant le
groupöıde tangent de A. Connes (Voir section 2.2.2.3).
1.1.2.7. Groupöıde d’un fibré vectoriel. Soit p : E ÝÑ M un fibré
vectoriel lisse. On peut définir directement le groupöıde de Lie associé :
E
�� �� M
où s “ r “ p, et px,Xq.px, Y q “ px,X ` Y q. L’application unité est
alors la section nulle du fibré :ǫpxq “ px, 0q, et l’inverse est de manière
évidente px,Xq´1 “ px,´Xq.
1.1.2.8. Groupöıde associé à un revêtement. Soit ĂM une variété
différentiable, et G un groupe discret agissant sur ĂM tel que ĂM{G “: M
soit une variété compacte.
Alors G agit sur ĂM ˆ ĂM par : g : px, yq ÝÑ pg.x, g.yq. On note G





est un groupöıde de Lie, avec sprx, ryq “ y, rprx, ryq “ x et prx, ryq.pry, rzq “
prx, rzq.
1.1.2.9. Groupöıdes d’isomorphismes fibre à fibre. Soit E ÝÑ M
un fibré vectoriel. On peut définir le groupöıde de Lie :
GLpEq �� �� M
où une flèche de source x et de but y est un isomorphisme de Ex vers
Ey.
1.1.2.10. Groupöıde de Monodromie d’un feuilletage. Pour plus de
détail sur ce sujet, voir [MM03].
Considérons une variété M , munie d’un feuilletage F . On note la
variété feuilletée pM,Fq. Construisons le groupöıde de monodromie
MonpM,Fq �� �� M
où les flèches sont les suivantes :
Soit x, y dans M . Si ces points de M appartiennent à la même
feuille L, les flèches de x vers y sont les classes d’homotopie de chemins
allant de x vers y. Sinon, il n’y a pas de flèches de source x et de but y.
La classe d’homotopie de la concaténation de chemin jouera le rôle de
composition, les unités seront les chemins constants, et l’inverse sera la
classe d’homotopie du chemin parcouru dans le sens opposé.
On remarque ainsi que les groupes d’isotropie (ensemble de flèches
de source et but le même point) de ce groupöıde de Lie sont les groupes
d’homotopie de la feuille concernée :
MonpM,Fqxx “ π1pL, xq.
1.1.2.11. Groupöıde de l’action d’un groupe de Lie sur un groupöıde
de Lie. Soit Γ un groupe de Lie qui agit sur un groupöıde de Lie
G ���� M par automorphisme.
On peut alors définir un groupöıde de Lie associé à cette action :




tels que r¸pg, γq “ rpgq et s¸pg, γq “ γ
´1pspgqq.
On a également, pour γ, δ P Γ et g, h P G, pg, γqph, δq “ pgγphq, γδq.
1.1.2.12. Pullback de groupöıde de Lie. Soit G
���� M un groupöıde
de Lie, et f : X ÝÑ M une submersion C8. Alors, si on pose ˚f˚pGq “
tpx, γ, yq P X ˆ G ˆ X | fpxq “ rpγq et fpyq “ spγqu, le diagramme
˚f˚pGq �� �� X
est un groupöıde de Lie, où spx, γ, yq “ y et rpx, γ, yq “ x. La règle
de composition est la suivante : px, γ, yq.py, δ, zq “ px, γδ, zq. Les unités
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sont les éléments ǫpxq “ px, ǫGpfpxqq, xq, et l’inverse d’un élément est
px, γ, yq´1 “ py, γ´1, xq.
C’est une manière très pratique de générer des groupöıdes de Lie. La
proposition suivante en fait même une construction primordiale dans
l’étude des groupöıdes de Lie.
1.1.3. Equivalences de Morita. Il est maintenant assez clas-
sique de considérer une catégorie privilégié pour l’étude des groupöıdes
de Lie. En effet, introduite par Hilsum et Skandalis, elle est utile car
bon nombre de propriétés sur les groupöıdes de Lie sont préservées
dans cette catégorie. Il s’agit en fait de la catégorie dont les flèches
sont les morphismes généralisés entre deux groupöıdes de Lie, et les iso-
morphismes sont les équivalences de Morita, notion qui est préservée
par les groupes de K-théorie entre autre. On va l’introduire ici afin
qu’elle supplante la catégorie dont les flèches sont les morphismes de
groupöıdes de Lie, trop rigide pour notre étude. Pour plus de détails
sur cette notion, voir [MM03].
Définition 1.1.7. Soit G �� �� M et H ���� N deux groupöıdes
de Lie. On dit qu’un morphisme de groupöıde de Lie φ : G ÝÑ H est
une équivalence faible s’il satisfait les deux conditions suivantes :
(i) l’application :
r ˝ pr1 : H ˆ
N
M ÝÑ N












�� N ˆ N
est cartésien dans la catégorie des variétés (i.e. c’est un pro-
duit fibré de variétés).
Remarque. Ces deux propriétés sont des versions modifiées des
propriétés d’être essentiellement surjectif et pleinement fidèle pour un
foncteur entre catégories.
Définition 1.1.8. On dit de deux groupöıdes de Lie G et H qu’ils
sont Morita équivalents, et on note G „ H, s’il existe un groupöıde de
Lie P et deux équivalences faibles φG : P ÝÑ G et φH : P ÝÑ H.
Il s’agit d’une relation d’équivalence entre groupöıdes de Lie.
Exemple 1.1.1. (i) Soit M une variété différentielle et M ˆ
M le groupöıde de paire associé. Si on note 1 le groupöıde de
Lie ayant un seul objet et une seule flèche, alors
M ˆ M „ 1.
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(ii) Soit G ���� M un groupöıde de Lie, et f : L ÝÑ M une
submersion surjective de variétés. Alors
˚f˚pGq „ G.
Remarque. On peut donner une autre définition d’équivalence de
Morita entre deux groupöıdes de Lie, voir [DL09] ou [MRW87].
On dit que G ���� M et H �� �� N sont Morita équivalents s’il
existe un groupöıde de Lie P ���� M
Ů
N tel que
— PMM “ G, P
N
N “ H et
— pour tout γ P P , il existe η P PMN
Ť
PNM tel que spγq “ rpηq.
On peut voir P comme un bi-module qui agit sur G et H, et représenter
















Pour plus de détails sur les propositions qui suivent, le lecteur est
invité à se référer au chapitre 5 de [MM03].
Proposition 1.1.1. Soit Γ un groupe de Lie agissant de manière
libre et propre sur un groupöıde de Lie G ���� M .
On peut alors définir le groupöıde de Lie quotient :
G{Γ ���� M{Γ
et G ¸ Γ est Morita équivalent à G{Γ.
Définition 1.1.9. Soit G s
��r �� M un groupöıde de Lie. On dit
que G est libre (respectivement, propre) si son action sur sa base est
libre (respectivement, propre). En d’autre termes, si le morphisme de
variété :
pr, sq : G ÝÑ M ˆ M
γ ÞÝÑ prpγq, spγqq
est injectif (respectivement, propre).
Proposition 1.1.2. Soit G un groupöıde de Lie,
Alors G est est libre si et seulement si ses groupes d’isotropie sont
triviaux.
Démonstration. La démonstration est immédiate. �
Proposition 1.1.3. Soient G „
M
H deux groupöıdes de Lie Morita-
équivalents.
Alors G est propre si et seulement si H est propre.
La proposition suivante est une caractérisation d’un groupöıde de
Lie propre. C’est la proposition 2.10 de [Tu04].
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Proposition 1.1.4. Soit G s
��r �� M un groupöıde de Lie. Alors
les assertions suivantes sont équivalentes :
(i) G est propre ;
(ii) pr, sq est fermée et @x P M , Gxx est quasi-compact.
1.1.3.1. Espace d’orbite d’un groupöıde de Lie. La proposition qui
suit est primordiale pour la théorie de l’indice car elle permet de passer
de la K-théorie de la C˚-algèbre d’un groupöıde de Lie à la K-théorie
topologique d’un espace. Elle provient des propositions 2.11, 2.12 et
2.29 de [Tu04].
Proposition 1.1.5. Si G �� �� M est un groupöıde de Lie libre
et propre, alors le quotient par son action sur sa base est une variété
lisse, et le groupöıde de Lie associé à cette variété est appelé espace
d’orbites. On le note M{G ou OrbGpMq. De plus,
G „ M{G.
Exemple 1.1.2. Nous donnons ici une liste d’exemples simples, et
des exemples importants pour la suite.
(i) Soit M une variété. Considérons le groupöıde de paire MˆM
sur cette variété.
Les applications source et but sont les projections de l’es-
pace produit M ˆ M , ce qui rend l’application pr, sq bien en-
tendu libre et propre.
Calculons l’espace d’orbite de ce groupöıde :
x „ y ðñ Dpa, bq P M ˆ M tel que spa, bq “ y et rpa, bq “ x
ðñ Dpa, bq P M ˆ M tel que b “ y et a “ x
et cette condition est toujours vérifiée. Donc tous les éléments
de M ˆM sont dans la même orbite. Ainsi, OrbpMˆMqpMq “
txu, où x est un élément quelconque de M . On retrouve alors
que le groupöıde de paire est Morita équivalent à un point.
(ii) Soit M une variété. Considérons le groupöıde associé à cette
variété. C’est à dire : M id
��id �� M . Il est clair que ce groupöıde
est libre et propre.
Maintenant, on remarque, de par la composition de ce
groupöıde, que l’orbite d’un point est réduite à un point. Ainsi,
OrbMpMq “ M .
(iii) Soit G un groupe de Lie compact. Considérons le groupöıde
de Lie associé, soit G s
��r �� teu .
L’application pr, sq est l’application constante à pe, eq. Elle
est propre mais elle n’est pas libre. On ne peut donc pas
conclure.
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(iv) Soit G un groupe de Lie agissant sur une variétéM . Considérons
le groupöıde de l’action G ˙ M .
L’application suivante :
pr, sq : G ˙ M ÝÑ M ˆ M
pg, xq ÞÝÑ pg.x, xq
est libre et propre si et seulement si l’action du groupe de Lie
G est libre et propre. Supposons donc que c’est le cas.
Alors, vérifions les orbites :
x „ y ðñ Dpg, uq P G ˙ M tel que spg, uq “ y et rpg, uq “ x
ðñ Dpg, uq P G ˙ M tel que g.u “ y et u “ x
ðñ Dg P G tel que g.x “ y.
Ainsi, deux éléments x et y sont dans la même orbite dans
le groupöıde de transformation si et seulement s’ils sont dans




où M{G est l’espace quotient de M par l’action du groupe de
Lie G.
Cela s’avère extrêmement pratique. Ce groupöıde de Lie
est donc morita équivalent à son espace d’orbite :
OrbpG˙MqpMq “ M{G
�� �� M{G .
(v) Soit φ : M ÝÑ B une submersion de variétés différentielles.
On considère le sous-groupöıde MˆφM du groupöıde de paire.
L’application pr, sq est la restriction du couple de projections
du groupöıde de paire à notre présent groupöıde, donc elle
reste libre et propre avec la topologie induite.
Calculons donc l’orbite d’un point :
x „ y ðñ Dpa, bq P M ˆφ M tel que spa, bq “ y et rpa, bq “ x
ðñ Dpa, bq P M ˆφ M tel que b “ y et a “ x
ðñ φpxq “ φpyq.
On en déduit l’isomorphisme de variétés :
OrbMˆφMpMq ÝÑ B
x ÞÝÑ φpxq
On remarque que le sous-groupöıde M ˆφ M est Morita
équivalent à B alors que M ˆ M est Morita équivalent à un
point. L’inclusion n’est clairement pas préservée par l’équivalence
de Morita.
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(vi) Plongeons une variété M dans un RN avec le plongement
j : M ÝÑ RN , pour un entier N . Soit M ˆφ M
�� �� M le
groupöıde de Lie associé à la fibration φ, et h : M ˆφ M ÝÑ
RN le morphisme de groupöıdes de Lie tel que hpx, yq “ jpyq´
jpxq. On construit alors le groupöıde de Lie pM ˆφ Mq ˙h
RN au dessus de M ˆ RN comme dans la section 1.1.2. Ce
groupöıde est libre et propre, donc il est isomorphe à son es-
pace d’orbites.
Calculons maintenant l’orbite d’un point dans ce produit
semi-direct :
px,Xq „ py, Y q ðñ Dpa, b, Aqq P pM ˆφ Mq ¸h R
N tel que
shpa, b, Aq “ py, Y q et rhpa, b, Aq “ px,Xq
ðñ Dpa, b, Aqq P pM ˆφ Mq ¸h R
N tel que
pb, A ` jpbq ´ jpaqq “ py, Y q et pa, Aq “ px,Xq
ðñ φpxq “ φpyq et X ´ jpxq “ Y ´ jpyq.
On en déduit le morphisme surjectif suivant,
p : M ˆ RN ÝÑ B ˆ RN
px,Xq ÞÝÑ pφpxq, X ´ jpxqq
qui par construction passera au quotient pour former un iso-
morphisme p.
Le morphisme de B ˆ RN vers OrbpMˆφMq˙hRN pM ˆ R
Nq
défini par ppq´1pa, uq “ px, u ` jpxqq pour n’importe quel x P
φ´1ptauq est son inverse.
On donne une représentation de l’espace d’orbite du groupöıde
étudié, que l’on va utiliser plus tard :
OrbpMˆφMq˙hRN pM ˆ R
Nq » B ˆ RN .
1.2. Algébröıdes de Lie
Les algébroides de Lie ont été introduits par J. Pradines afin de
compléter le travail de C. Ehresmann et P. Libermann sur les groupöıdes
différentiables. Cette notion généralise à la fois la structure de fibré vec-
toriel, celle de fibré tangent et celle d’algèbre de Lie (voir les exemples
associés). On peut comprendre ce fibré vectoriel comme une approxi-
mation infinitésimale de la géométrie des groupöıdes de Lie.
1.2.1. Définitions.
Définition 1.2.1. Un algébröıde de Lie pA, ρ, r , sq au dessus d’une
variété lisse M est la donnée des objets suivants :
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— un fibré vectoriel lisse A,
— une structure d’algèbre de Lie r , s sur l’ensemble ΓpAq des
sections différentiables de A,
— un morphisme de fibré vectoriels ρ : A ÝÑ TM , appelé ”ancre”
de A vers le fibré tangent de M , qui induit un morphisme
d’algèbre de Lie ρ : ΓpAq ÝÑ ΓpTMq des sections de A vers
l’algèbre de Lie des champs de vecteurs de M .
Enfin, le crochet de Lie et l’ancre vérifient la relation de compati-
bilité de Leibniz suivante :
rα, fβs “ f rα, βs ` pρpαq.fqβ.
1.2.2. Exemples. Voici quelques exemples basiques d’algébröıdes
de Lie, largement définis et utilisés dans la littérature :
1.2.2.1. Algébröıde tangent. Soit M une variété différentielle. On
peut alors dire que pTM, Id, r , sq est un algébröıde de Lie, où Id :
TM ÝÑ TM est le morphisme identité d’algèbre de Lie et r , s est le
crochet des champs de vecteurs de la variété M .
1.2.2.2. Algébröıde de Lie associé à une algèbre de Lie. Soit g une
algèbre de Lie, de crochet r , sg. Alors
´
g, ρ, r , sg
¯
est un algébröıde de
Lie.
Ici, g ÝÑ t0u est le fibré vectoriel trivial au dessus d’un point,
ρ : g ÝÑ t0u est l’application constante, et r , sg est fourni par l’identi-
fication de l’espace vectoriel g à l’ensemble des sections au dessus d’un
point du fibré vectoriel g.
1.2.2.3. Algébröıde de Lie de l’action d’une algèbre de Lie sur une
variété. Soit ρ une action d’une algèbre de Lie g sur une variété M ,
c’est à dire un morphisme ρ : g ÝÑ XpMq d’algèbres de Lie. On définit
donc l’algébröıde de transformation, notée g˙M , comme étant le fibré
vectoriel trivial g ˆ M , d’ancre :
g ˙ M ÝÑ TM
pX, xq ÞÝÑ ρpXq.x
et de crochet de Lie :
rα, βspxq “ rαpxq, βpxqsg ` ρpαpxqqxpβq ´ ρpβpxqqxpαq.
Cette construction peut paraitre artificielle mais nous verrons qu’elle
est naturelle car on la retrouve en calculant l’algébröıde de Lie du
groupöıde d’une action de groupe de Lie G ˙ M , où G est un groupe
de Lie d’algèbre de Lie g.
1.2.2.4. Fibré en algèbres de Lie. Si pA, ρ, r , sq est un algébröıde
de Lie, tel que ρ “ 0 est l’application constante à 0 (fibre à fibre),
Alors, d’après la propriété de Leibniz, on a
rα, fβs “ f rα, βs
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et il vient que rα, βs ne dépend que des valeurs ponctuelles de α et β.
C’est ce qu’on appelle un fibré en algèbres de Lie.
1.2.3. L’algébröıde de Lie d’un groupöıde de Lie. Soit G
un groupöıde de Lie Gp1q
���� M de source s et de but r. On note
ǫ : M ÝÑ Gp1q son immersion unité.
Dans cette section, nous calculons l’algébröıde naturellement in-
duite de la structure de groupöıde de Lie. Pour cela, il faut calculer
un fibré vectoriel issu du groupoide, donner une structure d’algèbre de
Lie à l’ensemble de ses sections, et définir un morphisme ancre du fibré
vers le fibré tangent de M .
1.2.3.1. Fibré vectoriel associé au groupoide de Lie. On peut considérer
l’action du groupöıde G sur son ensemble de flèches G1 qui, contraire-
ment au cas des groupes de Lie, n’est pas définie partout.
Soit γ P Gp1q tel que spγq “ x et rpγq “ y.
On définit alors le difféomorphisme multiplication à gauche Lγ :
r´1pxq ÝÑ r´1pyq tel que Lγpgq “ γg. Cette action de G sur G
p1q induit
donc naturellement une action de Gp1q sur le fibré vectoriel T rG “
kerpdrq définie par : pour tout ξ P ker dδr, et tout γ P G
p1q tel que
spγq “ rpδq :
γ.ξ “ dδLγpξq P kerpdγδrq
On définit donc A, le fibré vectoriel de l’algébroide de Lie de G,
comme la restriction de kerpdrq aux unités M ; autrement dit : A :“
ǫ˚pkerpdrqq.
1.2.3.2. Structure d’algèbre de Lie sur ΓpAq.
Définition 1.2.2. Soit X P XpGp1qq un champ de vecteur de Gp1q.
On dit que X est invariant à gauche si :
— X est r-vertical, c’est à dire X P XspGp1qq :“ Γpkerpdrqq,
— Pour tout pγ, δq P Gp2q composables, on a Xpγδq “ γ.Xpδq “
dLγpXqpδq.
On notera l’ensemble de ces champs de vecteurs XrinvpG
p1qq.
Lemme. Soit α une section de A.
Il existe une unique extension de α en un champ de vecteur inva-
riant à gauche Xα de G.
Démonstration. On pose
Xαpγq “ dǫpspγqqLγ .αpspγqq.
Pour chaque élément γ de Gp1q, on transporte le vecteur αpspγqq
basé en spγq, le long de la s-fibre de G associée, jusqu’en γ. Ce procédé
en fait un champ de vecteur invariant à gauche, comme on le prouve
ici.
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On vérifie que c’est bien un champ de vecteur :
Soit γ P Gp1q, montrons que Xαpγq P kerpdγrq.
Comme α est un champ de vecteurs, αpspγqq P kerpdǫpspγqqrq. En
remarquant que γǫpspγqq “ γ, le résultat suivant clos ce point :
TǫpspγqqLγ : kerpdǫpspγqqrq ÝÑ kerpdγrq
Il reste à vérifier que c’est un champ de vecteur invariant à gauche.
Soit pγ, δq P Gp2q, on a :
Xαpγδq “ dspγδqLγδ.αpspγδqq
“ dspδqLγδ.αpspδqq








On a ainsi une identification entre l’ensemble des sections de A et




Cela permet de voir, pour un algébröıde de Lie intégrable (qui pro-
vient d’un groupöıde de Lie), les sections comme un ensemble de ”vrai”
champs de vecteurs.
Proposition 1.2.1. Si G est un groupöıde de Lie. Le crochet de
Lie de deux champs de vecteurs de G invariants à gauche est un champ
de vecteur invariant à gauche.
Démonstration. Soit X, Y P XrinvpG
p1qq. Premièrement, on re-
marque que rX, Y s P XspGp1qq. Plus précisément, pour δ P Gp1q de
source p et de but q, Xpδq et Y pδq sont tangents à la sous-variété
r´1pqq “: Gq, et donc rX, Y spδq aussi.
Grâce à cette remarque, on peut écrire :
rX, Y sGpδq “ rX, Y sGqpδq.
Ce résultat nous permet donc de se restreindre au crochet de Lie
sur la sous-variété Gq, qui possède la propriété permettant de prouver
le point (*) du calcul qui prouve l’invariance à gauche du crochet.
Soit γ P Gp1q tel que pγ, δq P Gp2q, on calcule :
γ.rX, Y spδq “ dLγprX, Y sqpδq “
p˚q
rdLγpXq, dLγpY qspγδq “ rX, Y spγδq,
où r , s est le crochet de Lie des champs de vecteurs de Gq.
�
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On peut alors sans problème définir le crochet de deux sections α
et β de A comme étant la section de A correspondante au champ de
vecteur invariant à droite Xrα,βs :“ rXα, Xβs.
1.2.3.3. Calcul de l’ancre. Nous allons montrer que la différentielle
ds : ΓpAq ÝÑ XpMq de la source s est un morphisme d’algèbres de Lie.
Soit X, Y deux champs de vecteurs invariants à gauche de G, de
flots respectifs φu et ψt.








Montrons d’abord les deux lemmes suivants :









Remarquons que γ´1η décrit r´1pspγqq quand η décrit r´1prpγqq.
Par conséquent, si l’on prouve que φ1u est le flot de X de la même


















Ceci clos la démonstration.
�
Lemme. Le résultat technique suivant est également nécessaire :
s ˝ φu “ s ˝ φu ˝ s
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Démonstration. Ce lemme repose sur le calcul suivant :
s ˝ φupδq “ s ˝ φupδspδqq
“ s ˝ Lδ ˝ φupspδqq
“ s ˝ φupspδqq.
�
Nous pouvons maintenant défendre la proposition suivante :
Proposition 1.2.2. Si α, β sont deux sections de A, alors :
dsprα, βsq “ rdspαq, dspβqs
Démonstration. Soit X le champ de vecteur invariant à gauche
de G associé à α et Y le champ de vecteur invariant à gauche de G
associé à β.
En remarquant que
ps ˝ φuq ˝ ps ˝ φu1q “ s ˝ φu ˝ φu1
“ s ˝ φu`u1,
on peut avancer que le flot du champ de vecteur dspXq de M est
x ÞÝÑ s ˝ φupxq et que, de même, le flot du champ de vecteur dspY q de
M est x ÞÝÑ s ˝ ψtpxq.
Par définition du crochet de Lie classique de champs de vecteurs
sur une variété, on a :





φ´u ˝ ψt ˝ φupxq.
Ce qui nous amène au résultat :










ps ˝ φ´uq ˝ ps ˝ ψtq ˝ ps ˝ φupxqq
“ rdxspXpxqq, dxspY pxqqs
�
On peut donc conclure :
Théorème 1.2.1. Soit G un groupöıde de Lie de source s de but r
et d’unités ǫ. Alors pǫ˚pT rGq, ds, r , sq est un algébröıde de Lie.
Remarque. Pour définir cette algébröıde de Lie induite, on a donné
des rôles à s et r. Ces rôles peuvent être inversés mais dans ce cas, le
crochet de Lie sera induit de celui des champs de vecteurs invariants à
droite au lieu de celui des champs de vecteurs invariants à gauche.
Exemple 1.2.1. Soit π : E ÝÑ B un fibré vectoriel au dessus de
la variété différentielle B. Comme vu plus haut, E a une structure de
groupoide de Lie induite, où les applications source et but sont π, l’es-
pace des flèches est E, l’espace des unités est B, et la composition est
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l’addition dans une fibre.
Calculons son algébroide de Lie.
Tout d’abord, remarquons que le fibré tangent TE de E a pour
fibres : TvE » TπpvqB
À
Eπpvq, pour v P E.
La différentielle du but π en v P E s’écrit alors :
dvπ : TvE ÝÑ TπpvqB
pv1, v2q ÞÝÑ v1
Ainsi, on peut donner le noyau de cette différentielle dvπ, où v “
px, 0q, x P B est une unité :
kerpdvπq “ t0u ˆ Ex » Ex
Il vient alors naturellement que l’algébroide de Lie du groupöıde de
Lie, induite du fibré vectoriel π : E ÝÑ B, est ApEq “ E, qui n’est
autre que le fibré vectoriel lui-même.
Exemple 1.2.2. Considérons le groupöıde de Lie G
���� teu as-
socié au groupe de Lie G.
Si on calcule la différentielle du but, on obtient :
dr : TG ÝÑ T teu
pg,Xq ÞÝÑ pe, 0q
En restreignant son noyau à l’unité du groupöıde, e, on obtient que
ApGq “ TeG “ g, au dessus de teu. L’ancre vient immediatement du
fait que T teu “ teu ˆ t0u. C’est donc l’application triviale.
Quant au crochet de Lie, il vient directement de l’observation que
les champs de vecteurs invariants à gauche du groupöıde associé à G
sont exactement les champs de vecteurs invariants à gauche du groupe
de Lie en question, et donc, par définition, l’algèbre de Lie. On définit
alors le crochet de Lie comme étant exactement celui de l’algèbre de
Lie.
Exemple 1.2.3. Considérons le groupöıde identité M
�� �� M .
En remarquant que la submersion but r est l’identité de M , on
obtient, en la différentiant, dr “ dpidMq “ idTM . Ainsi, kerpdrq “
M ˆ t0u. On pose donc A :“ M ˆ t0u. De même, la différentielle de la
source est l’identité sur TM donc on obtient :
ρ : M ˆ t0u ÝÑ TM
px, 0q ÞÝÑ px, 0q
Le crochet de Lie ne peux alors qu’être trivial.
Exemple 1.2.4. Considérons le groupöıde de paire M ˆ M �� �� M .
Nous nous proposons de calculer l’algébröıde de Lie qui lui est associé.
Les applications sources et but étant des projections, il est très
simple de calculer leur différentielle. Pour le but, on obtient :
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dr : T pM ˆ Mq ÝÑ TM
ppx, yq, pX, Y qq ÞÝÑ px,Xq
On remarque, en identifiant T pM ˆ Mq avec TM ˆ TM , que dr est
la première projection de TM ˆ TM sur TM . De même, ds est la
deuxième projection de TM ˆ TM sur TM .
On a alors, en restreignant kerpdrq aux unités, qui sont les éléments
diagonaux du produit, que A :“ tppx, xq, p0, Y qq |x P M et Y P TxMu.
L’ancre est alors la deuxième projection comme dit précédemment,
ce qui donne :
ρ : A ÝÑ TM
ppx, xq, p0, Y qq ÞÝÑ px, Y q.
Pour calculer le crochet de Lie, intéressons nous maintenant aux
champs de vecteurs de T pM ˆ Mq invariants à gauche. Soit X un tel
champ de vecteur. D’abord, il faut qu’il soit r-vertical. C’est à dire que
X est une section du fibré vectoriel kerpdrq “ tppx, yq, p0, Y qq |x, y P
M et Y P TyMu.
Ensuite, il vérifie, par définition, Xpx, zq “ dpy,zqLpx,yqpXpy, zqq.
Pour comprendre cette égalité, calculons la différentielle de l’application
multiplication à gauche Lpx,yq. On a :
Lpx,yq : tyu ˆ M ÝÑ txu ˆ M
py, zq ÞÝÑ px, zq
On la différencie, en remarquant qu’une composante est l’identité,
et l’autre est constante :
dLpx,yq : T ptyu ˆ Mq ÝÑ T ptxu ˆ Mq
ppy, zq, p0, Zqq ÞÝÑ ppx, zq, p0, Zqq
Ainsi, on peut comprendre l’égalité précédente :
Xpx, zq “ dpy,zqLpx,yqpXpy, zqq “ Xpy, zq,
car X est r-vertical.
On conclut que les champs de vecteurs du groupöıde de paire, inva-
riants à gauche, sont les champs de vecteurs qui ne dépendent que de
la deuxième variable, c’est à dire, des champs de vecteurs de M . On
définit donc le crochet de Lie sur les sections de A comme celui induit
par l’identification ainsi établie.
On conclut donc que si l’on fait les identifications A » TM , ρ “
idTM , et le crochet de Lie sur les champs de vecteurs invariants à
gauche revient au crochet de Lie sur les champs de vecteurs quelconques
de TM (la version de TM correspondant à la deuxième projection bien
sûr), on retrouve l’algébröıde tangent de M .
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1.2.4. Le foncteur ”algébröıde de Lie” A. On peut prouver
que le processus qui à un groupöıde de Lie associe un algébröıde de Lie
est fonctoriel de la catégorie des groupöıdes de Lie dont les flèches sont
les morphismes de groupöıdes de Lie vers la catégorie des algébröıdes
de Lie. On note ce foncteur Lie, ou encore, s’il n’y a pas d’ambigüıté,
A.
Soit H s
��r �� N et G s
��r �� M deux groupöıdes de Lie et
f : G ÝÑ H un morphisme de G vers H . Alors, on définit :
Apfq :“ f˚ : ApGq ÝÑ ApHq
par f˚px,Xq “ pfpxq, dxfpXqq. Pour plus de détails, le lecteur peut se
référer à [Mac05].
1.2.5. Constructions.
1.2.5.1. Produit direct d’algébröıdes de Lie. Pour plus de détails sur
cette section, voir [Mac05].
Nous voulons ici définir, à partir de deux algébröıdes de Lie
E ÝÑ M et F ÝÑ N , un algébröıde de Lie A au dessus de M ˆ N ,
tel que le crochet de deux sections de E provienne directement de son
crochet, de même pour le crochet de deux sections de F , et enfin le
crochet d’une section de E avec une section de F vaut zéro. Nous
clarifions tous cela par la suite.
Afin de définir la construction de produit direct d’algébröıde de
Lie, nous aurons besoin de quelques résultats préalables. Tout d’abord,
notons le lemme suivant :
Lemme. Soit F ÝÑ N un algébröıde de Lie, et M une variété
différentielle.
On pose A :“ pr˚
2
pF q le pullback du fibré vectoriel sous-jacent à F ,
où pr2 : M ˆ N ÝÑ N est la projection sur la deuxième variable du





M ˆ N �� N
On munit le fibré vectoriel A ÝÑ MˆN d’une structure d’algébröıde
de Lie.
Pour cela, on identifie au préalable les sections de A avec l’ensemble
des fonctions C8pMq b ΓpN,F q. On peut alors définir le crochet, pour
f b α, g b β P C8pMq b ΓpN,F q, par :
rf b α, g b βs “ fg b rα, βsF
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où r , sF est le crochet de Lie sur les sections de F . L’ancre, sera alors
définie par
ρpx, y, Y q “ ppx, 0q, ρF py, Y qq
où ρF est l’ancre de F . Si l’on s’intéresse plutôt à l’ancre du coté des
sections, on aura la formule : ρpf ˆ αq “ f ˆ ρF pαq.
Proposition 1.2.3. Soient deux algébröıdes de Lie
E ÝÑ M et F ÝÑ N .
Alors le fibré vectoriel




pF q ÝÑ M ˆ N
isomorphe (en tant que fibré vectoriel) au produit EˆF , a une structure
naturelle d’algébröıde de Lie
E b F ÝÑ M ˆ N
telle que les sections de E et de F commutent dans l’ensemble des
sections ΓpM ˆ N,E b F q. C’est le produit direct d’algébröıde de Lie
de E et de F [Mac05].
1.2.5.2. Pullback d’algébröıdes de Lie. Etant muni d’un algébröıde
de Lie, on pourrait être tenté de faire le pullback par une submersion
de la structure de fibré vectoriel sous-jacent. Cette approche n’est pas
la meilleure. On voudrait plutôt se calquer sur les constructions des
groupöıdes de Lie, pour ne pas trop s’éloigner de la théorie désirée. On
va donc construire un pullback d’algébröıde qui donnera l’algébröıde
de Lie du pullback de groupöıdes de Lie.
Définition 1.2.3. Soit A ÝÑ N un algébröıde de Lie d’ancre ρ.
Soit f : M ÝÑ N une submersion.
Alors, on définit ˚f˚pAq :“ A ˆTN TM comme le produit fibré du









où toutes les flèches sont des morphismes de fibrés vectoriels. Cela
revient à écrire :
˚f˚pAq “ tpξ, Xq P A ˆ TM tel que ρpξq “ dfpXqu.
C’est bien un fibré vectoriel au dessus de M , et l’ancre sera la
projection sur TM .
Afin de retrouver la notion de pullback de fibré vectoriel, on peut
traiter le cas suivant.
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Lemme. Soit A ÝÑ N un algébröıde de Lie, et P une variété
différentielle. On pose f “ pr1 : N ˆ P ÝÑ N la première projec-
tion, et on obtient l’isomorphisme d’algébröıdes de Lie :
˚f˚pAq » A b TP.
On peut remarquer par ailleurs que ce produit direct est isomorphe,
en tant que fibré vectoriel, à f˚pAq ‘ pN ˆ TP q.
Il s’agit maintenant de justifier l’intérêt de cette définition, en prou-
vant que le foncteur Lie commute avec le pullback. En d’autres termes,
Proposition 1.2.4. Si G s
��r �� N est un groupöıde de Lie, et si
f : M ÝÑ N est une submersion, on a :
Ap˚f˚pGqq “ ˚f˚pApGqq.
Démonstration. On commence par démontrer qu’au niveau des
fibré vectoriels, tout se passe bien.
Nous allons donc restreindre le noyau du but β de ˚f˚pGq à ses
unités. Au préalable, donnons une présentation de son fibré tangent :
T ˚f˚pGq “ tppx, γ, yq; pX,Γ, Y qq où dγrpΓq “ dxfpXq et dγspΓq “ dyfpY qu.
Rappelons que la source et le but du pullback sont données respec-
tivement par αpx, γ, yq “ y et βpx, γ, yq “ x, et que les unités sont
ǫpxq “ px, upxq, xq où u est elle-même l’immersion unité de G.
Il vient ainsi directement :
Ap˚f˚pGqq “ ǫ˚pkerpdβqq
“ tppx, upxq, xq; pX,Γ, Y qq | dupxqrpΓq “ 0 et dupxqspΓq “ dxfpY qu
“ tppx, ξq, px, Y qq P ApGq ˆ TM où ρpx, ξq “ dfpx, Y qu
“ ˚f˚pApGqq.
où ρ est l’ancre de l’algébröıde de G.
L’ancre du pullback sera vite vérifiée, car c’est la différentielle de la
projection α. Ainsi, l’ancre # n’est autre que la projection :
# : Ap˚f˚pGqq ÝÑ TM
px, ξ, Y q ÞÝÑ px, Y q.
Occupons nous maintenant du crochet de Lie. Pour faire cela, nous
pouvons trouver les champs de vecteurs de ˚f˚pGq invariants à gauche.
Cela revient à trouver les sections θ de son fibré tangent qui vérifient :
θpx, γ, yq P kerpdβq, @px, γ, yq P ˚f˚pGq
θppx, γ, yqpy, δ, zqq “ dpy,δ,zqLpx,γ,yqpθpy, δ, zqq.
Soit donc θ un champ de vecteur invariant à gauche de ˚f˚pGq.
Remarquons que l’on peut lui associer un champ de vecteur de G de
manière naturelle, par la projection ˚f˚pGq ÝÑ G.
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Commençons par écrire la différentielle du difféomorphisme de mul-
tiplication à gauche par un élément px, γ, yq du groupöıde, en rappelant
que cette application s’écrit Lpx,γ,yqpy, δ, zq “ px, γδ, zq. Sa différentielle
vient naturellement :
dpy,δ,zqLpx,γ,yqpY,Δ, Zq “ p0, dδLγpΔq, Zq.
On observe donc qu’elle peut être décomposée en deux parties, celle
associée au groupöıde G, traité dans le cas général 1.2.3.2, et celle
associée au groupöıde de paire M ˆ M , traité dans l’exemple 1.2.4. Il
vient donc directement que les champs de vecteur invariants à gauche
de ˚f˚pGq sont les champs de vecteurs β-verticaux qui ne dépendent
pas de la première variable et dont le champs de vecteur de G sous-
jacent est invariant à gauche. Autrement dit, on peut décomposer les
sections de l’algébröıde de Lie comme suit : θ “ pa, bq où a P ΓpApGqq
et b P XpMq.
On peut alors définir le crochet de deux sections θ “ pa, bq et θ1 “
pa1, b1q de l’algébröıde de Lie Ap˚f˚pGqq par :
rθ, θ1s “ pra, a1s, rb, b1sq
�
1.3. C˚-algèbres réduites et maximales de groupöıdes de Lie
Dans cette section, nous rappelons la construction de la C˚-algèbre
associée à un groupöıde de lie. Pour faire cela, nous donnons explicitons
une famille de mesures sur les r-fibres du groupöıde, nous l’utilisons
pour définir l’algèbre de convolution associée à ce dernier, pour enfin
la munir d’une topologie qui donnera naissance à notre C˚-algèbre.
1.3.1. Algèbre de convolution. La convolution est largement
développée dans le cas des fonctions de Rn car la mesure de Lebesgue
est l’outil puissant qui permet d’intégrer sur cet espace. Quand on
s’intéresse à une variété quelconque, il faut gérer l’intégration sur cette
dernière, en utilisant un système de mesures compatibles avec les cartes
locales, et pour ce qui est des groupöıdes de Lie, il faut que ce système
soit en plus compatible avec la structure de ce dernier.
Pour construire ces mesures, nous allons introduire la notion de
densité, détaillée dans [CCG`04].
1.3.1.1. Intégration sur un espace vectoriel.
Définition 1.3.1. Soit V un K-espace vectoriel de dimension n,
et α un réel.
Une α-densité est une fonction ρ : ΛnpV q ÝÑ K telle que ρpλT q “
|λ|αρpT q, @λ P K et @T P ΛnpV q.
On désignera par |Ω|αpV q l’espace vectoriel des α-densités sur V.
36
Il est de dimension 1 car, comme ΛnpV q est de dimension 1, chaque
α-densité ρ est entièrement déterminée par sa valeur en un point non
nul de cet espace vectoriel.
Proposition 1.3.1. Les morphismes d’espaces vectoriels suivants
sont des isomorphismes canoniques :
— |Ω|αpV q b |Ω|βpV q ÝÑ |Ω|α`βpV q
— |Ω|αpV q b |Ω|αpW q ÝÑ |Ω|αpV ‘ W q
Définition 1.3.2. Soit A “ trv1, . . . , vns , v1, . . . , vn P V u




i ti “ 1u.
On pose A “ σpAq la tribu engendrée par A. On définit alors la
mesure invariante par translation µ issue de la 1-densité ρ comme étant
la mesure engendrée par :
µprv1, . . . , vnsq “ ρpv1 ^ ¨ ¨ ¨ ^ vnq
Si te1, . . . , enu est une base de V, on définit l’intégration par rapport






xieiqρpe1 ^ ¨ ¨ ¨ ^ enqdx
où x “ px1, . . . , xnq P R
n, et dx est la mesure de Lebesgue de Rn.
C’est donc une intégration qui dépend de la base choisie.
1.3.1.2. Intégration sur un fibré vectoriel. On va maintenant étendre
la définition de α-densité à un fibré vectoriel, puis définir une mesure
associée afin d’intégrer des fonctions sur un fibré vectoriel.
Définition 1.3.3. Soit π : E ÝÑ M un fibré vectoriel. On appelle
α-densité du fibré E toute section du fibré vectoriel |Ω|αpEq ÝÑ M où
les fibres sont les espaces vectoriels |Ω|αpExq des α-densités sur la fibre
Ex du fibré vectoriel E.
Comme la mesure sur un espace vectoriel dépend de la base choisie,
et que l’on veut que notre mesure sur le fibré vectoriel soit lisse, on
introduit la notion de repère local.
Définition 1.3.4. Un repère local du fibré E est un couple pU, eq
où U est un ouvert de M et e “ pe1, . . . , epq est un p-uplet de sections
du fibré E tel que pour tout élément x de U , pe1pxq, . . . , eppxqq est une
base de l’espace vectoriel Ex.
C’est donc une famille lisse de bases des fibres de E, au sens où e
est une section lisse du fibré vectoriel Ebp ÝÑ M .
Proposition 1.3.2. Soit µ P C8pM, |Ω|1pEqq une section lisse du
fibré vectoriel |Ω|1pEq. On dira que µ est une 1-densité de E.
A un repère local, on peut associer la fonction :
µe : U ÝÑ C
x ÞÝÑ µpxqpe1pxq ^ ¨ ¨ ¨ ^ eppxqq
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qui va nous permettre d’intégrer sur le fibré vectoriel, de la manière
suivante.












1.3.1.3. Intégration sur un groupöıde de Lie.
Définition 1.3.5. Soit V,W deux espaces vectoriels de même di-
mension, et f : V ÝÑ W une application linéaire.
On associe à cette application, une fonction fΩ : |Ω|αpW q ÝÑ
|Ω|αpV q définie par :
pfΩρqpv1 ^ ¨ ¨ ¨ ^ vnq “ ρpfpv1q ^ ¨ ¨ ¨ ^ fpvnqq.
Soit G s
��r �� M un groupöıde de Lie, d’algébröıde de Lie A.
On considère le fibré vectoriel |Ω|αpAq ÝÑ M associé à l’algébröıde
de Lie A, et le fibré vectoriel ker Tr Ă TGp1q ÝÑ Gp1q.
Soit TγδLγ´1 : TγδG
rpγq ÝÑ TδG
spγq, la différentielle de la multipli-






Définition 1.3.6. On peut définir une action à gauche de G sur
|Ω|αpker Trq par l’application suivante :
G ˆ C8pGp1q, |Ω|αpker Trqq ÝÑ C8pGp1q, |Ω|αpker Trqq
pγ, ρq ÞÝÑ γ.ρ
avec pγ.ρqpδq “ pTγδLγ´1q
Ωpρpδqq, δ P Gspγq.
Elle est bien définie car ρpδq P kerpTδrq “ TδG
rpδq “ TδG
spγq.
On considère maintenant le fibré vectoriel : π1 : r
˚p|Ω|1{2pAqq ÝÑ








pγ, vq | γ P Gp1q , v P |Ω|1{2pTrpγqG
rpγqq
(
on peut expliciter les fibres : π´11 pγq “ |Ω|
1{2pTrpγqG
rpγqq.
De la même manière, on se muni du fibré vectoriel π2 : s
˚p|Ω|1{2pAqq ÝÑ





Grâce à ces deux fibrés, on peut définir le fibré suivant, noté E ,
qui va nous servir par la suite à avoir des mesures pour intégrer des
fonctions de notre groupöıde :
π : E “ r˚p|Ω|1{2pAqq b s˚p|Ω|1{2pAqq ÝÑ Gp1q.




Nous avons maintenant tous les outils pour définir un produit de
convolution
Définition 1.3.7. Intéressons-nous à l’espace C8c pG, Eq des sec-
tions lisses à support compact du fibré vectoriel E.
Munissons cet espace d’un produit de convolution défini, pour f, g P
C8c pG
p1q, Eq par :
pf ˚ gqpγq “
ż
Grpγq
pid b δqfpδqpδ b idqgpδ´1γq
ainsi que d’une involution f˚pγq “ Čfpγ´1q,
où
Ăp . q : |Ω|1{2pTxGxq b |Ω|1{2pTyGyq ÝÑ |Ω|1{2pTyGyq b |Ω|1{2pTxGxq
apxq b bpyq ÞÝÑ bpyq b apxq,
pid b δq est définie sur |Ω|1{2pTrpδqG
rpδqq b |Ω|1{2pTspδqG
spδqq par
pid b δqpa b bq “ pa b δ.bq P |Ω|1{2pTrpδqG
rpδqq b |Ω|1{2pTδG
rpδqq.
et pδ b idq est définie sur |Ω|1{2pTspγqG
spγqq b |Ω|1{2pTspγqG
spγqq par
pδ b idqpa b bq “ pδ.a b bq P |Ω|1{2pTδG
rpδqq b |Ω|1{2pTspδqG
spδqq.





On l’intègre donc comme une 1-densité de la variété Grpδq pour
obtenir un élément de |Ω|1{2pTrpγqG
rpγqq b |Ω|1{2pTspγqG
spγqq.
Pour la suite, nous aurons besoin du résultat suivant, qui permet de
mettre en relation les densités de l’algébröıde avec celles du groupöıde
associé invariantes à gauche.
Proposition 1.3.3. L’application λ ÞÝÑ λ|M est une bijection entre
les sections invariantes à gauche de |Ω|αpker Trq et les sections de
|Ω|αpAq. Cette bijection préserve la propriété d’être lisse.
Démonstration. Elle est bien définie car |Ω|αpAq Ă |Ω|αpkerpTrqq.




où rρpγq “ γ.ρpspγqq.
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1.3.1.4. Complétion de l’algèbre de convolution d’un groupöıde de
Lie. Nous allons maintenant définir la C˚-algèbre du groupöıde de
Lie. Nous munirons d’abord l’˚-algèbre C8c pG
p1q, Eq d’une C˚-norme.
Considérons ses ˚-représentations sur un espace de Hilbert H .
Soit R l’ensemble des ˚-représentations π : C8c pG
p1q, Eq ÝÑ BpHq
pour lesquelles f ÞÑă ξ, πpfqη ą est une mesure de Radon sur
C8c pG
p1q, Eq quels que soient ξ, η P H . On définit alors la C˚-norme sur
C8c pG
p1q, Eq par :
||f ||max “ sup
πPR
||πpfq||;
La complétion de C8c pG
p1q, Eq avec cette norme est la C˚-algèbre
C˚pGq.
Par ailleurs, pour chaque x P M , on définit une représentation
involutive πx de C
8
c pG
p1q, Eq sur l’espace de hilbert L2pGxq des demi-








pour γ P Gx, ξ P L2pGxq.
Alors on définit une autre norme
||f ||r “ sup
xPM
||πxpfq||
La complétion avec cette norme donne naissance à la C˚-algèbre réduite
C˚r pGq. Dans notre contexte, ces deux C
˚-algèbres seront égales car
nous traitons exclusivement de groupöıdes moyennables [Ren80],
[ADR00].
Remarque. Soit G s
��r �� M un groupöıde de Lie. On considère U
un ouvert de M , de complémentaire F . On rappelle que U est un ouvert
saturé de G si GUU est un groupöıde de Lie. On notera G|U :“ G
U
U . Ainsi,
F est aussi saturé, et G|F :“ G
F





ÝÑ C˚pG|F q ÝÑ 0
où i est le prolongement par 0 en dehors de U et r est la restriction
à F . Pour plus de détails, voir [HS87].

Chapitre 2
Groupöıdes de déformation et théorèmes de
l’indice
2.1. Déformation au cône normal
Pour un couple (M,L) constitué d’une variété M et d’une sous-
variété L, la déformation au cône normal est une construction de géométrie
différentielle consistant à ”déformer” de manière lisse la variété M en
le fibré normal à l’inclusion L Ă M . Le terme déformation est employé
de manière imagé. Il est convenu d’imaginer une infinité de copies de la
variété M , indexé par R˚ ; on y ”colle” en 0 l’objet en quoi on déforme :
ici, le fibré normal. Tout le problème est de comprendre en quoi l’objet
exotique ainsi construit possède une structure différentielle.
Cela revient à donner une structure de variété à l’ensemble
DNCpM,Lq “ NML ˆ t0u
ğ
M ˆ R˚
où NML est le fibré normal à l’inclusion L Ă M . Autrement dit, c’est
le fibré qui fait de la suite suivante une suite exacte courte de fibrés
vectoriels :
0 ÝÑ TL ÝÑ TM ÝÑ NML ÝÑ 0.
La structure de variété dont on va munir cet ensemble repose sur le
théorème de voisinage tubulaire appliqué à la sous-variété L. En effet,
on peut définir un isomorphisme θ d’un voisinage de la section nulle de
NML vers un voisinage de L dans M , qui envoie la section nulle Lˆ t0u
sur L.
Ce sujet est largement détaillé dans [CR07]. Dans un premier
temps, nous allons traiter le cas de sous-variétés de Rn, cela nous per-
mettra d’enchainer avec le cas général, et nous conclurons en vérifiant
la fonctorialité de la construction. Cette dernière nous permettra d’ap-
pliquer le procédé de déformation au cône normal aux groupöıdes de
Lie.
2.1.1. Définition.
Le cas où X “ H. Soit le couple pM,Hq où M est une variété.
Alors on a NMH “ H et il vient naturellement :
DNCpM,Hq “ M ˆ R˚.
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Le cas d’un ouvert. Soit le couple pM,Uq où M est une variété et
U est un ouvert de M . Alors, on a NMU » U et il vient
DNCpM,Uq “ U ˆ t0u
ğ
M ˆ R˚ “ U ˆ R Y M ˆ R˚
vu comme un ouvert de M ˆ R˚. En fait, il n’y a pas de déformation,
ce qui peut se comprendre quand on essaie d’imaginer le voisinage
tubulaire. Le fibré normal étant de dimension 0, on garde la topologie
du produit M ˆ R.
2.1.1.1. Le cas du couple pRn,Rpq. Commençons donc par traiter
le cas de l’inclusion Rp » Rp ˆ t0u Ă Rp ˆ Rq » Rn. Dans la suite, on
identifie l’espace vectoriel Rp ˆ Rq avec Rn pour alléger les notations.
On veut définir une variété dont la structure différentielle pourrait être




Rp ˆ Rq où p ` q “ n. Il vient alors :
DNCpRn,Rpq “ Rp ˆ Rq ˆ t0u ˆ Rn ˆ R˚ » Rn ˆ R.
On pose le morphisme :
ψ : DNCpRn,Rpq ÝÑ Rn ˆ R
px, y, tq ÞÝÑ px, y
t
, tq si t ‰ 0
px, y, 0q si t “ 0
Cette application est bijective, et elle permettra alors de donner à
DNCpRn,Rpq une structure de variété différentielle de dimension n`1
avec une seule carte.
2.1.1.2. Cas d’un couple d’ouverts de Rn. Traitons ensuite le cas
où V Ă U , avec V un ouvert de Rp, U un ouvert de Rn, et p ` q “ n,
tels que V “ U X pRp ˆ t0uq.
On a alors le sous-ensemble de DNCpRn,Rpq suivant :




ψpDNCpU, V qq “ ΩUV :“ tpx, y, tq P R
p ˆ Rq ˆ R | px, tyq P Uu
est un ouvert de Rn ˆR, ce qui nous amène à dire que DNCpU, V q
est un ouvert de la variété DNCpRn,Rpq. C’est donc lui-même une
variété lisse.
Les applications
ψ : DNCpU, V q ÝÑ ΩUV
vont jouer le rôle de cartes locales dans le cas général.
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2.1.1.3. Cas général. Considérons le couple de variétés pM,Lq où
M est une variété de dimension n et L est une sous-variété de M de
dimension p.
Commençons par définir les cartes locales que l’on va considérer ; à
savoir, les cartes locales compatibles avec la structure de sous-variété
de L :
Définition 2.1.1. On appelle ”carte adaptée à L” une carte locale
pU ,φq de M , telle que
— φ : U
»
ÝÑ U Ă Rn est un homéomorphisme,
— Si on pose V :“ UXL et V :“ φpVq, alors V “ UXpRpˆt0uq.
Ayant un atlas pUα,φαqα du couple pL,Mq (constitué de cartes lo-
cales adaptées à L), on se propose de prouver que pDNCpUα,Vαq,χαqα
est un atlas de DNCpM,Lq, après avoir défini les applications χα.
Soit pU ,φq une carte locale de M adaptée à L.
Par définition, si x P V, φpxq “ pφ1pxq, 0q P V Ă R





Avant de définir φ̃, une étape préalable est nécessaire. Comme L
est une sous-variété C8 de M , l’inclusion est une immersion. On a la
suite exacte courte :
0 ÝÑ TL ÝÑ TM ÝÑ NML ÝÑ 0
qui peut être supposée scindée sans perdre l’aspect général qui nous
intéresse (par exemple le choix d’une structure de Riemann). On peut
donc écrire pour x P L, TxM » TxL ˆ pN
M
L qx, qui nous permet de
définir l’application suivante :
dNx φ : pN
M
L q ÝÑ R
q.
Il s’agit du passage au quotient de la différentielle de φ en x :
dxφ : TxU ÝÑ TU Ă TR
p ˆ TRq,
bien définie grâce à l’inclusion : dxφpTVq Ă TV Ă T pR
p ˆ t0uq.
La composante normale dNφ est alors un difféomorphisme vers Rp et
c’est d’ailleurs une bonne manière de donner une structure de variété
compatible avec l’inclusion L Ă M au cône normal.
On peut enfin définir l’application φ̃ : DNCpU ,Vq ÝÑ DNCpU, V q
d’une manière naturelle :
φ̃px, ξ, 0q “ pφ1pxq, d
N
x φpξq, 0q et
φ̃px, tq “ pφpxq, tq pour t ‰ 0
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De cette manière, on a construit une bijection φ̃ sur DNCpU, V q,
ce qui nous permet de munir DNCpU ,Vq d’une structure de variété
induite, via les applications :
DNCpU ,Vq
φ̃
ÝÑ DNCpU, V q
ψ
ÝÑ ΩUV .
Dans la suite, on notera χ “ ψ ˝ φ̃.
Soit pUα,φαqα un atlas de M .
On va maintenant montrer que pDNCpUα,Vαq,χαqα est un atlas de
l’ensemble DNCpM,Lq.
On remarque tout d’abord que les DNCpUα,Vαq forment une par-
tition de cet ensemble. Il reste maintenant à montrer que si pUα,φαq et
pUβ,φβq sont deux cartes locales de M d’intersection non-nulle, alors
χβ ˝ χ
´1
α est un difféomorphisme C




Commençons par démontrer un lemme qui nous donnera le résultat.
Lemme. Soit U un ouvert de RpˆRq et F : U ÝÑ R une application
lisse qui s’annule sur U X pRp ˆ t0uq.
Alors, l’application induite sur la déformation au cône normal
F̃ : ΩUV ÝÑ R, définie par




px, 0q.ξ si t “ 0
1
t
F px, tξq sinon.
avec BF
Bξ
px, 0q “ p BF
Bξ1
px, 0q, . . . , BF
Bξq
px, 0qq si pξ1, . . . , ξqq est un système
de coordonnées locales de Rq est lisse.
Démonstration. Le développement de Taylor de F en 0 nous
donne la formule :
F px, ξq “ F px, 0q `
BF
Bξ
px, 0q.ξ ` hpx, ξq.ξ




F px, tξq “
BF
Bξ
px, 0q.ξ ` hpx, tξq.ξ




F px, tξq “ BF
Bξ
px, 0q. �
En appliquant ce lemme coordonnées par coordonnées, on peut
prouver aisément la proposition suivante.
Proposition 2.1.1. Soit U, U 1 deux ouverts de Rp ˆ Rq. Prenons
une application F : U ÝÑ U 1 vérifiant F2px, 0q “ 0, en écrivant F “
pF1, F2q.
Alors l’application F̃ : ΩUV ÝÑ Ω
U 1
V 1 définie par
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F2px, tξq, tq sinon.
est de classe C8.












x pφβ ˝ φ
´1





α px, tξq, tq sinon.
est une application lisse, les applications entrant en jeu étant toutes
lisses, et le recollement en t “ 0 étant traité par la proposition précédente.
Définition 2.1.2. Soit pM,Lq un couple de variétés tel que L est
une sous-variété de M . La déformation au cône normal associé à ce
couple est la variété obtenue en munissant l’ensemble DNCpM,Lq de
la structure lisse introduite ci-dessus.
Exemple 2.1.1 (Cas d’un point). Soit M une variété et x P M .
On étudie le couple pM, txuq. Le fibré normal associé est NMx “ TxM
et la déformation au cône normal devient :
DNCpM, txuq “ TxM ˆ t0u
ğ
M ˆ R˚.
Exemple 2.1.2. Soit M une variété différentielle. On étudie le
couple pM,Mq. Le fibré normal associé à l’identité M ÝÑ M est trivial
et il vient
DNCpM,Mq “ M ˆ t0u
ğ
M ˆ R˚ » M ˆ R
en tant que variété produit.
2.1.2. Fonctorialité.
Définition 2.1.3. On note C 82 la catégorie dont les objets sont les
couples de variétés pM,Lq où L est une sous-variété de M et dont les
flèches entre deux objets pM,Lq et pN,P q sont les applications lisses
f : M ÝÑ N telle que fpLq Ă P .
On veut dans cette section définir un foncteur DNC de la catégorie
C 8
2
vers la catégorie des variétés lisses.
Cas des ouverts de Rn. Soit pU, V q un couple tel que U est un ouvert
de Rn “ Rp ˆRq, et que V :“ U X pRp ˆ t0uq, et pU 1, V 1q un couple tel






, et que V 1 :“ U 1 X pRp
1
ˆ t0uq.
On se donne une application lisse F : U ÝÑ U 1 telle que F pV q Ă V 1.
Cette application vérifie les hypothèse de la proposition 2.1.1. On peut
alors construire une application lisse F̃ : ΩUV ÝÑ Ω
U 1
V 1 définie par









F2px, tξq, tq sinon.
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Définition 2.1.4. Définissons l’application
DNCpF q : DNCpU, V q ÝÑ DNCpU 1, V 1q
par :





px, 0q.ξ, 0q si t “ 0
pF1px, ξq, F2px, ξq, tq sinon.
Proposition 2.1.2. L’application
DNCpF q : DNCpU, V q ÝÑ DNCpU 1, V 1q
est de classe C8.
Démonstration. On rappelle que, par définition, montrer que
DNCpF q est de classe C8 revient à montrer que l’application
ΩUV
ψ´1
�� DNCpU, V q
DNCpF q





est une application lisse. Ici, ψ et ψ1 sont les cartes locales définies dans
la section 2.1.1.1.
Or, justement, ψ1 ˝ DNCpF q ˝ ψ´1 “ F̃ , et cette dernière est lisse.
�
Cas général. Soit maintenant pM,Lq et pN,P q deux objets de C 8
2
,
ainsi que F : pM,Lq ÝÑ pN,P q une flèche entre ces objets (c’est à dire
que F pLq Ă P ).
Définition 2.1.5. On définit l’application
DNCpF q : DNCpM,Lq ÝÑ DNCpN,P q par :
DNCpF qpm, tq “ pF pmq, tq si t “ 0
DNCpx, ξ, 0q “ pF pxq, DNx F pξq, 0q sinon,
où DNx F : pN
M
L qx ÝÑ pN
N
P qF pxq est l’application induite de la
différentielle DxF de F sur le fibré normal au dessus de x.
Proposition 2.1.3. L’application
DNCpF q : DNCpM,Lq ÝÑ DNCpN,P q
est lisse.
Démonstration. En dehors de 0, on remarque que l’application
est lisse.
Soit px, ξ, 0q P DNCpM,Lq. On considère une carte localeDNCpU ,Vq
en px, ξ, 0q et une carte locale DNCpU 1,V 1q en pF pxq, dNx F pξq, 0q. On se
retrouve dans le cadre du début de la section 2.1.2, ce qui nous donne
le résultat. �
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On a bien construit ici un foncteur DNC de la catégorie C 82 vers
la catégorie des variétés C 8. Donnons maintenant une propriété du
foncteur, qui permet à l’image DNCpF q d’une flèche d’hériter des pro-
priétés de celle-ci. Il s’agit de la proposition 3.2.5 de [CR07].
Proposition 2.1.4. Soient pM,Lq et pN,P q deux objets de C 8
2
, et
F : pM,Lq ÝÑ pN,P q une flèche de C 82 . On peut alors construire
DNCpF q : DNCpM,Lq ÝÑ DNCpN,P q
et on a les propriétés suivantes :
— DNCpF q est une immersion si et seulement si F : M ÝÑ N




P sont des immersions.
— DNCpF q est une submersion si et seulement si F : M ÝÑ N




P sont des submersions.
— Si G : pN,P q ÝÑ pB,Qq est une autre flèche de C 8
2
, on a :
DNCpG ˝ F q “ DNCpGq ˝ DNCpF q.
Proposition 2.1.5. Soit pM,Lq un objet de C 82 . La fonctorialité
de la déformation au cône normal nous donne l’existence d’un mor-
phisme d’évaluation lisse
p : DNCpM,Lq ÝÑ R.
Démonstration. La fonctorialité de la déformation au cône nor-
mal appliqué à la flèche inclusion de C 82 :
pM,Lq ÝÑ pM,Mq
donne l’application lisse :
DNCpM,Lq ÝÑ M ˆ R
et la projection sur la deuxième variable nous donne l’application lisse
p. �
Dans la suite, on sera amené à ”restreindre” cette déformation au
cône normal à des sous-variétés (possiblement à bord). Par restreindre
à la sous-variété I de R, on entend :
DNCpM,Lq|I :“ p
´1pIq.
On obtient directement une structure de variété sur la restriction
DNCpM,Lq|I car p est une submersion. Si I est une variété à bord,
alors il en est de même pour DNCpM,Lq|I . Dans la suite, on va entre-
autre restreindre la déformation à l’intervalle r0, 1s pour pouvoir obtenir
des théorèmes de l’indice.
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Exemple 2.1.3. Soit E
π
�� M un fibré vectoriel lisse et F
π
�� L





Cette application se restreint au fibré normal NEF “ TFE{TF en
l’application
dNπ : NEF ÝÑ N
M
L
Comme E est un fibré vectoriel, on peut identifier les fibres de son
espace tangent : pour x P E, on a : TxE » TπpxqM ˆ Ex et dπ devient
la projection sur la première variable. De même, si x P L, TxF »
TπpxqL ˆ Fx. On peut alors réécrire l’application ci-dessus comme le




�� TLM{TL , et ici aussi, d
Nπ est
la projection sur la première variable.
2.1.3. Groupöıde adiabatique. Etant donné un groupöıde de
Lie G ���� M , il s’agit de faire la déformation au cône normal de G
par rapport à l’image upMq des unités M par l’immersion u : M ÝÑ G.
Par la suite, on identifiera, comme il est coutume de faire, l’espace
des unités upMq avec l’espace des objets M . Cette construction est
naturelle comme nous allons le voir dans cette section.
Définition 2.1.6. Soit G �� �� M un groupöıde de Lie. On définit
le groupöıde adiabatique associé, noté Gad, comme étant le groupöıde de
Lie dont l’ensemble des flèches est DNCpG,Mq, déformation au cône
normal de G par rapport à M , l’ensemble des unités est M ˆ R, et la
structure de groupöıde est la suivante :
— l’application source sad est définie par
sadpx, ξ, 0q “ px, 0q
sadpγ, tq “ pspγq, tq pour t ‰ 0
— l’application but rad est définie par
radpx, ξ, 0q “ px, 0q
radpγ, tq “ prpγq, tq pour t ‰ 0
— la composition mad est définie par
madppx, ξ, 0q, px, µ, 0qq “ px, ξ ` µ, 0q
madppγ, tq, pδ, tqq “ pmpγ, δq, tq pour t ‰ 0 et rpδq “ spγq
On note alors Gad :“ DNCpG,Mq “ ApGq \ G ˆ R˚.
Remarque. De cette structure de groupöıde, on peut déduire les
applications suivantes :
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— l’application unité uad :
uadpx, 0q “ px, 0, 0q
uadpx, tq “ pupxq, tq pour t ‰ 0
— l’application inverse iad :
iadpx, ξ, 0q “ px,´ξ, 0q
iadpγ, tq “ pipγq, tq pour t ‰ 0.
Proposition 2.1.6. On muni naturellement l’espace des flèches
Gad d’une structure de variété différentielle induite de la déformation
au cône normal. Avec cette structure de variété, le groupöıde adiaba-
tique est un groupöıde de Lie.
Définition 2.1.7 (Action de R˚). Soit un groupöıde de Lie G ���� M .
Alors, on peut définir une action naturelle de R˚ sur le groupöıde adia-
batique associé.
R˚ ˙ Gtan ÝÑ Gtan
pλ, γ, tq ÞÝÑ pγ,λtq
pλ, x, ξ, 0q ÞÝÑ px, ξ{λ, 0q
2.1.4. Groupöıde normal. Soient G �� �� L un groupöıde de
Lie au dessus de la variété L et H �� �� M un groupöıde de Lie au
dessus de la variété M , d’algébröıdes de Lie respectives AG et AH.
On considère une immersion de groupöıdes de Lie φ : G ÝÑ H
telle que φpGq soit une sous-variété localement fermée de H . On ob-
tient une application injective induite au niveau des algébröıdes de Lie
φA : AG ÝÑ AH.
On se propose de définir le groupöıde normal associé à l’immersion
φ, puis de lui donner une structure lisse compatible.
Définition 2.1.8. On va définir ce groupöıde de Lie comme la
déformation au cône normal associée à l’immersion φ : G ÝÑ H. On
obtient alors,
DNCpH,Gq “ TH{TG ˆ t0u
ğ
H ˆ R˚
un groupöıde de Lie au dessus de DNCpM,Lq.
La structure de variété est alors donnée par la section 2.1. On rap-
pelle ici la construction.
On note N :“ TH{TG le fibré normal à φ. Soit Ω un voisinage de
G dans N , et U , un voisinage de φpGq dans H. On peut introduire une
application exponentielle θ : Ω ÝÑ U induite d’une structure rieman-
nienne sur G. Localement, on peut écrire : θpγ, ξq “ pγ, yq où y est la
composante transverse à φpGq dans son voisinage U .
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Soit AΩ :“ tpγ, ξ, tq { ξ P N , t P R , tξ P Ωu un ouvert de N ˆ R
et BΩ :“ π
´1pπpΩqq Y pU ˆ R˚q un ouvert de DNCpH,Gq.
On définit Θ, une bijection entre ces deux ensembles comme suit :
Θpγ, ξ, tq “
#
pγ, ξ, 0q si t “ 0
pθpγ, tξq, tq si t ‰ 0.
On a ainsi construit des cartes locales pΩ,Θq [HS87].
2.2. Théorème de l’indice pour une variété compacte
2.2.1. K-théorie. Nous recommandons le lecteur avide de savoirs
sur la K-théorie de se référer entre autres à [Ati88],[Kar78]. Pour
une étude plus ciblée sur le contexte qui nous intéresse ici, à savoir, la
K-théorie des C˚-algèbres et la théorie de l’indice, voir [Kha09].
Les propositions suivantes sont des propriétés très utiles pour la
suite, notamment pour les théorèmes de l’indice du chapitre 3, voir
[WO93] et [Bla98]. Elles permettent de dire que le groupe K0 de K-
théorie algébrique d’un groupöıde de Lie libre et propre est le même
que le groupe K0 de K-théorie topologique de son espace d’orbite.
Proposition 2.2.1. Si G
M





Proposition 2.2.2. Soit M une variété différentiable,
Alors, on a l’isomorphisme en K-théorie :
K0pC
˚pMqq “ K0pMq
où M est vu à la fois comme le groupöıde identité et comme une variété.
2.2.2. Théorème de l’indice. Dans le cas du groupöıde des paires
d’une variété lisse [Con79], et d’une variété à bord [CRLM14], des
théorèmes de l’indice utilisant des groupöıdes de déformation ont été
développés. Dans ces deux cas, il s’agit dans un premier temps de définir
un morphisme d’indice pour le groupöıde étudié G, c’est à dire un mor-
phisme en K-théorie :
K˚pA˚Gq ÝÑ K˚pGq
qui cöıncide avec l’indice des opérateurs pseudo-différentiels. Ensuite,
on définit un autre morphisme de K-théorie, dit topologique, qui quant
à lui proviendra d’éléments purement topologiques. Une formule coho-
mologique a d’ailleurs été introduite dans les deux références ci-dessus
pour calculer cet indice. Le théorème de l’indice consiste alors à prou-
ver que ces deux indices sont les mêmes.
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Pour faire cela, il y a un schéma commun aux deux cas, ainsi qu’au
cas des familles développé dans le chapitre 3. Il s’agit de définir un
groupöıde de déformation (le groupöıde tangent d’A. Connes) qui per-









Ensuite, on applique les isomorphismes de Connes-Thom [Con79]
introduit ci-après, et enfin on utilise les isomorphismes des groupes de
K-théorie algébriques vers les groupes de K-théorie topologiques des
espaces d’orbites respectifs.
Commençons donc par définir les isomorphismes de Connes-Thom.
2.2.2.1. Isomorphisme de Connes-Thom.
Proposition 2.2.3. Soit G s
��r �� M un groupöıde de Lie et h :
G ÝÑ RN un morphisme de groupöıdes de Lie de G vers le groupöıde
du groupe additif RN .
Considérons le groupöıde associé G ˙h R
N , définit dans la section
1.1.2. On note :
Gh :“ G ˙h R
N .







(i) si h ” 0, alors G˙hR
N “ GˆRN et CT0 est l’isomorphisme
de Bott.
(ii) si G est un espace, alors CTh coincide avec l’isomorphisme
de Thom.
Comme proposé dans [CRLM14] par Carrillo-Lescure-Monthubert,
on va donner une construction explicite de l’isomorphisme de Thom afin
de pouvoir l’utiliser.
Définissons d’abord un morphisme du groupöıde produit G ˆ r0, 1s
vers le groupöıde RN :
H : G ˆ r0, 1s ÝÑ RN
pγ, tq ÞÝÑ thpγq
qui donne une homotopie entre le morphisme nul et le morphisme h.
On construit le groupöıde de Lie GH :“ pG ˆ r0, 1sq ˙H R
N au
dessus deMˆr0, 1s comme le produit semi-direct du groupöıde produit
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G ˆ r0, 1s par RN . En rappelant la forme de l’application source
sHpγ, t, Xq “ pspγq, t, X ` thpγqq, on peut avancer que
pGHq|t“0 “ G ˆ R
N et pGHq|t“1 “ Gh.
Nous pouvons maintenant énoncer le lemme suivant, correspondant
au lemme 2.8 de [CRLM14].
Lemme. Il y a un isomorphisme entre la restriction de GH à s0, 1s
et le groupöıde produit Ghˆs0, 1s. Cela amène donc à la contractilité
de C˚ppGHq|s0,1sq » C
˚pGhˆs0, 1sq.







M ˆ RNˆs0, 1s �� Mˆs0, 1s ˆ RN
défini par θpγ, X, tq “ pγ, t, tXq au niveau des flèches, et θpx,X, tq “
px, t, tXq au niveau des objets. Le fait qu’il soit un morphisme de
groupöıdes de Lie ainsi que la construction de son inverse est immédiat.
�
Vient alors un résultat très classique dans la théorie de l’indice.
Lemme. Le morphisme induit de la restriction e0 à M ˆ t0u ˆ R
N








Démonstration. L’ensemble M ˆ t0u ˆ RN est un fermé saturé
de M ˆ r0, 1s ˆRN par rapport à GH , donc on a la suite exacte courte
suivante :
0 �� C˚pGhˆs0, 1sq �� C
˚pGHq
e0
�� C˚pG ˆ RN q �� 0
où e0 est la complétion du morphisme de restriction à M ˆ t0u ˆ R
N
sur l’ensemble des fonctions lisses à support compact de GH .
Ainsi, on obtient la suite exacte longue en K-théorie associée à cette
suite exacte courte :
K0pC



















˚pG ˆ RNqq .
�










Définition 2.2.1. On peut alors définir le morphisme de Connes-
Thom CTh associé au morphisme de groupöıdes de Lie h comme étant















Par construction, il est naturel, et il généralise l’isomorphisme de
Bott, dans le sens où si h ” 0, CT0 “ Bott.
Corollaire 2.2.1. Considérons le groupöıde adiabatiqueDNCpG,Mq
au dessus de M ˆ R associé à G, et nommons Gtan sa restriction au
fermé saturé M ˆ r0, 1s. Cette construction étant naturelle, nous pou-
vons aussi appliquer le foncteur DNC au morphisme h, pour obtenir
un morphisme de groupöıdes de Lie de Gtan vers DNCpRN , t0uq “
R
N ˆ r0, 1s puis projeter sur la première variable. On obtient alors un
morphisme
hT : Gtan ÝÑ RN .


















On lui associe, comme plus haut, le produit semi-direct Gtan˙hT R
N .
Remarquons que l’on peut évaluer ici aussi les éléments de C˚pGtanq







De même, on évalue les éléments de C˚pGtan ˙hT R
Nq :
C˚pAG ˙h0 R





�� C˚pG ˙h R
Nq
Enfin, la naturalité du morphisme de Connes-Thom nous donne la



















�� K0pC˚pG ˙h R
N qq.
2.2.2.2. Théorème de l’indice. Afin de construire l’indice topolo-
gique associé à la géométrie de G, il serait bien de pouvoir envoyer nos
groupes de K-théorie des C˚-algèbres sur des groupes de K-théorie to-




où H est un espace (groupöıde identité, voir 1.1.2.2) , et C0pHq est
l’algèbre des fonctions sur H qui s’annulent à l’infini, muni de la mul-
tiplication ponctuelle en guise de convolution.
Premièrement, comme AG est un fibré vectoriel, on peut appliquer
l’isomorphisme de Fourier
F : pC˚pAGq, ˚q ÝÑ pC0pA
˚Gq, .q
qui envoie la C˚-algèbre de l’algébröıde de Lie vue comme groupöıde de
Lie AG, sur l’algèbre des fonctions continues sur son dual qui s’annulent
à l’infini. Il envoie également la convolution du premier ensemble sur
la multiplication ponctuelle du deuxième.








Ensuite, on peut également utiliser la proposition 2.2.1, en mon-
trant que les groupöıdes de produit semi-directs de la ligne du bas du
diagramme précédent sont Morita-équivalents à des groupöıdes identité
(aussi appelés ”espaces”). Pour ce faire, il suffirait que ces groupöıdes
en question soient libres et propres et on pourrait appliquer la pro-
position 1.1.5 pour dire qu’ils sont Morita-équivalents à leur espace







2.2.2.3. Théorème de l’indice pour une variété compacte lisse. Voici
donc une idée des constructions de Connes [Con79] pour énoncer le
théorème de l’indice en utilisant le groupöıde des paires d’une variété
compacte lisse.
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Ici, le groupöıde de Lie étudié est donc le groupöıde des paires
M ˆ M . On rappelle que son algébröıde de Lie est le fibré tangent
TM muni du crochet de Lie usuel sur l’ensemble de ses sections. On
rappelle également que le groupöıde tangent du groupöıde des paires
est le suivant :
Gtan “ TM ˆ t0u
ğ
M ˆ Mˆs0, 1s
qui est muni des évaluations en 0 et en 1 (entre autres), notées respec-
tivement e0 et e1.
Définition 2.2.2. L’indice analytique de M est le morphisme en
K-théorie suivant :
Inda : K
0pT ˚Mq ÝÑ Z
défini comme étant la composée des applications :
— l’inverse du morphisme induit en K-théorie de l’isomorphisme
de Fourier des C˚-algèbres :
F
´1 : K0pT ˚Mq ÝÑ K0pC
˚pTMqq.





C’est un isomorphisme pour des raisons de contractilité.




— le morphisme induit du fait que le groupöıde des paires est
Morita équivalent à un point
K0pC
˚pM ˆ Mqq ÝÑ K0ptpointuq » Z.
Afin de définir le morphisme d’indice topologique, nous devons
maintenant suivre plusieurs étapes. Plongeons d’abord M dans un es-
pace RN , pour N pair. On note j : M ÝÑ RN ce plongement.
On définit alors un morphisme de groupöıdes de Lie
h : M ˆ M ÝÑ RN
px, yq ÞÝÑ jpxq ´ jpyq.
Ce morphisme en induit un autre
h0 :“ Aphq : TM ÝÑ R
N
défini par h0px, V q “ dxjpV q via application du foncteur A qui
associe à un groupöıde de Lie son algébröıde de Lie (voir la section
1.2.4). De même, il induit un morphisme :
hT “ pr1 ˝ DNCphq : Gtan ÝÑ R
N
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via application du foncteur DNC qui est défini dans la section 2.1.7.



















�� K0pC˚pM ˆ M ˙h R
N qq.
Introduisons la proposition suivante, afin de donner une autre ligne
d’isomorphisme à ce diagramme.
Proposition 2.2.4. Le groupöıde de Lie pM ˆMq ˙h R
N est libre
et propre.
Démonstration. Remarquons d’abord que ses groupes d’isotro-
pie sont triviaux.
En effet, pour px,Xq P M ˆ RN , son groupe d’isotropie est :
ppM ˆ Mq ˙ RN q
px,Xq
px,Xq “ tpx, x,Xqu
Le groupöıde est ainsi libre.
Montrons maintenant que c’est un groupöıde de Lie propre. Par
définition, on montre que l’application lisse
ps, rq : pM ˆ Mq ˙ RN ÝÑ pM ˆ RNq ˆ pM ˆ RNq
est propre.
Une base des compacts de l’espace d’arrivé est constitué des pro-
duits de compacts K ˆBa ˆK
1 ˆBa1 , où K et K
1 sont des compacts de
M et Ba est une notation pour la boule fermée centrée en 0 de rayon
a ą 0. On va donc prouver le résultat pour un élément de cette base
de compacts.
Soit F “ K ˆ Ba ˆ K
1 ˆ Ba1 un compact de l’espace d’arrivée.
Alors
ps, rq´1pF q “ tpx, y,Xq | px,X ` jpxq ´ jpyqq P K ˆ Ba
et py,Xq P K 1 ˆ Ba1u
Ainsi , on a
ps, rq´1pF q Ă tpx, y,Xq | x P K , y P K 1 et }X} ă a1u Ă K ˆK 1 ˆBa1 .
Donc ps, rq´1pF q étant un fermé (par continuité de ps, rq) dans un
compact, il est compact, ce qui prouve que le groupöıde de Lie est
propre. �
Proposition 2.2.5. Le groupöıde de Lie TM ˙ RN est libre et
propre.
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Démonstration. Remarquons d’abord que ses groupes d’isotro-
pie sont triviaux.
En effet, pour px,Xq P M ˆ RN , son groupe d’isotropie est :
pTM ˙ RNq
px,Xq
px,Xq “ tpx, V,Xq | X ` dxjpV q “ Xu.
Or, comme j : M ÝÑ RN est une immersion (c’est même un plon-
gement), on peut réécrire les groupes d’isotropies :
pTM ˙ RNq
px,Xq
px,Xq “ tpx, 0, Xqu.
Le groupöıde est donc libre.
Montrons maintenant que c’est un groupöıde de Lie propre. Par
définition, on montre que l’application lisse
ps, rq : TM ˙ RN ÝÑ pM ˆ RNq ˆ pM ˆ RNq
est propre. Pour ce faire, on choisit une métrique sur TM telle que dxj
soit une isométrie pour tout x P M .
De même que dans la proposition précédente, une base des compacts
de l’espace d’arrivé est constitué des produits de compacts
K ˆBa ˆK
1 ˆ Ba1 , où K et K
1 sont des compacts de M et Ba est une
notation pour la boule fermée centrée en 0 de rayon a ą 0. On va donc
prouver le résultat pour un élément de cette base de compacts.
Soit F “ K ˆ Ba ˆ K
1 ˆ Ba1 un compact de l’espace d’arrivée.
Alors
ps, rq´1pF q “ tpx, V,Xq | px,X ` dxjpV qq P K ˆ Ba et px,Xq P K
1 ˆ Ba1 u
Ainsi , on a
ps, rq´1pF q Ă tpx, V,Xq | x P K , x P K 1 , }X ` dxjpV q} ă a et }X} ă a
1u,
d’où
ps, rq´1pF q Ă K ˆ K 1 ˆ Ba`a1 .
Donc ps, rq´1pF q étant un fermé (par continuité de ps, rq) dans un
compact, il est compact, ce qui prouve que le groupöıde de Lie est
propre. �
Ainsi, nous pouvons dire que les groupöıde de Lie pM ˆ Mq ˙ RN
et TM ˙ RN sont Morita équivalents à leur espace d’orbite, de même
pour Gtan ˙ R
N par fonctorialité.
Proposition 2.2.6. Nous avons les identifications des espaces d’or-
bites suivantes :
— L’espace d’orbite OrbMˆM˙RN pM ˆ R
N q est RN .
— L’espace d’orbite OrbTM˙RN pM ˆ R
Nq est le fibré normal
TRN{TM associé à l’immersion j.
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— Par fonctorialité, l’espace d’orbite OrbGtan˙RN pM ˆ r0, 1s ˆ
RNq est la déformation au cône normalDNCpRN ,Mq induite
de l’immersion j.
Définition 2.2.3. On définit ainsi un morphisme d’indice topolo-
gique
Indt : K
0pT ˚Mq ÝÑ Z
comme la composée des morphismes en K-théorie suivants :
— le morphisme de Thom
Thom : K0pT ˚Mq ÝÑ K0pTRN{TMq
associé aux fibrés
T ˚M ÝÑ M ÐÝ TRN{TM




qui cöıncide avec le push-forward j! de j,
— et l’inverse du morphisme de Bott du groupöıde réduit à un
point :
Bott´1 : K0pRN q ÝÑ K0ptpointuq » Z.
Maintenant que l’on a défini tous les éléments requis, on peut énoncer
le théorème de l’indice d’Atiyah-Singer :
Théorème 2.2.1. L’indice analytique et l’indice topologique de M
sont égaux. C’est à dire :
Inda “ Indt.
Démonstration. En effet, cette section prouve que le diagramme











































N etHi pour i “ 0, 1 sont ses évaluations en 0 et en
1. Elliot-Natsume-Nest montrent dans [ENN88] que l’isomorphisme de
Connes-Thom comme proposé ici cöıncide avec celui définit par Connes,
généralisant l’isomorphisme de Thom dans [Con79]. �
Chapitre 3
Blups de Debord-Skandalis
Le blow up, ou Blup, que l’on doit à C. Debord et G. Skanda-
lis dans [DS17], est une construction très récente qui est le quotient
d’une action de R˚ sur une déformation au cône normal. Elle peut être
appliquée aux groupöıdes de Lie afin d’obtenir un groupöıde très parti-
culier qui, on le verra dans cette section, va synthétiser une géométrie
donnée. De plus, en s’appuyant sur la déformation au cône normal, on
montrera que cette construction est fonctorielle.
3.1. Définition
Proposition 3.1.1 (Action de R˚ sur la déformation au cône nor-
mal). Soit pM,Lq un couple de variétés C8. L’application définie par
R˚ ˆ DNCpM,Lq ÝÑ DNCpM,Lq
pλ, py, tqq ÞÝÑ py,λtq pour t ‰ 0
pλ, px, ξ, 0qq ÞÝÑ ppx,λ´1ξq, 0q sinon
est une action différentielle.
Démonstration. En dehors de t “ 0, l’action est très connue. Il
s’agit de l’action par multiplication à gauche sur R˚. Intéressons nous
au cas proche de t “ 0.
Soit x P L et U un voisinage de x dans M . On pose V :“ U X L.
On peut donc construire l’ouvert DNCpU ,Vq de DNCpM,Lq qui va
former une carte locale muni de l’homéomorphisme
Θ : ΩUV ÝÑ DNCpU ,Vq
px, ξ, tq ÞÝÑ pθpx, tξq, tq,
où on rappelle que θ : Ω ÝÑ U est un difféomorphisme entre un voi-
sinage Ω de la section nulle du cône normal NML et un voisinage U de
L dans M qui est l’identité sur la section nulle. On rappelle également
que
ΩUV :“ tpx, ξ, tq P N
U
V | θpx, tξq P Uu.
Tout ceci étant dit, on peut écrire le diagramme trivialement com-
mutatif suivant, qui va clore la démonstration :











où la ligne du haut correspond à l’action définie dans la proposition
tandis que la ligne du bas correspond à l’action de R˚ sur NUV par
λ.px, ξ, tq “ px,λ´1ξ,λtq. �
Proposition 3.1.2. L’action de R˚ sur l’ouvert
ČDNCpM,Lq :“ DNCpM,LqzpL ˆ Rq
de la déformation au cône normal DNCpM,Lq est libre et propre.
Définition 3.1.1. Soit pM,Lq un couple de variétés lisses. On
définit le Blup de Debord-Skandalis de L dans M par la variété quo-
tient :
BluppM,Lq “ ČDNCpM,Lq{R˚.
Remarque. En fait, on peut réécrire ce quotient comme la réunion
disjointe de la variété MzL et de l’espace total du fibré vectoriel PpNML q
de l’espace projectif du fibré normal du couple pM,Lq.
En effet, ČDNCpM,Lq “ pTLM{TLqzpLˆt0qu
Ů
MzLˆR˚ et si l’on
étudie les espaces d’orbites de l’action de R˚, on obtient le résultat :




Soit N un entier. On va considérer le couple pRN ,RN´1q. D’après la
remarque qui précède, le blow up associé à ce couple est la réunion dis-
jointe entre l’espace projectif PpNR
N
RN´1
q et l’ouvert RNzRN´1. Or, l’es-
pace projectif est isomorphe à RN´1 car les fibres sont triviales. Plon-
geons le donc dans RN par le plongement x ÞÝÑ px, 0q et considérons
l’application :
π : DNCpRN ,RN´1qzpRN´1 ˆ Rq ÝÑ RN´1 ˆ R
px, y, tq ÞÝÑ
"
px, 0q si t “ 0
px, ytq sinon.
Tout d’abord, on remarque que π est lisse en tant que composée de
la carte globale ψ définie dans la section 2.1.1.1 avec la fonction passage
au quotient de RN´1 ˆ R˚ ˆ R par l’action λ.px, y, tq “ px,λ´1y,λtq,
c’est à dire l’application :
RN´1 ˆ R˚ ˆ R ÝÑ RN
px, y, tq ÞÝÑ px, ytq.
On remarque ensuite que π est surjective comme composée d’appli-
cations surjectives et on vérifie qu’elle passe au quotient :
πpx, y, tq “ πpx,λ´1y,λtq “ px, ytq et πpx,λ´1y, 0q “ πpx, y, 0q “
px, 0q.
On obtient ainsi :
BluppRN ,RN´1q » RN .
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Exemple 3.1.2. On considère un couple pM,Lq où L est une hyper-
surface (sous-variété de codimension 1) de M munie d’une fonction de
définition ρ : M ÝÑ R. Il existe un voisinage U de L et une rétraction
lisse π : U ÝÑ L tels que l’on a le difféomorphisme
U ÝÑ L ˆ R
x ÞÝÑ pπpxq, ρpxqq.
Cela nous donne la décomposition de l’espace tangent en un point
x P U :
TxM » TπpxqL ˆ TρpxqR.
Ainsi, pour x P L, TxM » TxLˆ T0R » TxLˆ R et le fibré normal
TLM{TL s’identifie au fibré trivial L ˆ R.
Enfin,
BluppM,Lq “ PpTLM{TLq \ pMzLq » L \ pMzLq » M.
3.2. Fonctorialité
Définition 3.2.1. Soit f : pM,Lq ÝÑ pN,P q une flèche de C 82 .
Par fonctorialité de la déformation au cône normal, on peut définir
une application lisse DNCpfq : DNCpM,Lq ÝÑ DNCpN,P q.
On pose Uf “ DNCpM,LqzDNCpfq
´1pP ˆRq. Comme l’action de
R
˚ commute avec f , on obtient par passage au quotient :
Bluppfq : Blupf pM,Lq ÝÑ BluppN,P q
où BlupfpM,Lq “ Uf{R˚, définie par les formules :
Bluppfqpxq “ fpxq si x P pMzLq
Bluppfqpx, rξsq “ pfpxq, rdNx fpξqsq sinon.
Remarque. On vérifie que L ˆ R Ă DNCpfq´1pP ˆ Rq, ce qui
permet d’écrire sans encombres DNCpfq : Uf ÝÑ DNCpN,P qzpPˆRq
avant de passer au quotient.
Proposition 3.2.1. Soit g : pM,Lq ÝÑ pN,P q et f : pN,P q ÝÑ
pB,Qq deux flèches de C 82 .

















Démonstration. Tout d’abord, montrons que la composée de
Bluppfq et Bluppgq est bien définie. Par fonctorialité de la déformation
au cône normal, on a la composition DNCpf ˝ gq de morphisme de






Les inclusions suivantes, provenant de la définition de morphisme de
couple de variétés, nous permettent de passer chacune des applications
séparément au quotient (après restriction) :
P ˆ R Ă DNCpfq´1pQ ˆ Rq
L ˆ R Ă DNCpgq´1pp ˆ Rq.
De même, L ˆ R Ă DNCpgq´1pDNCpfq´1pQ ˆ Rqq “ DNCpf ˝
gq´1pQ ˆ Rq de manière immédiate.
D’où, avec la notation Ug “ DNCpM,LqzDNCpgq
´1pP ˆ Rq et






On peut maintenant quotienter par l’action de R˚ qui est libre et
propre sur U ,Uf et Uf˝g, pour donner le morphisme :
Bluppf ˝ gq : Blupf˝gpM,Lq ÝÑ BlupfpN,P q ÝÑ BluppB,Qq.
On peut vérifier la formule du Blup ”en 0” :




“ Bluppfqpgpxq, rdNx gpξqsq
“ Bluppfq ˝ Bluppgq.
�
3.3. Blup de groupöıdes de Lie de Debord-Skandalis
On va utiliser ici la fonctorialité du Blup de Debord-Skandalis pour
les variétés afin de construire un groupöıde de Lie en tant que Blow up
de groupöıdes de Lie.
Soit G ��s
r
�� M un groupöıde de Lie, et F �� �� L un sous-groupöıde
de Lie fermé de G.





Considérons le sous-groupöıde ouvert







de DNCpG,F q, obtenu par restriction à l’ouvert saturé
DNCpM,LqzpL ˆ Rq.
Proposition 3.3.1. L’action de R˚ sur ČDNCpG,F q est libre et
propre.
Ainsi, l’ouvert Blupr,spG,F q :“ ČDNCpG,F q{R˚ de BluppG,F q est
également une variété. La fonctorialité de la construction nous donne
alors toute la structure de groupöıde de Lie, comme stipulé ci-après.
Proposition 3.3.2. Blupr,spG,F q est un groupöıde de Lie au des-
sus de BluppM,Lq, de source Bluppsq, de but Blupprq, de composition
Bluppmq, d’unité Bluppuq et d’inverse Bluppiq.
La fonctorialité de cette construction provient de celle de la déformation
au cône normal de groupöıdes de Lie.
La proposition suivante, permet de voir l’algébröıde de Lie du Blup
de groupöıdes de Lie comme un Blup. Pour plus de détails, voir [DS17].
Proposition 3.3.3. Les foncteurs A et Blup commutent dans le
sens suivant. Soit pG,F q un couple de groupöıdes de Lie comme dans
la partie précédente. Alors, on a :
ApBlupr,spG,F qq “ BluppApGq, ApF qq
Remarque. Cette proposition est très utile. En effet, elle peut s’in-
terpréter de la façon suivante.
Soit pM,Lq un couple de variétés tel que L soit une sous-variété de
M , et l’on se muni d’un algébröıde de Lie A ÝÑ M au dessus de M ,
et d’un algébröıde B ÝÑ L au dessus de L tels que B Ă A|L.
Avec ces données, on sait que l’ensemble
D “ ts section de A telle que sL soit une section de Bu
est un module projectif de type fini, donc il correspond aux sections
d’un algébröıde de Lie (aux sections d’un fibré vectoriel par Serre-
Swan qui hérite des structures d’algébröıde de Lie de A et B). Cet
algébröıde de Lie sera un bon moyen de modéliser la géométrie donnée
par A et B mais il ne suffit pas car il ne donne que des informa-
tions infinitésimales. Il serait également bien de pouvoir l’intégrer en un
groupöıde de Lie. C’est ici que la proposition entre en jeu. En fait, un
algébröıde dont l’ensemble des sections est D peut être BluppA,Bq ÝÑ
BluppM,Lq, et la proposition dit qu’il peut être intégré en un groupöıde
de Lie Blupr,spG,F q si A et B sont eux-même intégrables en G et F
respectivement.
Exemple 3.3.1 (Groupöıde du b-calcul). Considérons une variété
M munie d’une sous-variété L de codimension 1. On suppose qu’il
existe une fonction de définition ρ : M ÝÑ R de L. C’est à dire que
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ρ est une submersion en 0 et on a ρ´1p0q “ L et ρ´1pR˚`q “
˝
M . On
rappelle que dans ce cadre, BluppM,Lq » M .
Considérons maintenant l’inclusion de groupöıdes de Lie :
L ˆ L Ă M ˆ M.
On en construit le Blup de groupöıdes de Lie :
Blupr,spM ˆ M,L ˆ Lq
��
�� M
que l’on va voir plus en détails.
Par construction, on décompose cet espace en la réunion disjointe









dNs´1pL ˆ t0uq Y dNr´1pL ˆ t0uq
˘
.
et „ représente l’action naturelle de R˚ sur la déformation au cône
normal.
Plus spécifiquement, comme NMˆMLˆL » pLˆLqˆR
2 après trivialisa-
tion du fibré normal de l’inclusion L Ă M , on obtient une description
détaillée de ce groupöıde de Lie :






C’est le groupöıde du b-calcul. Les sections de son algébröıde de Lie
sont les champs de vecteurs de TM tangents à TL sur L.
Exemple 3.3.2. Soit M une variété, et L une sous-variété munie
d’une fibration φ : L ÝÑ B.








Elle va définir le groupöıde de Lie suivant :
Blupr,spM ˆ M,L ˆ
φ
Lq �� �� M
qui a pour section d’algébröıde les champs de vecteurs de TM qui,
restreints à L sont des sections de TφL.
Exemple 3.3.3. Soit L une sous-variété de M , on considère l’in-











aura pour section d’algébröıde les champs de vecteurs de TM nuls sur
L.
Proposition 3.3.4. Soit G un groupöıde de Lie immergé dans un
autre groupöıde de Lie H.
Alors les groupöıdes de Lie




�� BluppH p0q, Gp0qq
sont Morita équivalents.
Démonstration. On applique la proposition 1.1.1 pour l’action
canonique de R˚ sur la déformation au cône normal qui, restreinte au
sous-groupöıde de Lie saturé ČDNCpH,Gq est libre et propre. �
Exemple 3.3.4. Soit H �� �� M un groupöıde de Lie et G ���� L
un sous-groupöıde de Lie de H. Alors, d’après la section 2.1.8, la
déformation au cône normal associée au couple pH,Gq s’écrit :
DNCpH,Gq “ NHG ˆ t0u
ğ
H ˆ R˚,
où NHG est le fibré normal associé à l’immersion G
�� H . On peut
alors écrire le groupöıde de Lie Blupr,spH,Gq comme la réunion dis-
jointe de l’espace projectif PpNHG q et du sous-groupöıde de Lie ouvert






3.4. Blups, b-groupoides et morphismes vers RN
Dans cette section et dans le reste de cette thèse on va supposer N
pair.
Dans cette section, on va considérer une variété lisse M̃ et une
sous-variété L de codimension 1 définie par une fonction de définition 1
1. C’est à dire L “ ρ´1pt0uq et dxρpV q ‰ 0 for all x P L and V P TxM̃ vecteur
non nul.
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(distance au bord) ρ : M̃ Ñ R. Nous allons noter M :“ ρ´1pR`q.
Nous allons ensuite considérer la situation suivante. Soit G2 Ñ M̃
un groupoide de Lie avec un sous groupoide de Lie G1 Ñ L. Nous
supposons qu’il existe un morphisme de groupoides de Lie
h2 : G2 Ñ R
N ˆ RN
avec RN ˆ RN le groupoide des paires compatible avec ρ dans le sens
où la restriction de h2 à G2|M est un morphisme à valeurs dans
R
N´1 ˆ R` ˆ R
N´1 ˆ R` et dont la restriction à G1 donne un (sous-)
morphisme h1 : G1 Ñ R
N´1 ˆ RN´1. Nous résumons cette situation
dans le diagramme suivant
(1) G2
h2







où les flèches verticales représentent les inclusions de groupoides (on
supposera toujours dans cette thèse, sauf indication du contraire que
RN´1 est identifié à RN´1 ˆ t0u dans RN).
La fonctorialité du Blup nous donne de manière immédiate un mor-




N ˆ RN ,RN´1 ˆ RN´1q
Maintenant, on va considérer la restriction de ce morphisme à des
groupoides définis de la manière suivante :
Définition 3.4.1. Le b-groupoide associé à un couple pG2, G1q
comme ci-dessus est par définition la restriction à M de la composante
s-connexe de Blupr,spG2, G1q. On le note par
(3) ΓbpG2, G1q :“ Blup
c
r,spG2, G1q|M Ñ M
où Blupcr,spG2, G1q est le groupöıde composante s-connexe de
Blupr,spG2, G1q.




où RN est vu comme groupe additif et donné par la composé de
Γph2q :“ Blupph2q|ΓbpG2,G1q suivi du morphisme de groupoide de Lie
(5) ΓbpR
N ˆ RN ,RN´1 ˆ RN´1q
hNÝÑ RN ,
défini en (3.4) dans [CRLM14] et donné explicitement par les formules
suivantes :
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Pour px, yq P RNzRN´1 ˆ RNzRN´1,




où a “ paN´1, aNq P R
N´1 ˆR`, et pour pa, b,αq P R
N´1 ˆRN´1 ˆR˚`,
hNpa, b,αq “ pa ´ b, logpαqq.
Nous pouvons donc considérer le groupoide produit semi-direct
(6) ΓbpG2, G1q ˙h R
N
Ñ M ˆ RN .
Nous allons nous intéresser dans la suite à certains cas de couples
pG2, G1q comme ci-dessus pour lesquels on ait des morphismes vers
pRN ˆRN ,RN´1 ˆRN´1q tels que le groupöıde produit semi-direct (6)
soit libre et propre. Le résultat suivant est dans cette direction. Il nous
permettra dans le chapitre 4 de calculer topologiquement les groupes
de K-théorie associés à ces Blups et encore plus de calculer topologique-
ment des morphismes d’indice. Mais avant cela, un peu de terminologie
s’impose.
On rappelle ce que l’on entend par morphisme injectif de groupöıdes
de Lie :
Définition 3.4.2. Un morphisme de groupöıdes de Lie
h : G ÝÑ H est injectif si hpγq “ x avec x une unité de H implique
que γ est une unité de G.
Remarque. Un morphisme de groupöıdes de Lie injectif n’est pas
forcément injectif en tant que morphisme d’ensemble. Ce sont deux
notions différentes.
Définition 3.4.3. Considérons une donnée comme ci-dessous
(7) G2
h2







Nous notons par pG2, G1, h2, h1q cette donnée. Nous allons dire que le




N ˆ RN ,RN´1 ˆ RN´1q
est un morphisme fermé et injectif en tant que morphisme de groupoides
de Lie.
Proposition 3.4.1. Supposons que nous avons un quadruplé
pG2, G1, h2, h1q b-principal comme ci-dessus. Alors le groupoide produit
semi-direct
ΓbpG2, G1q ˙h R
N
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est un groupöıde de Lie libre et propre.





N ˆ RN ,RN´1 ˆ RN´1q
hNÝÑ RN
est un morphisme injectif en tant que morphisme de groupoides de Lie
et donc le groupoide ΓbpG2, G1q ˙h R
N est libre.
Il reste donc à montrer, d’après le critère de Tu 1.1.4, que l’appli-
cation
ΓbpG2, G1q ˙h R
N pr,sqÝÑ pM ˆ RNq ˆ pM ˆ RNq
est fermé sachant que l’application analogue pour le groupöıde
ΓbpR
N ˆ RN ,RN´1 ˆ RN´1q ˙hN R
N l’est (d’après le lemme 3.3 dans
[CRLM14] le groupöıde
ΓbpR
N ˆ RN ,RN´1 ˆ RN´1q ˙hN R
N
est libre et propre) et que Γph2q est un morphisme fermé et injectif en
tant que morphisme de groupöıdes de Lie.






une composée de morphismes de groupöıdes de Lie avec θ morphisme
fermé et injectif en tant que morphisme de groupöıdes de Lie, et tel que




Ñ pG0 ˆI0 Iq ˆ pG0 ˆI0 Iq




ÝÑ H ˙φ I
donnée par θ̃pγ, ιq “ pθpγq, ιq et θ̃0px, ιq “ ppθ0pxq, ιqq pour pγ, ιq P
G ˙h I et px, ιq P G0 ˆI0 I. Nous avons le diagramme commutatif
suivant de fonctions continues










�� pH0 ˆI0 Iq ˆ pH0 ˆI0 Iq
avec la fonction verticale de gauche et la fonction horizontale du bas
fermées, ainsi que la fonction verticale de droite injective. Un calcul
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élémentaire montre que la fonction horizontale du haut est fermée.
Ceci conclut la démonstration. �
L’Intérêt d’avoir des groupöıdes libres et propres dans cette thèse
sera de pouvoir calculer des indices via des groupes deK-théorie topolo-
gique des espaces topologiques (même des variétés dans notre contexte).
On peut donner déjà un exemple de résultat dans cette direction :
Corollaire 3.4.1. Soit pG2, G1q un couple formé d’un groupöıde
de Lie G2 et d’un sous-groupöıde de Lie G1 comme ci-dessus. Supposons
qu’il existe un couple de morphismes ph2, h1q dans pR
N ˆ RN ,RN´1 ˆ
RN´1q tel que pG2, G1, h2, h1q est b-principal, alors l’espace d’orbites
OrbpΓbpG2, G1q ˙h R
Nq est une variété C8 à bord et on a un isomor-
phisme (l’isomorphisme de Connes-Thom) :
K˚pC
˚pΓbpG2, G1qqq « K
˚
toppOrbpΓbpG2, G1q ˙h R
Nqq.
Dans la suite nous allons calculer aussi des morphismes d’indice, il
va donc falloir calculer aussi des groupes de K-théorie des groupöıdes
produit semi-directs associés aux groupöıdes tangents et/ou de
déformation.
En fait, si G est un groupöıde de Lie muni d’un morphisme de
groupöıdes de Lie h : G ÝÑ RN , alors, par fonctorialité, on a un mor-
phisme de groupöıdes de Lie hT : Gtan ÝÑ RN donné par la composition
du morphisme tangent htan suivi de la projection RN ˆ r0, 1s Ñ RN
(une fois pRNqtan identifié à RN ˆr0, 1s). Dans le cadre des b-groupöıdes
ci-dessus, on obtient le corollaire suivant.
Corollaire 3.4.2. Pour un quadruplé pG2, G1, h2, h1q b-principal




est libre et propre.
Démonstration. La proposition précédente donne que
ΓbpG2, G1q ˙h R
N
est libre et propre.
Maintenant, un calcul direct (analogue à celui du lemme 3.4 dans
[CRLM14]) donne que pAG2, AG1, Aph2q, Aph1qq est b-principal et
donc
ΓbpAG2, AG1q ˙ΓbpAph2qq R
N ,
ou encore (d’après la proposition 3.3.3)
ApΓbpG2, G1qq ˙Aphq R
N
est libre et propre. Nous pouvons maintenant appliquer directement la
proposition A.5 de [CRLM14]. �
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Plus généralement, on va s’intéresser dans le chapitre suivant aux





tel que le groupöıde produit semi-direct
(12) ΓbpG2, G1q
tan ˙hT R
N soit libre et propre.
Par ce qui précède, les quadruplés b-principaux fournissent des exemples
de cette situation. Donnons à présent des exemples explicites des couples
satisfaisant (12).
Exemple 3.4.1. [”Manifolds with boundary”] Soit pM̃, L, ρq
comme dans le début de cette section. Soit
i0 : M̃ ÝÑ R
N´1
un plongement fermé avec N pair, et soit j : M̃ ÝÑ RN donné par
j “ pi0, ρq. On définit le morphisme entre groupöıdes des paires
h2 : M̃ ˆ M̃ ÝÑ R
N ˆ RN
px, yq ÞÝÑ pjpxq, jpyqq.
Il se restreint à L ˆ L de manière naturelle en un morphisme h1 vers
RN´1 ˆ RN´1.
Un calcul direct permet de montrer que pM̃ ˆ M̃, L ˆ L, h2, h1q est
b-principal.
Exemple 3.4.2. [”Smooth families of Manifolds with boun-
dary”] Soit M une variété C8 de bord C8 L définie par une fonction
de définition ρ : M Ñ R`. En considérant le double M̃ de M le long
du bord L, on peut se placer dans la situation des sections précédentes.
Soit φ : M̃ ÝÑ B une submersion de variétés différentielles telle
que L hérite de la fibration définie par φ, c’est à dire que φ|L : L ÝÑ B
est une submersion surjective.
Soit j : M̃ ÝÑ RN comme dans l’exemple précédent, alors la
restriction de h2 de l’exemple précédent (et de h1) au sous-groupöıde
M̃ ˆφ M̃ de M̃ ˆ M̃ (au sous-groupöıde L ˆφ L de L ˆ L) donne un
quadruplé b-principal pM̃ ˆφ M̃, L ˆφ L, h2, h1q.
Exemple 3.4.3. [”Closed subgroupoids”] En fait, le fait que
l’exemple 3.4.2 donne bien un quadruplé b-principal s’obtient à partir
de l’exemple 3.4.1. En effet, ceci entre dans le cadre plus général sui-
vant.









soit libre et propre.
Soit pG12, G
1
1q un couple de sous-groupoides de pG2, G1q tel que le





1q ÝÑ ΓbpG2, G1q
soit un morphisme fermé et injectif en tant que morphisme de grou-









est libre et propre.
Nous finissons ce chapitre par un résultat/remarque qui est valable
dans un contexte un peu plus général et qui nous sera très utile dans
le chapitre suivant une fois appliqué à la situation précédente.
Proposition 3.4.2. Soit H un sous-groupöıde de Lie de Gtan, alors
le morphisme fH :“ h
T
H : H ÝÑ R
N induit une structure de sous-
groupöıde de Lie sur H ˙
fH
RN de Gtan ˙
hT
RN . Si ,de plus, Gtan ˙
hT
RN est
un groupöıde de Lie libre et propre et que H est un sous groupoide de
Lie saturé, alors H ˙
hTG
RN est aussi libre et propre et on peut dire que
l’espace d’orbites OrbpH ˙
hTH
RNq est une sous-variété de OrbpGtan ˙
hT
RNq.
Démonstration. La restriction de pr, sq à H reste une applica-
tion fermée avec la topologie induite car H est un sous groupoide de
Lie saturé, et les groupes d’isotropie de H ˙
hTH
RN sont des sous-groupes
de Lie de ceux de Gtan ˙
hT
RN . H hérite par conséquent du caractère
libre et propre du groupöıde dans lequel il est inclus.
�
Corollaire 3.4.3. Dans le même contexte que la proposition

































où les flèches horizontales sont les morphismes induits en K-théorie
par les restrictions.
Chapitre 4
Théorie de l’indice pour une classe de variétés
singulières
4.1. Indice analytique et indice de Fredholm pour une









une immersion de groupöıdes de Lie comme dans la section 3.4.
On va définir dans cette section un morphisme d’indice analytique
et un morphisme d’indice de Fredholm.
On rappelle que l’on note AΓbpG2, G1q l’algébröıde de Lie de
ΓbpG2, G1q, et
ΓbpG2, G1q
tan “ AΓbpG2, G1q ˆ t0u
ğ
ΓbpG2, G1qˆs0, 1s
son groupöıde tangent au dessus de M ˆ r0, 1s.











sur lesquels on va appliquer le foncteur K0.
Définition 4.1.1. On définit le morphisme d’indice analytique du
groupöıde de Lie ΓbpG2, G1q comme le morphisme de groupes de K-
théorie :
Inda : K0 pC




obtenu par les compositions
K0 pC









où e1 et e2 sont les morphismes induits en K-théorie des morphismes
de C˚-algèbre définis plus haut. On les note de la même manière par
abus de notation.
On rappelle que dans cette section que L est de codimension 1. On
identifie la variété BluppM,Lq avec M en vertu de l’exemple 3.1.2.
Lemme. Posons MF :“ pM ˆ r0, 1sqzpL ˆ t1uq. Alors MF est un
ouvert saturé de M ˆ r0, 1s pour le groupöıde pΓbpG2, G1qq
tan.
Démonstration. En effet, pΓbpG2, G1q
tanq
1
“ ΓbpG2, G1q et
ΓbpG2, G1q|L “ rNG2G1 . �
On note ΓbpG2, G1qF la restriction de ΓbpG2, G1q
tan à l’ouvert saturé
MF .
On va maintenant décomposerMF en la réunion de l’ouvert
˝
Mˆs0, 1s
et de son complémentaire fermé que l’on notera MB. Autrement dit :
MF “
˝
Mˆs0, 1s \ MB.
Lemme. L’espace MB “ MFzp
˝
Mˆs0, 1sq est un fermé saturé de
MF .
Démonstration. Là aussi c’est immédiat par construction du
Blup. �










“ ΓbpG2, G1q ˝
M
ˆs0, 1s
la restriction de ΓbpG2, G1qF à l’ouvert saturé
˝
Mˆs0, 1s.
Son groupöıde complémentaire dans ΓbpG2, G1qF est appelé l’algébröıde
non-commutative et est noté AncΓbpG2, G1q.
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Remarque. Là aussi, les restrictions aux sous-ensembles saturés
˝






�� C˚pΓbpG2, G1q ˝
M
q
sur lesquels on applique le foncteur K0. Le morphisme eB induit un
isomorphisme en K-théorie.
On obtient alors la possibilité de définir l’indice relatif à ces restric-
tions.
Définition 4.1.3. Étant donné une immersion de groupöıdes de
Lie G1 ÝÑ G2, introduisons le morphisme d’indice de Fredholm comme
le morphisme en K-théorie :
IndFa : K0 pC




obtenue par la composition IndFa :“ e˝ ˝ e
´1
B .
4.2. Calcul topologique pour l’indice de Fredholm et l’indice
analytique pour un quadruplé b-principal
Afin de faire le calcul qui va suivre, on va raffiner les hypothèses sur
notre immersion φ : G1 ÝÑ G2. On suppose dans cette section qu’il








Ñ M ˆ RN .
soit libre et propre. Par exemple, d’après les résultats du chapitre
précédent, les quadruplés pG2, G1, h2, h1q b-principaux fournissent des
exemples de cette situation.
Dans l’idée de la section 2.3 de [CRLM14], on rappelle qu’on a un








associé au morphisme (17). Nous avons de manière analogue les iso-









La proposition suivante résulte de manière immédiate du corollaire
3.4.3 .
Proposition 4.2.1. Avec les notations ci-dessus, on a un dia-



































induit sur le groupoide de Fredholm. On peut énoncer aussi une pro-
position comme ci-dessus pour ces groupoides.
Proposition 4.2.2. Avec les notations ci-dessus, on a un dia-


































Dans le cas de notre hypothèse de cette section, les groupöıdes
produit semi-direct apparaissant dans les lignes d’en bas des deux dia-
grammes précédents sont tous libres et propres grâce aux résultats du
chapitre précédent (proposition 3.4.1, corollaire 3.4.2 et proposition
3.4.2).
On rappelle que ces groupöıdes de Lie étant libres et propres, il
sont Morita équivalents à leur espace d’orbite, ce qui implique que leur
K-théorie est isomorphe à celle de leur espace d’orbite. Donnons un
ensemble de notations pour les espaces d’orbites de ceux-ci.
On pose :
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BFh :“ pMF q{pΓbpG2, G1qF ˙
hF
RN q














On peut donner à présent une définition de l’indice topologique
associé à un quadruplé b-principal comme ci-dessus :
Définition 4.2.1. L’indice topologique associé au groupöıde de Lie




˚ΓbpG2, G1qq ÝÑ K0pΓbpG2, G1qq,
obtenu par la composition des morphismes suivants :
— l’isomorphisme
K0toppA
˚ΓbpG2, G1qq ÝÑ K0pC
˚pAΓbpG2, G1qqq
obtenu par composition de l’isomorphisme induit par la trans-
formée de Fourier et l’isomorphisme de la proposition 2.2.2,
— l’isomorphisme de Thom
K0pAΓbpG2, G1qq ÝÑ K
0pB0hq
obtenu par composition entre l’isomorphisme de Connes-Thom
CTh0 :
K0pC





et l’isomorphisme en K-théorie donné par l’équivalence de




— le morphisme K0pB0hq ÝÑ K






— et l’isomorphisme K0pB1hq ÝÑ K
0pΓbpG2, G1qq, obtenu en
composant l’inverse de l’isomorphisme en K-théorie donné
par l’équivalence de Morita entre le groupöıde de Lie
ΓbpG2, G1q˙
h
RN et son espace d’orbite B1h et l’inverse de l’iso-
morphisme de Connes-Thom CTh :
K0pC





Dans ce contexte, nous avons le théorème suivant :
Théorème 4.2.1. Pour un quadruplé b-principal pG2, G1, h2, h1q,
l’indice analytique et l’indice topologique de ΓbpG2, G1q cöıncident, i.e.
Inda “ Indt.
































































où les lignes horizontales correspondent aux morphismes de restriction.
�
De la même manière, on donne une définition de l’indice de Fred-
holm topologique :
Définition 4.2.2. L’indice de Fredholm topologique associé au
groupöıde de Lie ΓbpG2, G1q est le morphisme en K-théorie topologique
IndFt : K0pC




obtenu par la composition des morphismes suivants :
— l’isomorphisme en K-théorie
K0C





obtenu par composition entre l’isomorphisme de Connes-Thom
CThB :
K0pC





et l’isomorphisme en K-théorie donné par l’équivalence de

























— et le morphisme K0pB
˝
M




en composant l’inverse de l’isomorphisme en K-théorie donné






RN et son espace d’orbite B
˝
M
h et l’inverse de














Dans ce contexte, nous avons le théorème suivant :
Théorème 4.2.2. Pour un quadruplé b-principal pG2, G1, h2, h1q,
l’indice de Fredholm et l’indice de Fredholm topologique de ΓbpG2, G1q
cöıncident, i.e. IndFa ” Ind
F
t .




































































où les lignes horizontales correspondent aux morphismes de restriction.
�
4.3. Le cas d’une famille de variétés à bords
On s’intéresse ici à un cas qui généralise à la fois le cas des familles et
le cas d’une variété à bord en s’inspirant des méthodes de [CRLM14].
C’est un exemple particulier de la situation décrite précédemment et
sur lequel on va approfondir les calculs.
Soit M une variété de bord L défini par une fonction de définition
ρ : M Ñ R`. En considérant le double M̃ de M le long du bord L, on
peut se placer dans la situation des sections précédentes.
Soit φ : M̃ ÝÑ B une submersion de variétés différentielles telle
que L hérite de la fibration définie par φ, c’est à dire que φ|L : L ÝÑ B
est une submersion surjective.
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Celui-ci est isomorphe au groupöıde de Lie GφpM̃, ρq introduit dans
le 3e paragraphe de [?] par B. Monthubert qui est défini comme le sous-
groupöıde du produit de groupöıdes de Lie : M̃ ˆ M̃ ˆ R :
GφpM̃, ρq “
"
px, y,λq P M̃ ˆ
φ
M̃ ˆ R | ρpxq “ λρpyq
*
Il sera utilisé en lieu et place du ”Blup” dans le calcul des or-
bites du groupöıde semi-direct faisant l’objet de la proposition qui
suit. Son statut de sous-groupöıde de Lie du groupöıde M̃ ˆ M̃ ˆR va
considérablement alléger les calculs.
La composante s-connexe de ce groupöıde de Lie peut se restreindre
au fermé saturé M Ă M̃ pour donner un groupöıde de Lie au dessus
de la variété à bord, noté dans cet exemple :










pL ˆφ Lq ˆ R







4.3.1. L’indice analytique pour le cas des familles. Dans
cette section on veut appliquer le théorème 4.2.1 dans le cas des fa-






décrit dans l’exemple 3.4.2. D’après les résultats de la section précédente
le groupoide produit semi-direct associé




est libre et propre et, en particulier, il est Morita equivalent à son
espace d’orbites. On va calculer cet espace d’orbites pour donner un
calcul K-théoretique de l’indice analytique.









Nq » B ˆ RN´1 ˆ R`
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Démonstration. Pour calculer l’espace d’orbite du groupöıde de
Lie Γφb pMq˙hR
N , on peut calculer l’espace d’orbite de GφpM̃, ρq˙hR
N ,
puis restreindre à M .
Soient px,X,X0q, py, Y, Y0q P M̃ ˆ R
N´1 ˆ R. Ces deux éléments
sont dans la même orbite s’il existe pa, b,λ,W,W0q dans
GφpM̃, ρq ˙ pRN´1 ˆ Rq tel que
spa, b,λ,W,W0q “ py, Y, Y0q
rpa, b,λ,W,W0q “ px,X,X0q.
Autrement dit, tel que
pb,W ` j0pbq ´ j0paq,W0 ` λq “ py, Y, Y0q
pa,W,W0q “ px,X,X0q.
Ainsi, px,X,X0q „ py, Y, Y0q si et seulement si
— φpxq “ φpyq
— X ´ j0pxq “ Y ´ j0pyq
— et Dλ P R tel que Y0 ´ X0 “ λ.
.
On peut donc poser le morphisme suivant :
β : M ˆ RN´1 ˆ R ÝÑ B ˆ RN´1 ˆ R`
px,X,X0q ÞÝÑ pφpxq, X ´ j0pxq, X0q.
On s’est permis de réduire à R` car les conditions pour que deux
éléments soient dans la même classe d’équivalence le permettent.
Il vient que β est surjectif, car pour pa, U, U0q P B ˆ R
N´1 ˆ R`,
on a βpa1, U ` j0pa
1q, U0q “ pa, U, U0q, où a
1 est un antécédent de a par
φ dont l’existence est garantie par sa surjectivité. Le calcul de l’orbite
d’un point nous dit que l’on peut faire passer cette application au quo-
tient pour obtenir une bijection. L’application est lisse.
On peut donc donner une présentation de l’espace d’orbite de ce
groupöıde de Lie :
Orb
´
GφpM̃, ρq ˙ RN
¯




Γφb pMq ˙ R
N
¯
» B ˆ RN´1 ˆ R`.
�
Nous avons le corollaire suivant.
Corollaire 4.3.1. Dans la situation précédente le groupe de K-
théorie K0pC
˚pΓφb pMqqq est nul et, en particulier, l’indice analytique
pour le groupoide Γφb pMq est le morphisme nul, Inda ” 0.
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Démonstration. On a K˚pB ˆ RN´1 ˆ R`q “ 0, ce qui donne
trivialement le résultat. �
Remarque. En particulier l’indice topologique est aussi nul dans
cet exemple et le théorème 4.2.1 est trivial. Ceci ne veut pas dire que ce
résultat trivial n’a pas de conséquences intéressantes, en effet, comme
décrit dans [ACR17], ce résultat permet de montrer (dans le cas M
compacte) que tous les opérateurs longitudinaux elliptiques associé à
ce groupoide sont perturbables dans un opérateur de Fredholm dans
le sens où (au moins à homotopie stable près) on peut le perturber
par un opérateur régularisant pour avoir un opérateur de Fredholm.
Ceci donne une autre preuve du résultat montré d’abord par Melrose et
Piazza ([MP97]) pour les opérateurs de Dirac et par Melrose et Rochon
([MR04]) pour les opérateurs pseudodifférentiels. Dans [ACR17], on
montre que la preuve ci-dessus s’étend au cas des feuilletages, cette
fois-ci grâce à un calcul de l’indice topologique.
4.3.2. L’indice de Fredholm pour le cas des familles. Comme
il a déjà été exposé, il est possible de définir un morphisme d’indice
analytique avec la donnée d’un champ continu de groupöıdes de Lie,
dit groupoide de déformation. Le cas de l’indice analytique correspond
au cas du groupoide tangent. L’indice analytique ne coincide pas en
général avec l’indice de Fredholm ; dans le cas des familles, un grou-
poide est introduit pour pouvoir définir le morphisme de l’indice de
Fredholm : on parle de l’espace tangent non-commutatif pour le cas
des familles à bord, largement inspiré du travail de Carrillo-Lescure-
Monthubert [CRLM14] pour le cas d’une variété à bord. Il correspond
à l’algébröıde non commutative du cas général exposé dans la section
4.1.
Proposons nous maintenant de calculer l’orbite des points de
M̃ ˆ r0, 1s dans le groupöıde de Lie pΓφb pM̃qq
tan ˙
hT
RN . Ce calcul nous
permettra de donner les calculs des espaces d’orbites pour les sous-
groupoides saturés qui apparâıtront dans les indices de Fredholm.
Remarquons d’abord que pΓφb pM̃qq
tan est un champ continu (lisse)
de groupöıdes de Lie. Comme hT n’agit que fibre à fibre vis à vis de la




RN est lui-même un champ continu (lisse) de groupöıdes
de Lie. Cela nous permet de définir une fibration lisse en groupöıdes de
Lie




N ÝÑ r0, 1s.
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On a évidemment p´1p0q “ bTφM̃ ˙h0 R
N et
p´1ps0, 1sq » Γφb pM̃qq ˙h R
Nˆs0, 1s.
Une autre particularité des champs continus de groupöıdes de Lie
est la suivante : l’espace d’orbite forme également un champ continu
de groupöıdes de Lie. On définit donc la fibration lisse de variétés :




Nq ÝÑ r0, 1s,
et il vient que Orbpp´1ptqq » π´1ptq pour tout t P r0, 1s. Il ne reste
donc plus qu’à calculer les orbites des fibres de p.
Calculons ici l’orbite des différents points de notre base M̃ ˆr0, 1sˆ
RN .
— Soit X “ px, 0, X,X0q P
˝
M ˆ t0u ˆ RN .
Alors cet élément est dans la même orbite qu’un autre
élément
Y “ py, 0, Y, Y0q du même espace, si et seulement s’il existe




RN dont la source est X et le but est
Y .
Cela revient donc à avoir les conditions nécessaires et suf-
fisantes :




— Soit X “ px, 0, X,X0q P L ˆ t0u ˆ R
N .
Alors cet élément est dans la même orbite qu’un autre
élément
Y “ py, 0, Y, Y0q du même espace, si et seulement s’il existe
pa, V, ǫ, A, A0q P pTφLL ˆ Rq ˙
h0
R
N dont la source est X et le
but est Y .
Cela revient donc à avoir les conditions nécessaires et suf-
fisantes :
X „ Y ðñ x “ y , X ´ Y “ dxj0pV q , X0 ´ Y0 “ ǫ.
— Soit X “ px, t,X,X0q P
˝
Mˆs0, 1s ˆ RN .
Alors cet élément est dans la même orbite qu’un autre
élément
Y “ py, t, Y, Y0q du même espace, si et seulement s’il existe







RN dont la source est X et le but
est Y .
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Cela revient donc à avoir les conditions nécessaires et suf-
fisantes :
X „ Y ðñ φpxq “ φpyq , X ´ j0pxq “ Y ´ j0pyq , X0 ´ lnpρpxqq “ Y0 ´ lnpρpyqq.
— Soit X “ px, t,X,X0q P Lˆs0, 1s ˆ R
N .
Alors cet élément est dans la même orbite qu’un autre
élément
Y “ py, t, Y, Y0q du même espace, si et seulement s’il existe
pa, b, ξ, A, A0q P pL ˆ
φL
L ˆ Rq ˙
h
RN dont la source est X et le
but est Y .
Cela revient donc à avoir les conditions nécessaires et suf-
fisantes :
X „ Y ðñ φLpxq “ φLpyq , X ´ j0pxq “ Y ´ j0pyq , X0 ´ Y0 “ ξ.
Ces quatre points nous permettent de définir une relation
d’équivalence : deux points de la base M ˆ r0, 1s ˆRN sont équivalents











Nq “ pM̃ ˆ r0, 1s ˆ RNq{ „
et une variété qui rendra plus clair la structure lisse. Nous pourrons en-
suite restreindre la base afin d’obtenir les espaces d’orbites des groupöıdes
désirés.
Remarque. La variété qui va représenter notre espace d’orbite sera
une déformation au cône normal. En fait, ce résultat est prévisible si
l’on garde en tête l’aspect fonctoriel de celui-ci, car en effet le groupöıde
dont on calcule l’espace d’orbite est lui-même une déformation au cône
normal. Afin de définir rigoureusement cet espace, on a besoin d’iden-
tifier l’immersion utilisée pour construire le fibré normal. C’est l’objet
du lemme qui suit.
Lemme. L’application pφ, jq définie par
M̃ ÝÑ B ˆ RN
x ÞÝÑ pφpxq, jpxqq.
est une immersion.
Nous nous proposons donc de définir l’application β : M̃ ˆ r0, 1s ˆ
R
N ÝÑ DNCpB ˆRN , M̃q où la déformation au cône normal est faite
85
par rapport à l’immersion pφ, jq.
Au préalable, restons un bref moment sur cette déformation au cône
normal. De manière purement ensembliste, elle s’écrit
DNCpB ˆ RN , M̃q “ T pB ˆ RNq{pφ, jq˚pTM̃q \ B ˆ R
Nˆs0, 1s.
Il est important de simplifier la fibre en 0 pour des raisons pratiques.
En fait, nous restreindrons tout ce travail en 0 (le groupöıde étudié,
l’application hT , la déformation au cône normal), et pour le moment,
la fibre en 0 de cette déformation ne présente pas de manière claire
un rapport avec les classes d’orbites pour t “ 0 calculées plus haut.
Occupons-nous donc du lemme suivant.
Lemme. A isomorphisme près, on peut réécrire la déformation au
cône normal associée à l’immersion pφ, jq comme suit :
DNCpB ˆ RN , M̃q “ TRN{TφM̃ \ B ˆ R
Nˆs0, 1s.
Démonstration. En utilisant le fait que pφ, jq est une immersion,
et donc que pφ, jq˚pTM̃q » TM̃ , et l’identification de l’espace tangent
d’un produit avec le produit des espaces tangents, on obtient :
T pB ˆ RNq{pφ, jq˚pTMq » TB ˆ TR
N{TM.
On peut de plus écrire, en invoquant que φ est une submersion,
TM̃ » φ˚pTM̃q ‘ TφM̃ » TB ‘ TφM̃ . Les isomorphismes entrant en
jeu ne sont pas canoniques mais le choix d’un en particulier n’est pas
important pour l’étude que l’on mène.
En utilisant un résultat classique sur les fibrés vectoriels, on obtient
donc
DNCpB ˆ RN , M̃q “ TRN{TφM̃ \ B ˆ R
Nˆs0, 1s.
�
On peut maintenant réécrire l’application π et constater ce que l’on
avait prévu :
π : DNCpB ˆ RN , M̃q ÝÑ r0, 1s
avec π´1p0q “ TM̃R
N{TφM̃ et π
´1ps0, 1sq » B ˆ RNˆs0, 1s.
Ayant maintenant une meilleure présentation de la variété à laquelle
l’espace d’orbite devrait être isomorphe, on peut définir l’application β
sur la variété M̃ ˆ RN ˆ r0, 1s comme suit :
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βpx,X,X0, tq “ pφpxq, X ´ j0pxq, X0 ´ lnpρpxqq, tq si x P
˝
M et t ‰ 0
βpx,X,X0, tq “ pφpxq, X ´ j0pxq, X0, tq si x P L et t ‰ 0
βpx,X,X0, 0q “ px,X,X0q si x P L et t “ 0
βpx,X,X0, 0q “ px,X,X0ρpxqq si x P
˝
M et t “ 0.
Proposition 4.3.2. Le morphisme
β : M̃ ˆ RN ˆ r0, 1s ÝÑ DNCpB ˆ RN , M̃q
est surjectif et passe au quotient pour donner un isomorphisme β entre





Remarque. Explicitons la définition de cette application.
Pour t ‰ 0, il n’y a pas d’ambigüıté, mais pour t “ 0, il est peut-être
nécessaire d’expliquer la signification des classes d’équivalences entrant
en jeu.
Pour px,X,X0q P M̃ ˆ R
N , on peut définir un élément
px,X,X0q P TR
N en identifiant les fibres de ce fibré vectoriel avec
l’espace vectoriel RN . On rappelle qu’en vertu du lemme , on a identifié
pφ, jq˚pTM̃q avec TM̃ , ce qui fait que l’on peut voir ce dernier comme
un sous-fibré vectoriel de TRN . Ainsi, on peut dire que pX,X0q est un
élément de TxR
N , où x P M̃ ; la classe d’équivalence de cet élément est
alors bien définie dans le fibré quotient TM̃R
N{TφM̃ .
Démonstration. L’application β est un morphisme de variété car
elle respecte la structure de variété de la déformation au cone normal.
Elle passe au quotient et elle est injective car elle a été construite
spécialement pour que l’image de deux représentants de la même or-
bite, c’est à dire deux éléments de M ˆRN ˆ r0, 1s équivalents, aient la
même image. Elle est surjective et donc l’application quotient β l’est
également. En effet, si pa, A,A0q P B ˆ R
N , la surjectivité de φ donne
un élément x P M tel que φpxq “ a.
— Si x P L, il vient : βpx,A ` j0pxq, Aq “ pa, A,A0q,
— Si x P
˝
M , il vient βpx,A ` j0pxq, A0 ` lnpρpxqqq “ pa, A,A0q.
�
Maintenant que l’on a la structure de variété de l’espace d’or-
bite du groupöıde Γφb pMq
tan ˙
hT
RN , on va pouvoir le restreindre aux
groupöıdes de Lie qui nous intéressent. Ce sont des sous-groupöıdes
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de Lie constitués d’orbites car ils sont issus de restrictions à des sous-
ensembles saturés de la base. Par conséquent, toute la machinerie va
suivre et il nous suffit de restreindre l’isomorphisme β aux espaces d’or-
bites de ces groupöıdes pour obtenir un nouvel isomorphisme sur leur
image.
Appliquons maintenant la proposition 3.4.2 pour trouver efficace-
ment les espaces d’orbites des groupöıdes de Lie concernés dans cette
section. On pose Nφ “ TMR
N{TφM le fibré normal de pφ, jq.
(i) Considérons le groupöıde de Lie pΓφb pMqqF constitué des or-




quant la proposition, on obtient un morphisme
hF : pΓ
φ
b pMqqF ÝÑ R
N




























où BF :“ Nφ ˆ t0u \BˆR
Nˆs0, 1r\BˆRN´1 ˆR˚` ˆ t1u
est l’ouvert complémentaire du fermé B ˆ RN´1 ˆ t0u ˆ t1u
de B ˆ RN ˆ r0, 1s.
(ii) Considérons maintenant le groupöıde de Lie T φNCM constitué
des orbites des points du fermé saturé MB :“ MFzp
˝
Mˆs0, 1sq




b pMqqB ÝÑ R
N
qui va induire un sous-groupöıde de Lie fermé T φNC ˙
hB
RN et





�� Nφ ˆ t0u \ B ˆ R
N´1ˆs0, 1r“: NB.
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(iii) Enfin, le groupöıde complémentaire de T φNCM dans pΓ
φ
b pMqqF





Mˆs0, 1s constitué des orbites de
l’ouvert saturé
˝
Mˆs0, 1s. Après avoir restreint à 1, on obtient












�� B ˆ RN´1 ˆ R˚` » B ˆ R
N .





































�� K0pB ˆ RN q.
et un calcul plus explicite de l’indice topologique de Fredholm.
On rappelle que pour des raisons de contractibilité vue dans la
section 2.2.2.1, l’application en K-théorie reBs est un isomorphisme.
De même, grâce au diagramme commutatif issu des équivalences de
Morita, elle induit un isomorphisme noté également reBs sur les espaces
d’orbites.
Théorème 4.3.1. L’indice analytique de Fredholm et l’indice topo-
logique de Fredholm du groupöıde Γφb pMq cöıncident.
Démonstration. On a le diagramme commutatif suivant, issu de

















































�� K0pB ˆ RN q
Bott´1
��



















La première ligne correspond à la définition de l’indice analytique
de Fredholm, alors que la composition de la flèche Bott´1, de la ligne
horizontale, et de la flèche Thom correspond à l’indice topologique de
Fredholm. �
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4.3.3. Une formule cohomologique pour le b-indice d’APS
des familles. Comme souvent dans le cas des variétés à bord, l’indice
le plus intéressant à calculer est celui qui donne les indices de Fred-
holm. Dans notre exemple, nous avons défini le morphisme d’indice
de Fredholm d’Atiyah-Patodi-Singer du cas d’une famille de variétés à
bord
bIndFa : K0pC







et une question naturelle serait : comment peut-on le calculer ?
Dans [MP12], Moriyoshi et Piazza donnent une nouvelle approche
de la théorie de l’indice supérieure sur des structures géométriques à
bord basée sur l’utilisation de la cohomologie cyclique et sa dualité
avec la K-théorie. Pour le cas de certaines fibrations, ils prouvent une
formule du type Godbillon-Vey pour les opérateurs longitudinaux.
Il serait certainement intéressant de tirer, des versions relatives des
indices faits dans cette section, des formules d’indices des dualités rela-
tives, comme l’ont fait Moriyoshi et Piazza. C’est une idée d’étude pour
l’avenir. Dans cette section, nous nous posons une question différente
bien que complémentaire. Dans quels cas le morphisme d’indice ci-
dessus peut-il être calculé de manière topologique ? Nous allons ici
mettre en relation nos calculs avec la formule d’indice pour des fa-
milles d’operateurs de Dirac par Melrose et Piazza dans [MP97] et
obtenir une nouvelle expression pour le terme de bord ”Eta”.
Le théorème 4.3.1 et le diagramme commutatif présent dans sa
preuve nous donne une information importante. On peut calculer le
b-indice de Fredholm (modulo isomorphismes de Connes-Thom et








�� K0pB ˆ RNq.
Comme ce sont des morphismes de K-théorie topologique donnés
par des inclusions, un calcul explicite devrait être possible.
En fait, le théorème de Stokes classique s’applique exactement de
la même manière que dans la proposition 3.12 de [CRLM14] pour
prouver
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où les intégrations sont faites suivant les fibres des projections cano-
niques p1 : B ˆ R
N Ñ B et φN : NB Ñ B.
Le résultat suivant est une conséquence directe du théorème 4.3.1
et de la proposition que l’on vient d’énoncer.
Corollaire 4.3.2 (Formule Cohomologique). Pour un opérateur
longitudinal pleinement elliptique D dans bΨ˚pΓbφpMqq, on a l’égalité





où rσφNCpDqs P K0pC
˚pbT φncMqq est le symbole non commutatif et T :
K0pC
˚pbT φncMqq Ñ K
0pNBq est l’isomorphisme de Connes-Thom suivi
de l’isomorphisme induit par l’équivalence de Morita.
En particulier, en choisissant une forme différentielle ωD dans NB








où φNφ est la restriction de φN au fibré normal NφpR
N ,Mq et φNV la




La première intégrale comprend la restriction de ωD à NφpR
N ,Mq
qui est relié au symbole principal ordinaire de D. Plus précisément,
le symbole principal σprpDq de D fournit une classe de K-theory de
C˚pA˚pΓφb pMqqq ou, en d’autres termes, du fibré b-cotangent
bT ˚φM .
Par fonctorialité du caractère de Chern et des morphismes de Connes-
Thom, on a :
rpωDq|Nφs “ ChpCT prσprpDqsq.
La seconde intégrale peut alors être vue comme un terme de correc-
tion, qui est relié à l’invariant eta apparaissant dans la formule d’APS
des familles (dans le cas d’une famille d’opérateurs de Dirac) et qui
dépend à son tour du choix du représentant ωD P ChpCT prσDsqq.
Pour être plus précis à propos de cela, soit {D P bDiff 1φpM,Eq
une famille d’opérateurs de Dirac généralisés. Soit {DP un opérateur
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pleinement b-elliptique vérifiant rσp {Dqs “ rσp {DP qs dans K
0pbT ˚φMq.
Cet opérateur pleinement elliptique existe toujours par le corollaire 4.7
de [ACR17]. Ensuite, en appliquant la dernière formule cohomologique
et en considérant les remarques précédentes et les notations, on obtient
par les théorèmes 1 et 2 de [MP97] une nouvelle expression pour la
forme eta




Maintenant, le coté droit de la formule ci-dessus prend son sens en
général. Une future étude serait possible sur des calculs explicites et
des applications sur ces termes de correction de bord.
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