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Introduction
The role of sectors of influence and sources of inspiration in creative design was understood relatively recently when research in this area focused on inspiration as a means of stimulating originality and creativity. The term source of inspiration refers to all conscious uses of previous designs and other objects and images in a design process ͓1͔. It was found that sources of inspiration help designers to define the context of new designs, inform their creation, and reflect on their emotional impact. By observing and interpreting sources of inspiration, designers form vocabularies of terms, pallets of colors, or mood boards with images, which express their feelings, inspire their creativity, and help them communicate ideas to colleagues and clients.
This paper contributes to the research in this field by proposing a semantic indexing method developed in the context of a large scale collaborative research project called TRENDS. The project involved partners from four European countries that specialized in automotive design, content-based retrieval of images, search engines, intelligent agents, semantic-based systems, humancomputer interaction, and software design. The aim of the project was to develop a software tool, which supports the inspirational stage of design. Developed for the needs of designers of concept cars, the tool assists them in collecting sources of inspiration from 12 sectors of influence.
The specific challenge addressed by the TRENDS project was the realization that "what is normally considered to be an effective information retrieval algorithm ͑i.e., producing high precision and recall͒ may be rather poor for serendipity, and thereby creativity" ͓2͔. As reported in the same paper, when the participants in the studies were asked to use computer search facilities to locate inspirational images for a car design task, they sometimes used one car-related keyword to "anchor" their search to the design domain but coupled this with more semantically distant search terms ͑e.g., "car" + " exciting" + " futuristic" ; " bold" + " colourful" + " cars"͒. This observation is indirectly supported by Ansburg and Hill ͓3͔ who stated that creative thinkers take advantage of incidentally presented cues, whereas analytical thinkers would not because solutions to analytical problems require focus on the problem elements. This statement is also consistent with Ford ͓4͔ who stated that "the level of creativity is dependent on the level of abstraction of the entities concerned." This paper concentrates on the core innovation of the TRENDS computer support tool, which is its semantic-based image retrieval algorithm, which uses inspirational concepts and semantic adjectives and provides designers with a degree of diversity, ambiguity, and an opportunity to maintain an element of uncertainty in the search process.
The paper is organized as follows. Section 2 presents the stateof-the-art in two areas related to the problem domain of the paper. It first highlights the inspirational stage and the information requirements of the designers involved in conceptual design. It then reviews two areas closely associated with the semantic-based approach proposed in this research, namely, ͑i͒ content-based retrieval of images and ͑ii͒ semantic indexing and ontology-based annotation. Section 3 describes the semantic indexing method developed and its evaluation. The proposed approach is illustrated with examples using the TRENDS software developed for the needs of Fiat, Italy and Stile Bertone, Italy, which are two of the industrial collaborators involved in the TRENDS project. Section 4 presents conclusions and directions for future research. trend boards offer a visual and sensorial channel of inspiration and communication ͓8͔ as they are more natural and empathic than verb-centric only approaches ͓9͔.
In the design process, sources of inspiration are essential for analogical ͓10,11͔ as well as divergent thinking ͓4͔ as they enable designers to build mental representations of both the problem space and the candidate solutions. The process of idea association by applying similarity, contrast, and contiguity principles is also supported by sources of inspiration ͓12͔.
Indeed, particular ideas exist in all sectors of influence. Examples include ideas expressing perceptions ͑e.g., modernity, freshness, impressions, and feelings͒, styling elements ͑aesthetics, proportion, structure, shape, line, and volume͒, technical characteristics ͑aerodynamics, engineering performance, technologies, capabilities, and materials͒, and consumer-related features ͑values, ergonomics, semantics, and sensory characteristics͒. Designers often project their own individuality through the object they create. This phenomenon contributes to originality and the creation of unique individual styles. For example, certain concepts are endowed with a signature by which the creator of the form can be recognized.
Sources of inspiration are collected through a deliberate information search effort carried out in order to meet the specifications of the brief combined with more or less conscious reactivation of knowledge previously memorized during various activities, possibly beyond the professional context ͓13͔. The result of the information search is normally translated using visual means ͑trend panels, various sketches, etc.͒, text being used to highlight key points. At this stage, designers perform more or less systematic and organized activities ranging from simple browsing through collections to the creation of databases and trend panels. They often continue their studies in fields different from their original domain area ͑e.g., designers of concept cars considering trends in the design of boats͒. This process is highly subjective and personal. It is further supported by visits to showrooms and exhibitions as well as activities in fields of personal interest which designers refer to less regularly ͓14͔.
When collecting inspirational materials, designers use semantic adjectives in order to link words and images ͓2,15͔. This activity is very specific and is normally supported by image and text search engines.
Designers recognize that their work deals with emotional content, although the process is not necessarily explicit. The pictures they select when they deliberately or unconsciously search for inspirational sources often have a high emotional impact ͓16͔. In the discipline of design science, semantic, cognitive, and affective elements are considered closely related and constitute a significant field of current research. However, research centered on information retrieval has not considered until now the semantic dimensions of the inspirational process. A recent study ͓17͔ suggests that the usefulness of the information captured in a design history depends on its indexing. Designers need help in information gathering, where they have to manage and categorize a huge amount of data. A study ͓18͔ confirms that compared with indexing based on low-level image features, indexing using keywords improves image retrieval as it is much more suitable in terms of human similarity perception. A work in that direction is reported in Ref. ͓19͔, which combines words referring to specific objects with words that express ambiguous Kansei feelings. However, as already mentioned, the majority of the image retrieval information systems currently used in the industry only employ low-level image features, whereas designers may wish to retrieve images using abstract concepts. With the trend emerging in the automotive industry to integrate Kansei engineering with AI and knowledge-based systems ͓20͔, it is apparent that future content-based image retrieval systems should move toward providing semantic-based image retrieval functions.
Semantic-Based Retrieval of Images.
Research in content-based image retrieval is traditionally associated with image processing and low-level feature extraction. However, much of the research in image retrieval nowadays is focused on reducing the semantic gap between the low-level image features used in content-based retrieval and the high level concepts employed in queries ͓21,22͔. As defined in Ref. ͓23͔, the semantic gap is, "… the lack of coincidence between the information that one can extract from the visual data and the interpretation that the same data have for the user in a given situation." In other words, the semantic gap is the discrepancy between the limited descriptive power of the low-level image features and the richness of the user's semantics.
Most approaches in image retrieval are based on keywords that either correspond to identifiable items describing the visual content of an image or relate to the context and the interpretation of that image. The user may be searching for "an image of" a particular entity ͑e.g. a flower or a child͒ or "an image about something" ͑e.g., an adventurous trip abroad͒. Advances in image analysis, object detection, and classification techniques may facilitate the automatic extraction of the first type of keywords. However, keywords belonging to the second category are unlikely to be automatically obtained from images ͓24,25͔ because from the point of view of feature representation, there is no single visual feature, which best describes the image content ͓21͔. A particular challenging aspect in this context is dealing with concepts, which have no visual appearance in the images. Examples include concepts related to categories such as time, space, events and their significance, as well as abstract terms and emotions ͓26͔. Such concepts could be extracted from annotations or the text complementing the image.
Most advanced image retrieval approaches, including the one advocated by the TRENDS partnership, employ hybrid techniques, which combine the use of visual features and text ͓25͔.
2.3
Ontology-Based Indexing and Annotation. The automatic annotation and indexing of images has been recognized by many researchers as an important enabling technology for bridging the semantic gap ͓22͔. Semantic technologies and metadata languages are used as they provide means for defining class terminologies with well defined semantics and flexible data models for representing metadata descriptions ͓27͔.
Semantic annotations aim to provide some formalization of the content of the documents as a prerequisite for more comprehensive management ͓28͔. Semantic annotations can be added both to documents and portions of documents. The annotations normally used a controlled vocabulary and are linked to some semantic resources ͑dictionaries, lexicons, glossaries, or ontologies͒. For example, the SemTag algorithm ͓29͔ has been applied to a set of 264ϫ 10 6 pages generating 434ϫ 10 6 automatically disambiguated semantic tags. The lexicon used by SemTag contains 200,000 words. The accuracy of the information retrieval is 82.01%.
It must be noted, however, that different ontologies may not have the same degree of formality. Controlled vocabularies, dictionaries, thesauri, and taxonomies are some of the most lightweight ontology types that have been widely used in annotation. These forms of vocabularies are not strictly formal and the annotations produced using them are normally pointers to terms in the vocabulary, which can be used to improve the search by using synonyms, antonyms, hyponyms, and hypernyms ͓30͔. On the other hand, heavyweight axiomatized and formal ontologies are employed to incorporate formal semantics in the description of documents' content ͓31͔. However, most of the formal ontologies do not include the vast number of terms that a thesaurus has. As stated by Corcho ͓30͔, thesauri, controlled vocabularies, and heavyweight ontologies are complementary since the first two can be used to provide agreed terms in specific domains while the latter provides formal semantics and constraints evaluation.
Indexing large document and image collections using ontologies is a relatively new area of research. Ontological indexing is defined as linking the words in the indexed text to ontological concepts ͓32͔. A second definition proposed by Setchi and Tang ͓33͔ suggests that words can be treated as entities or concepts. They define concept indexing as "the analytic process of identifying instances ͑entities͒ and abstract ideas ͑concepts͒ within a text document and linking them to ontological concepts." In this definition, an entity is an identifiable and discrete instance existing in a text document, while a concept is an abstract idea inferred or derived from specific instances. A concept index is a machine understandable index of entities and concepts contained in a document collection.
For example, the sentence "Automobile designers are looking beyond the baby-boomer generation for inspiration…" contains the following entities: "automobile," "designers," "baby-boomer," "generation," and "inspiration." At the same time, this sentence could be associated with abstract ideas such as "inspiration," "innovation," and "creativity," which are implied in the text. Note that "inspiration" could be used both as an entity ͑keyword͒ and a generic concept. Depending on their significance for the whole text, the concept index for this document may include all or some of these entities and concepts.
Concept indexing is useful both for representing a document using abstract terms and for assigning concepts to specific words in documents. The process normally involves the following two steps: ͑i͒ extracting entities from unstructured text-based content using a lexical ontology and ͑ii͒ identifying concepts with the help of a concept knowledge base. Once entities and concepts are isolated, they are used to build a concept index ͓34͔.
The semantic concepts could be extracted and identified by disambiguating the sense of each word using linguistic repositories ͓32,35͔, semantic repositories ͓36͔, or domain-specific ontologies ͓37͔. As highlighted in Ref. ͓36͔ , linguistic repositories such as WordNet ͓38͔ do not capture the semantic relationships between concepts. On the other hand, semantic repositories such as OpenCyc ͓39͔, developed to capture and represent common sense, do not contain linguistic relationships ͑e.g., whether two words are synonyms͒, and domain dependent repositories such as the Gene ontology ͓37͔ only represent certain aspects of a domain and not the complete domain.
Although it is difficult to compare the existing approaches in terms of their accuracy, it is worth noting the results achieved by the two concept indexing approaches capable of processing large scale document collections at word level. The first study ͓32͔ uses three ontologies ͑WordNet, OpenCyc, and SUMO͒ containing 4115 concepts to index texts word by word. The ontology mapping accuracy is 96.2% while the accuracy of the ontology tagging is estimated to be between 60% and 70%. Similar to this approach, the concept indexing algorithm developed by Setchi and Tang ͓33,34͔ supports part of speech tagging, word sense disambiguation, and indexing using concepts from a rich generalpurpose ontology called OntoRo. The average accuracy reported ranges from 76.40% to 78.91%, with the highest accuracy achieved when 90% of the corpus is used for training.
Despite using the same lexical resource ͑OntoRo͒, the semantic indexing algorithm OntoTag described in this paper differs significantly from earlier approaches ͓33,34͔ as it does not rely on machine learning and the availability of tagged corpuses. Its main innovation is in the use of the words' monosemy and polysemy as a measure of their probability to belong to a certain concept.
2.4 Related Work. Two investigations were conducted at the beginning of the TRENDS project, namely, a survey of commercial systems used by designers and a review of relevant European projects. It was found that none of the many commercial systems reviewed supported ontology development. However, several European projects funded by Framework Programme 6 of the European Commission ͑VIKEF, WIDE, AIM@SHAPE and XMEDIA͒ ͓40-43͔ were working on integrating ontologies in industrial practices. The study concluded that even though these projects also worked on ontology development, semantic search, and annotation of images and text, none of them achieved to integrate the results of such technology and interface conception into a software application. Their scope was also not as wide as the scope of the TRENDS project that was working on 23 sectors; VIKEF was related to pertinent information for trade fairs, WIDE specialized in management of information, X-MEDIA was at a very early phase, and AIM-SHAPE was more oriented toward 3D models.
The two most ambitious projects among the four projects discussed, WIDE and VIKEF, were based on a semantic mind mapping of the results. The WIDE project investigated the application of semantic web technologies and methods in an "integrated, scalable and reconfigurable design information support management and knowledge sharing system dedicated to multidisciplinary design teams in the context of innovative product design activities" ͓42͔. The system offers text and image annotation with elicitation, refinement, and reuse of ontologies, which support the human interpretation of information about the domain. The design ontology defines different types of knowledge used and generated during design and the relations between them. It is then used by the system to identify what kinds of knowledge were requested, modified, or shared by users and to identify what other kinds of design knowledge could be relevant. The meta level subsystem semantically processes queries and results using an internal domain ontology, thesauri, and dictionaries. The content level subsystem handles the storage and retrieval of content as well as the annotation metadata and the management of external information sources. WIDE was in use at Italdesign Guigaro. Although the WIDE software appeared useful, the lack of images made directly available to the designers was deemed a major drawback. The ontology built during the AIM@SHAPE was briefly considered to be used as a part of the TRENDS ontology. However, the AIM@SHAPE ontology is limited to the area of car body, while TRENDS investigates 22 sectors in addition to the automotive sector.
3 Semantic Indexing in TRENDS 3.1 The TRENDS Approach. The interviews conducted with the designers at the start of the TRENDS project ͓2͔ revealed that they define their searches using the following: ͑i͒ design-specific elements such as shape, texture, and color ͑ii͒ sectors of influence ͑e.g., "architecture," "nature," "toys"
or "automotive"͒ ͑iii͒ keywords such as "boats" or "cars" ͑iv͒ semantic adjectives, for instance, "fresh," "aggressive," "luxury," "comfort," or "soft"
The TRENDS software integrates all these search options, which have been developed collaboratively by all partners.
This section focuses on one element of the developed solution: The semantic indexing using the domain-specific adjectives employed in design. OntoTag, the algorithm developed to index the images in the TRENDS database, uses concepts from two ontologies, namely, a generic ontology called OntoRo ͓34͔ and a domain-specific ontology for designers called CTA ͓44͔. The CTA ontology is a purpose-built ontology, which has been developed using the so called conjoint trend analysis ͑CTA͒ method defined by studying the cognitive activity of designers during the inspirational phase of design ͓45͔. In this phase, designers integrate many categories of information that are gradually formalized as design solutions throughout the design process. This encompasses the information contained in the brief and emanates from sources of inspiration and data searched by the designers to complete the design brief. These information and data can be categorized into information obtained from other designers and the designer's own information and experience originated from their interaction with the surrounding world.
The CTA method is based on an exhaustive, rigorous, and externalized information search process, which is molded on the designers' natural cognitive processes. This method was developed in order to improve the design process by the formalization of trend boards and pallets. It takes place in the early phases of design and helps designers focus on colors, forms, and textures as shown in Fig. 1 . The outputs are trend boards, which offer a good representation of the references used by the designers before idea generation.
New design trends are identified by studying the sectors of influence. Images and keywords from these sectors are used to compose ambiences. An ambience is a coherent composition of images and keywords expressing values, semantic descriptors, and images composed following harmony rules. It is normally built mentally by the designers. CTA helps to make this kind of representation explicit ͑see Fig. 1͒ by using low-level descriptions of design features such as color ͑hue, saturation, and brightness͒, shape, and texture as well as high-level descriptors such as semantic adjectives, metaphors, analogies to other domains, and affective responses encountered while visualizing low-level information ͓46͔. High-level information can be more influential and inspirational and more relevant to the emotional requirements of the consumer of the product than more concrete and unambiguous information. The core skill of a designer is his/her ability to link low-level features such as shape, color, and texture with highlevel features such as semantics or sociological values. The global and discrete design elements are then extracted from these ambiences under the form of pallets. The pallets put together specific attributes linked to particular data sets ͑e.g., common properties of images in a database͒ so that they can be used to inspire the design of new products.
The CTA approach is combined in the TRENDS project with additional features suggested by 30 professional designers from Italy, France, and the U.K. who interviewed at the start of the project ͓47͔. The core functions and knowledge structures were formalized and verified through user-centered experiments. The aim was to analyze and describe the information gathering requirements of the designers with the purpose of producing a computer aided tool. The protocol included the following three tasks: ͑i͒ selecting inspirational images from magazines, ͑ii͒ free description of the images selected, and ͑iii͒ articulating the design features in these images.
With car design as a sector of reference, designers had to search several sectors of influence and select pictures they considered inspirational. The images selected were representative of the inspirational processes, which routinely take place in the design process. Designers had to explain the reasons for choosing a particular image and to describe the images selected. The results were combined with specifications established from a lexical content analysis of previous CTA applications. The findings were exploited exhaustively when developing the database, the functionality, and the graphical user interface ͑GUI͒ and the algorithms of the TRENDS software. One of the results of this experiment directly related to the development of the semantic algorithm was capturing the specific relations between high and low-level information used by the designers interviewed ͑Table 1͒.
3.2 The TRENDS Ontologies. Nowadays, ontologies are the only widely accepted paradigm for the management of sharable and reusable knowledge in a way that allows its automatic interpretation ͓34͔. They are collaboratively created across the web and used to index, search, and annotate documents. An ontology specifies a conceptualization of a domain in terms of concepts, attributes, and relations. Concepts are typically organized into a tree structure as well as linked through relations to form a semantic net structure.
The CTA Ontology for Designers.
The CTA ontology is a purpose-built ontology, which has been developed using the CTA method described in the previous section. Fundamental to the CTA method is the establishment of a value-function-attributes chain, which uses semantic adjectives to link the marketing and design worlds. It has been found that the same semantic adjectives are used by designers when working with images and sketching new design concepts.
More or less consciously, designers follow a chaining process, which enables them to link consumer values and lifestyle information with low-level features, and vice-versa. This kind of chaining was made explicit in the field of advertising ͓48͔ and is regularly used in creating new messages and impressions by mixing words and images. Examples of such value-function-attributes chains in the context of the TRENDS study are the following sequences: "comfortable life" ͑end value͒-"habitability" ͑function͒-"roomy" ͑product attribute͒ and "security" ͑end value͒-"assistance" ͑function͒-"ergonomic" ͑product attribute͒.
The CTA ontology ͑Fig. 2͒ is defined in ontology web language ͑OWL͒ and developed in Protégé by creating instances and linking them using abstraction, aggregation, and dependency-based semantically rich relations. As shown in Fig. 2 , the top class "thing" contains five subclasses, namely, type, value, attribute, semantic adjective, and metaphor. In the figure, the asterisk sign " ‫ء‬ " indicates that there may be zero or many instances for the corresponding attribute value. Class "value" defines the three types of values in CTA, which are "behavioral," "terminal," and "other." These three types are defined as three mutually exclusive instances of class type. "comfortableLifeValue" is an instance of class value. Class "attribute" has two subclasses, namely, "visualTactileAttribute" and "functionalAttribute." "colouredVis" is an instance of visualTactileAttribute and "durabilityFunc" is an instance of functionalAttribute. Class "semanticAdjective" is defined as a class whose instances are attributes in class value. "Ergonomic" is an instance of class semanticAdjective, which has several associated instances of semanticAdjective such as "soft," "light," "easy," etc. In particular, there is an attribute "hasWordId," which is linked to OntoRo described in the next section. The instances of class "metaphor" are also used as attribute values of value. The current version of the CTA ontology contains ten classes and 503 instances.
The Lexical Ontology OntoRo.
OntoRo is a generalpurpose lexical ontology based on Roget's thesaurus ͓49͔. The Roget's thesaurus is a well known resource mainly used to facilitate the expression of ideas and assist in literacy composition. It is used in information retrieval to expand search items with other closely related words.
The decision to build and use OntoRo instead of employing WordNet or OpenCyc was primarily based on the fact that WordNet is a linguistic rather than a semantic repository and OpenCyc is a common sense ontology. To illustrate the differences, a simple experiment was conducted ͑Fig. 3͒, which compared the output of each of these ontologies. When an entry "attractive" is entered, OpenCyc links it to the concept "cuteness" and generates a list of words and phrases ͑e.g., "cute," "good looking," "cuter," "cutest,"
Fig. 1 Two trend boards created using conjoint trends analysis
etc.͒, which are related to one contextual meaning of this word, which is as an attribute of human's personality. In addition to the meaning provided by OpenCyc, WordNet produces two more synsets for the word "attractive" and relates it to "having power to arouse interest" and "having the properties of a magnet." In addition, WordNet provides part of speech ͑POS͒ information and examples. OntoRo, on the other hand, links the word "attractive" to eight concepts ͑i.e., Nos. 178, 288, 291, 612, 826, 841, 859 , and 887, see Fig. 3͒ . One of these concepts, No. 841, belongs to class "emotion, religion, and morality" and section "personal emotion." It contains 451 semantically related words among which "beauty," "appeal," and "dress sense" as well as the less obvious associations "peacock," "Miss World," "Adonis," and "English rose." Concept No. 178 is an example of a completely different context. It belongs to class "abstract relations," section "causation" and contains 388 words such as "influence," "power," "magnetism," and "impact." Similar to WordNet, OntoRo also classifies the words using POS categories. The two main arguments in support of the use of Roget's ͑and subsequently OntoRo͒ in the TRENDS application scenario are as follows. First, Roget's has a well established structure developed over more than 150 years, where the words/phrases are grouped and linked by their meaning. Second, although Roget's is organized hierarchically, it also maintains nonhierarchical, associative links between the words and phases in it.
These findings are consistent with the observations made by a number of researchers who have analyzed Roget's structure and semantic relations. For example, it is stated in Ref. ͓50͔ that, "in WordNet, only nouns are clearly organized in a hierarchy; verbs and adverbs are organized individually into various webs that are difficult to untangle." Next, as observed in Ref. ͓51͔, Roget's contains "semantic relations considered important for linguistic expression, which are not defined in other publicly available semantic networks, such as WordNet." This type of relation called "nonclassical" is further studied in Ref. ͓52͔, where it is emphasized that, "NLP methods and applications need to take account not only of "classical" lexical relations, as found in WordNet but the less structural, more context-dependent "nonclassical" relations that readers intuit in text." Furthermore, as they state, although Roget's is organized hierarchically, it also has a nonhierarchical, nonclassified "structure" for representing nonclassical relations such as "homeless"-"drunk," "rain"-"flood," and "brutal"-"terrified."
The current version of OntoRo developed by Tang ͓53͔ includes 68,920 unique words and 228,130 entries, which are classified into 990 concepts, 610 head groups, 95 subsections, 39 sections, and six top level classes. OntoRo is also available as a web-based application ͓54͔.
Concept Indexing Algorithm.
The concept indexing algorithm OntoTag is based on the assumption that there is a semantic link between the images in a web page and the text around them. The algorithm involves four steps.
Step (i): Retrieving web pages by targeted crawling and creating a collection of documents and images. This involves grabbing pages from websites and domains identified by the designers as their sectors of influence in a given context. For instance, the designers of concept cars listed 12 sectors of influence, among them "aerospace," "automobile," "architecture," "advertisement," "design," and "fashion."
Step (ii): Identifying the most frequently used keywords and phrases using the tf-idf function ͑1͒ ͓55͔.
where w tfidf ͑t i , d j ͒ ͑or tf-idf͒ represents the quantified weight of a term t i contained in a document d j from a collection D. This function embodies the idea that the more frequently a term occurs in a document and the fewer documents a term occurs in, the more representative it is of that document ͓55͔.
e., the number of times a word appears in a document͒. #t k is the number of occurrences of all terms in d j ͑i.e., the total number of the terms in the document͒. By dividing #͑t i , d j ͒ by #t k , the term count is normalized to prevent a bias toward longer documents ͑which may have a higher term count regardless of the actual importance of that term in the document͒. #͑t i ,d j ͒ #t k is the term frequency ͑often called tf͒, which is a measure of the importance of the term t i within the document d j .
log #D #͑t i ,D͒ the inverse document frequency ͑or idf͒ is a measure of the importance of the term in the collection D. #D is the total number of documents in the collection, and #͑t i , D͒ is the document frequency in the collection ͑i.e., the number of documents in the collection, which contain the term t i ͒.
Step (iii): Associating the most frequently used keywords and phrases with OntoRo and CTA concepts and computing the weight w c k ͑d j ͒ of each concept C k using Eq. ͑2͒.
where n is the number of terms t i related to a concept C k in a document d j , C k ͑t i ͒ is the number of concepts C k the term t i is related to, w tfidf ͑t i , d j ͒, computed using Eq. ͑1͒ in step ͑ii͒, denotes the significance of a certain term within a document, and k CTA is a coefficient with two possible values, namely, 1.5 and 1. The first value ͑1.5͒ established using empirical studies is used if a certain term is contained in the CTA ontology to reflect its importance in the domain of interest. The value of k CTA is 1 for all other terms. The use of 1 C k ͑t i ͒ in Eq. ͑2͒ is based on empirical observations and the idea that monosemic words are more domain-oriented than polysemic ones and provides a greater amount of domain information. This converges with the common property of less frequent words being more informative, as they typically have fewer senses ͓56͔. Therefore, the polysemy of each word can be used as a measure of the probability of the word to belong to a certain concept. Words that relate to one concept only are therefore more significant for that domain than words that relate to more concepts. This idea is further discussed in Sec. 3.4.
Step (iv): Ranking the concepts according to their significance w ck ͑d j ͒ and tagging the images with the concepts with the highest weight.
Computational Example.
The operation of the concept indexing algorithm is illustrated in this section using a computational example based on a web page from the TRENDS collection ͑currently containing over 2 ϫ 10 6 pages͒. The page shown in Fig.  4 The text is first preprocessed. Punctuation and numbers ͑"five," 24, and 33͒ are removed as well as all words with very high frequencies in the English language ͑such as "the," "of," "to," "a," "this," etc.͒. In addition, the words in plural ͑e.g., "designers"͒, gerund forms ͑"looking"͒, and past tense ͑"asked"͒ are stemmed. The 148 words in the original text are thus reduced to the 85 words shown below. ?3%"Q"B$1) .)#$7-)0# '0) 1""P$-7 B);"-. %+) 2'B;T2""Q)0 7)-)0'%$"-5"0 $-#H$0'%$"-50"Q %+) -)D)#% '-. Q"#% )%+-$*'11; .$:)0#) 70"3H "5 *"-#3Q)0# m %+) J$11)--$'1#O S+$# 70"3H8 '7)# 5$:) %" 4=8 $# )#%$Q'%). %" "3% -3QB)0 %+) 2'B;T2""Q)0# B; -)'01; >> H)0*)-%O e$%+ %+$# 0)'1$&'%$"-8 %+) 0'*) $# "-%" *'H%30) %+) 1";'1%; "5 %+)#) ;"3-7 *"-#3Q)0#8 D+" '10)'.; #H)-. B)%D))-y,> '-. y4K B$11$"-'--3'11;O S+) '3%" $-.3#%0; +'# 5"*3#). $%# '%%)-%$"-"-%+) ;"3%+ Q'0P)%8 '# ):$.)-% B; %+) 1'%)#% B'%*+ "5 '3%"Q"%$:) *"-*)H%#O There are several words, which appear more than once in the text, namely, "baby-boomer," "concept," "consumer," "designer," "focus," "generation," "group," "millennial," "new," and "youth." The text box below contains the 69 unique words found in the page, arranged in alphabetical order. Table 2 shows the tf-idf calculated for each of these words. The tf value for any word occurring only once in the page is 1 / 85 = 0.01176471, where 85 is the total number of the most representative words in the text. Words, which appear two and three times, have tf values 0.02352941 and 0.03529412, respectively. The idf values are computed on the basis of all documents in the collection ͑more than 2 ϫ 10 6 documents͒. Frequently used terms such as "age," "group," "most," and "new" have relatively low idf values. The terms with the highest idf are "baby-boomer," "between," "beyond," "outnumber," "millennial," "reflective," and "sporty." Next, the tf-idf values for each word are calculated. The words with the highest tf-idf are "millennial" ͑0.310779348͒, "baby-boomer" ͑0.280387246͒, "generation" ͑0.153695318͒, "between" ͑0.124048822͒, "consumer" ͑0.123928701͒, "beyond" ͑0.117584063͒, "designer" ͑0.115958819͒, "outnumber" ͑0.099137732͒, etc. The first two words, "millennial" and "babyboomer" have significantly higher tf-idf values compared with the remaining words in Table 2 due to the following main reasons, namely, their high idf values ͑i.e., relatively infrequent use in the collection͒ and high tf ͑"millennial" appears three times in the text, while "baby-boomer" occurs twice͒.
Millennial Appeal Designing Concept Car New Generation
As Table 2 shows, each of the words in the text is related to one or more OntoRo concepts. In this example, all concepts are referred to using their concept number and the first word in the group of words related to that concept. For example, concept 126:newness contains 203 words and phrases listed in the box below. newness, recently, recentness, recent date, recent occurrence, recent past, past time, present time, innovation, neoterism, neology, originality, novelty, gloss of novelty, freshness, dewiness, cleanness, greenness, immaturity, callowness, rawness, youth, renovation, restoration, renewal, resurrection, revival, clean slate, new leaf, new broom, modernism, modernity, modernness, modernization, up-to-dateness, topicality, contemporarily, present time, the latest, the latest thing, the in-thing, latest fashion, the last word, dernier cri, new look, contemporary style, trendiness, fashion, modernist, neologist, neologian, neoteric, neophiliac, futurist, advanced thinker, avant-garde, bright young thing, trendy, yuppie, baby-boomer, modern generation, younger generation, upstart, novus homo, parvenu, nouveau arrive, nouveau riche, vulgarian, Johnny-come-lately, incomer, new, newish, recent, of recent date, of recent occurrence, overnight, upstart, nouveau arrive, mushroom, novel, inventive, innovative, unprecedented, unheard of, original, brand-new, spick and span, like new, in mint condition, clean, green, evergreen, dewy, juicy, sappy, vernal, fresh, fresh as a daisy, fresh as paint, maiden, virgin, virginal, newborn, young, raw, unfledged, callow, immature, just out, just published, hot from the press, new-made, new-laid, straight from the oven, factory-fresh, untouched by human hand, unused, firsthand, untried, unbeaten, unexplored, unknown, untested, experimental, not broken in, not yet run in, budding, fledgling, aspiring, wannabe, beginning, modern, late, latterday, contemporary, topical, present, up-to-the-minute, up-to-date, bang up-to-date, with it, a la mode, in the latest fashion, trendy, fashionable, ultramodern, modernistic, advanced, avant-garde, futuristic, untraditional, nontraditional, revolutionary, innovating, innovative, neoteric, newfangled, new-fashioned, state-of-the-art, cutting-edge, leading-edge, neological, modernized, renewed, renovated, rejuvenated, refurbished, repainted, restored, given a new look, given a new lease of life, brought up-to-date, revised, looking like new, freshened up, clean, modernise, do up, update, bring up-to- Table 2 shows that some words from the page shown in Fig. 4 are related to one OntoRo concept only. For example, the word "affordable" has a single meaning related to concept 812:cheapness. Other monosemic words are "baby-boomer" ͑linked to 126:newness͒, "auto," "automobile," and "car" all related to 274:vehicle, "billion" to 99:number and "latest" to 121:present time. Most of the words in the text, however, are polysemic, with more than one meaning. Words with a very high number of related concepts include "answer" and "offer" ͑linked to 21 concepts͒, "compact" and "space" ͑related to 20 concepts͒, "estimate" and "inspiration" ͑19͒, and "new" ͑18͒. In addition, some of the words in the text appear in the CTA ontology of terms. These are "attractive," "inspiration," "new," "unique," and "youth." Table 3 shows the next step of the semantic algorithm, where the weight of each concept is computed using Eq. ͑2͒. For example, the weight of the concept 812:cheapness is calculated on the basis that it is related to only one of the words in the text ͑"affordable"͒, which has a tf-idf value of 0.074895126 and does not belong to the CTA semantic adjectives ͑its K CTA is 1.0͒.
The concept weight of 127:oldness, 131:age, 261:fold, 503:mental disorder, 650:health, 655:deterioration, and 842:ugliness is 0.002775065, which is the tf-idf value of the word " age," divided by the number of concepts "age" is related to ͑11͒.
w 127:oldness = k CTA age · w tfidf age · 1 C age = 1.0 · 0.030525712 · 1 11 = 0.002775065
Some concepts are related to more than one word. For example, concept 445:appearance might be associated in some contexts with "look," "realization," and "space," while 821:excitation is linked to "appeal" and "inspiration." The word "inspiration" is an influential word in the domain of conceptual design and is part of the CTA ontology ͑its K CTA coefficient is 1.5͒. 
The final step of the OntoTag algorithm includes ranking the concepts according to their weight. In this particular example, the concepts with the highest weight are 126:newness ͑0.307135096͒ and 274:vehicle ͑0.224591393͒, and they are used to tag the image. This is a good result, which truly captures the meaning of the text. The first concept, 126:newness, is linked to four words of which one, "baby-boomer," is a monosemic word with a high tf-idf value and occurs twice in the page. The two other, "new" and "youth" appear more than once in the text and are regarded as CTA terms. The second concept, 274:vehicle, is linked to six words of which three have single conceptual meaning. This example shows that the algorithm takes into consideration four main factors, namely, the number of occurrences of a term in the text, its significance for the whole collection, the number of concepts each term relates to, and its importance for the domain of interest.
This example also illustrates the added value of using concepts when tagging images. As already shown, the image in Fig. 4 has been tagged with concepts 126:newness and 274:vehicle. As a result, a semantic search using the term "fresh," one of the semantic adjectives often used by designers, which is related to concepts 15:different, 21:original, and 126:newness, would retrieve this image as relevant. A keyword-based search using the same term would naturally produce no result because the term is not contained in the text. Similarly, the use of the CTA adjectives "trendy," "yuppie," and "modern" in a keyword-based search would give no results. The same terms used in a semantic search would retrieve this page because these words are instances of 126:newness. This illustrates a process called semantic query expansion, where each query is also processed semantically using the same ontological resources. Figure 5 shows the user interface of the TRENDS software and some of its functionality in support of the designer's creativity. The software facilitates search for images using content-based and semantic-based retrieval. It supports individual work ͑using personal spheres͒ and collaboration ͑through the use of collective spheres͒. The figure shows a semantic search using a combination of words ͑"fresh," "new," and "original"͒, which results in the retrieval of 1556 images of various sizes of which 213 are large images of high quality. Images selected from those retrieved from the software are retained in the spheres and can be viewed in a variety of modes including a slideshow. A particularly useful feature of the software is the color pallet generator, which produces a color pallet from a number of images suggested by the user. The colors and textures identified as corresponding to a specific theme or mood are further used to produce mood boards using image manipulation and editing techniques.
3.5 Evaluation. The evaluation of OntoTag involves several stages, which are described in detail in an extensive report available at the TRENDS website ͓57͔.
The first evaluation included an examination of the TRENDS collection and manual evaluation of 500 pages with the purpose of identifying those cases, which challenge the semantic indexing algorithms developed. The conclusions were used to improve the performance of the ontology tagger. The experiments showed the effort required to create a tagged corpus and problems in the manual evaluations mainly related to subjectivity and difficulties in defining what is considered relevant when looking for diverse information.
The second evaluation was aimed at assessing the operational capability of the ontology tagger. A small collection of web pages was tagged in evaluation mode and checked manually to see if the corresponding output is tagged correctly from a semantic point of view. The results showed that seven out of ten pages were tagged with highly relevant concepts. For example, "9.html" ͑Fig. 6͒ is a web page describing a court lady in an oriental art collection, and this page is tagged with concepts 575:elegance, 837:amusement, 376:physical pleasure, 846:good taste, etc. Note that the word "elegantly" is mentioned once in this document ͑#͑t i ,d j ͒ =1͒ and in the whole collection ͑#͑t i ,D͒ =1͒, and this is the only document in the whole collection related to concept 846:good taste ͑#C k ͑t i ͒ =1͒. Overall, the ontology tagger has produced a good result as it has captured the main concepts contained in the web page.
The aim of the next evaluation was to assess whether the information search improves when using concept or semantic adjective related queries by comparing OntoTag with a standard indexing desktop piece of software. A carefully composed collection of randomly selected pages from the sectors of influence was first built. The number of pages chosen per sector of influence was proportional to the number of pages in each of the sectors in the collection ͑i.e., aerospace is 28 pages, automobile is 27, architecture is 11, advertisement is ten, design is six, and fashion is two͒. To compare the performance of OntoTag, a keyword-based search engine had to be chosen. Three options were considered, namely, Google Desktop, Microsoft Windows Search and Copernic Desktop Search. Copernic ͓58͔ was chosen because ͑i͒ Google Desktop Search had a problem of excluding subdirectories for indexing Using the same web document collection and given the same set of queries, the method evaluated how many relevant documents were returned by OntoTag and Copernic. Ten typical concepts from the CTA ontology were selected; they include abstract concepts used by designers ͑semantic adjectives͒ as well as abstract concepts relating to emotions. All results were manually examined by two experts. Table 4 shows the concepts used in the queries ͑e.g., "original," luxury," "passionate," etc.͒ and the results produced when using Copernic and OntoTag. Precision was used as a measure of relevance ͑defined as the fraction of all documents retrieved that are relevant to the user's query͒. The results in the table are shown as fractions; the numerator shows the number of all relevant documents retrieved and the denominator indicates the number of all documents retrieved.
The results in the table show the precision achieved by the Copernic and OntoTag algorithms. In seven cases out of the ten queries conducted, OntoTag gives equally good or better results. Some of the cases demonstrate high precision ͑see "high tech," "well-being," "luxury," etc.͒. Moreover, the analysis of the results clearly shows that the high precision of OntoTag is a result of the semantic approach used. For example, the search for the keyword "aggressive" ͑Fig. 7͒ does not produce any results with Copernic. In this case, OntoTag returns three applicable results out of all four results in total ͑the discarded one is considered "marginally" relevant͒. In this experiment, OntoTag considers the space shuttle, Porsche sport car, military personnel, and vehicles relevant to the concept "aggressive." Note that these web pages do not contain the words "aggressive," "aggression," etc. but the contextual paragraphs include statistically significant information to classify them as related to the concept "aggressive." Note that in the same example ͑Fig. 7͒, OntoTag produces four results but only three of them are considered relevant on the basis that the image of the flying helicopter does not invoke such a connotation. However, analysis of the OntoTag results show that although the picture may not be considered particularly of aggressive nature, the text on the page refers to military operations, which explains the tagging. On the other hand, although the text on the page containing the car is not explicitly related to any military themes, the expert considers the picture relevant to the query and indeed, an unexpected and rather encouraging result in the context of the TRENDS project.
However, as shown in Table 4 , there are cases when Copernic retrieves some pages ͑even though with very low precision͒ while OntoTag returns a few or no results ͑see the query "original" in Table 4͒ . This indicates that although semantic-based searches demonstrate clear advantages, they are not infallible and should therefore be used in combination with keyword-based search ͑Table 5͒.
In addition, OntoTag was evaluated through user-centered studies. Qualitative and quantitative methods were used to evaluate each of the three prototypes developed as well as the final software. The system was evaluated according to the main aspects identified by both the HCI experts and the focus groups as critical for the provision of a computer-based inspirational support. These relate to the quality of database content and the availability of high quality images, the performance of the search algorithms, the user-friendliness of the interface design, and the overall functionality of the system ͓59͔.
The evaluation protocol allowed the content of the database and the performance of the search algorithms to be assessed independently from the system interface. Twelve participants from the design departments of Fiat ͑6͒ and Stile Bertone ͑6͒ took part in these experiments. First, each designer was given a design brief and asked to write down the keywords they would use when searching for inspirational images. The design brief was as follows. Next, the individuals conducting the experiment formed search queries using words suggested by the designers ͑i.e., "smart," "farm," "ecodesign," "comfort," etc.͒. Two different image search engines were used in this experiment, namely, TRENDS and Google image search. The designers were then presented with two sets of ten pages, each set retrieved using a different search engine. Each page contained 16 images as shown in Fig. 8 . The designers were not told which set has been produced by which search engine. They were then asked to consider the design brief, to scroll through the images, and rate each image in terms of its inspirational value, usefulness, aesthetics, serendipity, closeness to the idea they have had in mind, and image quality. In addition, the designers were presented with the opportunity to conduct random search by browsing images in the collection. Figure 8 shows the evaluation sheet used by the designers during the tests and the evaluation results for the first criterion: inspirational value.
It is important to note that although the participants were asked
'0Q# D+$*+ *0'.1) ' #Q'118 5300; ."7O S+) )1'B"0'%) +'$0#%;1)8 *"1.TH'$-%). B1'*P8 "5 ' +$7+ *+$7-"-8 +'# B))-H30H"#)5311; *"11'H#). %" )Q$% '-)0"%$* 0)*P1)##-)##O a)0 #"5%1; 0"3-.). /"-*)H%# /"-*)H% C"OVd=c e*W.UXp4Ob4dbMKcbM4=>bL> /"-*)H% C"OVK4L e*W.UXpMO=cL,K4dbK=4,>bdb /"-*)H% C"OVLKL e*W.UXpMO=,d=,L>d=>4MLc=K /"-*)H% C"OVd>K e*W.UXpMO4,L=4d,Mc,4==4=,K /"-*)H% C"OV>Kc e*W.UXpMO4,>Lc>cLcKddcMKM> /"-*)H% C"OVc=4 e*W.UXpMOM>>,>K,Kb=c4cdLbc to scroll through sets of ten pages, only the first six pages contained images selected as inspirational by all 12 participants. Figure 8 shows the mean for the inspirational value of the images included in page 1 and page 6. The TRENDS system seems to produce relatively more inspirational images in the first page and less image in the sixth page than Google. Overall, the TRENDS system was regarded as a useful tool. Finally, tests with the final prototype were conducted with eight car designers, six from Fiat and two from Stile Bertone, who used the system as part of their normal working routine over a period of one month. They provided daily feedback on their experience when using the TRENDS system, in particular are the ease of use of its interface, the quality of the database content and search algorithms, and the usefulness of the system functions. These designers used a range of available functions including text-based and content-based retrieval. They raised a number of points for consideration such as the quality of the images, difficulty in finding some elements of the interface, and the slow time of response. The results of the final tests indicate the potential of the TRENDS software for further commercial exploitation and identify the outstanding issues which need to be addressed. End users considered the TRENDS functionality very useful in the design context. Overall, the semantic search was accepted well.
Conclusions and Future Work
The ontology tagger OntoTag developed within the TRENDS project has demonstrated good performance and scalability and has been integrated with keyword-based indexing and content retrieval algorithms in the final TRENDS prototype. After processing all words in the text, OntoTag extracts all related concepts and ranks them according to their significance. As a result, it produces a set of concept numbers for each text, which is then used to retrieve information in a process called semantic expansion, where a keyword query is also processed semantically. OntoTag differs significantly from earlier approaches as it does not rely on machine learning and the availability of tagged corpuses. Its main innovation is in the use of the words' monosemy and polysemy as a measure of their probability to belong to a certain concept.
This paper demonstrates that a concept-based search, combined with content-based image retrieval and keyword-based search, is a useful tool for designers involved in creative tasks. It complements traditional methods by providing images with a degree of diversity and high inspirational value. This paper highlights the potential of the semantic-based algorithms in applications supporting inspiration and creativity.
Further research is needed to study the impact of serendipity, diversity, and semantic associations on imagination, inspiration, and creativity. An outstanding issue in the area of information retrieval is the lack of well established methodologies, indexed corpuses for comparative studies, and qualitative measures for evaluating semantic algorithms. The concept indexing algorithm is currently being used as a research tool in three ongoing research projects, which explore its current limitations and the use of more complex ontological relationships. 
