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Introduction
Le volume de documents manuscrits, imprimés et numériques produit chaque jour
ne cesse d’augmenter. Un intérêt de plus en plus fort est montré pour l’exploitation
dématérialisée des documents. Cela peut être dans un contexte industriel ou personnel
pour la dématérialisation de chèques, factures, fiches de paie. Il est alors possible de
réaliser automatiquement des transactions. La dématérialisation des courriers d’entre-
prise permet par exemple d’identifier les catégories des documents et d’en extraire des
index (numéros de clients, dates, objet, adresse de l’expéditeur, etc.).
La dématérialisation est également utilisée dans le contexte de documents d’ar-
chives, permettant un accès facilité pour le public et une conservation facilité des do-
cuments, la consultation des documents étant alors non destructive. Cela rend possible
un accès simultané et à distance des documents ainsi qu’une exploitation riche des
contenus : navigation facilitée, recherche possible d’éléments et mise en correspondance
entre certaines parties (index et références par exemple).
Si la seule numérisation permet de conserver les documents, elle ne permet pas leur
exploitation efficace. Il faut en effet pouvoir les interpréter. Cette interprétation doit
se faire de la manière la plus automatique possible au vue des volumes de documents
à traiter et de leur diversité.
Contexte de la thèse
Nous travaillons ici sur une partie spécifique de la reconnaissance du document, la
reconnaissance de la structure. La reconnaissance de la structure est une étape préalable
nécessaire pour la reconnaissance de contenus. Nous cherchons à extraire la structure
physique du document, à étiqueter les blocs extraits puis à construire l’organisation
hiérarchique du document et à établir les liens entre les différents éléments. La recon-
naissance de la structure nécessite la modélisation ou l’apprentissage de connaissances
complexes et hiérarchiques. Pour chaque nouveau type de documents à reconnaitre, une
nouvelle modélisation des connaissances est à réaliser.
Les méthodes actuelles ont du mal à résoudre conjointement les deux probléma-
tiques de modélisation de connaissances complexes et d’adaptation facile et rapide à un
nouveau type de documents. Nous distinguons deux familles principales de méthodes
parmi les approches existantes : les méthodes statistiques et les méthodes syntaxiques.
Les méthodes statistiques se basent sur un apprentissage automatique d’un modèle
statistique à partir d’un échantillon de documents étiquetés. Les méthodes syntaxiques
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proposent quant à elles une explicitation des connaissances a priori sur les documents
par un expert dans un modèle à base de règles ou de grammaires.
Les méthodes statistiques sont les plus à mêmes de s’adapter facilement à un nou-
veau type de documents puisqu’elles reposent sur un apprentissage automatique du
modèle statistique. Cependant, leur capacité de modélisation des connaissances est li-
mitée et les cas rares sont difficiles à gérer. Les structures modélisées sont simples et
les relations spatiales sont limitées à des contextes locaux, ce qui n’est pas adapté aux
documents de plus en plus complexes à reconnaître en analyse de la structure de docu-
ments. De plus, il n’est pas possible d’utiliser ces méthodes sans vérité terrain annotée
sur les documents ; or, la construction d’une vérité terrain annotée est coûteuse.
Les méthodes syntaxiques sont les mieux adaptées à modéliser des connaissances
complexes. Cependant, dans le cadre de ces méthodes, c’est un apprentissage manuel
des connaissances qui est effectué pour chaque nouveau type de documents. Cet ap-
prentissage manuel est alors long et coûteux, réduisant de ce fait l’adaptabilité à un
nouveau type de documents.
Solution proposée
Nous proposons une nouvelle méthode, la méthode Eyes Wide Open (EWO), in-
troduisant une inférence semi-automatique et interactive de règles pour la description
progressive de systèmes syntaxiques. Le choix de nous baser sur le formalisme des sys-
tèmes syntaxiques permet à notre approche d’avoir un grand pouvoir d’expression et de
pouvoir modéliser la connaissance associé à des documents complexes. L’introduction
d’une étape d’apprentissage permet d’accélérer l’adaptation du système à un nouveau
type de documents, comme c’est le cas dans le cadre des approches statistiques. De plus,
cela nous donne une vue exhaustive sur les documents à traiter, ce qui n’est pas possible
avec les systèmes syntaxiques actuels. En effet, les approches syntaxiques se basent sur
un apprentissage manuel des règles sur un échantillon restreint de documents.
La méthode EWO propose un mécanisme d’apprentissage progressif de la descrip-
tion grammaticale des documents reposant sur trois étapes :
1. Acquisition des données utiles, avec une vérité terrain disponible mais également
sans aucune vérité terrain ;
2. Inférence des règles avec un apprentissage à la fois de la structure logique et de
la structure physique des documents
3. Assistance à l’intégration dans la description grammaticale des documents.
La méthode EWO donne ainsi la possibilité à l’utilisateur d’inférer des règles, par
étapes successives, à un coût minimal sur des données hétérogènes, bidimensionnelles et
en grande quantité. L’une des originalités de notre approche est de permettre l’inférence
des règles lorsqu’il n’y a pas de vérité terrain annotée disponible sur les documents.
La méthode EWO se base sur des méthodes de clustering combinées à une interac-
tion avec l’utilisateur. Le clustering réalisé sur de grands volumes de documents permet
d’extraire automatiquement des redondances, des structures dans les données. L’extrac-
tion automatique des redondances donne une vision à la fois synthétique et exhaustive
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des données, ce qui n’est habituellement pas possible pour les méthodes syntaxiques.
Les structures détectées grâce au clustering sont ensuite manuellement validées par un
opérateur humain et les clusters sont également étiquetés par l’opérateur. L’opérateur
humain apporte ainsi du sens aux données automatiquement détectées.
Contenu du manuscrit
La première partie présente l’état de l’art.
Le chapitre 1 dresse un panorama des méthodes existantes pour la reconnaissance
de la structure de documents. Ce chapitre met en évidence les points forts et les points
faibles des deux grandes familles de méthodes que sont les méthodes statistiques et les
méthodes syntaxiques. Nous mettons également en avant les limites rencontrées par les
méthodes actuelles d’inférence grammaticale.
Le chapitre 2 s’intéresse aux méthodes d’apprentissage non supervisées et en parti-
culier aux méthodes de clustering.
Cette première partie permet donc de situer nos travaux par rapport aux approches
de reconnaissance de la structure de documents de la littérature. Elle met en évidence
les apports d’une méthode d’inférence de règles semi-automatique et interactive pour
l’extraction de connaissances.
La deuxième partie présente la méthode d’inférence semi-automatique et inter-
active de règles que nous avons proposée.
Le chapitre 3 présente la philosophie de la méthode EWO. Il décrit les propriétés et
les caractéristiques de notre méthode. Il permet de présenter comment notre méthode
s’introduit dans l’approche manuelle habituellement utilisée pour la description d’un
système à base de règles.
Le chapitre 4 présente ensuite le cœur de la méthode d’inférence des règles. La
méthode d’acquisition des données dans les cas avec et sans vérité terrain est décrite.
L’inférence de la structure logique et physique est ensuite détaillée. Enfin l’intégration
de ces connaissances dans la description grammaticale complète des documents est
présentée.
Le chapitre 5 décrit la méthode de clustering utilisée, l’Evidence Accumulation
Clustering, dans la méthode EWO pour l’acquisition des données ainsi que pour la
description de la structure logique et physique des documents.
Le chapitre 6 détaille l’interaction entre l’utilisateur et la méthode afin d’apporter
de la sémantique aux données détectées automatiquement.
Dans cette deuxième partie, nous décrivons le fonctionnement complet de la mé-
thode EWO. Nous mettons ainsi en évidence sa généricité et sa facilité d’utilisation
pour l’utilisateur. Les mécanismes permettant son utilisation avec et sans vérité terrain
sont également décrits.
La troisième partie valide chacun des éléments de la méthode EWO par des
évaluations par partie puis globales de la méthode. L’ensemble de ces expérimenta-
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tions valide le gain en temps et en qualité des descriptions grammaticales produites en
utilisant la méthode EWO.
Le chapitre 7 présente le contexte d’évaluation de la méthode EWO. Nous nous
basons sur une méthode syntaxique existante, la méthode DMOS-P (Description et
MOdification de la Segmentation avec vision Perceptive). Nous utilisons la méthode
EWO dans le processus d’écriture des différentes descriptions grammaticales.
Le chapitre 8 présente une évaluation sur la reconnaissance de la structure de cour-
riers manuscrits en français du corpus RIMES. L’évaluation est faite en deux parties :
une évaluation de l’inférence des opérateurs de position seuls puis une évaluation de
l’inférence d’une description grammaticale complète dans le cas où une vérité terrain
sur les documents est disponible. Le système obtenu avec la méthode EWO est alors
comparé à des systèmes purement syntaxiques et des systèmes purement statistiques.
Les performances obtenues sont comparables à celles obtenues par les meilleurs sys-
tèmes purement statistiques et purement syntaxiques, tout en simplifiant fortement la
modélisation des connaissances.
Le chapitre 9 évalue notre méthode dans le cadre particulier des documents de la
compétition MAURDOR, où une vérité terrain contenant la segmentation en blocs est
connue. Notre système est comparé à un système utilisant à la fois un classifieur et
des règles décrites à la main. Nous montrons alors l’apport de la vue exhaustive sur
les données permise par la méthode EWO. Les règles décrites avec la méthode EWO
obtiennent de meilleurs résultats que celles décrites manuellement.
Le chapitre 10 permet de valider notre méthode dans le cadre de documents pour
lesquels nous n’avons pas de vérité terrain annotée disponible. Nous avons pour cela
utilisé le corpus d’actes de mariages mexicains de la compétition FamilySearch HIP2013.
Une pseudo vérité terrain est produite à moindre coût grâce à la méthode EWO en
étudiant les redondances dans un grand volume de documents. En effet, l’annotation
manuelle du même volume de documents aurait nécessité la réalisation de 200 fois plus






Cette première partie est consacrée à l’étude de la bibliographie. Notre domaine
d’étude regroupe deux vastes domaines de recherche : l’analyse de la structure de do-
cuments et l’apprentissage non supervisé.
Dans le premier chapitre, nous présentons de manière générale les approches utilisées
pour l’analyse de la structure de documents que nous regroupons en deux familles prin-
cipales : les méthodes statistiques et les méthodes syntaxiques. Nous soulignons alors
l’intérêt des méthodes syntaxiques, qui présentent un fort pouvoir d’expression notam-
ment pour les structures hiérarchiques. Nous mettons en avant la nécessité d’une étape
d’apprentissage automatique dans l’apprentissage du système pour le rendre adaptable
facilement à un nouveau type de documents. Nous présentons ensuite les solutions
existantes pour l’inférence des méthodes syntaxiques et soulignons les limites actuelles.
Dans le deuxième chapitre, nous présentons les solutions existantes d’apprentissage
non supervisé et plus particulièrement de clustering. Cette présentation nous permet
de justifier l’intérêt de la méthode de clustering choisie, l’Evidence Accumulation Clus-
tering [FJ02].
Grâce à cette étude bibliographique, nous montrons la nécessité d’introduire une
phase d’apprentissage dans la construction des systèmes de reconnaissance de la struc-
ture de documents. En montrant les limites de l’inférence grammaticale, nous souli-
gnons la nécessité d’introduire une interaction avec un utilisateur humain qui valide les
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Dans ces travaux, nous nous intéressons à la reconnaissance de documents et plus
particulièrement à l’analyse de la structure logique des documents. Le but principal
est de convertir des images de documents en vue de la modification, l’archivage, la re-
cherche, la réutilisation et la transmission de l’information que ces images contiennent.
La reconnaissance de la structure logique du document permet de générer une représen-
tation de haut niveau sous la forme d’un document structuré. Il s’agit alors d’extraire
la structure physique du document, d’étiqueter les blocs extraits puis de construire
l’organisation hiérarchique du document et établir des liens entre les éléments (ordre
logique de lecture, liaison entre les illustrations et le texte, imbrication des éléments
logiques, etc.). Un exemple de document et de la structure logique associée est présenté
dans la figure 1.1.
Les documents à analyser peuvent être de types variés (courriers d’entreprises, fac-
tures, articles, etc.) et être plus ou moins structurés. Ainsi, nous pouvons distinguer les
documents très structurés comme les tableaux et les formulaires, les documents semi-
structurés comme les courriers professionnels, et les documents peu structurés. Pour
ces derniers, il n’y a pas de modèle physique qui les caractérisent ce qui complexifie la
tâche de détection des objets logiques.
Depuis le début des années 90, la problématique de la reconnaissance de la structure
de documents a été largement étudiée. Si au départ les systèmes développés étaient en
général dédiés à un domaine spécifique (courriers d’entreprises ou facture par exemple)
et à des documents simples, les documents traités sont désormais de plus en complexes
[DS14]. De plus, les systèmes développés tendent également à ne plus être dédiés à un
domaine spécifique mais au contraire à être utilisables pour des documents variés.
Nous distinguons deux types majeurs d’approches pour les méthodes de reconnais-
sance de la structure de documents : les méthodes statistiques et les méthodes syn-
taxiques. Nous détaillons dans ce chapitre les avantages et les inconvénients de chacune
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Groupe nom + signature
(b) Structure logique du courrier manuscrit
Fig. 1.1 – Exemple de document et de la structure logique associée
de ces approches.
1.1 Méthodes statistiques
Les méthodes statistiques pour la reconnaissance de la structure de documents se
basent sur un apprentissage automatique d’un modèle statistique à partir d’un échan-
tillon d’apprentissage étiqueté. L’étiquetage selon les différentes classes possibles est
alors appris à partir de cet échantillon. Cet étiquetage peut être appris à différents
niveaux, par exemple au niveau pixel (Lemaitre [LGGP07]) ou sur plusieurs niveaux
successifs pour arriver au niveau bloc (Montreuil [MNGH10], Chaudhury [CJDR09]).
Ces approches ne reposent pas sur des règles ou des heuristiques définies par un expert.
Cette méthodologie d’apprentissage automatique à partir d’un échantillon étiqueté
est commune aux nombreuses méthodes statistiques proposées dans la littérature [CFGS03,
MBD11, LGGP07, MNGH10, BR08, FSJ+01]. Ces approches se basent sur des forma-
lismes variés tels que les champs aléatoires de Markov ou les CRF (Conditional Random
Fields). Quelques contributions s’appuient sur des algorithmes classiques d’apprentis-
sage supervisé. Par exemple, Rangoni utilise un réseau de neurones dynamique percep-
tif [BR08].
Nous allons détailler ces différentes approches.
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1.1.1 Méthodes graphiques probabilistes
Les méthodes graphiques probabilistes consistent en l’étiquetage d’une zone (dont
la taille peut varier, le pixel par exemple) en fonction de son voisinage local. Le fait
que ces méthodes tiennent compte des informations contextuelles d’un élément explique
leur utilisation dans le cadre de la reconnaissance de la structure de documents. Les
caractéristiques utilisées peuvent être variées :
– police, taille, couleur des caractères ;
– localisation dans l’image ;
– présence de mot-clé ;
– etc.
Ces méthodes peuvent être basées sur des réseaux bayésiens, des champs aléatoires
de Markov ou des champs markoviens conditionnels que nous présentons dans cette
section.
1.1.1.1 Champs aléatoires de Markov
Lors d’une modélisation à l’aide des champs aléatoires de Markov, l’image du docu-
ment est décomposée en cellule. À chacune des cellules est associé un certains nombre
de caractéristiques ainsi qu’une étiquette correspondant à la classe de la cellule. Le but
est alors d’apprendre quelle est l’étiquette la plus probable d’une cellule en fonction de
ses caractéristiques connues et du contexte, c’est-à-dire de son voisinage.
Lemaitre [LGGP07] propose une méthode basée sur les champs aléatoires de Markov
avec un étiquetage au niveau pixel pour l’analyse de courrier manuscrit en français.
Les caractéristiques de texture et de position sont utilisées. Des étiquettes logiques
différentes peuvent coexister dans la même région alors que ce n’est théoriquement pas
possible. La cohérence de l’étiquetage au niveau bloc n’est ainsi pas assurée. Les auteurs
soulignent que les erreurs dans leur approche proviennent d’un manque d’information
globale dans l’analyse (au niveau bloc par exemple). Ils indiquent également qu’un plus
grand nombre de données d’apprentissage permettrait d’obtenir de meilleur résultat.
1.1.1.2 Réseaux bayésiens
Le Bourgeois [FSJ+01] propose une méthode combinant réseaux bayésiens et pro-
babilisti relaxation. Le réseau bayésien permet d’étiqueter des blocs de texte en se
basant sur des caractéristiques géométriques et typographiques. La probabilisti relaxa-
tion est ensuite utilisée pour améliorer les résultats obtenus par les réseaux bayésiens.
Cette méthode itérative tient compte des relations spatiales et hiérarchiques, ce qui
apparait comme essentiel pour reconnaître la structure de documents. De plus, cette
méthode permet de corriger les erreurs d’un étiquetage préliminaire. Cependant, seuls
des résultats préliminaires sont présentés pour cette méthode.
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1.1.1.3 Champs aléatoires conditionnels
Les Champs Aléatoires Conditionnels (Conditional Random Fields, CRF ou « champs
markoviens conditionnels ») ont été proposés pour l’analyse de données séquentielles.
Plusieurs méthodes de la littérature les ont appliqués dans le domaine de l’analyse de
documents. Les CRF permettent de dépasser les limites des Champs de Markov.
Montreuil [MNGH10] présente une méthode basée sur la combinaison hiérarchique
de CRF. La segmentation de la structure physique est faite à l’aide de trois niveaux de
CRF suivis d’une segmentation et d’un étiquetage des blocs avec un modèle CRF. Les
auteurs soulignent que l’intégration d’information textuelle permet l’obtention de bons
résultats car des blocs avec des étiquettes logiques peuvent avoir les mêmes caractéris-
tiques structurelles. Ils analysent les erreurs de leur système comme dues à l’accumu-
lation d’erreurs aux différents niveaux de segmentation. Ils signalent que le principal
avantage de leur méthode est l’utilisation d’une étape d'apprentissage, qui permet de
prendre en compte la variabilité des documents à analyser. Cela montre l’importance
cruciale de l’introduction d’une phase d’apprentissage pour l’obtention de système de
reconnaissance de documents efficaces et facilement adaptables à un nouveau type de
document.
Chaudhury [CJDR09] présente une méthode de segmentation de documents utilisant
également une combinaison hiérarchique de CRF. Le premier niveau de cette hiérarchie
permet d’étiqueter chaque pixel selon trois classes : texte, fond et image en utilisant
des caractéristiques locales. Des caractéristiques contextuelles permettent ensuite de
classer les blocs (titre, auteur, paragraphe, etc.). Les expérimentations consistent en
l’analyse d’articles scientifiques, le nombre de documents utilisés n’est pas indiqué.
1.1.2 Avantages et inconvénients
Les méthodes statistiques permettent l’intégration de bruit et d’incertitude qui sont
souvent présents dans les documents à analyser. Un autre avantage majeur de ces
méthodes est qu’elles permettent un apprentissage automatique du système et donc
proposent une conception facilitée du système. Cependant, si cet apprentissage facilite
la conception du système, il nécessite des connaissances a priori de l’utilisateur par le
choix des caractéristiques utilisées dans l’apprentissage du modèle. De plus, une vérité
terrain annotée est nécessaire pour effectuer cette étape d’apprentissage. Une vérité
terrain annotée est coûteuse à réaliser et par conséquent n’est pas toujours disponible.
Quand elle est disponible, elle peut ne pas être d’un volume suffisant pour apprendre
tous les cas présents si certains d’entre eux sont rares.
Les méthodes statistiques ne sont en général pas capables de rendre compte de
la structure hiérarchique des documents. La capacité à exprimer la structure hiérar-
chique des documents est cependant cruciale pour la reconnaissance des documents
complexes comme les tableaux, les formules mathématiques ou les diagrammes. Les
méthodes statistiques permettent de gérer les variations locales mais leur inférence de
la structure globale du document est limitée. Par exemple, les relations spatiales pou-
vant être modélisées avec un CRF sont limitées à de petites portions de l’espace. Ainsi,
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Shetty [SSS+07] modélise les relations spatiales entre des voisinages où les voisinages
ont approximativement la taille d’un mot. Cependant, pour pouvoir décrire la structure
hiérarchique d’un document, une méthode idéale doit aussi être capable de modéliser
les relations spatiales entre des éléments plus grands comme des paragraphes, titres,
images, etc. et les relations spatiales à distance.
L’un des principaux avantages des méthodes statistiques de notre point de vue est
leur capacité à s’adapter à un nouveau type de documents à l’aide d’une phase d’ap-
prentissage automatique sur des données annotées. Cependant, elles ne sont en général
pas capable de transcrire la structure hiérarchique globale des documents. De plus, il
est difficile d’intégrer de la connaissance sur les documents provenant de l’utilisateur
dans le système et le système n’est en général pas compréhensible par un utilisateur
humain. Ces aspects sont en particulier permis par les méthodes syntaxiques que nous
présentons dans la section suivante.
1.2 Méthodes syntaxiques
Les méthodes syntaxiques proposent une explicitation des connaissances a priori
sur les documents par un expert dans un modèle. Ce modèle est utilisé pour interpréter
les données en entrée afin de correctement segmenter et reconnaitre les documents.
Le modèle contient toutes les informations permettant de transformer une structure
physique en une structure logique. Ces approches permettent ainsi de tirer profit des
spécificités des documents considérés. Elles sont de plus génériques : seul le modèle doit
être modifié lorsqu’un nouveau type de documents doit être reconnu.
Nous distinguons dans les méthodes syntaxiques deux types d’approches : les repré-
sentations à base de règles et les représentations à base de grammaires.
1.2.1 Représentation à base de règles
Les systèmes de reconnaissance utilisant une représentation à base de règles sont
spécifiques à un type de documents [NS95, TA90, DP91, YATT91, Fis91]. Ils utilisent
les règles de formatage des documents pour reconnaitre les étiquettes logiques des dif-
férents éléments. Ils utilisent pour cela des caractéristiques variées sur la position des
éléments (dans la page ou les uns par rapport aux autres), ainsi que des caractéristiques
typographiques (tailles, police, etc.).
Les règles étant décrites à la main par un utilisateur humain et adaptées à un
type particulier de documents, elles sont difficilement adaptables à un nouveau type de
documents. De plus, les représentations à base de règles sont peu flexibles et les règles
peuvent devenir assez arbitraires.
1.2.2 Représentation à base de grammaires
Les méthodes à base de grammaires [Con93,KNSV93, IA91,TI94] reposent sur une
analogie entre la structure des documents et la syntaxe d’une langue. Cette approche
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permet d’utiliser un certain nombre d’outils mathématiques déjà existants et de tenir
compte de la nature hiérarchique des documents.
Les systèmes grammaticaux permettent une description sémantique plus précise
des relations entre les éléments. En utilisant les approches grammaticales, l’image est
segmentée en primitives et l’utilisateur construit un arbre de règles qui décrit comment
composer les primitives. La représentation sous forme d’arbre des règles permet une
expression des structures récursives comme les structures hiérarchiques.
Conway [Con93] décrit une méthode syntaxique utilisant une grammaire de page.
La structure physique est décrite par un ensemble de règles grammaticales spécifiant
les relations spatiales entre les éléments et des informations sur la taille de la police,
l’alignement ou l’indentation. Les relations spatiales décrites sont du type « sous », « à
gauche de », « à droite de », « sur », « à droite de » et « proche de ». La structure
logique est quant à elle décrite à l’aide d’une grammaire non contextuelle (Context-
Free Grammar). Les descriptions des structures physique et logique sont toutes deux
déterministes et l’analyse est faite indépendamment l’une de l’autre.
Krishnamoorthy [KNSV93] applique récursivement des grammaires sur les projec-
tions horizontale et verticale de la page à analyser. L’analyse est décomposée en quatre
étapes. À la première étape, un seuil est appliqué sur le résultat de la projection pour
constituer des atomes. Ces atomes sont regroupés en molécules à la deuxième étape. À
la troisième étape, des étiquettes logiques sont attribuées à chacune des cellules. Les
cellules contigües avec la même étiquette logique sont ensuite fusionnées à la quatrième
et dernière étape.
Afin d’obtenir des méthodes à base de grammaires efficaces pour la reconnaissance
de documents, celles-ci doivent tenir compte de la bidimensionnalité et être capable de
gérer l’incertitude. Nous présentons maintenant les méthodologies mises en place pour
cela.
1.2.2.1 Tenir compte de la bidimensionnalité
L’une des difficultés liées à la représentation à base de grammaires et que les ou-
tils mathématiques existants sont adaptés à la représentation de structures monodi-
mensionnelles. Dans les structures monodimensionnelles, les entités sont parfaitement
ordonnées dans une direction unique. Dans les structures bidimensionnelles, les entités
sont disposées spatialement, et une composante donnée ne possède donc pas un seul
prédécesseur et un seul successeur (ce qui est les cas dans les chaînes), mais un certain
nombre de voisins.
Des formalismes bidimensionnels ont été proposés, il s’agit essentiellement de gram-
maires de graphes [GB95, RC96], ou de modèles dérivés des grammaires de graphes
(grammaires d’arbre [Bra69], grammaires de web [PR69], grammaires plex [Fed71]). Les
grammaires de graphes présentent le plus grand pouvoir d’expression parmi ces forma-
lismes bidimensionnels. Dans cette représentation, les blocs de texte sont les sommets
du graphe tandis que les arêtes représentent les relations entre les blocs. Ces forma-
lismes présentent plusieurs inconvénients. Les problèmes de segmentation ne sont pas
gérés. Il n’y a pas non plus de recherche de la meilleure solution s’il y a des ambiguï-
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tés car il n’y a pas de mécanisme de retour en arrière. Enfin, la production des règles
est difficile en raison de la syntaxe complexe utilisée. Cela rend ces formalismes peu
utilisables pour des documents complexes nécessitant une description complexe.
Une généralisation des grammaires de chaînes à l’aide d’opérateurs de position a
été proposée par Coüasnon dans la méthode DMOS-P [Cou06]. De tels opérateurs de
position permettent de modéliser une plus grande variété de relations entre les entités.
La syntaxe proposée reste la plus simple possible afin de permettre la modélisation de
problèmes complexes par les concepteurs de grammaire.
1.2.2.2 Gérer l’incertitude : les grammaires stochastiques
Une autre limite de ces approches est que les grammaires utilisées pour représenter
la structure des documents sont généralement déterministes. il est alors difficile de
lever certaines ambiguïtés si l’extraction des composantes physiques n’est pas robuste
et présente des erreurs.
Différentes approches basées sur les grammaires stochastiques ont été proposées.
Ainsi, Tateisi et Itoh [TI94] proposent une grammaire stochastique pour analyser les
documents. Un coût est associé à chaque élément. Le but est alors de construire la struc-
ture logique qui présente un coût minimal. Cette recherche exhaustive des solutions est
possible car la grammaire utilisée est monodimensionnelle. Mao et Kanungo [MK01]
proposent quant à eux l’utilisation d’une grammaire non contextuelle stochastique afin
de traiter le bruit et l’incertitude. Cette approche repose elle aussi sur une représenta-
tion monodimensionnelle de la structure.
Cependant, une grammaire bidimensionnelle est plus adaptée pour traiter une grande
variabilité de type de documents (cf. section 1.2.2.1). Le coût d’incorporation des pro-
babilités dans les grammaires bidimensionnelles peut s’avérer assez élevé en raison de
l’explosion combinatoire des solutions possibles à explorer. Maroneze [MCL11] propose
l’introduction d’une approche basée sur une grammaire bidimensionnelle localement
stochastique. Pour cela, il introduit un opérateur permettant de définir l’introduction
locale d’un mécanisme de parsing stochastique. Cette approche permet d’utiliser une
grammaire bidimensionnelle tout en gérant l’explosion combinatoire.
Les représentations à base de grammaire permettent de représenter efficacement les
structures hiérarchiques et de faire une description sémantique précise des relations
entre éléments. Leur pouvoir d’expression est élevé et adapté aux documents com-
plexes. Des approches ont été proposées pour tenir compte de la bidimensionnalité des
documents. Plusieurs approches ont montré la possibilité de combiner les approches
syntaxiques et statistiques en introduisant un mécanisme stochastique dans la descrip-
tion grammaticale. Cela permet de gérer le bruit et les incertitudes présents dans les
documents.
Cependant, les descriptions à base de grammaire sont généralement faites manuelle-
ment par un utilisateur humain. Il n’y a alors pas d’étape d’apprentissage automatique
pour concevoir le système contrairement aux approches statistiques. Cela limite leur ca-
pacité de généralisation à d’autres types de documents puisque la description manuelle
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doit alors être refaite.
1.3 Inférence dans les systèmes syntaxiques
Les capacités d’adaptation des méthodes syntaxiques à un nouveau type de do-
cuments sont limitées en raison de l’absence d’une étape d’apprentissage automatique
dans leur description. En raison de la difficulté de la tâche, peu de méthodes ont été pro-
posées pour apprendre automatiquement les descriptions grammaticales de la structure
de documents.
Shilman [SLV05] présente une méthode pour apprendre des modèles grammaticaux
non génératifs pour l’analyse de documents. Il focalise ses efforts sur la sélection de
caractéristiques et l’estimation de paramètres. L’utilisateur doit spécifier la grammaire
de page et fournir un ensemble de pages annotées. Cette méthode permet d’automatiser
une partie de l’écriture de la description grammaticale, rendant ce travail plus facile
et plus rapidement fait. C’est une première étape intéressante dans la construction
d’une étape d’apprentissage pour la description de systèmes grammaticaux. Cependant,
l’utilisateur n’est pas aidé pour la description de la grammaire qui n’est pas selon nous
une tâche triviale, spécialement avec des corpus de documents à analyser de plus en
plus complexes et hétérogènes.
Si l’inférence grammaticale a été peu abordée dans le contexte spécifique de l’ana-
lyse de documents, ce sujet a été étudié dans de nombreux autres domaines [dlH05].
La plupart des méthodes d’inférence grammaticale ont été développées pour des gram-
maires monodimensionnelles. Or, comme nous l’avons indiqué, dans la section 1.2.2.1,
nous avons besoin de tenir compte de la bidimensionnalité des documents pour pou-
voir décrire efficacement la structure des documents. De plus, les méthodes d’inférence
grammaticale ne sont pas robustes au bruit. Un système d’analyse de documents effi-
cace doit être capable de gérer des images bruitées. Enfin, il est difficile pour la plupart
des méthodes d’inférence grammaticales de combiner à la fois l’inférence grammaticale
et d’autres méthodes ou des connaissances a priori. La reconnaissance de documents
est un domaine où l’utilisateur possède de nombreuses connaissances a priori qu’il nous
semble indispensable de pouvoir intégrer pour obtenir des systèmes d’analyse efficaces.
Ces nombreux éléments nous montrent les limites de l’inférence grammaticale dans
notre contexte applicatif où nous souhaitons décrire la structure de documents com-
plexes, bidimensionnels et bruités. De plus, dans les méthodes d’inférence grammaticale
comme pour les méthodes statistiques présentées dans la section 1.1, il est nécessaire
de disposer d’un ensemble d’apprentissage annoté. Or, ce n’est pas toujours le cas,
notamment en raison du coût important de production d’une vérité terrain annotée.
1.4 Bilan
Nous pensons qu’il y a un intérêt à exprimer explicitement les connaissances a priori
sur la structure du document à l’aide d’un formalisme intuitif et intelligible permettant
de décrire simplement les règles de structuration du document. Nous souhaitons garantir
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l’explicitation et l’externalisation des connaissances descriptives du problème traité. La
formalisation des connaissances permet de définir des approches génériques, c’est-à-dire
utilisables pour l’analyse de documents structurés de différentes natures.
Bien que peu étudié, l’apprentissage automatique pour inférer des connaissances est
indispensable. Les performances des méthodes structurelles seraient significativement
améliorées si elles disposaient d’une inférence automatique des connaissances [Ram06].
Comme le soulignent Dengel et Shafait [DS14], la capacité d’un système à gérer des do-
cuments complexes de domaines différents vient de sa capacité à extraire la connaissance
à partir d’un apprentissage sur une vérité terrain. Cependant, ils soulignent également
que les capacités de généralisation des systèmes actuels restent très en dessous de ce
qu’un être humain est capable de faire. Ce constat nous conforte dans notre volonté de
garder un système compréhensible par l’être humain afin que celui-ci puisse intervenir
dans le processus de description du système si nécessaire.
Dans notre contexte, nous nous ajoutons une contrainte supplémentaire qu’il nous
semble indispensable de traiter : pouvoir faire cet apprentissage automatique sans vérité
terrain annotée. En effet, comme nous l’avons souligné, la création d’une vérité terrain
est une tâche coûteuse et fastidieuse, limitant le nombre de documents disponibles pour
l’apprentissage. Pour ce faire, nous concentrons nos efforts sur les méthodes d’appren-
tissage non supervisées et en particulier les méthodes de clustering que nous présentons
dans le chapitre suivant. Par cette approche, nous allons détecter des structures dans
les données. Afin d’apporter du sens à ces structures, nous proposons de travailler en
interaction avec l’utilisateur afin de :
– valider les structures détectées automatiquement ;
– apporter du sens aux données, notamment en étiquetant ces structures avec des
libellés porteurs de sémantique.
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Chapitre 2
Apprentissage non supervisé : le
clustering
L’extraction automatique de connaissances a pour objectif l’acquisition de nouvelles
connaissances au sein de grandes quantités de données à l’aide de méthode automatique
ou semi-automatique. L’apprentissage non supervisé est en soi une tâche difficile car il
n’existe pas d’a priori sur les résultats à obtenir. Le volume des données et leur grande
variabilité rendent l’extraction de connaissances d’autant plus difficile. Notre but est
d’obtenir une meilleure connaissance des données en détectant à la fois les anomalies,
et les caractéristiques saillantes.
L’une des techniques majeures de l’extraction de connaissances est le clustering.
Le but des méthodes de clustering est de découvrir dans les données des groupes de
données homogènes, également appelés clusters. La détection de ces groupes repose
sur l’utilisation d’une mesure de similarité entre les observations qui n’est pas facile à
spécifier sans connaissance a priori sur les données.
Un cluster est un groupe d’individus homogène dans le sens où deux individus
proches doivent appartenir au même groupe tandis que deux individus éloignés doivent
appartenir à des groupes différents. Un cluster idéal est un ensemble de points ompat,
l’ensemble des objets du groupe sont similaires, et isolé, l’ensemble des objets du cluster
sont complètement différents des objets des autres clusters. Il s’agit alors de minimiser
la distance intra-cluster et de maximiser la distance inter-cluster (figure 2.1). En réalité,
un cluster est une entité subjective dont la pertinence et l’interprétation nécessite des
connaissances sur le domaine. S’il est possible pour un être humain de détecter des clus-
ters en deux ou trois dimensions, il est nécessaire d’avoir des algorithmes automatiques
pour les dimensions supérieures ainsi que pour les données mal séparées [FJ02].
Dans ce chapitre, nous présentons d’abord un panorama des méthodes de clustering
existantes. Nous décrivons ensuite un ensemble de méthodes plus récent, les méthodes
de clustering ensemblistes. Puis, nous présentons deux problématiques majeures du clus-
tering : la détermination du nombre de clusters et l’évaluation des clusters. Enfin, nous
détaillons la méthodologie retenue pour notre méthode d’inférence semi-automatique
et interactive de règles pour la description de méthodes syntaxiques de reconnaissance
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Fig. 2.1 – Définition général du clustering
de la structure de documents.
2.1 Panorama des méthodes existantes
Un très grand nombre d’algorithmes de clustering existent. Classiquement, ces algo-
rithmes sont divisés en deux grands groupes principaux : les algorithmes hiérarhiques
et les algorithmes partitifs. Les algorithmes de clustering hiérarchiques recherchent ré-
cursivement des clusters imbriqués les uns dans les autres tandis que les algorithmes
partitifs trouvent tous les clusters simultanément et n’imposent pas de structure hié-
rarchique. Il n’existe pas d’algorithme qui soit capable d’identifier toutes les formes de
clusters et de structures que nous pouvons rencontrer en pratique. Chaque algorithme
définit une représentation des données. L’algorithme, et donc la représentation, doit
être choisi en fonction des données à analyser et du but de l’utilisateur [XW05] [JD88].
Nous présentons ici un rapide état de l’art des grandes familles d’algorithmes de
clustering :
– clustering basé sur la minimisation d’une fonction de coût ;
– clustering hiérarchique ;
– clustering basé sur la densité ;
– clustering basé sur les graphes ;
– clustering basé sur les distributions.
Nous nous focalisons sur le « hard clustering », c’est-à-dire les algorithmes tels que
chaque individu est classé dans une seule lasse. Il est à noter qu’il existe un ensemble
de méthodes, appelé « fuzzy clustering », telles que chaque individu n’appartient pas
à un seul cluster. Au contraire, dans le cas du fuzzy clustering, nous connaissons pour
chaque individu sa probabilité d’appartenir à chaque cluster. Cette approche est utilisée
en particulier lorsque les clusters ne sont pas bien séparés. L’un des algorithmes les plus
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connus de fuzzy clustering est l’algorithme Fuzzy C-Means [Bez81].
2.1.1 Error-based clustering
Dans cette famille d’algorithme, la recherche des clusters est vue comme un pro-
blème d’optimisation. Les clusters sont modifiés jusqu’à ce qu’une fonction de coût soit
minimisée.
L’algorithme le plus connu de cette famille est l’algorithme des K-Means (appelé
K-Moyennes en français). C’est plus généralement l’un des algorithmes de clustering les
plus connus et les plus simples. Le principe de cet algorithme est de trouver la partition
qui minimise la distance de chaque point au centroïde du cluster. Le centroïde du cluster
correspond à la moyenne des points du cluster. Il se base sur une minimisation de la
somme des carrés des distances. C’est un algorithme qui est efficace, puisqu’il présente
une complexité linéaire en le nombre d’individus et qui nécessite la définition de peu de
paramètres. De nombreuses variations autour de l’algorithme ont été proposées [Jai10].
On peut citer par exemple l’utilisation de la distance de Mahalanobis [LNN97], de
la distance L1, ou l’introduction de la théorie des ensembles flous pour obtenir des
partitions non exclusives [PB95]. Sa limitation majeure est son incapacité à identifier
des clusters avec des formes arbitraires. De plus, même s’il y a peu de paramètres à
fixer, il est nécessaire de fixer le nombre de clusters à obtenir. Cette tâche est complexe
pour l’utilisateur comme nous le verrons dans la section 2.3. En outre, les K-means sont
sensibles à l’initialisation des centres et aux outliers puisque tous les points doivent être
affectés à un cluster. Les clusters peuvent donc être fortement déformés par les outliers.
L’algorithme des K-Medoïds [KR87] est une variante basée sur l’algorithme des K-
Means pour laquelle le point représentatif du cluster est un point sélectionné parmi
les données plutôt que le centroïde de la classe. Cet algorithme est plus robuste aux
outliers que les K-Means et est utilisable avec des variables qualitatives. Cependant,
cet algorithme présente une complexité algorithmique plus grande que celle des K-
Means. Pour des données plus volumineuses, l’algorithme CLARA (Clustering for Large
Applications) [KR90], basé sur un échantillonnage des données, a été proposé.
Pour pallier la problématique du nombre de clusters à trouver à fournir en para-
mètres l’algorithme ISODATA a été proposé [BH67]. Cet algorithme permet d’ajuster
automatiquement le nombre K de clusters lors des itérations. Cependant, cet ajuste-
ment automatique nécessite de fixer manuellement un plus grand nombre de paramètres
et les performances de l’algorithme dépendent énormément de ces paramètres.
2.1.2 Clustering hiérarchique
Les méthodes de clustering hiérarchiques proposent une organisation des données
sous la forme d’une structure hiérarchique à partir d’une matrice de similarité. Deux
approches existent : les clusterings hiérarchiques agglomératifs et les clusterings hiérar-
chiques divisifs. Dans le cas des algorithmes agglomératifs, l’approche est ascendante :
chaque individu est seul dans son cluster au départ et les paires de clusters sont fu-
sionnées au fur et à mesure jusqu’à ce que tous les individus appartiennent à un seul
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et même cluster. Pour les algorithmes divisifs, c’est le contraire l’approche est descen-
dante : tous les individus appartiennent au départ à un même cluster et les clusters
sont divisés au fur et à mesure.
Les méthodes de clustering hiérarchique présentent l’avantage de ne pas nécessiter de
fixer le nombre de clusters en paramètre d’entrée de l’algorithme. En effet, les résultats
sont présentés sous la forme d’un dendrogramme. La partition finale est ensuite obtenue
par l’utilisateur en coupant le dendrogramme à un certain niveau.
L’algorithme de cette famille le plus couramment utilisé est la classification ascen-
dante hiérarchique (CAH). Un des inconvénients majeur de ces approches est que la
décision de fusionner deux clusters (ou diviser un cluster) ne peut pas être annulée.
De plus, leur application est difficile sur de grands jeux de données en raison de leur
complexité algorithmique (O(n3)).
Plusieurs algorithmes hiérarchiques ont été proposés afin de gérer des jeux de don-
nées volumineux : CURE [GRS01], ROCK [GRS00], Chameleon [KHK99] et BIRCH
[ZRL96]. CURE [GRS01] permet d’obtenir des clusters de formes plus complexes. L’al-
gorithme ROCK [GRS00] est quant à lui utilisable avec des données qualitatives. L’algo-
rithme BIRCH [ZRL96] permet à la fois de gérer des données volumineuses et d’apporter
une robustesse aux outliers.
2.1.3 Clustering basé sur la densité
Les méthodes basées sur la densité construisent des clusters comme des régions de
l’espace contenant une grande densité de points, séparés par des régions vides ou de
densité faible. Dans ces méthodes, les clusters peuvent être de forme arbitraire. De plus,
il y a une gestion du bruit contrairement aux K-Means par exemple pour lesquels les
outliers ont un impact fort sur la qualité de la partition produite.
ε
(a) Recherche des clusters
outliers
(b) Résultat final : deux clusters et deux out-
liers sont trouvés
Fig. 2.2 – Exemple de fonctionnement de l’algorithme DBSCAN pour un rayon ε et
MinPts=3
L’algorithme le plus connu de cette famille est l’algorithme DBSCAN [SEKX98]
(Density-Based Spatial Clustering of Applications with Noise). Il prend deux para-
mètres en entrée : une distance ε, qui représente la taille du voisinage considéré, et
minPts le nombre minimum de points devant se trouver dans le rayon ε. Il permet
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d’obtenir des clusters de forme arbitraire et est peu sensible aux outliers car les points
non compris dans les clusters sont considérés comme du bruit (figure 2.2). Ses perfor-
mances dépendent par contre des paramètres en entrée.
Des alternatives à DBSCAN existent. Nous pouvons par exemple citer OPTICS
[ABKS99] ou DENCLUE [HK99]. OPTICS nécessite les deux mêmes paramètres en
entrée que DBSCAN mais permet d’obtenir des clusters de densités différentes contrai-
rement à DBSCAN. DENCLUE est plus rapide que DBSCAN mais nécessite plus de
paramètres en entrée et leur choix a un impact fort sur les performances de l’algorithme.
DENCLUE est également capable de gérer des données contenant de bruit.
2.1.4 Clustering basé sur les graphes
Cette approche est basée sur la recherche dans le graphe connectant les objets
entre eux des arcs à conserver pour former les clusters. Les sommets du graphe sont
les données pour lesquelles nous souhaitons obtenir une partition tandis que les arcs
représentent les proximités entre les paires. Les clustering hiérarchiques single linkage










Fig. 2.3 – Exemple illustrant le fonctionnement du Markov Cluster Algorithm
D’autres algorithmes non hiérarchiques sont basées sur la théorie des graphes. Le
Markov Cluster Algorithm (MCL) [vD00] par exemple repose sur l’idée suivante : au
sein d’un même cluster il existe des connexions fortes entre les individus (figure 2.3). Au
contraire, il y a peu de lien entre les clusters. Selon ce principe, lorsque nous démarrons
sur un sommet, si nous nous déplaçons aléatoirement alors nous avons plus de chances
de rester au sein du même cluster que de changer de cluster. De plus, les poids des
arcs sont mis à jour pour renforcer cet effet. Cet algorithme présente l’avantage de ne
pas nécessiter une détermination préalable du nombre de clusters. De plus le passage à
l’échelle est possible, le MCL clustering est rapide.
2.1.5 Clustering basé sur les distributions
Cette famille d’algorithmes fait l’hypothèse que les données ont été générées en
suivant une certaine loi de distribution. Le but est alors de retrouver les paramètres
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(inconnus) de cette distribution. La loi de distribution prise comme hypothèse est sou-
vent un mélange gaussien. L’algorithme Espérance-Maximisation est souvent utilisé
pour estimer les paramètres d’une densité dans le cadre des mélanges gaussiens. Cet al-
gorithme est sensible aux paramètres d’initialisation et la convergence est lente et peut
être vers un optimum local. Le package MCLUST [FRMS12] est un exemple d’implé-
mentation d’algorithme de clustering basé sur les distributions tel que décrit par Fraley
et Raftery [CF02].
2.2 Méthodes ensemblistes
Plus récemment, une nouvelle famille d’algorithme de clustering est apparue, les mé-
thodes ensemblistes. Les méthodes ensemblistes de clustering sont inspirées des bons ré-
sultats obtenus par les méthodes ensemblistes sur les méthodes supervisées (par exemple
le bagging ou le boosting). L’approche ensembliste part d’un constat simple : un algo-
rithme de clustering impose une organisation aux données, notamment par la mesure
de (dis)similarité utilisée sur les données. Le but de la combinaison des résultats de dif-
férents clustering est d’améliorer les résultats. Cela repose sur deux idées principales :
le fait de combiner les résultats peut permettre de compenser les erreurs d’un seul al-













Obtention de la partition finale
Fig. 2.4 – Schéma de fonctionnement général du clustering ensembliste
Le principe général des méthodes ensemblistes se décompose en deux étapes pré-
sentées dans la figure 2.4 :
1. Génération d’un ensemble de partitions sur les données ;
2. Utilisation d’une fonction consensus pour obtenir la partition finale sur les don-
nées.
Les propriétés attendues d’une méthode ensembliste de clustering sont décrites par
Vega-Pons [VR11] :
– robustesse : la partition finale doit obtenir en moyenne de meilleurs résultats que
les algorithmes de clustering seuls ;
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– cohérence : le résultat de la partition finale doit être très similaire aux résultats
combinés de tous les algorithmes de clustering seuls ;
– nouveauté : la méthode ensembliste doit permettre de trouver des solutions qu’un
algorithme seul ne peut pas trouver ;
– stabilité : les résultats doivent avoir une sensibilité plus petite au bruit et aux
outliers qu’un algorithme seul.
En général, il n’y a pas de contraintes sur la manière dont sont obtenues les parti-
tions. Il est possible par exemple d’utiliser pour construire l’ensemble des partitions :
– le même algorithme de manière identique plusieurs fois, s’il existe une initialisa-
tion faite de manière aléatoire (par exemple l’initialisation des centroïdes pour
les K-Means) ;
– le même algorithme avec des paramètres d’initialisation différents ;
– différents algorithmes de clustering.
Le choix de la fonction de consensus est par contre beaucoup plus crucial pour
obtenir une bonne partition finale. Il existe deux approches principales. La première
utilise les o-ourrenes des données. Dans cette approche, nous analysons combien
de fois deux individus appartiennent au même cluster. La seconde cherche une parti-
tion médiane. La partition finale est obtenue comme étant la solution à un problème
d’optimisation, celui de trouver la partition médiane.
Nous nous intéressons ici en particulier à une méthode basée sur une matrice de
co-association proposée par Fred et Jain, l’Evidence Accumulation Clustering (nommé
EAC clustering dans la suite). Les méthodes basées sur une matrice de co-association
reposent sur la construction d’une nouvelle mesure de similarité entre les individus à
partir de l’ensemble des partitions. Plus les individus sont proches plus souvent ils sont
regroupés ensemble lors des différentes partitions. Cet algorithme permet de stabiliser
les clusters instables et n’impose pas de formes aux clusters recherchés. De plus, elle
propose une méthodologie pour déterminer automatiquement le nombre de clusters, ce
qui est souvent une difficulté dans les méthodes de clustering (cf. 2.3). L’EAC clustering
est présenté en détail dans le chapitre 5.
2.3 Détermination du nombre de clusters
De nombreuses méthodes de clustering nécessitent de fournir en paramètre le nombre
de clusters K de la partition à obtenir. Déterminer automatiquement le nombre de
clusters est une des tâches les plus difficiles du clustering. En effet, cela nécessite une
connaissance des données que l’utilisateur ne possède pas toujours à ce moment de
l’analyse. De plus, le nombre K de clusters impacte fortement la qualité du cluste-
ring obtenu. Si le nombre de clusters est trop important, l’interprétation et l’analyse
des clusters peut-être difficile à faire. Au contraire, un nombre trop faible de clusters
conduit à une perte d’information. Pour des classes bien séparées, les algorithmes de
clustering retrouvent généralement le même nombre de clusters. Le problème se pose
principalement dans le cas de chevauchement de classes.
Une première approche souvent utilisée pour déterminer le nombre de clusters de la
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partition est de visualiser les données et de fixer manuellement le nombre K de clusters
à trouver. Cependant cette tâche n’est pas triviale et cette approche est difficilement
utilisable si les clusters ne sont pas bien séparés ou si les données sont en grande
dimension.
Une autre approche possible consiste à produire différentes partitions avec diffé-
rentes valeurs de K. La meilleure valeur de K est ensuite déterminée à l’aide de critères
portant sur la qualité des clusters obtenus. Comme critères utilisés pour cette tâche,
nous pouvons citer la statistique du  gap  proposée par Tibshirani [TGH01], la sil-
houette proposée par Rousseeuw [KR90] ou le critère d’information d’Akaike (AIC) et
le critère d’information bayésien (BIC) [SGJ03].
Pour les méthodes ne nécessitant pas de fournir le nombre de clusters à obtenir
en paramètre, toutes ne fournissent pas automatiquement une partition à l’utilisateur.
C’est alors à l’utilisateur de déterminer lui-même le nombre de clusters de la partition
finale. C’est notamment le cas pour la Classification Ascendante Hiérarchique (CAH).
La découpe du dendrogramme vient alors après l’exécution de l’algorithme, permettant
d’obtenir la partition finale. De nombreux indicateurs classiques existent pour aider
l’utilisateur dans cette tâche : le R2 RSQ, le R2 semi-partiel SPRSQ, le Cubic Clustering
Criterion (CCC), l’inertie intra-classe RMSSTD, le pseudo F PSF et le pseudo t2 PST2.
En pratique, l’utilisateur est souvent amené à combiner les résultats de différents critères
pour prendre sa décision. Il peut également utiliser directement le dendrogramme et
couper les branches lorsqu’elles sont longues, correspondant à une forte perte d’inertie
inter-classe.
2.4 La difficile évaluation des clusters
L’évaluation de la pertinence des clusters trouvés est difficile. Ainsi Jain et Dubes
[JD88] soulignent dans Algorithms for Clustering Data que :
The validation of clustering structures is the most difficult and frustrating
part of cluster analysis. Without a strong effort in this direction, cluster
analysis will remain a black art accessible only to those true believers who
have experience and great courage.
En effet, le clustering est une tâche non supervisée. Il n’existe pas de données an-
notées contenant les clusters à trouver. Nous n’avons donc pas de clusters de référence
auxquels comparer les clusters obtenus. Des mesures de qualité des clusters existent et
peuvent être classées en deux catégories :
– les mesures dites internes, qui évaluent en général la capacité d’un algorithme à
produire des clusters qui maximisent la similarité intra-cluster et minimisent la
similarité inter-cluster.
– les mesures dites externes, qui comparent les résultats obtenus par l’algorithme
à des résultats attendus. Ces mesures nécessitent alors un ensemble de données
annotées.
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2.4.1 Mesures internes
Les mesures dites internes valident la capacité d’un algorithme à produire une bonne
partition au sens où nous l’avons défini précédemment, c’est-à-dire des clusters qui
maximisent la similarité intra-cluster et minimisent la similarité inter-cluster. Elles
considèrent donc à la fois la compacité de chaque cluster ainsi que la séparation des
clusters entre eux. Les indices n’évaluant qu’un seul de ces deux aspects sont plus
rares. On peut cite par exemple le RMSSTD (Root-mean-square standard deviation) qui
évalue la compacité des clusters. Nous présentons ici trois mesures internes d’évaluation
des clusters : l’indice de Dunn, la silhouette et l’indice de Davies-Bouldin.
Indice de Dunn : L’indice de Dunn [Dun73] est le rapport entre la distance maxi-
male qui sépare deux éléments classés ensemble et la distance minimale qui sépare deux
éléments classés séparément. C’est un indice qui ne repose pas sur une distance parti-
culière et qui peut donc être utilisé dans une grande variété de situations. Un indice de
Dunn élevé indique une distance inter-classes élevée et une distance intra-classes faible,
ce qui correspond à la définition d’une bonne partition des données.
Silhouette : La silhouette [Rou87] est un indice pouvant être calculé pour chaque
objet, cluster ou pour un clustering entier. Cette mesure est comprise entre -1 et 1,
une valeur positive indique des clusters compacts et bien séparés. Pour un objet, la
silhouette permet d’évaluer si les objets qui appartiennent au même cluster qu’un objet
x sont plus proches de x que les objets des autres clusters.
Indice de Davies-Bouldin : L’indice de Davies-Bouldin [DB79] est un indice qui
favorise les clusters compacts et bien séparés dans l’espace des données. Une valeur
faible indique un clustering de bonne qualité.
L’avantage des mesures internes est qu’elles ne nécessitent donc pas de données an-
notées et peuvent par conséquent être utilisées quelle que soit la problématique. Le
problème des mesures internes est qu’elles ne valident pas que les clusters obtenus ont
un sens pour l’utilisateur qui visualisera les résultats. Cela peut être validé avec les
mesures externes.
2.4.2 Mesures externes
Une évaluation externe du clustering consiste à comparer les clusters obtenus à des
clusters idéaux, annotés dans une vérité terrain. Cette évaluation n’est pas facilement
possible dans notre cas étant donné qu’elle nécessite d’avoir une vérité terrain annotée.
Si des bases de référence existent, à notre connaissance aucune n’est adaptée à notre
problématique d’analyse de la structure de documents. Nous présentons ici trois mesures
externes d’évaluation des clusters : l’indice de pureté, le rand index et la F-mesure
34 Apprentissage non supervisé : le clustering
Indice de pureté : L’indice de pureté évalue si les clusters contiennent des objets
d’une seule classe. L’indice est compris entre 0 et 1, la valeur 1 indiquant que les clusters
sont tous purs. L’inconvénient de l’indice de pureté est qu’il surévalue la qualité d’un
clustering avec un nombre important de classes. En effet, l’indice de pureté est maximal
si le nombre de clusters correspond au nombre d’individus.
Rand index : Le Rand index est une mesure comparant deux clustering. Cet indice
correspond au ratio des paires de points pour lesquels les deux algorithmes donnent les
mêmes résultats. Plus le Rand index est élevé, plus les clusterings sont proches. Le Rand
index pénalise à la fois les faux positifs et les faux négatifs. L’inconvénient majeur du
Rand index est qu’il est difficilement comparable. Une version corrigée existe, le Rand
index ajusté, dont la valeur est comprise entre 0 et 1. C’est l’une de mesure d’évaluation
externe les plus couramment utilisées.
F-mesure : La F-mesure évalue la propension d’un cluster à contenir à la fois tous
les objets d’une classe et seulement les objets de cette classe. Elle permet d’affecter
différents poids pour les faux positifs et les faux négatifs. De plus, elle prend en compte
le nombre de clusters générés, comparé au nombre réels de classe dans la vérité terrain.
2.5 Bilan
De très nombreuses méthodes de clustering existent. Cependant, comme nous l’avons
montré, il n’existe pas un algorithme optimal qui permettra d’obtenir des résultats op-
timaux pour toutes les problématiques. En conséquence, nous nous tournons vers les
méthodes ensemblistes qui permettent justement de compenser les erreurs faites par
un seul algorithme en combinant les résultats de plusieurs partitions. La méthode EAC
clustering que nous avons présentée est une méthode ensembliste, facilement implémen-
table, et qui propose de plus une partition finale avec une détermination automatique
du nombre de clusters. De plus, elle n’impose pas de formes aux clusters trouvés. Ces
caractéristiques rendent l’EAC clustering plus facilement adaptable à un grand nombre
de jeux de données.
Pour l’évaluation des clusters, nous ne pouvons pas utiliser les mesures externes. En
effet, les mesures externes nécessitent d’avoir à disposition une vérité terrain annotée
sur les clusters. Or, nous ne possédons pas une telle vérité terrain. Nous utilisons des
mesures internes qui nous permettront d’évaluer la bonne compacité et séparabilité
des clusters. La sursegmentation pourra être privilégiée dans certains cas que nous
présenterons dans le chapitre 5.
Dans tous les cas, il faut noter que même si nous automatisons au maximum la
tâche de production des clusters, notamment en proposant une partition finale sans
intervention de l’utilisateur sur la détermination du nombre de clusters, la tâche d’in-
terprétation reste à effectuer par l’utilisateur. Cela implique donc l’intégration d’une
interaction avec un utilisateur humain.
Conclusion de la première partie
La reconnaissance de la structure de documents est une tâche complexe pour laquelle
de nombreuses méthodes ont été proposées. De plus, les documents à analyser sont de
plus en plus complexes et variés. Les méthodes syntaxiques de la littérature ont montré
leur capacité à exprimer les connaissances complexes, bidimensionnelles, permettant
de décrire la structure des documents, et en particulier leur structure hiérarchique.
Les connaissances qui sont ainsi exprimées doivent être externalisées pour assurer la
généricité des méthodes proposées. Ainsi, le système complet de reconnaissance ne doit
pas être modifié lorsqu’un nouveau type de documents doit être analysé. Seul le modèle
du document est alors modifié.
Afin d’améliorer les capacités d’adaptation des méthodes syntaxiques, nous propo-
sons d’intégrer une étape d’inférence semi-automatique des connaissances sur la struc-
ture des documents. Cette étape existe dans le cadre des méthodes statistiques et est
à l’origine des bonnes performances de ces méthodes, malgré leur capacité réduite à
exprimer la connaissance sur les documents. Cependant, contrairement aux méthodes
statistiques, nous proposons ici une méthode capable d’inférer les connaissances sur les
documents avec ou sans vérité terrain annotée disponible sur les documents. Nous ti-
rons pour cela partie des grands volumes de documents auxquels nous avons accès ainsi
que de la présence d’un utilisateur humain, le concepteur du système de reconnaissance,
qui va interagir avec le système lors de la phase d’apprentissage. L’utilisateur va nous
permettre de valider des structures détectées automatiquement et apportera du sens à
ces données pour permettre leur intégration dans la description grammaticale sur les
documents.
Cette phase d’apprentissage repose sur l’utilisation de méthodes de clustering. Nous
sommes en effet dans une configuration d’apprentissage non supervisée : nous cher-
chons à apprendre des connaissances pour lesquelles il n’existe pas d’étiquetage dans
les données d’apprentissage. Nous avons choisi d’utiliser une méthode ensembliste, l’Evi-
dence Accumulation Clustering [FJ02] (EAC Clustering). L’EAC Clustering nous per-
met d’obtenir des résultats plus robustes que ceux obtenus si une seule partition est
effectuée sur les données. De plus, cet algorithme n’impose de formes aux clusters à
trouver, ce qui permet de garantir une bonne adaptation de l’algorithme à un grand
nombre de jeux de données. Cela participe à la généricité de la méthode que nous
présentons ici. Enfin, cette méthode nous permet de minimiser l’intervention de l’uti-
lisateur dans la production des clusters en proposant notamment une détermination
automatique du nombre de clusters de la partition à produire.
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Dans la suite du document, nous allons détailler cette approche en proposant une
méthodologie générique permettant l’inférence de règles pour la reconnaissance de la
structure de document. Cette méthode sera ensuite validée dans la troisième partie en






La première partie de ce document a montré l’intérêt de l’inférence de règles pour
les méthodes syntaxiques d’analyse de la structure de documents. Nous présentons
maintenant la manière dont nous avons défini une méthode générique pour l’inférence
semi-automatique et interactive de règles pour la reconnaissance de documents.
Cette partie présente ainsi le cœur de notre travail et expose les concepts que nous
avons mis en œuvre pour créer cette méthode complète et générique de reconnaissance
de documents, s’appuyant sur l’inférence semi-automatique et interactive de règles, avec
ou sans vérité terrain.
Dans le chapitre 3, nous présentons la philosophie de notre approche en détaillant
les caractéristiques attendues de notre méthode ainsi que l’approche par construction
progressive d’un système de reconnaissance complet. Pour cela, nous décomposons la
description grammaticale complète en sous-problèmes. Pour chaque sous-problème une
inférence semi-automatique et interactive des règles peut-être faite avec la méthode
Eyes Wide Open (EWO). Dans le chapitre 4, nous présentons la méthode EWO que
nous avons mise au point pour permettre l’inférence semi-automatique et interactive
de règles. Nous abordons ensuite en détails l’algorithme de clustering mis en place dans






Dans ce chapitre, nous présentons le fonctionnement général de notre méthode,
la méthode Eyes Wide Open (EWO), pour la description de systèmes syntaxiques de
reconnaissance de documents. Cette méthode s’intéresse plus particulièrement à l’in-
troduction de connaissances dans la description, avec ou sans vérité terrain disponible
sur les documents. Nous distinguons deux cas :
– lorsque la connaissance est connue a priori, notre méthode se base sur une des-
cription structurelle de cette connaissance ;
– lorsque la connaissance est au contraire difficile à acquérir, notre méthode propose
une combinaison entre méthodes statistiques et structurelles.
Dans le second cas, la méthode EWO se base alors sur une inférence automatique et
interactive des règles afin de faciliter l’acquisition de la connaissance. L’interaction se
fait avec le onepteur du système de reonnaissane de documents, que nous nommons
utilisateur dans la suite de ce document. Cela permet alors de réduire le temps néces-
saire à l’adaptation d’un système de reconnaissance syntaxique à un nouveau type de
documents.
La combinaison de méthodes d’apprentissage statistique avec une description struc-
turelle des données et avec une interaction avec l’utilisateur permet de générer des
règles apprises dans un contexte complexe pour lequel les méthodes purement statis-
tiques ne sont pas adaptées. En effet, notre méthode dispose du pouvoir d’expression
des méthodes syntaxiques, utile pour la description de la structure complexe des do-
cuments, tout en permettant d’apprendre certains éléments. Notre méthode peut de
plus être utilisée sur des corpus sans vérité terrain, ce qui n’est pas possible pour les
méthodes statistiques. Les méthodes statistiques ne peuvent en effet pas se passer d’un
échantillon d’apprentissage annoté pour l’entrainement des modèles.
Nous présentons d’abord la méthodologie habituellement utilisée pour la construc-
tion d’un système de reconnaissance syntaxique complet. Cette présentation nous per-
met de mettre en avant les points où un apprentissage automatique présente un intérêt.
Nous exposons ensuite les points d’introduction de phases d’apprentissage en utilisant
des méthodes d’apprentissage statistique en interaction avec l’utilisateur. Nous identi-
fions ensuite les capacités attendues de notre méthode ainsi que les caractéristiques qui
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en découlent. Enfin, nous présentons les éléments à mettre en œuvre pour implémenter
la méthode.
3.1 Construction progressive d’un système de reconnais-
sance complet sans apprentissage
Dans cette partie, nous commençons par présenter la méthodologie habituellement
utilisée pour décrire les systèmes à base de règles, où l’utilisateur fait une description
manuelle des règles. Puis nous décrivons de quelle façon un système de reconnaissance
complet est construit en décomposant la tâche en sous-problèmes. Nous expliquons
ensuite comment notre méthode, la méthode Eyes Wide Open, est introduite dans ce
processus de construction du système de reconnaissance pour la résolution de certains
sous-problèmes. Grâce à la méthode EWO, ces sous-problèmes sont alors résolus de
manière semi-automatique et interactive et non plus manuellement par l’utilisateur.
Cette décomposition permet de réduire la quantité de données à traiter et de réduire
leur variabilité. Ces sous-problèmes sont ceux pour lesquels l’utilisateur possède peu de
onnaissanes ou pour lesquels une grande variabilité est observée dans les documents
à reconnaître.
3.1.1 Construction manuelle d’un système de reconnaissance
La description d’un système de reconnaissance syntaxique est habituellement faite
manuellement comme nous l’avons souligné dans le chapitre 1. Lors d’une description
manuelle, l’utilisateur sélectionne un échantillon restreint de documents à partir des-
quels il va décrire les règles grammaticales décrivant les documents. En effet, il n’a
pas la capacité d’observer et synthétiser les connaissances extraites de grands volumes
de documents et se limite donc à l’analyse d’un petit échantillon de documents. Cet
échantillon se compose d’une à quelques dizaines de documents.
Le principal inconvénient de cette sélection faite de manière empirique ou aléatoire
est qu’elle ne permet pas de garantir la représentativité de l’échantillon quant aux
documents à traiter. La non-représentativité des données affecte ensuite la pertinence
des règles décrites par l’utilisateur. Il va notamment être complexe de détecter et décrire
les cas rares à partir de l’échantillon de documents sélectionnés.
Afin d’améliorer la pertinence des règles qu’il a pu décrire, l’utilisateur emploie
ensuite une approche essai-erreur pour construire un système de reconnaissance efficace
(figure 3.1).
(1) L’utilisateur analyse une sélection de documents pour en extraire de la connais-
sance ;
(2) Il utilise ensuite cette connaissance pour modifier le système de reconnaissance
des documents. Le système ainsi obtenu est appliqué sur les documents à recon-
naître ;
(3) Les résultats sont ensuite évalués afin de modifier le système de reconnaissance.
Ces trois étapes sont répétées jusqu’à l’obtention d’un système performant.
















Fig. 3.1 – Description d’un système à base de règles en utilisant une extraction manuelle
de connaissance combinée à une approche essai-erreur
Cette approche est complexe et longue pour l’utilisateur et peut nécessiter un grand
nombre d’itérations. Ce nombre d’itérations n’est pas connu à l’avance et il est difficile
pour l’utilisateur de savoir quand arrêter le processus d’essai-erreur. En effet, à chaque
étape, l’utilisateur ne sait pas s’il est parvenu à détecter tous les cas présents dans le
corpus à reconnaître puisqu’il n’a pas une vue exhaustive sur les données. De plus, cette
technique nécessite, comme nous l’avons indiqué, une évaluation des résultats produits
à chaque cycle du système. S’il existe une vérité terrain annotée sur un échantillon
représentatif de documents ainsi qu’une métrique adaptée à la tâche à accomplir, alors
l’évaluation peut être faite de manière automatique. Si nous ne possédons ni métrique
ni vérité terrain, alors l’évaluation se fait elle aussi manuellement et manque alors
également d’exhaustivité.
3.1.2 Décomposition en sous-problèmes
La construction d’un système de reconnaissance pour des documents complexes
nécessite la description de nombreuses règles grammaticales. Cette description se fait
en décomposant le problème principal qu’est la reconnaissance du document complet en
différents sous-problèmes plus homogènes. La résolution de chacun des sous-problèmes
peut nécessiter l’utilisation de terminaux différents de la grammaire. La décomposition
en sous-problèmes permet de réduire la quantité de données à traiter.
Par exemple, dans le cadre de la reconnaissance de journaux de presse ancienne




– séparateurs verticaux et horizontaux ;
– publicités ;
– etc.
Cette décomposition en sous-problèmes est effectuée par l’utilisateur. Elle peut être
influencée par la vérité terrain s’il y en a une. Elle est effectuée grâce aux connaissances
a priori que possède l’utilisateur sur les données à analyser. Le résultat de certains sous-
problèmes peut servir à la résolution d’un autre. Par exemple, la capacité à reconnaître
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Fig. 3.2 – Exemple de page de presse ancienne possédant un titre (en jaune), des
séparateurs d’articles (en orange), des articles (en bleu) et des illustrations (en vert)
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les séparateurs d’articles va être utilisée pour la reconnaissance des articles. Ces élé-
ments vont influencer l’ordre de résolution des sous-problèmes. Lors de la construction
sans apprentissage d’un système, chaque sous-problème est résolu de manière manuelle
par l’utilisateur.
3.2 Construction d’un système complet avec apprentis-
sage semi-automatique et interactif
Une fois la décomposition en sous-problèmes déterminée, l’utilisateur va chercher à
résoudre chacun d’entre eux. Grâce à la décomposition en sous-problèmes, les données à
traiter sont plus homogènes et il devient donc possible de les traiter avec des méthodes
statistiques non supervisées. Au contraire, si l’on cherche à décrire l’ensemble du do-
cument en une seule fois, la variabilité des données ne permettra pas de détecter des
structures et des répétitions utiles dans les données pour la description des documents.
Deux situations se présentent à l’utilisateur pour la résolution de chaque sous-problème
selon les connaissances a priori qu’il possède.
Si une forte onnaissane a priori existe sur le sous-problème à résoudre, alors une
expression manuelle des règles grammaticales peut être faite. C’est par exemple le cas
pour les paragraphes d’un article de journal qui répondent à des règles communes et
connues. L’utilisateur n’a alors pas nécessairement besoin d’analyser les documents
et synthétiser les informations obtenues pour produire les règles grammaticales. Sa
connaissance a priori est suffisante pour décrire la règle grammaticale de reconnaissance
des paragraphes.
Si l’utilisateur n'a pas une onnaissane a priori suffisante du sous-problème et/ou
une grande variabilité peut être observée alors la méthode EWO sera utilisée. C’est le
cas par exemple pour les séparateurs horizontaux d’articles dans la presse ancienne.
Ces éléments présentent en effet une grande variabilité. L’utilisateur ne sera alors pas
capable de décrire manuellement et rapidement une règle grammaticale permettant
de reconnaitre ces séparateurs avec une précision et un rappel suffisants. L’intérêt de
l’utilisation de la méthode EWO est alors de permettre une inférence interactive et
automatique des règles pour la résolution du sous-problème. La méthode EWO four-
nit à l’utilisateur une vue exhaustive des données à traiter sur l’ensemble des pages
contrairement à ce qui est possible avec une approche manuelle. Le temps nécessaire
à l’écriture de la règle de grammaire est alors fortement diminué par rapport à une
description manuelle de la règle, pour produire une règle avec une meilleure précision
et un meilleur rappel.
La figure 3.3 présente la méthodologie globale de construction d’une description
grammaticale complète. Lorsque la méthode EWO est employée pour résoudre un sous-
problème, cela permet de générer les règles correspondant au sous-problème traité. Ces
règles sont intégrées dans la description grammaticale complète. La résolution du sous-
problème permet également d’enrichir l’ensemble des données étiquetées disponibles par
l’acquisition de nouvelles données (cf. section 4.1.4) ou par l’enrichissement de données
étiquetées existantes (cf. section 4.1.3). Ces données étiquetées sont alors utilisables
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pour résoudre les sous-problèmes restants. L’utilisateur peut lui aussi intervenir sur la
description grammaticale pour la compléter/la modifier en intégrant ses connaissances
sur les documents à traiter.
3.3 Caractéristiques attendues de la méthode EWO
Dans cette partie, nous identifions les capacités attendues de la méthode pour réa-
liser une inférence interactive et automatique de règles avec ou sans vérité terrain pour
la résolution de sous-problèmes dans des contextes spécifiques. À partir de ces capa-
cités, nous détaillons les propriétés que doit avoir notre système. Pour chacune de ces
propriétés, nous détaillons l’impact sur l’implémentation de la méthode Eyes Wide
Open.
3.3.1 Capacités attendues de la méthode EWO
Nous proposons ici une méthode capable de modéliser des onnaissanes omplexes
portant sur des données hétérogènes, bidimensionnelles et en grande quantité. Cette
modélisation des connaissances doit nous permettre ensuite d’inférer des règles à un
coût minimal. Pour cela, nous proposons d’inférer des règles correspondant à un sous-
problème de reconnaissance du document (cf section 3.1.2) ce qui nous permet de ré-
duire la combinatoire. Si l’inférence est réalisée sur un sous-problème, elle est par contre
réalisée sur un grand volume de données ce qui nous permet d’avoir une connaissance
exhaustive des documents contrairement à ce qui est possible habituellement. En effet,
la construction d’un système de reconnaissance est faite habituellement soit sur des don-
nées non annotées de volume très restreint soit sur des données annotées manuellement,
en volume également restreint en raison du coût de l’annotation manuelle.
3.3.2 Propriétés de la méthode
Nous présentons ici les trois grandes propriétés de notre méthode : généricité, inté-
gration de connaissance a priori et utilisation possible sans vérité terrain.
3.3.2.1 Généricité
La méthode EWO doit être générique, c’est-à-dire que la méthode doit pouvoir être
utilisée efficacement sur n’importe quel type de documents à analyser. Cette nécessité
de généricité a un impact sur les méthodes statistiques utilisées, que ce soit pour la
détection de redondances dans les données comme pour leur analyse pour l’inférence
grammaticale.
Les méthodes statistiques employées doivent donc s’adapter à des données variées,
dont les caractéristiques seront également variées : variables qualitatives ou quantita-
tives mais également structure globale des données. De plus, afin de faciliter la généricité
de la méthode EWO, le nombre de paramètres à fixer pour les analyses effectuées doit



































+ images de documents




Fig. 3.3 – Méthodologie globale de la construction d’une description grammaticale avec la méthode EWO (cf. figure 4.1) par
une décomposition en sous-problèmes
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des paramètres provient d’une connaissance approfondie des données. Or la méthode
EWO a justement pour but d’aider l’utilisateur à acquérir rapidement des connaissances
sur un nouveau type de documents à reconnaître dans le but d’en faire la description
grammaticale.
3.3.2.2 Intégration de connaissance a priori
Les méthodes syntaxiques pour l’analyse de la structure de documents présentent
l’avantage de donner une description grammaticale de documents compréhensible par
un utilisateur humain. Il lui est donc possible d’intégrer des connaissances qu’il possède
a priori sur les documents.
En améliorant la capacité des méthodes syntaxiques à s’adapter à un nouveau type
de documents, nous voulons garder cette capacité à introduire facilement des connais-
sances a priori de l’utilisateur. Pour cela, il faut notamment s’attacher à ce que les
parties de code générées automatiquement par la méthode EWO le soient sous une
forme compréhensible par un utilisateur humain. Ainsi, il pourra continuer à modi-
fier directement la description grammaticale si cela est nécessaire. Cette contrainte a
également un impact sur les méthodes statistiques utilisées qui doivent proposer des
résultats compréhensibles par l’utilisateur. Nous minimisons l’utilisation de systèmes
de type « boite noire » dans notre méthode. Ce genre de système n’est notamment pas
utilisable pour l’inférence de la structure logique des documents. L’utilisateur peut alors
difficilement injecter de la connaissance et de la sémantique dans la structure logique
automatiquement inférée. Pour l’inférence de la structure physique, une plus grande
souplesse est laissée à l’utilisateur sur les méthodes utilisables. Des systèmes de type
« boite noire » sont alors utilisables.
3.3.2.3 Gestion de l’absence de vérité terrain
La constitution d’une vérité terrain est une tâche longue et couteuse à réaliser. Pour
ces raisons, il n’est pas toujours possible d’avoir une vérité terrain afin de faire l’infé-
rence des règles. De plus, en raison du coût de sa constitution, une vérité terrain ne
sera possible que sur un nombre relativement limité de documents. Or, les documents
à analyser peuvent présenter une grande variabilité. Cette variabilité peut porter sur
des variations au sein d’un même type de documents, par exemple des fiches de paie
provenant de différentes entreprises. Elle peut également porter sur des corpus de do-
cuments contenant des documents de type varié. C’est par exemple le cas du corpus
de documents Maurdor (présenté au chapitre 9) qui contient des courriers imprimés et
manuscrits, des formulaires mais aussi des cartes géographiques ou des tickets de caisse.
Plus la variabilité des documents est importante plus la quantité de documents annotés
nécessaire à l’inférence grammaticale est importante.
L’apprentissage automatique de système de reconnaissance de documents sans vé-
rité terrain est une tâche particulièrement difficile (cf. section 1.3). Nous proposons
ici une méthode utilisable également en l’absence de vérité terrain annotée sur les do-
cuments. Notre méthode se base sur l’analyse d’un grand volume de documents afin
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de pouvoir utiliser les redondances dans la structure des documents. Cette capacité
favorise également la généricité de la méthode, la rendant applicable à n’importe quel
corpus de documents.
3.4 Mise en œuvre
La méthode EWO se base sur une coopération entre l’utilisateur et le système.
L’utilisateur emploie la méthode EWO lorsque sa connaissance sur un sous-problème
de la description du document est insuffisante pour en faire la description manuellement.
L’utilisateur par sa connaissance du problème prend des décisions, notamment sur le
rejet ou la conservation de groupes d’observations, et apporte du sens aux données. Le
système permet quant à lui la détection de redondances dans les données, leur analyse
et leur description pour l’inférence de règles grammaticales ainsi que la minimisation de
la confusion des règles inférées. Le système permet d’effectuer une analyse exhaustive
des documents utilisés pour l’apprentissage, avec ou sans vérité terrain.
3.4.1 Clustering
La détection de redondances dans les données ainsi qu’une partie de l’inférence de
règles grammaticales repose dans la méthode EWO sur l’utilisation de méthode de
clustering. En effet, nous sommes ici dans le cadre d’un apprentissage non supervisé
des données. Nous cherchons à détecter des structures et redondances dans les données
qui n’ont pas été explicitement annotées, que l’on possède une vérité terrain ou non sur
les documents. Cette analyse se fait sur de grands volumes de données, donnant une
connaissance exhaustive des documents à l’utilisateur avec ou sans vérité terrain.
Les méthodes de clustering mises en œuvre sont fortement influencées par la gé-
néricité de la méthode que nous proposons. En effet, si de nombreuses méthodes de
clustering existent, elles ne sont pas toutes efficaces sur tous les jeux de données. Dans
notre approche, nous ne savons pas à l’avance quelle est la forme des clusters recherchés.
La méthode de clustering utilisée doit pouvoir s’adapter à ces différentes possibilités et
cela sans nécessiter l’intervention de l’utilisateur. Pour cela, nous avons choisi d’utiliser
la méthode de clustering introduite par Fred et Jain, l’Evidence Accumulation Cluste-
ring (EAC) [FJ02] introduite dans le chapitre 2. De plus, en utilisant cette méthode, le
nombre de clusters est également déterminé automatiquement. L’utilisateur intervient
alors seulement pour apporter du sens aux structures de données détectées.
Dans le chapitre 4 décrivant la méthode EWO, nous détaillerons les points d’uti-
lisation du clustering dans notre méthode. L’implémentation sera présentée dans le
chapitre 5.
3.4.2 Interaction utilisateur
L’interaction avec l’utilisateur est un élément clé de la méthode EWO. En effet,
comme nous l’avons souligné dans l’état de l’art (section 1.3), une inférence grammati-
cale entièrement automatisée serait très complexe dans le cadre de grammaires en deux
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dimensions. De plus, nous ne pourrions pas répondre aux caractéristiques nécessaires
de notre système que sont l’intégration de connaissance a priori ainsi qu’une inférence
possible en l’absence de vérité terrain.
La conception d’une méthode entièrement automatisée est alors trop complexe.
En effet, les données que nous utilisons ici de par leur volume et leur hétérogénéité
nécessitent l’utilisation d’une méthode semi-automatisée. La méthode EWO requiert
une interaction avec un utilisateur humain. Cependant cette interaction reste limitée et
repose essentiellement sur un apport de sémantique de la part de l’utilisateur sur des
structures de données détectées automatiquement par la méthode EWO. Le but de notre
méthode est de faciliter l’apprentissage et la création d’un système de reconnaissance
adapté à un nouveau type de documents. L’interaction limitée avec l’utilisateur nous
permet de conserver l’intérêt d’une méthode d’apprentissage.
Dans le chapitre 4 décrivant la méthode EWO, nous détaillerons les points d’inter-
action avec l’utilisateur dans notre méthode. Le fonctionnement de l’interaction sera
ensuite détaillé dans le chapitre 6. L’ensemble de la méthode est évaluée dans les cha-
pitres 8, 9 et 10.
Chapitre 4
Méthode Eyes Wide Open
Dans ce chapitre, nous focalisons notre présentation sur la méthode Eyes Wide
Open (EWO). Cette méthode est utilisée pour la résolution automatique et interactive
de sous-problèmes de la description grammaticale. Nous décrivons ici les trois grandes
étapes de cette méthode d’inférence automatique et interactive de règles présentées
dans la figure 4.1 :
1. Acquisition des données ;
2. Inférence des règles ;
3. Intégration dans une description grammaticale.
La méthode EWO est utilisée de manière progressive lors de la description d’un
système de reconnaissance complet de documents. Cette méthodologie globale a été
décrite dans le chapitre 3. L’utilisation de la méthode EWO présente un intérêt chaque
fois que la connaissance a priori de l’utilisateur et/ou la variabilité des données ne
permet pas facilement une description par l’utilisateur. L’utilisateur peut alors inférer
les règles grammaticales du sous-problème considéré (cf. figure 4.1). La résolution de
chaque sous-problème lui permet donc d’enrichir la description grammaticale complète.
Nous attirons l’attention du lecteur sur le fait que dans ce chapitre nous indiquons
l’utilisation d’un algorithme de clustering à plusieurs endroits de la méthode. La pré-
sentation détaillée de l’algorithme de clustering est effectuée dans le chapitre suivant.
Dans ce chapitre, nous restons génériques afin de présenter la méthodologie générale de
résolution automatique et interactive d’un sous-problème de la description grammati-
cale. Nous rappelons que la méthode doit satisfaire les propriétés suivantes (cf. section
3.3.2 :
– généricité ;
– intégration de connaissance a priori ;
– utilisation possible avec ou sans vérité terrain.
4.1 Acquisition des données
Afin de réaliser l’inférence des règles, un ensemble de données doit être collecté (Fig
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Fig. 4.1 – Méthodologie globale de la méthode EWO
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redondances et les structures. Deux cas se présentent alors selon qu’une vérité terrain
annotée des documents est disponible ou non. Si une vérité terrain est disponible, ce qui
est le cas le plus simple, alors elle est directement utilisable et est considérée comme
fiable. Dans le deuxième cas, il n’y a pas de vérité terrain disponible. Il faut alors
constituer un ensemble de données qui pourra être utilisé à la place de la vérité terrain.
Quel que soit le mode d’acquisition des données, l’inférence des règles et l’assistance
à l’intégration dans une description grammaticale sont ensuite effectuées de la même
manière.
Dans cette section, nous présentons les mécanismes mis en place avec ou sans vérité
terrain pour préparer les données dans l’objectif d’inférer des règles pour décrire un
système de reconnaissance de la structure de documents.
4.1.1 Données utiles
Comme pour toute méthode d’analyse de données, il faut fournir en entrée de la
méthode EWO des données adaptées au problème que nous cherchons à résoudre. Ces
données proviennent d’un échantillon de documents représentatifs des documents finaux
à traiter. La représentativité des documents d’apprentissage est indispensable pour la
constitution d’une description grammaticale adaptée. Notre méthode est adaptée pour
l’analyse de grands volumes de documents. L’échantillon fourni par l’utilisateur peut
donc être grand s’il dispose de beaucoup de documents.
La méthode EWO est une méthode adaptée à l’analyse des données en largeur.
Elle n’est pas adaptée à leur analyse en profondeur. Nous devons donc fournir des
éléments correspondants à la granularité à analyser. Si l’utilisateur veut apprendre
une règle grammaticale permettant de décrire les séparateurs horizontaux d’articles
dans des archives de presse, il doit fournir des éléments horizontaux parmi lesquels se
trouvent des séparateurs. Nous effectuons alors une analyse en largeur : pour un niveau
d’élément nous recherchons les différentes variations existantes. Par contre, l’analyse
en profondeur n’est pas possible dans la méthode EWO. L’utilisateur ne peut pas
fournir des composantes connexes en cherchant à obtenir une règle grammaticale sur
les séparateurs horizontaux.
Les données fournies doivent donc être adaptées au sous-problème à résoudre. Les
données que nous fournissons doivent également nous permettre de résoudre les deux
tâches de la reconnaissance que sont la segmentation et l’étiquetage. Pour résoudre la
tâche d’étiquetage, il faut que nous possédions des exemples des éléments à étiqueter
dans nos données d’apprentissage. Par contre, l’analyse seule de ces éléments va masquer
les problèmes de segmentation. Nous avons donc besoin de leur associer des éléments
correspondants aux terminaux de la grammaire, qui vont être effectivement utilisés
pour segmenter les éléments dans le processus de reconnaissance.
4.1.2 Cas où la vérité terrain est disponible
Lorsqu’une vérité terrain annotée est disponible pour les documents à reconnaître,
elle est constituée au minimum pour chaque élément de sa boite englobante ainsi que
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de son étiquette logique (figure 4.2(a)). Cet étiquetage peut être complété par de nom-
breuses informations comme la transcription du texte de l’élément, des regroupements
d’élément comme par exemple une signature et le nom qui lui est associé, l’ordre de
lecture entre différents éléments, etc. Dans les faits, en raison du coût de l’étiquetage,
il est assez rare d’avoir une vérité terrain aussi précise.
La vérité terrain ainsi constituée représente alors les éléments logiques déjà seg-
mentés. Lors de la reconnaissance de la structure d’un document, c’est à la fois la
segmentation et l’étiquetage logique des éléments qui sont réalisés. Le niveau de gra-
nularité contenu dans la vérité terrain ne permet alors pas, tel quel, d’inférer des règles
qui vont permettre de segmenter correctement les éléments. Par exemple, nous ne dis-
posons pas en général de la liste des pixels ou des composantes connexes qui constituent
un élément. Afin de permettre l’apprentissage des propriétés physiques qui permettront
d’effectuer la segmentation des éléments, la méthode EWO permet de procéder à une
augmentation de la vérité terrain.
4.1.3 Augmentation de la vérité terrain
Pour procéder à l’augmentation de la vérité terrain, les terminaux de la grammaire
sont ajoutés à la vérité terrain. En effet, ce sont les terminaux de la grammaire qui vont
effectivement être utilisés lors de l’analyse pour procéder à la segmentation. N’importe
quelle primitive d’analyse peut être ajoutée à la vérité terrain si sa position dans le
document est connue. Elles peuvent être directement extraites de l’image comme c’est
le cas des composantes connexes et des segments de droite, ou être le résultat d’un
précédent système de reconnaissance comme des lignes de texte ou les résultats d’un
OCR. Dans la figure 4.2, nous pouvons observer un exemple où une vérité terrain
contenant seulement les boites englobantes avec les étiquettes logiques des éléments
(figure 4.2(a)) est augmentée avec les lignes de texte extraites dans la page (figure
4.2(b)) ainsi que les composantes connexes (figure 4.2(c)).
En utilisant la position des primitives d’analyse, nous affectons automatiquement
à chaque zone annotée de la vérité terrain les primitives qui sont contenues dans la
zone. Cette augmentation de la vérité terrain permet d’inférer par la suite la structure
physique des éléments beaucoup plus précisément. Cependant, ces nouvelles connais-
sances ont un coût : elles ne sont pas complètement fiables puisqu’elles ont été produites
automatiquement sans vérification, contrairement à la vérité terrain produite manuelle-
ment. Par exemple dans le cas de lignes de texte détectées dans un document, certaines
lignes peuvent être détectées de manière incorrecte comme montré dans l’exemple de
la figure 4.3. Dans notre méthode, nous ne proposons pas de technique pour supprimer
ces éléments erronés de la vérité terrain augmentée. C’est la robustesse de l’analyse,
notamment via la détection des valeurs extrêmes, qui permettra d’obtenir une bonne
inférence des règles. Cette robustesse est également indispensable pour gérer les corpus
où il n’y a pas de vérité terrain disponible (cf. section 4.1.4).




(a) Éléments logiques étiquetés dans un courrier manuscrit (vérité terrain existante)
(b) Lignes affectées aux éléments logiques (c) Composantes connexes affectées aux élé-
ments logiques
Fig. 4.2 – Exemple d’augmentation de la vérité terrain pour des courriers manuscrits
en français
4.1.4 Cas sans vérité terrain
Une méthode efficace et utilisable sur n’importe quel jeu de données doit être capable
de fonctionner sans vérité terrain annotée en entrée. Il est actuellement très difficile de
faire de l’apprentissage automatique sans vérité terrain. Nous n’avons pas trouvé de
méthode d’analyse de la structure de documents capable d’apprendre sans vérité terrain
(cf. chapitre 1). Pour rendre possible l’inférence de règles dans le cas où il n’existe pas de
vérité terrain annotée pour les documents à reconnaître, nous proposons de onstruire
une pseudo vérité terrain. Les données de la pseudo vérité terrain sont ensuite utilisées
dans le reste de la méthode EWO exactement comme des données issues d’une vérité
terrain annotée.
Pour construire une pseudo vérité terrain, nous proposons d’utiliser de grands vo-
lumes de données parmi lesquelles nous recherchons automatiquement des répétitions,
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Fig. 4.3 – Exemple d’erreur sur les lignes détectées et affectées à un élément logique
« corps de texte » dans un courrier manuscrit
des structures redondantes. Cette recherche de répétitions est effectuée sur des ter-
minaux de la grammaire. Ces primitives d’analyse peuvent être de types variés. Elles
peuvent être porteuses d’une sémantique dans le cas par exemple de résultats d’un
OCR, mots-clés détectés avec du word spotting, etc. Elles peuvent également ne pas
avoir de sémantique associée dans le cas d’éléments extraits de l’image comme les com-
posantes connexes de l’image ou les segments de droite par exemple. Les primitives à
utiliser dépendent des éléments logiques pour lesquels nous cherchons à écrire une règle
de grammaire comme nous l’avons présenté dans la section 4.1.1.
Les primitives d’analyse ainsi extraites fournissent un grand nombre de données à
analyser. Cependant ces données, contrairement à une vérité terrain annotée, ne peuvent
être utilisées directement. En effet, elles ne sont pas fiables, de nombreuses données
ne correspondent pas aux éléments que l’utilisateur souhaite analyser pour procéder
à l’inférence de règles. L’acquisition des données dans le cas sans vérité terrain se
décompose alors en deux étapes comme nous pouvons le voir sur la figure 4.4. D’abord,
nous procédons à une extraction des primitives puis nous fiabilisons ces primitives. Les









Fig. 4.4 – Processus d’acquisition des données sans vérité terrain (détail de Fig. 4.1 -
Acquisition des données)
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4.1.4.1 Extraction des primitives
L’extraction des primitives est une étape permettant de détecter des éléments inté-
ressants mais introduisant également beaucoup de bruit dans l’analyse. Les primitives
sont sélectionnées par l’utilisateur en fonction des règles qu’il veut inférer (cf. section
4.1.1). L’extraction des primitives peut être faite à l’aide d’un traitement global du
document comme avec un OCR. Elle peut également être réalisée avec le système de
reconnaissance de documents en cours de construction.
Par exemple, nous cherchons à détecter des mots clés dans un document d’archives
d’état civil avec des modèles de points d’intérêt. La figure 4.5 nous montre les résultats
obtenus dans plusieurs documents pour la détection du mot clé « comparecen ». La
figure 4.5(a) nous montre un document où une seule instance du mot clé est trouvée
et correspond effectivement au mot clé « comparecen » recherché. C’est la cas idéal
où aucun bruit n’est introduit dans l’analyse. Les figures 4.5(b) et 4.5(c) montrent
quant à elles deux exemples de document présentant plus d’un mot clé détecté comme
« comparecen ». Certaines des occurrences ont donc été détectées à tort. C’est le cas
le plus courant obtenu après extraction des primitives. Dans ce cas, nous ne pouvons
pas utiliser directement les éléments obtenus grâce à l’étape d’extraction de primitives
pour constituer la pseudo vérité terrain. Il est également possible de ne rien trouver
dans le document alors qu’un élément est effectivement présent comme c’est le cas dans
la figure 4.5(d). Dans ce cas la pseudo vérité terrain est partielle pour le document.
4.1.4.2 Fiabilisation des primitives
Pour construire la pseudo vérité terrain, nous ajoutons une étape supplémentaire
après l’extraction de primitives : la fiabilisation des primitives. La fiabilisation des
primitives consiste à supprimer de l’analyse le bruit, c’est-à-dire les occurrences qui ne
correspondent pas aux éléments pour lesquels nous souhaitons faire l’inférence.
La fiabilisation des primitives permet de constituer une pseudo vérité terrain sur
laquelle la méthode EWO s’appuie pour poursuivre l’analyse. Elle se base sur la combi-
naison d’un clustering automatique des données et d’une interaction avec l’utilisateur.
Le clustering des données permet de mettre en avant des ensembles homogènes de
données. Cette homogénéité peut concerner la combinaison de différentes propriétés
disponibles sur les éléments comme la taille des éléments, leur position ou tout autre
propriété connue sur les données (taille de la police du texte, espacement vertical ou ho-
rizontal des éléments, etc.). Le détail de la méthode de clustering employée est présenté
dans le chapitre 5.
Les clusters sont ensuite présentés à l’utilisateur sous la forme de quelques exemples
représentatifs du cluster. Une mesure d’homogénéité est également fourni à l’utilisateur
afin de s’assurer que les exemples sont effectivement bien représentatifs des éléments
du cluster. Sur la base de ces exemples représentatifs, l’utilisateur prend la décision de
onserver ou non toutes les ourrenes du luster. L’interaction avec l’utilisateur est
détaillée dans le chapitre 6.
Cette approche permet d’obtenir la pseudo vérité terrain nécessaire à l’inférence des
règles à moindre coût. En effet, au lieu d’avoir à regarder toutes les primitives pour dé-
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terminer si elles sont conservées ou non pour l’analyse, l’utilisateur regarde un nombre
très limité de primitives, quelques exemples seulement par cluster. Le nombre de docu-
ments pour lesquels une pseudo vérité terrain peut être obtenue est donc beaucoup plus
important que dans le cas d’une vérité terrain obtenue manuellement. L’inconvénient
majeur de cette approche est que la pseudo vérité terrain construite est moins able
qu'une vérité terrain annotée manuellement. Une comparaison du coût de construction
de la pseudo vérité terrain à une vérité terrain annotée manuellement est présentée
dans le chapitre 10. Dans l’exemple présenté, le coût de construction est 200 fois moins
élevé pour la pseudo vérité terrain.
4.1.4.3 Pseudo vérité terrain
Une fois l’extraction des primitives et la fiabilisation terminée, l’ensemble des pri-
mitives fiabilisées obtenues constitue la pseudo vérité terrain. Nous pouvons également
procéder à une augmentation des données avec les terminaux de la grammaire comme
présentée dans la section 4.1.3.
Cette pseudo vérité terrain est utilisée dans le reste de l’analyse de la même manière
que la vérité terrain. C’est la robustesse de l’analyse qui nous permet de pallier la
moins bonne fiabilité de la pseudo vérité terrain en comparaison à une vérité terrain
manuellement annotée.
La construction de la pseudo vérité terrain, comme la construction de la description
grammaticale complète, se fait de manière progressive (cf. section 3.1.2). À chaque
fois que l’utilisateur veut résoudre un sous-problème il peut utiliser les primitives déjà
contenues dans la pseudo vérité terrain. S’il a besoin de nouvelles primitives, celles-ci
vont s’ajouter à l’ensemble des primitives déjà à sa disposition, après avoir été fiabilisées
(cf. figure 3.3).
4.2 Inférence des règles
Dans la construction d’un système de reconnaissance de la structure de documents,
les structures logique et physique des documents doivent être décrites. La méthode
EWO permet à l’utilisateur d’inférer des éléments pour ces deux structures. Nous dé-
taillons dans cette partie les méthodes mises en place pour l’inférence des règles (Fig.
4.1 - Inférence des règles).
L’inférence complète d’une règle est construite de la manière suivante : inférence
logique (cf. 4.2.1), puis inférence des positionnement (cf. 4.2.2.1) et inférence des pro-
priétés physiques (cf. 3.3.2). Les règles sont construites progressivement. Les exemples
donnés dans cette section vont détailler chacune des étapes menant à l’inférence com-
plète de la règle.
4.2.1 Apprentissage des variations logiques
L’apprentissage de la structure logique d’un document consiste en l’apprentissage
du rôle et de la nature de chaque élément ainsi que de l’ensemble des liens hiérarchiques
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et/ou logiques qui les lient les uns aux autres. La structure logique du document décrit le
contenu intellectuel du document. La structure logique peut être complexe à déterminer
automatiquement car elle exprime souvent des connaissances de l’utilisateur sur la
constitution des documents.
Nous présentons ici un exemple de description logique. Nous souhaitons décrire la
structure de courriers manuscrits comme celui présenté dans la figure 4.6. La description
logique décrit qu’un tel courrier est composé de 7 éléments : les coordonnées expéditeur,
les coordonnées destinataire, la date et le lieu, l’ouverture, le corps de texte, la signature









L’une des tâches de la description de la structure logique est la description des
variations logiques des règles. À une étiquette logique peuvent être associés différents
éléments dont la description va varier, en terme de positionnement et de propriétés phy-
siques par exemple. Chacune de ces variantes sera décrite par une variation de la règle
logique. La détection des variations logiques d’une règle nécessite donc une connais-
sance exhaustive du corpus. Nous proposons de détecter les variations logiques grâce à
un clustering non supervisé des données effectué dans EWO. La méthode employée est
non supervisée puisque nous désirons détecter une structure non connue dans la vérité
terrain si elle est présente. La méthode de clustering choisie est détaillée ultérieurement
dans le chapitre 5.
Chaque groupe détecté par l’algorithme de clustering peut permettre de définir
une variation logique de la règle que nous cherchons à décrire. La décision d’utiliser
le groupe pour définir une variation logique est prise par l’utilisateur. L’utilisateur
visualise quelques exemples d’éléments du cluster pour valider sa pertinence et ensuite
le nommer de manière pertinente. Cette étape de validation et de nommage ne peut pas
être réalisée automatiquement mais nécessite au contraire l’intervention de l’utilisateur
qui va apporter du sens aux données. L’interaction est détaillée dans le chapire 6.
Dans le cas des courriers manuscrits, nous devons décrire l’élément logique « coor-
données expéditeur ». Nous recherchons donc grâce à la méthode EWO si différentes
variantes logiques existent pour cet élément. Nous nous basons pour cela sur les proprié-
tés contenues dans la vérité terrain. Nous utilisons les dimensions (hauteur et largeur)
de la boite englobante des éléments « coordonnées expéditeur ». Deux groupes sont dé-
tectés grâce à la méthode de clustering et présentés à l’utilisateur à l’aide d’un nombre
restreint d’exemples représentatifs. Après observation des exemples, l’utilisateur peut
étiqueter le cluster 1 (figure 4.7) comme représentant des « références clients » des co-
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ordonnées expéditeur tandis que le cluster 2 (figure 4.8) représentent des « coordonnées
postales ». Chacune de ces variations logiques pourra ensuite être décrite séparément.
Dans la description grammaticale, nous avons alors pour la règle coordonneesExpediteur
deux variations que nous allons enrichir avec l’inférence de la structure physique pro-
posée par la méthode EWO :
% Variation logique 1 correspondant aux références clients
coordonneesExpediteur ::=
referenceClient.
% Variation logique 2 correspondant aux adresses postales
coordonneesExpediteur ::=
coordonneesPostales.
Dans un courrier, nous pouvons avoir un bloc expéditeur contenant l’adresse postale,
un bloc expéditeur contenant les références client ou les deux.
Cas particulier des valeurs extrêmes
Le but de notre méthode est de faciliter la description d’un nouveau type de docu-
ments en donnant une vision exhaustive des données à l’utilisateur. Dans notre analyse,
il nous faut alors détecter les valeurs extrêmes. Les valeurs extrêmes peuvent provenir
soit d’une valeur atypique soit d’une erreur dans la vérité terrain ou la pseudo vérité
terrain. Dans les deux cas, ce sont des éléments importants qu’il nous faut détecter et
pouvoir présenter à l’utilisateur.
Les valeurs extrêmes sont considérées dans notre analyse comme un groupe par-
ticulier de données à traiter. Ces observations ne sont pas introduites dans l’analyse
globale en raison de leur fort impact possible sur la qualité de l’analyse. En effet, de
nombreux indicateurs statistiques et méthodes sont peu robustes à la présence de va-
leurs extrêmes. Pour la détection des outliers, nous proposons d’utiliser une détection
s’appuyant sur l’écart-type. Nous considérons alors que les valeurs qui n’appartiennent
pas à l’intervalle [moy − t × SD;moy + t × SD] sont des valeurs extrêmes. Pour le
coefficient t, t = 3 si le nombre d’observations est supérieur à 80, t = 2, 5 sinon. Cette
méthode de détection des valeurs extrêmes est simple à utiliser et est bien connue pour
ne pas détecter toutes les valeurs extrêmes. Cela limite donc le risque de supprimer des
observations intéressantes pour l’analyse.
L’utilisateur a alors accès à ces valeurs extrêmes. Il peut ainsi facilement choisir
d’introduire les cas rares dans la description grammaticale. Il peut également détecter
des erreurs dans la vérité terrain ou la pseudo vérité terrain. Dans le chapitre 9.3, nous
présentons comment notre méthode nous a permis de détecter de nombreuses erreurs
dans la vérité terrain du corpus de la compétition Maurdor.
Dans cette section, nous avons montré que la méthode EWO permet à l’utilisateur
d’avoir une vue à la fois exhaustive et synthétique sur les données. La détection auto-
matique des cas généraux et des cas rares présents dans le corpus de documents permet
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l’inférence de la structure logique des documents. Nous détaillons dans la section sui-
vante la suite de l’inférence de la règle avec l’apprentissage de la structure physique.
4.2.2 Apprentissage de la structure physique
La structure physique permet de décrire comment le système peut reconnaitre les
éléments de la structure logique. L’apprentissage de la structure physique d’un docu-
ment consiste en l’apprentissage du positionnement des éléments, leur agencement les
uns par rapport aux autres ainsi que l’ensemble de leurs propriétés physiques. La struc-
ture physique du document décrit l’apparence visuelle du document. La description de
la structure physique nécessite notamment de fixer la valeur de nombreux paramètres.
L’apprentissage de la structure physique permet d’avoir une vision exhaustive des
données pour la détermination des paramètres ce qui est très difficile dans le cadre d’une
description effectuée manuellement. Les cas rares sont notamment difficiles à détecter
dans une approche manuelle. En effet, dans une approche manuelle, nous sélectionnons
un petit échantillon de documents pour faire l’apprentissage (d’une dizaine à quelques
dizaines de documents). La probabilité d’observer les cas rares est alors faible. De plus,
si nous les observons, nous risquons de sur-estimer leur importance dans le corpus. Une
approche par apprentissage automatique permet d’avoir une vision à la fois exhaustive
et précise des documents.
Dans cette section, nous présentons la méthode mise en place pour l’apprentissage
de la structure physique. Nous décrivons d’abord le fonctionnement général du posi-
tionnement des éléments dans une description grammaticale. Puis, nous détaillons la
méthode proposée pour apprendre automatiquement les positionnements. Enfin, nous
présentons la méthode pour l’apprentissage des propriétés physiques des éléments.
4.2.2.1 Positionnement des éléments
Pour l’analyse de documents structurés, il est utile de modéliser et évaluer la position
des différents composants entre eux et au sein de la page. Le positionnement de ces
composants est utilisé durant l’analyse de la structure pour définir l’orientation et
l’ordre d’analyse. La qualité des informations spatiales affecte donc les performances
de l’analyse. Les frontières des zones d’analyse ne sont pas utilisées pour identifier la
classe des éléments mais la bonne définition du positionnement des éléments permet un
bon rappel tout en limitant la combinatoire.
Les zones 2D qui sont nécessaires pour guider l’analyse sont difficiles à définir. Dans
les méthodes syntaxiques, elles sont souvent définies manuellement ce qui présente des
inconvénients. Un opérateur humain doit observer les images de documents pour définir
une zone appropriée d’après ces exemples. De plus, les cas rares ne sont pas observés et
l’analyse des erreurs doit alors être faite afin d’ajuster les zones définies. L’ajustement
des paramètres est chronophage et n’est pas une tâche facile.
La description d’un opérateur de position consiste en la définition de 6 paramètres
différents : les coordonnées du point haut gauche (Xa, Ya), les coordonnées du point bas
droit (Xb, Yb) et les coordonnées du point d’ancrage (Xp, Yp). Le point d’ancrage permet
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d’indiquer dans quel ordre analyser les différents éléments de la zone. Les différents
éléments contenus dans la zone sont ainsi analysés du plus proche du point d’ancrage
au plus éloigné.
Dans la méthode EWO, chaque composant d’une page est représenté sous la forme
de sa boîte englobante. C’est une représentation qui est souvent utilisée dans les mé-
thodes existantes de reconnaissance de la structure de documents. Nous tenons alors
compte de deux point pour représenter l’objet : les coordonnées du coin haut gauche
et les coordonnées du coin bas droit, comme illustré dans la figure 4.9.
Plusieurs variantes physiques peuvent correspondre à un opérateur de position. Par
exemple, dans la description de lettres manuscrites, une catégorie peut regrouper les
post-scriptum et les pièces jointes (appelée « PS/PJ »). La figure 4.10(b) représente
une vue normalisée de toutes les occurrences de « PS/PJ »présentes dans l’ensemble
d’apprentissage. Deux groupes distincts existent. Si nous ne tenons pas compte de ces
groupes pour le calcul de l’opérateur de position, comme c’est fait dans la figure 4.10(c),
nous obtenons alors pratiquement toute la page comme zone d’intérêt. Au contraire,
quand les deux groupes sont pris en compte et une variante produite pour chaque
groupe (cf. figure 4.10(d)), alors l’opérateur de position obtenu est bien plus précis.
4.2.2.2 Apprentissage automatique des positionnements
L’apprentissage des opérateurs de position est découpé en plusieurs étapes d’analyse
automatique :
1. L’utilisateur demande explicitement l’opérateur de position P d’un élément ;
2. Calcul de P grâce à une détection automatique des groupes : une ou plusieurs
variantes physiques sont produites. Les frontières de chaque variante sont inférées ;
3. Détermination du point d’ancrage pour chaque variante ;
4. Détermination de l’ordre d’analyse des variantes ;
5. Introduction de l’opérateur de position P dans la structure logique définie par
l’utilisateur. L’utilisateur peut revenir à la première étape pour un autre élément.
Comme c’est fréquemment le cas dans la littérature, nous utilisons deux modes de
positionnement dans un document : positionnement absolu et positionnement relatif.
Un positionnement absolu consiste à décrire la position de chaque élément par rapport
à un élément fixe, ici la page entière, indépendamment de la position des autres com-
posants. Cette approche est bien adaptée pour des éléments dont la position est stable
dans la page. Le positionnement relatif est plus associé à notre perception des similari-
tés dans les arrangements spatiaux. Par exemple, dans le cas des courriers manuscrits,
nous sommes capables d’exprimer des relations telles que « la date/le lieu sont au des-
sus des coordonnées destinataires ». Le positionnement relatif s’intéresse à la position
des éléments entre eux et non pas à leur position absolue dans la page.
a - Positionnement absolu Le positionnement absolu consiste à décrire la position
d’un élément dans la page entière indépendamment de la position des autres éléments.
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Cette approche est particulièrement utile pour démarrer l’analyse, lorsque aucun élé-
ment n’a été trouvé.
Lorsqu’un positionnement absolu d’un élément est requis, les données contenues
dans les données d’apprentissage sont alors immédiatement utilisables. Nous utilisons
les documents où l’élément recherché est effectivement présent pour apprendre le po-
sitionnement. Si plusieurs occurrences de l’élément logique sont présentes dans le do-
cument, chaque instance est utilisée et considérée indépendamment des autres. Les do-
cuments où l’élément logique est absent ne sont pas utilisés mais leur effectif ainsi que
les exemples concernés sont mis à la disposition de l’utilisateur pour d’autres analyses
si nécessaire.
b - Positionnement relatif Le positionnement relatif consiste en la description de
la position d’un élément en fonction d’un autre. Nous appelons relatif l’élément que
nous cherchons à positionner en fonction d’un autre qui est lui appelé référene. Ces
données doivent d’abord être filtrées puis nous procédons à une translation du système
de coordonnées.
Étape 1 - Filtrage des données Lorsqu’un positionnement relatif d’un élément
logique est requis, toutes les données ne peuvent pas être utilisées. En effet, l’analyse du
positionnement est faite au sein d’une paire référence-relatif. Or, ces paires ne sont pas
disponibles dans tous les documents. Le tableau 4.1 présente les différents cas possibles.
Lorsqu’il n’y a pas de relatif présent dans le document celui-ci n’est pas retenu dans
l’analyse. Si un ou plusieurs relatifs sont présents mais pas de référence, nous proposons
à l’utilisateur l’inférence d’un opérateur de position absolue. Enfin, nous avons les cas
où l’inférence d’un opérateur de position relatif est possible.
0 référence 1 référence Plusieurs références
0 relatif ∅
1 ou plusieurs opérateur de
OK
OK si paires explicitées
relatifs position absolue dans la vérité terrain
Tab. 4.1 – Description des cas possibles pour un document pour la constitution des
paires référence-relatif
Si une seule référence est présente dans le document, il n’y a pas d’ambiguïté pour
les constitutions des paires. Soit (rel1, . . . , reln) l’ensemble des éléments relatifs d’un
document et ref l’unique élément référence du document, alors l’ensemble des paires
étudié est :
{∀i ∈ {i, . . . , n}, (reli, ref)}
Si plusieurs références sont présentes dans le document, la constitution des paires
référence-relatif n’est possible que si les paires sont explicitement renseignées dans la
vérité terrain. On utilise alors exclusivement les paires de la vérité terrain dans l’analyse.
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Étape 2 - Prétraitement Lorsque les données utilisables ont été sélectionnées,
nous réduisons la référence à son coin haut gauche (Xd, Yd). Une translation du système
de coordonnées est effectuée. Les coordonnées des éléments relatifs sont modifiées pour
que l’origine se situe à ce point (Xd, Yd). En utilisant ces nouvelles coordonnées pour
la boite englobante de l’élément relatif, nous pouvons alors procéder comme dans le cas
du positionnement absolu.
Soit (X,Y ) les coordonnées d’un point P dans le système de coordonnées de la page
et (Xd, Yd) les coordonnées du point relatif servant de nouvelle origine du repère. Alors
dans le nouveau repère les coordonnées (x, y) du point P sont :
x = X −Xd
y = Y − Yd
c - Détection automatique des variantes Comme nous l’avons présenté, il est
nécessaire d’avoir des opérateurs de position pouvant être composés de plusieurs zones
distinctes. Afin de conserver une méthode d’apprentissage automatique des opérateurs
de position, nous devons être capable de détecter automatiquement si plusieurs opé-
rateurs différents doivent être inférés, un pour chaque zones. Notre méthode ne peut
pas s’appuyer sur une prédétermination manuelle du nombre de zones d’intérêt. Le
nombres de groupes est déterminé en s’appuyant sur la détection des maxima locaux
dans un histogramme. Le nombre total de maxima locaux correspond au nombre de
zones différentes dans la page. Dans l’exemple de la figure 4.11, deux maxima locaux
sont détectés amenant à construction de deux groupes différents. Cette détection est
faite via une méthode de recherche séquentielle présentée par Lerddaradsamee [LJ12].
Cette méthode nous permet de détecter des zones spatiales disjointes dans la page
contrairement aux tests menés avec la méthode de clustering présentée dans le chapitre
5.
Dans la figure 4.12, nous représentons les résultats obtenus pour la détection au-
tomatique des groupes pour le positionnement absolu des éléments « date, lieu » dans
un corpus de courriers manuscrits en français. Comme nous pouvons l’observer dans la
figure 4.12(b), deux groupes distincts sont détectés, l’un positionné en haut à droite de
la page, l’autre positionné en dessous du premier, également à droite de la page.
L’analyse se poursuit alors pour chaque groupe : nous détectons les frontières des
zones ainsi que le point de vue à adopter pour le parcours des éléments de la zone.
d - Méthode basée sur la densité pour le calcul des frontières de zones
Lorsque les groupes ont été détectés et les valeurs extrêmes supprimées, les frontières
de chaque zone sont alors définies. Si nous prenons la zone englobant toutes les boites
englobantes des éléments (figure 4.13(a)), la zone risque d’être trop large et d’intro-
duire des erreurs dans l’analyse et d’augmenter la combinatoire. Nous introduisons la
notion de densité pour définir les frontières de la zone de l’opérateur de position afin
de maitriser la combinatoire tout en maximisant le rappel (figure 4.13(b)).
Pour utiliser la notion de densité pour la définition des frontières de la zone, nous
nous appuyons sur une division de l’espace à l’aide d’une grille. Dans cette grille, la
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largeur d’une case représente un pourcent de la largeur de la page et la hauteur d’une
case représente un pourcent de la hauteur de la page (figure 4.14(a)). Pour chaque case,
nous comptons le nombre de boites englobantes ayant une intersection non vide avec
cette cellule (figure 4.14(b)). Cette information est utilisée comme une approximation
de la densité. Puis, si une case contient moins d’éléments qu’un seuil fixé, alors nous
fixons l’effectif de la case à zéro (figure 4.14(c)). Toutes les cases qui ont une densité
non nulle sont ensuite utilisées pour définir l’opérateur de position. Les zones sont des
unions d’unité non vides de l’espace. La forme finale de la zone peut alors être variée.
Nous présentons dans la figure 4.14(d) le résultat obtenu pour une zone rectangulaire
définie par ses coins haut gauche et bas droit.
e - Comment gérer la confusion ? Une fois les zones déterminées, il nous faut
déterminer les points d’ancrage pour chacune des zones ainsi que l’ordre de parcours des
zones. Même si la zone contient effectivement l’élément recherché, elle peut également
contenir de nombreux autres éléments qui apportent de la confusion dans notre analyse.
En effet, ces autres éléments peuvent être sélectionnés à la place de l’élément recherché.
Une manière de gérer ces risques de confusion est de définir des règles et des condi-
tions permettant de déterminer quel élément est celui que nous recherchons parmi les
autres. Cependant, les propriétés peuvent ne pas différer suffisamment pour que nous
puissions choisir facilement le bon élément. Une autre manière de gérer ces risques de
confusion consiste à créer des opérateurs de position qui les minimisent en utilisant
l’ordre de parcours des zones ainsi que le point de vue. Dans ce but, nous introduisons
dans l’analyse l’indie de onfusion que nous cherchons à minimiser.
L’indice de confusion L’indice de confusion est un indicateur qui permet de
savoir combien d’éléments d’un autre type que celui recherché sont présents dans la




l[i] ∩ zone 6= ∅
l contient tous les éléments à l’exception de ceux du type recherché. Dans le cas de
positionnements relatifs, nous devons exclure à la fois les références et les relatifs pour
obtenir la confusion.
f - Ordre des zones Quand plus d’une zone a été trouvée, nous analysons les élé-
ments en parcourant chacune des zones tant que nous n’avons pas trouvé l’élément
recherché. Pour minimiser les erreurs, nous devons commencer par les zones qui pré-
sentent l’indice de confusion le plus petit. En procédant de cette manière, nous limitons
les possibilités de choisir un élément d’un autre type que celui recherché. Nous calcu-
lons donc l’indice de confusion dans chacune des zones trouvées pour l’opérateur de
position. Les zones sont ensuite analysées par valeur croissante d’indice de confusion.
Par exemple, nous détectons deux zones différentes pour l’élément « date, lieu »
dans un courrier manuscrit en français. Dans la figure 4.15, nous avons représenté ces
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deux zones sur un même courrier. Une zone se trouve complètement en haut à droite du
document tandis que la deuxième zone se trouve également dans la partie supérieure
droite du document, sous la première. L’indice de confusion nous indique d’analyser
la première zone d’abord car peu de confusion sont possibles avec d’autres éléments.
Au contraire, la deuxième zone contient de nombreux autres éléments pouvant être
confondus avec l’élément « date, lieu », et notamment l’« ouverture » du courrier ainsi
que les « coordonnées destinataire ».
g - Choisir le point d’ancrage Lorsque nous cherchons à reconnaître un élément
dans un document, nous ne devons pas seulement savoir dans quelle partie de l’image
le rechercher. Nous devons également définir dans quel ordre nous allons parcourir les
éléments de cette zone, c’est-à-dire déterminer le point de vue utilisé. Les éléments
seront alors parcourus dans la zone du plus proche au plus éloigné. Nous choisissons
ici de déterminer le meilleur point de vue automatiquement, à l’aide de l’indice de
confusion afin de minimiser les risques d’erreurs. Pour définir le meilleur point de vue,
nous calculons l’indice de confusion pour un ensemble prédéterminé de points de vue.
Nous choisissons alors le point de vue qui minimise l’indice de confusion.
Dans l’exemple de « date, lieu » dans les lettres manuscrites, la figure 4.16(a) pré-
sente une représentation synthétique de toutes les boîtes englobantes des éléments pou-
vant apporter de la confusion. Pour augmenter la lisibilité de la figure, l’exemple se
base sur un sous-ensemble de 30 courriers. Dans l’expérimentation réelle (cf. chapitre
8), nous avons utilisé l’ensemble des 900 courriers disponibles. La figure 4.16(b) repré-
sente elle les éléments « date, lieu » que nous recherchons pour ces 30 courriers. Le point
de vue est choisi afin de maximiser les chances de trouver l’élément recherché tout en
minimisant les risques de sélectionner un autre élément de la page. Dans ce but, nous
choisissons ici de parcourir les éléments de la zone du haut vers le bas.
La méthode EWO permet alors de générer les deux variantes suivantes pour l’opéra-
teur de position, après une interaction avec l’utilisateur limitée uniquement à nommer




Xa = 43% largeur de la page
Ya = 0,
Xb = 100% largeur de la page,




Xa = 30% largeur de la page
Ya = 13% hauteur de la page,
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Xb = 100% largeur de la page,
Yb = 45% hauteur de la page.
4.2.2.3 Propriétés physiques des éléments
Dans une description grammaticale, les propriétés physiques des éléments que l’on
souhaite reconnaitre doivent être décrites pour pouvoir correctement segmenter l’image
de document. De nombreux paramètres sur les propriétés physiques des éléments doivent
être déterminés. La détermination manuelle des paramètres est longue et difficile. C’est
pourquoi nous intégrons dans EWO une détermination automatique des paramètres
définissant les propriétés physiques des éléments.
Les propriétés physiques que nous recherchons sont les propriétés propres des élé-
ments que nous cherchons à décrire. Nous ne sommes pas dans le contexte d’un clas-
sifieur où nous recherchons alors au contraire des critères discriminant une classe par
rapport aux autres. Dans ce contexte, nous utilisons donc des statistiques descriptives
sur les variables à notre disposition pour chaque variation logique de la règle afin d’ap-
prendre les propriétés physiques. La visibilité globale sur les observations et la division
des observations en variations logiques homogènes (section 4.2.1) permet la pertinence
des propriétés ainsi inférées. Nous utilisons en particulier l’intervalle interquartile.
Lors de l’apprentissage des propriétés physiques des éléments, il est crucial d’utiliser
les informations ajoutées grâce à l’augmentation de la vérité terrain et qui sont liées
aux primitives de la grammaire. En effet, ce sont les propriétés physiques sur les termi-
naux de la grammaire qui vont permettre de segmenter correctement le document. La
détermination des paramètres physiques se fait en mode interactif : l’utilisateur pose
une question, portant sur la valeur d’un paramètre physique, et obtient une réponse
de la part du système, qui est la valeur de ce paramètre. L’interaction est présentée de
manière détaillée dans le chapitre 6.
Si nous considérons par exemple la description des coordonnées expéditeur dans un
courrier manuscrit, nous obtenons la règle grammaticale suivante en utilisant seulement
les boites englobantes des éléments :




2 à 5 lignes &&
0% <= hauteur <= 32% hauteur de la page &&
0% <= largeur <= 50% largeur de la page.
Cette règle grammaticale ne permet pas une bonne segmentation du bloc coordon-
nées expéditeur comme nous pouvons l’observer sur l’exemple présenté dans la figure
4.17. La ligne correspondant à l’objet du courrier est comprise dans le bloc coordon-
nées expéditeur trouvé. Lorsque nous utilisons les lignes de texte, de nombreuses autres
propriétés physiques peuvent être inférées. La règle grammaticale complète finalement
obtenue est la suivante :
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coordonneesExpediteur ::=
AT(hautGauche) &&
2 à 5 lignes &&
Variation maximum sur l’interlignes = 115px &&
Variation maximum sur l’alignement à gauche des lignes = 226px &&
0% <= hauteur <= 32% hauteur de la page &&
0% <= largeur <= 50% largeur de la page.
L’ajout des propriétés physiques basées sur les primitives d’analyse permet alors la
bonne segmentation des blocs de texte.
4.3 Assistance à l’intégration dans une description gram-
maticale
Lors de la création d’une description grammaticale, l’utilisateur recherche les pro-
priétés propres de chaque type d’éléments. Cette description peut amener à des confu-
sions avec d’autres éléments du document qui ont des propriétés similaires. Lorsqu’une
grammaire est définie manuellement, une approche essai-erreur est utilisée pour déter-
miner les confusions possibles entre les éléments. Cette approche essai-erreur implique
que l’utilisateur doit :
– utiliser le système de reconnaissance ;
– utiliser une métrique, si disponible, pour évaluer les résultats.
Ces deux étapes demandent du temps. Cependant, pour obtenir une grammaire
entièrement fonctionnelle l’utilisateur doit nécessairement réduire la confusion des dif-
férentes règles de grammaire. La réduction de la confusion repose sur deux aspects : la
modification des règles de grammaire et la détermination de l’ordre optimale des règles
(Fig. 4.1 - Assistance à l’intégration dans une description grammaticale).
4.3.1 Prédiction de la qualité de la règle
Nous chercherons ici à diminuer le temps nécessaire à l’optimisation des règles de
grammaire. Dans EWO, nous intégrons un système permettant de simuler le comporte-
ment de la description grammaticale en dehors du système de reconnaissance complet
afin de diminuer le temps nécessaire à la conception de la description grammaticale.
Pour ce faire, les règles grammaticales sont approximées par des requêtes. Les requêtes
sont ensuite appliquées sur la vérité terrain annotée ou la pseudo vérité terrain. Ce pro-
cessus permet de mettre en avant les confusions entre les différents éléments logiques
que nous cherchons à détecter. Les règles grammaticales peuvent alors être modifiées
afin de minimiser la confusion sans utiliser le système de reconnaissance.
Avec cette méthode, le temps nécessaire pour l’amélioration des règles grammati-
cales est considérablement diminué. En effet, la méthode EWO produit les résultats
d’une requête en quelques secondes contrairement à l’exécution du système de recon-
naissance et l’analyse de ces résultats qui peut être beaucoup plus couteux en temps. La
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méthode EWO donne la possibilité à l’utilisateur d’interagir en temps réel pour modi-
fier les règles. De plus, l’utilisateur peut facilement adapter la description grammaticale
en fonction de ses objectifs (précision, rappel ou équilibre entre les deux).
4.3.2 Optimisation de l’ordonnancement automatique des règles
Une manière de réduire la confusion est de trouver un ordonnancement approprié
des règles de la description grammaticale. Quand un élément est segmenté et étiqueté
avec le système de reconnaissance de documents, l’élément peut être consommé. Il
ne sera alors plus disponible pour le reste de l’analyse. C’est pourquoi nous devons
d’abord consommer les éléments pour lesquels la règle de grammaire présente une bonne
précision afin de minimiser la confusion. L’ordonnancement des règles a un impact
déterminant sur les performances globales du système.
Dans EWO, lorsque l’utilisateur est satisfait des règles de grammaire qu’il a conçues,
il peut demander un ordonnancement automatique des règles. Pour effectuer cet ordon-
nancement automatique des règles, nous proposons l’algorithme suivant :
1. Appliquer chaque règle sur tous les éléments disponibles
2. Calculer la précision de chaque règle
3. Sélectionner la règle présentant la meilleure précision
4. Consommer les éléments correspondants à l’application de cette règle
5. Retourner à l’étape 1 tant que toutes les règles n’ont pas été ordonnées
Cet ordonnancement automatique des règles permet d’optimiser automatiquement
la structure logique de la description grammaticale en minimisant les confusions pos-
sibles. Afin d’accélérer le processus d’ordonnancement, nous n’utilisons pas les règles
dans le système de reconnaissance mais les requêtes dans EWO.
Dans l’exemple des courriers manuscrits en français, l’ordonnancement automatique










coordonneesExpediteur - reference client.
Nous pouvons remarquer que ce n’est pas un ordre qui aurait été trouvé facilement
manuellement.
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4.4 Bilan
Nous avons présenté la méthode Eyes Wide Open qui permet la résolution automa-
tique et interactive de sous-problèmes de la description grammaticale (cf. figure 4.1).
Nous avons détaillé les trois grandes étapes de cette méthode :
1. Acquisition des données ;
2. Inférence des règles ;
3. Intégration dans une description grammaticale.
Grâce à ces travaux, il est désormais possible d’inférer les règles en inférant à la fois
la structure logique et la structure physique correspondant à un sous-problème de la
description grammaticale.
Notre approche pour l’acquisition des données permet de réaliser l’inférence des
règles que nous ayons une vérité terrain annotée disponible sur les documents ou non.
Nous avons détaillé comment nous procédons à l’acquisition des données sans vérité
terrain, à l’aide d’une fiabilisation de primitives en interaction avec l’utilisateur.
La méthode EWO est indépendante de toute méthode existante et peut donc être
utilisée pour l’étape d’apprentissage de n’importe quelle méthode syntaxique. De plus,
l’étape d’acquisition des données quand il n’y a pas de vérité terrain annotée sur les
documents peut s’appliquer dans un cadre plus général puisqu’elle ne dépend pas de la
méthode d’inférence utilisée après.
Notre méthode permet à l’utilisateur d’avoir une vue exhaustive sur les documents
à reconnaitre, contrairement à ce qui était possible lors d’une description manuelle
des règles. En effet, seul un petit échantillon de documents étaient alors analysés par
l’utilisateur, ne garantissant pas une bonne représentativité des documents à traiter.
Cette vue exhaustive va faciliter et accélérer le travail de création de la description
grammaticale.
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(a) Cas idéal : une seule primitive trouvée, correspondant
à l’élément recherché
(b) Exemple de bruit : le mot-clé recherché est effective-
ment trouvé ainsi que d’autres occurrences de bruit
(c) Exemple de bruit : le mot-clé recherché est effective-
ment trouvé ainsi que d’autres occurrences de bruit
(d) Exemple de document où aucune occurrence du mot-
clé recherché n’est trouvée
Fig. 4.5 – Exemple de mots clés « comparecen » détectés dans différents documents
avec une méthode de word spotting
72 Méthode Eyes Wide Open
Fig. 4.6 – Exemple de document dont on effectue la description logique
(a) Exemple 1 (b) Exemple 2
(c) Exemple 3
Fig. 4.7 – Exemples représentatifs présentés à l’utilisateur pour le cluster 1. Ce cluster
est étiqueté « référence client » par l’utilisateur.
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(a) Exemple 1 (b) Exemple 2
(c) Exemple 3
Fig. 4.8 – Exemples représentatifs présentés à l’utilisateur pour le cluster 2. Ce cluster




Fig. 4.9 – Représentation des objets par leur boite englobante
74 Méthode Eyes Wide Open
(a) Exemple de courrier contenant un
élément PS/PJ
(b) Positionnement normalisé de
PS/PJ dans un corpus de 300 pages
(c) Zones obtenues quand l’opéra-
teur de position ne tient pas compte
des variantes physiques
(d) Zones obtenues lorsque les va-
riantes physiques des opérateurs de
position sont détectées
Fig. 4.10 – Exemple d’inférence de l’opérateur de position de l’élément « PS/PJ »,
montrant l’intérêt de la définition de plusieurs zones pour un opérateur de position. La
boite englobante de chaque occurrence de PS/PJ est représentée par un rectangle dans
une page normalisée.
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Fig. 4.11 – Détection de deux groupes par la méthode de la détection des maxima
locaux dans un histogramme
(a) Représentation synthétique des boites en-
globantes de tous les éléments « date, lieu »
(b) Représentation des deux groupes détectés
pour le positionnement des éléments « date,
lieu »
Fig. 4.12 – Exemple de détections des groupes pour les positionnements des éléments
« date, lieu » dans un corpus de courriers manuscrits en français
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(a) Représentation de la zone d’opérateur de
position englobant tous les éléments
(b) Représentation de la zone d’opérateur de
position réduite grâce à la densité
Fig. 4.13 – Exemple d’ajustement des frontières d’une zone avec une méthode basée
sur la densité
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(a) Représentation des boites englobantes des
éléments
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 2 2 2 2 2 2 2 2 2 2 1
2 2 2 2 3 3 3 3 3 3 3 3 3 3 2
2 2 2 2 3 3 3 3 3 3 3 3 3 3 2
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
(b) Grille de densité obtenue avant seuillage
2 2 2 2 2 2 2 2 2 2
2 2 2 2 3 3 3 3 3 3 3 3 3 3 2
2 2 2 2 3 3 3 3 3 3 3 3 3 3 2
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
(c) Grille de densité obtenue après seuillage
(seuil = 1)
2 2 2 2 2 2 2 2 2 2
2 2 2 2 3 3 3 3 3 3 3 3 3 3 2
2 2 2 2 3 3 3 3 3 3 3 3 3 3 2
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
(d) Zone de l’opérateur de position obtenu (en
vert)
Fig. 4.14 – Exemple de calcul des frontières d’une zone d’un opérateur de position
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Fig. 4.15 – Exemple de minimisation de la confusion grâce à l’ordre des zones : une
recherche de l’élément « date/lieu » d’abord dans la zone 1 (coinHautGauche) puis
dans la zone 2 (hautGauche) permet de réduire les risques de confusion avec un autre
élément logique
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(a) Représentation de tous les éléments pouvant
apporter de la confusion
(b) Représentation des éléments recherchés
(« date, lieu »)
Fig. 4.16 – L’opérateur de position de « date, lieu » est analysé du haut vers le bas
pour maximiser les chances de sélection l’élément « date, lieu » tout en minimisant les
risques de sélectionner un autre élément
Fig. 4.17 – Exemple de bloc coordonnées expéditeur mal segmenté
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Chapitre 5
Clustering
La capacité de la méthode EWO à détecter des structures intéressantes dans les
données est cruciale pour son bon fonctionnement. Pour cette détection, nous utilisons
un algorithme de clustering, l’Evidence Accumulation Clustering [FJ02], qui offre de
nombreuses bonnes propriétés le rendant adapté à notre problématique.
Dans ce chapitre, nous présentons d’abord l’Evidence Accumulation Clustering et
nous détaillons pourquoi cet algorithme est adapté à notre problématique. Nous pré-
sentons ensuite les points d’intégration de l’algorithme de clustering dans la méthode
EWO.
5.1 Evidence Accumulation Clustering
L’Evidence Accumulation Clustering (dénommé EAC clustering par la suite) est un
algorithme de clustering de la famille des méthodes ensemblistes. Dans cette famille
d’algorithmes, plusieurs partitions différentes sont obtenues sur le même jeu de don-
nées et nous cherchons à obtenir une partition consensus qui agrège les résultats. Ces
méthodes s’inspirent des nombreuses méthodes ensemblistes existant en classification
supervisée comme le bagging ou le boosting. Le processus de combinaison des différentes
partitions peut compenser les erreurs d’une partition. De plus, la décision d’un groupe
est alors considéré comme plus fiable que la décision d’un seul algorithme.
L’idée à l’origine de l’EAC clustering est que si deux individus appartiennent au
même cluster alors ils vont probablement être regroupés ensemble dans différentes par-
titions. Nous pouvons alors construire une nouvelle mesure de similarité entre les in-
dividus en nous basant sur le nombre de fois où deux éléments sont regroupés dans
le même cluster. Un algorithme de clustering est ensuite utilisé avec cette mesure de
similarité pour produire la partition finale.
Cette technique permet de stabiliser les clusters instables en moyennant leur réponse
et est très efficace pour trouver des clusters ayant des formes non conventionnelles
(spirales par exemple). En effet, en utilisant l’EAC clustering, nous n’imposons pas de




Nous rappelons ici le fonctionnement de l’EAC clustering introduit par Fred et Jain
[FJ02]. Nous supposons que nous cherchons à obtenir une partition pour n individus.
Pour cela, nous allons construire N partitions intermédiaires permettant d’aboutir à la
partition finale des données.
Construction des partitions Les N partitions intermédiaires sont construites en
utilisant :
– le même algorithme avec les mêmes paramètres ou
– le même algorithme avec des paramètres différents ou
– différents algorithmes de clustering.
Combiner les partitions : construction de la matrice de co-association La
construction de la matrice de co-association revient à la création d’une nouvelle mesure
de similarité entre les observations. En utilisant les co-occurrences des individus dans
le même cluster comme mesure de leur association, les N partitions effectuées sur les




où nij correspond au nombre de fois où la paire (i, j) se trouve dans le même cluster
parmi les N partitions.
Détermination de la partition finale La partition finale est construite à l’aide
d’une Classification Ascendante Hiérarchique appliquée sur la matrice de co-association
construite lors de la combinaison des partitions. La détermination du nombre de clusters
de la partition finale se fait à l’aide du critère du temps de vie maximum (maximum
lifetime criterion). Nous découpons donc le dendrogramme au niveau de la partition
qui perdure le plus longtemps. Dans l’exemple de la figure 5.1, une partition en trois
clusters est privilégiée, la valeur l3 étant la plus grande.
5.1.2 Justification du choix
L’Evidence Accumulation Clustering a été choisi car il répond à plusieurs des
contraintes que nous avons mis en avant dans la section 3.3.2. L’EAC clustering assure
la génériité de notre méthode. En effet, cet algorithme de clustering a la particula-
rité de ne pas imposer de représentation aux données, notamment en imposant une
forme aux clusters recherchés. Cela nous permet de l’utiliser au sein de la méthode
EWO sur n’importe quel nouveau corpus de documents sans avoir besoin de changer
d’algorithme.
De plus, l’EAC clustering nous permet de résoudre automatiquement la problé-
matique de détermination du nombre de clusters à trouver. Cette problématique bien
connue est en effet une des plus complexes du clustering. La détermination du nombre
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Fig. 5.1 – Illustration du découpage de la partition finale selon le critère du maxi-
mum lifetime criterion menant à un découpage en 3 clusters (extrait de l’article Data
Clustering Using Evidence Accumulation de Fred and Jain [FJ02])
de clusters à trouver nécessite en effet de bonnes connaissances sur les documents, ce
que l’utilisateur ne possède pas forcément au moment de l’utilisation de la méthode
EWO. La méthode EWO sert en effet au contraire à donner une vue à la fois exhaus-
tive et synthétique sur les données à traiter sur les documents à traiter pour faciliter
la description grammaticale des documents.
5.1.3 Notre implémentation
Dans l’implémentation que nous avons choisi, nous utilisons pour la partie de
construction des partitions l’algorithme des K-moyennes. La valeur de K est choisi aléa-
toirement à chaque étape du split. Cette technique est celle qui obtient les meilleurs
résultats en comparaison à un choix fixe de K [FJ02]. En effet, lorsque K a toujours
la même valeur, il existe un intervalle restreint qui donnera une partition finale cor-
respondant à un découpage significatif pour l’utilisateur. De plus, l’algorithme des K-
moyennes est un algorithme souvent utilisé pour lequel de nombreuses implémentations
performantes existent.
Pour la création de la partition finale, nous avons choisi d’utiliser comme mesure
de dissimilarité inter-classe le lien moyen (average link). En effet, les auteurs proposent
l’utilisation de deux mesures de dissimilarité inter-classe différentes : le saut minimum
ou le lien moyen. Le saut minimum obtient de meilleures performances que le lien
moyen lorsque les clusters sont bien séparés. Notre méthode devant être générique et
s’adapter facilement à un nouveau jeu de données, nous avons favorisé le lien moyen
qui correspond aux situations que nous rencontrons en général dans les données.
L’inconvénient majeur de cette méthode est qu’elle a une complexité quadratique
en temps et en mémoire en fonction du nombre d’observations O(n2). Afin d’améliorer
ses performances sur des jeux de données plus volumineux, nous utilisons dans notre
implémentation une matrice creuse pour la matrice de co-association comme proposé
par Lourenço [LFJ10].
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5.1.4 Présentation de la partition à l’utilisateur
Les clusters obtenus sont présentés à l’utilisateur pour lui apporter une connais-
sance à la fois synthétique et exhaustive des données à analyser. Nous avons choisi de
présenter les clusters à l’utilisateur au travers d’exemples représentatifs. Ces exemples
représentatifs sont des individus proches des centroïdes de chaque cluster.
Ces exemples représentatifs sont accompagnés d’une mesure de la qualité de la par-
tition produite. Afin de permettre à l’utilisateur de s’assurer que les exemples fournis
sont effectivement bien représentatifs de l’ensemble des individus du cluster, des indi-
cateurs sur la dispersion des individus dans le cluster sont fournis. Nous avons choisi
comme indicateur de dispersion l’écart-type.
5.2 Points d’intégration dans EWO
Lors de l’analyse des données par la méthode EWO, deux points nécessitent l’utili-
sation d’une méthode de clustering pour extraire des connaissances :
– la fiabilisation des données lorsqu’il n’y a pas de vérité terrain annotée disponible
sur les données ;
– la détection automatique des variations logiques.
Nous détaillons dans cette section ces deux points d’insertion de l’algorithme de clus-
tering.
5.2.1 Fiabilisation des données
Lors de la fiabilisation des données présentée dans la section 4.1.4, l’EAC clustering
est utilisé afin de supprimer des données par cluster afin de constituer une pseudo vérité
terrain.
L’utilisation de l’EAC clustering dans le cadre de la fiabilisation des données nous
permet de sur-segmenter si nécessaire les données. En effet, nous ne désirons pas avoir
trop de clusters à visualiser mais nous avons besoin d’avoir une cohérence suffisante
dans chaque cluster pour que l’utilisateur puisse facilement prendre une décision fiable
sur la conservation de toutes les occurrences du cluster à partir de seulement quelques
exemples représentatifs. Cependant, une trop grande sur-segmentation des données
conduirait à l’analyse de très nombreux clusters ce qui réduirait l’intérêt de la mé-
thode par rapport à une visualisation manuelle de chaque occurrence. C’est pourquoi
nous proposons une partition finale sans sur-segmentation et laissons la possibilité à
l’utilisateur de sur-segmenter si cela s’avère nécessaire.
5.2.2 Détection automatique des variations logiques
L’EAC clustering est également utilisé lors de la détection des variations logiques
présentée dans la section 4.2.1. Dans le cadre de la détection automatique des varia-
tions logiques, nous ne cherchons pas à sur-segmenter la partition finale. En effet, cela
conduirait à la production d’un grand nombre de variantes de règles non nécessaire à la
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description et la reconnaissance des documents. La partition finale utilisée dans cette
partie est donc produite en utilisant le critère du maximum lifetime riterion.
5.3 Bilan
Nous avons introduit dans la méthode EWO l’utilisation d’un algorithme de cluste-
ring en deux points distincts : lors de la fiabilisation des données et lors de la détection
automatique des variations logiques. Le clustering nous permet de faire émerger au-
tomatiquement des structures de données qui sont ensuite visualisées par l’utilisateur
afin de leur donner un sens. Ainsi, les données mises en avant peuvent être conservées
ou non dans l’analyse. Si l’utilisateur choisit de les conserver dans l’analyse, il peut
ensuite attribuer à chaque cluster un libellé porteur de sémantique afin de réaliser la
description grammaticale des documents. Le clustering nous permet ainsi d’avoir une
vision à la fois synthétique et exhaustive des données puisque seuls quelques exemples
par cluster sont visualisés par l’utilisateur.
L’algorithme de clustering choisi ici est l’Evidence Accumulation Clustering intro-
duit par Fred et Jain [FJ02]. Cet algorithme nous permet de répondre à nos exigences de
génériité, puisqu’il n’impose pas de formes aux clusters recherchés, mais nous permet
aussi de ne pas solliciter l’utilisateur pour fixer les paramètres du clustering.
La minimisation du nombre de paramètres à fixer par l’utilisateur est cruciale dans
notre méthode puisque nous proposons à l’utilisateur, par la méthode EWO, d’acquérir
de la connaissance sur les documents à traiter. La détermination des paramètres est
une tâche qui nécessite des connaissances sur les données que l’utilisateur n’a pas. Dans
notre méthode, aucun paramètre n’est fourni ici par l’utilisateur. Pour les partitions
intermédiaires, chaque partition est construite avec des paramètres déterminés de ma-
nière aléatoire. Pour la détermination du nombre de clusters de la partition finale, nous




Dans ce chapitre, nous détaillons les points d’interaction entre l’utilisateur et la
méthode EWO (cf. figure 4.1). Pour chaque moment d’interaction, nous précisons à
quelle question l’utilisateur doit répondre, quelles sont les connaissances nécessaires
à l’utilisateur et enfin nous présentons aux lecteurs des extraits de l’interface afin de
visualiser ce qui est présenté à l’utilisateur.
L’interaction est intégrée dans notre méthode car comme nous l’avons présenté dans
les chapitres précédents la problématique étudiée est trop complexe pour permettre
une inférence entièrement automatique de la description grammaticale. Notre méthode
doit être capable de gérer de gros volumes de données bidimensionnelles, complexes et
bruitées. De plus, la méthode doit pouvoir fonctionner sur des corpus où aucune vérité
terrain n’est disponible du fait du coût prohibitif de l’annotation manuelle d’une vérité
terrain.
L’interaction avec l’utilisateur est effectuée en trois points différents de la méthode
EWO que nous allons maintenant détailler :
1. Fiabilisation des primitives ;
2. Détection des variations logiques ;
3. Inférence des opérateurs de position.
6.1 Fiabilisation des primitives
L’étape de fiabilisation des primitives est réalisé lorsqu’il n’y a pas de vérité ter-
rain étiquetée disponible (cf. section 4.1.4). Cette étape nécessite une interaction forte
avec l’utilisateur. Nous rappelons d’abord le principe général de la fiabilisation des
primitives.
Afin de fiabiliser les primitives, une partition de toutes les occurrences des primi-
tives extraites automatiquement est effectuée à l’aide de l’Evidence Accumulation Clus-
tering [FJ02]. Nous obtenons ainsi des clusters d’occurrences semblables. La décision de
conserver ou supprimer les occurrences est ensuite effectuée par cluster. L’intervention
de l’utilisateur se fait au niveau de la prise de décision de la conservation ou de la
suppression de chaque cluster.
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Pour la fiabilisation des primitives, l’utilisateur doit donc répondre à la question
fermée suivante :  onserve-t-on les observations ontenues dans le luster pour la
onstitution de la pseudo vérité terrain ? . Pour cela, il est nécessaire à l’utilisateur
de savoir quelles sont les primitives qu’il considère comme correctes pour la suite de
l’analyse.
En pratique, la fiabilisation se décompose en trois étapes différentes :
1. Sélection des variables à utiliser pour le clustering ;
2. Visualisation de la proposition de partition ;
3. Visualisation des clusters.
Pour la présentation des extraits de l’interface, nous nous basons sur l’exemple de
la fiabilisation des primitives correspondant au mot-clé « comparecen » dans des actes
de mariages mexicains d’archive (cf. chapitre 10).
Fig. 6.1 – Exemple de sélection des variables pour le clustering : le clustering est
effectué selon la position du mot-clé « comparecen » dans une zone de référence selon
l’axe des abscisses et des ordonnées
1 - Sélection des variables à utiliser pour le clustering : cette sélection est effec-
tuée par l’utilisateur en fonction des primitives à fiabiliser. Pour fiabiliser les primitives
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du mot-clé « comparecen », nous effectuons le clustering sur la position du mot-clé en
utilisant les coordonnées (Xd, Yd) du point haut gauche de sa boite englobante selon
l’axe des abscisses et des ordonnées. L’écran associé à cette sélection des variables est
présenté dans la figure 6.1.
2 - Proposition de partition : Le dendrogramme est affiché à l’utilisateur et la mé-
thode EWO propose un découpage du dendrogramme pour l’obtention de la partition
finale des données à partir du maximum lifetime riterion (cf. chapitre 5). La répar-
tition du nombre d’individus par cluster de la partition proposée est affichée. Dans
notre exemple, la méthode EWO nous propose une partition en 11 classes (figure 6.2).
L’utilisateur peut sur-segmenter les données en choisissant un autre découpage du den-
drogramme s’il juge que les clusters obtenus ne sont pas suffisamment compacts pour
permettre une prise de décision fiable.
Fig. 6.2 – Exemple d’affichage du dendrogramme obtenu pour la partition finale. Un
découpage en 11 clusters est proposé automatiquement par la méthode EWO
3 - Visualisation des clusters : Pour chaque cluster, le système sélectionne 6
exemples représentatifs du cluster et les présentent à l’utilisateur. L’utilisateur prend
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alors la décision de conserver ou supprimer toutes les occurrences du cluster de l’analyse.
Dans notre exemple, le cluster présenté dans la figure 6.3 est rejeté par l’utilisateur.
Dans l’interface, il lui suffit alors de cocher une case (encadrée en vert) pour indiquer
que toutes les occurrences qu’il contient sont donc supprimées de la pseudo vérité ter-
rain. En effet, les exemples nous montrent que le cluster ne contient pas des occurrences
du mot-clé « comparecen » mais des occurrences correspondant au mot « Ocupación ».
L’utilisateur supprime ainsi 2114 occurrences en une seule prise de décision et interac-
tion avec la méthode EWO.
L’utilisateur peut également accéder à la liste des toutes les occurrences conte-
nues dans le cluster et ainsi visualiser d’autres éléments que ceux présentés en tant
qu’exemples représentatifs. Cela est notamment utile dans le cas de petits clusters (en
nombre d’individus) présentant des données atypiques.
Fig. 6.3 – Exemple d’affichage d’un des clusters à l’utilisateur : sur la base des exemples
présentés, l’utilisateur décide de supprimer toutes les occurrences du cluster.
Lorsque l’utilisateur a visualisé chacun des clusters dans l’interface, l’ensemble des
occurrences à conserver est déterminé et la pseudo vérité terrain est constituée.
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6.2 Détection des variations logiques
La détection des variations logiques est basée sur un principe similaire à celui de
la fiabilisation des primitives (cf. section 4.2.1). Une partition des occurrences de la
vérité terrain ou de la pseudo vérité terrain est effectuée grâce à l’Evidence Accumula-
tion Clustering [FJ02]. Les clusters formés par cette partition sont ensuite présentés à
l’utilisateur.
Cependant, dans le cas de la détection des variations logiques, l’utilisateur ne répond
plus à une question fermée visant à conserver ou rejeter les occurrences du cluster. Sa
tâche consiste ici à attribuer un libellé à haque luster. Le libellé attribué est porteur
d’une sémantique. Il permettra à l’utilisateur d’indiquer dans la description gramma-
ticale quel type d’éléments sont décrits avec cette variante de règle. Le cluster peut
éventuellement être rejeté de l’analyse si l’utilisateur ne souhaite pas modéliser les
observations qu’il contient.
Nous retrouvons donc les mêmes trois étapes que pour la fiabilisation des primitives
(section 6.1). Nous prenons ici l’exemple de la détection des variations logiques pour
l’élément « coordonnées expéditeur » dans des courriers manuscrits.
(a) Exemple de sélection des variables pour le clus-
tering : le clustering est effectué selon la largeur et
la hauteur de la boite englobante
(b) Affichage du dendrogramme obtenu pour le
clustering des élément « coordonnées expéditeur ».
Une partition en deux classes est proposée par la
méthode EWO.
Fig. 6.4 – Extraits de l’interface graphique pour l’interaction entre l’utilisateur et la
méthode EWO lors de la détection des variantes logiques
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1 - Sélection des variables à utiliser pour le clustering : Les variables sélec-
tionnées par l’utilisateur pour effectuer le clustering sont la hauteur et la largeur de la
boite englobante des éléments « coordonnées expéditeur » (figure 6.4(a)).
2 - Proposition de partition : Le dendrogramme est affiché à l’utilisateur et la
méthode EWO propose automatiquement un découpage du dendrogramme pour l’ob-
tention de la partition finale. La méthode EWO propose ici une partition en deux classes
(figure 6.4(b)).
3 - Visualisation des clusters : Pour chaque cluster, la méthode EWO sélectionne
et présente des exemples représentatifs. L’utilisateur attribue ensuite à chacun des
clusters un libellé porteur de sémantique.
Dans notre exemple, le cluster présenté dans la figure 6.5 représente la variation
logique des coordonnées postales. Il suffit alors à l’utilisateur de nommer la variante
logique dans le champ encadré en vert sur la figure. Une fois le nommage effectué,
l’utilisateur visualise le second cluster détecté.
Fig. 6.5 – Présentation d’un cluster à l’utilisateur pour la détection des variations
logiques correspondant aux « coordonnées expéditeur » dans des courriers manuscrits
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Lorsque l’utilisateur a visualisé tous les clusters dans l’interface, l’ensemble des
variantes logiques a été détecté et nommé. L’utilisateur peut alors poursuivre l’inférence
progressive de la règle dans la méthode EWO en inférant la structure physique de
l’élément (positionnement et propriétés physiques).
6.3 Opérateurs de position
Lors de l’apprentissage de la structure physique des documents, des opérateurs de
position sont inférés (cf. section 4.2.2.1). L’utilisateur intervient dans cette inférence en
déterminant l’opportunité d’utiliser un opérateur de position absolu ou relatif. Lors du
choix d’un opérateur de position relatif, c’est l’utilisateur qui indique quels éléments
doivent être utilisés comme référence pour le positionnement. La référence est influencée
par l’ordre des règles et le rappel et la précision obtenus pour chaque type d’éléments.
En pratique, il y a donc deux interactions différentes entre l’utilisateur et la méthode
EWO pour l’inférence des opérateurs de position :
1. Choix d’un opérateur de position absolu ou relatif ;
2. Nommage de chacune des variantes automatiquement détectées par la méthode
EWO de l’opérateur de position. Comme dans le cas de la détection des variantes
logiques (cf. section 6.2), le libellé est porteur d’une sémantique.
Nous présentons les extraits de l’interface sur l’exemple de l’inférence d’un opérateur
de position absolu correspondant à l’élément logique « date, lieu » dans des courriers
manuscrits.
Lorsque l’opérateur de position est inféré, les différentes variantes sont présentées
à l’utilisateur de manière synthétique dans une page normalisée (figure 6.6 - encadré
rouge). Dans notre exemple, deux variantes physiques différentes ont été automatique-
ment détectées. L’utilisateur peut également instancier sur les différents documents de
l’ensemble d’apprentissage l’opérateur de position inféré (figure 6.7).
Si différentes variantes existent pour l’opérateur de position, l’ordre optimal lui est
indiqué (figure 6.6 - encadré vert). Pour l’opérateur de position de « date, lieu », l’ordre
optimal proposé par la méthode EWO est :
1. Variante représentée en gris, correspondant au coin haut droit de la page ;
2. Variante représentée en vert, en haut à droite de la page sous la variante repré-
sentée en gris.
Pour chacune des variantes, l’utilisateur indique le nom de la variante en indiquant
un libellé porteur d’une sémantique (figure 6.6 - encadré bleu). Dans notre exemple, la
variante représentée en gris est nommée « coinHautDroit » par l’utilisateur.
Le code de l’opérateur de position à intégrer dans la description grammaticale est
alors généré (figure 6.6 - encadré jaune) en utilisant le libellé fourni par l’utilisateur.
Ce code permet de définir l’opérateur de position dans la description grammaticale.
Il comprend les coordonnées des coins haut gauche et bas droit définissant sa boite
englobante ainsi que les coordonnées de son point d’ancrage.
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Fig. 6.6 – Exemple d’inférence d’un opérateur de position absolu : la méthode EWO
représente les différentes variantes détectées dans une page normalisée (encadré rouge).
L’ordre optimal inféré est indiqué à l’utilisateur (encadré vert). L’utilisateur nomme
chacune des variantes détectées par la méthode (encadré bleu) et le code correspondant
est automatiquement généré (encadré jaune).
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Fig. 6.7 – Exemple d’instanciation d’un opérateur de position absolu sur un document
6.4 Bilan
Dans ce chapitre, nous avons présenté le mode d’interaction entre la méthode EWO
et l’utilisateur. Dans notre méthode, l’utilisateur est sollicité le moins possible afin
d’avoir une méthode d’extraction de la connaissance pour la description de système de
reconnaissance de documents la plus générique et automatique possible. L’utilisateur est
sollicité afin d’apporter du sens aux structures de données détectées automatiquement
dans le corpus traité.
Les questions posées à l’utilisateur sont principalement de deux types : 1) « Faut-il
conserver les données présentées ? » 2) « Quel libellé porteur de sens peut être attri-
bué au groupe de données visualisé ? ». Cette interaction limitée avec l’utilisateur nous
permet de constituer l’ensemble de données utilisées pour l’inférence des règles, de
déterminer la structure logique des documents à reconnaitre et d’inférer les positionne-
ments.
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Conclusion de la deuxième partie
Dans cette partie, nous avons présenté EWO, une nouvelle méthode de construc-
tion d’un système de reconnaissance complet avec apprentissage semi-automatique et
interactif. Cette étape d’apprentissage permet la modélisation de connaissances com-
plexes sur des données hétérogènes, bidimensionnelles en grande quantité. La méthode
proposée est indépendante de tout système de reconnaissance de documents syntaxique.
Décomposition en sous-problèmes
La méthodologie complète repose sur une décomposition en sous-problèmes de la
description globale du document et une résolution progressive des sous-problèmes (cf.
figure 3.3). Chaque sous-problème est alors résolu manuellement par l’utilisateur si ses
connaissances sont suffisantes, ou par apprentissage semi-automatique et interactif à
l’aide de la méthode EWO si ses connaissances ne sont pas suffisantes et/ou que la
variabilité des données est trop importante. La résolution de chaque sous-problème
permet de générer des règles à intégrer dans la description grammaticale complète
ainsi que des données étiquetées qui viennent s’ajouter aux données déjà connues. Ces
données augmentent nos connaissances sur les documents et sont utilisables pour la
résolution des sous-problèmes restants.
L’utilisation d’EWO permet d’avoir une vue exhaustive sur les documents à re-
connaitre, contrairement à une approche manuelle qui se base en général sur un petit
échantillon de documents. Cet échantillon n’est alors pas forcément représentatif de
l’ensemble des documents à traiter. La méthode EWO permet de plus un apprentissage
sans vérité terrain annotée manuellement. La méthodologie d’acquisition des données
est réutilisable quelle que soit la méthode utilisée pour la reconnaissance des documents.
Inférence automatique et interactive de règles
La méthode EWO se décompose en trois étapes principales :
1. Acquisition des données ;
2. Inférence des règles ;
3. Assistance à l’intégration dans une description grammaticale.
Ces trois étapes nous permettent de proposer une solution complète partant des docu-
ments à analyser pour arriver aux règles qui permettront de résoudre le sous-problème
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considéré. L’inférence globale d’une règle est faite progressivement en inférant la struc-
ture logique, puis en inférant les positionnements et les propriétés physiques. Pour ce
faire, la méthode EWO repose sur deux éléments majeurs : l’émergence automatique
de structures grâce à un algorithme de clustering et une interaction avec l’utilisateur
pour donner un sens à ces structures détectées automatiquement.
Émergence automatique de structures
Le clustering permet de donner une vision à la fois synthétique et exhaustive des
données. Comme nous l’avons montré dans cette partie, nous nous sommes attachés à
minimiser l’intervention de l’utilisateur pour la réalisation du clustering, notamment
en minimisant le nombre de paramètres fixés manuellement. En effet, il faut déjà avoir
de bonnes connaissances sur les données pour être capable de fixer les paramètres d’un
algorithme de clustering. Nous avons pour cela utilisé l’EAC clustering [FJ02].
L’EAC clustering présente plusieurs avantages nous permettant de répondre aux
contraintes que nous nous sommes fixées. De par son approche ensembliste, l’EAC
clustering n’impose pas de formes aux clusters détectés. Cela nous garantit une bonne
adaptabilité quel que soit le jeu de données à analyser ce qui favorise la généricité
de notre approche. De plus, l’EAC clustering propose une méthode pour déterminer
le nombre de clusters de la partition automatiquement. Cela nous permet donc de
minimiser l’intervention de l’utilisateur lors de la construction de la partition.
Apporter du sens aux données
L’émergence de structures de données est réalisée de manière la plus automatique
possible dans la méthode EWO. Cependant, pour pouvoir utiliser ces structures de
données pour réaliser l’inférence des règles, il nous est indispensable de solliciter l’utili-
sateur. Ces sollicitations vont nous permettre d’apporter du sens aux données détectées
automatiquement.
Cependant, si l’interaction avec l’utilisateur est indispensable, nous nous sommes
attachés à la minimiser. Son rôle ici est de répondre principalement à deux types de
question : « Faut-il conserver les données présentées ? » et « Quel libellé porteur de sens
peut être attribué au groupe de données visualisé ? ». Ces sollicitations de l’utilisateur
sont utilisées lors de la construction de l’ensemble de données étiquetées et lors de la
détection des variations logiques pour l’inférence de la structure.
Nous allons montrer dans la partie suivante trois descriptions grammaticales construites
à l’aide de la méthode EWO. Ces descriptions grammaticales permettent de valider







Nous avons présenté le fonctionnement de notre méthode, dont le but est de per-
mettre une inférence interactive et automatique des règles, avec ou sans vérité terrain,
pour la spécification de systèmes de reconnaissance de documents. Nous présentons
maintenant des applications de notre méthode.
Ces travaux nous permettent de valider séparément les différents étapes mises en
œuvre dans la méthode EWO ainsi que leur fonctionnement global pour la spécification
de système de reconnaissance de documents complet. L’ensemble de ces applications
est récapitulé dans le tableau 6.1.
Dans le chapitre 7, nous introduisons la méthode DMOS qui est le système syn-
taxique de reconnaissance de la structure de documents que nous utilisons pour les
expérimentations.
La première application, présentée dans le chapitre 8 se place dans le cadre de la
reconnaissance de courriers manuscrits en français. Dans ce contexte, nous présentons
les résultats obtenus de deux expérimentations. La première de ces expérimentations
porte sur l’évaluation seule de l’inférence automatique des opérateurs de position. La
seconde expérimentation vise à valider la méthode complète EWO dans le cadre de
l’utilisation d’une vérité terrain annotée par des opérateurs humains.
Dans le chapitre 9, nous présentons les résultats obtenus sur le corpus de la cam-
pagne internationale Maurdor, lors de la tâche d’étiquetage logique des documents.
Pour cette campagne, la méthode EWO est utilisée dans le cadre de documents avec
une vérité terrain annotée disponible et où la segmentation des éléments à reconnaître
est connue. Cette application nous permet de valider les fonctionnalités d’inférence des
règles (cf. tableau 6.1).
Dans le chapitre 10, nous présentons les expérimentations effectuées avec la mé-
thode EWO sur un corpus sans vérité terrain, les registres de mariages mexicains. Pour
cette application, nous avons utilisé une seule source de données pour l’extraction des
primitives, des mots-clés extraits avec des modèles de points d’intérêt (POI). Cette
application nous permet de valider les fonctionnalités d’acquisition des données sans
vérité terrain et d’inférence des règles (cf. tableau 6.1).
Nous attirons l’attention du lecteur sur le fait que l’évaluation de l’apport de la
méthode et du coût de l’interaction sont difficiles à quantifier. En effet, il faudrait
pouvoir évaluer le temps passé avec la méthode EWO pour concevoir une description
grammaticale par rapport au temps passé pour une description manuelle des mêmes
documents. Pour la constitution de la pseudo vérité terrain, si nous comptabilisons des
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actions abstraites (prise de décision pour un cluster, annotation d’un éléments, etc.),
nous allons alors comparer des grandeurs différentes ce qui doit être fait avec précaution.
Lorsqu’un système de reconnaissance syntaxique décrit manuellement pré-existait, nous
comparons les performances obtenues par notre système avec celles du système existant.
Nous nous assurons ainsi que les performances sont au moins comparables en utilisant la
méthode EWO pour inférer les règles de la description grammaticale, tout en réduisant
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Pour les expérimentations, nous nous basons sur une méthode syntaxique déjà exis-
tante pour laquelle nous utilisons la méthode EWO dans le processus d’écriture de
la description grammaticale. Nous proposons de travailler dans le contexte de la mé-
thode DMOS-P (Description et MOdification de la Segmentation avec vision Percep-
tive), développée dans l’équipe Intuidoc par Coüasnon [Cou06] et Lemaitre [LL08] pour
l’introduction de la vision perceptive. Cette méthode est une méthode syntaxique gé-
nérique permettant la reconnaissance de documents structurés. La méthode DMOS-P
repose sur une description spécifique des contenus à extraire, reconnaître et structurer
pour un type de documents. Un programme d’interprétation dédié est ensuite généré
automatiquement à partir de cette description.
L’architecture globale de la méthode DMOS-P est présentée dans la figure 7.1.
La description symbolique du contenu de la page est réalisée à l’aide d’un lan-
gage grammatical déclaratif appelé EPF (Enhaned Position Formalism). Le forma-
lisme grammaticale EPF permet d’effectuer une description graphique, syntaxique et
sémantique d’un type de documents. Cette description forme le niveau symbolique de la
méthode et contient la connaissance spécifique à chaque type de documents. La gram-
maire définie en EPF utilise pour terminaux des primitives extraites directement dans
l’image : les segments et les composantes connexes à différents niveaux de résolution.
Les primitives peuvent également être des éléments plus complexes comme des lignes de
texte, des traits dans l’image ou tout résultat d’une analyse précédente. Une fois la des-
cription réalisée dans le langage EPF, l’analyseur associé est produit automatiquement
par une étape de compilation.
La particularité de cette méthode est donc de séparer la connaissance liée à chaque
type de document, du noyau. La généricité de cette méthode a été validée sur de
nombreux types de documents : partitions musicales, tableaux, formulaires, documents
d’archives, et à grande échelle, sur plus de 700 000 documents.
Des extensions de la méthode DMOS ont été proposées :
– l’intégration de mécanismes perceptifs (méthode DMOS-P) pour améliorer la dé-
tection de traits effacés [LCC07] et de lignes de texte [LCC09] ;







- gestion du bruit
- terminaux
Choix du calque courant
Description symbolique
Description grammaticale














Fig. 7.1 – Architecture globale de la méthode DMOS-P
– l’intégration de mécanisme statistiques pour obtenir une grammaire localement
stochastique [MCL11] ;
– la prise en compte du fonds documentaire pour tirer profit des connaissances
contextuelles dans le processus de reconnaissance [Cha13].
La méthode EWO présentée dans cette thèse est indépendante de la méthode
DMOS-P. La méthode EWO pourrait être utilisée sur un autre système de reconnais-
sance de structures de documents. DMOS-P sert ici de plateforme de validation. La
méthode EWO intervient au niveau de la description grammaticale des documents à
étudier. Le concepteur de la grammaire peut alors décrire les documents de manière
semi-automatique et interactive, contrairement à la description manuelle qui était faite
auparavant.
Chapitre 8
Avec vérité terrain : courriers
manuscrits
La première application présentée consiste en l’évaluation de l’efficacité de la mé-
thode EWO pour des corpus avec une vérité terrain. Nous avons pour cela travaillé
sur la reconnaissance de courriers manuscrits en français. Les documents utilisés sont
ceux du projet RIMES : Recherche et Indexation de données Manuscrites et de fac-
similES [GCG+06]. Le corpus de documents est un corpus de documents homogènes
pour lesquels la vérité terrain est onnue. Nous comparons notre approche combinant
description grammaticale et inférence statistique avec les résultats obtenus par des
méthodes purement syntaxiques et des méthodes purement statistiques sur le corpus
RIMES.
Dans ce chapitre, nous présentons d’abord le projet RIMES et la tâche de recon-
naissance de courriers manuscrits. Puis nous présentons l’évaluation réalisée sur la
pertinence de l’inférence des opérateurs de position par la méthode EWO. Nous pré-
sentons ensuite les résultats obtenus lors de l’inférence d’une description grammaticale
complète pour la reconnaissance des courriers manuscrits.
8.1 Présentation des données
Le projet RIMES porte sur la reconnaissance de courriers manuscrits en français.
Le concours organisé dans le cadre de ce projet comportait plusieurs tâches : structu-
ration sémantique, reconnaissance d’écriture manuscrite, reconnaissance de scripteur,
reconnaissance de logo et extraction d’informations. Dans la thématique structuration
sémantique, nous nous intéressons ici en particulier à la reconnaissance de la structure
de courriers manuscrits.
La tâche de reconnaissance de la structure des courriers manuscrits consiste à seg-
menter et à étiqueter les huit types de blocs suivants (figure 8.1) :
– coordonnées de l’expéditeur (magenta) ;
– coordonnées du destinataire (cyan) ;
– date et lieu (rouge) ;
107
108 Avec vérité terrain : courriers manuscrits
– objet (vert clair) ;
– ouverture (jaune) ;
– corps de texte (orange) ;
– signature (vert foncé) ;
– PS et pièce jointe (bleu).
Fig. 8.1 – Blocs à localiser et à étiqueter dans les courriers manuscrits (voir les signi-
fications des couleurs dans la partie 8.1)
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Le corpus RIMES est composé de 1250 documents. Une vérité terrain produite
manuellement est disponible sur les documents du corpus RIMES. Cette vérité terrain
contient la boite englobante de chaque élément logique avec son étiquette ainsi que la
transcription du texte contenu dans chaque boite englobante.
La reconnaissance des courriers manuscrits doit faire face aux difficultés rencontrées
dans les documents manuscrits non contraints. En effet, même si les usages français
définissent la manière d’organiser un courrier, cette organisation n’est pas toujours res-
pectée dans les courriers manuscrits. Les coordonnées expéditeur peuvent par exemple
être placées en haut à droite du courrier alors que les conventions nous indiquent de
les placer en haut à gauche.
La tâche à laquelle nous nous consacrons est la segmentation de la page en blocs de
texte avec une seule fonction logique. Il est indispensable de pouvoir prendre en compte
la structure logique pour réaliser la segmentation physique.
8.2 Évaluation
8.2.1 Métrique
Pour évaluer nos résultats, nous avons utilisé la métrique du concours RIMES, dans
sa deuxième version proposée en 2008 [GCBG09]. Cette métrique permet de produire
un taux global d’erreur sur l’étiquetage complet d’un ensemble de documents.
Le taux d’erreur est calculé en comparant les étiquettes attribuées à chacun des
pixels de l’image avec celles contenues dans les vérités terrain. Seuls les pixels noirs
sont pris en compte, dans une image binarisée. Le taux d’erreur global représente le
taux de pixels noirs de l’image ayant été mal étiquetés.
8.2.2 Méthodes existantes
Plusieurs méthodes ont été créées pour répondre à la problématique du concours
RIMES, la reconnaissance de courriers manuscrits en français. Nous présentons ici
quatre systèmes complets différents, deux systèmes statistiques et deux systèmes syn-
taxiques :
– un système purement syntaxique décrit avec la méthode DMOS (Description and
Modification of Segmentation) proposé par Lemaitre [LCC08]. Ce système à base
de règles a été décrit intégralement manuellement ;
– un système utilisant la méthode DMOS combinant une approche structurelle et
une approche statistique, proposé par Maroneze [MCL11]. La description structu-
relle décrite manuellement par Lemaitre [LCC08] est utilisée en la combinant avec
une approche stochastique à l’aide de l’opérateur FIND_BEST_FIRST pour la
recherche de la meilleure proposition pour l’élément « ouverture » ;
– une approche basée sur les champs aléatoires de Markov en utilisant des carac-
téristiques structurelles et spatiales, complétée par un post-traitement, proposée
par Lemaitre [LGGP07] ;
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– une approche basée sur les CRF (Conditional Random Fields) combinant un
modèle CRF pour diviser le document et un autre modèle de CRF pour assigner
une étiquette logique à chaque ligne, proposée par Montreuil [MNGH10].
8.3 Opérateurs de position
Dans cette partie, nous voulons montrer l’efficacité de la méthode EWO pour l’infé-
rence d’opérateurs de position dans une méthode syntaxique. Nous rappelons qu’avant
l’introduction de la méthode EWO, les opérateurs de position étaient décrits manuel-
lement par l’utilisateur.
8.3.1 Approche
L’inférence des opérateurs de position a été validée sur les documents du corpus
RIMES indépendamment du fonctionnement global de la méthode EWO. Pour ce faire,
nous avons remplacé les opérateurs de position définis manuellement par des opérateurs
de position inférés de manière automatique dans une grammaire existante. Des exemples
d’opérateurs de position ont été donnés dans la section 4.2.2.1. La grammaire utilisée est
celle soumise lors du concours RIMES de 2008 par Lemaitre [LCC08]. Pour l’inférence
des opérateurs de position, nous nous sommes basés sur la vérité terrain disponible
pour le corpus de documents RIMES.
Nous avons utilisé les mêmes bases d’apprentissage et de test que celles de Lemaitre
[LCC08]. L’ensemble d’apprentissage est composé de 300 lettres manuscrites, l’ensemble
de test est composé de 950 documents.
8.3.2 Résultats
Les résultats obtenus, présentés dans le tableau 8.1, valident l’utilisation de la mé-
thode EWO pour l’inférence des opérateurs de position. En effet, l’utilisation de la mé-
thode EWO pour l’inférence des opérateurs de position permet de diminuer le nombre
de paramètres à définir manuellement tout en diminuant le taux d’erreur global. Cette
expérimentation montre que l’apprentissage automatique des opérateurs de position





Nombre de paramètres manuels 102 66
Nombre de paramètres automatiques 0 48
Taux d’erreur global 11,34 9,78
Tab. 8.1 – La méthode EWO permet une diminution du nombre d’opérateurs de posi-
tion définis manuellement tout en diminuant le taux d’erreur global (résultats obtenus
sur 950 documents)
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L’ensemble des opérateurs de position n’a pas été appris dans cette approche car
nous n’avons pas procédé à une augmentation de la vérité terrain (cf. section 4.1.4).
Nous n’avons alors pas pu inférer l’ensemble des opérateurs de position portant sur
les lignes de texte, granularité non disponible dans la vérité terrain. Ceci explique la
présence de 66 paramètres décrits manuellement dans notre version de la description
grammaticale.
Les résultats montrent donc la pertinence et l’efficacité de l’inférence automatique
des opérateurs de position proposée par la méthode EWO. Le temps nécessaire à leur
description est fortement réduit tout en offrant de meilleures performanes que les
opérateurs de position définis manuellement, le taux d’erreur passant de 11,34 à 9,78.
8.4 Grammaire complète
Dans cette partie, nous cherchons à démontrer l’intérêt de la méthode EWO pour
la desription d'un système omplet. Nous nous plaçons dans le cadre spécifique de
documents avec une vérité terrain annotée pour lesquels nous avons procédé à une
augmentation de la vérité terrain (cf. section 4.1.4).
8.4.1 Approche
Une description grammaticale complète a été générée en utilisant la méthode EWO
pour la reconnaissance de courriers manuscrits en français. Nous avons utilisé pour cela
la vérité terrain manuellement annotée fournie dans le cadre du projet RIMES. Cette
vérité terrain a été augmentée avec des lignes de texte et des omposantes onnexes selon
le mécanisme présenté dans la section 4.1.2. Ces primitives d’analyse de la grammaire
ont notamment été utilisées pour résoudre les problèmes de segmentation.
Chacun des huit types d’éléments logiques décrivant un courrier a été analysé indé-
pendamment avec la méthode EWO. Cette analyse a permis l’inférence des variations
logiques ainsi que l’inférence de la structure physique (opérateurs de position et pro-
priétés physiques). La méthode EWO a également été utilisée pour déterminer l’ordre
des règles de la description grammaticale comme nous l’avons présenté dans la section
4.3.2.
Comme dans le système présenté par Maroneze [MCL11], nous nous sommes ap-
puyés sur un classifieur pour la reconnaissance de l’élément logique « ouverture ». En
effet, l’analyse du vocabulaire dans la méthode EWO nous a confirmé le vocabulaire
très restreint utilisé dans le corpus. De plus, les simulations de la règle grammati-
cale effectuées sous la forme de requêtes dans la méthode EWO nous ont montré
que les propriétés physiques seules ne nous permettent pas d’identifier correctement
l’ouverture. Cependant, contrairement à Maroneze nous n’avons pas utilisé l’opérateur
FIND_BEST_FIRST. En effet les informations inférées sur la structure physique grâce
à la méthode EWO limitent naturellement la confusion.
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8.4.2 Résultats
Les résultats présentés dans le tableau 8.2 comparent les taux d’erreur du système de
reconnaissance produit en utilisant la méthode EWO et des quatre systèmes présentés
dans la section 8.2.2 sur la base de test de la compétition RIMES (100 documents).
Système Taux d’erreur
Approche syntaxique (DMOS) [LCC08] 8,97
Approche syntaxique (DMOS) et FBF [MCL11] 5,53
Approche statistique basée sur un MRF [LGGP07] 8,53
Approche statistique basée sur des CRF [MNGH10] 6,33
Méthode EWO 5,82
Tab. 8.2 – Taux d’erreur obtenus sur la base de test de la compétition RIMES (100
documents) pour la tâche d’analyse du document
Le tableau 8.2 montre que le système de reconnaissance construit en utilisant la mé-
thode EWO obtient des résultats comparables à ceux obtenus avec le meilleur système
statistique [MNGH10] et à ceux obtenus avec le meilleur système syntaxique décrit ma-
nuellement [MCL11]. En comparaison avec une approche purement syntaxique, notre
méthode permet de définir plus rapidement la description grammaticale. En comparai-
son avec la méthode statistique, notre méthode permet d’assurer la cohérence des blocs
de texte.
Afin de compléter ces résultats obtenus sur la base de test assez restreinte de la com-
pétition RIMES (100 documents), le tableau 8.3 présente les résultats obtenus sur les
ensembles d’apprentissage, de validation et de test. Les résultats sur les ensembles d’ap-
prentissage et de validation ne sont pas disponibles pour les autres méthodes évaluées
lors de la compétition. Les performances stables sur ces trois ensembles de documents
montrent la fiabilité du système défini en utilisant la méthode EWO. Nous n’avons pas
effectué de validation croisée car la méthode EWO nécessite une interaction avec l’uti-
lisateur. Celui-ci acquiert des connaissances à chaque utilisation de la méthode EWO
sur le corpus. Nous ne pourrions donc pas considérer la phase d’apprentissage sur un
échantillon comme indépendante de celles effectuées sur les autres échantillons.




Tab. 8.3 – Taux d’erreurs obtenus en utilisant la méthode EWO sur les bases d’ap-
prentissage, validation et test de la compétition RIMES pour la tâche d’analyse de
documents
Les résultats prouvent l’efficacité de la méthode EWO à produire de manière semi-
automatique et interactive une description grammaticale complète. L’utilisation de la
vérité terrain augmentée a permis de résoudre efficacement la tâche de segmentation
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des blocs de texte. Le système ainsi produit dépasse les limites des approches actuelles.
En effet, contrairement aux deux méthodes syntaxiques, il n’y a pas eu de description
manuelle des systèmes et l’utilisateur a eu une vue exhaustive sur les documents à
traiter. De plus, contrairement aux deux méthodes statistiques présentées, le système
produit avec la méthode EWO assure la cohérence des blocs de texte, permet de gérer
les cas rares et d’introduire facilement de la connaissance.
8.5 Apports de notre approche
L’application présentée nous permet de valider la méthode EWO dans le cadre
d’une utilisation sur un corpus avec vérité terrain. Nous avons évalué indépendamment
l’apport de la méthode EWO pour l’inférence des opérateurs de position. Nous avons
également mis en avant les avantages de la méthode EWO pour l’inférence d’une des-
cription grammaticale complète. Pour cette tâche, nous avons de plus validé l’intérêt
de l’augmentation de la vérité terrain.
La comparaison avec des opérateurs de positions décrits manuellement permet de
montrer l’efficacité de l’inférence des opérateurs de position. En effet, les résultats
obtenus avec les opérateurs de position inférés sont meilleurs que ceux obtenus avec
les opérateurs de position définis manuellement. Dans le même temps, le nombre de
paramètres devant être définis manuellement par l’utilisateur est diminué, réduisant le
temps nécessaire à la définition de la description grammaticale.
La comparaison des résultats obtenus par le système de reconnaissance produit
avec la méthode EWO et les autres systèmes purement syntaxiques et statistiques de
la littérature a montré la pertinence de notre approche. En effet, nous avons obtenu
des résultats comparables à ceux des meilleurs systèmes de chaque catégorie tout en
réduisant le temps nécessaire à la création de la description grammaticale. Le sys-
tème produit présente de plus certains avantages par rapport aux systèmes statistiques
présentés. En effet, il est compréhensible par un être humain, capable de décrire une
structure hiérarchique complexe, assure la cohérence des blocs et est capable de gérer
les cas rares.
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Chapitre 9
Documents hétérogènes : le
corpus MAURDOR
La seconde application présentée porte sur un corpus de documents hétérogènes
(type de documents, langue des documents, manuscrits et dactylographiés). Pour cela,
nous avons participé à la tâche d’extraction de la structure logique de la campagne
MAURDOR [BGG+14]. Sur ce corpus, nous avons évalué l’apport de la méthode EWO
pour la description de la structure logique et physique de documents et pour l’amé-
lioration de la définition des règles dans le cas d’un corpus avec vérité terrain. Notre
méthode a été utilisée pour la participation au deuxième tour de la campagne d’éva-
luation, en décembre 2013. Une vérité terrain détaillée est connue pour chacun des
documents (position spatiale, langue, transcription, etc.).
La particularité de la tâche d’extraction de la structure logique (module 5) dans
le cadre de la campagne MAURDOR est que la segmentation des douments est déjà
onnue et est fournie en entrée du système construit. La tâche se rapproche alors d’une
tâche de classification. Nous comparons les résultats obtenus par notre approche sta-
tistique avec ceux obtenus par l’autre système présenté lors de la campagne. Ce second
système se base sur une approche syntaxique avec un classifieur SVM multiclasses et
des règles simples décrites manuellement. Cette comparaison nous permet de valider
les apports de notre méthode EWO pour la description de règles, apportant une vision
exhaustive sur les données.
Dans ce chapitre, nous présentons d’abord le contexte de la campagne Maurdor
et la tâche d’extraction de la structure logique. Nous présentons ensuite les résultats
obtenus avec la description grammaticale obtenue en utilisant la méthode EWO.
9.1 Présentation du corpus
Nous présentons d’abord le corpus de la campagne Maurdor, puis la tâche d’extrac-
tion de la structure sur laquelle nous nous sommes focalisés.
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9.1.1 Campagne MAURDOR
Le corpus de la campagne MAURDOR contient des documents mixtes (dactylogra-
phiés et manuscrits) très hétérogènes. Les documents sont regroupés en cinq catégories :
– C1 : Formulaire imprimé (rempli en manuscrit) ;
– C2 : Document commercial, privé ou professionnel, imprimé ou photocopié (
devis, bon de commande, bordereau de livraison ou facture, page de catalogue,
tract politique ou commercial, article de presse, contrat ou document juridique,
document administratif ou officiel, note de frais, ticket de caisse, récépissé, chèque,
reçu bancaire, carte, plan, dessin, confirmation de réservation de transport ou
d’hébergement, etc.) ;
– C3 : Correspondance privée manuscrite sur papier libre ou à en-tête, carte de
félicitation, d’invitation, de remerciements, page de cahier ou de bloc-notes, note
manuscrite ou « post-it », etc.) ;
– C4 : Correspondance privée ou professionnelle dactylographiée (courrier dacty-
lographié, note de service, ordonnance médicale, impression de courriel, page de
garde de fax ;
– C5 : Autres types de documents : plan, schéma, dessin, croquis réalisé « à main
levée », tableau de chiffres ou de codes alphanumériques, échec de numérisation
ou d’impression/document illisible ou inexploitable.
Le tableau 9.1 présente la répartition des 10 000 documents du corpus dans les
différentes catégories.
Catégorie C1 C2 C3 C4 C5
Fréquence 12% 40% 25% 20% 3%
Tab. 9.1 – Répartition des documents du corpus MAURDOR dans les différentes ca-
tégories
Les polices et la taille des caractères des documents dactylographiées sont très
variables et les documents ont été numérisés selon différentes méthodes. Ces documents
peuvent contenir des logos, des tampons d’entreprises ou de particuliers, des tableaux ou
des graphiques en plus des zones de texte. La langue principale du document peut être
l’anglais, l’arabe ou le français. La répartition entre les différentes langues est présentée
dans le tableau 9.2. Cette répartition est respectée autant que possible dans chaque
catégorie de documents. Il est possible que les documents contiennent des éléments de
texte dans une autre langue.
Langue Anglais Arabe Français
Fréquence 25% 25% 50%
Tab. 9.2 – Répartition des documents du corpus MAURDOR dans les différentes
langues
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(a) C1 : Formulaire en français (b) C2 : Facture en arabe (c) C3 : Exemple de courrier ma-
nuscrit en anglais
(d) C4 : Exemple de courrier
dactylographié en arabe
(e) C5 : Exemple de dessin
Fig. 9.1 – Exemples de documents du corpus MAURDOR pour chacune des catégories
du corpus
Selon les contraintes de la compétition MAURDOR, la reconnaissance complète des
documents est décomposée en cinq modules. Les modules sont abordés séquentiellement
comme représenté dans la figure 9.2. L’évaluation de chaque module est faite indépen-
damment des résultats obtenus pour les autres modules à l’exception de l’évaluation
« end-to-end », qui consiste en l’évaluation d’un système complet contenant tous les
modules. Pour permettre l’évaluation isolée d’un module, les résultats attendus des
modules précédents sont communiqués aux participants.












M5 : Extraction 
de la structure 
logique
Fig. 9.2 – Chaîne de traitement complète de la reconnaissance des documents pour la
campagne MAURDOR
9.1.2 Module 5 : Extraction de la structure logique
L’extraction de la structure logique se décompose en plusieurs opérations : identi-
fication des fonctions des zones textuelles, de l’ordre de lecture et des groupes. Pour
la participation au module 5 d’extraction de la structure logique, nous possédons en
entrée du module les informations suivantes :
– l’orientation de la page ;
– le type de chaque zone (zone textuelle, zone graphique, etc.) ;
– pour les zones textuelles :
– le type d’écriture (manuscrite ou dactylographiée),
– la langue du texte,
– la transcription du texte.
Fonctions des zones textuelles Les zones textuelles peuvent avoir auune, une ou
plusieurs fontions logiques spécifiques que nous cherchons ici à identifier. Les différentes
fonctions logiques à identifier sont :
– title (s’il s’agit du titre du document) ;
– referene (s’il s’agit de la référence du document) ;
– date (s’il s’agit de la date à laquelle le document a été rédigé) ;
– loation (s’il s’agit du lieu où le document a été rédigé) ;
– objet (si un objet explicite est spécifié) ;
– header (s’il s’agit d’un en-tête de page) ;
– footer (s’il s’agit d’un pied de page) ;
– legend (s’il s’agit de la légende d’un tableau ou d’un graphique ;
– annotation (s’il s’agit d’une annotation relative à une partie du document) ;
– text_setion (s’il s’agit d’un corps de texte).
Un exemple d’étiquetage des zones textuelles est présenté dans la figure 9.3(a).
Ordre de lecture L’ordre de lecture doit être retrouvé pour certaines zones. C’est le
cas notamment pour les réponses dans un formulaire qui sont ainsi liés à la question à
laquelle elles répondent (figure 9.3(b)). Les colonnes d’un journal sont également liées
entre elles grâce à l’ordre de lecture.
Groupes Certaines zones sont regroupées sans qu’il existe un ordre de lecture entre
elles. C’est le cas par exemple d’un graphique et sa légende ou d’une case à cocher et
du libellé qui lui est associé (figure 9.3(c)).
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(a) Exemple d’étiquetage des fonctions des zones textuelles
(b) Exemple d’ordre de lecture
(c) Exemple de détermination de groupe
Fig. 9.3 – Exemples 9.3(a), 9.3(b) et 9.3(c) illustrant les trois tâches du module 5
d’extraction de la structure logique
120 Documents hétérogènes : le corpus MAURDOR
9.2 Évaluation
Nous souhaitons ici évaluer l’intérêt de la méthode EWO dans le cadre d’un corpus
hétérogène avec une vérité terrain richement détaillée. Nous validons ici l’inférene de
la struture logique ainsi que la desription de la struture physique. Nous n’avons pas
procédé à une augmentation de la vérité terrain, notamment car les éléments à étiqueter
sont les blocs déjà segmentés.
9.2.1 Base de documents
Le système de reconnaissance produit grâce à la méthode EWO a été évalué lors du
second tour de la campagne MAURDOR. L’évaluation a été réalisée sur 1000 documents
respectant les mêmes proportions que les échantillons utilisés pour l’apprentissage.
9.2.2 Métrique utilisée
La métrique de la compétition se base sur un score de zone. Chaque zone est définie
par quatre caractéristiques qui peuvent être vides si aucune structure logique n’est
rattachée à la zone :
– le sous-type sémantique contient une information du type corps de texte, lé-
gende... ;
– la zone qui précède, dans l’ordre de lecture, celle étudiée ;
– l’ensemble E des zones présentes dans un même groupe non-ordonné que la zone
étudiée.
Chacune des caractéristiques donne lieu à un score compris entre 0 et 1. Pour les
deux premières caractéristiques, 1 point est comptabilisé par réponse correcte. Pour la
dernière, la moyenne harmonique (F-mesure) de la précision et du rappel est calculée
après avoir ajoutée la zone étudiée aux ensembles hypothèse et référence. Chaque zone
se voit attribuer un score de zone correspondant à la moyenne des trois scores précé-
demment obtenus. La moyenne de l’ensemble des scores de zones est calculée au niveau
du document. Puis, la moyenne des scores des documents est calculée au niveau de la
collection, ce qui correspond au score brut Sb.
Sb est ensuite normalisé en fonction de S0. S0 est le score obtenu par une hypothèse
qui considèrerait que chaque zone n’a ni sous-type, ni prédécesseur, ni successeur et un
ensemble E vide. Le score final, S, est alors le suivant :
Si Sb ≤ Sn, S = 100×
Sb − Sn
Sn
, sinon S = 100×
Sb − S0
1− S0
Le score final est donc compris entre -100 et 100. Il est positif si le système ajoute
plus d’information qu’il n’ajoute d’erreurs.
9.2.3 Présentation des systèmes évalués
Deux systèmes ont été soumis pour la tâche 5 de la compétition MAURDOR. Notre
système est basé sur une unique description grammaticale pour les trois opérations à
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effectuer de la tâche 5. Le système 2, fourni par un autre participant, utilise quant à
lui un classifieur combiné à des règles décrites manuellement.
9.2.3.1 Système produit avec la méthode EWO
Notre système est basé sur une description grammaticale des documents à recon-
naître. Cette description grammaticale a été construite de manière semi-automatique
en utilisant la méthode EWO. La méthode EWO est utilisée pour détecter automati-
quement les variations logiques pour chacune des étiquettes logiques à attribuer. Par
exemple, pour l’étiquette logique « text_section », la méthode EWO produit deux va-
riantes logiques : les corps de texte de lettre et les colonnes d’articles de presse.
Afin de réaliser l’étiquetage des fonctions logiques, nous utilisons notamment le voca-
bulaire présent dans les zones à étiqueter pour sélectionner des zones candidates pour
chaque étiquette logique. Pour cela, une analyse fréquentielle du texte contenu dans
chaque zone est proposée au sein de la méthode EWO. Par exemple, la méthode EWO
nous permet d’apprendre que les pieds de page sont des zones contenant le texte :
« fax », « tel », « phone »ou « www. ».
Les zones candidates sont ensuite conservées ou non grâce à l’utilisation des pro-
priétés physiques de la zone candidate (position dans la page, taille de la zone, langue
du texte, etc.). Pour les pieds de page, nous apprenons la structure physique suivante
grâce à la méthode EWO :
– dactylographié ;
– moins de 4 lignes ;
– largeur < 70% largeur page ;
– pas de texte en dessous.
Pour la détection de l’ordre logique, la méthode EWO nous donne une vue exhaustive
des cas existants :
– peignes dans les formulaires ;
– colonnes d’articles.
Grâce à la méthode EWO, nous avons une vision très détaillée des différents cas pré-
sents, ce qui nous permet d’écrire des règles précises. Ainsi, nous ne recherchons pas
simplement le texte le plus proche des champs de formulaires mais celui est qui est une
réponse probable du libellé du champs.
Pour la détection des groupes, la vision détaillée des éléments à rechercher nous
permet d’obtenir des règles détaillées sur les éléments à rechercher :
– case à cocher : recherche du texte associé avec les bonnes propriétés en terme de
position, qui est dactylographié, sur un seul ligne et court ;
– signature : recherche du texte proche ne contenant pas de chiffre, écrit à la main,
sur une seule ligne et contenant moins de 4 mots.
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9.2.3.2 Système 2
Le système 2 propose différentes méthodes pour les trois opérations de la tâche 5.
La détection des fonctions des zones textuelles se fait avec une approche statistique en
deux étapes :
1. Rejet des zones textuelles sans fonction logique à l’aide d’un prétraitement et de
KNN.
2. Affectation d’une fonction logique à l’aide d’un SVM multiclasses. La transcrip-
tion n’est pas utilisée comme caractéristique de la zone de texte par le classifieur
SVM.
La détection des groupes est fait par une description manuelle de règles :
1. Pour les cases à cocher, recherche des champs de formulaires avec un ratio hau-
teur/largeur spécifique et contenant un trait. Le texte associé est alors le texte le
plus proche.
2. Pour les signatures, recherche du bloc de texte le plus proche de la signature et
détection dans ce bloc d’un nom de famille (nombre de mots, lettres majuscules,
etc.). La recherche des groupes contenant une signature n’est pas implémentée
pour les documents en arabe.
La détection de l’ordre logique est également faite par une description manuelle de
règles :
1. Identification des champs de formulaires remplis
2. Identification du libellé associé au champ (bloc de texte le plus proche)
3. Création d’un ordre de lecture entre le libellé et le texte du champ de formulaire
9.3 Résultats
Les résultats obtenus par les deux systèmes en compétition pour la tâche 5 de la
campagne MAURDOR sont présentés dans le tableau 9.3. Notre système présente les
meilleurs résultats sur la tâche « ordre de lecture » et des résultats similaires au système
2 sur la tâche « groupe ». Pour la tâche de typage des zones textuelles, notre système
obtient de moins bons résultats que le système 2.
Système Type Ordre Groupe
EWO 55 45 60
Système 2 69 28 61
Tab. 9.3 – Performances globales pour la tâche 5 au deuxième tour de la campagne
MAURDOR
Les performances obtenues pour la tâche « ordre de lecture » s’expliquent par le fait
que tous les cas ne sont pas traités par les règles décrites manuellement dans le système
2. En effet, seuls les champs de formulaires sont affectés avec un ordre de lecture. Or
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Fig. 9.4 – Exemple d’erreur de vérité de terrain détectée avec la méthode EWO :
l’élément date a été mal segmenté
le corpus contient un autre type de zones avec un ordre de lecture : les colonnes de
texte dans les pages de journaux. L’utilisation de la méthode EWO nous permet, en
nous donnant une vue exhaustive sur le corpus, de détecter tous les cas présents dans
le corpus. Ce n’est pas possible avec une approche manuelle.
Pour la tâche d’étiquetage des fonctions textuelles des zones, nous obtenons de
moins bons résultats que le système 2. En effet, les données étant déjà segmentées cette
tâche est en fait une tâche de lassiation. Les meilleures performances du système 2,
qui utilise un algorithme de classification (SVM multi-classes), sont donc logiques dans
ce contexte.
La vue exhaustive sur les données donnée par la méthode EWO nous a également
permis de détecter des erreurs dans la vérité terrain grâce à la détection automatique
des outliers (cf. section 4.2.1). Nous avons ainsi participé à la phase d’adjudiation des
données en détectant 164 erreurs qui ont été validées par les organisateurs du concours
sur un sous-ensemble du corpus complet de 1 000 documents. La figure 9.4 présente un
exemple d’erreur de vérité terrain détectée grâce à la méthode EWO. L’élément date
a été mal segmenté et est détecté comme étant un élément atypique par la méthode
EWO en raison de la hauteur de sa boite englobante.
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9.4 Discussion
L’expérimentation présentée nous a permis de valider l’apport de la méthode EWO
par rapport à une description manuelle des règles. En effet, pour la reconnaissance des
groupes et pour l’ordre de lecture, qui se basent sur une description manuelle de règles
dans le cas du système 2, nous obtenons des résultats similaires (groupe) ou meilleurs
(ordre de lecture) que le système 2. Cela s’explique notamment par la vision exhaustive
du corpus permise par la méthode EWO.
La tâche d’extraction de la structure logique de la campagne MAURDOR se place
dans un contexte particulier où la segmentation des zones est déjà connue. La tâche
d’extraction de la structure logique devient alors une tâche de classification et non plus
une tâche de reconnaissance comme lorsque la segmentation et l’étiquetage doivent être
faits conjointement. Dans ce contexte, notre méthode qui se base sur la description des
propriétés propres des éléments est moins efficace qu’une méthode de classification.
Ces résultats moins performants qu’une méthode de classification étaient prévisibles.
Cependant, ce contexte de test n’est pas réaliste puisque les données sont toutes correc-
tement segmentées. Dans le cadre d’une application réelle, certaines zones ne seraient
pas correctement segmentées, ce qui compliquerait la tâche pour un classifieur.
Cette application démontre la capacité de la méthode EWO à donner une vue
exhaustive sur les douments à analyser. Cette visibilité permet à un utilisateur humain
de décrire rapidement et efficacement un système de meilleure qualité que s’il l’avait
fait manuellement.
Chapitre 10
Sans vérité terrain : actes de
mariages mexicains
Afin de montrer l’efficacité de notre approche lorsqu’il n’y a pas de vérité terrain
connue sur les documents, nous proposons d’utiliser notre méthode pour l’analyse de
registres de mariages mexicains. Les données sont issues du corpus de la compétition
HIP2013 FamilySearch.
Nous comparons les résultats obtenus en inférant la description grammaticale sans
vérité terrain avec ceux obtenus avec la description grammaticale définie manuellement
et soumise au concours en 2013.
Nous présentons dans un premier temps le corpus HIP2013 FamilySearch. Puis nous
détaillons la tâche que nous nous sommes fixée, qui diffère de la tâche du concours.
Nous présentons ensuite la phase de création de la pseudo vérité terrain ainsi que
la construction de la description grammaticale. Les résultats obtenus avec cette des-
cription grammaticale sont évalués par rapport à ceux de la description grammaticale
manuelle. Enfin, nous concluons sur les apports de notre méthode sur ce corpus et
proposons une évaluation du coût de construction de la pseudo vérité terrain.
10.1 Présentation des données
10.1.1 Concours HIP2013 FamilySearch
La tâche du concours HIP2013 FamilySearch consiste à détecter quatre régions
d’intérêt dans des actes de mariages mexicains d’archives (XXème siècle). Ces régions
d’intérêt sont des champs manuscrits dans un texte pré-imprimé et correspondent aux
informations suivantes (figure 10.1) :
1. Mois de mariage ;
2. Année de mariage ;
3. Ville d’origine de l’époux ;
4. Ville d’origine de l’épouse.
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Après avoir détecté les régions d’intérêt, les participants doivent regrouper les
images selon le contenu textuel des régions d’intérêt. Chaque image est regroupée quatre
fois, une fois pour chacune des régions d’intérêt. Il n’est par contre pas nécessaire de
reconnaitre le contenu manuscrit des régions d’intérêt.
Pour la compétition, un jeu de données d’apprentissage de 10 000 documents était
fourni aux participants. Une vérité terrain était fournie pour chaque document sous
la forme du contenu textuel des régions d’intérêt. La vérité terrain ne contient pas la
localisation des régions d’intérêt Par exemple, pour le registre de la figure 10.1, la vérité





Le jeu de données de test est composé de 20 000 images.
10.1.2 Sous-tâche du concours
Dans notre expérimentation, nous nous sommes focalisés sur une sous-tâche de la
compétition : la localisation des régions d’intérêt mois et année. En effet, nous désirons
évaluer notre méthode indépendamment des performances de la méthode de clustering
sur l’écriture manuscrite qui vient en post-traitement du système de reconnaissance
de structure de documents. Nous cherchons donc à localiser les zones d’intérêt, sans
évaluer la reconnaissance de leur contenu. La zone est détectée qu’il y ait un écrit
présent ou non dans le champ. Pour cette tâche, il n’y a pas de vérité terrain disponible
sur le corpus du concours HIP2013 FamilySearch. L’apprentissage a été réalisé sur 7 000
documents du jeu de données d’apprentissage sans vérité terrain du concours.
10.2 Création de la pseudo vérité terrain
Les documents utilisés dans la base d’apprentissage ne possèdent pas de vérité
terrain annotée manuellement. Pour permettre l’inférence automatique et interactive
de la description grammaticale, nous devons construire une pseudo vérité terrain comme
nous l’avons décrit dans la section 4.1.4. Pour cela, nous procédons en deux étapes que
nous allons détailler ci-après :
1. Extraction des primitives ;
2. Fiabilisation des primitives.
10.2.1 Extraction des primitives
Les primitives utilisées sont des mots-clés du paragraphe contenant les régions d’in-
térêt mois et année. Nous utilisons huit mots-clés différents (représentés en orange dans
la figure 10.2) : Distrito (district), Federal (fédéral), día (jour), de (de), de mil nove-
cientos (de mille neuf cents), comparecen (comparaissent), Oficial (officier) et Registro
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(a) Exemple d’acte de mariage mexicain à analyser. La zone entourée en bleu est




(b) Représentation sur un exemple des quatres zones d’intérêt à détecter
Fig. 10.1 – Exemple d’acte de mariage mexicain du corpus HIP2013 FamilySearch
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(bureau de l’état civil). Nous cherchons à obtenir pour chaque document une unique
occurrence de chaque mot-clé. Les mots-clés ont été sélectionnés car ils sont présents
dans le paragraphe contenant les champs mois et année que nous cherchons à localiser
(dont la boite englobante est représentée en rouge dans la figure 10.2). Ces mots-clés
nous permettront de délimiter la position des deux champs recherchés.
Fig. 10.2 – Représentation des mots-clés utilisés comme primitives d’analyse pour la
construction de la pseudo vérité terrain (en orange) et des champs recherchés (en rouge)
Les mots-clés sont détectés selon une méthode basée sur la disposition de descrip-
teurs locaux appelés Points d’Intérêt (POI) [Cam12]. Nous représentons ici succinc-
tement les grands principes de cette approche. Nous n’avons pas utilisé d’OCR pour
la recherche des mots-clés car la dégradation des documents ainsi que les interactions
manuscrits/imprimés ne permettaient pas une reconnaissance suffisante des mots-clés.
Les POI sont des points de l’image qui présentent des variations locales de lumino-
sité. Cette sélection doit être stable : les mêmes points sont sélectionnés dans toutes les
images pour représenter le même objet. De plus, ces points doivent être discriminants :
dans une image, il doit y avoir peu de confusion entre les descripteurs locaux. Pour
chaque point d’intérêt sélectionné, nous calculons un descripteur local. Nous utilisons
le descripteur introduit par Lowe [Low04]. Ce descripteur calcul des statistiques sur la
direction du gradient dans un petit voisinage du point.
10.2.2 Fiabilisation des primitives
Les mots-clés obtenus lors de l’extraction des primitives sont bruités. Pour un do-
cument, nous n’obtenons pas une unique occurrence de chaque mot-clé comme nous
le désirons (tableau 10.1). Par exemple pour les mots-clés courts « día » et « de »,
nous trouvons en moyenne respectivement 6,5 et 9,1 occurrences par document. Afin
d’obtenir une pseudo vérité terrain pour l’inférence des règles grammaticales, il est in-
dispensable de fiabiliser les primitives, c’est-à-dire de sélectionner les mots-clés détectés
qui correspondent à la présence réelle du texte cherché.
La fiabilisation des primitives est effectuée (cf. section 4.1.4). Les clusters sont
construits à partir des positions des mots-clés dans la zone de référence qu’est le para-












Tab. 10.1 – Nombre moyen d’occurrences des mots-clés par document détectés par la
méthode des points d’intérêt (POI) sur la base d’apprentissage de 7 000 documents
graphe accompagné du titre « Acta de matrimonio ». La fiabilisation se fait indépen-
damment pour chacun des huit types de mots-clés. Nous obtenons alors l’ensemble de
données étiquetées utilisable pour l’inférence des règles.
10.3 Construction de la description grammaticale
Une fois la pseudo vérité terrain constituée, nous pouvons procéder à l’extraction de
connaissance afin de construire la description grammaticale permettant de décrire les
registres de mariages mexicains. Nous cherchons ici à apprendre les différents types de
pré-imprimés existant dans le corpus pour les registres de mariage. Lorsqu’un registre
est analysé, nous pouvons alors chercher dans cet ensemble de modèles pré-imprimés
connus celui qui a été utilisé pour constituer le document.
10.3.1 Inférence des modèles de mots-clés
Un clustering des positions des mots-clés dans la page selon l’axe des abscisses et
l’axe des ordonnées sur la base d’apprentissage de 7 000 documents est effectué sur les
données de la pseudo vérité terrain. Le clustering nous permet de détecter les modèles
de position par mot-clé.
Les clusters ainsi formés sont visualisés par l’utilisateur qui apporte du sens dans
l’analyse en proposant des libellés de cluster porteurs d’une sémantique. Il valide ainsi la
pertinence du clustering produit automatiquement. Le nombre de modèles de position
pour chaque mot-clé est présenté dans le tableau 10.2. La figure 10.3 présente trois
exemples de modèles de position différents détectés pour le mot-clé « día ».
10.3.2 Inférence des modèles de documents
Nous construisons pour chaque document de l’ensemble d’apprentissage ainsi consti-
tué une signature du document. Nous utilisons pour cela les modèles de position par
mot-clé. L’occurrence du mot-clé contenu dans le document est affecté au modèle de












Tab. 10.2 – Nombre de modèles de position détectés pour chaque mot-clé durant la




Fig. 10.3 – Exemples de trois modèles de position différents pour le mot-clé « día »
détectés dans le corpus d’apprentissage HIP2013 FamilySearch
position correspondant et la signature est la concaténation de chacun des modèles de
position correspondants. Un exemple est présenté dans le tableau 10.3.
Modèle de position du mot-clé
Fichier dia de de mil nov comparecen signature
00001 3 4 7 6 3#4#7#6
Tab. 10.3 – Exemple de création de la signature pour un registre de mariage
Pour construire les modèles de documents, nous utilisons les registres pour lesquels
une unique occurrence de chacun des huit mots-clés est présente. Ce sont les documents
pour lesquels il n’existe pas d’ambiguïté sur les modèles de position par mot-clé à utili-
ser. L’apprentissage des modèles de documents a pu être effectuée sur 5406 documents
sur les 7000 documents de l’ensemble d’apprentissage.
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Une analyse des fréquences des signatures des documents est ensuite effectuée. 11
modèles de pré-imprimés différents sont alors détectés dans l’ensemble d’apprentissage.
La figure 10.4 présente deux exemples de modèles de pré-imprimés différents détectés
dans le corpus d’apprentissage.
(a) Modèle 1
(b) Modèle 2
Fig. 10.4 – Exemples de deux modèles de pré-imprimés différents détectés dans le
corpus d’apprentissage HIP2013 FamilySearch
La répartition des 11 modèles de documents dans le corpus d’apprentissage est
présentée dans le tableau 10.4. Leur répartition inégale montre l’intérêt d’une analyse
automatique et exhaustive de l’ensemble d’apprentissage. En effet, il aurait été très
difficile avec une analyse manuelle de détecter l’ensemble de ces modèles. L’analyse
aurait alors été effectuée sur un petit ensemble d’apprentissage qui n’aurait pas pu être
représentatif.
Model 1 2 3 4 5 6 7 8 9 10 11
Count 1448 822 740 652 566 470 359 123 92 33 25
Tab. 10.4 – Les modèles de documents sont inégalement répartis dans le corpus d’ap-
prentissage
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10.3.3 Intégration dans la description grammaticale
Les modèles de pré-imprimés détectés et validés en interaction avec l’utilisateur nous
permettent de générer automatiquement la description grammaticale des registres de
mariage. Pour cela, nous avons besoin de générer les opérateurs de position de chacun
des mots-clés par modèle de pré-imprimé. Nous inférons donc automatiquement : 6
paramètres × 8 opérateurs de position × 11 modèles de pré-imprimés = 528 paramètres.
Afin de déterminer pour un document à analyser quel modèle de pré-imprimé a
été analysé, nous utilisons l’opérateur FIND_BEST_FIRST introduit par Maroneze
[MCL11]. Cet opérateur permet de construire une grammaire stochastique localement.
Lorsque nous analysons un document, chaque modèle de pré-imprimé est testé. Une
pénalité est alors calculé représentant la non-adéquation du modèle de pré-imprimé au
document analysé. L’opérateur FIND_BEST_FIRST nous permet alors de sélectionner
le modèle de pré-imprimé avec la pénalité la plus faible, c’est-à-dire celui qui correspond
le mieux au document.
Calcul de la pénalité Lorsque nous testons l’adéquation d’un modèle, chacun des
mots-clés est recherché à sa position supposée, apprise sur l’ensemble d’apprentissage.
Si le mot-clé n’est pas trouvé à cette position, la pénalité du modèle est augmentée de




La figure 10.5 montre un exemple de calcul de pénalité pour un mot-clé. Le mot-clé
« de mil novecientos » est recherché dans la zone rouge. Une occurrence est trouvée
qui n’est pas totalement incluse dans la zone de recherche. La pénalité calculée pour ce
mot-clé est 0,477444.
mot-clé intersection
Fig. 10.5 – La pénalité du mot clé « de mil novecientos » est 0,477444 car il n’est pas
totalement inclus dans la zone de recherche
Cette approche nous permet de détecter les bons mots-clés parmi les mots-clés conte-
nant du bruit détectés avec les modèles de POI. De plus, cela nous permet également
de synthétiser le mot-clé s’il n’y a pas de primitives correspondant dans le document.
10.4 Évaluation
L’évaluation est faite sur 2 000 documents du jeu de données de test du concours qui
ont été annotés manuellement. Dans chaque document, la position des champs « mois »
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et « année » est annotée. Nous ne tenons pas compte pour cela de la présence ou non
de texte dans les champs.
10.4.1 Métrique
Pour évaluer la sous-tâche de détection de la position des champs « mois » et « an-
née », nous devons évaluer la correspondance spatiale entre les champs détectés avec
notre système de reconnaissance et ceux annotés dans la vérité terrain. Pour cela, nous
utilisons la métrique introduite par Garris [Gar95] qui nous permet d’évaluer le re-
couvrement entre la zone attendue et la zone obtenue. Nous calculons l’intersection
entre la zone attendue et la zone effectivement obtenue. La largeur de cette intersection
doit être proche de la largeur de la zone attendue. La hauteur de l’intersection doit
être également suffisamment grande pour pouvoir contenir le texte du champ s’il est
présent.
Nous définissons deux seuils pour l’évaluation des résultats :
– un champ est considéré comme omplètement reonnu si au moins 95% de la
largeur et 75% de la hauteur a été reconnu
– un champ est considéré comme partiellement reonnu si 1) il n’est pas totalement
reconnu, 2) au moins 80% de sa largeur est reconnu ainsi que 75% de sa hauteur.
Dans les autres cas, le champ est considéré comme manquant.
Le document est considéré comme reconnu lorsque tous les champs du document
sont complètement ou partiellement reconnus et qu’il n’y a pas de zone détectée en trop
dans le document.
10.4.2 Résultats
Lors de l’évaluation, nous comparons les résultats obtenus par notre méthode à la
vérité terrain. Les résultats présentés dans le tableau 10.5 montrent que la description
grammaticale construite à partir des modèles de pré-imprimés inférés permet de locali-
ser efficacement les champs « mois » et « année ». Seulement 2,4% des champs ne sont
pas reconnus et 89,8% des documents sont correctement reconnus. Cela montre que la




Reconnaissance complète 91.4% 89.7%
Reconnaissance partielle 6.2% 4.0%
Manquant 2.4% 6.3%
Taux de reconnaissance du document 89.8% 78.9%
Tab. 10.5 – Comparaison des résultats obtenus sur 2 000 documents avec des modèles
inférés automatiquement et des modèles définis manuellement
Nous comparons également les résultats obtenus avec ceux obtenus par une mé-
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thode où les modèles de documents sont définis manuellement. Cette méthode est celle
soumise par Lemaitre [LC13] lors de la compétition HIP2013 FamilySearch. Dans cette
description, quatre modèles ont été manuellement décrits. Cette méthode a été classée
deuxième lors de la compétition HIP2013 FamilySearch.
Lorsque nous comparons les résultats obtenus par les modèles inférés aux modèles
définis manuellement, nous pouvons remarquer que notre méthode obtient de meilleurs
résultats. En effet, il y a moins de zones manquantes avec notre méthode (131 zones
manquantes contre 343 zones avec les modèles définis manuellement). De plus, le taux
de documents bien reconnus est fortement amélioré en utilisant les modèles de pré-
imprimés inférés, avec une augmentation de 11% de documents bien reconnus (soit 217
documents sur 2 000).
10.5 Évaluation du coût de construction de la pseudo vé-
rité terrain
Nous cherchons ici à comparer le coût de construction de la pseudo vérité terrain
par le processus de fiabilisation des primitives au coût d’annotation manuelle d’une
vérité terrain. Pour cela nous comparons le nombre d’actions à effectuer dans chacun
des cas. Une action élémentaire correspond à :
– l’annotation d’un mot-clé dans le cadre de l’annotation manuelle des documents ;
– la prise de décision de conserver ou supprimer toutes les occurrences d’un cluster
dans le cadre de la fiabilisation des primitives.
La base d’apprentissage est constitué de 7 000 documents. Dans chacun de ces
documents, nous voulons obtenir 8 mots-clés. Il y a donc 56 000 zones à annoter ma-
nuellement si l’on voulait créer une vérité terrain sur cet ensemble. Dans le cadre de la
fiabilisation des primitives, nous avons effectué 276 actions élémentaires qui ont abouti
à la création d’un ensemble d’apprentissage contenant 54 141 zones. Il a fallu 203 fois
moins d’actions élémentaires qui si nous avions dû produire la vérité terrain manuel-
lement. Si nous avions annoté manuellement 276 zones, alors nous aurions obtenu un
corpus d’apprentissage constitué de 34,5 documents. Le coût de construction de la
pseudo vérité terrain est donc très largement inférieur a celui de la construction d’une
vérité terrain annotée manuellement.
Le nombre de modèles détectés dans le corpus d’apprentissage de 7000 documents
est important, 11 modèles différents sont détectés. De plus, ces modèles ne sont pas
équitablement représentés dans le corpus d’apprentissage (tableau 10.4). Un ensemble
d’apprentissage restreint n’aurait alors pas pu aboutir à la détection de l’ensemble de
ces modèles.
10.6 Conclusion
Cette application nous permet de mettre en avant l’intérêt de la méthode EWO
pour les corpus sans vérité terrain. Grâce à la méthode EWO, nous avons pu inférer
efficacement des règles à partir d’un corpus sans vérité terrain. Les résultats obtenus
Conclusion 135
sont meilleurs que ceux obtenus par des modèles définis manuellement dans le système
soumis lors du concours HIP2013 FamilySearch.
Les bons résultats obtenus sur la reconnaissance des documents démontrent que la
pseudo vérité terrain constituée semi-automatiquement en interaction avec l’utilisateur
est de bonne qualité. De plus, la constitution de cette pseudo vérité terrain a un coût
bien plus faible que l’annotation manuelle d’un corpus de documents. Ainsi, nous avons
montré qu’alors que nous obtenons une pseudo vérité terrain sur 7000 documents, le
même nombre d’actions auraient seulement permis l’annotation d’une vérité terrain de
34,5 documents. Ce faible corpus ne permettrait pas une bonne représentativité des
documents au vue de la grande variabilité des pré-imprimés dans le corpus et de leur
distribution non uniforme.
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Conclusion de la troisième partie
Dans cette troisième partie, nous avons présenté des applications variées de la mé-
thode EWO pour l’inférence semi-automatique et interactive de la structure des docu-
ments. Ces applications nous ont permis de valider séparément les différentes étapes
mises en œuvre dans la méthode EWO ainsi que son fonctionnement global pour la
description de systèmes de reconnaissance de la structure de documents complets.
Les travaux sur les courriers manuscrits ont permis de valider l’efficacité de la mé-
thode EWO pour l’inférence de la description grammaticale dans le cadre d’un corpus
homogène avec une vérité terrain. Une description grammaticale complète a été pro-
duite et a permis de montrer l’intérêt de l’enrichissement de la vérité terrain pour la
segmentation des éléments. La comparaison à des systèmes purement syntaxiques et
statistiques a montré que le système obtenu avec la méthode EWO a des performances
équivalentes aux meilleures systèmes de chaque approche.
L’analyse des documents du corpus Maurdor a permis de valider l’intérêt d’une
analyse exhaustive des corpus pour l’inférence des règles. En effet, le corpus Maurdor
est un exemple de corpus fortement hétérogène disposant d’une vérité terrain annotée. Il
est donc difficile dans ce cadre d’obtenir des règles de bonne qualité avec une description
manuelle. Le nombre de documents analysés manuellement pour produire les règles est
limité et ne permet pas de détecter la variabilité existant dans l’ensemble du corpus au
contraire des règles décrites grâce à la méthode EWO.
Les expérimentations menées sur le corpus d’actes de mariages mexicains de la
compétition FamilySearch HIP2013 ont permis de valider l’acquisition des données dans
le cadre d’un corpus sans vérité terrain. Les bons résultats obtenus sur les documents
montrent que la pseudo vérité terrain constituée semi-automatiquement est de bonne
qualité. De plus, elle présente un coût de construction très faible en comparaison de
celui de construction d’une vérité terrain annotée manuellement.
Les résultats obtenus ont donné lieu à plusieurs publications. L’inférence des opé-
rateurs de position a été décrite dans [2]. L’inférence de règles sans vérité terrain sur le
corpus des actes de mariages mexicains a été présenté dans [3].
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Chapitre 11
Conclusion générale
Dans cette thèse, nous avons présenté EWO, une nouvelle méthodologie de construc-
tion des systèmes syntaxiques pour la reconnaissance de la structure de documents.
Cette méthodologie se base sur l’introduction d’une phase d’apprentissage semi-
automatique et interactive dans le processus de création de la description grammaticale.
11.1 Rappel des objectifs
Notre objectif a été de faciliter l’adaptation à un nouveau type de documents des
systèmes syntaxiques de reconnaissance de la structure de documents. En effet, les
documents à traiter dans le domaine de l’analyse de la structure de documents sont
de plus en plus complexes et les corpus de plus en plus hétérogènes. Dans ce contexte,
il est difficile pour l’utilisateur de définir correctement les règles de construction du
document à partir d’un échantillon restreint analysé manuellement comme c’était fait
jusqu’à présent dans le contexte des méthodes syntaxiques.
Pour faciliter l’adaptation à un nouveau type de documents, nous proposons d’in-
troduire une étape d’apprentissage dans la construction de la description grammaticale.
Cette approche nous permet de générer des règles apprises dans un contexte complexe
pour lequel les méthodes purement statistiques ne sont pas adaptées. Nous disposons
alors du grand pouvoir d’expression des méthodes syntaxiques tout en ayant une adap-
tabilité à un nouveau corpus facilitée, comme c’est le cas dans le cadre des méthodes
statistiques.
11.2 Points forts de notre approche
Nous avons proposé une méthode reposant sur une décomposition de la recon-
naissance du document complet en sous-problèmes et une résolution de chaque sous-
problème selon deux approches :




– semi-automatiquement à l’aide de la méthode EWO, si l’utilisateur a peu de
connaissances a priori sur le sous-problème ou si la variabilité est importante.
Nous avons défini trois objectifs majeurs pour notre méthode :
1. Généricité : notre méthode est utilisable sur n’importe quel type de documents ;
2. Intégration de connaissance a priori : nous pouvons intégrer les nombreuses
connaissances de l’utilisateur sur les documents à utiliser ;
3. Possible absence de vérité terrain : une vérité terrain annotée manuellement est
onéreuse à produire. Par conséquent, de nombreux corpus de documents ne pos-
sèdent pas de vérité terrain et lorsque celle-ci existe, elle porte forcément sur un
nombre restreint de documents. L’échantillon n’est alors pas forcément représen-
tatif. Notre méthode nous permet de traiter des corpus sans vérité terrain ce qui
répond également à la contrainte de généricité. De plus, la méthode EWO permet
d’avoir une vue exhaustive sur le corpus de documents.
Ces objectifs théoriques nous ont mené à la proposition de la méthode EWO reposant
sur trois points forts que nous allons maintenant rappeler :
– inférence des règles, pour la structure logique et la structure physique ;
– gestion de l’absence de vérité terrain ;
– vision exhaustive des données.
11.2.1 Inférence de règles
La méthode EWO permet à l’utilisateur une inférence des règles à la fois du point
de vue de la structure logique et du point de vue de la structure physique du document.
Les règles sont construites progressivement. L’inférence conjointe des structures logique
et physique des documents n’avait pas été proposée jusqu’alors dans les méthodes de
la littérature.
En effet, la structure logique est complexe à déterminer automatiquement car elle
exprime souvent des connaissances de l’utilisateur sur la constitution du document.
Nous avons proposé une méthodologie basée sur une détection automatique des struc-
tures existant dans l’ensemble de données et une interaction avec l’utilisateur pour
l’étiquetage des structures afin d’apporter du sens aux données. Cette méthode nous
permet d’inférer les variantes logiques des règles.
Lorsque l’inférence logique est effectuée, la méthode EWO permet de compléter
l’inférence de la règle en cours de construction en inférant la structure physique. L’ap-
prentissage semi-automatique de la structure physique nous permet d’avoir une vision
exhaustive des données ce qui réduit le temps nécessaire à la description des règles.
Pour l’inférence de la structure physique nous avons proposé l’apprentissage semi-
automatique des variations physiques des règles. Cela consiste en l’apprentissage des
positionnements des éléments ainsi que leur agencement les uns par rapport aux autres.
Ces positionnements sont utilisés pour définir l’orientation et l’ordre de l’analyse. Nous
avons également proposé l’apprentissage des propriétés physiques des éléments. Ces
propriétés sont utilisées à la fois lors de la segmentation et lors de la reconnaissance
des éléments dans le document.
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11.2.2 Gestion de l’absence de vérité terrain
Nous avons proposé une méthodologie d’apprentissage capable de fonctionner sans
vérité terrain annotée sur les documents à analyser. Les méthodes statistiques qui pro-
posent un apprentissage automatique des modèles pour la reconnaissance de la struc-
ture de documents ne sont en général pas capables de faire cet apprentissage sans vérité
terrain.
Pour gérer l’absence de vérité terrain, nous nous appuyons sur les redondances d’élé-
ments de la structure pouvant émerger dans un grand corpus de documents. Nous avons
proposé une méthode d’acquisition des données reposant sur deux étapes : une extrac-
tion automatique de primitives dans un grand volume de documents et une fiabilisation
de ces primitives dans un processus interactif avec l’utilisateur humain. Pour proposer
un processus de fiabilisation efficace des données, les primitives sont regroupées auto-
matiquement à l’aide d’un algorithme de clustering. Pour chacun des clusters formés,
un petit nombre d’exemples représentatifs du cluster est présenté à l’utilisateur. C’est
à partir de ces quelques exemples que l’utilisateur prend la décision de conserver ou de
rejeter toutes les primitives contenues dans le cluster. Les primitives conservées à l’issue
de ce processus de fiabilisation viennent alors constituer une pseudo vérité terrain qui
est utilisée par la méthode EWO pour l’inférence de la description grammaticale des
documents.
11.2.3 Vision exhaustive des données
Lorsqu’une approche manuelle est utilisée pour la constitution de la description
grammaticale, seule un petit échantillon de documents est analysé. L’hétérogénéité
de plus en plus importante des corpus et la complexité des documents à analyser ne
permettent pas de garantir la bonne représentativité du corpus dans ce petit échantillon
de documents.
Au contraire, notre approche permet d’analyser un grand nombre de documents et
de donner à l’utilisateur une vue à la fois synthétique et exhaustive des documents à
traiter en s’appuyant sur un clustering des données. De plus, les cas rares sont également
détectés lors de l’inférence des règles. Cela permet à l’utilisateur de décider de modéliser
ou non les règles qui leur correspondent pour la description grammaticale globale.
Cette approche nous permet alors d’inférer la structure logique des documents en
détectant les variantes logiques des règles ainsi que la structure physique des documents
en détectant les variantes physiques des positionnements.
11.3 Validation de la méthode EWO
Des expérimentations ont été conduites sur des corpus variés. Ces expérimentations
ont permis de valider chaque élément de la méthode EWO, avec des évaluations par
parties et globales. Les systèmes obtenus en utilisant la méthode EWO ont permis de
valider le gain en temps et en performances de l’introduction d’une phase d’apprentis-
sage semi-automatique et interactive pour l’inférence de règles dans la description de
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systèmes syntaxiques.
L’inférence des règles a été réalisée pour des corpus de documents homogènes (cour-
riers manuscrits en français du corpus RIMES et registres de mariages mexicains d’ar-
chive du corpus de la compétition FamilySearch HIP2013) ainsi que pour un corpus de
documents complexes fortement hétérogène (corpus de la compétition MAURDOR).
Pour ces trois corpus, le système syntaxique décrit grâce à la méthode EWO a obtenu
des résultats comparables ou meilleurs que ceux des systèmes pré-existants.
La gestion de l’absence de vérité terrain a été validée dans le cadre de la reconnais-
sance de registres de mariages mexicains d’archive. La méthode EWO nous a permis
de construire une pseudo vérité terrain sur 7 000 documents à un coût très faible en
comparaison du coût de production d’une vérité terrain annotée manuellement. En ef-
fet, la réalisation de la pseudo vérité terrain a nécessité la réalisation de 200 fois moins
d’actions pour l’utilisateur que s’il avait annoté une vérité terrain pour le même nombre
de documents.
La nécessité d’une vision exhaustive sur les documents pour obtenir une descrip-
tion grammaticale efficace a également été validée. Pour cela, nous avons comparé les
descriptions grammaticales obtenues grâce à la méthode EWO à des descriptions gram-
maticales pré-existantes décrites manuellement. Les expérimentations ont prouvé que
les systèmes décrits avec la méthode EWO sont plus performants que ceux décrits
manuellement et sont décrits plus rapidement. Par exemple, pour la reconnaissance
des actes de mariages mexicains, nous avons amélioré le taux de reconnaissance des
documents de 11%, passant de 78,9% à 89,8% de documents bien reconnus (soit 217
documents sur 2 000).
11.4 Perspectives
Nous présentons maintenant quelques axes pour les travaux futurs.
11.4.1 Extension des cadres applicatifs
La méthode EWO est une méthode générique d’inférence de règles pour la reconnais-
sance de la structure de documents. Nous avons présenté trois exemples d’applications
différents dans la partie III. Il nous semble intéressant d’appliquer la méthode EWO
sur d’autres corpus et notamment de combiner plusieurs types de primitives.
11.4.1.1 Les séparateurs d’articles dans la presse ancienne
Nous avons mené quelques expérimentations sur un corpus de documents de presse
ancienne. Ces expérimentations se placent dans le contexte d’une grammaire déjà exis-
tante, pour laquelle nous souhaitons améliorer la détection des séparateurs horizontaux
d’articles. La méthode EWO vient ici s’intégrer au cœur d’un système syntaxique exis-
tant décrit manuellement pour y injecter une phase d’apprentissage afin de résoudre
un sous-problème complexe. En effet, la grande variabilité présente dans les documents
pour les séparateurs horizontaux rend difficile leur description manuelle.
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Cette expérimentation se place de plus dans le contexte de documents pour lesquels
il n’y a pas de vérité terrain disponible. Afin de réaliser l’acquisition des données dans
ce contexte, plusieurs types de primitives sont disponibles : lignes de texte issues de
l’OCR ainsi que les mots reconnus, lignes de texte issues d’une grammaire existante,
séparateurs actuellement détectés, etc. Les primitives sont ensuite combinées afin de
déterminer un ensemble d’éléments horizontaux pouvant être des séparateurs d’articles.
Le système syntaxique existant décrivant les pages de presse ancienne nous permet éga-
lement de limiter le nombre de candidats à analyser puisque certains éléments logiques
sont déjà reconnus dans les pages. Les éléments horizontaux candidats sont ensuite fia-
bilisés afin d’éliminer le bruit présent et de créer ainsi un ensemble de données annotées
utilisable pour l’inférence des règles décrivant les séparateurs d’articles.
À l’heure actuelle, nous n’avons pas eu le temps de mener suffisamment d’expéri-
mentations pour les présenter ici mais il nous semble que la combinaison de primitives
pour la création de la pseudo vérité terrain est une piste importante pour l’acquisition
de données dans des documents à la structure complexe et/ou dégradés.
11.4.1.2 L’analyse des PDF
Les entreprises traitent de plus en plus de documents numériques et notamment
de documents au format PDF. Ces documents peuvent contenir plus d’informations
qu’une image de document numérisé. Par exemple, ils peuvent contenir le texte, des
informations sur la typographie, les positionnements des différents éléments, les images,
etc. Cependant leur exploitation complète nécessite la reconnaissance de la structure
des documents qui n’est pas contenue dans le PDF.
De manière générale, nous allons retrouver toutes les problématiques des images
de documents numérisés dans le contexte des documents au format PDF. La méthode
EWO peut donc être appliquée dans ce contexte afin de permettre l’extraction de
connaissances et l’inférence semi-automatique de descriptions grammaticales pour la
reconnaissance de la structure des documents.
11.4.2 Passage à l’échelle
Un prolongement possible de nos travaux consiste à consolider ces derniers en per-
mettant un passage à l’échelle afin de traiter des corpus de documents plus volumineux,
notamment dans un contexte industriel. L’augmentation du volume de documents trai-
tés permettra également d’apprendre des structures de documents plus complexes.
Dans ce contexte, il nous semble essentiel de conserver la méthodologie globale de la
méthode EWO telle que nous l’avons présentée. Nous conservons donc la décomposition
en sous-problèmes que nous avons proposée et les trois étapes de résolution des sous-
problèmes : acquisition des données, inférence des règles et assistance à l’intégration
dans la description grammaticale. En effet, cette approche nous permet de limiter le
volume de données à traiter pour l’inférence des règles de chaque sous-problème ce qui
nous permet notamment de réaliser une acquisition des données performante lorsqu’il
n’y a pas de vérité terrain annotée disponible.
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Pour permettre le passage à l’échelle, il serait intéressant de modifier l’implémenta-
tion du clustering EAC pour permettre son application à de plus grand volume de don-
nées. Le clustering EAC a pour l’instant été appliqué à des corpus contenant plusieurs
milliers de documents (7 000 documents dans le cas du corpus FamilySearch HIP2013).
Les méthodes utilisées pour l’apprentissage de la structure physique peuvent également
être changées. Nous pourrions par exemple permettre l’apprentissage de classifieurs
pour la définition des propriétés physiques d’un élément.
11.4.3 Extension du champ d’application
11.4.3.1 Application de la méthode EWO à d’autres méthodes de recon-
naissance de la structure de documents
La méthode EWO est une méthode générique pour l’acquisition de connaissances
dans le contexte de la reconnaissance de la structure de documents. Il serait intéres-
sant d’appliquer la méthode EWO à d’autres méthodes syntaxiques que celle utilisée
pour les expérimentations mais également dans le contexte de systèmes dédiés, non
spécifiquement à base de règles. Nous pourrions également envisager son application
dans le cadre de méthodes purement statistiques où la décomposition en sous-problèmes
permettrait d’intégrer une composante structurelle.
11.4.3.2 Construction rapide de bases d’apprentissage étiquetées
De nombreuses méthodes nécessitent un échantillon étiqueté pour l’étape d’appren-
tissage. Nous avons proposé une méthode de construction semi-automatique et inter-
active des données étiquetées utiles pour l’apprentissage. Le mécanisme en deux étapes
proposé (génération de candidats puis fiabilisation des candidats) est générique. Il nous
semble donc intéressant de tester cette méthode d’acquisition des données dans d’autres
contextes différents de l’inférence de règles en reconnaissance de structure de documents
L’avantage de notre méthode est qu’elle permet de construire rapidement et semi-
automatiquement une vérité terrain complexe. En effet, la décomposition en sous-
problème que nous avons proposée permet de construire progressivement l’ensemble
de données étiquetées. Cela permet d’affiner l’ensemble de données étiquetées au fur et
à mesure de l’acquisition de connaissances et de constituer ainsi une base d’apprentis-
sage étiquetée complexe.
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Les  documents  à  traiter  dans  le  domaine  de  l'analyse  de  la 
structure  de  documents  sont  de  plus  en  plus  complexes  et  les 
corpus de plus en plus hétérogènes. Nous proposons une nouvelle 
méthode, la méthode Eyes Wide Open (EWO) pour introduire une 
phase  d'apprentissage  semi-automatique  et  interactive  dans  la 
construction de descriptions grammaticales.  Grâce à la  méthode 
EWO, il est possible de disposer du grand pouvoir d'expression des 
méthodes syntaxiques  tout  en ayant  l'adaptabilité  des méthodes 
statistiques. 
La méthode EWO permet d'inférer des règles afin de construire de 
manière  progressive  la  description  grammaticale  complète  des 
documents. L'inférence des règles concerne à la fois la structure 
logique et la structure physique des documents. La méthode EWO 
repose sur deux éléments majeurs : l'émergence automatique de 
structures grâce à un algorithme de clustering et  une interaction 
avec  l'utilisateur  pour  donner  un  sens  aux  structures  détectées 
automatiquement.
Notre méthode permet de plus l'inférence des règles sans vérité 
terrain  annotée  disponible  sur  les  documents.  Pour  ce  faire,  la 
méthode EWO repose sur l'analyse de redondances dans de grand 
volume de documents non annotés. La détection des redondances 
est faite automatiquement grâce à un algorithme de clustering. Les 
éléments  détectés  automatiquement  sont  ensuite  fiabilisés  par 
l'utilisateur afin d'obtenir les données étiquetées d'apprentissage.
La méthode EWO apporte une vision exhaustive et synthétique des 
données  à  analyser.  Cela  permet  une  meilleure  exploitation  du 
corpus que pour les méthodes syntaxiques décrites manuellement. 
Cela permet de plus une meilleure gestion des cas rares que ce qui 
est possible pour les méthodes statistiques.
Nous avons validé l'efficacité cette approche sur des documents à 
structure  variée  (courriers  manuscrits,  registres  d'archives, 
formulaires...). Pour chaque corpus de documents, des descriptions 
grammaticales ont été générées avec à la méthode EWO, obtenant 
des  performances  comparables  ou  meilleures  que  celles  de 
systèmes  pré-existants  décrits  manuellement.  La  méthode  a 
également  été appliquée avec succès sur  un  large corpus sans 
vérité terrain.
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Abstract
The documents to analyze in  the document structure analysis are 
getting more and more  complex and  the corpora are more and 
more  heterogeneous.  We propose a new method,  the Eyes Wide 
Open method (EWO) to introduce a semi-automatic and interactive 
learning step in  the building  of grammatical descriptions.  With the 
EWO method,  it is possible  to benefit from  the expressiveness of 
the syntactical methods while  having the adaptability of the 
statistical methods.
The EWO method allows the rules inference to build progressively 
the full  grammatical  description  of the documents.  The rules 
inference concerns both the logical and the physical structure of the 
documents.  The EWO method relies on  two major  elements:  the 
automatic discovering of structures with clustering algorithm and an 
interaction with the user to give sense to the automatically detected 
structures.
Our method allows the rules inference without annotated ground 
truth on the documents. To do so,  the EWO method relies on  the 
analysis of redundancies on  big volume  of non  annotated 
documents.  The redundancy detection is performed automatically 
with a clustering algorithm. A data  reliability enhancement step  is 
performed in interaction with the user on the automatically detected 
elements to obtain the training labeled data. 
The EWO method allows an exhaustive and concise view  of the 
data  to analyze.  It allows a  better use  of the corpus  than for  the 
manually described syntactical method.  Furthermore,  it allows a 
better management of the rare cases than what is possible with the 
statistical method.
We validated the efficiency of this  method on  documents  with 
various structures (handwritten business letters, marriage records, 
forms...).  For  each  corpus,  a  grammatical  description  was 
generated using the EWO method, obtaining at least similar results 
to the pre-existing manually described systems. The method was 
also successfully applied to a large non annotated corpus.
