Stability of steady-state solutions to a prey–predator system with cross-diffusion  by Kuto, Kousuke
J. Differential Equations 197 (2004) 293–314
Stability of steady-state solutions to a
prey–predator system with cross-diffusion$
Kousuke Kuto
Department of Mathematics, Waseda University, 3-4-1 Ohkubo, Shinjuku-ku, Tokyo 169-8555, Japan
Received January 30, 2003; revised August 8, 2003
Abstract
This paper is concerned with a cross-diffusion system arising in a prey–predator population
model. The main purpose is to discuss the stability analysis for coexistence steady-state
solutions obtained by Kuto and Yamada (J. Differential Equations, to appear). We will give
some criteria on the stability of these coexistence steady states. Furthermore, we show that the
Hopf bifurcation phenomenon occurs on the steady-state solution branch under some
conditions.
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1. Introduction
In this paper we study the following strongly coupled parabolic system:
ut ¼ D½ðd1 þ r12vÞu þ uða1  b1u  c1vÞ in O	 ð0; TÞ;
vt ¼ D½ðd2 þ r21uÞv þ vða2 þ b2u  c2vÞ in O	 ð0; TÞ;
u ¼ v ¼ 0 on @O	 ð0; TÞ;
uð 
 ; 0Þ ¼ u0X0; vð 
 ; 0Þ ¼ v0X0 in O;
8>><
>>:
ð1:1Þ
ARTICLE IN PRESS
$This work was partially supported by JSPS Research Fellowships for Japanese Young Scientists (No.
05726).
Corresponding author. Fax: +81-3-5286-3483.
E-mail address: kuto@toki.waseda.jp.
0022-0396/$ - see front matter r 2003 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2003.10.016
where O is a bounded domain in RN ðNX1Þ with smooth boundary @O; r12; r21
are nonnegative constants; di; ai; bi; ci ði ¼ 1; 2Þ are all positive constants.
System (1.1) is a Lotka–Volterra prey–predator model with cross-diffusion
effects. In (1.1), u and v represent the population densities of prey and
predator species which are interacting and migrating in the same habitat O:
Such a density-dependent population model was ﬁrst proposed by Shigesada
et al. [21] to investigate the habitat segregation phenomena. In diffusion
terms, di represents natural dispersive force of movement of an individual, while
rij describes mutual interferences between individuals; r12 and r21 are usually
referred as cross-diffusion pressures. In this sense, it may be said that d1 þ r12v or
d2 þ r21u represents the degree of the uncomfortableness of each place where the
individuals are living. The boundary condition means that the habitat O is
surrounded by a hostile environment. See also [11,19] and references therein for the
biological background.
By the rescaling
ða; b; c; d; a; b; u˜; v˜Þ ¼ a1
d1
;
a2
d2
;
c1d2
c2d1
;
b2d1
b1d2
;
d2r12
c2d1
;
d1r21
b1d2
;
b1
d1
u;
c2
d2
v
 
;
(1.1) is reduced to the following problem:
ðPÞ
d11 ut ¼ D½ð1þ avÞu þ uða  u  cvÞ in O	 ð0; TÞ;
d12 vt ¼ D½ð1þ buÞv þ vðb þ du  vÞ in O	 ð0; TÞ;
u ¼ v ¼ 0 on @O	 ð0; TÞ;
uð 
 ; 0Þ ¼ u0X0; vð 
 ; 0Þ ¼ v0X0 in O:
8>><
>>:
For simplicity, we have dropped the ‘B’ sign in (P). In what follows,
we discuss dynamical behaviors of nonnegative solutions to (P). Our main
purpose is to study the stability for the steady-state solutions obtained by Kuto
and Yamada [11]. Here we note that the local solvability of (P) has been established
by Amann [1], where a wide class of quasilinear parabolic systems is discussed.
According to his result, (1.1) has a unique local solution ðu; vÞ provided
ðu0; v0ÞAW 1;p0 ðOÞ 	 W 1;p0 ðOÞ for p4N; and moreover, uX0; vX0 for all ðx; tÞAO	
½ 0; TÞ; where T is a maximal existence time of ðu; vÞ: However, not much are known
for the global solvability for (1.1). We refer to [3,4,16] and references therein for the
related problems.
The steady-state problem associated with (P) is
ðSPÞ
D½ð1þ avÞu þ uða  u  cvÞ ¼ 0 in O;
D½ð1þ buÞv þ vðb þ du  vÞ ¼ 0 in O;
u ¼ v ¼ 0 on @O:
8><
>:
We are mainly interested in positive solutions of (SP). It is said that ðu; vÞ is a
positive solution of (SP) if u40 and v40 in O: When there are no cross-diffusion
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effects ða ¼ b ¼ 0Þ; (SP) is reduced to the classical Lotka–Volterra prey–
predator system, which has been discussed extensively by many authors. In
particular, Lo´pez–Go´mez and Pardo [14] have determined the exact range of
coefﬁcients ða; b; c; dÞ for the existence of a positive solution of (SP) (see also [12]).
Furthermore, in [15], they have proved the uniqueness of positive solutions for the
special case when the spatial dimension is one ðN ¼ 1; a ¼ b ¼ 0Þ: In case
ða; bÞað0; 0Þ; Nakashima and Yamada [18] have given a sufﬁcient condition for
the existence of a positive solution of (SP). However, it is very difﬁcult to obtain the
complete structure to the solution set of (SP) and many problems are still remain
open now.
In the extreme case a ¼ 0; the author and Yamada [11] have found multiple
positive solutions of (SP)0 in some cases. (We will denote by ðSPÞ0 (resp. ðPÞ0Þ the
problem (SP) (resp. (P)) with a ¼ 0:) We will prepare some notation to state these
results. Let l1 denote the least eigenvalue of D with the homogeneous Dirichlet
boundary condition on @O: It is well known that the problem
Du þ uða  uÞ ¼ 0 in O; u ¼ 0 on @O
has a unique positive solution ya if a4l1; moreover, aA½l1;NÞ-yaACð %OÞ is
continuous and strictly increasing function. It is possible to show that (SP) has two
semitrivial solutions
ðu; vÞ ¼ ðya; 0Þ for a4l1 and ðu; vÞ ¼ ð0; ybÞ for b4l1
in addition to the trivial solution ðu; vÞ ¼ ð0; 0Þ: Regarding a as a bifurcation
parameter, we set
S :¼ fðu; v; aÞ : ðu; vÞ is a positive solution of ðSPÞ0; a4l1g:
In [11], it has been proved thatS can be roughly S or*-shaped with respect to a
in some cases:
Theorem 1.1 (Kuto and Yamada [11]). Assume l1od=b and b4l1: For any c40;
there exist a large number M and an open set
O1 ¼ O1ðcÞCfðb; b; dÞ : bXM; 0od=b l1; b  l1pM1g
such that, if ðb; b; dÞAO1; then S contains an unbounded smooth curve
G1 ¼ fðuðrÞ; vðrÞ; aðrÞÞAC1ð %OÞ 	 C1ð %OÞ 	 ðl1;NÞ : rAð0;NÞg;
which possesses the following properties:
(i) ðuð0Þ; vð0ÞÞ ¼ ð0; ybÞ; a :¼ að0Þ4l1; a0ð0Þ40;
(ii) aðrÞ4a for all rAð0;NÞ and limr-N aðrÞ ¼N;
(iii) aðrÞ attains a strict local maximum and a strict local minimum at some r ¼ %r
and r ¼
%
r ð0o%ro
%
rÞ; respectively, which satisfy að%rÞ4að
%
rÞ:
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Theorem 1.2 (Kuto and Yamada [11]). Assume bb4bl14d: For any c40; there
exist a large number M and an open set
O2 ¼ O2ðcÞCfðb; b; dÞ : bXM; 0ol1  d=b; b  l1pM1g
such that if ðb; b; dÞAO2; then S contains a bounded smooth curve
G2 ¼ fðuðrÞ; vðrÞ; aðrÞÞAC1ð %OÞ 	 C1ð %OÞ 	 ðl1;NÞ : rAð0; CÞg;
which possesses the following properties:
(i) ðuð0Þ; vð0ÞÞ ¼ ð0; ybÞ; að0Þ4l1; a0ð0Þ40;
(ii) ðuðCÞ; vðCÞÞ ¼ ðyaðCÞ; 0Þ; aðCÞ4l1;
(iii) aðrÞ attains a strict local maximum in ð0; CÞ: Furthermore, there exists an open
set O02CO2 such that, if ðb; b; dÞAO02; then aðrÞ attains a strict local minimum in
ð0; CÞ:
It is noted that, in [11], some a priori estimates have also been obtained for
solutions belonging to Gi ði ¼ 1; 2Þ in Theorems 1.1 and 1.2 (see also [18]).
Since multiple positive steady states are obtained, it is a natural question to ask
their stability or instability. In case when d1=d2 is small, we will show that the
stability of steady states on G2 changes at every turning point with respect to a: So in
this case, stability properties of all steady states on G2 can be determined. If d1=d2
becomes large enough, then the above stability property totally changes. We will
prove the Hopf bifurcation occurs at some point on G2 when d1=d2 is sufﬁciently
large. So there exist periodic solutions of (P) near the Hopf bifurcation point.
Concerning the unbounded branch G1; similar results still hold true if r belongs to a
certain compact range.
Concerning the stability problem for cross-diffusion systems, Kan-on [9] has given
some criteria on stability of nonconstant steady states to a singular perturbation type
competition model proposed by Mimura et al. [17]. It should be noted that our
situation is quite different from their cases.
The content of the present paper is as follows. In Section 2, we state our main
results. For the sake of the stability analysis, a brief sketch of the proofs of Theorems
1.1 and 1.2 is given in Section 3. By way of the Lyapunov–Schmidt reduction, one
can ﬁnd a ﬁnite-dimensional limiting problem as b-N and jd=b l1j; b  l1-0:
Section 4 is devoted to the proofs of main results. We will study the distribution of
the eigenvalues for the linearized problems associated with the steady states
constructed in Theorems 1.1 and 1.2. A crucial point of the proof is to determine the
sign of real parts of the principal two eigenvalues as perturbations of eigenvalues of a
2	 2 regular matrix characterized by the limiting problem.
Throughout the paper, the usual norms of the spaces LpðOÞ for pA½ 1;NÞ and
Cð %OÞ are, respectively, deﬁned by
jjujjp :¼
Z
O
juðxÞjpdx
 1=p
and jjujjN :¼ max
xA %O
juðxÞj:
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In particular, we simply write jjujj instead of jjujj2: Furthermore, we will denote by F
a unique positive solution of
DF ¼ l1F in O; F ¼ 0 on @O; jjFjj ¼ 1:
2. Main results
Before stating main results, we divide G2 at every turning point with respect to a:
In case ðb; b; dÞAO2; let
0or1or2o?ork1oC
be all strict local maximum or minimum points of aðrÞ: Because of a0ð0Þ40
(see Theorem 1.2), r2j1 ð j ¼ 1; 2;y; ½k=2Þ are strict local maximum
points, and r2j ð j ¼ 1; 2;y; ½ðk  1Þ=2Þ are strict local minimum points. For each
1pipk; we set
G2i :¼ fðuðrÞ; vðrÞ; aðrÞÞAG2 : rAðri1; riÞg;
where r0 :¼ 0 and rk :¼ C: Furthermore for p4N; we prepare two Banach spaces
X :¼ ½W 2;pðOÞ-W 1;p0 ðOÞ 	 ½W 2;pðOÞ-W 1;p0 ðOÞ;
Y :¼ LpðOÞ 	 LpðOÞ:
(
ð2:1Þ
We note that XCC1ð %OÞ 	 C1ð %OÞ by the Sobolev embedding theorem.
We are ready to state main results. Our ﬁrst result can be stated as follows:
Theorem 2.1. For almost every ðb; b; dÞAO2; there exists a small positive constant d
such that if d1=d2pd; then all steady-state solutions on G22j1 ð j ¼ 1; 2;y; ½ðk þ 1Þ=2Þ
are asymptotically stable in the topology of X ; while all steady-state solutions on
G22j ð j ¼ 1; 2;y; ½k=2Þ are unstable.
In the above case, we remark that ðuð0Þ; vð0ÞÞ ¼ ð0; ybÞ and ðuðCÞ; vðCÞÞ ¼
ðyaðCÞ; 0Þ by Theorem 1.2. So Theorem 2.1 implies that stable positive steady states
bifurcate from the semitrivial solution ð0; ybÞ; the stability on G2 changes at every
turning point with respect to a; and moreover G2 connects the other semitrivial
solution ðyaðCÞ; 0Þ: On the other hand, we obtain the following result in case when
d1=d2 is large:
Theorem 2.2. For any ðb; b; dÞAO2; there exists a large positive constant D such that if
d1=d2XD; then the Hopf bifurcation occurs at a certain point ðuðrÞ; vðrÞ; aðrÞÞAG21:
In this case, there exists a periodic solution of ðPÞ0 if a lies in a neighborhood of aðrÞ
with a4aðrÞ:
For the unbounded steady state branch G1; similar results to Theorems 2.1 and 2.2
also hold true if rAð0; CÞ with some C4
%
r:
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Theorem 2.3. Assume ðb; b; dÞAO1: Let 0or1or2o?ork1oC be all strict local
maximum or minimum points of aðrÞ in ð0; CÞ and define G1i :¼ fðuðrÞ; vðrÞ; aðrÞÞAG1 :
rAðri1; riÞg ð1pipkÞ; where r0 :¼ 0 and rk :¼ C: Then the following properties hold true:
(i) For almost every ðb; b; dÞAO1; there exist positive constants d and C4
%
r such that,
if d1=d2pd and rAð0; CÞ; then steady state solutions on G12j1 ð j ¼ 1; 2;y; ½ðk þ
1Þ=2Þ are asymptotically stable in the topology of X ; while steady state solutions
on G12j ð j ¼ 1; 2;y; ½k=2Þ are unstable.
(ii) There exists a large positive D such that, if d1=d2XD; then the Hopf bifurcation
occurs at some point ðuðrÞ; vðrÞ; aðrÞÞAG11:
3. Preliminaries
In this section, we give some preliminaries on the structure of Gi ði ¼ 1; 2Þ: In
order to discuss the stability analysis, we need to recall the proofs of Theorems 1.1
and 1.2. Thus we will give their sketch. See [11] for details.
In case a ¼ 0; the nonstationary problem (P) is
ðPÞ0
d11 ut ¼ Du þ uða  u  cvÞ in O	 ð0; TÞ;
d12 vt ¼ D½ð1þ buÞv þ vðb þ du  vÞ in O	 ð0; TÞ;
u ¼ v ¼ 0 on @O	 ð0; TÞ;
uð 
 ; 0Þ ¼ u0X0; vð 
 ; 0Þ ¼ v0X0 in O:
8>><
>>:
In ðPÞ0; we employ the following change of variables;
a ¼ l1 þ ea1; b ¼ l1 þ eb1; d=b ¼ l1 þ et; b ¼ g=e;
u ¼ ew; ð1þ buÞv ¼ ez: ð3:1Þ
Here a1; b1 are positive constants and t is a real constant. Furthermore, e is a small
positive constant, thus g is also a positive constant. In what follows, we will mainly
discuss the case when bð4l1Þ; d=b are close to l1 and b is large. We note that a1
plays a role of a bifurcation parameter. By (3.1), a pair of new unknown functions
ðw; zÞ satisﬁes
ðPPÞ
d11 wt ¼ Dw þ l1w þ ef ðw; z; a1Þ in O	 ð0; TÞ;
d12 
gz
ð1þ gwÞ2wt þ
zt
1þ gw
" #
¼ Dz þ l1z þ egðw; zÞ in O	 ð0; TÞ;
w ¼ z ¼ 0 on @O	 ð0; TÞ;
wð 
 ; 0Þ ¼ u0=e; zð 
 ; 0Þ ¼ ð1þ bu0Þv0=e in O;
8>>>><
>>>:
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where
f ðw; z; a1Þ :¼ w a1  w  cz
1þ gw
 
;
gðw; zÞ :¼ z
1þ gw b1 þ tgw 
z
1þ gw
 
:
8>><
>>:
ð3:2Þ
Here we note that positivity of solutions of ðPÞ0 ensures that of solutions of (PP).
The steady-state problem associated with (PP) is reduced to the following semilinear
elliptic equation:
Dw þ l1w þ ef ðw; z; a1Þ ¼ 0 in O;
Dz þ l1z þ egðw; zÞ ¼ 0 in O;
w ¼ z ¼ 0 on @O:
8><
>: ð3:3Þ
By virtue of (3.1), it is easy to see that (3.3) has two semitrivial solutions
ðw; zÞ ¼ ðe1yl1þea1 ; 0Þ; ðw; zÞ ¼ ð0; e1yl1þeb1Þ
in addition to the trivial solution. For the Lyapunov–Schmidt reduction, we will give
a similar framework to that of Du and Lou [7]. For Banach spaces X and Y in (2.1),
deﬁne mappings H : X-Y and B : X 	 R-Y by
Hðw; zÞ :¼ ðDw þ l1w;Dz þ l1zÞ;
Bðw; z; a1Þ :¼ ð f ðw; z; a1Þ; gðw; zÞÞ:

ð3:4Þ
Then (3.3) is equivalent to the following equation:
Hðw; zÞ þ eBðw; z; a1Þ ¼ 0: ð3:5Þ
Let X1 and Y1 be the L
2-orthogonal complements of span fðF; 0Þ; ð0;FÞg in X and
Y ; respectively. Let P : X-X1 and Q : Y-Y1 represent L
2-orthogonal projections.
Thus a pair of unknown functions ðw; zÞAX is decomposed as
ðw; zÞ ¼ ðr; sÞFþ u; u ¼ Pðw; zÞ:
Since Hððr; sÞFÞ ¼ 0 and ðI  QÞHðX1Þ ¼ 0; (3.5) is consequently reduced to
QHðuÞ þ eQBððr; sÞFþ u; a1Þ ¼ 0 ð3:6Þ
and
ðI  QÞBððr; sÞFþ u; a1Þ ¼ 0:
The Lyapunov–Schmidt reduction procedure leads us to the next lemma:
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Lemma 3.1 (Kuto and Yamada [11]). For any C40; there exist a neighborhood N0 of
the set
fðw; z; a1; eÞ ¼ ðrF; sF; a1; 0ÞAX 	 R2 : jrj; jsj; ja1jpCg
and a positive constant e0 such that all solutions of (3.6) in N0 are given by
fððr; sÞFþ eUðr; s; a1; eÞ; a1; eÞ : jrj; jsj; ja1jpC þ e0; jejpe0g
with a smooth X1-valued function U : Then,
ðw; z; a1; eÞ ¼ ððr; sÞFþ eUðr; s; a1; eÞ; a1; eÞ
becomes a solution of (3.5), or equivalently (3.3), in N0 if and only if
F eðr; s; a1ÞF :¼ ðI  QÞBððr; sÞFþ eUðr; s; a1; eÞ; a1Þ ¼ 0:
By virtue of ðI  QÞðu; vÞ ¼
Z
O
uF dx;
Z
O
vF dx
 
F; it follows from (3.2) and
(3.4) that
F0ðr; s; a1Þ ¼
Z
O
f ðrF; sF; a1ÞF;
Z
O
gðrF; sFÞF
 t
¼
r a1  rjjFjj33  cs
Z
O
F3
1þ grF
 
s b1  ðb1  tÞgr
Z
O
F3
1þ grF s
Z
O
F3
ð1þ grFÞ2
( )
0
BBBB@
1
CCCCA: ð3:7Þ
Thus Ker F 0 is a union of the following four sets:
L0 ¼ fð0; 0; a1Þ : a1ARg;
L1 ¼ fða1=jjf1jj33; 0; a1Þ : a1ARg;
L2 ¼ fð0; b1=jjf1jj33; a1Þ : a1ARg;
Lp ¼ fðr;jðgrÞ;cðrÞÞ : rARg;
where
jðrÞ ¼ b1  ðb1  tÞr
Z
O
F3
1þ rF
  Z
O
F3
ð1þ rFÞ2
 !1
;
cðrÞ ¼ rjjFjj33 þ cjðgrÞ
Z
O
F3
1þ grF:
8>><
>>>:
ð3:8Þ
We note that Lp-Rþ3 mean the limiting set of positive solutions of (3.3) as e-0:
Indeed the following proposition holds true:
ARTICLE IN PRESS
K. Kuto / J. Differential Equations 197 (2004) 293–314300
Proposition 1 (Kuto and Yamada [11]). For a sufficiently large A140; there exist
e040 and a family of smooth curves
fðrðx; eÞ; sðx; eÞ; a1ðx; eÞÞAR3þ : ðx; eÞAð0; CeÞ 	 ½ 0; e0 g
such that for each fixed eAð0; e0 ; all positive solutions of (3.3) with a1Að0; A1Þ can be
parameterized as
Ge ¼ fðwðx; eÞ; zðx; eÞ; a1ðx; eÞÞ ¼ ððr; sÞFþ eUðr; s; a1; eÞ; a1Þ :
ðr; s; a1Þ ¼ ðrðx; eÞ; sðx; eÞ; a1ðx; eÞÞ for xAð0; CeÞg
and ðrðx; 0Þ; sðx; 0Þ; a1ðx; 0ÞÞ ¼ ðx;jðgxÞ;cðxÞÞ; rð0; eÞ ¼ 0: Here Ce40 depends
continuously on eA½ 0; e0: Furthermore, if to0; then
wðCe; eÞ40 in O and zðCe; eÞ  0:
On the other hand, if tX0; then
wðCe; eÞ; zðCe; eÞ40 in O and a1ðCe; eÞ ¼ A1;
and moreover Ge can be extended for a1A½ 0;NÞ as a positive solution curve of (3.3).
The above proposition implies that if e40 is sufﬁciently small, then Ge forms a
positive solution branch near the curve fðrF;jðgrÞF;cðrÞÞ : 0oroCg: So it is
important to study the proﬁle of Lp: By virtue of (3.8),
ð0;jð0Þ;cð0ÞÞ ¼ ð0; b1=jjFjj33; cb1ÞAL2:
It is easily veriﬁed that in case tX0; jðrÞ40 for all rA½ 0;NÞ: On the other hand, if
to0; we can ﬁnd a positive constant r0 ¼ r0ðt=b1Þ such that
jðrÞ40 for rA½ 0; r0Þ;
jðrÞo0 for rAðr0;NÞ:

Thus it follows that
ðr0=g;jðr0Þ;cðr0=gÞÞ ¼ ðr0=g; 0; r0jjFjj33=gÞAL1
provided to0: We note that Ce stated in Proposition 1 satisﬁes C0 ¼ r0=g if to0 and
cðC0Þ ¼ A1 if tX0: Additionally the next lemma gives proﬁles of cðrÞ in the interval
of fr40 : jðgrÞ40g when t is close to 0 and g is sufﬁciently large.
Lemma 3.3 (Kuto and Yamada [11]). The following properties of cðrÞ hold true:
(a) If tX0; then cðrÞ4cð0Þ ¼ cb1 for all rAð0;NÞ and limr-N cðrÞ ¼N;
(b) there exist positive constants *t ¼ *tðc; b1Þ and *g ¼ *gðc; b1Þ such that
(i) if ðt; gÞA½0; *t 	 ½*g;NÞ; then cðrÞ attains a strict local maximum and a strict
local minimum in ð0;NÞ;
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(ii) if ðt; gÞA½*t; 0Þ 	 ½*g;NÞ; then c0ð0Þ40 and cðrÞ achieves a strict local
maximum in ð0; r0=gÞ: Furthermore, there exists a continuous function #gðtÞ in
½*t; 0Þ satisfying
*go#gðtÞ for all tA½*t; 0Þ and lim
tm0
#gðtÞ ¼N
and that, if gA½ *g; #gðtÞÞ for tA½*t; 0Þ; then cðrÞ attains a strict local minimum in
ð0; r0=gÞ:
From Proposition 3.2 and Lemma 3.3 one can see the following propositions.
Proposition 3.4 (Kuto and Yamada [11]). Suppose that ðt; gÞA½0; *t 	 ½ *g;NÞ and
that e40 is sufficiently small. Then the positive solution set of (3.3) contains an
unbounded smooth curve
Ge ¼ fðwðxÞ; zðxÞ; a1ðxÞÞAX 	 R : xAð0;NÞg;
which has the following properties;
(i) ðwð0Þ; zð0ÞÞ ¼ ð0; e1yl1þeb1Þ; a1ð0Þ40; a01ð0Þ40;
(ii) a1ðxÞ4a1ð0Þ ðx40Þ and limx-N a1ðxÞ ¼N;
(iii) Ge possesses at least two turning points with respect to a:
Proposition 3.5 (Kuto and Yamada [11]). Suppose that ðt; gÞA½*t; 0Þ 	 ½ *g;NÞ and
that e40 is small enough. Then the positive solution set of (3.3) contains a bounded
smooth curve
Ge ¼ fðwðxÞ; zðxÞ; a1ðxÞÞAX 	 R : xAð0; CeÞg;
which possesses the following properties;
(i) ðwð0Þ; zð0ÞÞ ¼ ð0; e1yl1þeb1Þ; a1ð0Þ40; a01ð0Þ40;
(ii) ðwðCeÞ; zðCeÞÞ ¼ ðe1yl1þea1 ; 0Þ; a1 :¼ a1ðCeÞ40;
(iii) a1ðxÞ attains a strict local maximum in ð0; CeÞ: In particular, if gA½ *g; #gðtÞÞ for
tA½*t; 0Þ; then a1ðxÞ attains a strict local minimum in ð0; CeÞ:
With use of (3.1), Theorems 1.1 and 1.2 immediately follow from Propositions 3.4
and 3.5. Indeed, open sets stated in Theorems 1.1 and 1.2 are expressed as
O1 ¼ fðb; b; dÞ ¼ ðg=e; l1 þ eb1; ðl1 þ etÞg=eÞ :
ðt; gÞAð0; *tÞ 	 ð*g;NÞ; eAð0; e0Þg;
O2 ¼ fðb; b; dÞ ¼ ðg=e; l1 þ eb1; ðl1 þ etÞg=eÞ :
ðt; gÞAð*t; 0Þ 	 ð*g;NÞ; eAð0; e0Þg; ð3:9Þ
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O02 ¼ fðb; b; dÞ ¼ ðg=e; l1 þ eb1; ðl1 þ etÞg=eÞ :
gAð*g; #gðtÞÞ for tAð*t; 0Þ; eAð0; e0Þg:
We note that e0 is a sufﬁciently small positive number depending on b1; t; g and A1:
4. Proofs of main results
In this section, we will prove Theorems 2.1–2.3 by making use of the results in
Section 3. By virtue of the regularity of (3.1), the stability of a steady-state ðu; vÞ of
ðPÞ0 coincides with that of the steady state ðw; zÞ ¼ ðu=e; ð1þ buÞv=eÞ of (PP).
So we will concentrate on the stability analysis for the steady states on Ge given in
Propositions 3.4 and 3.5.
4.1. Linearized stability
By virtue of Proposition 3.2, all positive steady states of (PP) with a1Að0; A1Þ are
parameterized as
Ge ¼ fðwðx; eÞ; zðx; eÞ; a1ðx; eÞÞ : xAð0; CeÞÞg
when e40 is sufﬁciently small. For each ðwðx; eÞ; zðx; eÞ; a1ðx; eÞÞAGe; we deﬁne a
linear operator Lðx; eÞ : X-Y by
Lðx; eÞ h
k
 
:¼ H h
k
 
 eBðw;zÞðwðx; eÞ; zðx; eÞ; a1ðx; eÞÞ
h
k
 
;
where H; B are mappings deﬁned by (3.4) and Bðw;zÞ denotes the Fre´chet derivative of
B with respect to ðw; zÞ: Furthermore, in view of the left-hand side of (PP), we set
Jðx; eÞ :¼
1
d1
0
 gzðx; eÞ
d2ð1þ gwðx; eÞÞ2
1
d2ð1þ gwðx; eÞÞ
2
664
3
775:
Then the linearized eigenvalue problem associated with ðwðx; eÞ; zðx; eÞÞ is given by
Lðx; eÞ h
k
 
¼ mJðx; eÞ h
k
 
: ð4:1Þ
In this subsection, we study the linearized stability of steady states on Ge by the
spectral analysis for (4.1). Put
rðx; eÞ :¼ fmAC : ð4:1Þ has no solution except for h ¼ k ¼ 0g:
We begin with the following lemma.
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Lemma 4.1. Suppose that e40 is sufficiently small. Then there exist positive constants
k1; o independent of ðx; eÞ such that rðx; eÞ*fzAC : jzjXk1 and jarg zjpp=2þ
og: On the other hand, all eigenvalues fmiðx; eÞgNi¼1 (counting multiplicity) of (4.1)
satisfy
lim
ek0
m1ðx; eÞ ¼ lim
ek0
m2ðx; eÞ ¼ 0 ð4:2Þ
and
Re miðx; eÞ4k2 for all iX3 and xAð0; CeÞ
for some positive constant k2 independent of ðx; eÞ:
Proof. It follows from Proposition 3.2 that for any ﬁxed xAð0; CeÞ
lim
ek0
ðwðx; eÞ; zðx; eÞ; a1ðx; eÞÞ ¼ ðxF;jðgxÞF;cðxÞÞ in Cð %OÞ 	 Cð %OÞ 	 R:
Thus letting ek0 in (4.1), we have
Dh  l1h ¼ m
d1
h in O;
Dk  l1k ¼ m
d2
 gjðgxÞFð1þ gxFÞ2h þ
k
1þ gxF
" #
in O;
h ¼ k ¼ 0 on @O:
8>>><
>>>:
ð4:3Þ
Clearly, m ¼ 0 is a double eigenvalue of (4.3). If hc0; then each eigenvalue of (4.3) is
real and nonnegative by the ﬁrst equation. If h  0; we are lead to the same result by
the second equation. Consequently we see all eigenvalues of (4.3) are real and
nonnegative. From this fact, we can obtain all assertions of Lemma 4.1 with the aid
of the perturbation theory by Kato [10, Chapter 8]. &
We note that all eigenvalues fmiðx; eÞg form a symmetric set with respect to the real
axis in the complex space C : Then m1ðx; eÞ and m2ðx; eÞ (with (4.2)) satisfy the
following properties (i) or (ii);
(i) both of m1ðx; eÞ and m2ðx; eÞ are real numbers;
(ii) m1ðx; eÞ is a complex conjugate of m2ðx; eÞ:
In what follows, we assume that m1ðx; eÞpm2ðx; eÞ in case (i), and that
Im m1ðx; eÞXIm m2ðx; eÞ in case (ii).
Deﬁnition 4.2 (Linearized stability). A steady-state ðwðx; eÞ; zðx; eÞÞ of (PP)
is called linearly stable if Re m1ðx; eÞ40: If Re m1ðx; eÞo0; then it is called linearly
unstable.
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We deﬁne matrixes KðrÞ and MðrÞ by
KðrÞ ¼
1
d1
0
gjðgrÞ
d2
Z
O
F3
ð1þ grFÞ2
1
d2
Z
O
F2
1þ grF
2
6664
3
7775;
MðrÞ ¼ KðrÞ1F 0ðr;sÞðr;jðgrÞ;cðrÞÞ ð4:4Þ
for the mapping F 0 deﬁned by (3.7). To determine the sign of Re m1ðx; eÞ; the
following lemma plays an important role.
Lemma 4.3. Let n1ðrÞ and n2ðrÞ be eigenvalues of MðrÞ and satisfy Re n1ðrÞpRe n2ðrÞ;
Im n1ðrÞXIm n2ðrÞ: Then for any rAð0; C0Þ; it holds true that
lim
ðx;eÞ-ðr;0Þ
miðx; eÞ
e
¼ niðrÞ for i ¼ 1; 2: ð4:5Þ
Proof. For any sequence fðxn; enÞgNn¼1 such that limn-N ðxn; enÞ ¼ ðr; 0Þ; we set
ðwn; zn; an1Þ :¼ ðwðxn; enÞ; zðxn; enÞ; a1ðxn; enÞÞAGen ;
mni :¼ miðxn; enÞ ði ¼ 1; 2Þ:
Let ðhni ; kni Þ (jjhni jj þ jjkni jj ¼ 1) be eigenfunctions of (4.1) associated with eigenvalues
mni : Then by virtue of (3.2) and (3.4), the eigenvalue problem (4.1) can be written as
Dhni  l1hni  en ½ fwðwn; zn; an1Þhni þ fzðwn; zn; an1Þkni  ¼
mni
d1
hni in O;
Dkni  l1kni  en ½ gwðwn; znÞhni þ gzðwn; znÞkni 
¼ m
n
i
d2
 gznð1þ gwnÞ2
hni þ
kni
1þ gwn
" #
in O;
hni ¼ kni ¼ 0 on @O:
8>>>><
>>>>>:
Taking L2-inner product of the above differential equations with F; we can deduce
Z
O
fwðwn; zn; an1ÞhniFþ
Z
O
fzðwn; zn; an1Þkni F ¼ 
mni
en
1
d1
Z
O
hniF;Z
O
gwðwn; znÞhniFþ
Z
O
gzðwn; znÞkni F
¼ m
n
i
en
1
d2
g
Z
O
zn
ð1þ gwnÞ2
hniFþ
Z
O
kni
1þ gwnF
" #
:
8>>>>><
>>>>:
ð4:6Þ
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From the proof of Lemma 4.1, we may assume that subject to a subsequence,
lim
n-N
ðhni ; kni Þ ¼ ðpiF; qiFÞ in Cð %OÞ 	 Cð %OÞ
for some ðpi; qiÞ with jpij þ jqij ¼ 1 (i ¼ 1; 2). Thus it follows from
lim
n-N
ðwn; zn; an1Þ ¼ ðrF;jðgrÞF;cðrÞÞ in Cð %OÞ 	 Cð %OÞ 	 R
that
lim
n-N
Z
O
fwðwn; zn; an1ÞhniF
Z
O
fzðwn; zn; an1Þkni FZ
O
gwðwn; znÞhniF
Z
O
gzðwn; znÞkni F
2
664
3
775
¼
pi
Z
O
fwðrF;jðgrÞF;cðrÞÞF2 qi
Z
O
fzðrF;jðgrÞF;cðrÞÞF2
pi
Z
O
gwðrF;jðgrÞFÞF2 qi
Z
O
gzðrF;jðgrÞFÞF2
2
664
3
775:
In view of (3.7), observe that
F 0ðr;sÞðr;jðgrÞ;cðrÞÞ
¼
Z
O
fwðrF;jðgrÞF;cðrÞÞF2
Z
O
fzðrF;jðgrÞF;cðrÞÞF2Z
O
gwðrF;jðgrÞFÞF2
Z
O
gzðrF;jðgrÞFÞF2
2
664
3
775:
Therefore, letting n-N in (4.6) leads us to
F 0ðr;sÞðr;jðgrÞ;cðrÞÞ
pi
qi
 
¼  lim
n-N
mni
en
 
KðrÞ pi
qi
 
: ð4:7Þ
Since jpij þ jqij ¼ 1 (i ¼ 1; 2), then (4.7) implies (4.5). Since niðrÞ is independent of
subsequences, it is easily veriﬁed that mni =en itself converges to niðrÞ for each i ¼ 1; 2:
Thus the proof of Lemma 4.3 is accomplished. &
Lemma 4.4. Suppose that e40 is sufficiently small. Suppose further that xAð0; CeÞ:
Thus all zeros of m1ðx; eÞ coincide with all zeros of @xa1ðx; eÞ:
The above lemma asserts that the degeneracy of steady states on Ge is equivalent to
the criticality of a1ðx; eÞ with respect to x: We refer the proof of Lemma 4.4 to the
perturbation theory for the Fredholm operator developed by Du and Lou [7,
Theorem 3.13 and Appendix].
Since c is analytic, c0 possesses at most a ﬁnite number of zeros in ð0; C0Þ:
Furthermore, by virtue of (3.8), any zero of c0 must be a strictly critical point of c
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for almost every ðt; gÞA½*t; *t  	 ½ *g;NÞ: For such ðt; gÞA½*t; *t  	 ½*g;NÞ and
sufﬁciently small e40; all zeros of @xa1ðx; eÞ are denoted by
0ox1ðeÞox2ðeÞo?oxk1ðeÞoCe:
That is,
ðwi; zi; ai1Þ :¼ ðwðxiðeÞ; eÞ; zðxiðeÞ; eÞ; a1ðxiðeÞ; eÞÞAGe ði ¼ 1; 2;y; k  1Þ
are all turning points on Ge with respect to a1: Here we note that limek0 a1ð 
 ; eÞ ¼ c
in C2ð½ 0; C0 Þ by Proposition 3.2 (see also the proof of [11, Lemma 5.3]).
Additionally, for each 1pipk we set
Gei :¼ fððwðx; eÞ; zðx; eÞ; a1ðx; eÞÞ : xAðxi1ðeÞ; xiðeÞÞg;
where x0ðeÞ :¼ 0 and xkðeÞ ¼ Ce: This implies
Sk
i¼1 G
e
i ¼ Ge\
Sk1
i¼1 fðwi; zi; ai1Þg:
Lemma 4.5. For almost every ðt; gÞA½*t; *t  	 ½ *g;NÞ; there exist small positive
constants d; e0 such that if d1=d2pd and epe0; then all steady-state solutions on
Ge2j1 ð j ¼ 1; 2;y; ½ðk þ 1Þ=2Þ are linearly stable, while all steady-state solutions on
Ge2j ð j ¼ 1; 2;y; ½k=2Þ are linearly unstable.
Proof. Taking the trace of MðrÞ; one can see
n1ðrÞ þ n2ðrÞ
¼ d2jðgrÞ
Z
O
F3
ð1þ grFÞ2
Z
O
F2
1þ grF
 1
d1cgr
d2
Z
O
F4
ð1þ grFÞ2
" #
þ d1rjjFjj33 þ d1cgrjðgrÞ
Z
O
F3
1þ grF
Z
O
F3
ð1þ grFÞ2
Z
O
F2
1þ grF
 1
: ð4:8Þ
We set hðrÞ :¼
Z
O
rF4=ð1þ rFÞ2: Since hð0Þ ¼ 0 and hðrÞ ¼ Oðr1Þ ðr-NÞ; hðrˆÞ ¼
supr40hðrÞ for some rˆ40: Then by (4.8), we obtain
n1ðrÞ þ n2ðrÞ
Xd2jðgrÞ
Z
O
F3
ð1þ grFÞ2
Z
O
F2
1þ grF
 1
d1c
d2
hðgrÞ
" #
þ d1rjjFjj33
4d2jðgrÞ
Z
O
F3
ð1þ gC0FÞ2
 d1c
d2
hðrˆÞ
" #
þ d1rjjFjj33
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for all rA½ 0; C0 : Therefore, it follows from jðgrÞ40 (rA½ 0; C0Þ) that, if
d1
d2
o 1
2chðrˆÞ
Z
O
F3
ð1þ gC0FÞ2
;
then n1ðrÞ þ n2ðrÞ40 for all rA½0; C0: Thus we can see by Lemma 4.3 that for
sufﬁciently small e40;
m1ðx; eÞ þ m2ðx; eÞ40 for all xA½ 0; Ce: ð4:9Þ
Hence (4.9) also implies Re m2ðx; eÞ40 for all xA½ 0; Ce: On the other hand, in view
of (4.4), (3.7) and (3.8), direct calculations enable us to obtain
n1ðrÞn2ðrÞ ¼ det MðrÞ
¼ d1d2rjðgrÞc0ðrÞ
Z
O
F3
ð1þ grFÞ2
Z
O
F2
1þ grF
 1
: ð4:10Þ
So it holds that sign n1ðrÞn2ðrÞ ¼ sign c0ðrÞ for all rAð0; C0Þ: Let r0Að0; C0Þ be any
ﬁxed point. If c0ðr0Þ40; then Lemma 4.3 implies m1ðx; eÞm2ðx; eÞ40 if ðx; eÞ is
sufﬁciently near ðr0; 0Þ: Further, together with (4.9), we obtain Re m1ðx; eÞ40:
Similarly if c0ðr0Þo0 and ðx; eÞ is close to ðr0; 0Þ; then Re m1ðx; eÞo0: Additionally it
follows from Lemma 4.4 that m1ðx; eÞ ¼ 0 if and only if x ¼ xiðeÞ for some 1pipk 
1 provided that e40 is sufﬁciently small. Since Re m2ðx; eÞ40 for all xA½ 0; Ce ;
consequently Re m1ðx; eÞ ¼ 0 holds if and only if x ¼ xiðeÞ for some 1pipk  1: We
now remark c0ð0Þ40 if ðt; gÞA½*t; *t  	 ½ *g;NÞ (see [11, Lemma 4.1]). Therefore we
obtain
Re m1ðx; eÞ40 if ðwðx; eÞ; zðx; eÞ; a1ðx; eÞÞAGe2j1;
Re m1ðx; eÞo0 if ðwðx; eÞ; zðx; eÞ; a1ðx; eÞÞAGe2j:
(
Thus the proof of Lemma 4.5 is complete. &
4.2. Asymptotic stability
In this subsection, we will prove that the linearized stability result (Lemma 4.5) is
directly connected with the asymptotic stability. In order to accomplish it, we make
use of the linearization principle for quasilinear parabolic equations developed by
Potier-Ferry [20]. To introduce the principle, we need the interpolation spaces
½X ; Y y;p (0pyp1) in the sense of Lions–Peetre [13]. We note that ½X ; Y y;p ¼
½W 2ð1yÞ;pðOÞ-W 1;p0 ðOÞ 2 if 0pyp1=2; while ½X ; Y y;p ¼ W 2ð1yÞ;pðOÞ2 if 1=2oyp1
(Grisvard [8]).
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Lemma 4.6 (Potier-Ferry [20]). Let 0oyp1 and 0py0o1: For each u
in a neighborhood of 0 in ½ X ; Y y;p let TðuÞ : X-Y be a closed linear operator.
Let f be a nonlinear map from a neighborhood of 0 in X into ½ X ; Y y0;p:
Suppose that
(i) There exist positive numbers o; k and C1 such that the resolvent set of Tð0Þ
contains Sðo; kÞ :¼ fzAC : Re zX k or jarg zjop=2þ og and
jjðTð0Þ þ mÞ1jjp C1
1þ jmj for all mASðo; kÞ: ð4:11Þ
(ii) For any given xAX ; the map u/TðuÞx from a neighborhood of 0 in ½ X ; Y y;p
into Y is differentiable and there exist positive constants Z; C2 such that
jj½T 0ðu1Þv  T 0ðu2ÞvxjjYpC2ðjju1  u2jjy;pÞZjjvjjy;pjjxjjX :
(iii) There exists a positive constant C3 such that f satisfies
jjf ðu1Þ  f ðu2Þjjy0;ppC3jju1  u2jjX :
(iv) There exists a positive constant C4 such that jjf ðuÞjjy0;ppC4jjujj2X :
Then for small jju0jjX ; the initial value problem
du
dt
þ TðuÞu ¼ f ðuÞ; uð0Þ ¼ u0AX
has a unique global solution uACð½ 0;NÞ; X Þ-C1ð½ 0;NÞ; YÞ which satisfies
jjuðtÞjjXpC5jju0jjX exp ðktÞ
for some positive constant C5:
Proposition 4.7. For almost every ðt; gÞA½*t; *t  	 ½ *g;NÞ; there exist small positive
constants d; e0 such that if d1=d2pd and epe0; then all steady-state solutions on
Ge2j1 ð j ¼ 1; 2;y; ½ðk þ 1Þ=2Þ are asymptotically stable in the topology of X ; while
all steady-state solutions on Ge2j ð j ¼ 1; 2;y; ½k=2Þ are unstable.
Proof. For any ðwðx; eÞ; zðx; eÞ; a1ðx; eÞÞAGe2j1; we simply write
ðwx;e; zx;e; ax;e1 Þ :¼ ðwðx; eÞ; zðx; eÞ; a1ðx; eÞÞ; wx;e ¼ ðwx;e; zx;eÞ:
Substituting ðw; z; a1Þ ¼ ðW þ wx;e; Z þ zx;e; ax;e1 Þ into (PP), we see that W :¼ ðW ; ZÞ
satisﬁes the initial value problem
dW
dt
þ TðWÞW ¼ f ðWÞ; Wð0Þ ¼ ðw0  wx;e; z0  zx;eÞ;
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where
TðWÞW ¼ JðWÞ1ðHW þ eBðw;zÞðwx;e; ax;e1 ÞWÞ;
JðWÞ ¼
1
d1
0
 gðz
x;e þ ZÞ
d2f1þ gðwx;e þ WÞg2
1
d2f1þ gðwx;e þ WÞg
2
6664
3
7775;
f ðWÞ ¼ eJðWÞ1 f ðw
x;e þ W ; ax;e1 Þ  f ðwx;e; ax;e1 Þ
gðwx;e þ WÞ  gðwx;eÞ
 !
 Bðw;zÞðwx;e; ax;e1 ÞW
 !
:
Thus for the asymptotic stability of wx;e in X ; it sufﬁces to verify all as-
sumptions in Lemma 4.6. We ﬁrst observe W 2ð1yÞ;pðOÞCCnð %OÞ if n ¼ 2ð1 yÞ 
N=p and yA½ 0; 1=2Þ by the Sobolev embedding theorem. So letting y ¼ 1=4
implies
XC½X ; Y 1=4;p ¼ ½W 3=2;pðOÞ-W 1;p0 ðOÞ2CC1=2ð %OÞ2:
It is easy to verify that TðUÞ is a closed linear operator from X into Y for each U in
a neighborhood of 0 in ½X ; Y 1=4;p: Evidently (ii) of Lemma 4.6 is satisﬁed for y ¼
1=4: Furthermore, since
XCC1=2ð %OÞ2CW 1=2;pðOÞ2 ¼ ½ X ; Y 3=4;p;
then (iii) and (iv) of Lemma 4.6 hold true for y0 ¼ 3=4: Furthermore, by virtue of
Tð0Þ ¼ Jðx; eÞ1ðH þ eBðw;zÞðwx;e; ax;e1 ÞÞ;
it follows from (4.1), Lemmas 4.1 and 4.5 that, if ðwx;e; ax;e1 ÞAGe2j1; then the resolvent
set of Tð0Þ contains Sðo; kÞ for some positive numbers o and k: It is possible to
verify (4.11) by the standard argument. Therefore, by Lemma 4.6 we see that if
jjWð0ÞjjX is small enough, then
jjWðtÞjjXpC1jjWð0ÞjjX exp ðktÞ for all t40 ð4:12Þ
with some positive C1: Here we remark that positivity of solutions of (PP)
ensures WðtÞ4 wx;e and ZðtÞ4 zx;e for all t40: Then (4.12) immediately
implies the asymptotic stability of wx;e: Furthermore, by Lemma 4.5, it is
possible to prove the instability of wx;e with ðwx;e; ax;e1 ÞAGe2j: We refer to Drangeid
[6, Theorem 4.1]. &
In view of (3.1), we immediately obtain Theorem 2.1 and (i) of Theorem 2.3 from
Proposition 4.7 by making e0 in (3.9) sufﬁciently small.
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4.3. The Hopf bifurcation
In this section, we will give proofs of Theorem 2.2 and (ii) of Theorem 2.3.
Proposition 4.8. For any ðt; gÞA½*t; *t  	 ½*g;NÞ; there exist a large D40 and a small
e040 such that if d1=d2XD and epe0; then the Hopf bifurcation occurs at a certain
point on Ge1:
Proof. To accomplish the proof, it sufﬁces to ﬁnd small positive numbers x; e such
that m1ðx; eÞ; m2ðx; eÞ form a pure imaginary pair and satisfy @xRemiðx; eÞo0 for
i ¼ 1; 2: We refer to Amann [2] for the abstract Hopf bifurcation theorem for
strongly coupled parabolic equations (see also [5]).
Take ðt; gÞA½*t; *t 	 ½*g;NÞ: Let n1ðrÞ and n2ðrÞ be eigenvalues of MðrÞ deﬁned by
(4.4). We ﬁrst remark that by (4.10) and c0ð0Þ40;
n1ðrÞn2ðrÞ40 for all rAð0; r1Þ ð4:13Þ
with some r140: If we set
kðrÞ :¼
Z
O
F4
ð1þ grFÞ2 
Z
O
F3
1þ grF
Z
O
F3
ð1þ grFÞ2
Z
O
F2
1þ grF
 1
 jjFjj
3
3
cgjðgrÞ
then, (4.8) is rewritten as
n1ðrÞ þ n2ðrÞ ¼ d2jðgrÞ
Z
O
F3
ð1þ grFÞ2
Z
O
F2
1þ grF
 1
d1
d2
cgrkðrÞ
" #
:
Thus direct calculations imply
n1ð0Þ þ n2ð0Þ ¼ b1d2; n01ð0Þ þ n02ð0Þ ¼ d2 C˜ 
d1
d2
cgkð0Þ
 
ð4:14Þ
for some constant C˜ independent of d1 and d2: By virtue of Schwarz’ inequality and
jjFjj ¼ 1; we see jjFjj444jjFjj63: Thus it turns out that kð0Þ ¼ jjFjj44  jjFjj63 
jjFjj33ðcb1gÞ140 if g is large enough. It follows from (4.14) that if d1=d2 is
sufﬁciently large, we can ﬁnd a small positive number r0Að0; r1Þ such that
n1ðrÞ þ n2ðrÞ40 in ð0; r0Þ;
n1ðr0Þ þ n2ðr0Þ ¼ 0 and n01ðr0Þ þ n02ðr0Þo0: ð4:15Þ
We will prove that for a certain ðx; eÞ near ðr0; 0Þ; eigenvalues m1ðx; eÞ; m2ðx; eÞ are
pure imaginary pair and satisfy @xRemiðx; eÞo0 ði ¼ 1; 2Þ: In order to show this
fact, we will construct two functions ziðx; eÞ ði ¼ 1; 2Þ such that ziðr0; 0Þ ¼ niðr0Þ and
the eigenvalues of (4.1) are of the form miðx; eÞ ¼ eziðx; eÞ with the aid of the implicit
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function theorem. In view of (4.1), we deﬁne a mapping G : R2 	 C2 	 X1-Y by
Gðx; e; z; Z; VÞ
:¼ Hðð1; ZÞFþ eVÞ þ eBˆðx; eÞðð1; ZÞFþ eVÞ þ ezJðx; eÞðð1; ZÞFþ eVÞ;
where Bˆðx; eÞ :¼ Bðw;zÞðwðx; eÞ; zðx; eÞ; a1ðx; eÞÞ: Thus (4.1) is equivalent to
Gðx; e; z; Z; VÞ ¼ 0 with ez ¼ m:
This equation can be decomposed as
ðI  QÞBˆðx; eÞðð1; ZÞFþ eVÞ þ zðI  QÞJðx; eÞðð1; ZÞFþ eVÞ ¼ 0;
QHðVÞ þ QBˆðx; eÞðð1; ZÞFþ eVÞ þ ezQJðx; eÞðð1; ZÞFþ eVÞ ¼ 0:
(
Deﬁne a mapping G1 : R2 	 C2 	 X1- span fðF; 0Þ; ð0;FÞg by the left-hand side of
the above ﬁrst equation. Denote by G2 : R2 	 C2 	 X1-Y1 the left-hand side of the
second equation. Furthermore, we denote by n0i ði ¼ 1; 2Þ and ð1; Z0i Þ the eigenvalues
of Mðr0Þ and the associate eigenvectors. By virtue of ðI  QÞBˆðr0; 0Þ ¼
F0ðr;sÞðr0;jðgr0Þ;cðr0ÞÞ and ðI  QÞJðr0; 0Þ ¼ Kðr0Þ; we see that
Gðr0; 0; n0i ; Z0i ; V0i Þ ¼ 0 ði ¼ 1; 2Þ
for V0i :¼ ðQHÞ1ðQBˆðr0; 0Þ½ ð1; Z0i ÞF  þ n0i QJðr0; 0Þ½ ð1; Z0i ÞF Þ: To use the im-
plicit function theorem near ðr0; 0; n0i ; Z0i ; V0i Þ; we need to verify that
Gðz;Z;VÞðr0; 0; n0i ; Z0i ; V0i Þ : C2 	 X1-Y
is invertible. By direct calculations, we have
G1ðz;Z;VÞðr0; 0; n0i ; Z0i ; V0i Þ ½%z; %Z; %V 
¼ F0ðr;sÞðr0;jðgr0Þ;cðr0ÞÞ½ ð0; %ZÞF  þ %zKðr0Þ½ ð1; Z0i ÞF þ n0i Kðr0Þ½ ð0; %ZÞF;
G2ðz;Z;VÞðr0; 0; n0i ; Z0i ; V0i Þ ½%z; %Z; %V 
¼ %zQJðr0; 0Þ½ ð1; Z0i ÞF þ QBˆðr0; 0Þ½ ð0; %ZÞF þ n0i QJðr0; 0Þ½ ð0; 1ÞF  þ QHð %VÞ:
By virtue of c0ðr0Þ40 and
det F0ðr;sÞðr0;jðgr0Þ;cðr0ÞÞ ¼ r0jðgr0Þc0ðr0Þ
Z
O
F3
ð1þ gr0FÞ2
;
we see F0ðr;sÞðr0;jðgr0Þ;cðr0ÞÞ is invertible. From this fact, it is easily veriﬁed that
Gðz;Z;VÞðr0; 0; n0i ; Z0i ; V0i Þ is also invertible. Then the implicit function theorem enables
ARTICLE IN PRESS
K. Kuto / J. Differential Equations 197 (2004) 293–314312
us to get eigenvalues miðx; eÞ ¼ eziðx; eÞ ði ¼ 1; 2Þ of (4.1) for certain smooth
functions ziðx; eÞ in a neighborhood of ðr0; 0Þ: Since ziðr0; 0Þ ¼ niðr0Þ ði ¼ 1; 2Þ by
Lemma 4.3, (4.15) can be written as
z1ðr0; 0Þ þ z2ðr0; 0Þ ¼ 0; @xz1ðr0; 0Þ þ @xz2ðr0; 0Þo0: ð4:16Þ
Multiplying (4.16) by e; we have
m1ðr0; 0Þ þ m2ðr0; 0Þ ¼ 0; @xm1ðr0; 0Þ þ @xm2ðr0; 0Þo0:
By the smoothness of the real valued function m1ðx; eÞ þ m2ðx; eÞ near ðr0; 0Þ; we can
ﬁnd ðx; eÞ near ðr0; 0Þ such that
m1ðx; eÞ þ m2ðx; eÞ ¼ 0; @xm1ðx; eÞ þ @xm2ðx; eÞo0: ð4:17Þ
Furthermore, in view of (4.13), we may assume
m1ðx; eÞm2ðx; eÞ40: ð4:18Þ
Evidently (4.17) and (4.18) imply that m1ðx; eÞ; m2ðx; eÞ form a pure imaginary pair
and satisfy @x Re miðx; eÞo0 ði ¼ 1; 2Þ: Therefore the Hopf bifurcation occurs at
ðwðx; eÞ; zðx; eÞ; a1ðx; eÞÞ; which belongs to Ge1 because x is sufﬁciently small. The
proof of Proposition 4.8 is accomplished. &
By (3.1), Proposition 4.8 immediately implies Theorem 2.2 and (ii) of Theorem 2.3.
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