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1. Original Submission
1.1. Recommendation
Major Revision
2. Comments to Author:
This paper describes an interesting study on the impacts of climate change on 3-day peak ﬂows, 7-day low ﬂows and
mean baseﬂows for the NE & MW U.S. Although there exists a wide diversity of methods for climate change impact analysis
including methods for selection of appropriate climate models, bias correction methods, statistical downscaling methods,
hydrological model and simulations, trend detection methods, etc., the approach applied in this study appears sounds.
The paper, however, needs improvement in its clarity of presentation. Also a more precise and accurate scientiﬁc language
has to be applied at some places in the manuscript. My most important suggestions can be found below.
Section 2.1 - Page 7 - lines 160-161: At this stage, it is unclear to the reader why  the NLDAS-2 data were used for
calibration of the hydrological model, the CRU data for validation of the climate models, and the observed gridded data for
temporal disaggregation. The reader may  wonder why  the observed gridded data weren’t be applied for all these tasks (for
the common periods)?
Section 2.2 - Page 8 - lines 181-187: It is explained that the VIC model parameters were calibrated based on the SCE
algorithm, but no speciﬁcation is given on the objective function(s) applied for the optimization. This needs to be added. See
also a related comments on the deﬁnition of the goodness-of-ﬁt statistics in the results section.
Section 2.3 - Page 9 - lines 202-205: It is explained that the monthly bias-corrected ﬁelds were disaggregated by linear
interpolation, and further disaggregated to the daily time step. I think it would be useful to clarify to the reader that the
ﬁrst disaggregation step is a spatial one (and the second one a temporal disaggregation step, although it more clear for this
second step).
Same lines: The temporal disaggregation is done by randomly selecting observed daily time series. Do these time series
have a length of 1 month (so random months selected from the observed series)? This is unclear.
Same lines: just one existing set of methods was applied for the bias correction and downscaling, whereas many more
methods exist. It may  be useful to refer to some of them (see also the methods applied for similar type of impact analysis
in other regions of the world; cfr. other papers in our journal) and give a brief argumentation on why these methods were
selected.
Section 2.3 - Pages 10-12 - lines 230-251: This part needs large improvement, including a careful check of the notations.
There is a confusion between the notations RPi and RTi on line 230, and RPH,i and RTH,i on the next line. Idem in the deﬁnition
of RTi (mistake in notations?). in lines 2I also recommend to deﬁne RH,i and RF,i right after they were considered in lines
230-231, such that the reader can better follow the approach. Also Equation (2) is very confusing, but putting RH,i equal to
RF,i.
DOI of the original article:http://dx.doi.org/10.1016/j.ejrh.2015.11.007.
2214-5818/$ – see front matter
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Section 2.3 (note that there are two sections 2.3!) - Page 12 - Lines 262 and next: I think that the relevance of separately
nalyzing the baseﬂow was not explained before. It would be useful to explain to the reader why baseﬂow analysis is useful
ext to analyzing low ﬂows (low ﬂows most often equal baseﬂows).
Section 2.3 - Page 12 - lines 269 and next: In this section, it is explained that baseﬂows have a signiﬁcant temporal corre-
ation, which needs to be taken into account in the trend analysis. I agree but I am not sure that we  should be more concerned
bout the baseﬂow correlation as a result of the aquifer response time, then about the inter-annual ﬂow correlations as a
esult of (multi)decadal climate oscillations (as shown by several authors). The latter climate oscillations cause temporal
orrelations in high & low ﬂows, which are not taken into account by the authors.
Section 2.3 - Page 13 - Equation (6): I suggest to use symbols that are more consistent with the ones applied in previous
ection.
Section 2.3 - Page 13 - lines 289 and 293: “statistical signiﬁcance . . . at a 5% conﬁdence level”, “statistically signiﬁcant at
lpha equals 0.05”: Alpha was not deﬁned yet. Apart from that, these are inaccurate scientiﬁc statements. The signiﬁcance
evel is 5%. See also the symbol alpha used on Page 19 - line 417.
Section 3.2 - Page 15: The goodness-of-ﬁt statistics NSE and Pbias are introduced here. I suggest to introduce and deﬁne
hese already in the methods section; when discussing the methods for model calibration and validation. Idem for the
Proportions test” on Page 16 - line 347.
Section 4.2 - Page 19 - line 411: “antecedent moisture conditions in a catchment are more likely to be related to large
eaks . . .”: I assume these conditions are more related to the accumulated rainfall over longer time spans (several days).
Section 4.2 - Page 22 - lines 484-493: The method for extreme value analysis was not explained before. I suggest to add
his to the methods section, including an explanation on how the best type of distribution was decided (GEV, Weibull) and
n the method applied for calibration of the extreme value distribution parameters.
One additional (more general) comment: One important concern about the approach is on the usefulness of the model
or impact analysis of climate change scenarios. The model has been calibrated and validated and shows good performance,
ut this does not mean that the model is accurate in simulating the effects of meteorological changes beyond the range
f conditions considered during the calibration and validation phase. We  acknowledge that this is the way  climate change
mpact analysis was most often done so far, but state-of-the-art impact analysis of climate change scenarios currently moves
he approach one step further by including an analysis of the performance of the impact model for making extrapolations
eyond the range of historical conditions. This recommendation esp. holds for your study given the strong drop in NSE and
ncrease in Pbias if you move from calibration to validation. This can be done by applying a differential split sample test. Or,
f the data series is too short for that, at least the authors have to address this topic and ﬁnd good arguments for their modus
perandi.
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