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Asymptotically Good Additive Cyclic Codes
Exist
Minjia Shi, Rongsheng Wu, Patrick Sole´
Abstract—Quasi-twisted codes of fixed index > 1
have been shown recently to be asymptotically good (A.
Alahmadi, C. Gu¨neri, H. Shoaib, P. Sole´, 2017). We
use this result to construct asymptotically good additive
constacyclic codes on any extension of fixed degree of the
base field. A similar result is proved for additive cyclic
codes, under Artin Conjecture on primitive roots.
Index Terms—additive cyclic codes, additive consta-
cyclic codes, quasi-twisted codes, Artin conjecture.
I. INTRODUCTION
CYCLIC codes are one of the oldest and mostimportant class of codes. Most classical codes
are either cyclic like the Hamming codes, the Golay
codes, and the Reed-Solomon codes, or extended cyclic
like the Reed-Mueller codes. They enjoy connections
with shift-register sequences, computable lower bounds
on the minimum distance, and, for some subclasses,
algebraic decoding techniques like BCH decoding for
instance [7], [18]. However, their asymptotic perfor-
mance is still unsettled to this day. BCH codes, the
most important class of cyclic codes, are asymptoti-
cally bad [23]. Cyclic codes with an affine-invariant
extension are asymptotically bad [21]. Cyclic codes
with lengths having prime factors belonging to a fixed
finite set of prime numbers are asymptotically bad
[11]. On the positive side, dihedral codes, a class of
linear codes that looks even more constrained than
cyclic codes, have been shown to be good [2], [4].
Determining if cyclic codes are asymptotically good is
a half-century old open problem [3], [12], [14], [25].
In contrast, quasi-cyclic codes of index > 1 (the notion
of index is to be defined below) have been known
to be asymptotically good since the 1960’s [13]. This
dichotomy can be explained intuitively by the rarity of
cyclic codes of given length, which precludes the use
of random coding arguments. Thus, binary quasi-cyclic
codes of index 2 were shown to be asymptotically
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good in [13]. This was extended to any finite field,
and refined to self-dual codes in [2]. The result was
further extended to any index in [1].
In the present paper, we bridge the gap between
cyclic codes and quasi-cyclic codes codes by estab-
lishing a map between quasi-cyclic codes of index ℓ
over a finite field, and additive cyclic codes over an
extension of degree ℓ. The term additive over a field K
means that the code is only assumed to be linear over a
strict subfield L of K. For instance quaternary additive
codes (K = F4) are only supposed to be F2-linear
(L = F2). The example of the dodecacode, a self-dual
code of length 12 and minimum distance 6 shows that
this allows for stronger codes. The best linear self-dual
quaternary code has only minimum distance 4 [9].
To gain in generality, we give a map between
additive constacyclic codes and quasi-twisted codes.
Constacyclic codes are a natural generalization of
cyclic codes when the alphabet is nonbinary. They are
defined as linear codes invariant under the constashift
(to be defined below), a one-parameter generalization
of the cyclic shift. They have been used to construct
codes for the Lee metric [5], and, under the name
pseudo-cyclic, to build MDS codes over large alphabets
[26]. They are the case of index unity of quasi-twisted
codes. Thus constacyclic codes and quasitwisted codes
are in the same relation as cyclic codes and quasi-
cyclic codes. The class of quasi-twisted codes, which
contains both constacyclic codes (when the index is
one) and quasi-cyclic codes (when the constashift is
the usual shift) as a subclass, forms an important class
of linear codes [13], [20], [24]. In particular, we show
that additive constacyclic codes over field extensions,
a superclass of constacyclic codes, are asymptotically
good, by deriving a modified Gilbert-Varshamov bound
for them. Additive cyclic codes are motivated by the
construction of quantum error-correcting codes [7], [8],
and enjoy a structure theory similar to that of cyclic
codes [6]. This latter property has been extended re-
cently to additive constacyclic codes [10]. We build on
a natural map between quasi-twisted codes of index ℓ
over Fq, and additive constacyclic codes over Fqℓ . This
map was exploited in [27] when λ = 1 in the reverse
direction to construct quasi-cyclic codes from cyclic
codes. Note that the connection with additive cyclic
codes has already been observed in [15]. Combining
2this last observation with the existence result of [1],
we can show that additive constacyclic codes over
extension field are asymptotically good.
The material is organized as follows. Section II
collects standard notation and notions on codes and
asymptotics. Section III studies the said map and uses
it to construct additive constacyclic codes in Theorems
3.4 and 3.6. Section IV concludes this paper and
sketches some open problems.
II. DEFINITIONS AND NOTATION
Let q be a prime power, and Fq denote the finite
field of order q. Let F∗q denote Fq\{0}. By a code of
length n over Fq, we shall mean a proper subset of
F
n
q . This code is linear if it is a Fq-vector subspace
of Fnq . The dimension of a code C, denoted by k, is
equal to its dimension as a vector space. Its (minimum)
distance, denoted by d or d(C), is defined as the
minimum Hamming weight of its nonzero elements.
The Hamming weight of x ∈ Fnq , denoted by w(x),
is the number of indices i where xi 6= 0. The three
parameters of a code are written compactly as [n, k, d].
We extend this notation to a possibly nonlinear code
C ⊆ Fnq , by letting then k = logq(|C|), and letting
d being the minimum pairwise distance between two
nonzero codewords. If C(n) is a family of codes of
parameters [n, kn, dn], the rate r and relative distance
δ are defined as
r = lim sup
n→∞
kn
n
,
and
δ = lim inf
n→∞
dn
n
.
A family of codes is said to be asymptotically good
iff rδ > 0.
Recall that the q-ary entropy function Hq(·) is
defined for 0 < y < q−1q by
Hq(y) = y logq(q−1)−y logq(y)−(1−y) logq(1−y).
Let C be a linear code over Fq of length n and
λ ∈ F∗q , we define the constashift Tλ by its action on
the codewords c = (c0, c1, . . . , cn−1) as:
Tλ(c) = (λcn−1, c0, . . . , cn−2).
Thus, T1 is just the usual cyclic shift; T−1 is sometimes
called the negashift. A linear code C is called λ-
constacyclic if C is invariant under Tλ, i.e., Tλ(C) =
C. In particular, the code C is called cyclic if λ = 1,
and negacyclic if λ = −1. This linear code C is called
a (λ, ℓ)-quasi-twisted (QT) code if C is invariant
under the action T ℓλ, and the integer ℓ is called the
index of C. It is easy to check that a (λ, ℓ)-QT code
of length n is also a (λ, gcd(n, ℓ))-QT code, so we
always assume that ℓ | n. For simplicity we assume
that n = ℓm for some integer m, sometimes called
the co-index. The special case λ = 1 gives the more
familiar class of ℓ-quasi-cyclic (QC) code.
By an additive λ-constacyclic code over Fqℓ , we
shall mean an Fq-linear code over the alphabet Fqℓ
that is invariant under the shift Tλ. In particular, when
λ = 1, i.e., additive cyclic code, see [6], [7], [8] for
background material on this important family of codes.
For simplicity, we may write QT, QC, or consta-
cyclic instead of (λ, ℓ)-QT, λ-QC , or λ-constacyclic.
We illustrate the link between various families of
codes by the following diagram where horizontal arrow
means λ = 1, and vertical down arrow means ℓ = 1.
QT −→ QCy y
λ-cyclic −→ cyclic
III. FROM (λ, ℓ)-QT CODES TO ADDITIVE
λ-CONSTACYCLIC CODES
Letm be a positive integer satisfying gcd(m, q) = 1.
Define Fq[x] as the ring of polynomials in the inde-
terminate x over Fq . Consider the ring Rλ(m, q) =
Fq[x]/(x
m − λ) with λ ∈ F∗q. Map a codeword
(c0, c1, . . . , cm−1) ∈ C to the polynomial c0 + c1x +
· · · + cm−1x
m−1 ∈ Fq[x]. This called the polynomial
representation. Using this representation, it is easy to
show that a λ-constacyclic code of lengthm is an ideal
in the ring Rλ(m, q). Similarly QT codes of index ℓ
and co-index m are Rλ(m, q)-modules [20], [24].
In the language of polynomials, a codeword of a
(λ, ℓ)-QT code can be written as c(x) = (c0(x), . . . ,
cℓ−1(x)) ∈ Rλ(m, q)
ℓ. Given a basis B =
{e0, e1, . . . , eℓ−1} of Fqℓ over Fq , now we can define
the following map:
φB : Rλ(m, q)
ℓ → Rλ(m, q
ℓ),
(c0(x), c1(x), . . . , cℓ−1(x)) 7−→
ℓ−1∑
i=0
ci(x)ei.
Example: Take q = 3 and ℓ = 2. A quasi-twisted
code of length 4 = 2×2 and index 2, with λ = −1, is
the ternary Hamming code of parameters [4, 2, 3] with
generator matrix (
1 0 1 1
0 1 1 −1
)
,
or (1, 1 + x) in polynomial form [18, Example 1.3.3.,
p.6]. Its image under φB with B = {1, ι}, where ι
2 =
−1 is an additive negacyclic code over F9 generated
by the F3-span of the negashifts of (1 + ι, ι).
For the case λ = 1, the inverse map was used in [27]
to define a special class of quasi-cyclic codes from
cyclic codes over Fqℓ . In the present paper, we will
use this map to construct additive λ-constacyclic codes
over Fqℓ , from (λ, ℓ)-QT codes of index ℓ and co-index
m, over Fq.
3The following result is trivial but essential, and was
observed in [15] when λ = 1.
Theorem 3.1 If C is a (λ, ℓ)-QT code of length n =
ℓm over Fq, then φB(C) is an additive λ-constacyclic
code of length m over Fqℓ .
Proof. The Fq-linearity of the code φB(C) follows by
the Fq-linearity of the map φB , which is immediate
by the definition above. It is easy to check that the
code φB(C) is invariant under the action of Tλ, with
λ ∈ F∗q . In the language of polynomials, the action of
Tλ amounts to multiplication by x. Thus
φB(x(c0(x), c1(x), . . . , cℓ−1(x))) = x
ℓ−1∑
i=0
ci(x)ei.
This completes the proof.
Remarks: 1) The image φB(C) of a linear code
C is not Fqℓ -linear in general. For instance, it is not
the case if the dimension k of C over Fq, is not a
multiple of ℓ since |φB(C)| = |C| = q
k = (qℓ)
k
ℓ .
Some necessary conditions can be found in [16].
2) The reverse map φ−1B is very well-known in Coding
Theory. Thus the Golay code is the φ−1B image of
a Reed-Solomon code over F8 with B a polynomial
basis of F8 over F2 [30]. See [27] for applications and
references.
The rest of the section is as follows. Firstly, Lemma
3.2 controls the minimum distance of φB(C) as a
function of that of C. Secondly, Lemma 3.3 recalls
the existence of asymptotically good QT codes from
[1]. From the application of these two lemmas, and
Theorem 3.1 the main result (Theorem 3.4) will
follow. Since xm − 1 is reducible over any field for
m > 1, we need an alternative to Lemma 3.3 to derive
the analogue of Theorem 3.4 (that is Theorem 3.6)
when λ = 1. This requires the use of Artin conjecture.
This argument requires q to be a non-square, a
restriction that can be removed easily (Corollary 3.7).
Lemma 3.2 Let C be a (λ, ℓ)-QT code of length
n = ℓm over Fq , with distance d(C), then we have
the bound on the distance of d(φB(C)) given by
d(φB(C)) ≥
⌈
d(C)
ℓ
⌉
.
Proof. Let c = (c0, c1 . . . , cℓ−1) ∈ C, with c 6= 0,
and with ci ∈ F
m
q for all i’s. Put z = φB(c). Then
z =
∑ℓ−1
i=0 ciei. Consider zj an arbitrary component
of z. Thus, by linearity, zj =
∑ℓ−1
i=0 cijei, with cij
component of index j of ci. Since B is a basis zj = 0
entails cij = 0 for all i’s. This, in turn, proves that
ℓw(zj) ≥
∑ℓ−1
i=0 w(cij). But
w(c) =
ℓ−1∑
i=0
m−1∑
j=0
w(cij),
and w(z) =
m−1∑
j=0
w(zj). The result follows by sum-
ming m inequalities.
Now, we assume that xm − λ is irreducible in
Fq[x]. By [22], we know this is true for the following
conditions:
1) Each prime factor of m divides the order a of λ
in F∗q , but not (q − 1)/a;
2) q ≡ 1(mod 4) if m ≡ 0(mod 4).
We will require a lemma on (λ, ℓ)-QT codes. The
proof is omitted.
Lemma 3.3 ([1, Theorem 5.4]) Let q be a prime power,
and keep the notations above such that the polynomial
xm − λ is irreducible in Fq[x]. Then for any fixed
integer ℓ ≥ 2, there are infinite families of (λ, ℓ)-QT
codes of length n = ℓm, index ℓ, rate 1/ℓ and of
relative distance δ, satisfying Hq(δ) ≥
ℓ−1
ℓ .
We are now in a position to state and prove the main
result of this section.
Theorem 3.4 Let q be a prime power. There are infinite
families of additive constacyclic codes of length m→
∞ over Fqℓ of rate 1/ℓ and relative distance
δ ≥
1
ℓ
H−1q (1− 1/ℓ).
Proof. First, we keep the conditions described above
such that xm−λ is irreducible in Fq[x], then invoking
Lemma 3.3, we can construct an infinite family of
(λ, ℓ)-QT codes of index ℓ and relative distance δ′
such that δ′ ≥ H−1q (1 − 1/ℓ). Next, we observe,
by Lemma 3.2, that there is then an infinite family
of additive constacyclic codes (by Theorem 3.1) of
relative distance δ that satisfies δ′ ≤ ℓδ. The result
follows from the above inequalities.
Note that the inverse function of Hq(·) is denoted
by H−1q (·). For the special case λ = 1, we give the
following lemma on quasi-cyclic codes depending the
Artin conjecture.
Lemma 3.5 ([1, Theorem 5.6]) Let q be a prime
power that is not a square, and m be a prime. If
xm − 1 = (x − 1)u(x), with u(x) irreducible over
Fq[x], then for any fixed integer ℓ ≥ 2, there are
infinite families of QC codes of length ℓm, index ℓ, rate
1/ℓ and of relative distance δ, satisfying Hq(δ) ≥
ℓ−1
ℓ .
Note that, by the theory of cyclotomic cosets, there
are infinitely many n’s satisfying the hypothesis of
Lemma 3.5 iff there are infinitely many n’s such that q
is primitive modulo n. This latter condition is known
as Artin conjecture and has been proved by Hooley
under GRH [17] when q is not a perfect square (if
q is a square, it is never primitive for p > 2, since
q(p−1)/2 ≡ 1 (mod p), for all odd primes p).
We can state an analogue of Theorem 3.4 for λ = 1.
The proof is similar and omitted.
4Theorem 3.6 Let q be a prime power that is not a
square. There are infinite families of additive cyclic
codes of length m → ∞ over Fqℓ of rate 1/ℓ and
relative distance δ ≥ 1ℓH
−1
q (1− 1/ℓ).
The restriction on q can be removed easily.
Corollary 3.7 If q is a prime power, then there are good
families of additive cyclic codes of length m → ∞
over Fqℓ of rate ≥ 1/ℓ and relative distance δ > 0.
Proof. Suppose q is a square of the form p2
a(2b+1),
with a ≥ 1, and let s = p2b+1, so that Fs is a subfield
of Fq. By Theorem 3.6, there is an infinite family Cm
of additive cyclic codes of length m → ∞ over Fsℓ
with rate 1/ℓ and relative distance δ ≥ 1ℓH
−1
s (1 −
1/ℓ) > 0. Let Dm = Cm ⊗ Fqℓ , be the code obtained
by extension of scalars from Fsℓ to Fqℓ . The dimension
of Dm, as a code over Fqℓ is at least the dimension of
Cm. Hence, the rate ofDm is at least ≥ 1/ℓ. Similarly,
the relative distance of the Dm family is > 0.
IV. CONCLUSION
In this paper, we have shown that additive λ-
constacyclic codes over an extension field are asymp-
totically good.
This result is relevant to quantum coding theory.
The codes constructed in Theorem 3.4 are not always
constacyclic, as observed after the proof. It is an open
problem, of interest in its own right, to determine
which QT codes give constacyclic codes by the map
φB. A partial solution to that question is in [16].
We have used random quasi-twisted codes to pro-
duce additive constacyclic codes by the map φB . It
is conceivable that there exist QT codes better than
Varshamov-Gilbert bound, which, in turn, after taking
their image by these maps, could provide additive
constacyclic codes, or cyclic codes with a better lower
bound on their relative distance.
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