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Abstract
Weighted finite automata (WFA) can expres-
sively model functions defined over strings but
are inherently linear models. Given the re-
cent successes of nonlinear models in machine
learning, it is natural to wonder whether ex-
tending WFA to the nonlinear setting would
be beneficial. In this paper, we propose a
novel model of neural network based nonlinear
WFA model (NL-WFA) along with a learning
algorithm. Our learning algorithm is inspired
by the spectral learning algorithm for WFA
and relies on a nonlinear decomposition of
the so-called Hankel matrix, by means of an
auto-encoder network. The expressive power
of NL-WFA and the proposed learning al-
gorithm are assessed on both synthetic and
real world data, showing that NL-WFA can
lead to smaller model sizes and infer complex
grammatical structures from data.
1 Introduction
Many tasks in natural language processing, computa-
tional biology or reinforcement learning, rely on estimat-
ing functions mapping sequences of observations to real
numbers. Weighted finite automata (WFA) are finite
state machines that allow one to succinctly represent
such functions. WFA have been widely used in many
fields such as grammatical parsing [Mohri and Pereira,
1998], sequence modeling and prediction [Cortes et al.,
2004] and bioinfomatics [Allauzen et al., 2008]. A
probabilistic WFA (PFA) is a WFA satisfying some
constraints that computes a probability distribution
over strings; PFA are expressively equivalent to Hidden
Markov Models (HMM) [Dupont et al., 2005], which
have been successfully applied in many tasks such as
Preliminary work. Under review by AISTATS 2018. Do not
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speech recognition [Gales and Young, 2008] and hu-
man activity recognition [Nazábal and Artés-Rodríguez,
2015]. Recently, the so-called spectral method has been
proposed as an alternative to EM based algorithms to
learn HMM [Hsu et al., 2009], WFA [Bailly et al., 2009],
predictive state representations [Boots et al., 2011], and
related models. Compared to EM based methods, the
spectral method has the benefits of providing consistent
estimators and reducing computational complexity.
Although WFA have been successfully applied in vari-
ous areas of machine learning, they are inherently linear
models: their computation boils down to the composi-
tion of linear maps. Recent positive results in machine
learning have shown that models based on composing
nonlinear functions are both very expressive and able
to capture complex structure in data. For example, by
leveraging the expressive power of deep convolutional
neural networks in the context of reinforcement learn-
ing, agents can be trained to outperform humans in
Atari games [Mnih et al., 2013] or to defeat world-class
go players [Silver et al., 2016]. Deep convolutional
networks have also recently led to considerable break-
throughs in computer vision [Krizhevsky et al., 2012],
where they showed their ability to disentangle the com-
plex structure of the data by learning a representation
which unfold the original complex feature space (where
the data lies on a low-dimensional manifold) into a
representation space where the structure has been lin-
earized. It is thus natural to wonder to which extent
introducing non-linearity in WFA could be beneficial.
We will show that both these advantages of nonlinear
models, namely their expressiveness and their ability
to learn rich representations, can be brought to the
classical WFA computational model.
In this paper, we propose a nonlinear WFA model (NL-
WFA) based on neural networks, along with a learning
algorithm. In contrast with WFA, the computation of a
NL-WFA relies on successive compositions of nonlinear
mappings. This model can be seen as an extension of dy-
namical recognizers [Moore, 1997] — which are in some
sense a nonlinear extension of deterministic finite au-
tomata — to the quantitative setting. In contrast with
the training of recurrent neural networks (RNN), our
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learning algorithm does not rely on back-propagation
through time. It is inspired by the spectral learning
algorithm for WFA, which can be seen as a two-step
process: first find a low-rank factorization of the so
called Hankel matrix leading to a natural embedding
of the set of words into a low-dimensional vector space,
and then perform regression in this representation space
to recover the transition matrices. Similarly, our learn-
ing algorithm first finds a nonlinear factorization of the
Hankel matrix using an auto-encoder network, thus
learning a rich nonlinear representation of the set of
strings, and then performs nonlinear regression using a
feed-forward network to recover the transition opera-
tors in the representation space.
Related works. NL-WFA and RNN are closely re-
lated: their computation relies on the composition of
nonlinear mappings directed by a sequence of observa-
tions. In this paper, we explore a somehow orthogo-
nal direction to the recent RNN literature by trying
to connect such models back with classical compu-
tational models from formal language theory. Such
connections have been explored in the past in the non-
quantitative setting with dynamical recognizers [Moore,
1997], whose inference has been studied in e.g. [Pollack,
1991]. The ability of RNN to learn classes of formal lan-
guages has also been investigated, see e.g. [Avcu et al.,
2017] and references therein. It is well know that predic-
tive state representations (PSR) [Littman and Sutton,
2002] are strongly related with WFA [Thon and Jaeger,
2015]. A nonlinear extension of PSR has been pro-
posed for deterministic controlled dynamical systems
in [Rudary and Singh, 2004]. More recently, building
upon reproducing kernel Hilbert space embedding of
PSR [Boots et al., 2013], non-linearity is introduced into
PSR using recurrent neural networks [Downey et al.,
2017, Venkatraman et al., 2017]. One of the main
differences with these approaches is that our learning
algorithm does not rely on back-propagation through
time and we instead investigate how the spectral learn-
ing method for WFA can be beneficially extended to
the nonlinear setting.
2 Preliminaries
We first introduce notions on weighted automata and
the spectral learning method.
2.1 Weighted finite automaton
Let Σ∗ denote the set of strings over a finite alphabet Σ
and let λ be the empty word. A weighted finite automa-
ton (WFA) with k states is a tuple A = 〈α0,α∞, {Aσ}〉
where α0,α∞ ∈ Rk are the initial and final weight
vector respectively, and Aσ ∈ Rk×k is the transi-
tion matrix for each symbol σ ∈ Σ. A WFA com-
putes a function fA : Σ∗ → R defined for each word
x = x1x2 · · ·xn ∈ Σ∗ by
fA(x) = α>0 Ax1Ax2 · · ·Axnα∞.
By letting Ax = Ax1Ax2 · · ·Axn for any word x =
x1x2 · · ·xn ∈ Σ∗ we will often use the shorter notation
fA(x) = α>0 Axα∞. A WFA A with k states is minimal
if its number of states is minimal, i.e., any WFA B
such that fA = fB has at least k states. A function
f : Σ∗ → R is recognizable if it can be computed by
a WFA. In this case the rank of f is the number of
states of a minimal WFA computing f . If f is not
recognizable we let rank(f) =∞.
2.2 Hankel matrix
The Hankel matrix Hf ∈ RΣ∗×Σ∗ associated with a
function f : Σ∗ → R is the bi-infinite matrix with
entries (Hf )u,v = f(uv) for all words u, v ∈ Σ∗. The
spectral learning algorithm for WFA relies on the fol-
lowing fundamental relation between the rank of f and
the rank of the Hankel matrix Hf [Carlyle and Paz,
1971, Fliess, 1974]:
Theorem 1. For any f : Σ∗ → R, rank(f) =
rank(Hf ).
In practice, one deals with finite sub-blocks of the
Hankel matrix. Given a basis B = (P,S) ⊂ Σ∗ × Σ∗,
where P is a set of prefixes and S is a set of suffixes,
we denote the corresponding sub-block of the Hankel
matrix by HB ∈ RP×S . Among all possible basis,
we are particularly interested in the ones with the
same rank as f . We say that a basis is complete if
rank(HB) = rank(f) = rank(Hf ).
For an arbitrary basis B = (P,S), we define its p-
closure by B′ = (P ′,S), where P ′ = P ∪ PΣ. It turns
out that a Hankel matrix over a p-closed basis can be
partitioned into |Σ|+ 1 blocks of the same size [Balle
et al., 2014]:
H>B′ = [H>λ |H>σ1 | · · · |H>σ|Σ| ]
where for each σ ∈ Σ ∪ {λ} the matrix Hσ ∈ RP×S is
defined by (Hσ)u,v = f(uσv).
2.3 Spectral learning
It is easy to see that the rank of the Hankel ma-
trix Hf is upper bounded by the rank of f : if A =
〈α>0 ,α∞, {Aσ}〉 is a WFA with k states computing f ,
then Hf admits the rank k factorization Hf = PS
where the matrices P ∈ RΣ∗×k and S ∈ Rk×Σ∗ are
defined by Pu,: = α>0 Au and S:,v = Avα∞ for all
u, v ∈ Σ∗. Moreover, one can check that Hσ = PAσS
for each σ ∈ Σ. The spectral learning algorithm relies
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on the non-trivial observation that this construction can
be reversed: given any rank k factorization Hλ = PS,
the WFA A = 〈α>0 ,α∞, {Aσ}〉 defined by
α>0 = Pλ,:, α∞ = S:,λ, and Aσ = P+HσS+,
is a minimal WFA computing f [Balle et al., 2014,
Lemma 4.1], where Hσ for σ ∈ Σ ∪ λ denote the finite
matrices defined above for a prefix closed complete
basis B.
3 Nonlinear Weighted Finite
Automata
The WFA model assumes that the transition opera-
tors Aσ are linear. It is natural to wonder whether
this linear assumption sometimes induces a too strong
model bias (e.g. if one tries to learn a function that is
not recognizable by a WFA). Moreover, even for rec-
ognizable functions, introducing non-linearity could
potentially reduce the number of states needed to
represent the function. Consider the following ex-
ample: given a WFA A = 〈α0,α∞, {Aσ}〉, the func-
tion (fA)2 : u 7→ fA(u)2 is recognizable and can be
computed by the WFA A′ = 〈α′0,α′∞, {A′σ}〉 with
α′0 = α0 ⊗α0, α′∞ = α∞ ⊗α∞ and A′σ = Aσ ⊗Aσ,
where ⊗ denotes Kronecker product. One can check
that if rank(fA) = k, then rank(fA′) can be as large as
k2, but intuitively the true dimension of the model is k
using non-linearity1. These two observations motivate
us to introduce nonlinear WFA (NL-WFA).
3.1 Definition of NL-WFA
We will use the notation g˜ to stress that a function
g may be nonlinear. We define a NL-WFA A˜ of with
k states as a tuple 〈α0, G˜λ, {G˜σ}σ∈Σ〉, where α0 ∈
Rk is a vector of initial weights, G˜σ : Rk → Rk is a
transition function for each σ ∈ Σ and G˜λ : Rk → R
is a termination function. A NL-WFA A˜ computes a
function fA˜ : Σ∗ → R defined by
fA˜(x) = G˜λ(G˜xt(· · · G˜x2(G˜x1(α0)) · · · ))
for any word x = x1x2 · · ·xt ∈ Σ∗. Similarly to the
linear case, we will sometimes use the shorthand no-
tation G˜x = G˜xt ◦ G˜xt−1 ◦ · · · ◦ G˜x1 . This nonlinear
model can be seen as a generalization of dynamical
recognizers [Moore, 1997] to the quantitative setting.
It is easy to see that one recovers the classical WFA
model by restricting the functions G˜σ and G˜λ to be
linear. Of course some restrictions on these nonlinear
functions have to be imposed in order to control the
1 By applying the spectral method on the component-
wise square root of the Hankel matrix of A′, one would
recover the WFA A of rank k.
expressiveness of the model. In this paper, we consider
nonlinear functions computed by neural networks.
3.2 A Representation learning perspective
on the spectral algorithm
Our learning algorithm is inspired by the spectral learn-
ing method for WFA. In order to give some insights
and further motivate our approach, we will first show
how the spectral method can be interpreted as a repre-
sentation learning scheme.
The spectral method can be summarized as a two-
stages process consisting of a factorization step and a
regression step: first find a low rank factorization of the
Hankel matrix and then perform regression to estimate
the transition operators {Aσ}σ∈Σ.
First focusing on the factorization step, let us observe
that one can naturally embed the set of prefixes into
the vector space RS by mapping each prefix u to the
corresponding row of the Hankel matrix Hu,:. However,
it is easy to check that this representation is highly
redundant when the Hankel matrix is of low rank. In
the factorization step of the spectral learning algorithm,
the rank k factorization H = PS can be seen as finding
a low dimensional representation Pu,: ∈ Rk for each
prefix u, from which the original Hankel representation
Hu,: can be recovered using the linear map S (indeed
Hu,: = Pu,:S). We can formalize this encoder-decoder
perspective by defining two maps Ψp : P 7→ Rk and
Ψs : Rk 7→ RS by Ψp(u)> = Pu,: and Ψs(x)> = x>S.
One can easily check that Ψs(Ψp(u))> = Hu,:, which
implies that Ψp(u) encodes all the information sufficient
to predict the value f(uv) for any suffix v ∈ S (indeed
f(uv) = Ψp(u)>S:,v).
The regression step of the spectral algorithms consists
in recovering the matrices Aσ satisfying Hσ = PAσS.
From our encoder-decoder perspective, this can be seen
as recovering the compositional mappingsAσ satisfying
Ψp(uσ)> = Ψp(u)>Aσ for each σ ∈ Σ.
It follows from the previous discussion that non-
linearity could be beneficially brought to WFA and
into the spectral learning algorithm in two ways: first
by using nonlinear methods to perform the factoriza-
tion of the Hankel matrix, thus discovering a potentially
nonlinear embedding of the Hankel representation, and
second by allowing the compositional feature maps
associated to each symbol to be nonlinear.
4 Learning NL-WFA
Introducing non-linearity can be achieved in several
ways. In this paper, we will use neural networks
due to their ability to discover relevant nonlinear low-
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dimensional representation spaces and their expressive
power as function approximators.
4.1 Nonlinear factorization
Introducing non-linearity in the factorization step boils
down to finding two mappings Ψp and Ψs such that
Ψs(Ψp(u)) = Hu,: for any prefix u ∈ P. Briefly go-
ing back to the linear case, one can check that if
H = PS, then we have Hu,: = Hu,:S+S for each
prefix u, implying that the encoder-decoder maps sat-
isfy Ψp(u)> = Hu,:S+ and Ψs(x)> = x>S. Thus the
factorization step can essentially be interpreted as find-
ing an auto-encoder able to project down the Hankel
representation Hu,: to a low dimensional space while
preserving the relevant information captured by Hu,:.
How to extend the factorization step to the nonlinear
setting should now appear clearly: by training an auto-
encoder to learn a low-dimensional representation of
the Hankel representations Hu,:, one will potentially
unravel a rich representation of the set of prefixes from
which a NL-WFA can be recovered.
Let φ˜ : RS 7→ Rk and φ˜′ : Rk → RS be the encoder
and decoder maps respectively. We will train the auto-
encoder shown in Figure 1 (left) to achieve
φ˜′(φ˜(Hu,:)) ' Hu,:.
More precisely, if H ∈ Rm×n, the model is trained to
map the original Hankel representation Hu,: ∈ Rn of
each prefix u to a latent representation vector in Rk,
where k  n, and then map this vector back to the
original representation Hu,:. This is achieved by min-
imizing the reconstruction error (i.e. the `2 distance
between the original representation and its reconstruc-
tion). Instead of linearly factorizing the Hankel matrix,
we use an auto-encoder framework consisting of two
networks, whose hidden layer activation functions are
nonlinear2.
More precisely, if we denote the nonlinear activation
function by θ, and we let A, B, C, D be the weights
matrices from the left to the right of the neural net
shown in Figure 1 (left), the function fˆ : Rn → Rn
computed by the auto-encoder can be written as
fˆ = φ˜′ ◦ φ˜ : (H)>u,: 7→ θ(θ(θ(H>u,:A)>B)>C)>D
where the encoder-decoder functions φ˜ : Rn → Rk and
φ˜′ : Rk → Rn are defined by φ˜(x)> = θ(θ(x>A)>B)
and φ˜′(h)> = θ(h>C)>D for vectors x ∈ Rn,h ∈ Rk.
It is easy to check that if the activation function θ is the
identity, one will exactly recover a rank k factorization
2We use the (component-wise) tanh function in our
experiments.
Figure 1: Factorization network and transition network:
grey units are nonlinear while white ones are linear.
of the Hankel matrix, thus falling back onto the classical
factorization step of the spectral learning algorithm.
4.2 Nonlinear regression
Given the encoder-decoder maps φ˜ and φ˜′, we then
move on to recovering the transition functions. Re-
call that we wish to find the compositional feature
maps G˜σ : Rk → Rk for each σ satisfying Ψp(uσ) =
G˜σ(Ψp(u)) for all u ∈ P. Using the encoder map φ˜
obtained in the factorization step, the mapping Ψp can
be written as Ψp(u) = φ˜(Hu,:).
In order to learn these transition maps, we will thus
train one neural network for each symbol σ to minimize
the following squared error loss function∑
u∈P
‖G˜σ(φ˜(Hu,:))− φ˜(Huσ,:)‖2.
The structure of the simple feed-forward network used
to learn the transition maps is shown in Figure 1 (right).
Let E,F be the two weights matrices, the function
gˆ : Rk → Rk computed by this network can be written
as
gˆ : h> 7→ θ(θ(h>E)>F)
We want to point out that both hidden units and out-
put units of this network are nonlinear. Since this
network will be trained to map between latent repre-
sentations computed by the factorization network, the
output units of the transition network and the units
corresponding to the latent representation in the fac-
torization network should be of the same nature to
facilitate the optimization process.
4.3 Overall learning algorithm
Let (P,S) ⊂ Σ∗×Σ∗ be a basis of suffixes and prefixes
such that λ ∈ P ∩ S. Let (P ′,S) be its p-closure (i.e.
P ′ = P ∪ PΣ) and let m = |P ′|, n = |S|. For reasons
that will be clarified in the next section, we assume that
P is prefix-closed (i.e. for any x ∈ P, all prefixes of x
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also belong to P). The first step consists in building
the estimate H ∈ Rm×n of the Hankel matrix from the
training data (by using e.g. the empirical frequencies
in the train set), where the rows of H are indexed by
prefixes in P ′ = P ∪ PΣ and its columns by suffixes in
S. The learning algorithm for NL-WFA then consists
of two steps:
1. Train the factorization network to obtain a nonlin-
ear decomposition of the Hankel matrixH through
the mappings φ˜ : Rn → Rk and φ˜′ : Rk → Rn sat-
isfying
φ˜′(φ˜(Hu,:)) ' Hu,: for all u ∈ P ∪ PΣ. (1)
2. Train the transition networks for each symbol σ ∈
Σ to learn the transition maps G˜σ : Rk → Rk
satisfying
G˜σ(φ˜(Hu,:)) ' φ˜(Huσ,:) for all u ∈ P. (2)
The resulting NL-WFA is then given by A˜ =
〈α0, G˜λ, {G˜σ}σ∈Σ〉 where α0 = φ˜(Hλ,:) and G˜λ is de-
fined by
G˜λ(x) = λ>φ˜′(x) for all x ∈ Rk
where λ is the one-hot encoding of the empty suffix λ.
4.4 Theoretical analysis
While the definitions of the initial vector α0 and ter-
mination function Gλ given above may seem ad-hoc,
we will now show that the learning algorithm we de-
rived corresponds to minimizing an error loss function
between fA˜(u) and the estimated value Hu,λ over all
prefixes in P . Intuitively, this means that our learning
algorithm aims at minimizing the empirical squared
error loss over the training set P ⊂ Σ∗. More formally,
we show in the following theorem that if both the factor-
ization network and the transition networks are trained
to optimality (i.e. they both achieve 0 training error),
then the resulting NL-WFA exactly recovers the values
given in the first column of the estimate of the Hankel
matrix.
Theorem 2. If the prefix set P is prefix-closed and
if equality holds in Eq. (1) and Eq. (2), then the NL-
WFA A˜ = 〈α0, G˜λ, {G˜σ}σ∈Σ〉, where α0 = φ˜(Hλ,:) and
G˜λ : x 7→ λ>φ˜′(x), is such that fA˜(u) = Hu,λ for all
u ∈ P.
Proof. We first show by induction on the length of a
word u = u1u2 · · ·ut ∈ P that
G˜u(α0) = G˜ut(G˜ut−1(· · · G˜1(α0) · · · )) = φ˜(Hu,:).
If u = σ ∈ Σ, using the fact that λ ∈ P we have
G˜σ(α0) = G˜σ(φ˜(Hλ,:)) = φ˜(Hσ,:) by Eq. (2). Now
if u = u1u2 · · ·ut ∈ P, we can apply the induc-
tion hypothesis on u1u2 · · ·ut−1 (since P is prefix-
closed) to obtain G˜u(α0) = G˜ut(G˜u1···ut−1(α0)) =
G˜ut(φ˜(Hu1···ut−1,:)) = φ˜(Hu,:) by Eq. (2).
To conclude, for any u ∈ P we have fA˜(u) =
G˜λ(G˜u(α0)) = G˜λ(φ˜(Hu,:)) = λ>φ˜′(φ˜(Hu,:)) =
Hu,:λ = Hu,λ by Eq. (1).
Intuitively, it follows that the learning algorithm de-
scribed in Section 4.3 aims at minimizing the following
loss function
J(φ˜, φ˜′, {G˜σ}σ∈Σ) =
∑
u∈P
(λ>φ˜′(G˜u(φ˜(Hλ,:))−Hu,λ)2
=
∑
u∈P
(fA˜(u)− fˆ(u))2
where fˆ(u) is the estimated value of the target function
on the word u, and where the NL-WFA A˜ is a function
of the encoder-decoder maps φ˜, φ˜′ and of the transition
maps G˜σ as described in Section 4.3.
Even though Theorem 2 seems to suggest that our
learning algorithm is prone to over-fitting, this is not
the case. Indeed, akin to the linear spectral learning
algorithm, the restriction on the number of states of
the NL-WFA (which corresponds to the size of the
latent representation layer in the factorization network)
induces regularization and enforces the learning pro-
cess to discriminate between signal and noise (i.e. in
practice, the networks will not achieve 0 error due to
the bottleneck structure of the factorization network).
4.5 Applying non-linearity independently in
the factorization and transition networks
We have shown that non-linearity can be introduced
into the two steps of our learning algorithm. We can
thus consider three variants of this algorithm where
we either apply non-linearity in the factorization step
only, in the regression step only, or in both steps. It
is easy to check that these three different settings cor-
respond to three different NL-WFA models depending
on whether the termination function only is nonlinear,
the transition functions only are nonlinear, or both the
termination and transition functions are nonlinear. In-
deed, recall that that a NL-WFA A˜ is defined as a tuple
A˜ = 〈α0, G˜λ, {G˜σ}σ∈Σ〉. If no non-linearity are intro-
duced in the factorization network, the termination
function will have the form
G˜λ : x 7→ λ>φ˜′(x) = λ>D>C>x
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Figure 2: Pautomac score for the Dyck language ex-
periment for different model sizes (trained on a sample
size of 20,000).
(using the notations from the previous sections), which
is linear. Similarly, if no non-linearity are used in the
transition networks, the resulting maps G˜σ will be
linear.
One may argue that only applying non-linearity in
the termination function G˜λ would not lead to an
expressive enough model. However, it is worth noting
that in this case, after the nonlinear factorization step,
even though the transition functions are linear they are
operating on a nonlinear feature space. This is similar
in spirit to the kernel trick, where a linear model is
learned in a feature space resulting from a nonlinear
transformation of the initial input space. Moreover,
if we go back to the example of the squared function
(fA)2 for some WFA A with k states (see beginning
of Section 3), even though (fA)2 may have rank up
to k2, one can easily build a NL-WFA with k states
computing (fA)2 where only the termination function
is nonlinear.
5 Experiments
We compare the classical spectral learning algorithm
with the three configurations of our neural-net based
NL-WFA learning algorithms: applying non-linearity
only in the factorization step (denoted by fac.non),
only in the regression step (denoted by tran.non), and
in both phases (denoted by both.non). We will perform
experiments on a grammatical inference task (i.e. learn
a distribution over Σ∗ from samples drawn from this
distribution) with both synthetic and real data
5.1 Metrics
We use two metrics to evaluate the trained models on
a test set: Pautomac score and word error rate.
Figure 3: Word error rate for the Dyck language ex-
periment for different model sizes (trained on a sample
size of 20,000).
• The Pautomac score was first proposed for the
Pautomac challenge [Verwer et al., 2014] and is
defined by
Pauto(M) = −2
∑
x∈T P∗(x) log(PM (x))
where PM (x) is the normalized probability as-
signed to x by the learned model and P∗(x) is
the normalized true probability (both PM and P∗
are normalized to sum to 1 over the test set T ).
Since the models returned by both our method and
the spectral learning algorithm are not ensured to
outputs positive values, while the logarithm of a
negative value is not defined, we take the absolute
values of all the negative outputs.
• The word error rate (WER) measures the percent-
age of incorrectly predicted symbols when, given
each prefix of strings in the test set, the most likely
next symbol is predicted.
5.2 Synthetic data: probabilistic Dyck
language
For the synthetic data experiment, we generate data
from a probabilistic Dyck language. Let Σ = {[, ]},
we consider the language generated by the following
probabilistic context free grammar
S → SS with probability 0.2
S → [S] with probability 0.4
S → [ ] with probability 0.4
i.e. starting from the symbol S, we draw one of the rules
according to their probability and apply it to transform
S into the corresponding right hand side; this process
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Figure 4: Average Pautomac score for learning the
Dyck language with different sample sizes.
is repeated until no S symbol are left. One can check
that this distribution will generate balanced strings
of brackets. It is well known that this distribution
cannot be computed by a WFA (since its support is
a context free grammar). However, as a WFA can
compute any distribution with finite support, it can
model the restriction of this distribution to word of
length less than some threshold N . By using this
distribution for our synthetic experiments, we want to
showcase the fact that NL-WFA can lead to models
with better predictive accuracy when the number of
states is limited and that they can better capture the
complex structure of this distribution.
In our experiments, we use empirical frequencies in a
training data set to estimate the Hankel matrix HB ∈
R1000×1000, where the p-closed basis B is obtained by
selecting the 1, 000 most frequent prefixes and suffixes
in the training data. We first assess the ability of
NL-WFA to better capture the structure in the data
when the number of states is limited. We compared the
models for different model sizes k ranging from 1 to 50,
where k is the number of states of the learned WFA
and NL-WFA. For the latter, we used a three hidden
layers structure for the factorization network where the
number of hidden units are set to 2k, k and 2k. For
the transition networks, we use a neural network with
2k hidden units3. We used Adamax [Kingma and Ba,
2014] with learning rate 0.015 and 0.001 respectively
to train these two networks.
All models are trained on a training set of size 20, 000
and the Pautomac score and WER on a test set of size
250 are reported in Figure 2 and 3 respectively. For
both metrics, we see that NL-WFA gives better results
for small model sizes. While NL-WFA and WFA tend
3 These hyper parameters are not finely tuned, thus some
optimization might potentially improve the results.
Figure 5: Average word error rate for learning the Dyck
language with different sample sizes.
to perform similarly for the Pautomac score for larger
model sizes, NL-WFA clearly outperforms WFA in
terms of WER in this case. This shows that including
non-linearity can increase the prediction power of WFA
by discovering the underlying nonlinear structure and
can be beneficial when dealing with a small number of
states.
We then compared the sample complexity of learning
NL-WFA and WFA by training the different models on
training set of sizes ranging from 200 to 20, 000. For
all models the rank is chosen by cross-validation. In
Figure 4 and Figure 5, we show the performances for
the four models on a test set of size 250 by reporting
the average and standard deviation over 10 runs of
this experiment. We can see that NL-WFA achieve
better results on small sample sizes for the Pautomac
score and consistently outperforms the linear model for
all sample sizes for WER. This shows that NL-WFA
can use the training data more efficiently and again
that the expressiveness of NL-WFA is beneficial to this
learning task.
5.3 Real data: Penn treebank
The Penn Treebank [Taylor et al., 2003] is a well known
benchmark dataset for natural language processing. It
consists of approximately 7 million words of part-of-
speech tagged text, 3 million words of skeletally parsed
text, over 2 million words of text parsed for predicate ar-
gument structure, and 1.6 million words of transcribed
spoken text annotated for speech disfluencies. In this
experiment, we use a small portion of the Treebank
dataset: the character level of English verbs which was
used in the SPICE challenge [Balle et al., 2017]. This
dataset contains 5,987 sentences over an alphabet of
33 symbols as the training set. It also provides two
test sets of size 750. We used one of the test sets as a
Manuscript under review by AISTATS 2018
validation set and then tested our models on the other.
For this experiment, the Hankel matrix HB is of size
3000× 300 where the prefixes and suffixes have been
selected again by taking the most frequents in the train-
ing data. We used a five layers factorization network
where the layers are of size 4k, 2k, k, 2k and 4k respec-
tively, where k is the number of states of the NL-WFA.
The structure of the transition networks is the same as
in the previous experiment. For all models, the rank is
selected using the validation set.
In Table 1, we report the results for the two metrics
on the test set. We can see that for both metrics, one
of the NL-WFA models outperforms linear spectral
learning. Individually speaking, for modeling the dis-
tribution (i.e. the perplexity metric) tran.non gives
the best performances, while for the prediction task
fac.non shows a significant advantage.
SP Tran.non Fac.non Both.non
log(Pauto)4 21.3807 12.2571 13.8311 13.6604
WER 0.8033 0.8841 0.7061 0.8334
Table 1: Log perplexity and WER for real data
6 Discussion
We believe that trying to combine models from for-
mal languages theory (such as weighted automata) and
models that have recently led to several successes in
machine learning (e.g. neural networks) is an exciting
and promising line of research, both from the theoreti-
cal and practical sides. This work is a first step in this
direction: we proposed a novel nonlinear weighted au-
tomata model along with a learning algorithm inspired
by the spectral learning method for classical WFA. We
showed that non-linearity can be introduced in two
ways in WFA, in the termination function or in the
transition maps, which directly translates into the two
steps of our learning algorithm.
In our experiment, we showed on both synthetic and
real data that (i) NL-WFA can lead to models with
better predictive accuracy than WFA when the num-
ber of states is limited, (ii) NL-WFA are able to cap-
ture the complex underlying structure of challenging
languages (such as the Dyck language used in our ex-
periments) and (iii) NL-WFA exhibit better sample
complexity when learning on data with a complex gram-
matical structure.
In the future, we intend to investigate further the
4 Since we do not have access to the true probabilities,
P∗ is estimated using the empirical frequencies in the test
set.
properties of NL-WFA from both the theoretical and
experimental perspectives. For the former, one natural
question is whether we could obtain learning guaran-
tees for some specific classes of nonlinear functions.
Indeed, one of the main advantages of the spectral
learning algorithm is that it provides consistent es-
timators. While it may be difficult to obtain such
guarantees when considering functions computed by
neural networks, we believe that studying the case of
more tractable nonlinear functions (e.g. polynomials)
could be very insightful. We also plan on thoroughly
investigating connections between NL-WFA and RNN.
From the practical perspective, we want to first tune the
hyper-parameters for NL-WFA more extensively on the
current datasets to potentially improve the results. In
addition, we intend to run further experiments on real
data and on different kinds of tasks beside language
modeling (e.g. classification, regression). Moreover,
due to the strong connection between WFA and PSR,
it will be very interesting to use NL-WFA in the context
of reinforcement learning.
It is worth mentioning that the spectral learning algo-
rithm cannot straightforwardly be used to learn func-
tions that are not probability distributions. Indeed,
while it makes sense in the probabilistic setting to
fill the entries corresponding to words that are not
in the training data to 0 in the Hankel matrix, it is
not clear how to fill these entries when one wants to
learn a function that is not a probability distribution,
e.g. in a regression task. One way to circumvent this
issue is to first use matrix completion techniques to fill
these missing entries before performing the low rank
decomposition of the Hankel matrix [Balle and Mohri,
2012]. In contrast, our learning algorithm can directly
be applied to this setting by simply adapting the loss
function of the factorization network (i.e. simply ignore
the missing entries in the loss function).
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