We consider the GI/G/1 queue described by either the workload (unfinished work) or the number of customers in the system. We compute the mean time until reaches or exceeds the level , and also the mean time until reaches 0 . For the M/G/1 and GI/M/1 models, we obtain exact contour integral representations for these mean first passage times. We then compute the mean times asymptotically, as and 0 , by evaluating these contour integrals. For the general GI/G/1 model, we obtain asymptotic results by a singular perturbation analysis of the appropriate backward Kolmogorov equation(s). Numerical comparisons show that the asymptotic formulas are very accurate even for moderate values of and 0 .
Introduction
Queueing models arise in a wide variety of applications such as computer systems and communications networks. The mathematical analysis of these models typically involves the computation of certain performance measures, such as the steady-state queue length or workload distribution, the length of a busy period, etc. Of particular importance is the total number of customers ("jobs") or the size of the workload in the queueing system. If this total size becomes very large, the system performance may deteriorate and jobs may be lost or suffer long delays. For example, in the design of high speed communications systems, the buffer size at a switch is of crucial importance. If the buffer capacity is too small, arriving jobs may be frequently lost. Even if the buffer has a large capacity, a large buffer size below capacity may develop, resulting in unacceptably long delays. It is therefore natural to ask how long it will take before a large buffer size (as measured by either number of jobs or total workload) develops in a particular queueing system. This research was supported in part by NSF Grant DMS-93-00136 and DOE Grant DE-FG02-93ER25168 In this paper we consider the GI/G/1 queue and compute the mean time needed for either the workload (total unfinished work), or the number of customers in the system, to reach or exceed some specified level. We denote the workload at time by and by the number of customers.
These stochastic processes are not Markovian, but may be imbedded in higher dimensional Markovian processess by using the supplementary variable technique. If we let be the elapsed time since the last arrival and be the elapsed service time of the customer presently being served, then and are both Markov processes.
It is generally undesirable to have large queue lengths or large workloads. In a stable GI/G/1 queue the occurence of these events is very rare. However, having accurate measures of the probabilities of such rare events may be an important measure of performance and reliability. We therefore analyze the time for to reach or exceed some large level , and also the time for to reach some large number 0 . For a model with a finite capacity of either workload or queue length, computing this time is the same as computing the time until the next customer is lost.
For the GI/G/1 model we denote the interarrival time density by and the service time density by . Throughout the paper we assume that the Laplace transforms 0 0 are analytic for Re 0. Thus, all the moments are finite, and we denote the respective moments by 0 0
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The traffic intensity is 1 1 and we assume that 1, which guarantees that the queue is stable, and the processes and have steady-state distributions. For exponential arrivals we set 1 1 and for exponential service we set 1 1 .
Let be the steady-state workload density, and let be the steady-state probability that . For these quantities there are exact integral representations. A good summary of known exact results for the GI/G/1 model can be found in the book of Cohen [4] . From these integrals and our assumptions about the analyticity of the Laplace transforms, it is easy to obtain the asymptotic tail Thus, the tail exponent in the workload is precisely , and the tail exponent in the queue length distribution is log . The constant corresponds to a simple pole in the integral representations of the distribution functions. The constants 1 2 correspond to residues at this pole, and these are also readily computed. In sections 6 and 7 we explicitly identify 1 Thus, and grow exponentially at precisely the same rates as the corresponding steady-state probabilities decay. While this seems to be well-known and can be argued, for example, by using 1 1 -1 2 and renewal theory, the computation of the constants 1 , 2 appears to be a much more difficult task. The purpose of this paper is to give explicit formulas for these constants. The computation of 1 and 2 is essential if one is to obtain accurate numerical approximations to and ; this is further discussed in section 8.
Previous work on tail exponents and tail probabilities includes Cohen [2] , Iglehart [8] , Neuts and Takahashi [16] and Sadowsky and Szpankowski [17] . These authors consider the m-server GI/G/m queue and/or various special cases of this model. Using the tail behavior as an exponential approximation is also discussed by Fredericks [5] , Gaver and Shedler [6] , and in the book of Tijms [18] . This type of approximation seems to be superior to the standard (exponential) heavy traffic approximation, and reduces to the latter in the heavy traffic limit (for the GI/G/1 model this is defined as 1). The difficulty in using this approximation is the computation of the constants 1 , 2 .
The asymptotic approach employed here makes use of singular perturbation methods such as boundary layer theory and asymptotic matching; general references for these techniques are Kevorkian and Cole [9] and Bender and Orszag [1] . Matkowsky and Schuss [15] developed a singular perturbation method for computing asymptotically first passage times for diffusion processes with small diffusion coefficients. We have extended this method to discrete random walks and Markov jump processes in [11] [12] [13] . In particular, in [12, 13] While we only compute mean first passage times, similar techniques may be used for higher moments. However, in the asymptotic limit considered here, the first passage times tend to be exponentially distributed, so that the mean is sufficient to characterize the entire distribution. This was shown explicitly for singularly perturbed diffusion processes by Williams [19] , and this calculation can be easily adapted to discrete random walks and jump processes.
The assumption on the analyticity of the Laplace transforms and is essential to our analysis.
If, say, the service time density had only an algebraic tail, then it is likely that the mean first passage times and would have only algebraic growth in and 0 , and also be more sensitive to the initial conditions and .
Queue length in the M/M/1 queue
We compute the mean time until , the number of customers in the system, reaches some large number 0 . Thus we define min : Even this very simple model reveals some important insights into the structure of . First, we note that grows exponentially as 0 . Also, is independent of the initial value 0 , as long as is not close to the "exit boundary" 0 . In [10] , we have shown how to obtain the asymptotic results in (a) and (b) directly from the difference equation, by using singular perturbation techniques. This method was then extended to compute the time needed for large queue lengths to build up in tandem Jackson networks. For these problems exact results are not available, so that the direct asymptotic approach is needed.
We note that the last term in the exact expression for (the term linear in ) is uniformly smaller than the first term(s), in the limit 0 , 0 0 . It is in fact exponentially smaller. This last term is a particular solution to the difference equation 2 3 , which has 1 as an inhomogeneous term. The parts of the exact expression for that grow exponentially as 0 satisfy the homogeneous form of 2 3 . These observations are useful for developing the perturbation method.
Workload in the M/G/1 queue
We consider an M/G/1 model with arrival rate and service time density As was the case for , we see that is exponentially large in and nearly constant, expect when 1 , which corresponds to initial workloads close to the "capacity" .
We observe that 0 , so that the first passage time has a discontinuity at . This is because for initial workloads just below , the system's unfinished work cannot exceed until the next customer arrives, and by the time this occurs the server has decreased the workload, possibly by a significant amount. Asymptotically, as , we have 1 0 so that is in fact exponentially large in , of the same order of magnitude as 0 , the mean first passage time starting with zero workload. The factor 1 suggests that roughly a fraction 1 of the sample paths that start at 0 will have the workload decreased to some 1 value, before finally undergoing the large deviation to cross . The remaining fraction of sample paths that start at 0 will cross in a short time period, before the server has had the chance to empty the system of the large workload. Since the first set of paths weigh the mean escape time by an exponentially large amount, will also be asymptotically exponentially large. We next examine the asymptotics of as . We use two independent approaches. The existence of the solution follows from our assumption that the moment generating function 0 is analytic for Re 0, and the stability condition 1 1. The numerator in 3 9 has a pole at 0. Thus, computing the corresponding residues in 3 9 we obtain NUM An alternate approach to the asymptotics is as follows. We introduce the scaled variables 1 (3.14)
and note that 0 when . In terms of these new variables, 3 3 becomes We again see that is asymptotically constant, except near the exit boundary .
Queue length in the M/G/1 queue
For the M/G/1 model, is no longer a Markov process. Thus we let be the elapsed service time of the customer presently being served and consider the joint process , which is We analyze the time for to reach 0 . We again define by 2 1 and set
The function satisfies the backward equation and assume the stability condition The latter may be replaced by the equivalent "reflecting" condition 0 0 0. When , we have constant and then so that 6 24 -6 25 reduces to 3 3 -3 4 . Note that an arrival causes the clock on the renewal process to be reset to zero, and thus the second argument in in 6 24 inside the integral is zero. Also, from the definition 3 1 , we see that for for all . From now on, we will use to mean .
Workload in the GI/G/1 queue
We can construct the (exact) solution to 6 24 for the GI/M/1 model with . It is then easy to evaluate this expression asymptotically as . Below we give only the final results.
RESULT 5:
The mean time for to reach or exceed in the GI/M/1 queue is given by To evaluate as we again use the perturbation method with , 1 .
Away from the exit boundary we find that is a constant, i.e. . In the boundary layer On the contour we have 0 Re 0 , and may be taken as the imaginary axis with an indentation about 0 in the right half-plane.
The overall structure of for the GI/G/1 model is similar to that we obtained for the special cases.
The numerical evaluation of the contant requires that we evaluate (numerically) the contour integral in ! 0 . This can be done analytically, in closed form, if and have rational Laplace transforms.
For the M/G/1 model we have , , 1 1 , exp ! , 
Queue length in the GI/G/1 queue
We compute asymptotically the mean time for to reach 0 in the GI/G/1 model. We consider the Markov process , where is the elapsed service time and is the age on the renewal process that governs the arrivals. The perturbation method requires that we know the tail behavior of the joint steady-state distribution of the 3-dimensional Markov process. The method also uses the balance equations satisfied by this distribution function.
We hence define lim Pr 2 (7.1)
Note that we have decomposed the probability that 1 into the two pieces 7 2 and 7 3 . There are two ways that there can be a single customer present in the system. If a customer arrives to an empty system, then 1 and , until the next arrival or departure. This accounts for the probability "mass" in 7 2 . We can also have 1 if the system has two customers and the one being served finishes service, and then we have 1 and , until another arrival or departure occurs. It follows that the support of 1 is . We can also combine 7 2 and Here and were defined in the previous sections; they represent the arrival and departure rates, conditioned on and .
In view of 7 6 , 7 9 and 7 11 , we have We also note that is related to the steady-state probabilities via 1 (for 2).
We next establish an identity between and . We multiply 7 33 by , sum from 2 to The last integral can be evaluated as in 6 38 -6 40 . We have thus determined and we summarize our results below. 
Discussion and numerical results
We have computed the mean time needed for large workloads and large queue lengths to develop In principle, it should be possible to extend the asymptotic method to other models, such as the m-server GI/G/m queue. For this model, the tail exponent in the steady-state distribution(s) is easily computed, but it is very difficult to compute the constant in the asymptotic relation(s). The latter would seem to require that we have some exact representation of the steady-state distribution(s). This is known for the GI/M/m model but not for the M/G/m model. Indeed, the analysis of even the M/G/2 queue is quite difficult (see Hokstadt [7] ; Cohen [3] ; and Knessl, Matkowsky, Schuss and Tier [14] ).
Thus, while the asymptotic method reduces the first passage time problem to two simpler problems, the solution of the latter may itself be difficult.
We next discuss the numerical accuracy of the asymptotic results. We would like to get some idea as to how large 0 and must be before there is good agreement between the exact and asymptotic results. Let and be the exact values of the mean first passage times, and let and be the asymptotic formulas we give in Results 1-7, for initial conditions not close to the exit boundary. From In Tables 1-3 we compare the asymptotic and exact formulas in Result 2 for the M/E 2 /1 queue, which has service time density 2 2 2 with 1 1 . We set 1 and in Tables 1,   2, and 3 In Table 1 we consider values of in the range 5 10. The exact and asymptotic answers agree to 6 decimal places. Since the traffic intensity is quite small, the mean first passage time is very large (about 10 10 ) even when 5. In Table 2 we increase to 0.5. There is still good agreement between exact and asymptotic answers, with the worst maximum relative error being less than 1% when 5.
When 10, the two answers agree to 5 decimal places. In Table 3 we further increase to 0.75. Now the error is unacceptable (about 40%) when 5, but decreases to about 5% when 10
and to under 1% when 15. As 1 the asymptotics are no longer valid. In Tables 1-3 the relative error is always under 1% for values of and which have 1 4. This shows that the asymptotic result is quite useful even for moderate values of , provided is not close to one.
In Tables 4-6 we compare the asymptotic and exact formulas in Result 3 for the M/D/1 queue, which has service time density 1 . We consider initial conditions 0 0 and use the asymptotic result 0 0 in part (a) in Result 3. We set 1 and Tables 4, 5, and 6 have 4 0 25 , 2 0 50 , and 4 3 0 75 ; respectively. The exact answer was obtained by using symbolic methods to compute the residues at 0 for the various contour integrals.
To get dependable numerical answers when 0 25, it was necessary to do the calculation using 30 digits of precision. Now 0 satisfies exp( ), which we solved numerically. In Tables   4-6 we consider values of 0 in the range 5 0 15. When 0 25, Table 4 shows that we get agreement within 1% even when 0 5. When 0 15, the asymptotic and exact answers agree to 6 decimal places. In Table 5 we increase to 0.5. The error is about 3% when 0 5 but decreases to under 1% for 0 7; when 0 15 we get agreement to 6 decimal places. 
