Introduction
During the past decades the number of constituents that can be measured in body fluids has increased substantially. Simultaneously In this way, multivariate data analysis may both reduce the number of assays needed by maximizing the uncovered information, and indicate which assays offer most.
Since medical diagnosis is in fact a kind of classification, multivariate classification is the most interesting branch of multivariate analysis of medical data. It is stressed that classification is not necessarily choosing the one and only diagnosis, but may very well take the form of a probabilistic differential diagnosis. Multivariate classification is an often-occurring aim ofdata analysis [see, for instance, [1] [2] [3] [4] [5] [6] [7] [8] (1) SIMCA-3B [12] , for the calculation of modelling powers.
(2) ARTHUR [13] After the description of the computer equipment and the programs that were used the data set is introduced. In the following section a selection of multivariate display methods is discussed. After a section discussing the necessary preprocessing of the data the main section will contain a discussion of exploration results of the data. The paper is concluded with an overview of the information that is derived from the various techniques. The criteria for selection of the patients were: (1) diagnosis certain within the boundaries of the class; (2) no concurrent disease from any of the two other classes present; (3) Figure 4 . Non-linear map, initiated with first two eigen vectors. 1 liver; 2 kidney; 3 heart (based on only 48).
As an extension of the bivariate plottings shown before, pseudo-three-dimensional plots of three variables as well as using three PCs are drawn in the figures 5 and 6. These figures are extracts of larger sets of drawings. Every complete series of plots consists of(l) an overview: the data as seen if looking along the (1,1,1) vector in the direction of the origin; (2) for each class separately a plot drawn from the same viewpoint, with the fitted PC-plane in it; (3) a rotated view on this space, one for every class, to look in a direction parallel to the PC-plane fitted to this class. Only points from the class at hand are plotted; (4) a rotated view of this space, one for every class, to look perpendicular to the PC-plane fitted to this class. Only points from the class at hand are drawn in this plot.
The selection of the variables can be based on several criteria. Using the modelling powers from table 3 creatinine-LDH-ALAT and creatinine-LDH-ASAT were most prominent. Figure 5 represents the former set.
For three classes, as in the data under consideration, a complete series would result in 10 plots, of which only a selection (complete data and LIVER class) is shown.
Apart from an overview, as presented by plots (a) and (b), this series provide information about the sufficiency of the two-dimensional PC-models (c), and the distribution within the model (d). Ifa line or point shape model would be sufficient for the data, this will be apparent in plot (d).
From these plots it can be seen that the classes are largely separable, but that they meet and overlap in a central part, the place where the healthy population would be found. In figure 5(b) The series of plots numbered-6 gives the same views on the data as those from figure 5, but this time the three-dimensional space spanned by the first three PCs calculated from the whole data set is used to look at. The conclusions are about the same. The usefulness of (at least) two dimensions for the LIVER class model shows even more pronounced. In figure 6 (a) the KIDNEY outlier detected earlier is caught again. The loss as compared to the previous plots is the interpretability: the axes are combinations of the original axes and cannot be named easily. The gain is that the directions that contain most variance in the data are presented in the plot. If class distinction is the major source of variance a better separation between classes may be seen in these PC-plots than in the set of variable plots.
To interpret simultaneously as much of the multivariate information as possible, faces were drawn according to a variation on the Chernoff faces by Frith [21] . As the selection of variables (a maximum of nine) to be translated to face features might be crucial for the recognition, the first nine PCs of the entire data set were used instead of the original variables. In this way at least most of the variance is present in the pictures. Most of these faces were very difficult to classify. Therefore only five stereotypical faces from each class are portrayed in figure 7 . These faces were selected as stereotypical using the other techniques mentioned above: the patients come from the tails of the 'class clouds'. Note that these patients are not the most typical ones, but, rather, the most extreme cases. Even so, LIVER and HEART appear to be similar while only the 'extreme' KIDNEY patients differ reasonably from them. The distinction that is visible is similar to the distinction in the PC plot ( figure   3 ). Thus the PCs numbered three and higher do not seem to have much influence.
Also shown in figure 7 is the KIDNEY class member that resembled markedly the LIVER family (X). This patient is the outlier that was detected also in previous displays. 
