The appraisement of fuzzy relations is a significant problem in fuzzy theory. The related literatures done before almost focused on the similarity or equivalence fuzzy relations with a probability distribution preassigned. In this paper, a new measure named the information content of fuzzy relations is proposed, which estimates the information conveyed by a general fuzzy relations defined on multiple-domain without probability distribution preassigned. When fuzzy relation is taken as fuzzy set, the information content of fuzzy relation is compared with fuzzy entropy and specificity of fuzzy sets. Based on this new measure, a new concept, the information content of fuzzy rules, is defined, which focuses on the corresponding relation between input domain and output domain and can be used to appraise and choose fuzzy rules in rule mining.
Introduction
Fuzzy relation, as an important concept in fuzzy theory, has been widely used in many fields such as fuzzy clustering, uncertainty reasoning and fuzzy control. When fuzzy relations are used in practice, how to estimate and compare them is a significant problem. Some relative researches have been done to measure the uncertainty of fuzzy relations. Yager introduced an uncertainty measure for similarity relations and discussed its application to questionnaire design [1] . Hernandez and Recasens extended Yager's work and presented the formulae of joint entropy and conditional entropy based on the measure, and used the measures to learn fuzzy decision trees [2] . Yu presented some general uncertainty measures for fuzzy binary relations [3] and used them to define the diversity of multiple classifiers systems and granularity of granular computing. If we retrospect the discussion of fuzzy relations to fuzzy partition, which is corresponding with fuzzy equivalence relation, the literatures will extend to a large amount. According to Ruspini's definition of fuzzy partition [4] and the probability of fuzzy event defined by Zadeh [5] , Tanaka put forward the entropy of fuzzy partition [6] . Dumitrescu extended the measure proposed by Tanaka by fuzzy measure, T-norms and a new definition of fuzzy partition [7] , and this definition was then generalized by R.Mesiar [8] . Based on aggregation operators and the crisp measures of -cuts, the uncertainty measure on fuzzy -partitions was proposed by C.Bertoluzza [9] , and this measure is one of the few measures, which are not associated to probability distribution. There are also other literatures related to the evaluation of fuzzy partitions [10, 11] , which will not be detailedly stated because they did not focus on the emphases, entropy and information content, of this paper.
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When we discuss the estimation methods of fuzzy relation, we must make sure which characters the measures focus on:
Entropy or Information content: entropy measures how much uncertainty exists in fuzzy relations, while information content measures the amount of information conveyed by the fuzzy relations.
Probabilistic or Non-probabilistic: a measure is probabilistic if it is based on a probability distribution preassigned, while the non-probabilistic measures deal with fuzzy relations without probability distribution.
One domain or Multiple-domain: similarity and equivalence relations are all defined on a single domain, while general relations are constructed on two or more different domains.
In the past researches concerned with fuzzy relations [1] [2] [3] [4] [5] [6] [7] [8] [9] , most of the literatures emphasized on entropy, and put forward measures of fuzzy relations defined on a single domain with probability distribution preassigned. But the information content measures of fuzzy relations defined on multiple-domain without probability distribution preassigned are needed. For example, experts give us some fuzzy rules without probability distribution of domains, and we want to compare them and choose several fuzzy rules with more information by the discussion of the multiple-domain fuzzy relations related with them. So, the problem we want to solve in this paper is how to measure the information conveyed by multiple-domain fuzzy relations without the given probability distribution. By the way, since fuzzy rules can be fully captured by fuzzy relations from input universe to output universe, the information content of rules can be measured by the information content of fuzzy relations proposed by us.
The information content of fuzzy relations
A crisp relation represents the presence or absence of association, interaction, or interconnectedness between the elements of two or more sets [12] . A relation among crisp sets , , , 1 2 X X X n is a subset of the Cartesian prod-
. It is denoted either by or by the abbreviated form . Each crisp relation can be defined by a characteristic function that assigns a value of 1 to every tuple of the universal set belonging in the relation and a 0 to every tuple that does not belong. Thus, a crisp relation takes values in
In fuzzy set theory, degrees of association between elements can be represented by membership grades in a fuzzy relation in the same way as degrees of set membership are represented in the fuzzy set. 
The information content of binary fuzzy relations
At first, the information content of a binary relation will be defined according to the interconnectedness relation between the given universes X and Y .
Definition 1 Let { , ,
is a fuzzy relation from R X to Y , . The inverse fuzzy relation is defined by
The domain and range of is also a fuzzy set and the membership functions of them is
The image of x X i ∈ and the inverse image of are also fuzzy sets and defined as:
1). When and , the information content of is measured as follows:
Where
The information content of is defined as follows:
The base of logarithm is 2, and . The unit of information content is "bit".
⇓ measure the average information of the projections from X to Y and the projections from Y to X respectively. That is, and
without direction, just because relation describes the connection between R X and Y and "connection" does not have direction.
Remark 2: In equation (8), (9) and (10).
The comparison of the information content of fuzzy relations with fuzzy entropy and specificity
In section 1, the differences of our new measure, the information content of fuzzy relations, with other measures concerned with fuzzy relations have been shown.
( ) IC R estimates the information conveyed by multiple-domain fuzzy relation without the given probability distribution.
does not need to be a similarity relation or equivalence relation. The comparison with former work is based on the viewpoint of relation.
R R
On the other hand, a fuzzy relation is a fuzzy set indeed. There are a lot of work have been done to estimate the uncertainty and information of fuzzy sets. Such as U-uncertainty, Dissonance in evidence, Confusion in evidence, measures of fuzziness, specificity and so on. Fuzzy entropy and specificity are more representative in these measures, and we will compare them with the information content of fuzzy relations . (*) IC Fuzzy entropy measures the fuzziness of a given set and is a measure of fuzziness indeed. Let X be the universe, ( ) F X is set of all fuzzy sets defined on X . A measure of fuzziness [12] is a function :
if satisfies the following three Axioms: f
Axiom
. assumes the maximum value if and only if for all
It is obvious that the function of fuzzy entropy is to characterize the degree of fuzziness, while estimates the interconnectedness relation between (*) IC X and Y . The latter is not a measure of fuzziness and suit for estimating the information contained in fuzzy and crisp relations.
Specificity measure was introduced by Yager [22, 23] . A measure of specificity is a function : The concept of specificity provides a measure of the amount of information contained in a fuzzy set or possibility distribution. It is more similar with our new measure, the information content of fuzzy relation, when a fuzzy relation is taken as a fuzzy set. In fact, the measure satisfies Axiom and . The difference of and exists in Axiom . Axiom shows us that specificity takes
× as a element while the information content of fuzzy relation takes ( , )
x y in X Y × as a interconnectedness relation. 
By definition 1 and the axioms for specificity,
In , every element in 2 R X and corresponds with a deterministic element in the other domain with degree 1, so the information content of reaches the maximum. But for the concept of specificity, reaches the maximal value because only one element in
with degree 1. Because these differences, the information content of fuzzy relations proposed by us is a new concept, which focuses on the interconnectedness relation in fuzzy relations.
Because the essence of rule is interconnectedness relation, in section 3, we will find the fact that is more suitable for the estimation of the information content of fuzzy relations than specificity. Given a relation , let [ denote the projection of that disregards all variables in 1 2 ( , , )
Then, is a fuzzy set (relation) whose membership function is defined on the Cartesian product of sets in by the equation
where is the membership function of the given n-ary relation . (1). When , the information content of is defined as follows:
where
When we want to estimate the information content of fuzzy classification rule, or fuzzy causal rule, the measure of information content of binary fuzzy relation is enough. But when the objects of estimation are fuzzy association rules, we must use the measure concerned with n-ary fuzzy relation given in definition 2. In section 3, we discuss the information content of fuzzy classification rules and fuzzy causal rules only.
The information content of fuzzy rules
In fuzzy models, fuzzy controllers and fuzzy expert systems, rule base is a very important part. Fuzzy rule base and fuzzy inference are core part of these intelligent systems without question. Thus, the discussion about fuzzy rules must bring some benefits to the progress of fuzzy modeling, fuzzy control and fuzzy expert systems. For example, fuzzy rule selection is one of the most important parts in the process of fuzzy rule learning. Many works have been done to introduce useful measures for the evaluation of fuzzy rule. In these measures, confidence, support [18, 19] and volume [20, 16] are more frequently used in practice.
The confidence and support of a fuzzy rule "if A , then ", which is induced from database B D , are given as follows [18] :
where is a t-norm. It is obvious that support and confidence are measures closely related to the database ⊗ D . When we want to evaluate the fuzzy rules without the database or the fuzzy rules are not induced from database but human experts or others, we must find some new way. The volume of fuzzy rules [20] may be a good measure, but it is only suit for fuzzy classification rules and it is very difficult to compute when there are more than two conditions in the antecedent of the rules. On the other hand, volume does not focus on the interconnectedness relation between input domain and output domain. So, it is better to find some new measure to evaluate fuzzy rules without database and estimate the interconnectedness relation between domains. This is just the work we want to do in this section. 
It must be noted that there also exists difference between fuzzy relations and fuzzy rules, which fuzzy rules have a direction from antecedent and consequent but fuzzy relations have not.
In [20] , the functions used to measure the information content of fuzzy rule base are Gini-index 
where indicates the volume of all rules in which are assigned to class . Table 1 .
Rule is: If Error is , Then Change is 1 r NB PB .
We choose " " as the implication operator, then induces a fuzzy relation . 
1 r is preferable than in rule pruning. 6 r By the help of ( ) ICR * , we can compare and choose rules contained more information in rule mining.
Conclusions
In this paper, we propose a new measure to estimate the information conveyed by a general fuzzy relations defined on multiple-domain without probability distribution preassigned. This measure is different with other measures put forward before by the viewpoints of relation and fuzzy set, because it focuses on the interconnectedness relation between domains. At last, based on the information content of fuzzy relations, the information content of fuzzy rules (rule bases) is measured. It can be used to compare and pruning fuzzy rules in rule mining by the viewpoint of information. 
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