There has been a long tradition in business and economics to use frontier analysis to assess a production unit's performance. The first attempt utilized the data envelopment analysis (DEA) which is based on a piecewise linear and mathematical programming approach, whilst the other employed the parametric approach to estimate the stochastic frontier functions. Both approaches have their advantages as well as limitations. This paper sets out to use an alternative approach, i.e. artificial neural networks (ANNs) for measuring efficiency and productivity growth for seven East Asian economies at manufacturing level, for the period 1963 to 1998, and the relevant comparisons are carried out between DEA and ANN, and stochastic frontier analysis (SFA) and ANN in order to test the ANNs' ability to assess the performance of production units. The results suggest that ANNs are a promising alternative to traditional approaches, to approximate production functions more accurately and measure efficiency and productivity under nonlinear contexts, with minimum assumptions.
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The economic development in the Asia-Pacific region over the last four decades is frequently considered to be an 'economic miracle' (World Bank, 1993) in terms that one East Asian country after another has taken off from a stagnant state to achieve an annual growth rate of 10% or even more, which have received great attention from economists. The central analytical and policy question raised by these extraordinary economic performances is what the causes of these fast growth rates are, and there is no general agreement on it. Indeed, there is a continuing controversy in which accumulationists are on one side and assimulationists on the other side. That is, the debate over how much of output growth is due to technological change versus growth in inputs such as the accumulation of physical and/or human capital.
Assimilationists, on one side, are persuaded that answer to growth lies in the use of more efficient technology (World Bank, 1993; Sarel, 1996; Nelson and Pack, 1999) ; whilst the observations based on growth convergence regressions with prior economic and social conditions do not seem to have warranted such rapid growth to be sustained (Krugman, 1994; Young, 1992; 1994a; 1994b; Kim & Lau, 1994; etc) .
In the above studies, there is an implicit assumption that the economies are producing along the production possibility frontier with full technical efficiency. With the exception of Kim and Lau (1994) and Chang and Luh (1999) , these studies adopted the conventional growth accounting approach and estimated total factor productivity (TFP) growth without distinguishing between its two components: technical progress (TP) and technical efficiency change (TEC). Rather, TP is synonymously considered to be the unique source of TFP growth. Failure to take account of inefficiency and TEC may produce misleading and biased TFP estimates: high rates of TP can coexist with deteriorating technical efficiency, and relatively low rates of TP can also coexist with improving technical efficiency (Nishimizu and Page, 1982) ; and different policy implications result from different sources of variation in TFP. For this reason, some attempts have been done to apply frontier approach to estimate the TFP of sample countries. The first attempt utilized the data envelopment analysis (DEA) which is based on a piecewise linear and mathematical programming approach, whilst the other employed the parametric approach to estimate the stochastic frontier functions (SFA). Both approaches have their advantages as well as limitations. For instance, they differ in how restriction is imposed on the specification of the best practice frontier and the assumptions on random error and inefficiency, and so on (Coelli et al., 1998) . More recent empirical work, for example, includes Fare et al. (1994) , who employed a nonparametric approach; , who also estimated Malmquist Index for Singapore's manufacturing sectors; and Wu (2000) , who presents an economy-level study on China using an econometric model. This paper sets out to use an alternative approach, i.e. artificial neural networks (ANNs) to estimate the frontier for efficiency measurement, and the relevant comparisons are carried out between DEA and ANN, and SFA and ANN in order to test the ANNs' ability to assess the performance of production units.
The past two decades have been seeing the rise of important applications of neural networks in finance, business, education, marketing, engineering, forecasting and related fields 1 due to its associated memory characteristics and generalisation capability with minimum assumptions (Stern, 1996) . In some cases, this approach has also been explored by Athanassopoulos and Curram (1996) , Costa and Markellos (1997) , Wang (2003) , Santin et al. (2004) and Delgade (2005) in handling efficiency measurement problem, but rarely in an international framework with whole countries/industry sectors as units of observation. The majority of the above references has reported that efficiency scores derived from neural networks, if not better than those from traditional approach, at least provide an additional/alternative direction to this problem.
The rest of the paper unfolds as follows. In the second section we give a brief review of NN mechanisms in order to facilitate the constructed frontier estimation. The third section concerns the design of the two comparison experiments in an application of NN in estimating annual 'technical' efficiency measures for several East Asian economies at manufacturing level from 1963 to 1998. And the analysis and discussions of results obtained, with comparisons to those obtained by DEA and SFA, are followed. The last section concludes the paper and offers the possible directions for future research.
Analytical Methodology

Neural Network Basics
In brief, Neural networks (NNs) are sorts of computer-based systems trying to mimic the functioning of the human brain by emulating a network of interconnected neurons. A neural network 'learns' relationships between input and output variables by repeatedly presenting the related input data and changing the internal structure of the network to derive the best possible fit (Athanassopoulos et al., 1996) .
As Bishop (1995) argued, NNs can be treated as statistical tool, in terms of being 'trained' to solve certain problems or identify specific patterns, more complex than but not principally different from classical approaches. For instance, in their simplest form, NNs are similar to a linear regression,
The explained variable Y is the 'response', while the explaining variables X are the covariates. In the NN literature, this function-diagram is a single unit 'perceptron': each node processes several inputs and results in several outputs, y, serving as inputs to other nodes of the network, until we reach the final stage where we get the modelled output.
However, an NN is more complex than this plain linear model and one of the most important aspects of an NN is the ability to learn from past patterns to predict new ones -the links between the units (neurons) are not rigid but can be modified through the learning processes generated by the network's interaction with the outside world. We can specify a feed-forward neural network with n inputs X, m hidden units and a single output Y as follows (Santin et al,, 2004) , The activation function G(u) in the hidden layer, typically a bounded and monotonic function, can take a specified form such as the logistic form g(u)=1/[1+exp (-u) ], which produces a simple output such as 0 or 1 (Fleissig et al. 2001) . Other functions, such as Tan-sigmoid transfer function with values within the 0 and 1 range, might serve as well (Bishop, 1995) . The activation function for output layer F(x,w) might be a linear function of the inputs through the weights (w) plus a constant.
There are several differences between simple statistical techniques and NNs. The first one is that the relationship between inputs and outputs of each node is not linear, since it combines weights with nonlinear functions. Traditional linear based techniques are required to separate the data past the linear dimension they were operating in, while NNs explore potentially 'hidden' correlations among the predictive variables in the hidden layers, which are then entered as additional explanatory variables in the nonlinear function. The down side is the lack of transparency, which makes it impossible to describe them in terms of equations with parameter values. However, if we are looking for a mechanism to represent a complex, multi-dimensional, non-intuitive process, the estimated parameters are of second interest. This is typical in the case of efficiency analysis.
Secondly, the NNs attempt to approximate any function between the original observable inputs and the final modelled outputs by minimizing the error, the gaps between the predicted values and the actual values, and the 'back-propagation rule' (BP) -a supervised learning algorithm, is used to compute the gradient of the error which is passed to the optimization procedure (Rumelhart et al., 1986) . In the process of model setting-up, learning is achieved by altering the values of weighted connections between neurons to bring the output of the network closer to the desired target value, and an error is calculated in each iteration which is then back-propagated to the network and used to adjust the weights. The overall aim here is to lower the Root Mean Square Error (RMSE) 2 for the training data by using the steepest gradient method on the error surface. In this sense, NN makes no assumptions about the statistical properties of the data and the functional form of the underlying efficiency model, however, a production frontier based on NN models is deterministic in nature. In other words, for a given set of weights and inputs, the NN produces a set of outputs depending on weights w. Modifying the weights results in a new set of outputs.
The distance between the actual value and the NN predicted value, at a given stage, triggers or not a change in weights depending on the size of the mismatch. If the error produced by the change is high enough, the NN 'learns' by adjusting the weights. This process is called the steepest 'gradient descent', which implies processing each observation in the training set a number of times to reach the highest level of convergence.
Before the implementation of the NNs to study the relationship between the inputs and outputs and therefore the efficiency, we need to address two important questions: (1) what is the appropriate NN architecture for a particular data set; and (2) how robust the NN performance is in efficiency analysis in terms of sampling variability. For the first question, there are no definite rules to follow since the choice of architecture also depends on the classification objective. Many factors such as hidden layers, hidden nodes, data normalization and training methodology, etc can affect the performance of NNs, and the best network is typically chosen through experiments. We will expand each of these steps in the next section.
For the second question, we employ cross-validation approach to investigate the robustness of the NNs in efficiency analysis.
Architecture of a Neural Network
A NN is typically composed of several layers of many computing elements called nodes, and NNs are characterized by the network architecture -the number of layers, the number of nodes in the hidden layer and how the nodes are connected. In a popular form of NN called the multi-layer perceptron (MLP), all nodes and layers are arranged in a feed forward manner 3 . There is no general rule to establish the optimal degree of network complexity, but one hidden layer is commonly used. A simple illustration of a neural network with one hidden layer can be shown in Figure 1 .
The size of the hidden layer is not easy to determine a priori. Although there are several rules suggested for determining the number of hidden nodes, such as using n/2, n, (n+1) and (2n+1) when n is the number of input nodes, none of them works well for all situations. Determining the appropriate number of hidden nodes usually involves lengthy experimentation since this parameter is problem and/or data dependent 4 .
In empirics, we can see the effect of hidden nodes on the performance of NN by using different levels of hidden nodes, and a brute force trial-and-error approach is used in searching for the best architecture.
Networks with a single layer of hidden units are first considered, and the number of units varies from 1 to 10, or even more, then ensembles of n networks are trained. After training and validation, we can plot the results of median error as a function of the number of hidden units (for out-of-sample performance) 5 . As expected, the median error decreases as the number of hidden units in the hidden layer increases, and the optimal number of hidden nodes is chosen when the error starts increasing.
In this paper, we use BP network, the most extensively used multiple-layers networks with a backpropagation least mean square error learning algorithm. Figure 2 shows a BP network with two-layer tangent sigmoid/pure linear (tansig/purelin) transfer function. The input vector p1 has two input elements.
These inputs post-multiply the 4-row, 2-column input weight matrix (IW), with 4 neurons in hidden layer and 2 elements in input vector. A constant 1 enters as an input and is multiplied by a vector bias b1 with 4 elements. The net input to the tansig transfer function 6 is n1, a 4x1 vector. The sum of the bias b1 and the product of IW and p1 is passed to the tansig transfer function to get the neuron's output a1, which in this case is a vector with 4 elements. Then this output from hidden layer works as the input to output layer multiplying the layer weight matrix (LW). By passing the transfer function of output layer in a linear form 7 , we can obtain the output a3, that is, y. After the structure of NN is determined, this NN can be trained so as to pursue the optimal network model with the best weight and bias for every neuron by giving the input data and target data. The training process is repeatedly adjusting the initially random weight of every neuron until minimizing the error between the estimated output and the target output. The factors to affect the training effective are the learning rate parameter and the training method.
Empirical Experiments
Experiments Designed
A key issue in this study is the frontier function estimation, which traditionally can be estimated following non-parametric and parametric techniques 8 (Murillo-Zamorano, 2004 ):
• DEA, which is the most commonly used mathematical programming method in frontier/efficiency analysis 9 and considered only in this study, makes no assumption on functional form and forms a deterministic frontier by enveloping the available data. The efficiency measures are distance to an empirical production frontier and the values are calculated on the basis of standard Pareto efficiency.
• The parametric approaches assume functional form for the underlying production, such as CobbDouglas, CES, translog etc, and estimated the frontier either by COLS or maximum likelihood.
In the (non-linear) production process, apart from the increasing and decreasing returns to scale, it is possible to have a negative slope between inputs and outputs. In empirics, Costa and Markellos (1997) found the so-called 'congested area' in the London underground from 1970 to 1994 in terms of fleet size and workers (inputs) and millions of trains km per year covered by fleet (outputs). Some researchers in educational production function analysis found that traditional restrictive specifications fail to capture potential non-linear effects of school resources (Baker, 2001) . In our preliminary studies in several East
Asian economies at manufacturing level, we also found quite similar pattern between inputs and outputs.
Of course, we can assume monotonicity and concavity for the underlying production technology before the estimation, as it does in DEA. Or some regularity properties can be imposed in order to satisfy the regulatory conditions before the translog functional forms are employed, as we usually do in SFA. What we try to address in this study is that we don't have to make/impose such assumptions when using NN technique to approximate the underlying production functions.
We therefore have two sets of experiments to carry out in this study. The first one is to make comparison with results from traditional-deterministic DEA (hereafter referred to as DEA-NN), focusing on the ability of the two methods to disentangle efficient and inefficient production-units and therefore to give useful managerial insights concerning the performance of individual production-units. The following steps are involved. After the NN production function is estimated, the frontier can be formed as when using the COLS -we shift the estimated production curve upwards, in order to correct the downward bias in the estimated curve, by the magnitude of the largest positive error. Therefore, all corrected residuals are non-positive and at least one is zero. This approach is very similar to that of DEA in the sense that at least one unit is 100% efficient and the frontier will be deterministic. That is, a best practice unit can be established amongst a set of observed units and the units that are inefficient can be identified when compared to the benchmark. The corresponding efficiency measures can then be calculated on the basis of the distances observed, that is, between the obtained production frontier and the realised outputs. The traditional-deterministic DEA efficiency analysis was conducted on the raw data by assuming first constant and then variable returns to scale.
The second experiment is to make comparison with results from conventional SFA (hereafter referred to as SFA-NN). Stochastic frontiers are straightforward to estimate by OLS or maximum likelihood estimation so as to decompose the error term into a stochastic and an inefficiency term. But with nonlinear/non-parametric formulations, estimation is not possible using available estimation packages. We could, however, estimate the frontier directly when the inefficiency effect is removed from the dependent variable given the reasonable noise level. The starting values for these inefficiency effects to be removed are those estimated from traditional parametric approach assuming that they are accurate to some degree. These estimated inefficiency effects can then be used to adjust the real/observed outputs. After iterations, the adjusted outputs should be the desired target value for NN training, which results in a NN production frontier rather than production curve obtained from DEA-NN.
Data
NN-based models are applied to set out comparative annual technical efficiency measures and productivity growth for seven East Asian economies at manufacturing level. The panel data of 28 manufacturing sectors' annual time-series in seven East Asian economies, namely, Hong Kong, Indonesia, Korea, Malaysia, Philippines, Singapore and Taiwan, during 1963-1998 are used 10 . The sectors and their SIC classification numbers are listed in Table 1 .
Measurements of sectoral productivity growth rates require data on output, capital and labor input in this study. The raw data series are value-added 11 , fixed capital formation and employment measured in numbers. Both series of value added and fixed capital formation are measured in local currency unit at current prices, so GDP deflators 12 from the IFS database and WDI are applied to convert these series into constant price based on year 1990. The standard perpetual inventory method (PIM) is used here to construct the capital stock under a uniform 4% depreciation rate 13 with 1963 as the benchmark, i.e.
where K i,t is capital stock of sector i at period t, I i,t is capital formation/investment and δ is depreciation rate. Following Pham, Park & Ha (2002) and Young (1995) , the initial capital stock series is initialized by assuming that the growth rate of investment in the first five years of the national accounts investment series is representative of the growth of investment prior to the beginning of the series. That is,
where I i,0 is the first year investment data, g i is the average growth in the first five years of investment series and δ is the depreciation rate. Here, we implicitly assume that no net capital stock exists before 1963 for all countries in question. Past studies have shown that given positive rates of depreciation and a sufficiently long investment series, the PIM is insensitive to the level of capital used to initialize the series.
The number of workers employed in each industry was used for labour input, which is not adjusted for changing quality or skill composition due to lack of consistent data 14 .
Results and discussions
Neural Network Training Procedure
Pre-processing and Normalization of data. As a data-driven technique, high-quality training data 15 to the NN implementation cannot be overstressed, since the quality and structure of the input data largely determine the success or failure of an NN implementation (Bansal et al., 1993 16 ). Data in this study (both inputs and outputs) have a tendency to generate extreme outliers. This is especially a challenge when the data are heavily influenced by measurement error in the case of agricultural and manufacturing applications in developing countries. When calibrating a neural network, outliers can overshadow all other numbers in an input set. To limit the effect of outliers, data are transformed by squeezing them between -1 and 1. After squeezing, the histogram is much more bell-shaped or normally distributed 17 .
However, the fact that DEA property of unit invariance is similar to property of scale pre-processing required by NNs validates the rationale to implement a comparison between DEA results and NN results.
We follow Wang's (1996) approach 18 to make the data transformation in this study as follows: Grouping Technique. This involves two aspects. The first one is the use of cross-validation to avoid over-training 20 . The idea is: the available data set is subdivided into a training set for giving in-sample results which however are not a good indication of the generalization ability of the networks, and a second set for testing which is only used after training the network. The test set is used to compute out-ofsample results that indicate how good the predictions will be on any (comparable) data set. To prevent the model from 'over-training', the cross-validation sample serves for checking that the error in this second sample does not increase while the NN trains itself through multiple simulations on the training sample.
In this sense, we can set the stopping criterion to lower the MSE of training and testing simultaneously 21 .
Another aspect is the network ensembles. The current standard is not to train a single NN, but instead an 'ensemble' of them, each of them using a slightly different training set generated by naïve bootstrapping (Efron and Tibshirani, 1993) . After training and validating each of the networks, an outcome to a given input set is found by choosing the single best network 22 .
Our dataset for every economy is a panel including 28 manufacture industries from 1963 to 1998 with one output and two inputs. Troutt et al. (1995) suggested that training data for nonparametric models should be at least 10 times the number of input variables, we thus randomly select 23 observations from the sample each year, leaving the rest of 5 observations for validation. Then we train the ensemble of 50 networks each year 23 in order to find the single best network in terms of minimum MSE. 
Results Analysis
Estimated NN parameters. Table 2 presents the basic parameters of the best estimated neural networks for the case of Korea 25 . As it can been seen, the estimated neural network incorporates 10 log-sigmoid hidden units at the most, and the Levenberg-Marquardt algorithm 26 is employed for the training. 2-10-1 stands for 2 neurons in the input layer, 10 neurons in the hidden layer and only 1 neuron in the output layer. The convergence criteria used for training are a RMSE less than or equal to 0.0001 or a maximum of 1000 iterations 27 . Based on the best estimated neural networks, the industry-sector efficiencies can be calculated.
Comparison of estimated efficiency. As mentioned in the Introduction section, the frontier approach to decompose the productivity growth, in a macroeconomic context, into components due to efficiency change and technical change provides a platform for a straightforward and simple economic interpretation for output growth in an economy: a country can be less inefficient therefore operates within the frontier, and "catch up" to the frontier over time represented as efficiency gains, or the frontier itself can shift over time indicating technical progress. On the other hand, different policy can be drawn from different sources of variation in productivity growth as high rates of TP can coexist with deteriorating technical efficiency, relatively low rates of TP can also coexist with improving technical efficiency (Nishimizu and Page, 1982) . Bear this in mind, we will focus on the estimation of a production frontier and the derivation of the components of output and productivity growth in this paper with an aim to addressing the following questions: which countries/manufacturing sectors are making most efficient use of their inputs? Is economic growth driven by removing inefficiencies and moving closer to the production frontier? Or is it driven by movements of or along the frontier itself?
Firstly, a comparative study is carried out for illustrating the potentials of the NNs in the estimation of underlying production frontiers, and the main results are summarized in table 3 along with the standard DEA (both constant-returns-to-scale and variable-returns-to-scale) and conventional SFA technical efficiency scores. A general pattern appears to be that the estimated efficiency measures reveal substantial production inefficiencies among the manufacturing industries in the sample economies under consideration, which rejects the hypothesis that the production is operated on the frontier with full efficiency assumption, as did in the traditional growth accounting exercises.
A number of comments can be made. (2) After obtaining the frontier, the (in)efficiency is then determined as observation-frontier distance in both DEA-NN and SFA-NN. Although there exist common trends in the efficiencies estimates through different approaches, several differences in the quantitative measures are clearly evidenced. First, we expect that the correction by the largest positive error is sensitive to outliers, as in DEA, but to a less extent in that the neural networks assist model building based on the entire data set rather than some extreme data points from which uncertainty information has been lost. In this sense, it is surprising to find out that DEA-NN might have a little bit higher efficiency score. In some cases, the efficiency scores are larger than 1 in DEA-NN and SFA-NN model, which is not allowable in DEA context, due to the fact that the statistical and probabilistic properties are embedded in NNs.
One possible explanation might be that the monotonicity property is not considered when building up the NN structure whilst DEA model implicitly assumes monotonicyty of inputs and outputs, and therefore does not impose any specific form of the production function. In SFA model, we posterior test these conditions, and 75% data points satisfy these conditions. We mentioned before that the functional form of NN depends on the training data for learning the nonlinear monotonic forecasting by using a least square error minimizing approach. The training data may have to satisfy the monotonicity property for using NN.
If not, the resulting model may produce forecasts that are not consistent with the assumption of monotonicity 29 , and therefore different with those from DEA and SFA. For instance, both Costa and Markellos (1997) and Santin et al. (2004) mentioned the 'congested area' where an increase in one input implies a decrease in one output. Both traditional DEA 30 and SFA cannot consider any chance for the existence of this kind of production technology whilst NN can as NN can be universal approximates of any function and its derivatives to any desired degree of accuracy.
When training data violates the property of monotonicity, some data screening method (e.g. DEA-based approach for selecting the input data, Pendharkar and Rodger, 2003 31 ) may be required with an aim to create a training sub sample that does not violate the monotonicity property. However, in the case of a small-size data set, such as the case in our study (only 28 sectors available for every year), such a data screening may not be feasible due to very small size of resulting sub sample. A follow-up research will deal with this issue.
Growth decomposition
In order to compare and check the robustness of neural network frontier approach in TFP estimates, On the other hand, in spite of these differences, all estimates show substantial production inefficiency among the manufacturing industries, and positive TECs indicate that the steady trend for improved TE is observed throughout the sample period and TECs might be the key point for the TFP growth in these economies. Due to the backwardness of the economies, the further away is the economy from the frontier, the bigger the technical progress that can be achieved, and vice verse. In case that the magnitudes of TEC are smaller compared to those of TP, the role of knowledge-based factors was a major engine of growth coming via direct imports of capital goods and technology for their current prevalence of assembly production in the manufacturing sectors, which is the case for the second-tier NIEs, such as Indonesia, Malaysia and the Philippines. However, the potential in efficiency improvement is declining though still positive which can be considered to be evidence of catching-up to the frontier, and has been almost exhausted in the 1990s for all economies in question. In this sense, economic growth in the future will mainly rely on innovation, that is, technological progress.
In terms of productivity growth rates for individual economy, with the exception of the Philippines in the conventional SFA estimation, one can see that the impressive TFP growth rates exist where Korea is ranked first, followed by Singapore 32 . The result is generally consistent with that of Sarel (1996 Sarel ( , 1997 , Hobday (1995) , Collins and Bosworth (1997) , Drysdale and Huang (1997) and Chang and Luh (1999) , that productivity growth is also a main source of output growth, and far more optimistic than the findings of Young (1992 Young ( , 1995 and Lau (1994, 1995) . For example, Young finds that Singapore's average TFP growth is minus 1.1 per cent (TP and TFP growth are the same since no inefficiency is assumed, Young 1995, p658); and consequently that all its output growth is exclusively due to capital accumulation. Although we find that the trend of TFP growth slightly decreased since the 1970s, the same conclusion as Mahadevan and Kalirajan (2000) , our results show different pattern in that the overwhelming improvement in TP leads to the TFP growth. While Leung (1997) suggests that it would be plausible for Singapore's manufacturing industries to have an average annual TFP growth rate between 2-3 per cent during the 1980s and 1990s, his striking finding of no-link between a learning-by-doing effect and TFP growth is quite close to this study's result that negligible technical efficiency improvement is found. For comparison purpose, we calculate the average productivity growth rate of Singapore for the period 1983 to 1993, the one used in . The resulting TFP 33 has an average 4.72% per year, which is quite consistent with Leung's 4.6%. This also confirms Coelli et al's (2005) finding that productivity series from DEA method is more volatile and much sensitive to year-to-year change, and the change in data series' beginnings and ends can influence the measures obtained.
In contrast to many previous studies, the general conclusion from table 4 is that TFP growth is important.
With the exception of the Philippines, the percentage contribution of TFP to output growth in six economies has not been negligible, though efficiency gains and TP do not play a similar role in TFP TFPs in the high-tech sector, indicating that the high-tech industry is more exposed to the international market and multinational investment in each economy. Although some did suffer from the deterioration of TPs in some years, this can be offset by the enhanced performance in TEC. For instance, Korea, Singapore and Taiwan all reported TECs in the range of 2-4% in the machinery and electronics sector.
This scenario is opposite to the case in the basic sector, where TP dominates the almost negative TECs.
With the exception of Malaysia and the Philippines, all economies show a very strong performance in TP in the chemicals, non-metallic mineral products and metal products sector. Among them, Indonesia has the most impressive record having recorded TP growth rate at 5-6% per annum. In the traditional sector, one might expect that the possibility of an "indigenously generated improvement" in technology (Kim and Lau, 1994) would be limited, and be less effective due to their strong labour-intensity. The result, however, support the expectation that in all second-tier NIEs, that is, Malaysia, Indonesia and the Philippines, TEC is the largest contributor to growth in the traditional sub-sector mainly due to the advantage of backwardness. One possible explanation is that since the production of such low-end products can be gradually relocated to somewhere else with lower cost advantage, according to productcycle theory, then one way to sustain the higher labour cost is to upgrade either TEC or production technology to survive competitively in international markets.
Conclusions and future work
This paper presents a neural network study to efficiency frontier and efficiency analysis. The main aim is to make minimum assumption with maximum flexibility of the underlying production process. The results are comparable to the normal DEA and SFA results on the whole, suggesting that NNs can be used as an alternative tool to both econometric and DEA-based techniques for measuring technical efficiency when a strong theoretical model about the production technology is not firmed and minimum assumptions are imposed.
The neural network structure used in this paper is a single layer of weighted, hidden units. Hidden units or nonlinear functions contribute to a neural network's ability to replicate nonlinear relationships between inputs and outputs. Future research with neural networks in the efficiency analysis is suggested, and the possible directions include the imposition of monotonicity and concavity assumption, and so on.
In addition, we used a traditional back-propagation NN algorithm in our experiments without considering other algorithms. Several approaches have been tried in the literature, for instance, second-order gradient search and other gradient-free methods (Curry and Morgan, 1997) that improve the performance of connectionist models over the traditional back-propagation models using the steepest-decent search method. We believe that the performance of current NNs can be improved further by considering other learning algorithms. 
where S t is the technology set, x t and y t are vector of inputs and output, respectively. An output-oriented period t Malmquist productivity index defined by CCD is given by
where D t (.) is the output distance function relative to the technology set for period t. Following Fare et al. (1994) , the adjacent Malmquist index is defined as the geometric mean of two CCD Malmquist productivity indexes and can be further decomposed as Under the assumption of perfect competition and constant returns of scale, the output elasticities with respect to input j is equal to input share in the total production cost, therefore, TP is the only source of TFP growth. In case of unavailability of input price information, we follow Kumbhakar & Lovell (2000) by assuming In the spirit of Nishimizu & Page (1982) (A.12) This decomposition of TFP growth is useful in distinguishing innovation or adoption of new technology by 'best practice' production units from the diffusion of technology. Coexistence of a high rate of TP and a low rate of change in technical efficiency may reflect the failures in achieving technological mastery or diffusion (Kalirajan, Obwona & Zhao, 1996) . However, Nishimizu and Page (1982, p926) ignored the presence of measurement error ( ) in estimating the parameters of the translog approximation to equation (A.10) by using a deterministic frontier. In this study, we are going to estimate equation (A.10) allowing for , a symmetric component capturing random variation across production unit and random shocks that are external to its control, into the composed error term with an attempt to distinguish the effects of statistical noise from those of inefficiency so as to obtain consistent and efficient estimates. To name a few, in the fields of bankruptcy assessment (Altman et al., 1994; Pendharkar, 2005) ; forecasting education spending and productivity (Baker and Richard, 2000; Baker, 2001) ; customer classification in terms of marketing activities (Kaefer et al., 2005) . 2 A lower value of RMSE meant that the NN forecasting model fit was good. Some researchers argued the reliability of using RMSE or MSE (mean square error) as the evaluation method and suggested several alternatively different accuracy criteria such as mean absolute percentage error (MAPE) and median absolute percentage error (MdAPE). We are still working on it. 3 Each of the neurons in the input layer is connected to each neuron in the hidden layer. The input layer provides the external input to the network and the input variable value may be a ratio-level value or a categorical value and may be any of several input variables. The hidden layer receives inputs from the input layer or another hidden layer and provides the input to the output layer. The output layer receives the inputs from the hidden layer and then produces the output. 4 It depends on (1) the complexity of the problem at hand. More hidden nodes are called for in complex problems.
(2) the objective of classification. For instance, if the objective is to classify a given set of objects as well as possible, then a larger network may be desirable. On the other hand, if the network is to be used to predict the classification of unseen objects, then a larger network is not necessarily better. 5 Costa and Markellos (1997) and Santin (2004) use SIC (Schwartz Information Criterion) or AIC (Akaike Information Criterion) as common criteria for model selection. Results are available upon request. 6 Tansig (tangent sigmoid) is a transfer function with output between -1 and 1. 7 Output of this transfer function is linear. 8 Please also see the appendix for detailed discussion of these two methods employed in this study for the purpose of comparison. 9 Another commonly used non-parametric techniques are free disposal hull (FDH) and goal programming (Fried et al. 1993) . 10 The raw data are mainly drawn from the UNIDO Industrial Statistics Database and the International Monetary Fund publication, International Financial Statistics. All are available from the Macro-Economic Time Series Data at MIMAS. In addition, price indices are available from the World Development Indicator (WDI) CD-Rom and some from countries' national account. 11 The advantage of using value added is that it accounts for differences in vertical integration, and accommodates quality differences between products as price premiums for quality are translated into higher value added. In addition, as pointed out by Schreyer (2001) , the aggregate value-added growth of productivity is a simple weighted average of value added growth in individual industries, which makes this measure comparable across different levels of aggregation. On the other hand, Kim (2000) argued that calculation of TFP changes based on a value-added approach produces a much higher (in absolute term) estimate than one based on gross output since the former requires a more restrictive assumption capital and labour input are separable from intermediate input, that make value-added not an immediately plausible measure of output like gross output. However, if gross output is used then it is necessary to consider all inputs, including material and bought-in services, in forming an explanation. In this study, considering that net output or value added effectively deducts these inputs from both sides of the equation and therefore simplifies the estimation procedure, we will follow the value-added approach.
possible to replicate/mimic any kind of outputs. However, the results would become too dependent on the training sample, but might not do well with new observations, hence over-trained in that the model can lose the ability to generalize and instead memorize a pattern which leads to less accurate results when applied to out-of-sample. In order to avoid 'over-training', the error on the validation set is monitored. Training errors decrease, as they should, but validation errors at some point start to increase, indicating that the model is starting to over-fit. When validation errors start to increase, training is stopped and the network that yields the lowest validation error is chosen.
21 Costa and Markellos (1997) suggested an alternative approach to build up the optimal network topology by overparametrising the MLP with 50 neurons in the hidden layer. Under this approach, the training is halted at the point when the signal-to-noise ratio reaches a level that satisfies some a priori assumption about the level of statistical noise in the data, for instance, 10% noise in the data. We have also performed this experiment and results are qualitatively similar to those described in the main text. 22 Two other suggestions on this issue have also been made in literature apart from keeping the single best network.
The first one is the simple equally averaging while the other is a weighting scheme which puts higher weight on the best networks. However, the choice of weight is entirely arbitrary, and we use the single best network in the paper instead. 23 We also tried the ensemble of 500 networks each year, and the result is not qualitatively different from that with 50 networks. 24 To pursue a balance between the quality of NN and the reasonable duration of training, the NN topology with minimum (testing) MSE is selected as the optimal one with relevant weight and bias. 25 We have quite similar tables for other economies in question, and only present the results for Korea here for the reason of space-saving. Results for other economies are available from the author upon request. 26 This algorithm was designed to approach second-order training speed without having to compute the Hessian matrix. When the performance function has the form of a sum of squares, as is typical in training feedforward networks, the Hessian matrix can be approximated as H=J T J and the gradient can be computed as g=J T e, where J is the Jacobian matrix that contains first derivatives of the network errors with respect to the weights and biases, and e is a vector of network errors. The Jacobian matrix can be computed through a standard back-propagation technique that is much less complex than computing the Hessian matrix. 27 The software can produce the convergence characteristics of the proposed NN model which shows the MSE history (decreasing curve) over iterations in the training process. 28 See Wong (2003) Liao et al. (2007) reported that while both the Cobb-Douglas and translog formulations provide positive production elasticities showing no or little violations of monotonicity, the Cobb-Douglas formulation is the only one to fulfil the regularity condition of concavity. 30 As pointed out by one referee, input congestion can be dealt with by decomposing the technical efficiency scores calculated from a CRS DEA into congestion inefficiency, scale inefficiency and 'pure' technical efficiency. This can be done by assuming weak disposability in inputs/outputs, and then introducing a new parameter in the input restriction, followed by changing the inequalities in the input restriction to equalities (Coelli et al., 2005, p195) . 31 They argued that probability of a monotonic forecasting function learnt by an NN decreases when cases that have lower DEA-based efficiency are used in the training data, and if the original training data sample size is not large -10 times the number of inputs, then DEA-based screening may not be a viable option. 32 In the case of Indonesia, results are not consistent among various methods in terms of TFP and its components. 33 Not reported here in detail but available upon request. 34 The classification is based on the average capital labour ratios in each manufacturing sector and usual practice.
Traditional sector, like food and beverage, textiles and clothing, wood, is labour intensive, while basic sector, including chemical industries, metal works is capital intensive. Other industries, including manufacture of scientific equipment and which are excluded from 382, 383 and 384 according to UNIDO Industrial Statistics Database's classification, are categorised as knowledge intensive. Please see table 1A in the Appendix. xxxv Due to the lack of data on input prices, the output elasticity with respect to input j is equal to input share in the total production cost under the assumption of perfect competition. xxxvi Returns to scale can be defined as RTS=∑e j
