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Instituto Balseiro
Universidad Nacional de Cuyo




Índice de contenidos iii
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desocupados (holón). Se señalan con tα, U , V y J , respectivamente, hop-
pings de electrones en el orbital α, interacciones por repulsión coulom-
biana intra-orbital e inter-orbital, y acoplamiento de Hund. Se encierran
y marcan como HD las cuasipart́ıculas Doblón-Holón presentes (sección
3.1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1. Esquema de particiones de DMRG tradicional. . . . . . . . . . . . . . . 11
2.2. Cadena de espines de Heisenberg de 6 sitios biparticionada simétrica-
mente. ŜA3 y Ŝ
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vi Índice de figuras
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2.11. Representación gráfica de la contracción de todos los sitios a la izquierda
y derecha del sitio i, construyendo los objetos HLi y H
R
i respectivamente,
usados para computar Heffi |Si〉, costando ∼ m3S. . . . . . . . . . . . . 27
2.12. Representaciones MPS de un modelo KH de L = 4 sitios f́ısicos (ver
Figura 1.2), arreglando los sitios MPS Sασi siguiendo cuatro posibles
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Estudiamos numéricamente propiedades electrónicas estáticas y dinámicas del mo-
delo unidimensional de Kanamori-Hubbard de dos orbitales, usando métodos basados
en el grupo de renormalización de la matriz densidad. Consideramos dos casos, uno
en el que ambos orbitales forman bandas de diferente ancho, y otro en el que forman
bandas iguales.
En sistemas con bandas de diferente ancho, encontramos en este modelo extendido
excitaciones que consisten principalmente en cuasipart́ıculas formadas por un orbi-
tal doblemente ocupado (doblón) y el orbital correspondiente en el mismo sitio vaćıo
(holón), en consistencia con las excitaciones similares reportadas en una red cuadrada
usando la aproximación de campo medio dinámica.
Observamos también estas excitaciones doblón-holón en sistemas de bandas iguales.
En este caso, vemos dips en las densidades de estados en el nivel de Fermi, que no
parecen corresponder a un gap de excitaciones. Detectamos el ensanchamiento de la
banda de holón-doblón por efecto del acoplamiento de Hund, aunque no distinguimos
una clara separación con J , como ha sido reportado en resultados previos para una red
cuadrada en aproximación de campo medio dinámica.
Caracterizamos las densidades de estados en términos de excitaciones locales com-
puestas. Identificamos claramente la disminución de la densidad de estados cerca del
nivel de Fermi, y el angostamiento de los picos por sobre y debajo de esta enerǵıa, al
aumentar la interacción inter-orbital.
También calculamos las densidades espectrales y observamos que las excitaciones
holón-doblón aparecen con mayor peso en los bordes de la banda.
Añadimos por completitud el estudio comparativo de resultados usando distintos
órdenes para las representaciones de estados producto de matrices que empleamos
en nuestros métodos, de donde comprobamos la superioridad en precisión (para este
modelo) del orden usado. Incluimos también un análisis de efectos de tamaño finito y
condiciones de contorno, como validación de estabilidad de estos cálculos numéricos.






La f́ısica de los llamados “materiales cuánticos” [2] es una rama particularmente
compleja dentro de la teoŕıa de la materia condensada, ya que estos exhiben comporta-
mientos que no pueden ser explicados mediante un esquema semiclásico [3], sino que es
necesario, en general, hacer uso de conceptos de topoloǵıa [4] y correlaciones electróni-
cas [5]. Además, existen fuertes motivaciones tecnológicas en el estudio de estos sólidos
con electrones fuertemente correlacionados, ya que muchos exhiben propiedades valio-
sas para aplicaciones técnicas, como por ejemplo: la ferroelectricidad (PbZrxTi1−xO3,
BaTiO3, PbT iO3), el ferromagnetismo (Co, Fe, Ni), el anti-ferromagnetismo (Cr,
FeMn, NiO), las transiciones metal-aislante [6], la superconductividad de alta tem-
peratura [7], los fermiones pesados [8], la magneto-resistencia gigante y el alto poder
termoeléctrico. Especialmente, es de gran interés el estudio de modelos interactuantes
de varias bandas donde coexistan electrones itinerantes y localizados, como por ejem-
plo: superconductores basados en hierro, óxidos de metales de transición (rutenatos
y manganitas), compuestos de plutonio y uranio, en los cuales, la dinámica de mu-
chos cuerpos, t́ıpicamente dif́ıcil de analizar teóricamente, puede dar lugar a complejos
multipletes y estados intra-gap.
Sistemas que pueden ser modelados como cadenas unidimensionales (1D) son de
especial interés, ya que se han desarrollado métodos computacionales eficientes, como
DMRG [9, 10, 11, 12] y Lanczos [13, 14], capaces de resolver modelos hamiltonianos
de este tipo con buena precisión. En dimensiones mayores, sin embargo, donde estos
resultados seŕıan de mayor utilidad para comparar con mediciones experimentales, estos
cálculos se hacen más computacionalmente costosos.
Una ventaja importante que ofrece el estudio de sistemas unidimensionales me-
diante estos métodos, es que hace posible la simulación de materiales que presenten
propiedades topológicas y correlaciones electrónicas en simultáneo. Las excitaciones que
emergen de estas fuertes interacciones electrónicas en una dimensión, fenomenológica-
mente distintas a aquellas que tienen lugar en dimensiones mayores, no se ajustan
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a un Ĺıquido de Fermi, sino que deben ser explicadas desde la teoŕıa de Ĺıquido de
Luttinger (LL) [15]. Una propiedad caracteŕıstica de estos sistemas es el hecho de que
los grados de libertad elementales no son fermiones bien definidos, sino cuasipart́ıculas
colectivas separadas, asociadas a cada uno de sus números cuánticos: holón (carga) y
espinón (esṕın), fenómeno conocido como separación carga-esṕın [16, 17]. La localiza-
ción de electrones producto de la fuerte repulsión coulombiana en sistemas de bandas
reducidas, conocido como fenómeno de Mott, es central en este campo [18]. En este
sentido, es ampliamente aceptada la idea de que las fuertes correlaciones electrónicas
que surgen al dopar aisladores de Mott, son un elemento fundamental para los estados
metálicos y superconductores que emergen, por ejemplo, en cupratos superconductores
de alta temperatura.
El estudio experimental de realizaciones concretas de sistemas multiorbitales me-
diante técnicas de espectroscoṕıa tipo bombeo y prueba ha permitido analizar la
dinámica colectiva de estas cuasipart́ıculas y sus modos de decaimiento. En este sen-
tido, es notable en resultados recientes la mejoŕıa en el ajuste de predicciones teóricas
mediante simulaciones numéricas con mediciones de laboratorio usando técnicas ex-
perimentales como photoemission spectroscopy (PES), angular resolved photoemission
spectroscopy (ARPES) o inverse photo-emission experiments (IPE) (Figura 1.1), gra-
cias a avances, tanto del lado experimental, como de la eficiencia y precisión de los
métodos computacionales.
(a) Extráıdo de Ref. [19]. Ejemplo de medicio-
nes experimentales usando espectroscopia de fo-
toemisión (PES) y espectroscoṕıa de absorción
de rayos-X (XAS), comparando con resultados
numéricos obtenidos mediante DMFT, en un sis-
tema de cinco bandas.
(b) Extráıdo de Ref. [20]. Espectros calculados
mediante LDA+DMFT (usando OCA como re-
solvedor de impureza), para PuTe (a) y PuSb (b)
(separado en f y no-f), comparando con resulta-
dos de mediciones por fotoemisión.
Figura 1.1: Ejemplos de comparaciones de mediciones experimentales y cálculos numéricos de
densidades de estados en publicaciones recientes.
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En sistemas de Hubbard multiorbitales en que, además de la repulsión coulombia-
na, existe un fuerte acoplamiento magnético de Hund [21], emergen, producto de las
correlaciones electrónicas, una amplia variedad de fenómenos interesantes como: on-
das de densidad de pares [22] y transiciones de Mott selectivas en orbital [23] [24].
Comportamientos incluso más complejos en donde, además de la carga y el esṕın, se
separan los grados de libertad orbitales, han sido observados en aisladores de Mott de
múltiples bandas [25]. Esta separación puede explicarse mediante la teoŕıa de Ĺıquido
de Luttinger aplicada al modelo t-J efectivo que surge de mapear la dinámica de un
orbitón en un modelo de Kugel-Khomskii [26] a la de un hueco en un antiferromagneto.
Estudios recientes usando modelos de Hubbard de múltiples orbitales, han revelado
interesantes resultados que muestran fuertes tendencias de estos sistemas a la formación
de pares de singletes. En principio, estos resultados numéricos no permiten determinar
los mecanismos espećıficos detrás de estos comportamientos. Sin embargo, estudios
partiendo de propuestas de ciertos estados variacionales, han ido llenando esta brecha
conceptual. Por ejemplo, en Ref. [27], optimizando una combinación lineal de estados
de Affleck-Kennedy-Lieb-Tasaki, los autores muestran cómo la formación de tripletes
se hace estable en situaciones en donde las anisotroṕıas en el plano fácil de la red
no pueden ser despreciadas -en casos en que estas anisotroṕıas no son importantes,
este modelo de Hubbard semillendo (sin dopar) es similar a una cadena de Haldane.
Además, demuestran que al dopar con huecos sistemas unidimensionales (cadenas de
Hubbard 1D de dos orbitales similares), se observa formación de pares de singletes,
que puede ser inducida por fluctuaciones magnéticas. La importancia fundamental de
estos resultados es que, si la formación de estos pares realmente ocurre en sistemas
unidimensionales, el mismo hamiltoniano es de esperar que produzca comportamientos
similares en dimensiones mayores, donde estas técnicas dejan de ser efectivas.
Por otro lado, en Ref. [28], realizando simulaciones en el ensamble canónico mediante
DMRG, detectan formación de pares en un sistema de dos orbitales en estado 1
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-lleno,
al notar saltos discretos de a dos (ver Figura 4 en [28]) en las curvas de ocupación
de cada orbital en función del parámetro de splitting (∆) con que controlan en el
hamiltoniano la diferencia en las enerǵıas de sitio entre ambos orbitales. Analizando
también las funciones de distribución de momento (transformadas de Fourier de las
correlaciones espaciales) de excitones (creados al promover un electrón a la banda
superior), y biexcitones (formados por dos de estos excitones ligados por interación
de Heisenberg entre electrones en el mismo orbital), encuentran indicios formación de
cuasicondensados de excitones con momento de centro de masa finito (una onda de
densidad de carga), reflejados como picos en valores de k 6= 0. Muestran además la
existencia de una zona de parámetros en la cual el sistema se encuentra en una fase en
que uno de los orbitales se comporta como un Ĺıquido de Luttinger, mientras el otro
presenta inestabilidades de formación de pares.
4 Introducción
El estudio presentado en Ref. [27], se centra en un análisis estático de las pobla-
ciones, en el estado fundamental, de cuasipart́ıculas compuestas por dos electrones
formando un singlete efectivo localizado, entre dos sitios de la red vecinos en diagonal
(orbitales distintos e ı́ndices de red consecutivos, ver Figura 1 en Ref. [27]), y el decai-
miento de las correlaciones espaciales de estos singletes. Los autores resuelven que en el
estado dopado, al remover uno de estos singletes, los huecos resultantes se comportan
como pares efectivos que adquieren movilidad en la red. Sin embargo, los métodos em-
pleados no les permiten analizar la dinámica de estos pares y, los estados variacionales
propuestos dejan de ser una buena representación del estado fundamental en sistemas
fuera del ĺımite altamente interactuante (en comparación con el ancho de las bandas),
debido posiblemente al efecto de fluctuaciones de carga presentes. El acercamiento que
proponemos en este trabajo es en este sentido menos restrictivo y más centrado en un
estudio dinámico a partir del análisis de densidades de estados y funciones respuesta de
operadores asociados a la creación de ciertas cuasipart́ıculas definidas, que entendemos
juegan un papel importante en la f́ısica del modelo estudiado.
Durante este trabajo de Maestŕıa en Ciencias F́ısicas, hemos estudiado un mo-
delo hamiltoniano de gran interés en teoŕıa de la materia condensada: el modelo de
Kanamori-Hubbard (KH) (sección 1.1). Una motivación central para este trabajo fue
poder detectar la presencia de excitaciones bien definidas en enerǵıa, que han sido pre-
viamente observadas en dimensión D = 2, en sistemas con bandas de diferente ancho,
usando Dynamical Mean Field Theory (DMFT) [29] [1]. Estos resultados previos indi-
can que dicha excitación está dada por la generación de lo que llamamos Doblón-Holón
(DH): una combinación de un sitio de Hubbard doblemente ocupado (doblón) en uno
de los orbitales, y uno vaćıo (holón) en el otro (ambos en el mismo sitio de la red), que
juntos se comportan como una sola part́ıcula compuesta.
Para entender el origen microscópico de estos comportamientos complejos, es im-
portante disponer de métodos numéricos que permitan obtener resultados suficiente-
mente precisos como para capturar la f́ısica relevante. Los resultados presentados en
este trabajo fueron obtenidos mediante un método numérico basado en Density Ma-
trix Renormalization Group (DMRG) utilizando la técnica de Matrix Product States
(MPS) usando redes tensoriales, para aproximar variacionalmente estados fundamen-
tales y funciones espectrales. Estudiamos la respuesta dinámica de este modelo, y la
contribución de estas cuasipart́ıculas, en distintas zonas de su espacio de parámetros,
dopando con huecos el sistema y variando las interacciones coulombianas interorbitales
y el acoplamiento de Hund.
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Este trabajo está organizado en 5 caṕıtulos. En Cap. 1 damos un panorama gene-
ral de los avances en el estudio de sistemas de electrones altamente correlacionados,
particularmente cadenas de Hubbard de múltiples orbitales, y presentamos el mode-
lo hamiltoniano estudiado (sección 1.1). En Cap. 2 y Cap. 3 detallamos los métodos
numéricos usados para los cálculos de estados fundamentales y funciones de Green
respectivamente, desde las ideas conceptuales básicas, hasta la aplicación práctica al
problema estudiado, incluyendo una explicación cualitativa (sección 3.1) de la pre-
sencia de excitaciones holón-doblón (HD) con enerǵıas caracteŕısticas dentro del gap
entre las bandas de Hubbard superior (UHB) e inferior (LHB). En Cap. 4, mostramos
los resultados obtenidos y analizamos sus implicaciones en la f́ısica de estos sistemas.
Finalmente, en Cap. 5, condensamos los conclusiones fundamentales a que arribamos.
1.1. Modelo de Kanamori-Hubbard
El modelo de Kanamori-Hubbard (KH) [30] [21] que estudiamos en este trabajo
(Figura 1.2), consiste en una cadena unidimensional de tamaño L con condiciones
de contorno abiertas, formada por sitios de dos orbitales, cada uno de los cuales se
comporta como un sitio de Hubbard: puede tener ocupaciones 0, 1 (up y down), o 2.
Las interacciones consideradas son:
intra-orbital: repulsión coulombiana tipo Hubbard entre dos electrones ocupando
(doblemente) un mismo orbital de un mismo sitio
inter-orbital: análoga a la intra-orbital, pero entre dos electrones que ocupen
orbitales distintos de un mismo sitio
acoplamiento magnético de Hund de intercambio local entre orbitales distintos
de un mismo sitio
hoppings entre electrones de sitios vecinos, manteniendo orbital y proyección de
esṕın.













en términos de operadores de creación (c†) y destrucción (c) de electrones. La notación
〈ij〉 en las sumatorias, indica que las mismas se realizan solo sobre sitios primeros
vecinos. Los ı́ndices α ∈ {1, 2} y σ ∈ {↑, ↓} indican orbital y proyección de esṕın
respectivamente.
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Figura 1.2: Representación gráfica de una configuración arbitraria del modelo de Kanamori-
Hubbard de dos orbitales estudiado en este trabajo. Las cadenas inferior y superior corresponden
a los orbitales α = 1 y α = 2, respectivamente. Las flechas rojas representan electrones con la
proyección de esṕın correspondeiente. Los ćırculos azules indican sitios de orbital desocupados
(holón). Se señalan con tα, U , V y J , respectivamente, hoppings de electrones en el orbital α,
interacciones por repulsión coulombiana intra-orbital e inter-orbital, y acoplamiento de Hund. Se
encierran y marcan como HD las cuasipart́ıculas Doblón-Holón presentes (sección 3.1).
La magnitud de los términos de hopping a primeros vecinos de cada orbital α está


































donde J ≥ 0 parametriza el acoplamiento magnético de Hund de intercambio local,
y U (V ) pesa las interacciones de Coulomb intra (inter)-orbital, respectivamente. Se
añade también un potencial qúımico µ, tal que µ = 0 corresponde a bandas semillenas,
lo cual se consigue fijando las enerǵıas de sitio como ε = −U/2− V + J/2.
Este modelo ha sido ampliamente utilizado en el estudio de sistemas de electrones
fuertemente correlacionados [1, 30, 31], como los que se encuentran en capas d o f




Hemos hecho uso de algoritmos eficientes, desarrollados en nuestro grupo de inves-
tigación [32], que implementan versiones optimizadas de DMRG, basadas en Estados
Producto de Matrices (MPS) y Operadores Producto de Matrices (MPO) [33]. Hemos
adaptado estos algoritmos para ser aplicados al modelo estudiado. Al mismo tiempo,
hemos desarrollado códigos independientes, para comprender mejor los detalles de su
funcionamiento, incluyendo una implementación sobre CUDA-C++ [34], explotando
las ventajas de paralelización que ofrecen las tarjetas gráficas modernas. Los algorit-
mos de DMRG usados nos han permitido calcular, con buena precisión, propiedades
estáticas (estados fundamentales) y dinámicas (funciones de Green), de los sistemas
estudiados.
Si bien una parte de los métodos que a continuación se explican fueron presenta-
dos en detalle en el trabajo de Tesina de Licenciatura en Ciencias F́ısicas del cual la
presente Tesis de Maestŕıa es continuación, se incluyen también en este informe con el
propósito de hacerlo autocontenido. Igualmente, una adición importante en este senti-
do, es el análisis detallado que presentamos en la subsección 2.8.2 sobre los distintos
órdenes que examinamos para las representaciones MPS del sistema que estudiamos,
complementado con una comparación de resultados que mostramos en la sección 4.5,
donde puede notarse la superioridad de precisión del orden que finalmente adoptamos
para nuestros cálculos.
2.1. Funciones de onda de muchos cuerpos: base
producto
El origen fundamental de la complejidad intŕınseca de los sistemas cuánticos de
muchos cuerpos radica en el crecimiento exponencial del espacio de configuraciones en
función del número de part́ıculas. Para un sistema cuántico de N part́ıculas (compues-
to por N subsistemas), este espacio de fases disponible puede describirse usando la
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llamada base producto: el conjunto (Bprod) de vectores resultante de considerar todos
los productos (Bi1,i2,...,iN ) posibles tomando un vector base (|bij〉) de cada subsistema
j.
Bprod := {Bi1,i2,...,iN := |bi1〉 |bi2〉 · · · |biN 〉 | ij ∈ [1, dim(Hj)]},
donde dim(Hj) representa la dimensión del espacio de fases (espacio de Hilbert) corres-
pondiente al subsistema j, y |bij〉 el vector i−ésimo de su base bj. Un estado arbitrario











Dado que la base usada para generar el espacio de fases de cada subsistema no
es única, la base producto tampoco. Realizar rotaciones sobre las bj cambia la base
producto resultante, y por tanto, los coeficientes de expansión correspondientes a un
dado estado del sistema. En particular, dado un conjunto {bj} de bases de los subsis-
temas, y con ello la base producto resultante, el estado fundamental |Ψ0〉 del sistema
corresponde a un cierto conjunto de valores c0{ij} de coeficientes de expansión. O sea, la
información de |Ψ0〉 está contenida en estos dim(H ) =
∏
j dim(Hj) coeficientes, cuyo
número, tomando dim(Hj) = dim(Hsub)∀j, crece exponencialmente con N , haciéndose
rápidamente intratable.
Afortunadamente, si bien para hallar |Ψ0〉 de forma exacta es estrictamente necesa-
rio conocer todos los c0{ij}, pueden obtenerse buenas aproximaciones considerando tan
solo unos pocos de estos coeficientes, como se verá a continuación.
2.1.1. Base óptima
Una observación interesante, y que da origen a soluciones efectivas, consiste en no-
tar que, si bien todos los estados de la base producto pueden contribuir a la función
de onda del estado fundamental de un sistema, en la práctica son comunes los casos
en que, escogiendo convenientemente las bases de los subsistemas, casi todo el peso
termina concentrado en un pequeño conjunto de estados. Esto permite entonces dar
una buena aproximación del estado fundamental, usando una base de dimensión con-
siderablemente menor; y lo mismo es usual que se cumpla también para los primeros
excitados. Esto resulta útil ya que son los estados de menor enerǵıa los que rigen el
comportamiento de los sistemas fermiónicos a temperaturas bajas con respecto al nivel
de Fermi, como ocurre t́ıpicamente en metales.
¿Pero cómo encontrar esta base óptima? Una primera idea bastante natural es
pensar que, al ir incrementando el tamaño (una part́ıcula a la vez), el sistema no
cambia demasiado en cada paso: no se producen grandes variaciones de los autoestados
y autoenerǵıas del hamiltoniano. De modo que parece lógico que al estado fundamental
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de un sistema ligeramente más grande, contribuyan esencialmente los estados de menor
enerǵıa del sistema un tanto más pequeño. Sin embargo, en la práctica no resulta tan
simple, y no son muchos los casos en que puede aplicarse eficientemente esta idea.
Un problema paradigmático en este sentido es el de la impureza de Kondo [35]. Una
alternativa menos evidente viene del concepto de matriz densidad reducida .
El operador densidad asociado a un estado mezcla de un sistema cuántico de part́ıcu-





donde i indexa los estados de una part́ıcula Ψi ocupados, y ωi representa la fracción
de part́ıculas en cada Ψi. Este operador da cuenta de los estados ocupados, y contiene
toda la información del sistema: es suficiente para calcular el valor de expectación de
cualquier operador de una part́ıcula.
Un sistema cuántico que se encuentre en el estado puro dado por su estado (glo-
bal) fundamental |Ψ0〉 (sin mezcla de otros estados), tiene como operador densidad
simplemente:
ρ̂ = |Ψ0〉 〈Ψ0|
Sin embargo, para un sistema interactuante, esto puede adoptar una forma bastante
compleja, escrito matricialmente en la base producto de estados de una part́ıcula, ya
que en general, el estado fundamental resulta una superposición, con ciertos pesos, de
todas las combinaciones cruzadas de estados de los subsistemas.
Dada una bipartición (A-B) de un sistema, y el operador densidad asociado a un
estado dado, se define el operador densidad reducido correspondiente a la parte A como:




que análogamente contiene toda la información para el cálculo de valores de expectación
de operadores actuando sobre A. De la descomposición de Schmidt [36] de ρ̂A se deduce
que el autovalor correspondiente a cada autoestado, da cuenta de su peso relativo en
el estado global. Este resultado ofrece un criterio útil para decidir, de entre todos
los estados de un sistema de un dado tamaño, cuáles son más relevantes (tienen más
peso), por ejemplo, en el estado fundamental de un sistema mayor que contenga al
primero. Son entonces estos autoestados de ρ̂A de mayor autovalor, los que conviene
considerar para dar una aproximación óptima del estado global, en términos de una
base de dimensión mucho menor a la del espacio de fases total.
Este criterio constituye la base del método DMRG, en su implementación tradicio-
nal. En los últimos años, este método ha probado ser de gran utilidad en el estudio
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de la materia condensada, permitiendo obtener muy buenas aproximaciones a cálculos
de propiedades electrónicas de sólidos fuertemente correlacionados [10]. El desarrollo y
aplicación de este método al cálculo de bandas electrónicas, ha hecho posible observar,
con niveles de detalle antes imposibles, estructuras en las densidades espectrales de
modelos hamiltonianos de interés. En este trabajo, hacemos uso de este método para
estudiar un sistema correlacionado paradigmático, el modelo de Kanamori-Hubbard
de dos orbitales, analizando el comportamiento dinámico de cuasipart́ıculas originadas
por las interacciones de muchos cuerpos.
2.2. DMRG tradicional
Antes de detallar los algoritmos usados, resulta útil, para comprender la f́ısica y
matemática de fondo, comenzar analizando su origen, lo que hoy d́ıa llamamos DMRG
tradicional. En su forma original, el método DMRG [9], aplicado al cálculo de estados
fundamentales, consta de dos partes. La primera, DMRG infinito, consiste en (figura
2.1):
1. partir de considerar un sistema inicial (denotado universo) suficientemente pe-
queño (número par de part́ıculas, por simplicidad), de manera que pueda ser
resuelto exactamente (mediante diagonalización exacta), hallándose su estado
fundamental (target)
2. realizar una bipartición simétrica (figura 2.1a) del universo y calcular, en cada
subsistema (denotados sistema y ambiente), la matriz densidad reducida corres-
pondiente al estado fundamental encontrado, y diagonalizarla
3. rotar las bases del sistema y el ambiente a bases reducidas generadas por los
autovectores de mayor autovalor de la matriz densidad reducida correspondiente,
y calcular los elementos de matriz de los operadores de interés en estas nuevas
bases
4. proceder entonces iterativamente, aumentando en cada paso el tamaño del uni-
verso, introduciendo nuevas part́ıculas (PS y PE) de manera conveniente (figura
2.1b), y encontrando el estado fundamental (target) del nuevo hamiltoniano en
la base producto resultante de las bases de cada subsistema, generadas en la ite-
ración anterior, y bases elementales de las nuevas part́ıculas; aśı hasta llegar al
tamaño deseado
Análogamente puede procederse para calcular, en lugar del estado fundamental, un
estado (target) excitado cualquiera. La figura 2.1b muestra una forma conveniente de
hacer crecer el universo, agregando dos nuevas part́ıculas: una al sistema (PS) y otra al
2.2 DMRG tradicional 11
ambiente (PE). O sea, de manera que en cada paso el nuevo hamiltoniano del universo
esté dado por los hamiltonianos de la iteración anterior más los nuevos términos de
interacción: sistema-PS, PS-PE y PE-ambiente.
(a) Paso inicial de DMRG infinito: biparti-
ción del sistema inicial (universo) en dos par-
tes, denotadas sistema y ambiente.
sistema ambiente
universo
(b) Paso de crecimiento del universo, repeti-
do en cada iteración de DMRG infinito. Las
dos nuevas part́ıculas insertadas, PS y PE , in-
teractúan respectivamente con el sistema y el
ambiente, y también entre śı.
Figura 2.1: Esquema de particiones de DMRG tradicional.
La segunda parte, DMRG finito, se trata de un proceso de refinado, en el que se
realizan barridos ćıclicos considerando biparticiones sucesivas, variando de a uno los
tamaños de A y B (respectivamente NA y NB), pero manteniendo el tamaño total
N = NA +NB fijo:
NA = 1, 2, ..., N − 1, N,N − 1, ..., 2, 1, 2, ... ; NB = N −NA
Para este barrido, se usan las bases previamente generadas en DMRG finito para cada
tamaño, y se van actualizando en cada iteración, hasta satisfacerse algún criterio de
convergencia. Por ejemplo, se pide que los dos últimos valores obtenidos para la enerǵıa
del estado target difieran en menos de una cota superior fijada.
Notar que los operadores de interés (particularmente el hamiltoniano) deben poder
construirse a partir de combinaciones (sumas y productos) de operadores restringidos
a los subsistemas A y B. En el caso del hamiltoniano, t́ıpicamente es de la forma
H = HA +HB + LA · LB
donde H i es la contribución interna de la parte i = A,B, y el tercer término (link) re-
presenta la interacción entre ambas partes. Por ejemplo, en un modelo tipo Heisenberg,
H i contiene las interacciones internas entre los espines de i; y LA y LB correspondeŕıan
a las orientaciones de los espines que conectan A con B: ŜANA y Ŝ
B
1 (operadores de
borde), donde Ŝij representa el operador (vectorial) de esṕın del sitio j-ésimo de la
parte i. La figura 2.2 muestra una cadena de Heisenberg de 6 sitios biparticionada
simétricamente, de manera que ŜA3 y Ŝ
B
1 conectan entre śı las partes A y B.
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Figura 2.2: Cadena de espines de Heisenberg de 6 sitios biparticionada simétricamente. ŜA3 y
ŜB1 (links) conectan entre śı las partes A y B.
2.3. Formulación MPS
Los algoritmos usados en este trabajo se basan en una versión de este método,
que consiste en encontrar variacionalmente una aproximación a la enerǵıa del estado
fundamental de un sistema, considerando estados MPS (Matrix-Product States) del
mismo [33]. Dado un sistema de N part́ıculas, cada una con un espacio de fases d-
dimensional disponible, y una base producto Bprod del mismo, un MPS es un estado S
que puede describirse usando N · d matrices denotadas Mσii , tal que la proyección de
S sobre un estado ~σ = (σ1, σ2, ..., σN) ∈ Bprod puede calcularse como
〈~σ|S〉 = Mσ11 ×Mσ22 × · · · ×M
σN
N =: S(~σ),
donde el sub́ındice i ∈ [1, N ] indexa la part́ıcula, y σi ∈ [1, d] ∀i representa el subestado
de la part́ıcula i-ésima. Las matrices Mσii deben tener dimensiones compatibles para
las multiplicaciones, y las correspondientes a i = 1 (resp. i = N) deben ser de un fila
(resp. columna); de manera que las productorias resulten en valores escalares.
El conjunto de d matrices de m × m asociado a la part́ıcula i ∈ [1, N ], denotado
Mi := {Mσii | σi ∈ [1, d]}, es llamado sitio MPS i-ésimo, o simplemente sitio i-ésimo,
siempre que no lleve a confusión con sitios de sistemas f́ısicos, como ocurrirá más
adelante al describir el modelo estudiado, y será necesario distinguir cada concepto.
Los ı́ndices σi, que representan los subestados de cada part́ıcula, son llamados ı́ndices
f́ısicos. Los dos ı́ndices internos (de fila y columna) de cada matriz Mσii (que resulta
de fijar como σi el ı́ndice f́ısico del sitio MPS i-ésimo) se denominan ı́ndices virtuales,
y se dice que conectan cada sitio MPS i con sus vecinos (i − 1 e i + 1). Notar que
las matrices Mσ11 (resp. M
σN
N ) tienen un solo valor posible para el ı́ndice virtual de
fila (resp. columna), por lo cual no se lo considera un ı́ndice. La figura 2.3 muestra la
representación gráfica usada para los sitios MPS y sus ı́ndices f́ısicos y virtuales.
Se dice contraer dos sitios MPS, a la operación de multiplicarlos mediante producto
interno, visto cada sitio como un tensor de orden 3 en sus ı́ndices (orden 2 si corresponde
a un extremo de un MPS), o sea, trazando sobre todos los valores posibles de los
ı́ndices que los unen (f́ısicos y virtuales). Se construye aśı un nuevo objeto que tiene
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sitio MPS
Figura 2.3: Representación gráfica de un sitio MPS. F representa el ı́ndice f́ısico. VI y VD
representan los ı́ndices virtuales que conectan con los sitios vecinos por izquierda y derecha
respectivamente.
como ı́ndices solo aquellos de los sitios iniciales, que no los conectaran entre śı. Por
ejemplo, la contracción de dos sitios vecinos Mi y Mi+1 en un MPS, resulta en un
objeto M ′ con dos ı́ndices f́ısicos y dos virtuales, tal que, para cada par de valores de
los ı́ndices f́ısicos (σi y σi+1), la matriz M
′σi,σi+1 resulta de la multiplicación matricial
M ′σi,σi+1 = Mσi ·M
σi+1
i+1 , o sea,
M ′σi,σi+1(a, c) =
∑
b
Mσii (a, b) ·M
σi+1
i+1 (b, c)
donde b es el ı́ndice virtual que une los sitios: ı́ndice de columna de Mi y de fila de
Mi+1. La figura 2.4 muestra una representación gráfica de esta operación. Análoga-
mente puede procederse para contraer sobre ı́ndices f́ısicos, aśı como contraer sitios
que compartan más de un ı́ndice.
Figura 2.4: Representación gráfica de la contracción de dos sitios MPS vecinos, trazando sobre
el ı́ndice virtual que los une.
La proyección sobre un estado ~σ = (σ1, σ2, ..., σN) de la base producto mostrada
anteriormente, dada por la productoria de las Mσii , que constituye la definición de un
MPS, corresponde entonces a fijar como σi todos los ı́ndices f́ısicos, y contraer todos
los ı́ndices virtuales que conectan cada par de sitios vecinos. La figura 2.5 muestra una
representación gráfica de un MPS de 6 sitios.
Los elementos que componen el sitio MPS i-ésimo (las d matrices de m×m en Mσii ),
asociado a la part́ıcula i, son un conjunto de m · d ·m números, que pueden equivalen-
temente interpretarse (reagruparse) como un cubo (tensor de orden 3) de dimensiones
m× d×m, o una matriz de md×m ó m× dm. Esta visualización resulta útil, ya que
permite aplicar herramientas conocidas para matrices al trabajar con estos objetos. Sin
14 Método Empleado
Figura 2.5: Representación gráfica de un MPS de 6 sitios.
pérdida de generalidad podemos suponer que, salvo las matrices Mσii correspondientes
al primer (resp. último) sitio, que tienen una fila (resp. columna), el resto son de m×m.
En caso de no ser aśı, puede siempre llevarse a esta forma, tomando m como la mayor
dimensión de entre todas las matrices, y agrandando el resto, rellenando con ceros. El
valor de m se dice la dimensión del MPS.
Puede verse que, permitiendo matrices Mσii de dimensiones arbitrariamente gran-
des, pudiendo controlar tantos grados de libertad como sean necesarios, cualquier esta-
do puede ciertamente escribirse de esta forma, de modo que formalmente todo estado
es MPS (para alguna dimensión m). Sin embargo, este cambio de coordenadas por śı
solo, no simplifica el problema del espacio de fases inmenso: las dimensiones necesarias
para las matrices, creceŕıan también exponencialmente. Pero śı, en muchos sistemas,
ofrece una v́ıa para aproximar un estado arbitrario por un MPS de dimensión conside-
rablemente menor a la del espacio de Hilbert, por ejemplo, usando la técnica explicada
a continuación.
2.3.1. Descomposición SVD
La descomposición en valores singulares (SVD) de una matriz M es la forma de
escribirla como un producto de tres matrices M = U · S · V †, donde U y V son
ortogonales por derecha, y S es diagonal no-negativa. Los elementos de S se dicen
los valores singulares de M . Dada una matriz M cualquiera, esta descomposición da
una forma óptima de aproximarla por una M ′ de dimensión menor, minimizando la
norma-2 (|| · ||2) de la diferencia X := M −M ′, definida como





La mejor aproximación resulta de ordenar decrecientemente los valores singulares, reor-
denar consistentemente las filas de U y columnas de V , y truncar hasta la dimensión
deseada. Naturalmente, el error introducido será menor cuanto más concentrado esté
el peso relativo de los valores singulares en un pequeño subconjunto. Esta idea es la
base del método DMRG-MPS.
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2.3.2. Libertad de gauge MPS. Canonización y aproximación.
Es fácil notar que las matrices que componen un dado MPS no están uńıvocamente
determinadas: varias elecciones de las Mσii , incluso con las mismas dimensiones, dan
lugar al mismo estado. Probablemente la evidencia más clara es la siguiente. Dado un
MPS descripto por un cierto conjunto de sitios, puede realizarse el siguiente procedi-
miento:
1. interpretar Mσkk como una matriz C(md×m)
2. descomponerla como producto de dos matrices A(md × m) y B(m × m), de la
forma C = A ·B
3. interpretar M
σk+1
k+1 como una matriz D(m× dm)
4. multiplicarla por izquierda por B, o sea, calcular D′ = B ·D
5. reinterpretar D′ como d matrices de m×m, y tomar sus componentes como los
nuevos elementos de M
σk+1
k+1
6. igualmente, reinterpretar A como d matrices de m × m, y tomar estos valores
como los nuevos elementos de Mσkk ,
sin que el estado resultante se vea alterado. Esta libertad de gauge (medida) permite
escoger convenientemente las matrices a usar para describir un dado MPS, imponiendo
ciertas condiciones que faciliten las operaciones. En particular, una propiedad que
resulta útil mantener en las representaciones MPS, como mostramos más adelante
(subsección 2.3.4), es la ortonormalidad por izquierda (resp. derecha) de un sitio MPS,
visto como matriz de md×m (resp. m× dm).
Una forma conocida de escribir una matriz M como producto de otras dos, es la
llamada descomposición QR: M = Q ·R, donde Q es ortonormal por izquierda y R es
triangular superior. Un método para conseguir que la segunda matriz involucrada en
el producto resulte ortogonal por derecha, puede construirse a partir del anterior de la
siguiente forma:
1. calcular la matriz (M †) transpuesta de M
2. descomponer M † usando QR, o sea, escribirla como M † = Q ·R
3. transponer el resultado, obteniendo M = (M †)† = (Q ·R)† = R† ·Q†
Aśı, de la ortonormalidad por izquierda de Q, se deduce la ortonormalidad por dere-
cha de Q† buscada. Estos dos procedimientos (QR y su versión por derecha) permiten
entonces, dada una representación MPS, transformarla a conveniencia, convirtiendo
un cierto sitio MPS en ortogonal por iquierda (resp. derecha), afectando solamente
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el vecino por derecha (resp. izquierda). Aplicando consecutivamente estas ortonorma-
lizaciones por izquierda (resp. derecha), partiendo del sitio extremo izquierdo (resp.
derecho) y avanzando hasta el k − 1 (resp. k + 1), donde 1 < k < N , se obtiene un
MPS equivalente cuyos sitios 1 a k− 1 (resp. k+ 1 a N) son ortonormales por izquier-
da (resp. derecha). Estos procedimientos se conocen como canonización por izquierda
(resp. derecha). La combinación de ambos, resulta en un MPS que se dice canonizado
en k, cuyo sitio k es el único no-ortonormal, y el resto tienen la ortonormalización
correspondiente.
Una vez canonizado un MPS en un cierto k, puede desplazarse la canonización sin
necesidad de realizar nuevamente todo el proceso anterior. Canonizando el sitio k por
izquierda (resp. derecha) usando QR (resp. QR versión por derecha), solo se pierde la
canonización de su vecino por derecha (resp. izquierda), quedando canonizado en k+ 1
(resp. k− 1). Esta operación permite directamente desplazar un lugar la canonización,
costando O(1) en la longitud del MPS. Aplicándola el número de veces necesario, puede
transformarse entre cualesquiera dos canonizaciones.
2.3.3. Solapamientos de MPS
A partir de los coeficientes del desarrollo de los MPS en la base producto, que
resulta de la productoria de las matrices correspondientes
S(~σ) = S(σ1, ..., σN) = M
σ1
1 · ... ·M
σN
N
puede calcularse el overlap (producto interno) entre dos MPS S y Z como










Algoŕıtmicamente esto equivale a realizar todas las multiplicaciones correspondien-
tes, asociando los sitios MPS homólogos y trazando sobre todos los ı́ndices virtuales
y f́ısicos. Una manera computacionalmente eficiente de hacerlo (figura 2.6), es ir con-
trayendo sitios entre śı, definiendo nuevos objetos intermedios que agrupen algunas
multiplicaciones, calculando sus elementos, para luego poder contraerlos directamente
con otros sitios, sin pensar en su estructura interna original. De este modo, se van cons-
truyendo objetos cada vez más grandes, que contienen varios de los sitios originales,
hasta finalmente contraerlos todos, obteniendo el resultado escalar correspondiente al
producto interno.
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Un orden natural a usar seŕıa:
1. comenzar por un extremo (sitio 1), definiendo un objeto de partida (O1) contra-
yendo los primeros sitios correspondientes, trazando sobre el ı́ndice f́ısico que los
une (figura 2.6a)
2. contraer el próximo par de sitios correspondientes, entre śı y con el objeto anterior,
trazando respectivamente sobre el ı́ndice f́ısico que los une y sobre los dos ı́ndices
virtuales que enlazan con O1, obteniendo un nuevo objeto O2, similar a O1 (figura
2.6b)
3. continuar iterativamente hasta alcanzar el extremo opuesto (sitio N)
4. contraer ambos sitios N entre śı, sobre el ı́ndice f́ısico, y con el último objeto
ON−1, sobre los ı́ndices virtuales (figura 2.6c)
(a) (b) (c)
Figura 2.6: Representación gráfica de las contracciones sucesivas a realizar para el cálculo de la
proyección (overlap) entre dos MPS S y Z. Se contrae sobre todos los ı́ndices virtuales y f́ısicos,
obteniéndose el overlap (escalar).
Alternativamente, puede procederse paralelamente en dirección contraria, partiendo
del extremo opuesto, de modo que terminen quedando dos objetos finales a contraer
entre śı, trazando sobre dos ı́ndices virtuales. Es claro que, en ningún caso, el orden
operacional seguido altera el resultado final; sin embargo, la eficiencia del cálculo śı
puede verse afectada.
La proyección de un MPS sobre un estado ~σ de la base producto puede alternati-
vamente pensarse (más simétricamente) contrayendo también los ı́ndices f́ısicos, pero
conectando con un MPS que represente al estado ~σ, o sea, un MPS (del mismo tamaño)
formado por sitios MPS Σi, tales que para cada valor del ı́ndice f́ısico λi ∈ [1, d],
Σλii = δλi,σi =
1, si λi = σi0, si λi 6= σi (2.1)
son matrices de 1× 1 (números), de manera que la productoria vale 1 si
λi = σi ∀i ∈ [1, N ] y 0 en cualquier otro caso: deltas de Kronecker en los σi.
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2.3.4. Norma de MPS
Un tipo de proyección de particular importancia es la de un estado consigo mismo,
dando su norma cuadrada. Y he acá la utilidad de la canonización explicada anterior-
mente (subsección 2.3.2). Si los estados S y Z a proyectar son el mismo, y se describen
por un MPS canonizado en k, el orden operacional conveniente consiste en partir de los
extremos izquierdo y derecho paralelamente, e ir contrayendo hasta llegar a los sitios
k − 1 y k + 1 respectivamente. La ortonormalidad por izquierda o derecha (según la
posición respecto a k) de los sitios a contraer, conlleva que estas trazas sean triviales,
obteniéndose siempre en los extremos, objetos que representan una delta de Kronecker
entre dos ı́ndices virtuales. Finalmente las últimas contracciones a realizar son las del
sitio k consigo mismo sobre el ı́ndice f́ısico y también sobre los dos ı́ndices virtuales,
ya que quedan unidos por identidades; resultando en la norma-2 del sitio k. O sea, la
norma de un MPS canonizado, sin importar su longitud, puede simplemente calcularse
como la suma de los cuadrados de los elementos del sitio de canonización.
2.4. Operadores MPO
Análogo a los MPS para los estados de un sistema, puede pensarse en objetos
similares asociados a operadores. Basta notar que el conjunto de operadores lineales
que actúan sobre el espacio de estados de un sistema forman a su vez un espacio de
Hilbert. Para un sistema descripto por un espacio de estados de dimensión finita, la
dimensión de este espacio de operadores es el cuadrado de la dimensión del espacio de
estados. Visto de esta manera, la analoǵıa es directa, permitiendo definir un operador





i , tales que los elementos de matriz de Ô entre dos estados de la base








N =: O(~σ, ~σ
′)
Si la dimensión del espacio de fases de cada subsistema (part́ıcula) es d, cada sitio
MPO es un conjunto de d · d = d2 matrices de mO × mO, una asociada a cada par
de valores de σ, σ′ = 1, ...N ; donde mO es la dimensión del MPO (dimensión de las
matrices que componen sus sitios: número de valores posibles de sus ı́ndices virtuales).
Como para los MPS, si las matrices tuvieran dimensiones diferentes, siempre puede
llevarse a esta situación más simétrica, simplemente rellenando con ceros. Igualmente,
vale notar que estos mO ·d ·d ·mO = d2 ·m2O elementos que componen cada operador de
sitio, pueden equivalentemente reagruparse de distintas formas, interpretándolos como
matrices o cubos, lo cual puede facilitar el manejo en algunos casos. Considerando
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dimensiones mO suficientemente grandes, cualquier operador puede escribirse como
MPO, y usando descomposición SVD, pueden obtenerse aproximaciones óptimas a
MPO de menor dimensión. La figura 2.7 muestra una representación gráfica de un
estado MPO.
Figura 2.7: Representación gráfica de un MPO de 6 sitios.
2.4.1. Elementos de matriz de un MPO.
Partiendo de estas definiciones, un elemento de matriz genérico de un MPO Ô entre















Similar al cálculo de overlaps, esto corresponde a trazar sobre todos los ı́ndices
f́ısicos y virtuales de todos los objetos involucrados. Pero en este caso es aún más
importante realizar las operaciones en orden óptimo, ya que puede influir notablemente
en el costo computacional y la capacidad de memoria necesaria. La figura 2.8 muestra
una representación gráfica del cálculo de un elemento de matriz de un MPO O entre
dos MPS S y Z, para un sistema de tamaño 6.
Figura 2.8: Representación gráfica del cálculo de un elemento de matriz de un MPO O entre
dos MPS S y Z, para un sistema de tamaño 6. Deben contraerse todos los sitios, trazando sobre
todos los ı́ndices, obteniendo el valor escalar correspondiente al elemento de matriz del operador
O entre los estados S y Z.
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2.5. Álgebra de MPS/MPO
A fin de poder trabajar con estos sitios MPS y MPO representando estados y
operadores de sistemas de varias part́ıculas, es necesario poder realizar sobre ellos
operaciones correspondientes a suma, multiplicación y escaleo de los vectores (estados
u operadores) que representan. O sea, se deben traducir estas operaciones al espacio
de estos objetos, de manera que los argumentos y el resultado de cada función sobre
los sitios se correspondan respectivamente con los de la función original actuando en el
espacio de estados y operadores. A continuación se verá cómo pueden formularse estas
operaciones.
2.5.1. Adición de MPS/MPO.
A partir de dos MPS SA y SB, de dimensiones mA y mB respectivamente, descriptos
por sitios A y B, representando dos estados genéricos, puede construirse un nuevo MPS
SC que describa el estado suma, usando sitios C de la forma
Cσii (∆,Γ) =

Aσii (δA, γA) , si ∆ = δA ∈ [0,mA − 1], Γ = γA ∈ [0,mA − 1]
Bσii (δB, γB) , si ∆−mA = δB ∈ [0,mB − 1], Γ−mA = γB ∈ [0,mB − 1]
0 , en otro caso
(2.3)
No es dif́ıcil comprobar que esta fórmula ciertamente devuelve un estado que se
comporta como la suma de los dos argumentos, en el sentido de que, dado un estado ~σ
de la base producto, se verifica la distributividad
〈~σ|SC〉 = SC(~σ) = SA(~σ) + SB(~σ) = 〈~σ|SA〉+ 〈~σ|SB〉
Esto resulta de que, al estar las nuevas matrices formadas por dos bloques diagonales
de dimensiones mA y mB, al multiplicarlas, trazando sobre todos los ı́ndices virtuales
(los f́ısicos quedan fijados por la proyección), esta forma se mantiene: quedan siempre
separadas las contribuciones de cada MPS. La última operación a realizar, es entonces
el producto interno entre dos vectores de dimensión mA + mB, correspondiendo las
primeras mA a los sitios A, y las últimas mB, a los B. Notar que la dimensión del MPS
suma, resulta la suma de las dimensiones de los sumandos: mC = mA +mB.
La distributividad anterior garantiza que en cualquier cálculo valga la equivalencia
SC = SA+SB. Por ejemplo, puede verse directamente que la proyección sobre un estado
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〈Z|~σ〉 〈~σ|SB〉 = 〈Z|SA〉+ 〈Z|SB〉
Análogamente se puede proceder para adicionar dos MPO OA y OB, simplemente
reemplazando en (2.3) los supráındices σi por ı́ndices dobles (σi, σ
′
i), ya que cada par
















i (δB, γB) , si ∆−mA = δB ∈ [0,mB − 1], Γ−mA = γB ∈ [0,mB − 1]
0 , en otro caso
que verifica distributividad sobre ambos ı́ndices
〈~σ|OC |~σ′〉 = OC(~σ, ~σ′) = OA(~σ, ~σ′) +OB(~σ, ~σ′) = 〈~σ|OA|~σ′〉+ 〈~σ|OB|~σ′〉
2.5.2. Multiplicación de MPO.
En muchos casos, son de interés operadores compuestos a partir de adiciones y
multiplicaciones de ciertos operadores elementales, bastante más sencillos. Esta adi-
ción corresponde a la suma como vectores en el espacio de operadores, analizada ante-
riormente. La multiplicación, en general no-conmutativa, se refiere a la concatenación
usual: la aplicación consecutiva de los operadores factores. Aśı como para la adición,
en el caso de la multiplicación existe también un procedimiento que toma dos MPO
representando operadores cualesquiera OA y OB, y devuelve un nuevo MPO correspon-

















i (δB, γB) ,
donde el ı́ndice doble ∆ (resp. Γ) toma cada combinación {δA, δB} (resp. {γA, γB}).
Una manera natural de organizar estos valores es usar uno de los ı́ndices (digamos que
el de A) como “lento” y el otro (en este caso, el de B) como “rápido”, o sea:
∆i,j = {δiA, δ
j
B} =: ∆
i·mB+j, i ∈ [0,mA−1], j ∈ [0,mB−1] =⇒ i·mB+j ∈ [0,mA·mB−1] ,
y equivalentemente para Γ. Independientemente del orden usado para contar estos
nuevos ı́ndices, el hecho es que la dimensión del MPO producto, resulta el producto de
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las dimensiones de los factores: mC = mA ·mB. Para una implementación concreta, śı es
importante usar el mismo orden para todos los sitios, de manera que eventualmente las
contracciones a realizar sobre los nuevos ı́ndices virtuales ∆ o Γ, correspondan a trazas
sobre mismos pares de ı́ndices originales {δA, δB} o {γA, γB}. La figura 2.9 muestra una
representación gráfica de la construcción de los operadores de sitio Ci contrayendo Ai
y Bi sobre el ı́ndice f́ısico que los une.
Figura 2.9: Representación gráfica de la multiplicación de dos sitios MPS Ai y Bi, contrayendo
sobre el ı́ndice f́ısico que los une (σ′′), para construir el nuevo sitio Ci del MPO C = A ·B.
2.5.3. Escaleo de MPS/MPO.
Otra operación que interesa saber realizar en el lenguaje de estos objetos, es la
multiplicación (scaling) de un MPS S por un escalar α, devolviendo la representación
del estado S ′ = α · S. Puede verse que cualquier remplazo




tiene el resultado deseado: para todo |~σ〉 de la base producto, se verifica la asociatividad












Sσii ) = α · S(~σ) = α 〈~σ|S〉
Igual que antes, esto hace que en cualquier cálculo (de overlaps o elementos de matriz)
para el nuevo MPS S ′, valga la identidad S ′ = α · S. Como para la adición, este
procedimiento puede extenderse a MPO, remplazando σi por (σi, σ
′
i).
Aśı, partiendo solamente de las representaciones MPO de operadores elementales,
t́ıpicamente sencillas, y aplicando los procedimientos anteriores para combinarlos, pue-
den construirse MPO correspondientes a operadores bastante más complejos, de forma
automática. Un ejemplo, central en este trabajo, es el operador hamiltoniano de un sis-
tema de part́ıculas interactuantes, que t́ıpicamente se compone de sumas de términos
asociados a las enerǵıas individuales de las part́ıculas, más términos que describen los
distintos tipos de interacción entre ellas.
2.6 Método DMRG-MPS 23
2.6. Método DMRG-MPS
Antes de presentar el algoritmo, vale remarcar la importancia conceptual de lo
anterior, en dos ideas fundamentales. Por un lado, los MPS de una dada dimensión
m, son estados “especiales” que pueden ser descriptos por un conjunto de coeficientes
cuyo tamaño crece linealmente con el número de part́ıculas del sistema, en contraste
con el crecimiento exponencial de la dimensión del espacio de Hilbert completo. Por
otra parte, cualquier estado puede ser representado por un MPS de cierta dimensión; y
la descomposición SVD ofrece una forma óptima de reducir la dimensión de un MPS,
minimizando la norma-2 de la diferencia entre los estados correspondientes al MPS
original y la aproximación resultante. Consecuentemente, esto minimiza la diferencia
entre sus valores de expectación, en particular, entre sus enerǵıas. Combinando estos
resultados, puede estudiarse, de manera aproximada, el espectro de enerǵıas de un
sistema, restringiendo el análisis a un pequeño subespacio del espacio de fases, que
crece linealmente con el número de part́ıculas, siendo computacionalmente tratable. Lo
realmente notorio es que esta aproximación es considerablemente buena para estados
fundamentales de muchos sistemas de interés, lo cual puede comprenderse mediante
conceptos de información cuántica y entroṕıa de entrelazamiento, discutidos en [10].
Sobre esta base, el método DMRG-MPS consiste esencialmente en, dado un MPO
H representando el hamiltoniano de un sistema, encontrar dentro del conjunto S(m)
de los MPS de una dimensión m dada, aquel S0 que minimiza el valor de expectación




Si bien el tamaño del conjunto de coeficientes crece solo linealmente (no exponencial-
mente) con el número de part́ıculas, t́ıpicamente es aún demasiado grande como para
que sean aplicables técnicas convencionales de minimización en espacios multidimensio-
nales. En lugar de esto, el procedimiento seguido se basa en minimizar sucesivamente
sobre los elementos de cada sitio, manteniendo en cada caso el resto de los sitios in-
variantes. La convergencia de tal método, más aún al mı́nimo global del espacio de
parámetros, es ciertamente una cuestión nada trivial. La motivación, sin embargo,
viene del simple hecho de que, al aplicarse sobre un MPS S0 correspondiente a un
mı́nimo, éste permaneceŕıa invariante: no podŕıa encontrarse ningún cambio que dis-
minuya 〈S0|H|S0〉, menos aún al restringirse a cambios locales. La implicación inversa,
sin embargo, no se verifica: un estado S ′ puede comportarse como “mı́nimo” conside-
rando solo estas variaciones individuales de un sitio a la vez, sin realmente ser el mı́nimo
(S0) del espacio de parámetros, ya que pueden ser necesarias variaciones conjuntas de
múltiples sitios para llevar de S ′ a S0 sin atravesar máximos locales. Para lidiar con
este problema, que dificulta la convergencia, los programas usados implementan ope-
24 Método Empleado
raciones intercaladas en que se perturba aleatoriamente la convergencia, para evitar
estancamiento en estos mı́nimos efectivos locales.
2.6.1. Hamiltoniano efectivo local.
Dado un MPS S, analizando los estados locales Si de un sitio i, manteniendo el
resto fijo, puede construirse (figura 2.10a), a partir del resto de los sitios y H, un ha-
miltoniano efectivo local Heffi , que permita calcular elementos de matriz de H dentro
de ese subespacio (donde los sitios Sj 6=i se mantienen fijos). Para ello, basta conside-
rar elementos de matriz 〈SA|H|SB〉, donde SAj = SBj = Sj ∀j 6= i, y notar que las
operaciones necesarias para este cálculo pueden realizarse en el siguiente orden. Puede
trazarse primero sobre todos los ı́ndices que conectan sitios invariantes (Hj ∀j y SA,Bj 6=i ),
y finalmente contraer el objeto resultante de todas estas multiplicaciones, con los si-
tios SAi y S
B





Basta entonces calcular una vez el objeto resultante de todas las anteriores, y usarse el
mismo resultado para cada par de sitios. Este objeto (figura 2.10) es precisamente el
Heffi buscado: puede pensarse como un operador que, actuando sobre un S
B
i , devuelve
un S ′i resultante de contraerlos sobre los tres ı́ndices que los conectan (dos virtuales y
uno f́ısico), que es luego proyectado contra SAi , trazando sobre los tres ı́ndices restantes
(dos virtuales y uno f́ısico), para obtener 〈SA|H|SB〉. La acción de Heffi sobre los Si es
lineal, ya que resulta de una composición de multiplicaciones de matrices. El problema





Esto es, hallar el “estado” (efectivo) fundamental de Heffi , para lo cual existen herra-
mientas muy eficientes. Sin embargo, queda una cuestión importante a tener en cuenta:
la normalización.
Es necesario imponer una condición de normalización sobre los estados permitidos
en este método variacional, ya que de lo contrario siempre puede hacerse que 〈S|H|S〉
tome cualquier valor, con solo escalear los elementos de S por el factor apropiado, lo
cual no tiene sentido f́ısico. Tomando la condición usual de norma unitaria 〈S|S〉 = 1,
debe entonces imponerse la restricción
∑
~σ S
∗(~σ)S(~σ) = 1, a los MPS sobre los que se
pretende minimizar. Sin embargo, en el problema efectivo local planteado para Heffi ,
una condición más natural a considerar seŕıa simplemente la de norma 1 del estado
(efectivo) local Si, ya que es la implementada por los métodos convencionales usados
para resolver problemas de autovalores. Esto en principio dificultaŕıa el problema, ya
que usar la condición 〈S|S〉 = 1 impone restricciones que involucran objetos aparte de
Heffi y los estados de sitio. La buena noticia es que, dado un MPS S y un sitio i, se tiene
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(a) Esquema de construcción del hamiltoniano efectivo local
Heff , a partir del MPO H (hamiltoniano) y el MPS S, para
un sistema de 6 sitios. Todos los ı́ndices (virtuales y f́ısicos)
encerrados por las lineas discontinuas (color naranja) deben
contraerse. El objeto resultante, con 2 ı́ndices f́ısicos y 4 vir-
tuales, es Heff . Los dos sitios MPS que quedan sin contraer,
SA3 y S
B
3 , son los estados efectivos locales sobre los que actúa
Heff dando los elementos de matriz de H (〈SA|H|SB〉) en el
subespacio en que se mantiene fijo el resto de los sitios de S.
(b) Representación
gráfica de un hamil-
toniano efectivo de
sitio.
Figura 2.10: Operador hamiltoniano efectivo de un sitio.
una representación en que ambas condiciones son equivalentes: su forma canónica. La
libertad de gauge antes mostrada, permite hacer concordar estas dos normalizaciones,
simplemente llevando a S a su forma canónica en i.
Esto muestra que la minimización de 〈S|H|S〉 respecto de Si (fijos el resto de los
sitios de S), para S canonizado en i, puede realizarse hallando el estado fundamental
del operador efectivo local Heffi resultante. Para esto, se tiene un amplia variedad de
técnicas optimizadas para distintos casos. Una particularmente eficiente, a la vez que
sencilla de implementar, aplicable sobre operadores hermı́ticos, como es el caso para
Heffi , es el método de Lanczos [13] [37]. Este consiste en partir de un vector aleatorio,
y generar una nueva base (de Krylov [38]) aplicando sucesivamente el operador sobre el
último vector generado, y ortonormalizando en cada paso con los vectores anteriores.
Diagonalizar la forma matricial del operador en la base original, equivale a diagonali-
zar la matriz de este cambio de base, que resulta tridiagonal, siendo menos costoso. Lo
que lo hace realmente útil, es que en muchos casos de interés, ni siquiera es necesario
generar la base de Krylov entera (completar la matriz tridiagonal): con solo unos pocos
elementos (comparado con la dimensión del operador), el autovalor maximal (mı́nimo o
máximo) de la matriz parcial generada (operador reducido en el subespacio de Krylov)
converge rápidamente al valor que se obtendŕıa del cálculo completo. Elegir un vector
inicial “cercano” al estado fundamental mejora notablemente la convergencia de Lan-
czos: disminuye la cantidad de elementos necesarios a calcular de la matriz tridiagonal.
Es por ello que los programas usados en este trabajo, implementan una versión de este
método, Lanczos Modificado, que consiste en generar un subespacio de Krylov (KS)
de dimensión relativamente baja, encontrar el estado fundamental dentro de este KS,
repetir el método usando éste como vector inicial, y aśı iterativamente. Esto reduce
las operaciones necesarias para conseguir la convergencia, t́ıpicamente alcanzada en el
orden de 100 repeticiones de Lanczos.
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Una manera alternativa de entender lo anterior resulta de minimizar el valor de
expectación de H respecto de Si, usando un multiplicador de Lagrange λ para fijar la
normalización. O sea, debe minimizarse la función de Lagrange
L(Si, λ) = 〈S|H|S〉 − λ(〈S|S〉 − 1)
respecto de λ y Si, manteniendo los Sj 6=i fijos. Para S canonizado en i,
L(Si, λ) = 〈Si|Heffi |Si〉 − λ(〈Si|Si〉 − 1)
La minimización respecto de λ implica 〈Si|Si〉 = 1, que garantiza la norma unitaria de
S. Igualando a 0 la derivada respecto de 〈Si|, se llega a un problema de autovalores
para Heffi ,
Heffi |Si〉 = λ |Si〉 ,
cuya solución de menor autovalor corresponde al mı́nimo de L(Si, λ) buscado.
2.6.2. Algoritmo implementado.
Sobre estas ideas, el algoritmo de DMRG usado en este trabajo puede describirse
como:
1. construir un MPO de longitud igual al número de part́ıculas del sistema, que
represente el hamiltoniano H de interés
a) construir los distintos MPO asociados a los operadores elementales que com-
ponen H, t́ıpicamente reducible a operadores de una part́ıcula
b) combinarlos para obtener un MPO correspondiente a H, usando los proce-
dimientos de adición, multiplicación y escaleo
c) opcionalmente, truncarlo a una cierta dimensión mH , usando SVD
2. generar un MPS aleatorio S de la misma longitud, y de cierta dimensión m, como
propuesta inicial
3. minimizar sucesivamente respecto de cada sitio Si, en forma ćıclica (i = 1, 2, ..., N−
1, N,N−1, ..., 2, 1, 2, ...), manteniendo en cada caso el resto de los sitios invarian-
tes
a) canonizar en el sitio i
b) construir el hamiltoniano efectivo local Heffi
c) aplicar Lanczos (modificado), partiendo del Si actual, y remplazarlo por el
“estado” (efectivo) fundamental convergido
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4. calcular 〈S|H|S〉 luego de cada loop (cada vez que i = 1), terminar cuando el
módulo de la diferencia entre los dos últimos valores obtenidos sea menor que un
cierto criterio de convergencia
Una cuestión que este método de DMRG (de la forma planteada) no observa, es
el hecho de que las canonizaciones realizadas antes de cada minimización (paso 3a),
producen cambios en otros sitios. Esto ciertamente podŕıa afectar la convergencia de
modo no trivial; pero de vuelta, la idea de base es que, aplicado sobre un verdadero
MPS mı́nimo, este permaneceŕıa invariante. Por otro lado, la elección de escoger los i
ćıclicamente, pretende precisamente reducir estos cambios en otros sitios al canonizar,
ya que solo se afecta el sitio vecino, el de la canonización anterior. Además, este orden
es ventajoso también desde el punto de vista del costo computacional, ya que hace que
sea necesario canonizar un solo sitio en cada paso.
Un detalle no menor, que reduce el costo computacional de los programas usados,
es el hecho de que el método de Lanczos no requiere de conocer expĺıcitamente los
elementos de matriz de Heffi , sino solamente saber aplicarlo sobre un estado efectivo
local Si. Esto a primera impresión puede no parecer significativo, pero el costo de
calcular expĺıcitamente este operador efectivo, usando el procedimiento explicado (la
definición), resulta orden O(m4S), ya que tiene cuatro ı́ndices virtuales, cada uno de
dimensión mS (además de los dos ı́ndices f́ısicos, de dimensión d). Sin embargo, existe
una v́ıa alternativa para computar el resultado de Heffi |Si〉 sin nunca llegar a construir
realmente Heffi , costando solo ∼ m3S. La estrategia (figura 2.11) consiste en no contraer
sobre el operador de sitio Hi, sino mantenerlo aislado, y contraer por separado todos
los sitios MPS y MPO a su izquierda y derecha, construyendo dos nuevos objetos: HLi
y HRi , respectivamente, ambos con dos ı́ndices virtuales MPS. La ventaja de hacer esto





i , calculados una vez para cada paso DMRG-MPS (cada canonización),
y calcule Heffi |Si〉 realizando las contracciones restantes en orden tal que nunca se
construyan objetos con cuatro ı́ndices virtuales (de dimensiónmS), costando solo∼ m3S.
Un orden de contracciones que consigue esto es: primero HLi con H
eff
i , luego H
R
i con
Si, y finalmente los dos resultados de las anteriores entre śı.
Figura 2.11: Representación gráfica de la contracción de todos los sitios a la izquierda y
derecha del sitio i, construyendo los objetos HLi y H
R
i respectivamente, usados para computar
Heffi |Si〉, costando ∼ m3S .
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En resumen, este método DMRG-MPS da la forma óptima para aproximar varia-
cionalmente un estado (target) de un sistema de muchas part́ıculas. Comparaciones
de rendimiento (performance) con otros métodos pueden ser encontrados en [10]. El
código central de los programas usados para este trabajo, fue desarrollado por Yuriel
Núñez Fernández durante su trabajo de Tesis de Doctorado en F́ısica en el Instituto
Balseiro. En su informe [39], el autor hace un análisis detallado de los programas im-
plementados en cuanto uso de memoria y costo en tiempo computacional, que crecen
como O(L ·m2S) y O(L ·m3S) respectivamente, donde L es el tamaño de los MPS usa-
dos y mS su dimensión. En este trabajo, adaptamos este código base para aplicarlo
al sistema estudiado. Además, desarrollamos códigos independientes, para contrastar
resultados, y comprender mejor los detalles de funcionamiento del método.
2.7. Uso en materia condensada
En principio, este método aśı planteado, ya sea en su versión tradicional o MPS, no
es aplicable a sistemas de part́ıculas indistinguibles: no observa condiciones de simetŕıa
de intercambio en los estados. Sin embargo, puede adaptarse a este caso aparentemen-
te tan diferente, con solo una reinterpretación de los conceptos de part́ıcula y estado.
Usando la idea de segunda cuantización, se intercambian estos roles: se piensa en los
estados de una part́ıcula como subsistemas distinguibles entre śı, cuyas configuracio-
nes están dadas por su número de ocupación (0 incluido). Los distintos estados del
sistema se corresponden entonces a las diferentes combinaciones de estas ocupaciones.
Esto permite incluso considerar situaciones en que el número total de part́ıculas no
necesariamente permanezca constante.
Por supuesto, en la práctica, t́ıpicamente son estos los sistemas de interés: siste-
mas de muchas part́ıculas idénticas interactuantes. Ejemplos concretos, de diferentes
naturalezas, pueden encontrarse en diversas áreas de la f́ısica: nuclear, atómica, mole-
cular, y especialmente, materia condensada. El origen del potencial responsable de las
interacciones, aśı como la forma de los estados de una part́ıcula, y el tipo de part́ıculas
en śı, pueden diferir entre estos casos, pero son todos ejemplos de estos sistemas. Los
sitios MPS a considerar para describirlos estaŕıan entonces dados por estos estados de
una part́ıcula. No necesariamente un sitio MPS por cada uno, lo importante es que la
productoria de los números de configuraciones posibles de los estados de part́ıcula se
corresponda a la dimensión del espacio de Hilbert del sistema. Por ejemplo, un estado
de part́ıcula que soporte las 4 configuraciones (ocupaciones): 0 part́ıculas, 1 part́ıcula
con proyección de esṕın up o down, y 2 part́ıculas con proyecciones opuestas, puede
alternativamente pensarse como combinación de 2 sitios, asociados a los espines up y
down respectivamente, cada uno con dos configuraciones disponibles: vaćıo y ocupado,
ya que generan el mismo espacio de fases.
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El caso de los sólidos es particularmente complejo, ya que el número de electrones
involucrados en una muestra macroscópica es del orden de 1023, y la localización, en
espacio e impulso, de estos electrones puede ser bastante complicada. Existen dos situa-
ciones extremas en que se tienen modelos relativamente sencillos que logran describir
con buena precisión las observaciones: electrones itinerantes (de Bloch), y electrones
localizados; y no mucho se conoce sobre la zona intermedia.
El enfoque de Bloch consiste en resolver el problema (ecuación de Schrödinger) para
un solo electrón en el potencial dado por la estructura cristalina del material, obtener
sus autoestados (continuos en enerǵıa) dados por una cierta relación de dispersión
E(~k) (base de Bloch), y suponer que al ir agregando electrones, simplemente se van
ocupando sucesivamente los niveles de enerǵıa cada vez mayor, siguiendo el principio
de exclusión de Pauli. Existen luego correcciones interactuantes a este modelo, que
apuntan a incluir perturbativamente las interacciones entre electrones: se supone que
sigue siendo válida la base de Bloch (sigue generando el espacio de fases de sistema), y
se consideran elementos de matriz (perturbativos) asociados a la interacción entre dos
electrones en cada par de estados de Bloch.
Los modelos de electrones localizados, tipo Hubbard y Anderson, proponen elec-
trones cuyas funciones de onda se encuentran concentradas en pequeñas regiones espa-
ciales alrededor de los núcleos atómicos. O sea, al arreglar los átomos en el cristal, sus
electrones no se ven demasiado afectados, si bien pueden desplazarse sobre la red: se
continúan usando las bases originales de autoestados de un átomo, y la base producto
resultante, para expandir los estados del sistema, como se verá más adelante. Análo-
gamente, para incluir (perturbativamente) las interacciones en modelos localizados, se
calculan los elementos de matriz de interacción entre pares de orbitales atómicos.
El modelo de Bloch funciona bastante bien para algunos sistemas, llamados Fermi
Liquids [40], en los que las interacciones entre los electrones de conducción (desloca-
lizados) pueden pensarse como renormalizaciones de sus parámetros (carga y masa),
pudiendo describirse la dinámica en términos de cuasipart́ıculas (electrones “vestidos”)
débilmente interactuantes. Los modelos localizados, son útiles para el estudio de sóli-
dos, cuyos electrones de valencia (core) ocupan regiones espaciales pequeñas alrededor
de los núcleos, en comparación con las distancias interatómicas, de manera que inter-
actúan poco entre śı. Sin embargo, en los llamados materiales fuertemente correlacio-
nados, son precisamente estas interacciones las que rigen el comportamiento, haciendo
que estos modelos no sean aplicables eficientemente. Son estas situaciones, en que se
requiere tener en cuenta las interacciones entre electrones, donde métodos numéricos
como DMRG son realmente valiosos.
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2.8. Aplicación concreta al modelo de Kanamori-
Hubbard
En este trabajo, aplicamos el método DMRG-MPS explicado (sección 2.6), a un
modelo KH (descripto en la sección 1.1) de tamaño L = 12 (salvo para el análisis
de tamaño presentado en la sección 4.6), o sea formado por L de estos sitios de dos
orbitales. Para esto, consideramos representaciones MPS y MPO de tamaño L · 2 · 2 =
4 · L (4 · L sitios MPS), ya que un electrón puede encontrarse en cualquiera de los L
sitios de la red, en el orbital 1 o 2, y con proyección de esṕın up o down (Figura 1.2).
Cada sitio MPS (o MPO) corresponde entonces a un cierto estado de una part́ıcula, o
sea, una cierta combinación de sitio de la cadena, orbital y esṕın.
2.8.1. Interpretaciones de sitio MPS alternativas
Como explicábamos antes (Sección 2.7), existen otras variantes para elegir qué
interpretar como sitio y, consecuentemente, qué configuraciones considerar para cada
uno. Por ejemplo, podŕıamos directamente tomar como un sitio MPS cada sitio de la
red (sitio f́ısico), los cuales tienen disponibles 24 = 16 configuraciones, sin embargo,
puede comprobarse fácilmente que esta interpretación de sitios “grandes” incrementa
el costo computacional.
Cabe mencionar también que, en abstracción de las nociones f́ısicas sobre los signi-
ficados de las configuraciones en la interpretación usada, existen maneras alternativas
de descomponer el espacio de dimensión 16 de estos sitios “grandes” como produc-
to tensorial de 4 espacios de sitios de 2 configuraciones, similares a los usados. Estas
descomposiciones seŕıan, en principio, igualmente eficientes, si se tratara con MPO ar-
bitrarios. Sin embargo, dado que el hamiltoniano estudiado se compone de operadores
que actúan sobre orbitales y proyecciones de esṕın bien definidos, cambiando su ocu-
pación (creando y destruyendo part́ıculas), la interpretación elegida reduce las dimen-
siones MPO. Descomposiciones alternativas haŕıan que estos operadores elementales
resulten combinaciones lineales de operadores de sitios, en lugar de ser directamente
un operador de sitio cada uno, como sucede para la elección usada.
2.8.2. Orden MPS
Similarmente ocurre con el ordenamiento de los sitios MPS (dada la interpretación
de sitios usada): pueden pensarse varias maneras “naturales” de ordenar estos 4 · L
sitios MPS. Quizás la más inmediata de proponer es agruparlos por sitio f́ısico, o sea,
los cuatro correspondientes a un dado i en el hamiltoniano KH, luego los siguientes
cuatro que correspondan a i+ 1, y aśı sucesivamente, con algún sub-orden interno que
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se repita en cada grupo para las partes de orbital y proyección de esṕın. La Figura
(2.12a) muestra un esquema de este ordenamiento, que llamamos POS (de posición-
orbital-esṕın), para un sistema de L = 4 sitios f́ısicos (4 · 2 · 2 = 16 sitios MPS).
Análogamente, podŕıa tomarse como orden principal el orbital, y como suborden la
combinación de esṕın e ı́ndice (i) en la red. A esta segunda variante (Figura 2.12b) nos
referimos como OSP (de orbital-esṕın-posición).
Sin embargo, estos órdenes no resultan eficaces, quizás debido a que conectan me-
diante hopping (usando POS) o interacción coulombiana (usando OSP), sitios MPS
distantes, haciendo que la entroṕıa de entrelazamiento crezca rápidamente con el ta-
maño del sistema, afectando la eficiencia de DMRG [41]. La falta de precisión de los
resultados obtenidos al usar estos órdenes, la podemos notar directamente en los lle-
nados por orbital y esṕın de los estados fundamentales a que convergen los algoritmos
usados, que no cumplen con las simetŕıas f́ısicas del sistema, como explicamos a conti-
nuación que śı ocurre con el orden que usamos para los cálculos centrales de este traba-
jo. Asimismo, comparando con resultados verificados usando Diagonalización Exacta
(ED) [42], pudimos notar caracteŕısticas erróneas en densidades de estados calculadas
usando estos órdenes, en particular, falsos gaps en ω = 0.
Con el objetivo de corregir estos problemas de simetŕıa en los estados fundamentales,
que presentan los órdenes POS y OSP, probamos las siguientes variantes. En cada caso,
mantener inalterado el orden principal y la primera mitad de los sitios MPS, e invertir
ambos subórdenes en la segunda mitad. Aśı, POS y OSP dan lugar respectivamente a
POSSYM (Figura 2.12c) y OSPSYM (Figura 2.12d). De esta forma, el orden POSSYM
(resp. OSPSYM) hace corresponder la simetŕıa de reflexión (resp.de orbital), propia del
sistema f́ısico, con la simetŕıa de reflexión (matemática) del ansatz MPS, con lo cual
mejoramos la convergencia de los algoritmos usados. Sin embargo, en los resultados
obtenidos mediante POSSYM y OSPSYM aún detectamos problemas de precisión, que
pudimos resolver usando el orden explicado a continuación. Notar que, si bien POSSYM
(resp. OSPSYM) fuerza la simetŕıa de reflexión (resp. orbital), el resto queda libre,
permitiendo desbalances en las poblaciones por orbital y polarización.
Luego de experimentar usando varios órdenes para los sitios MPS, adoptamos el que
se muestra en la Figura 2.13, que llamamos CROSS, ya que fue el que arrojó mejores
resultados para el sistema estudiado. Como mostramos, este orden consiste en una
variación del OSP, en que los sitios MPS correspondientes al primer orbital (primera
mitad) se mantienen inalterados, mientras que aquellos correspondientes al otro orbital
(segunda mitad) se rearreglan inviertiendo solo el suborden asociado al sitio f́ısico en
la red (manteniendo el orden de esṕın). Queda aśı en correspondencia la reflexión MPS
con la simetŕıa conjunta de cambio de orbital e inversión de esṕın, propia del sistema
f́ısico, mejorando significativamente la convergencia.
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El resultado práctico de esto es que garantiza que el estado fundamental al que
converge nuestro método de DMRG cumple con esta simetŕıa. En particular, las ocu-
paciones globales de las 4 cadenas de orbital-esṕın verifican las relaciones N1,↑ = N2,↓
y N1,↓ = N2,↑, que implican las igualdades en las ocupaciones totales por orbital
N1 = N1,↑ +N1,↓ = N2,↓ +N2,↑ = N2 y esṕın N↑ = N1,↑ +N2,↑ = N2,↓ +N1,↓ = N↓, que
efectivamente se corresponden con simetŕıas del hamiltoniano que deben cumplirse por
tanto en el estado fundamental del sistema.
Por completitud, en la sección 4.5 presentamos un análisis detallado comparando
resultados obtenidos usando órdenes MPS alternativos, y explicamos la superioridad





Figura 2.12: Representaciones MPS de un modelo KH de L = 4 sitios f́ısicos (ver Figura 1.2),
arreglando los sitios MPS Sασi siguiendo cuatro posibles órdenes (no usados para los cálculos
centrales de este trabajo, solo en la Sección 4.5 a modo de comparación). El sub́ındice i indica el
sitio f́ısico en la red, y los supráındices α y σ representan orbital y esṕın respectivamente.
Figura 2.13: Sitios MPS en un modelo KH de L = 4 sitios f́ısicos, siguiendo el orden CROSS,
usado en este trabajo para maximizar la eficiencia de DMRG-MPS. El sub́ındice i indica el sitio
f́ısico en la red, y los supráındices α y σ, representan orbital y esṕın respectivamente.
Caṕıtulo 3
Propiedades dinámicas
Para el estudio de propiedades dinámicas, usamos algoritmos que aplican los méto-
dos de Vector Corrección (CV) [43] y Lanczos para el cálculo de funciones de Green a
temperatura cero. Luego, la densidad de estados de una part́ıcula (DOS) la calculamos
en cada caso a partir de la parte imaginaria de la función de Green de crear y destruir
un electrón en el mismo sitio, sobre el estado fundamental (de enerǵıa E0), sumando
las contribuciones de cada una de las cuatro combinaciones de orbital y esṕın. Por
















En un sistema finito, la densidad de estados desocupados es una suma de deltas de
Kroenecker centradas en las enerǵıas (de excitación) de los autoestados (discretos) en
el subespacio de n + 1 part́ıculas, relativo a la enerǵıa del estado fundamental, con n
part́ıculas. Por tanto, para capturar la forma de esta DOS en el ĺımite termodinámico,
agregamos a la enerǵıa ω esta parte imaginaria iη, para lograr un ensanchamiento
lorentziano de las funciones delta. Luego de experimentar con varios valores, elegimos
usar η = 0,15, ya que es lo suficientemente grande como para obtener curvas suaves
(como se observaŕıa en el ĺımite termodinámico), a la vez que lo suficientemente pequeño
como para no perder detalles de las densidades de estados.
El costo de computar la inversión del operador (ω + iη +E0 −H) para calcular los
elementos de matriz en A> y A<, crece cúbicamente con la dimensión del hamiltoniano,
que a su vez aumenta exponencialmente con el tamaño del sistema. Sin embargo, este
cálculo no es realmente necesario: solo se requiere conocer el vector (complejo)
|V (z := ω + iη)〉 := 1




llamado Vector Corrección (CV), donde |0〉 representa el estado fundamental. En el
resto de los cálculos a continuación, asumimos por simplicidad E0 = 0. Para el caso
general (E0 6= 0), solo debe hacerse el remplazo ω → (ω + E0).
Separando expĺıcitamente las partes real e imaginaria de |V (z)〉, obtenemos
|V R(z)〉+ i |V I(z)〉 = |V (z)〉 = 1
ω + iη −H
c+ |0〉 = (ω −H)− iη
(ω −H)2 + η2
c+ |0〉 (3.1)
que conduce a dos ecuaciones reales, una para cada parte:
[(ω −H)2 + η2] |V I(z)〉 = −ηc+ |0〉 (3.2)
|V R(z)〉 = (ω −H)
(ω −H)2 + η2
c+ |0〉 = −(ω −H)
η
|V I(z)〉 (3.3)
Aśı, la primera relación (3.2) permite hallar |V I(z)〉 resolviendo el problema lineal
T · |X〉 = |Z〉 , para T = [(ω −H)2 + η2], |Z〉 = −ηc+ |0〉 , (3.4)
para luego obtener |V R(z)〉 directamente de |V I(z)〉 usando (3.3). Finalmente,
A(ω + iη) = 〈0|c|V (z)〉
Análogamente a lo explicado en la subsección 2.6.2 para el cálculo de estados fun-
damentales mediante DMRG, la solución de (3.4) corresponde a encontrar el MPS X0
que minimiza la función
L(X) = 〈X|T |X〉 − 〈X|Z〉 − 〈Z|X〉 , ya que
δL
δ 〈X|
= 0 =⇒ T · |X〉 = |Z〉
Para hallar este X0 procedemos de manera similar que antes: partimos de una propuesta
inicial aleatoria y minimizamos L(X) sucesivamente respecto de cada sitio MPS Xi,
fijado el resto. De esta forma, para cada sitio i, la función local a minimizar resulta
L(Xi) = 〈Xi|T effi |Xi〉 − 〈Xi|Z
eff
i 〉 − 〈Z
eff
i |Xi〉 ,
donde T effi (resp. Z
eff
i ) representa un sitio MPS (resp. MPO) efectivo, construido
contrayendo los sitios fijados, y Xi es el vector efectivo local sobre el cual se debe
minimizar L. Esto nos lleva nuevamente a un problema efectivo para Xi:
T effi ·Xi = Z
eff
i (3.5)
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Este problema local es también lineal, ya que las contracciones que definen los
objetos involucrados son siempre operaciones lineales. Para solucionar (3.5) utilizamos
un método similar a Lanczos Modificado, que consiste en resolver aproximadamente
dentro de un subespacio de Krylov (KS) de baja dimensión (respecto del espacio de
Hilbert), y repetir este proceso reutilizando la última solución obtenida, como punto de
partida para generar el KS en la siguiente iteración. Análogamente a lo explicado para
Lanczos en 2.6.2, este método no requiere de conocer expĺıcitamente una representación
matricial de T effi , sino solamente saber aplicar este operador sobre un dado vector
efectivo local Xeffi , permitiendo también la optimización a orden O(m
3).
Una dificultad que presenta este método, aśı planteado, es que conlleva computar
H2, cuya dimensión MPO es m2H , aumentando significativamente el costo computacio-
nal. Para lidiar con este problema, hacemos la siguiente aproximación. En lugar de usar
H para construir el MPO A y luego con éste generar T effi (como debeŕıa procederse),
construimos Heffi y aproximamos directamente
T effi ≈ [(ω −H
eff
i )
2 + η2] (3.6)
Esta aproximación ha sido ampliamente utilizada de manera eficiente en diversos pro-
blemas [44], motivada por el hecho de que para el caso (teórico) en que se trabaje con
MPS que representen exactamente (sin truncar mediante SVD) los estados del sistema,
ambas definiciones de T effi seŕıan equivalentes. En la práctica, por supuesto, al usar
MPS truncados, la calidad de la aproximación dada por (3.6) dependerá del sistema
particular estudiado (H).
Para los resultados presentados en este trabajo, hemos considerado estados MPS for-
mados por matrices de dimensión hasta mgs = 1024 en el cálculo de estados fundamen-
tales mediante DMRG. Para el cálculo de funciones espectrales mediante DMRG-CV,
usamos dimensiones mdyn = 256. Estos parámetros están esencialmente determinados
por los recursos computacionales disponibles y la precisión de los resultados.
3.1. Cáculo de excitaciones Doblón-Holón
Una caracteŕıstica fundamental de este modelo, es la presencia de estas excitaciones
colectivas, que llamamos Doblón-Holón (HD), que han sido detectadas numéricamente
usando DMFT [24] [1] [45] [46]. La formación de estos estados de muchos cuerpos (Fi-
gura 1.2) puede entenderse de la siguiente manera, en una aproximación local de un
sitio (de dos orbitales), despreciando las contribuciones de enerǵıa cinética. La confi-
guración de sitio más probable en el estado fundamental del sistema semilleno (µ = 0),
es aquella en que ambos orbitales se encuentran simplemente ocupados (representada
como |1, 1〉, un electrón por orbital), ya que es la de mı́nima enerǵıa (Tabla 3.1).
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Si el orbital α = 2 en el sitio i se encuentra simplemente ocupado, al agregarle otro
electrón (de proyección opuesta al ya existente), se forma un sitio (de orbital) doble-
mente ocupado (doblón), y pueden ocurrir dos situaciones. La primera (más probable)
es que el sitio correspondiente (mismo i) en el orbital α = 1 esté simplemente ocupado,
en cuyo caso se forma el estado |1, 2〉. En esta aproximación, la enerǵıa de cada estado
resulta de sumar las contribuciones de cada interacción (intra- e inter-orbital), y la
enerǵıa de sitio (ε− µ = ε = −U
2
− V ). Para J = 0 y µ = 0, la enerǵıa de estos estados
localizados puede entonces calcularse como:
E = Eintra + Einter + Esitio
E|1,1〉 = 0 + V + ni(ε− µ) = 0 + V + 2(−U2 − V ) = −U − V




De modo que la diferencia de enerǵıa que resulta, corresponde a una excitación en
la banda de Hubbard superior (UHB).
∆E = E|1,2〉 − E|1,1〉 = U2 (3.8)
La segunda posibilidad es que el orbital α = 1 del sitio i estuviera vaćıo (holón),
resultando en el estado excitado |0, 2〉, que llamamos excitación doblón-holón.
E|0,2〉 = U + 0 + ni(ε− µ) = U − 2(
U
2
+ V ) = −2V (3.9)
Se interpreta entonces este incremento (respecto de |1, 1〉) como la enerǵıa de la exci-
tación HD.
∆E = E|0,2〉 − E|1,1〉 = U − V =: ∆ (3.10)
La Tabla 3.1, extráıda de [1], muestra, en aproximación local, las enerǵıas de cada
configuración atómica, relativo a la configuración |1, 1〉, para el caso general incluyendo
acoplamient de Hund (J) y potencial qúımico (µ). Estos resultados nos resultan útiles
para contrastar con los cálculos mediante DMRG presentados en Cap. 4. Presentamos
solo los valores para estos estados representantes, invirtiendo las proyecciones de esṕın
se obtienen estados equivalentes con igual enerǵıa.
Para estudiar la dinámica de una excitación colectiva localizada, calculamos la
función respuesta de crear (resp. destruir) un electrón, y luego destruirlo (resp. crearlo)
proyectando antes sobre el estado de sitio de la configuración atómica correspondiente.




(ω) + A<s1,s2(−ω) , con (3.11)















1↑ y Xs1,s2 = c1↑Ps1,s2 (3.12)
son, respectivamente, las excitaciones directa y reversa, siendo Ps1,s2 = |s1, s2〉〈s1, s2| el
proyector sobre la configuración atómica |s1, s2〉, y los valores de expectación se toman
sobre el estado fundamental (|0〉).
Configuraciones atómicas |s1, s2〉 ε|s1,s2〉
|0, 0〉 U + V + 2µ





| ↑, ↑〉 0
| ↑, ↓〉 ± | ↓, ↑〉 J ∓ J
|0, ↑↓〉 ± | ↓↑, 0〉 U − V + J ∓ J





Tabla 3.1: Enerǵıa de cada configuración atómica, en aproximación local. Extráıdo de [1].
De esta forma, solo sumamos los pesos correspondientes a los procesos en que al
crear (resp. destruir) un electrón, se crea (resp. destruye) la excitación |s1, s2〉. Por
ejemplo, el operador
X†↑↓,0 = n1↑n1↓(1− n2↑)(1− n2↓)c
†
1↑
corresponde a la formación de un par de electrones en el mismo sitio y orbital, con
proyecciones de esṕın contrarias (doblón), creando un electrón en el orbital α, si es-
te estaba simplemente ocupado y ᾱ vaćıo (holón), o sea, creando una cuasipart́ıcula
doblón-holón (HD). Usamos entonces X†↑↓,0 para calcular las contribuciones A
†
↑↓,0(ω) de
la excitación HD (ver sección 3.1) en las densidades de estados (DOS) dadas por A(ω).
Comprobamos aśı la presencia de estas cuasipart́ıculas en los sistemas estudiados, y




En este caṕıtulo presentaremos los principales resultados obtenidos en este trabajo
de tesis. Los valores de A(ω) se grafican en unidades adimensionales arbitrarias, y ω
tiene las mismas unidades de enerǵıa que los parámetros tα, U , V , y J en el hamiltoniano
(1.1). El nivel de Fermi corresponde siempre a ω = 0.
Los resultados centrales de este trabajo fueron calculados para sistemas de L = 12
sitios (salvo el análisis de tamaño que presentamos en la sección 4.6) con condiciones
de contorno abiertas (excepto la comparación con condiciones periódicas mostrada en
la sección 4.7) e interacción intra-orital U = 4, mediante DMRG (sección 2.6.2) usando
el orden CROSS (Figura 2.13) para las representaciones MPS (salvo la comparación
con órdenes alternativos en la sección 4.5).
4.1. Modelo KH sin interacción de Hund (J = 0)
Durante la primera parte de este trabajo, estudiamos el caso particular del modelo
KH sin acoplamiento de Hund (J = 0), o sea, equivalente a dos cadenas de Hubbard
paralelas que interactúan solo mediante repulsión coulombiana local entre electrones
en un mismo sitio de la red.
4.1.1. Bandas de diferente ancho (t1 6= t2)
En sistemas con bandas de diferente ancho, o sea, con valores diferentes para los
parámetros de hopping (t1 6= t2), observamos que en el rango de valores de µ en que solo
el orbital de mayor t (orbital ancho) es dopado (fase de Mott Selectiva en Orbital, OSM
[23]), aparecen en las densidades de estados, picos caracteŕısticos a enerǵıas positivas
(respecto del nivel de Fermi), que han sido previamente asociados a excitaciones tipo
HD. El hecho de que estos resultados hayan podido reproducirse mediante DMRG, sin
recurrir a aproximaciones locales tipo DMFT, es importante, ya que indica que no se
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trata de un efecto de aproximación de campo medio. Todos los cálculos que presentamos
en esta subsección corresponden a sistemas con t1 = 0,5 y t2 = 0,25.
Con el objetivo de comprobar que realmente se trata de estas cuasipart́ıculas, y
analizar cuantitativamente su efecto en la dinámica de estos sistemas, calculamos en
cada caso las funciones respuesta correspondientes a la excitación HD, para aśı com-




para analizar las funciones de Green de procesos en que al crear (resp. destruir) un
electrón, se crea (resp. destruye) una de estas excitaciones. En el primer caso lo que
sucede es que se crea el electrón faltante en sitios en la configuración atómica |1, 0〉,
llevándolo a la |2, 0〉. Análogamente, en el segundo proceso, se parte de un estado con
el sitio en la configuración atómica |2, 0〉, llevándolo a la |1, 0〉 al destruir un electrón.
Dado que estas excitaciones colectivas que involucran part́ıculas en ambos orbitales,
se deben a las fuertes correlaciones generadas por la presencia de interacciones inter-
orbitales, es fundamental entender cómo cambian sus pesos en la DOS al variar el
parámetro V en el hamiltoniano. La Figura 4.1 muestra un caso representativo en que
se puede apreciar cómo esta interacción inter-orbital modifica las bandas de Hubbard
en la DOS (curvas azul y naranja), de forma que parte del peso de la UHB (centrada
en ω ≈ 3) queda separado en un pico de menor enerǵıa, correspondiente a la excitación
HD. Se observa que al aumentar V , la enerǵıa caracteŕıstica de estos picos de HD
disminuye, se acerca al nivel de Fermi, consistente con el mecanismo local explicado
anteriormente para el cálculo de ∆ (Sección 3.1).
Según este mecanismo con que explicamos la formación de estas excitaciones HD,
estos picos no debeŕıan desplazarse en enerǵıa al variar el potencial qúımico. Sin embar-
go, la Figura 4.2 muestra que al dopar el sistema con huecos, la enerǵıa caracteŕıstica
de estas excitaciones aumenta. Esto puede entenderse a partir de las enerǵıas relativas
de las distintas configuraciones de sitios (Tabla 3.1). Para µ < −U
2
= −2, el estado
atómico de menor enerǵıa cambia de |1, 1〉 a |1, 0〉. Además, sabemos que el mecanismo
propuesto se basa en una aproximación local, donde estamos despreciando contribucio-
nes de enerǵıa cinética, que es de esperar que tengan peso importante en las densidades
de estados.
Las curvas verdes (resp. rojas) en las Figuras 4.1 y 4.2, corresponden al cálculo de
esta función espectral en el orbital α = 1 (resp. α = 2) de un sistema KH con bandas
de diferente ancho. Observamos que la respuesta dinámica de estas excitaciones se
corresponden con los picos observados entre ambas bandas de Hubbard en la DOS del
orbital angosto (α = 2).
Para µ = −1,2 y µ = −1,5, donde el sistema se encuentra en la fase de Mott
selectiva en orbital (α = 1 es metal y α = 2 aislante), la excitación HD para α = 2
(roja) tiene peso importante en este pico entre bandas, mientras que para α = 1 (verde)
es nula. Para µ ≤ −1,8, al volverse metal también α = 2, aparece un pico similar en
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la DOS de α = 1, y correspondientemente para su excitación HD. Esto es un fuerte
indicador de que efectivamente dichas excitaciones son las responsables de los picos
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(b) Orbital α = 2
Figura 4.1: Densidad de estados (azul y naranja) y funciones espectrales de la excitación HD
(verde y rojo), separadas por orbital, para distintos valores de la interacción inter-orbital, en un
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(b) Orbital α = 2
Figura 4.2: Densidad de estados (azul y naranja) y funciones espectrales de la excitación HD
(verde y rojo), separadas por orbital, en función del potencial qúımico, en un sistema KH con
bandas de diferente ancho. L = 12, t1 = 0,5, t2 = 0,25, U = 4, V = 2, J = 0.
Este resultado es consistente con la correlación observada en [24] (mediante DMFT
en una red cuadrada, usando DMRG como resolvedor de impureza) entre densidad de
estados finita en la enerǵıa de Fermi en una banda y surgimiento de estados inter-banda
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de cuasipart́ıculas HD bien definidos a enerǵıas de excitación ∆ = U − V en la otra.
En el caso simétrico U = V , los picos de cuasipart́ıcula están localizados en el nivel de
Fermi, llevando a una transición de Mott continua simultánea.
4.1.2. Bandas iguales (t1 = t2)
En sistemas de bandas iguales (t1 = t2), pudimos también identificar excitaciones
HD. Este resultado es de especial importancia ya que, al ser equivalentes ambos orbita-
les, no tienen lugar transiciones OSMT, con lo cual comprobamos que no es necesario
que ocurra una transición tal, para la formación de estas excitaciones, como se men-
ciona en [47]. Todos los cálculos que presentamos para bandas iguales, corresponden
a sistemas con t1 = t2 = 0,5. En cada caso, graficamos solo el orbital α = 1, ya que
ambos son equivalentes.
La Figura 4.3a muestra igualmente cómo el aumento en la intensidad de la in-
teracción inter-orbital V modifica el pico HD, separándolo de la UHB. Al dopar el
sistema con huecos (Figura 4.3b), el pico HD en la densidad de estados se desplaza
hacia enerǵıas positivas. Observamos que la curva de la función respuesta de esta exci-
tación reproduce cada vez mejor la forma de este pico en la densidad de estado, siendo
prácticamente exacto el resultado para µ = −4. Creemos que esto puede deberse a una
disminución en la ocupación de sitios en la configuración |1, 1〉, ya que deja de ser la
de menor enerǵıa (en aproximación atómica), haciendo que las excitaciones HD que se
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(a) L = 12, t1 = t2 = 0,5,
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(b) L = 12, t1 = t2 = 0,5,
U = 4, V = 2, J = 0
Figura 4.3: Densidad de estados (azul) y función espectral de la excitación HD (verde), en
un sistema KH de bandas iguales, para distintos valores de la interacción inter-orbital (a), y en
función del potencial qúımico (b). Se grafica solo el orbital α = 1, ya que ambos son equivalentes.
Se observa la UHB alrededor de ω ≈ 5.
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La disminución de amplitud (dip) que observamos en la DOS en el nivel de Fermi,
podŕıa indicar la presencia de un gap de excitaciones alrededor de ω = 0. Pero al realizar
un barrido en µ (Figura 4.4), variando el dopaje de huecos, no detectamos plateau en
µ = −2 en las curvas de ocupación (N) vs µ. También podŕıan aparecer dips de esta
forma debido falta de estados cerca del nivel de Fermi, por efecto de tamaño finito, y no
reflejar el comportamiento en el ĺımite termodinámico. Sin embargo, como mostraremos
más adelante (Sección 4.6), no apreciamos tampoco cambios significativos en estos dips
al calcular para sistemas de distinto tamaño. Basados en estos resultados, creemos que
se trata de una caracteŕıstica real de estas DOS, pero que no corresponde a un gap de
excitaciones. No obstante, para tener evidencia sólida que nos permita confirmar este
resultado, seŕıa necesario realizar cálculos para sistemas de mayor tamaño con buena
precisión.







Figura 4.4: Ocupaciones N vs µ para un sitema KH de bandas iguales L = 12, t1 = t2 = 0,5,
U = 4, V = 2, J = 0.
4.2. Modelo KH con interacción de Hund (J 6= 0)
Hemos estudiado cómo afecta la densidad de estado, y particularmente la banda
HD, la inclusión de un acoplamiento de Hund en sistemas con interacciones intra- e
inter-orbital. Observamos que en presencia del acoplamiento de Hund la DOS cambia
de estructura. La banda HD se ensancha, aunque no distinguimos una separación clara
con J como muestran en [1]. Este ensanchamiento puede entenderse a partir de las
enerǵıas de las configuraciones en el ĺımite atómico mostradas en la Tabla 3.1. Del
hamiltoniano KH (1.1) vemos que las interacciones de enerǵıa J realizan fluctuaciones
de esṕın entre orbitales, y mezclan los niveles de HD, mediante el término de hopping
de pares, resultando en un ensanchamiento de la DOS en las excitaciones con mayor
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Figura 4.5: Densidad de estados (azul) y función espectral de la excitación HD (verde), en un
sistema KH de bandas iguales, para distintos valores de la acoplamiento de Hund.
L = 12, t1 = t2 = 0,5, U = 4, V = 2, µ = −2. Se observa la UHB alrededor de ω ≈ 5.
4.3. Caracterización de las excitaciones
Además de la cuasipart́ıcula HD, estudiamos también la presencia de excitaciones
colectivas locales similares, mediante funciones de Green de la forma (3.11), análoga-
mente proyectando los operadores de un electrón (ci) sobre el subespacio correspon-
diente cada configuración atómica. De esta forma, analizamos las respuestas de los
siguientes operadores:
X†↑↓,0 = n1↑n1↓(1− n2↑)(1− n2↓)c
†
1↑ (4.1)
X†↑,0 = n1↑(1− n1↓)(1− n2↑)(1− n2↓)c
†
1↑ (4.2)
X†↑↓,↑ = n1↑n1↓n2↑(1− n2↓)c
†
1↑ (4.3)
X†↑,↑ = n1↑(1− n1↓)n2↑(1− n2↓)c
†
1↑ (4.4)
Por ejemplo, el operador 4.4 corresponde a la formación de un par de electrones en el
mismo sitio y distinto orbital, creando un electrón en el orbital α, si este estaba desocu-
pado y ᾱ simplemente ocupado. Como explicamos en la sección 3.1, estos son estados
representantes, invirtiendo las proyecciones de esṕın se obtienen estados equivalentes
con igual enerǵıa (ver Tabla 3.1).
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Las Figuras 4.6 combinan la densidades de estados, y las funciones respuesta de
las excitaciones | ↑↓, 0〉, | ↑, 0〉, | ↑↓, ↑〉, | ↑, ↑〉, | ↑↓, ↓〉 y | ↑, ↓〉, para sistemas KH
de bandas iguales, en varias configuraciones de parámetros representativas. Esto nos
permite identificar en cada caso a qué tipo de excitaciones se debe cada caracteŕıstica
de la DOS. En los casos con J = 0, graficamos solamente las curvas correspondientes
a las sumas
A|↑,1〉 := A|↑,↑〉 + A|↑,↓〉 = 2A|↑,↑〉 y (4.5)
A|↑↓,1〉 := A|↑↓,↑〉 + A|↑↓,↓〉 = 2A|↑↓,↑〉 , (4.6)
ya que el hamiltoniano presenta esta simetŕıa.
En ausencia de interacción inter-orbital (V = 0, dos cadenas de Hubbard no in-
teractuantes), comprobamos que la UHB está compuesta por excitaciones incoherentes
|↑↓, 0〉 y |↑↓, ↑〉 mezcladas (Figura 4.6a). Como mostramos anteriormente (Figura 4.3a),
al incluir interacción inter-orbital V = 2 (Figura 4.6b) puede verse que la excitación
HD (|↑↓, 0〉) se separa formando un pico caracteŕıstico distinguible del resto de la UHB,
que continúa formada básicamente por excitaciones |↑↓, ↑〉. Por otro lado, vemos que
la componente de enerǵıas más negativas (ω ≈ −4) de la DOS, proviene mayoritaria-
mente de la transición |↑, 0〉 → |0, 0〉, correspondiente al operador X↑,0. Disminuyendo
el potencial qúımico a µ = −3 para lograr un mayor dopaje del sistema con huecos,
observamos que el pico HD, además de aumentar su enerǵıa caracteŕıstica a ω ≈ 4
(como analizamos en la Figura 4.3b), se vuelve casi pura excitación HD.
Al incluir acoplamiento de Hund J = 0,5, observamos el desdoblamiento esperado
de las excitaciones |↑, 1〉 (resp. |↑↓, 1〉) en |↑, ↑〉 6= |↑, ↓〉 (resp. |↑↓, ↑〉 6= |↑↓, ↓〉). Como
trabajo a futuro, estudiaremos las funciones respuestas de las combinaciones |↑, ↑〉 −
|↑, ↓〉, |↑↓, ↑〉−|↑↓, ↓〉 (singletes) y |↑, ↑〉+|↑, ↓〉, |↑↓, ↑〉+|↑↓, ↓〉 (tripletes), que requieren
cálculos más costosos.
En todos los casos estudiados, observamos que las excitaciones más cercanas al
nivel de Fermi (ω = 0) están dadas principalmente por |↑, ↑〉 y |↑, 0〉, también de
acuerdo con la Tabla 3.1, donde vemos que es precisamente esta la excitación de menor
enerǵıa sobre el estado fundamental para µ >= −2. Comprobamos también que la
suma de las funciones espectrales que se obtienen de proyectar sobre cada una de estas
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(a) V = 0, J = 0, µ = −2
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(b) V = 2, J = 0, µ = −2
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(c) V = 2, J = 0, µ = −3
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(d) V = 2, J = 0,5, µ = −2
Figura 4.6: Densidad de estados y excitaciones | ↑↓, 0〉, | ↑, 0〉, | ↑↓, ↑〉, | ↑, ↑〉, | ↑↓, ↓〉 y | ↑, ↓〉,
en sistemas KH de bandas iguales. L = 12, t1 = t2 = 0,5, U = 4.
La UHB se encuentra alrededor de ω ≈ 5 para a y ω = 6 para b (con poco peso), para c y d
queda a enerǵıas fuera del rango de las figuras.
4.4. Funciones espectrales
Estudiamos también funciones espectrales A(k, ω), calculadas mediante transfor-





donde Aδ es la función de Green correspondiente al proceso de crear un electrón en un
sitio i y luego destruirlo en j = i+δ. Para estos cálculos, agregamos al hamiltoniano los
términos de hopping de borde faltantes para que el sistema tenga simetŕıa de traslación.
Dado que el sistema (hamiltoniano) tiene condiciones periódicas de contorno (tiene
forma de anillo), debeŕıa ser equivalente usar cualquier par de sitios (i, j) separados
en δ. Sin embargo, como las representaciones MPS/MPO no fuerzan la simetŕıa de
traslación, los resultados numéricos pueden diferir. Para evitar esto, usamos siempre
i = 1
2
L, y j = 1
2
L+ δ en cada caso.




































































































(e) A|↑↓,0〉(k, ω) para U = 4, V = 2
Figura 4.7: Funciones espectrales A(k, ω) y A|↑↓,0〉(k, ω), en sistemas KH de bandas iguales
sin acoplamiento de Hund L = 12, t1 = t2 = 0,5, J = 0, µ = −2, con condiciones periódicas
de contorno. Las escalas de colores (unidades arbitrarias) se muestran solo para permitir la
comparación entre A(k, ω) y A|↑↓,0〉(k, ω) en cada sistema.
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Para verificar la precisión de este método, comenzamos calculando el caso tight-
binding (TB), o sea, el caso particular de un sistema KH con U = V = J = 0,
del cual conocemos la solución exacta. Comprobamos que efectivamente obtenemos
la relación de dispersión sinusoidal esperada (Figura 4.7a). Desde luego, la “curva”
obtenida no es continua, sino que es realmente un conjunto de picos, con enerǵıa y
momento definidos, asociados a cada autoestado TB. Para estos parámetros, vemos
que el sistema se encuentra en estado vaćıo, ya que todas las excitaciones tienen enerǵıa
positiva respecto del nivel de Fermi (ω = 0).
Al introducir interacción intra-orbital U = 4, pero sin interacción inter-orbital (V =
0), se tienen dos cadenas de Hubbard no interactuantes entre śı. Se pierde la relación de
dispersión TB, y se forman las dos bandas de Hubbard inferior (LHB) y superior (UHB).
Las Figuras 4.7b y 4.7c muestran, respectivamente, las funciones espectrales A(k, w) y
A|↑↓,0〉(k, w) para un sistema con estos parámetros. Observamos que la excitación HD se
encuentra dentro de las bandas de Hubbard en forma incoherente, como esperábamos.
Finalmente, incorporamos también interacción inter-orbital V = 2, y observamos
(Figuras 4.7d y 4.7e) claramente la disminución de la DOS cerca de ω = 0 y el angos-
tamiento de los picos por sobre y debajo de la enerǵıa de Fermi. Distinguimos también
la banda de HD a enerǵıas ω ≈ 3, separada de la UHB (ω ≈ 5), que tiene su mayor
peso en momentos k hacia el borde de la banda (|k| > π
2
) y muy poco en el centro
(k ≈ 0). Queda como trabajo a futuro comprender más a fondo el comportamiento de
estas excitaciones.
4.5. Comparación de órdenes MPS alternativos
Como explicamos en la subsección 2.8.2, el orden MPS que usamos para los re-
sultados presentados en este trabajo salvo esta sección 4.5, lo adoptamos luego de un
análisis comparativo de desempeño de varias propuestas. Los órdenes POS (Figura
2.12a) y OSP (Figura 2.12b) fueron los primeros que descartamos, ya que observamos
una consistente mejoŕıa en la convergencia al usar las variantes simétricas POSSYM
(Figura 2.12c) y OSPSYM (Figura 2.12d), reflejada en enerǵıas menores para los esta-
dos fundamentales variacionales obtenidos.
En sistemas de dos cadenas de Hubbard no interactuantes (V = 0) (Figuras 4.8a
y 4.8c), no apreciamos diferencias significativas en los resultados usando POSSYM
(Figura 4.8a) y OSPSYM (Figura 4.8c). Pero al incluir interacción inter-orbital
V = 2, pudimos comprobar consistentemente que el orden POSSYM (Figura 4.8b)
arroja resultados con mucho error, mientras que la precisión del OSPSYM (Figura
4.8d) no se ve notablemente afectada. Sin embargo, śı observamos polarización en
esṕın en los estados fundamentales convergidos, comportamiento evidentemente no
f́ısico, ya que no está inducido por ninguna de las interacciones consideradas en el
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hamiltoniano (1.1). Este problema no aparece al usar el orden CROSS implementado
en este trabajo (Figura 2.13), con el cual comprobamos obtener para sistemas KH
los resultados más precisos, reflejado en estados fundamentales variacionales de menor
enerǵıa y que respetan las simetŕıas del hamiltoniano.
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(a) V = 0 usando POSSYM
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(b) V = 2 usando POSSYM
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(c) V = 0 usando OSPSYM
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(d) V = 2 usando OSPSYM
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(e) V = 0 usando CROSS
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(f) V = 2 usando CROSS
Figura 4.8: Comparación de resultados de densidad de estados (DOS) y excitación HD, en
sistemas KH de bandas iguales sin acoplamiento de Hund L = 12, t1 = t2 = 0,5, U = 4, J = 0,
µ = −2, variando el orden de sitios en las representaaciones MPS usadas para los cálculos de
DMRG.
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4.6. Análisis de tamaño
Con el objetivo de verificar que las caracteŕısticas observadas en las densidades de
estados no sean efectos de tamaño finito, sino que describan comportamientos f́ısicos
reales del sistema estudiado, realizamos también cálculos para tamaños menores y
mayores. Las Figuras 4.9 muestran que, si bien hay pequeñas variaciones, de esperar
ya que cambian los autoestados (discretos) del hamiltoniano, no se aprecian diferencias
significativas en las bandas y los picos HD. Tomamos esto como indicador de que
trabajamos con sistemas suficientemente grandes, como para capturar la f́ısica relevante
que estamos estudiando.
Como trabajo a futuro para verificar estos cálculos, realizaremos corridas para sis-
temas mayores, que requieren de más tiempo de CPU, pero, dado estos resultados, no
esperamos ver que las conclusiones relevantes cambien significativamente.
-4 -2 0 2 4 6
(a) L = 8
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(b) L = 16
Figura 4.9: Comparación de densidades de estados y excitación HD al variar el tamaño de un
sistema KH de bandas iguales sin acoplamiento de Hund t1 = t2 = 0,5, U = 4, V = 2, J = 0,
µ = −2.
4.7. Comparación con condiciones de contorno pe-
riódicas.
Para verificar la validez de los resultados de funciones espectrales presentados en
la sección 4.4, calculados usando un hamiltoniano modificado agregando los términos
de hopping de borde para conseguir la simetŕıa de traslación, comprobamos que las
densidades de estado efectivamente no dependen significativamente de las condiciones
de contorno impuestas, como observamos en las Figuras 4.10.
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Figura 4.10: Comparación de densidades de estados (DOS) y excitación HD al variar las
condiciones de contorno en sistemas KH de bandas iguales sin acoplamiento de Hund




Estudiamos un modelo unidimensional de electrones correlacionados de dos orbitales
conocido como modelo de Kanamori-Hubbard, que considera interacción coulombiana
intra-orbital (U) e inter-orbital (V ) y acoplamiento de Hund (J). Realizamos cálculos
numéricos usando programas basados en el método de DMRG (Density-Matrix Renor-
malization Group), implementados eficientemente usando representaciones de estados
MPS (Matrix-Product State) y operadores MPO (Matrix-Product Operator). El códi-
go base de los programas usados fue desarrollado en el grupo de investigación, y fue
adaptado en este trabajo para su aplicación al modelo particular estudiado. Se desa-
rrolló también una implementación independiente sobre CUDA-C++ [34], explotando
las ventajas de paralelización que ofrecen las tarjetas gráficas modernas. Los algoritmos
usados nos permitieron calcular, con buena precisión, propiedades estáticas y dinámicas
de los sistemas analizados.
Consideramos dos casos, uno en el que ambos orbitales forman bandas de diferente
ancho, y otro en el que forman bandas iguales. Como resultado principal, para bandas
de diferente ancho, encontramos excitaciones holón-doblón (HD), formadas por dos
electrones en un orbital (doblón) aclopados a un hueco en el otro (holón), en este
sistema lineal de dos orbitales en modelo extendido (sin aproximación local). Este
resultado es consistente con la correlación observada en Ref. [24] (mediante DMFT
en una red bidimensional cuadrada, usando DMRG como resolvedor de impureza)
entre una densidad de estados (DOS) finita en la enerǵıa de Fermi en una banda
y el surgimiento en la otra banda de estados intra-gap de cuasipart́ıculas HD bien
definidos a enerǵıa ∆ = U − V . En el caso simétrico U = V , vemos que estos picos de
cuasipart́ıcula se localizan en el nivel de Fermi. Especialmente, obtuvimos realizaciones
de la fase de Mott selectiva en orbital, y observamos la excitación HD intra-gap que
surge en el orbital aislante producto del dopaje del orbital metálico.
Observamos también estas excitaciones doblón-holón en sistemas de bandas iguales.
En este caso, vemos disminuciones de amplitud (dips) en las DOS en el nivel de Fermi,
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que no parecen corresponder a gaps f́ısicos de excitaciones, ya que al realizar un barrido
en µ dopando con huecos, no detectamos plateau en las curvas de ocupación alrededor
de los valores de potencial qúımico correspondientes. Tampoco parece deberse a falta
de estados alrededor de esta enerǵıa por efecto de tamaño finito, ya que no apreciamos
cambios significativos en estos dips al calcular para sistemas de distinto tamaño. Basa-
dos en estos resultados, creemos que se trata de una caracteŕıstica real de estas DOS, o
sea que refleja el comportamiento en el ĺımite termodinámico, pero que no corresponde
a un gap de excitaciones. No obstante, para tener evidencia sólida que confirme este
resultado, proponemos como trabajo a futuro realizar cálculos para sistemas de mayor
tamaño con buena precisión, que nos permita entender mejor el origen de estos dips.
Detectamos el cambio de estructura de las DOS de sistemas con interacciones intra-
e inter-orbital en presencia de acoplamiento de Hund, particularmente el ensanchamien-
to de la banda HD, aunque no distinguimos una separación clara con J como muestran
en [1]. Explicamos este ensanchamiento a partir de las enerǵıas de las configuraciones
de sitios en el ĺımite atómico, analizando el efecto de las interacciones de enerǵıa J , que
realizan fluctuaciones de esṕın entre orbitales, y mezclan los niveles de HD, mediante
hopping de pares, ensanchando el peso de las excitaciones con mayor componente de
estos estados.
Caracterizamos las excitaciones del sistema, analizando la descomposición de las
densidades de estados como suma de las funciones respuesta de operadores de crea-
ción-destrucción de cuasipart́ıculas compuestas localizadas en un sitio de la red, pro-
yectando los operadores de creación-destrucción de un electrón sobre el subespacio co-
rrespondiente a cada configuración atómica. Identificamos aśı, en zonas de parámetros
representativas, a qué tipo de excitaciones se debe cada caracteŕıstica de las densidades
de estados de este sistema: la banda de Hubbard superior, la componente holón-doblón,
los estados cercanos al nivel de Fermi, y picos de enerǵıas más negativas.
Finalmente, calculando funciones espectrales en enerǵıa y momento en sistemas
con interacciones intra- e inter-orbital, identificamos claramente la disminución de la
densidad de estados cerca del nivel de Fermi, y el angostamiento de los picos por sobre
y debajo de esta enerǵıa al aumentar la interacción inter-orbital. Distinguimos también
la banda de HD a enerǵıas intra-gap, separada de la banda superior de Hubbard, que
tiene su mayor peso en momentos cercanos al borde de la banda (|k| > π
2
) y muy
poco en el centro (k ≈ 0). Como trabajo a futuro, queda comprender más a fondo este
comportamiento.
Para la elección del orden de sitios en las representaciones MPS/MPO de DMRG,
realizamos un estudio comparativo de resultados usando órdenes alternativos, de donde
concluimos que el orden usado arroja los resultados más precisos para el modelo estu-
diado. Añadimos por completitud estas comparaciones, aśı como también los análisis
de efectos de tamaño finito y condiciones de contorno, que presentamos a modo de
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comprobación de la estabilidad de nuestros cálculos numéricos.
En resumen, usando un método numérico de avanzada que permite calcular pro-
piedades electrónicas dinámicas con precisión, hemos logrado observar una estructura
interesante en la densidad de estados electrónica de un modelo paradigmático: el mode-
lo de Kanamori-Hubbard, particularmente las excitaciones holón-doblón que aparecen
entre las conocidas bandas de Hubbard de este modelo. De esta forma, extendimos
trabajos anteriores en que hab́ıan sido reportadas este tipo de excitaciones usando
métodos basados en una aproximación local de la dinámica. El hecho de haberlas de-
tectado en un modelo extendido como el que analizamos en esta tesis, su excistencia en
este sistema. Esperamos que futuros estudios de estas y otras excitaciones en detalle
conduzcan a un entendimiento acabado de la dinámica de este tipo de sistemas.
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[11] Schollwöck, U. The density-matrix renormalization group. Reviews of Modern
Physics, 77 (1), 259, 2005. 1
[12] Hallberg, K. A. New trends in density matrix renormalization. Advances in Phy-
sics, 55 (5-6), 477–526, 2006. 1
57
58 Bibliograf́ıa
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