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ABSTRACT
In various application areas, networked data is collected by mea-
suring interactions involving some specific set of core nodes. This
results in a network dataset containing the core nodes along with
a potentially much larger set of fringe nodes that all have at least
one interaction with a core node. In many settings, this type of
data arises for structures that are richer than graphs, because they
involve the interactions of larger sets; for example, the core nodes
might be a set of individuals under surveillance, where we observe
the attendees of meetings involving at least one of the core individ-
uals.Wemodel such scenarios using hypergraphs, and we study the
problem of core recovery: if we observe the hypergraph but not the
labels of core and fringe nodes, can we recover the “planted” set of
core nodes in the hypergraph?
We provide a theoretical framework for analyzing the recovery
of such a set of core nodes and use our theory to develop a practi-
cal and scalable algorithm for core recovery. The crux of our anal-
ysis and algorithm is that the core nodes are a hitting set of the
hypergraph, meaning that every hyperedge has at least one node
in the set of core nodes. We demonstrate the efficacy of our algo-
rithm on a number of real-world datasets, outperforming competi-
tive baselines derived from network centrality and core-periphery
measures.
1 INTRODUCTION
The data we can collect in practice is typically incomplete in sev-
eral fundamental and recurring ways, and this is particularly true
for graph and network datamodeling complex systems throughout
the social and biological sciences [26, 30, 37, 39, 40]. One common
type of incompleteness arises from a particular type of data collec-
tion procedure where one wants to record all interactions involv-
ing a set of core nodes C . This results in what is sometimes called
a “core-fringe” structure [6], where the resulting network struc-
ture contains the core nodes along with a (potentially) much larger
set of fringe nodes F that are observed in some interaction with a
node in C . For example, in survey data, C might represent a set of
respondents, and F a set of individuals with whom they interact;
this is a common result in snowball and respondent-driven sam-
pling [26, 28, 32]. Another scenario arises in restrictions on surveil-
lance. For example, the Enron [36] and Avocado1 email datasets
are common data sources for email and network research; both
datasets have a core C comprised of employees of a company and
a fringe F of people outside the company that come from emails
sent from or received by members of C .
1https://catalog.ldc.upenn.edu/LDC2015T03
Figure 1: Hypergraphs and planted hitting sets. (Left) A 3-
uniform hypergraph on the top and a minimal hitting set
on the bottom (with hyperedges superimposed to facilitate
comparison to the hypergraph). (Right) A planted hitting
set (red nodes) in a hypergraph, constituting the core nodes.
Hyperedges are illustrated by ellipses encompassing nodes,
which include both core and non-core (fringe) nodes. We
study how well we can recover the core (red) nodes if they
are not identified.
One can imagine similar scenarios in a variety of settings. In
intelligence data, one might record all of the attendees at meet-
ings that involve at least one of a set of individuals under surveil-
lance. In a similar manner, telecommunications providers can ob-
serve group text messages where only some of the members of
the group are subscribers. Furthermore, measurements of Internet
structure from service providers at the IP-layer from individual ser-
vice providers provide only a partial measurement [52], and large-
scale Web crawls do not encapsulate the entire network structure
of hyperlinks [7, 8].
While a dataset may be equipped with labels of which nodes are
members of the core and which are members of the fringe, there
are several situations in which such labels are unavailable. For
example, consider the email datasets described above. Such data
could be released by a hacker from outside the organization, or a
leaker from inside it, who has collected email from a set of core ac-
counts but not released the identity of the accounts [33]. Similarly,
in the case of intelligence data that records attendees of meetings,
the data could be released with the identities of the individuals
under surveillance redacted. In other cases, the metadata may be
lost simply to issues of data maintenance, and such concerns are
central to the research areas of data provenance and preservation
[13, 42, 49, 51].
The question of recovering the identity of the core nodes in a
dataset with core-fringe structure is therefore a fundamental ques-
tion arising in different applications, and for multiple different rea-
sons.
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Core-FringeRecovery inHypergraphs. Here, we study the prob-
lem of identifying the set of core nodes, when the labels of which
nodes are core and which are fringe are unavailable and the data is
represented by a hypergraph—that is, a set of nodes alongwith a set
of hyperedges that each connect multiple nodes. Figure 1 illustrates
this model. The hypergraph model is apt for many of the scenarios
described above, including emails, meeting attendees, and group
messages. While the hypergraph model is richer than a more stan-
dard graph model, the higher-order structure also presents chal-
lenges. If a hyperedge connects a (latent) core node and several
fringe nodes, a core recovery algorithm will have to consider all
nodes in the hyperedge as possible candidates for the core.
We first provide theoretical results that motivate the develop-
ment of an algorithm for recovery of the core. The key structural
property of our analysis is that the core nodes constitute a hitting
set, meaning every hyperedge in the hypergraph has at least one
node in the core (Fig. 1). This property comes from how the data is
measured—every included hyperedge comes from an interaction of
a member of the core with some other set of nodes. We thus think
of the core as a “planted” hitting set that we must find in the data.
Our first theoretical results rely on two assumptions (both relax-
able, to some extent): the planted hitting set corresponding to the
core is (i) minimal, that is, no node could be removed to make the
hitting set smaller; and (ii) relatively small, i.e., bounded by a con-
stant k . We analyze how large the union of all minimal hitting sets,
denoted U (k), can be. We build upon results in fixed-parameter
tractability [16, 17] to show that |U (k)| is Θ(kr ) in the worst case,
where r is the size of the largest hyperedge; importantly, this bound
is independent of the hypergraph’s size, andU (k) is guaranteed to
contain our planted hitting set if it meets the modeling assump-
tions.
Furthermore, we prove that a classical greedy approximation
algorithm for set cover relates to partial recovery of the planted
hitting set. In a hypergraph where r is the size of the largest hyper-
edge, we show that the output of the algorithm must overlap with
the planted hitting set by at least a O(1/r ) fraction of the nodes,
provided that the hitting set size is within a constant factor of the
minimum hitting set size.
Combining these twomain results leads to our algorithm, which
we call the union of minimal hitting sets (UMHS). This algorithm
is practical and scalable, using only simple subroutines and having
computational complexity roughly linear in the size of the data.
The idea is to run the greedy algorithmmultiple timeswith random
initialization to find several minimal hitting sets and then to simply
take the union of these hitting sets. The first part of our theory says
that the output should not grow too large, and the second part of
our theory says the output should also overlap the planted hitting
set. We show that our method consistently outperforms a number
of baselines derived from network centrality and core-periphery
structure for hypergraphs on several real-world datasets.
Our approach to the planted hitting set problem is purely com-
binatorial. This contrasts with typical planted problems such as
the stochastic block model and planted clique recovery, which are
based on probabilistic structure. Thus, the methods we use are fun-
damentally different than what is common for these types of prob-
lems. Moreover, we show that if random block-model-type struc-
ture exists for our problem, then the problem becomes substan-
tially easier.
2 PROBLEM SETUP AND THEORETICAL
RESULTS FOR CORE RECOVERY
We start with some formal definitions to facilitate our presenta-
tion of the theoretical results. A hypergraph G consists of a set of
nodes V and a set of hyperedges E, each a subset of V of size at
least two. The rank r of a hypergraph is the maximum size of any
hyperedge, i.e., r = maxe ∈E |e |. A hypergraph is called r -uniform if
all hyperedges have cardinality equal to r .
In our setup, there is some unidentified subset C ⊆ V that is
designated as the set of “core nodes.” Our goal is to find C , know-
ing that C is a hitting set of G (i.e., for every e ∈ E, there is some
v ∈ e ∩C). We say thatC is planted since we do not know its iden-
tity. Absent any additional information, we are helpless—it could
be thatC = V . However, we can do better by assuming two proper-
ties ofC (both relaxable): (i)C is a minimal hitting set inG and (ii)
|C | ≤ k . Under these constraints, it is certainly true that C is con-
tained in the union of all minimal hitting sets, which is a principle
object of our analysis:
Definition 1. Given a hypergraph G, U (k) is the union of all
minimal hitting sets ofG of size at most k .
We next show bounds on |U (k)| that are independent of the size
of the graph. This says thatC is contained in a relatively small set if
it satisfies the conditions. Furthermore, we can findU (k) in time ex-
ponential in k but polynomial in the size of the graph; however, we
develop more practical algorithms in Section 3. After, we relax the
assumptions on minimality and get results on partial recovery, i.e.,
algorithms that are guaranteed to find a part ofC . Finally, we show
how these results improve under a random hypergraph model.
2.1 Minimal hitting sets
First let us suppose that we are givenG and asked to findC , where
we know that C is minimal and |C | ≤ k . We ask the following
question: is it possible to find a small set H ⊂ G, whose size is
independent ofG, such thatC ⊂ H? In this section, we answer the
question in the affirmative.
We at least know that the union of all minimal hitting sets of
size at most k , U (k) (Definition 1), must contain C . But how large
can this set be? The following result says that U (k) actually can’t
be that large.
Lemma 2 ([16, 17]). In a hypergraph of rank r , U (k) has size
Θ(kr ) in the worst case.
Damaschke and Molokov established the upper bound |U (k)| =
O(kr ) using sophisticated techniques from parameterized complex-
ity theory [17]. Here, we prove the same upper bound with a sim-
pler, self-contained proof that uses the celebrated sunflower lemma
of Erdös and Rado [22]. The lower bound |U (k)| = Ω(kr ) was
stated by Damashke [16] with a brief proof sketch. We provide a
full proof for completeness. A consequence of these results is the
following:
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Theorem 3. Let C be a planted minimal hitting set with |C | ≤ k
in a hypergraph of rank r . Then we can find a set D of size O(kr )
that is guaranteed to contain C .
We begin by providing the self-contained proof of the upper
bound in Theorem 3. Namely, letG be a hypergraph of rank r , and
let U (k) be the union of all minimal hitting sets in G of size at
most k . We will find a function д(r ,k) = O(kr ) so that |U (k)| ≤
д(r ,k). To find such a function, we use a combinatorial structure
called a sunflower [10]. A collection of r sets {X1,X2, ....,Xr } is
an r -sunflower if for all pairs of distinct sets Xi , X j , the pairwise
intersection Xi ∩ X j is equal to the mutual intersection
⋂r
i=1Xi .
The term comes from the fact that we can think of the Xi as the
“petals" of the sunflower: they share a “center"
⋂r
i=1Xi and are
otherwise pairwise disjoint from each other. A famous theorem of
Erdös and Rado asserts that every sufficiently large collection of
sets must contain a large sunflower.
Lemma 4 (Sunflower Lemma [22]). Define the functionσ (r ,k) =
r !(k−1)r . Any collection of more thanσ (r ,k) sets, each of size at most
r , must contain a k-sunflower.
We use this result to find the desired function д(r ,k) = O(kr ).
Subsequently, we establish an asymptoticallymatching lower bound.
Lemma 5. LetG be a hypergraph of rank r . Then |U (k)| = O(kr ).
Proof. We assume that G has at least one hitting set of size at
most k , as otherwise the statement of Lemma 5 holds with U (k)
equal to the empty set. We modify G according to the following
iterative procedure, which operates in discrete phases. We start
by defining H0 = G, and produce a succession of hypergraphs
H1,H2, ..., with Ht the hypergraph at the end of phase t . For each
hypergraph Ht , letC(Ht ) denote the set of all hitting sets of size at
most k in Ht , and let C∗(Ht ) denote the set of all minimal hitting
sets of size at most k inHt . We will establish by induction that each
hypergraph Ht has at least one hitting set of size at most k .
At the start of phase t , we ask whether Ht−1 has more than
σ (r ,k + 1) hyperedges, where σ is the function from Lemma 4. If
it doesn’t, we declare the procedure to be over. If it does, then we
find a (k + 1)-sunflower in the set of hyperedges, consisting of hy-
peredges Xt,1,Xt,2, . . . ,Xt,k+1.
Now, the core of the sunflower found in phase t , which we will
denote by Yt =
⋂k+1
i=1 Xt,i must be non-empty, for if it were empty,
then Ht−1 would contain k + 1 pairwise disjoint hyperedges, and
hence could not have a hitting of size at mostk . We defineHt as fol-
lows: starting fromHt−1, we remove the hyperedgesXt,1,Xt,2, . . . ,Xt,k+1
and add the hyperedge Yt . We observe the following properties.
(1) Every hitting set in Ht−1 of size at most k must intersect Yt .
(2) C(Ht−1) = C(Ht ), and hence C∗(Ht−1) = C∗(Ht ).
To see Property (1), By the definition of a sunflower, the setsXt,i \
Yt are pairwise disjoint for i = 1, 2, . . . ,k + 1. Thus, if C is a set of
size at most k that doesn’t contain any nodes of Yt , then it must
be disjoint from at least one of the sets Xt,i , and hence it can’t be
a hitting set for Ht−1. The definition of Ht is as follows: starting
from Ht−1, we remove the hyperedges Xt,1,Xt,2, . . . ,Xt,k+1 and
add the hyperedge Yt . Since Ht−1 and Ht are hypergraphs on the
same node sets, their respective collections of hitting sets C(Ht−1)
and C(Ht ) are also over the same sets of elements.
Figure 2: The hypergraph T2 (r = 3) used in the proof of
Lemma 6 with hyperedges identified by dotted shapes.
Now, let C ∈ C(Ht−1). Then by Property (1), it must intersect
Yt . Since Yt is the only hyperedge in Ht but not Ht−1, it follows
that C is a hitting set for Ht , and hence C ∈ C(Ht ). Conversely,
let C ′ ∈ C(Ht ). Since Yt ⊂ Xt,i for i = 1, 2, . . . ,k + 1, it must
be thatC0 intersects each Xt,i . Since Xt,1,Xt,2, . . . ,Xt,k+1 are the
only hyperedges in Ht−1 but not Ht , it follows that C ∈ C(Ht−1).
Thus, C(Ht−1) ⊂ C(Ht ) ⊂ C(Ht−1), and so they are equal as sets.
We apply the same process in each phase, producing H1 from
G = H0, then producing H2 from H1 and so forth. By induction us-
ing Property (2), since Ht−1 contains at least one hitting set of size
at most k , so doesHt , as required. Since the procedure reduces the
number of hyperedges in each phase, it must eventually terminate,
in some phase t∗ . We write H ∗ = Ht ∗ and by applying Property (2)
transitively,
C∗(H ) = C∗(H ∗). (1)
We say that a node is isolated if it does not belong to any hyperedge.
Let T ∗ be the set of non-isolated nodes of H ∗. Since the procedure
stoppedwhen faced withH ∗,H ∗ had at mostσ (r ,k+1) hyperedges.
Since each hyperedge has most r elements, we have
|T ∗ | ≤ rσ (r ,k + 1) = r · r !kr , (2)
and hence |T ∗ | is bounded byO(kr ). Finally, recall thatU (k) is the
union of all minimal hitting sets in G of size at most k . We can
write U (k) =
⋃
C ∈C∗(H )C , and by Eq. (1), U (k) =
⋃
C ∈C∗(H ∗)C .
No minimal hitting set C in H ∗ can contain an isolated node v ,
since then C − {v} would also be a hitting set in H ∗. From this,
U (k) ⊂ T ∗, and |U (k)| ≤ |T ∗ | = O(kr ) by Eq. (2). 
We now show asymptotic tightness for constant r , by construct-
ing a family of hypergraphs for which |U (k)| = Ω(kr ). The follow-
ing lemma combined with Lemma 5 proves Theorem 3.
Lemma 6. For each constant r ≥ 2, there exists an infinite family
of rank-r hypergraphsG and parameters k , with both the number of
nodes inG and k going to infinity, for which |U (k)| = Ω(kr ).
Proof. Here we present the full proof of Lemma 6. This lemma
was stated without a complete proof by Damaschke [16, Proposi-
tion 9].
For a parameter b , consider a graph Γb that consists of b disjoint
complete b-ary trees of depth r . We will refer to the roots of the
b trees in Γb as the root nodes of Γb , and to the leaves of the trees
in Γb as leaf nodes. Let Tb be the hypergraph on the node set of
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Γb whose hyperedges consist of all root-to-leaf paths in Γb , from
the root of one of the b trees in Γb to a leaf of the corresponding
tree (the example of T2 for r = 3 is in Fig. 2). All edges in G have
size r . Let λ be any function that maps nodes of Γb to numbers in
{1, 2, ....,b} with the following properties: (i) λ is a bijection from
the roots of Γb to {1, 2, . . . ,b}; and (ii) for each non-leaf node v in
Γb , λ is a bijection from the children of v to {1, 2, ....,b}. For each
node v , we will call λ(v) its label (with respect to λ), and we will
say that λ is a consistent labeling if it satisfies (i) and (ii). Let v∗
λ
be
unique leaf node for which all the nodes on the root-to-leaf path
have the label b .
For a consistent labeling λ, let Cλ be the set of all nodes v sat-
isfying two properties: (i) λ(u) = b for all nodes u on the unique
path from a root of Γb to v (other than v itself), and (ii) λ(v) , b .
Let C∗
λ
= Cλ ∩ {v
∗
λ
}. We observe the following two facts.
(1) For every consistent labeling λ, the set C∗
λ
is a minimal hit-
ting set for Tb .
(2) Every node v of Tb belongs to at least one set of the form
C∗
λ
for some consistent labeling λ.
To prove (1), we claim thatC∗
λ
is a hitting set. Consider any hyper-
edgeX ofTb , consisting of a root-to-leaf path P in Γb . If all nodes on
P have label b , then the leaf node of P isv∗
λ
, and hence X intersects
C∗
λ
. Otherwise, consider the first node v on the path P that has a
label unequal to b . Thus, v ∈ C∗
λ
, and again X intersects C∗
λ
and
C∗
λ
is a hitting set. We now argue that it is minimal. If we deletev∗
λ
from C∗
λ
, then C∗
λ
\ {v∗
λ
} would be disjoint from the hyperedge X
consisting of the root-to-leaf path tov∗
λ
. If we delete some otherv∗
λ
,
then a hyperedge X that passes through v does not pass through
any other node of C∗
λ
on its way from root to leaf, and so C∗
λ
\ {v}
would be disjoint from X .
To prove (2), we simply choose any consistent labeling λ such
that λ(u) = b for all nodes u on the unique path from a root of Γb
to v (other than v itself), and λ(v) , b .
Now, we consider the size of a set of the formC∗
λ
. Since C∗
λ
con-
tains b − 1 nodes from each of the first r − 1 levels of the trees in
Γb , and b from the lowest level, we have
|C∗
λ
| = (r − 1)(b − 1) + b .
We define k = (r − 1)(b − 1) + b . Since each set C∗
λ
is a mini-
mal hitting set of size k , from (2) we see that the union U (k) of all
minimal hitting sets of size k is the entire node set of Tb .
The number of nodes inTb is greater thanb
r , and hence |U (k)| >
br . Since k ≤ br , we have that |U (k)| > br ≥ (k/r )r = r−rkr . 
2.2 Non-minimal hitting sets
Here we present results on which types of nodes in a planted hit-
ting setC must be contained inU (|C |)when the hitting set is itself
not minimal. This matters in practice, whenC may not be minimal.
Classes of nodes that must be inU (|C |). Our first result is that
a node inC must appear inU (|C |) if all the other nodes in a hyper-
edge containing u are not in C .
Lemma 7. LetG be a rank-r hypergraph with planted hitting set-
ting C . If u ∈ C and there exists a hyperedge (u,v1, ....,vi ) with
i ≤ r − 1 with v1, . . . ,vi < C , then u ∈ U (|C |).
Algorithm 1Maximalmatching r -approximation to theminimum
hitting set that intersects the core.
1: Input: HypergraphG = (V ,E) of rank r
2: Output: Set cover S with |S | ≤ rk∗.
3: S ← ∅
4: for (u1, ....,ui ) ∈ E do
5: if u1, ....,ui < S then
6: S ← S ∪ {u1, ....,ui }
7: end if
8: end for
9: return S
Proof. We perform a pruning of C as follows. Check whether
there exists a nodew withC \{w} still being a hitting set of smaller
cardinality. If this is the case, update C to C \ {w} and continue
pruning. Upon termination, the remaining set is a minimal hitting
set C ′ ⊆ C . Clearly, |C ′| ≤ |C | so that C ′ ⊂ U (|C |). However,
u ∈ U (|C |) since (u,v1, . . . ,vi ) is a hyperedge where v1, . . . ,vi <
C . 
The above lemma provides a class of nodes in a planted hitting
set which are guaranteed to be in the union of minimal hitting sets
of size no more than that of the planted hitting set itself. Next, we
show that nodes adjacent to other nodes deeply integrated into C
must also be in U (|C |). Formally, define a node v to be in the inte-
rior of a hitting set C if all hyperedges containing v are comprised
entirely of nodes in C . Our next result is that a node in C must ap-
pear in U (|C |) if all the other nodes in a hyperedge containing u
are in the interior of C .
Lemma 8. LetG be a rank-r hypergraphwith planted hitting setC .
Ifu ∈ C and there exists a hyperedge (u,v1, . . . ,vi ) wherev1, . . . ,vi
are in the interior of C , then u ∈ U (|C |).
Proof. Sincev1, . . . ,vi are in the interior ofC ,C0 = C\{v1, . . . ,vi }
is a hitting set as well. Now perform pruning on C0 as in the pre-
vious proof, the output of which is C ′ ⊂ C0, and since clearly
|C ′| ≤ |C |, we must have that C ′ ⊂ U (|C |). Clearly u was not
deleted during pruning since (u,v1, . . . ,vi ) is a hyperedge with
v1, . . . ,vi < C , so that u ∈ C ′ ⊂ U (|C |). 
Greedymatchings intersect the planted hitting set. One way
of finding hitting sets is through greedy algorithms for set cover.
The classical matching algorithm is simple (Algorithm 1): loop through
each hyperedge and if no vertex in the current hyperedge is in the
current cover S , add all to the S . The greedy algorithm produces a
set that is both a hitting set and a maximal matching. To see that
it is a hitting set, suppose that all nodes in a hyperedge h were
not added. Then h would have been added to S at the time the al-
gorithm processed it. The output is a maximal matching because
if we could append another hyperedge h to S , then h would have
already been added to S when the algorithm processed it.
Let k∗ be the minimum hitting set size (the smallest size of all
minimal hitting sets). The output ofAlgorithm1 is an r -approximation
if the hypergraphG is an r -uniform hypergraph: in the worst case,
any hitting set contains at least one of r nodes from each hyper-
edge, andwe therefore havek∗ ≥ |S |/r . It turns out that this greedy
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algorithm must also partially overlap with the planted hitting set.
We formalize this in the following lemma.
Lemma 9. Let |B | ≤ bk∗ for some hitting set B. If the input to
Algorithm 1 is an rank-r hypergraph, then the output S satisfies |B∩
S |/|B | ≥ 1
rb
.
Proof. Let r1 be the number of vertices in the hyperedge con-
taining the least vertices. The set S contains within itself all ver-
tices from h hyperedges where h satisfies h ≤ |S |/r1 ≤ rk∗/r1.
Since B is a hitting set, it must contain at least one vertex from
each of the h hyperedges in S . From this, we obtain |S ∩ B | ≥ h ≥
k∗/r1 ≥
1
br
|B |. 
Lemma 9 guarantees that the greedy algorithm will output a
result that overlaps any hitting set, including the planted one. Thus,
we immediately get the following corollary.
Corollary 10. If the planted hitting set C has size |C | ≤ ck∗
then the output of Algorithm 1 is a set S with |S ∩C |/|C | ≥ 1cr , i.e.,
S intersects at least a fraction of 1cr of C .
We can process the hyperedges in any order within Algorithm 1,
and this will be important for our practical recovery algorithm that
we develop later. Another immediate corollary of Lemma 9 says
that regardless of the processing, the outputsmust be fairly similar.
Corollary 11. Any two outputs S1 and S2 of Algorithm 1 satisfy
|S1 ∩ S2 | ≥
1
r 2
max(|S1 |, |S2 |).
Thus far, we have made no assumptions on the structure of the
hypergraph. In the next section, we show that assuming a stochas-
tic block model type hypergraph structure gives substantial im-
provements in recovery.
2.3 Recovery in a random hypergraph model
Imposing structure on C and G will enable us to obtain more in-
formation. In particular, we will show how we can obtain tighter
bounds under certain random graph models for 3-uniform hyper-
graphs. Let us assume that the hyperedges are generated according
to a stochastic block model (SBM) for hypergraphs [25]. One block
will be the coreC and the other the fringe nodes F . We assume that
there is zero probability of a hyperedge containing only nodes in F .
Explicitly,wewill state that the probability of a hyperedge between
nodes in C is p while the probability of a hyperedge containing at
least one node in C and at least one node in F is q.
We first provide a lemma on the independence number of hyper-
graphs drawn from the hypergraph SBM. This will help us control
the size of |U (|C |)|.
Lemma 12. Let α(G) be the independence number of an r -uniform
hypergraphG drawn from the SBM on n vertices. Then
Pr(α(G) < k) ≥ 1 − n
− 12
(
3r ! lnn
2p +(r−1)
)
, k =
3r ! lnn
2p
+ (r − 1)
Proof. We follow a proof technique common in the combina-
torics literature [38]. Let z =
( |G |
k
)
, S1, . . . , Sz the size-k subsets
of vertices of G, and Xi an indicator random variable for Si be-
ing an independent set of G, so Xi = 1 only happens when all(k
r
)
possible hyperedges among the vertices of Si do not appear in
the hyperedge set of G. Note that this happens with probability
(1 − p)(
k
r ) = (1 − p)
k ····(k−r+1)
r ! ≤ (1 − p)
k (k−r+1)
r ! . Thus,
Pr(α(G) ≥ k) = Pr(
∑
i E(Xi ) ≥ 1) ≤
∑
i E(Xi ) =
(n
k
)
(1 − p)(
k
r )
≤
(n
k
)
(1 − p)
k (k−r+1)
r ! ≤ nk
(
(1 − p)(k−r+1)/r !
)k
≤ (ne−p(k−r+1)/r !)k
= n
− 12
(
3r ! lnn
2p +(r−1)
)
so that Pr(α(G) < k) ≥ 1 − n
− 12
(
3r ! lnn
2p +(r−1)
)
, as desired. 
This lemma enables a result for 3-uniform hypergraphs.
Theorem 13. For 3-uniform hypergraphs,
Pr
(
|U (|C |)| ≤ O(|C |2 ln|C | + |C |2x) + o(|C |3)
)
≥ 1 − n
− 12
(
9 ln|C |
p +2
)
with x as defined in [17].
Proof. First, α(G) = |G | − k∗ [31, Theorem 3.15], so α(C) =
|C | − k∗ and k∗ = |C | − α(C) ≥ |C | − 9 ln|C |/p − 2, where the
inequality follows from Lemma 12 and the inequality holds with
probability at least 1 − n
− 12
(
9 ln|C |
p +2
)
. For 3-uniform hypergraphs,
|U (k)| ≤ 14k
∗(k2 − (k∗)2 + 2k∗x) + o(k3) [17, Theorem 18]. 
Theorem 13 enables us to find a small set J that contains the
core C with high probability.
Theorem 14. Let C with |C | = k be a planted hitting set in a 3-
uniform hypergraph drawn from the SBM parameterized by p and q
with ck nodes for some c ≥ 1. Then with high probability in k , there
is a set J with C ⊂ J and |J | ≤ O(k2 lnk + k2x) + o(k3).
Proof. The number of ways to link a vertex in the core to two
nodes outside the core is
(k(c−1)
2
)
so that the probability of a node
having at least one hyperedge to two nodes outside the core is
w = 1−(1−q)(
k (c−1)
2 ) . Thuswk is the probability of each of the nodes
in the core having at least one hyperedge to two nodes outside the
core. This probability tends to 1 as k → ∞, so by using Lemma 7,
C ⊆ U (|C |) with probability tending to 1. Setting J = U (|C |) and
using Theorem 13 gives the result. 
Of course, the above theorem is only useful if we have a bound
on the quantity x since only in that case are we able to improve
our bound on the size of J from O(k3) to O(k2 lnk). Absent any
additional information, x ≤ k∗ [17].
In the following section, we build a practical algorithm for re-
covery of planted hitting sets based on the union ofminimal hitting
sets, the theory for which was examined in this section.
3 A PRACTICAL RECOVERY ALGORITHM
Based on the theoretical results described above, we now develop
a practical algorithm for recovering a planted hitting set in a hy-
pergraph. To put our theory into practice, we place several of our
theoretical results in context. First, Lemma 9 says that Algorithm 1
produces outputs that must overlap with the planted hitting set.
Moreover, this was true regardless of the order in which we processed
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Algorithm 2 Union of Minimal Hitting Sets (UMHS) algorithm
1: Input: HypergraphG = (V , E) and number of iterations N
2: Output: Approximation S ′ to the planted hitting set in G
3: S ′ ← ∅
4: for n ∈ {1, ....,N } do
5: S ← Algorithm1(G)
6: Prune S to be minimal hitting set ofG
7: S ′ ← S ′ ∪ S
8: end for
9: return S ′
the edges. Thus, the basic idea of our algorithm is simple: we find
many hitting sets S from Algorithm 1 and take their union.
By Corollary 10, if the planted hitting set C is close to a mini-
mum hitting set, then any iteration of Algorithm 1 will recover a
large fraction of it. Furthermore, by Corollary 11, the outputs of Al-
gorithm 1 must overlap by a modest amount, so taking the unions
of outputs cannot grow too fast. To limit growth further, we can
prune the output of Algorithm 1 to be a minimal hitting set (this
also tends to give better results in practice). Now, Theorem 3 says
that the union of pruned outputs will be bounded, provided the
graph is large enough and that the outputs are small enough. This
turns out to be the case in our experimental results. To summarize,
our procedure is as follows: (i) Find a hitting set S fromAlgorithm1,
processing the hyperedges in a random order; (ii) Prune S to be a
minimal hitting set S ′; and (iii) Repeat steps (i) and (ii) several times
and output the union of the S ′ found in step (ii). Again, the key
result is that Lemma 9 holds regardless of the ordering in which
the hyperedges are processed. The algorithm is formalized in Al-
gorithm 2. A similar algorithm for the special case of 2-uniform
hypergraphs (i.e., graphs) was recently analyzed [6].
The output of Algorithm 2 is by construction a union of mini-
mal hitting sets (UMHS) of the input hypergraph G, and we will
refer to the algorithm as UMHS. The theoretical guarantees from
Section 2.1 apply here. Specifically, under the assumption that the
planted hitting set C is itself minimal, we are guaranteed full re-
covery with sufficient iterations. However, planted hitting sets are
rarely minimal in practice (in fact, they are not for the datasets we
consider). However, Theorem 3 still guarantees that the output of
the algorithm will not grow very quickly.
Importantly, Algorithm 2 runs in time linear in the number of
hyperedges. In particular, suppose the input is a hypergraph G =
(V ,E) of rank r with a minimum hitting set of size k∗. Then the
algorithm produces an output in O(Nr2k∗ |E |) time. This happens
because every call to Algorithm 1 takes O(r |E | |) time, while prun-
ing H to be a minimal hitting set of G requires O(r2k∗ |E |) time in
the worst case (in practice, it is much faster). Thus, in the worst
case, pruning to a minimal hitting set takes more time than one it-
eration of the greedy algorithm. However, this increase in process-
ing time is not prohibitive since it only increases by the constant
factor rk∗. Nonetheless, pruning is crucial as in practice we find
that it drastically reduces the output size.
4 EXPERIMENTAL RESULTS
We now test Algorithm 2 on a number of real-world datasets and
compare and find that it consistently outperforms several baselines
derived from network centrality and core-periphery structure. We
also show that we do not need too many iterations within Algo-
rithm 2 (the parameter N ) for our performance levels.
4.1 Data
The six datasets we use broadly fall into three broad classes based
on the types of planted hitting problems we derive from them.
The first group is three email datasets (Enron, Avocado, and W3C),
where the planted hitting set is a group of people at an organi-
zation, and hyperedges come from emails involving multiple ad-
dresses. Next, in the DBLP dataset, a planted hitting set is a set of
authorswho publish at the same conference in a given year, and we
consider several such conferences. Finally, in the Stack Exchange
tagging datasets, the core is a one-hop neighborhood of a node,
which is a hitting set for the two-hop neighborhood of the node;
again, we consider several hitting sets. In this sense, the DBLP and
tagging datasets are collections of hypergraphs with core-fringe
structure.
Enron [36], Avocado, and W3C [14]. The hyperedges in these
datasets are emails, where the nodes are the sender and all re-
ceivers (more specifically, their email addressses). Repeated hyper-
edges are discarded. In the Enron data, the core is a set of 150 em-
ployees whose email was made public when the company was un-
der United States federal investigation. The Avocado corpus comes
from a now-defunct technology company, where the core are em-
ployee email accounts (we exclude email accounts associated with
conference rooms or mailing lists from the core). Finally, the the
W3C dataset comes from emails on mailing lists related to W3C;
the core is all email addresses with a w3c.org domain.
DBLP. DBLP is an online computer science bibliography. We con-
struct a hypergraph from coauthorship data in conference proceed-
ings. We randomly sampled 50 conferences with relatively small
cores and constructed a set of core nodes C from the authors of
a given conference in a randomly selected year. We then took the
core-fringe hypergraph to be all hyperedges involving at least one
of these authors.
Math and Ubuntu tags [4]. These datasets come from tags ap-
plied to questions on the Math and AskUbuntu Stack Exchange
web sites. Hyperedges are sets of tags that have been applied to
the same question. For both Stack Exchanges, we sampled 50 tags
with relatively small cores uniformly at random. We then formed
a core set C from the one-hop neighborhood of that tag, i.e., from
the tag and all tags that appear as co-tags with the tag. The set C
is then a planted hitting set for the two-hop neighborhood of that
tag.
We constructed 3-, 4-, and 5-uniform hypergraphs (derived as
sub-hypergraphs) from these datasets to facilitate comparison of
UMHS performance to that of other centrality-based algorithms
(furthermore, Stack Exchange only has at most 5 tags in one post).
Table 1 lists summary statistics of the datasets.
4.2 Recovery results
We tested the UMHS algorithm on several datasets, and it out-
performs other algorithms consistently. For baselines, we use two
techniques. First, we use notions of network centrality developed
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Table 1: Summary sta-
tistics of core-fringe hy-
pergraph datasets. We
construct r -uniform hy-
pergraphs from six cor-
pora for r = 3, 4, 5. The
DBLP and tag datasets
are collections of 50 hy-
pergraphs, so we report
the value range.
number of nodes size of core (|C |) number of hyperedges
r = 3 4 5 3 4 5 3 4 5
Enron 1,283 976 869 84 73 77 2,361 1,048 614
Avocado 5,521 3,510 2,965 227 218 211 21,690 12,455 6,973
W3C 1,778 749 308 353 237 125 1,882 389 88
DBLP 3–875 4–514 5–261 3–114 4–90 5–55 1–753 1–265 1–78
Math tags 93–1,180 97–1,239 121–1,153 3–15 4–15 5–15 112–13,771 128–17,424 98–13,410
Ubuntu tags 96–2,005 402–2,043 225–1,991 3–15 4–15 5–15 94–12,990 437–13,210 220–9,905
for hypergraphs with the idea that nodes in the core could be iden-
tified via large centrality scores. Specifically,we compare against (i)
hypergraph degree centrality (the number of hyperedges in which
a node appears) [35]; (ii) clique graph eigenvector (eigenvector cen-
trality on the weighted clique graph, where wi j is the number of
hyperedges containing i and j) [3]; (iii) Z-eigenvector centrality
(based on Z -eigenvectors of tensors) [3]; and (iv) H-eigenvector
centrality (based onH -eigenvectors of tensors) [3]. Second, we use
notions of network core-periphery decompositions, where we ex-
pect that nodes in C will be identified as “core” in this sense. We
use two algorithms: (i) the k-core decomposition [48] based on hy-
pergraph degree; and (ii) Borgatti-Everett scores in the weighted
clique graph.
All of these methods induce an ordering on the nodes. We in-
duce an ordering on the output of Algorithm 2 by degree and then
order the remaining nodes (those not in the output of Algorithm 2)
in order by degree. With an ordering on the nodes, we measure
performance in terms of precision at core size, i.e., the fraction of
the first |C | in the ordering that are in C , as well as area under
the precision-recall curve (AUPRC). We use AUPRC as opposed
to area under the ROC curve due to class imbalance [18], namely,
most nodes are not in the core.
Table 2 reports the results of all methods on all datasets. In
terms of precision at core size, UMHS out-performs the baselines
by wide margins on the Enron, Avocado, Math tags, and Ubuntu
tags datasets for all uniformities r . UMHSdoeswell for the 3-regular
W3C hypergraphs. On DBLP and the other W3C hypergraphs, the
simple degree heuristic seems to perform well, although our algo-
rithm still outperforms it on a large share of samples. We see simi-
lar trends when measuring in terms of AUPRC, with UMHS domi-
nating on the same set of datasets above; and in this case, UMHS is
more competitive even for the datasets where it is weakest — the
4-uniform and 5-uniform W3C hypergraphs, as well as the DBLP
hypergraphs.
Overall, the performance of many algorithms degrades as we
increase the uniformity of the hypergraph. In general, this makes
sense—the core nodes are increasingly hidden in larger hyperedges.
In the case of UMHS, we have a more specific interpretation of
what this means. As the hyperedges get larger, there may be cases
of hyperedges that contain just one node in the coreC , and the rest
in the fringe. However, by the greedy structure of Algorithm 1, we
would put all nodes in the hitting set. Furthermore, the bounds in
Corollaries 10 and 11 also degrade as we increase the uniformity r .
Nevertheless, our proposed UMHS algorithm still outperforms the
baselines at an aggregate level.
4.3 Recovery as a function of output size
Our UMHS algorithm (Algorithm 2) has a single tuning parameter,
which is the number of iterations N , i.e., the number of calls to
the sub-routine for greedy maximal matching (Algorithm 1). Here
we examine performance of UMHS as a function of N . Specifically,
we analyze (i) the fraction of core nodes in the planted hitting set
that are recovered and (ii) the output size of Algorithm 2 as a func-
tion of the number of iterations (Fig. 3 shows results for the email
datasets).
We highlight a couple of important findings. First, we only need
around 50 iterations to achieve high recovery rates. Each iteration
is fast, and the entirety of the algorithm’s running time takes at
most a few minutes on the larger datasets. Second, the union of
minimal hitting sets size tends to increase sharply with a few itera-
tions and then levels off sharply. These results are consistent with
our theory. Theorem 3 and Corollary 10 both provide theoretical
justification for why the output should not grow too large.
5 RELATED WORK
On the theoretical side, our problem can be thought of as an in-
stance of a “planted” problem, where a certain type of graph struc-
ture is planted or hidden in an a graph and one must recover the la-
tent structure given the graph. Well-studied problems in this space
include the planted clique, where one tries to find a clique placed
in a sample from aGn,1/2 graph [2, 19, 20, 23]; and the planted par-
tition or stochastic block model recovery, where a random graph
is sampled with probabilities dependent on latent labels of nodes,
and the goal is to recover these labels [1, 43, 44, 53]. These planted
problems are based on some random way in which the graph was
sampled. In our case of planted hitting sets, the graph was deter-
ministic, although we could improve our results under a random
hypergraph model. Most related to our results is recent work in
planted vertex covers; this is a special case of hitting sets for the
case of graphs (which mathematically are the same as 2-uniform
hypergraphs) [6]. As discussed above, the hypergraph model is
more realistic for many datasets (especially email), given its ability
to represent groups of more than two individuals at a time.
Within the field of network science, the idea of a small planted
hitting set fits with two related ideas: node centrality and core-
periphery structure. The former concept deals with finding impor-
tant nodes (or ranking them) based on their connections, often pro-
vided as a graph [9, 11, 27]. Nodes in hitting sets are central to
hypergraphs almost by definition—every hyperedge must contain
at least one of these nodes. Thus, we expect them to be “central”
in some sense. However, we found that existing measures of node
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Table 2: Planted hitting set recovery performance. We compare our proposed union of minimal hitting sets (UMHS)
method against four hypergraph centrality measures for—degree [35], clique graph eigenvector [3], Z-eigenvector [3], H-
eigenvecgtor [3]—as well as two core-periphery measurements— Borgatti-Everett [12] and k-core [48]. Each method produces
an ordering of vertices, and we measure performance by precision at the core size (fraction of top-|C | ranked nodes that are in
C) and area under the precision-recall curve for r -uniform hypergraphs (r = 3, 4, 5). The DBLP and tags datasets are collections
of 50 hypergraphs, and we report the mean and standard deviation for these. UMHS scores outperforming all baselines by at
least an 8% relative improvement are bold. Any method’s score outperforming UMHS by at least 8% is also bold.
Dataset r UMHS Degree Clique-eigen Z-eigen H-eigen Borgatti-Everett k-core
Precision @ |C | Enron 3 0.52 0.33 0.14 0.11 0.13 0.14 0.33
4 0.53 0.33 0.21 0.18 0.16 0.19 0.33
5 0.49 0.25 0.16 0.14 0.17 0.14 0.17
Avocado 3 0.91 0.60 0.56 0.54 0.58 0.59 0.58
4 0.82 0.57 0.52 0.33 0.53 0.52 0.56
5 0.72 0.56 0.49 0.34 0.50 0.49 0.33
W3C 3 0.51 0.38 0.20 0.11 0.21 0.19 0.35
4 0.43 0.43 0.30 0.30 0.31 0.30 0.40
5 0.30 0.42 0.31 0.34 0.33 0.33 0.41
DBLP 3 0.59±0.15 0.63±0.15 0.44±0.24 0.42±0.28 0.41±0.26 0.41±0.26 0.44±0.21
4 0.48±0.15 0.58±0.17 0.40±0.27 0.36±0.29 0.39±0.28 0.38±0.31 0.40±0.22
5 0.39±0.15 0.65±0.22 0.56±0.31 0.59±0.35 0.57±0.31 0.56±0.31 0.56±0.25
Math tags 3 0.80±0.14 0.58±0.13 0.43±0.15 0.41±0.14 0.45±0.13 0.50±0.14 0.43±0.12
4 0.71±0.18 0.48±0.12 0.38±0.12 0.31±0.14 0.39±0.11 0.31±0.10 0.38±0.11
5 0.61±0.19 0.40±0.10 0.33±0.10 0.24±0.11 0.32±0.10 0.31±0.10 0.33±0.10
Ubuntu tags 3 0.80±0.09 0.58±0.16 0.36±0.13 0.32±0.13 0.40±0.15 0.55±0.16 0.36±0.12
4 0.78±0.13 0.50±0.16 0.38±0.17 0.30±0.15 0.40±0.17 0.33±0.17 0.38±0.15
5 0.69±0.18 0.38±0.14 0.28±0.12 0.23±0.13 0.27±0.12 0.25±0.12 0.28±0.14
Area under PR curve Enron 3 0.18 0.15 0.08 0.07 0.07 0.08 0.15
4 0.16 0.16 0.10 0.09 0.09 0.10 0.16
5 0.17 0.13 0.10 0.10 0.10 0.10 0.10
Avocado 3 0.43 0.38 0.33 0.31 0.36 0.37 0.36
4 0.38 0.35 0.30 0.15 0.31 0.30 0.34
5 0.34 0.34 0.28 0.16 0.28 0.27 0.33
W3C 3 0.36 0.27 0.20 0.19 0.20 0.20 0.25
4 0.40 0.37 0.31 0.31 0.31 0.31 0.35
5 0.41 0.41 0.38 0.38 0.38 0.38 0.41
DBLP 3 0.57±0.17 0.52±0.18 0.39±0.24 0.40±0.28 0.38±0.25 0.37±0.25 0.47±0.23
4 0.47±0.19 0.46±0.17 0.36±0.26 0.35±0.27 0.36±0.26 0.36±0.29 0.39±0.22
5 0.54±0.23 0.57±0.24 0.53±0.31 0.58±0.34 0.54±0.31 0.54±0.31 0.58±0.26
Math tags 3 0.68±0.18 0.36±0.14 0.21±0.13 0.19±0.12 0.23±0.12 0.27±0.14 0.26±0.12
4 0.56±0.20 0.25±0.11 0.17±0.11 0.12±0.11 0.17±0.09 0.11±0.07 0.17±0.10
5 0.48±0.21 0.18±0.08 0.13±0.07 0.08±0.07 0.12±0.06 0.11±0.06 0.14±0.07
Ubuntu tags 3 0.65±0.14 0.37±0.17 0.15±0.11 0.13±0.11 0.19±0.13 0.33±0.17 0.20±0.12
4 0.64±0.16 0.28±0.16 0.18±0.14 0.12±0.12 0.19±0.15 0.14±0.14 0.18±0.13
5 0.54±0.18 0.17±0.11 0.10±0.08 0.07±0.09 0.09±0.08 0.08±0.08 0.12±0.10
centrality in hypergraphs did not recover planted hitting sets at
the same levels as our union of minimal hitting sets algorithm.
Core-periphery structure is a mesoscale property of many net-
works, where there is a densely connected core set of nodes along
with a loosely connected periphery [15]. Such a composition has
been studied in sociology [21, 41] and international trade [50], where
the core-periphery structure is due to differential status. Now, core-
periphery identification is a broader tool for identifying structure
in general networks [29, 34, 45, 47]. The planted hitting set that we
aim to recover corresponds to an extreme type of core-periphery
structure; due to the way in which we assume the hypergraph is
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Figure 3: Planted hitting set recovery improves with more
iterations before leveling (left column), and similarly, size
increases with more iterations before leveling (right col-
umn). Fewer than 50 iterations typically reaches peak per-
formance in our email datasets. The leveling of the output
size is consistent with Theorem 3 and Corollary 10, which
say that our algorithm’s output can’t grow too large.
measured, nodes on the periphery (the “fringe nodes”) cannot be
connected without a core node as an intermediary in a hyperedge.
Finally, core-fringe structure itself has received some attention.
Romero et al. analyzed the behavior of a core group of employees
at a hedge fund in the context of their relationships with contacts
outside of the company [46], and Benson and Kleinberg analyzed
how links between core and fringe nodes influence graph-based
link prediction algorithms [5]. Our research highlights additional
richness to the problem when the underlying data model is a hy-
pergraph.
6 DISCUSSION
Network data is a partial view of a larger system [40]. A common
case is when the interactions of some specified set of actors or
nodes are under surveillance. This provides a “core-fringe” struc-
ture to the network—we can see all interactions involving the core
but only the interactions of the fringe with the core. When data is
leaked or metadata is lost over time due to data provenance issues,
we would like to be able to recover these core and fringe labels for
security or data maintenance purposes.
Here, we have studied this problem where the network data is a
hypergraph, so the core is a hitting set. This setting is common in
email data or situations in which groups of people are meeting. We
used co-authorship as a proxy for the latter situation, but one can
imagine situations in which one records the groups of attendees of
meetings involving someone under surveillance. Theoretically, we
showed that the union of minimal hitting sets cannot be too large
and that the output of the well-known approximation algorithm
for minimum hitting sets has to somehow overlap the core.
Using these results as motivation, we developed an extremely
simple algorithm for recovering the core: take the union of mini-
mal hitting sets that are output by randomly initialized instances
of the approximation algorithm. This method out-performed sev-
eral strong baselines, including methods based on centrality and
core-periphery structure.
However, our simple algorithm opens several avenues for im-
provement in future work. For instance, our model assumed an
undirected and unweighted hypergraph structure. There are mod-
els of directed andweighted hypergraphs [24] that could be used to
improve the recovery algorithm. In addition, theory on the num-
ber of calls to the approximation algorithm subroutine would be
useful. In practice, only a few calls is sufficient and perhaps assum-
ing particular structure on the hypergraph could yield additional
theoretical insight.
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