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THE HODGE DE RHAM THEORY OF RELATIVE MALCEV
COMPLETION
RICHARD M. HAIN
1. Introduction
Suppose that π is an abstract group, that S is a reductive algebraic group defined
over a field F of characteristic zero, and that ρ : π → S(F ) is a homomorphism
with Zariski dense image. The completion of π relative to ρ is a proalgebraic group
G which is an extension
1→ U → G
p
→ S → 1
where U is prounipotent, and a homomorphism ρ˜ : π → G(F ) which lifts ρ:
π
ρ
−−−−→ S
ρ˜
y ∥∥∥
G
p
−−−−→ S
It is characterized by the following universal mapping property. If φ is a homomor-
phism of π to a (pro)algebraic group G over F which is an extension
1→ U → G→ S → 1
of S by a unipotent group U , and if the the composite
π → G→ S
is ρ, then there is a unique homomorphism G → G of F -proalgebraic groups which
commutes with the projections to S and through which φ factors.
When S is the trivial group, G is simply the classical Malcev (or unipotent)
completion of π. In this case, with F = R or C, and π the fundamental group
of a smooth manifold, there is a de Rham theorem for O(G) which was proved by
K.-T. Chen [3]. In these notes we generalize Chen’s de Rham Theorem from the
unipotent case to the general case. Our approach is based on the notes [4] of Deligne
where an approach to computing the Lie algebra of the prounipotent radical of G
via Sullivan’s minimal models is sketched. Before explaining our result in general,
we recall Chen’s de Rham Theorem in the unipotent case.
If M is a smooth manifold and w1, . . . , wr are smooth 1-forms on M , then Chen
defined ∫
γ
w1 . . . wr =
∫
· · ·
∫
0≤t1≤···≤tr≤1
f1(t1) . . . fr(tr) dt1 . . . dtr
where γ : [0, 1] → M is a piecewise smooth path and γ∗wj = fj(t) dt. These
are viewed as functions on the path space of M . An iterated integral is a linear
combination of such functions and the constant function. Fix a base point x ∈M .
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Set π = π1(M,x). Denote the iterated integrals on the space of loops inM based at
x by Ix. Denote byH
0(Ix) those elements of Ix whose value on a loop depends only
on its homotopy class. Then Chen’s π1 de Rham Theorem asserts that integration
induces a Hopf algebra isomorphism
O(U) ∼= H0(Ix)
where U denotes the real points of the unipotent completion of π and O(U) its
coordinate ring. Another important ingredient of Chen’s theorem is that it gives
an algebraic description of Ix andH
0(Ix) in terms of the (reduced) bar construction
on the de Rham complex of M and the augmentation induced by the base point.
In this paper we generalize the definition of iterated integrals and prove a more
general de Rham theorem in which the Hopf algebra O(G) of functions on the
completion of π1(M,x) relative to a homomorphism ρ : π1(M,x)→ S is isomorphic
to a Hopf algebra of “locally constant iterated integrals,” defined algebraically in
terms of a suitable (2-sided) bar construction on a complex E•fin(M,O(P )). This
complex of forms plays a central role in all our constructions and was introduced
by Deligne in his notes [4], the main result of which is that the pronilpotent Lie
algebra associated to the 1-minimal model of E•fin(M,O(P )) is the Lie algebra of
the prounipotent radical U of G.
In Section 13.3 we define the completion of the fundamental groupoid of a mani-
foldM with respect to the representation ρ. This is a category (in fact, a groupoid)
whose objects are the points ofX and where the Hom sets are proalgebraic varieties;
the automorphism of the object x ∈ M is the completion of π1(M,x) relative to
ρ. There is a canonical functor of the fundamental groupoid of M to this category.
We give a de Rham description of the coordinate ring of each Hom variety in terms
of a suitable 2-sided bar construction on E•fin(M,O(P )) and of the functor from the
fundamental groupoid to its relative completion using iterated integrals.
One of the main applications of Chen’s π1 de Rham Theorem is to give a direct
construction of Morgan’s mixed Hodge structure [15] on the unipotent completion
of the fundamental group of a pointed complex algebraic variety as is explained
in [7]. In this paper we prove that if X is a smooth complex algebraic variety (or
the complement of a normal crossings divisor in a compact Ka¨hler manifold) and
V→ X is an admissible variation of Hodge structure with polarization 〈 , 〉 whose
monodromy representation
ρ : π1(X, x)→ S := Aut(Vx, 〈 , 〉)
has Zariski dense image1, then the coordinate ring O(G) of the completion of
π1(X, x) relative to ρ has a natural mixed Hodge structure. More generally, we
show that the coordinate rings of the Hom sets of the relative completion of the
fundamental groupoid of X with respect to ρ have canonical mixed Hodge struc-
tures.
Our principal application of the Hodge theorem for relative completion appears
in [11] where we use it to prove that the unipotent completion of each Torelli group
(genus 6= 2) has a canonical mixed Hodge structure given the choice of a smooth
projective curve of genus g. Another application suggested by Ludmil Kartzarkov,
1The assumption that the monodromy have Zariski dense monodromy can probably be re-
moved. What one needs to know is that the Zariski closure of the image of ρ is reductive and that
its coordinate ring has a natural real Hodge structure — see Remark 13.13. This should follow
from the work of Simpson and Corlette as each of them has pointed out.
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and proved in Section 13, is a generalization of the theorem of Deligne-Griffiths-
Morgan-Sullivan (DGMS) on fundamental groups of compact Ka¨hler manifolds: If
X is a compact Ka¨hler manifold and V → X is a polarized variation of Hodge
structure with Zariski dense monodromy, then the prounipotent radical of the com-
pletion of π1(X, x) relative to the monodromy representation has a presentation
with only quadratic relations. The theorem of DGMS is recovered by taking V to
be the trivial variation QX .
In Section 14 we show that if X is a smooth variety and V is an admissible
variation of Hodge structure over X with Zariski dense monodromy representation
ρ, then there is a canonical integrable 1-form
ω ∈ E1(X ′) ⊗̂GrW• u
where X ′ is the Galois covering of X with Galois group im ρ, and u the Lie algebra
of the prounipotent radical U of the completion G of π1(X, x) with respect to ρ.
This form is im ρ invariant under the natural actions of im ρ on X ′ and u. It can
be integrated to the canonical representation
ρ˜ : π1(X, x)→ S ⋉ U ∼= G.
In the particular case where X is the complement of the discriminant locus in Cn,
where π1(X, x) is the braid groupBn and S the symmetric group, this connection
is the standard one
ω =
∑
i<j
d log(xi − xj)Xij
on X ′, the complement in Cn of the hyperplanes xi = xj . Kohno [13] used the
Σn invariant form ω and finite dimensional representations of Gr
W
• u to construct
Jones’s representations of Bn. Our construction is used in [11] to construct an
analogous “universal projectively flat connection” for the mapping class groups in
genus ≥ 3.
I am very grateful to Professor Deligne for sharing his notes on the de Rham
theory of relative completion with me and for his interest in this work. I would
also like to thank M. Saito for explaining some of his work to me, and Hiroaki
Nakamura for his careful reading the manuscript and his many useful comments.
I’d also like to thank Kevin Corlette and Carlos Simpson for freely sharing their
ideas on (13.13). The bulk of this paper was written when I was visiting Paris in
spring 1995. I would like to thank the Institute Henri Poincare´ and the Institute
des Hautes E´tudes Scientifiques for their generous hospitality and support.
2. Conventions
Here, to avoid confusion later on, we make explicit our basic conventions and
review some basic constructions that depend, so some extent, on these conventions.
Throughout these notes, X will be a connected smooth manifold. By a path in
X from x ∈ X to y ∈ Y , we shall mean a piecewise smooth map α : [0, 1]→ X with
α(0) = x and α(1) = y. The set of all paths in X will be denoted by PX . There
is a natural projection PX → X ×X ; it takes α to its endpoints (α(0), α(1)). The
fiber of this map over (x, y) will be denoted by Px,yX , and the inverse image of
{x}×X will be denoted by Px,−. The sets PX , Px,yX , Px,−X , each endowed with
the compact-open topology, are topological spaces.
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We shall multiply paths in their natural order, as distinct from the functional
order. That is, if α and β are two paths in X with α(1) = β(0), then the path αβ
is defined and is the path obtained by first traversing α, and then β.
Suppose that (X˜, x˜o)→ (X, xo) is a pointed universal covering of X . With our
path multiplication convention, π1(X, xo) acts on the left of X˜. One way to see this
clearly is to note that there is a natural bijection∐
y∈X
π0(Pxo,yX)→ X˜.
This bijection is constructed by taking the homotopy class of the path α in X that
starts at xo to the endpoint α˜(1) of the unique lift α˜ of α to X˜ that starts at x˜o.
With respect to this identification, the action of π1(X, xo) is by left multiplication.
Another consequence of our path multiplication convention is that π1(X, xo)
naturally acts on the right of the fiber over xo of a flat bundle over X , as can be
seen from an elementary computation. Conversely, if
ρ : F × π1(X, xo)→ F
is a right action of π1(X, xo) on F , then one can define F ×ρ X˜ to be the quotient
space F × X˜/ ∼, where the equivalence relation is defined by
(f, gx) ∼ (fg, x)
for all g ∈ π1(X, xo). This bundle has a natural flat structure — namely the one
induced by the trivial flat structure on the bundle F × X˜ → X˜. The composite
F ∼= F × {x˜o} →֒ F × X˜ → F ×ρ X˜
gives a natural identification of the fiber over xo with F . With respect to this
identification, the monodromy representation of the flat bundle F ×ρ X˜ → X is ρ.
Of course, left actions can be converted into right actions by using inverses.
Presented with a natural left action of π1(X, xo) on a space, we will convert it, in
this manner, into a right action in order to form the associated flat bundle.
The flat bundle over X corresponding to the right π1(X, xo)-module V will be
denoted by V. For a flat vector bundle V over X , we shall denote the complex of
smooth forms with coefficients in the corresponding C∞ vector bundle by E•(X,V).
This is a complex whose cohomology is naturally isomorphic to H•(X,V). In
particular, the C∞ de Rham complex of X will be denoted by E•(X).
By definition, mixed Hodge structures (MHSs) are usually finite dimensional.
When studying MHSs on completions of fundamental groups, one encounters two
kinds of infinite dimensional MHSs
((VR,W•), (VC,W•, F
•)).
In both cases, the weight graded quotients are finite dimensional. In one, the weight
filtration is bounded below (i.e. WlV = 0, for some l) so that each WmV is finite
dimensional. In this case we require that each WmV with the induced filtrations
be a finite dimensional MHS in the usual sense. The other case is dual. Here
the weight filtration is bounded above (i.e., V = WlV for some l). In this case,
each V/WmV is finite dimensional. We require that V be complete in the topology
defined by the weight filtration (i.e., V is the inverse limit of the V/WmV ), that
each part of the Hodge filtration be closed in V , and that each V/WmV with the
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induced filtrations be a finite dimensional MHS in the usual sense. Such mixed
Hodge structures form an abelian category, as is easily verified.
Finally, if V • is a graded module and r is a integer, V [r]• denotes the graded
module with
V [r]n = V r+n.
3. The Coordinate Ring of a Reductive Linear Algebraic Group
Suppose that S is a reductive linear algebraic group over a field F of characteristic
zero. The right and left actions of S on itself induce commuting left and right actions
of S on its coordinate ring O(S).
If V is a right S module, its dual V ∗ := HomF (V, F ) is a left S module via the
action
(s · φ)(v) := φ(v · s),
where s ∈ S, φ ∈ HomF (V, F ) and v ∈ V .
The following result generalizes to reductive groups a well known fact about the
group ring of a finite group.
Proposition 3.1. If (Vα)α is a set of representatives of the isomorphism classes
of irreducible right S-modules, then, as an (S, S) bimodule, O(S) is canonically
isomorphic to ⊕
α
V ∗α ⊠ Vα.
Proof. This follows from the following facts:
1. If V is an S module, then the set of matrix entries of V is the dual (EndV )∗
of EndV . It has commuting right and left S actions. The right action is
induced by left multiplication of S on itself by left translation, and the left
action by the right action of S on itself.
2. As a vector space, (EndF V )
∗ is naturally isomorphic to V ∗⊗V . The isomor-
phism takes φ⊗ v ∈ V ∗ ⊗ V to the matrix entry
{f : V → V } 7→
{
F
v
→ V
f
→ V
φ
→ F
}
.
It is easily checked that this isomorphism gives an isomorphism (EndV )∗ ∼=
V ∗ ⊠ V of (S, S)-bimodules.
3. By standard arguments (cf. [1]), the fact that S is reductive implies that
the subspace of O(S) spanned by the matrix entries of all irreducible linear
representations is a subalgebra of O(S). That is, the image of the linear map
Φ :
∑
α
V ∗α ⊠ Vα → O(S)
is a subalgebra ofO(S). Since Φ is S×S equivariant, and since the V ∗α⊠Vα are
pairwise non-isomorphic irreducible representations of S × S, Φ is injective.
4. Since S is linear, it has a faithful linear representation V0, say and O(S) is
generated by the matrix entries of V0. It follows that Φ is surjective, and
therefore an algebra isomorphism.
Recall that if G is an affine algebraic group, then the Lie algebra g of G can be
recovered from O(G) as follows: Denote the maximal ideal in O(G) of functions
that vanish at the identity by m. Then, as a vector space, g is isomorphic to the
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dual m/m2 of the Zariski tangent space of G at the identity. The bracket is induced
by the comultiplication
∆ : O(G)→ O(G) ⊗O(G)
as we shall now explain. Evaluation at the identity and inclusion of scalars give
linear maps O(G)→ k and k → O(G). There is therefore a canonical isomorphism
O(G) ∼= k ⊕m.
Using this decomposition, we see that the diagonal induces a diagonal map
∆ : m→ m⊗m.
Denote the involution f ⊗ g 7→ g ⊗ f of m⊗m by τ . The map
∆− τ ◦∆ : m→ m⊗m
induces the map
∆c : m/m2 → m/m2 ⊗m/m2
dual to the bracket.
4. A Basic Construction
From this point on S will be a linear algebraic group defined over R. We will
abuse notation and also denote its group of real points by S. We will assume now
that we have a representation
ρ : π1(X, xo)→ S
whose image is Zariski dense. We will fix a set of representatives (Vα)α of the
isomorphism classes of rational representations of S.
Composing ρ with the action of S on itself by right multiplication, we obtain a
right action of π1(X, xo) on S. Denote the corresponding flat bundle by
p : P → X.
This is a left principal S bundle whose fiber p−1(xo) over xo comes with an identifi-
cation with S ; the S action and the marking of p−1(xo) are induced by the obvious
left action of S on S × X˜ and by the composite
S ∼= S × {xo} →֒ S × X˜ → P.
The point x˜o of p
−1(xo) corresponding to 1 ∈ S will be used as a basepoint of P .
Each rational representation of S gives rise to a representation of π1(X, xo), and
therefore to a local system over X . We shall call such a local system a rational local
system.
The action of π1(X, xo) on S by right multiplication induces a left action of S
on O(S), the coordinate ring of S. Convert this to a right action using inverses:
(fγ)(s) = f(sγ−1),
where f ∈ O(S), γ ∈ π1(X, xo), and s ∈ S. Denote the associated flat bundle by
O(P )→ X.
This is naturally a right flat principal S bundle over X . It follows from (3.1) that
it is the direct sum of its rational sub-local systems:
O(P ) =
⊕
α
V∗α ⊗ Vα.(1)
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In particular, it is the direct limit of its rational sub-local systems. Define
E•fin(X,O(P )) = lim
→
E•(X,M),
where M ranges over the rational sub-local systems of O(P ). Denote the cohomol-
ogy
lim
→
H•(X,M)
of this complex by H•(X,O(P )). The right action of S on O(P ) induces a right
action of S on
H•(X,O(P )).
From (1), it follows that there is a natural isomorphism
E•fin(X,O(P ))
∼=
⊕
α
E•(X,V∗α)⊗ Vα
of right S modules. The following result is an immediate consequence.
Proposition 4.1. For each irreducible representation V of S, there is a natural
isomorphism [
Hk(X,O(P )) ⊗ V
]S ∼= Hk(X,V).
The bundle P → X is foliated by its locally flat sections. Denote this foliation
by F . We view it as a sub-bundle of TP , the tangent bundle of P . Denote by
Ek(P,F) the vector space consisting of C∞ sections of the dual of the bundle
ΛkF → P.
One can differentiate sections along the leaves to obtain an exterior derivative map
d : Ek(P,F)→ Ek+1(P,F).
With this differential, E•(P,F) is a differential graded algebra. Moreover, the left
action of S on P induces a natural right action of S on it, and the natural restriction
map
E•(P )→ E•(P,F)(2)
is an S-equivariant homomorphism of differential graded algebras.
The base point x˜o ∈ P induces augmentations
E•fin(X,O(P ))→ R and E
•(P,F)→ R.
Proposition 4.2. There is a natural, augmentation preserving d.g. algebra homo-
morphism
E•fin(X,O(P ))→ E
•(P,F)
which is injective and S-equivariant with respect to the natural right S actions.
5. Iterated Integrals and Monodromy of Flat Bundles
Consider the category B(X,S) whose objects are flat vector bundles V over X
that admit a finite filtration
V = V0 ⊃ V1 ⊃ V2 ⊃ · · ·
by sub-local systems with the properties:
1. the intersection of the Vi is trivial;
2. each graded quotient Vi/Vi+1 is the local system associated with a rational
representation of S.
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Denote the fiber over the base point xo by Vo. It has a filtration corresponding
to the filtration V• of V:
Vo = V
0
o ⊃ V
1
o ⊃ V
2
o ⊃ · · ·
The second condition above implies that there are rational representations τi : S →
AutGri Vo such that the representation of π1(X, xo) on Gr
i Vo is the composite
π1(X, xo)
ρ
→ S
τi→ AutGri Vo.
Let τ : S →
∏
AutGri Vo be the product of the representations τi. Let
G = {φ ∈ Aut Vo : φ preserves V
•
o and Gr
• φ ∈ im τ} .
This is a linear algebraic group which is an extension of im τ by the unipotent group
U = {φ ∈ AutVo : φ preserves V
•
o and acts trivially on Gr
• Vo}
whose Lie algebra we shall denote by u. We shall denote the monodromy represen-
tation at xo of V by
ρ˜ : π1(X, xo)→ G.
Denote the C∞ vector bundles associated to the flat bundles V and Vi by V and
V i, respectively. We would like to trivialize V . In order to do this, we pull it back
to P along the projection p : P → X .
Proposition 5.1. There is a trivialization
p∗V
∼=
→ P × Vo
and a splitting of the natural map G→ im τ which satisfy
1. the corresponding connection form2 ω˜ satisfies
ω˜ ∈ E1(P )⊗ u;
2. the isomorphism Vo → Vo, induced by the trivialization of p
∗V between the
fiber over the points x˜o and s · x˜o of p
−1(xo), is τ(s)
−1.
Note that the second condition implies that the isomorphism Vo → Vo, induced
by the trivialization of p∗V between the fiber over the points a · x˜o and sa · x˜o of
p−1(xo), is τ(s)
−1.
The first step in the proof is the following elementary result. It can be proved
by induction on the length of the filtration. It gives the splitting of G→ im τ .
Lemma 5.2. There is an isomorphism
V ∼=
⊕
i≥0
Gri V
of C∞ vector bundles that splits the filtration V•. That is,
1. the sub-bundle V i corresponds to ⊕j≥iGr
j V;
2. the isomorphism
Gri V → V i/V i+1
induced by the trivialization is the identity.
2Our convention is that the connection form associated to the trivialized bundle V ×X → X
with connection ∇ is the 1-form ω on X with values in End V which is characterized by the
property that for all sections f : X → V
∇f = df − fω ∈ E1(X) ⊗ V.
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Proof of (5.1). Pulling back the splitting given by (5.2) of the filtration V i to P ,
we obtain a splitting
p∗V ∼=
⊕
i
p∗Gri V
of p∗V . So it suffices to trivialize each p∗Gri V .
To do this, we first do it on a single leaf L of P . The restriction of the monodromy
representation τ to L is clearly trivial. Consequently, the restriction of p∗V to L is
trivial as a flat bundle. Observe that if this leaf contains x˜o, then this trivialization
satisfies condition (2) in the statement of (5.1).
Next, change the trivialization of p∗Gri V on p−1(xo) so that it satisfies con-
dition (2) in the statement of (5.1). Extend this to a trivialization of p−1Gri V
on all of P by parallel transport along the leaves of P . This gives a well defined
local trivialization which is a global trivialization by the argument in the previous
paragraph.
We thus obtain a trivialization of p∗V which is compatible with the filtration V•
and which is flat on each Gri V . It follows that the connection form ω˜ associated
to this trivialization satisfies ω˜ ∈ E1(P )⊗ u.
If S is not finite, this connection is not flat as it is not flat in the vertical direction.
We can make it flat by restricting it to the leaves of the foliation F of P . Denote
the image of ω˜ under the restriction homomorphism
E1(P )⊗ u→ E1(P,F) ⊗ u
by ω. It defines the connection in the leaf direction. This connection is clearly flat,
and it follows that ω is integrable.
The following assertion is a consequence of the properties (1) and (2) in the
statement of Proposition 5.1 and (4.2). Note that we view S as acting on the left
of u via the adjoint action — that is, via the composite S → im τ →֒ G→ Aut u.
Proposition 5.3. The connection form ω is integrable and lies in the subspace
E1fin(X,O(P )) ⊗ u of E
1(P,F) ⊗ u. Moreover, if s ∈ S, then s∗ω = Ad(s)ω.
Remark 5.4. There is a converse to this result. Suppose that u is a nilpotent Lie
algebra in the category of rational representations of S. Then we can form the
semi-direct product G = S ⋉ U , where U is the corresponding unipotent group. If
V is a G module, and if
ω ∈ E1fin(X,O(P ))⊗ u
satisfies the conditions
1. dω + ω ∧ ω = 0;
2. s∗ω = Ad(s)ω;
then we can construct an object of B(X,S) with fiber V over xo whose pullback to
P has connection form ω with respect to an appropriate trivialization.
We are now ready to express the monodromy representation of V in terms of
iterated integrals of ω. Recall that K.-T. Chen [3] defined, for 1-forms wi on a
manifold M taking values in an associative algebra A,∫
γ
w1w2 . . . wr
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to be the element ∫
· · ·
∫
0≤t1≤···≤tr≤1
f1(t1)f2(t2) . . . fr(tr) dt1dt2 . . . dtr
of A. This is regarded as an A-valued function PM → A on the path space of M .
An A-valued iterated integral is a function PM → A which is a linear combination
of functions of this form together with a constant function.
Suppose that V ×M → M is a trivial bundle with a connection given by the
connection form
ω ∈ E1(M)⊗ End(V ).
In this case we can define the parallel transport map
T : PM → Aut(V )
where PM denotes the space of piecewise smooth paths in M . A path goes to the
linear transformation of V obtained by parallel transporting the identity along it.
Chen [3] obtained the following expression for T in terms of ω.
Proposition 5.5. With notation as above, we have
T (γ) = 1 +
∫
γ
ω +
∫
γ
ωω +
∫
γ
ωωω + · · ·
Note that since u is nilpotent, this is a finite sum. Armed with this formula, we
can express the monodromy of V → X in terms of ω ∈ E1fin(X,O(P )). Suppose
that γ ∈ Pxo,xoX . Denote the unique lift of γ to P which is tangent to F and
begins at x˜o ∈ p
−1(xo), by γ˜.
Proposition 5.6. The monodromy of V→ X takes γ ∈ Pxo,xoX to
ρ˜(γ) =
(
1 +
∫
γ˜
ω +
∫
γ˜
ωω +
∫
γ˜
ωωω + · · ·
)
τ(ρ(γ)) ∈ G.
The proof is a straightforward consequence of Chen’s formula (5.5) and condition
(2) of (5.1).
This formula motivates the following generalization of Chen’s iterated integrals.
Definition 5.7. For φ ∈ O(S) and w1, . . . , wr elements of E
1
fin(X,O(P )), we define∫
(w1 . . . wr |φ) : Pxo,xoX → R
by ∫
γ
(w1 . . . wr|φ) = φ(ρ(γ))
∫
γ˜
w1 . . . wr.
We will call linear combinations of such functions iterated integrals with coeffi-
cients in O(S). They will be regarded as functions Pxo,xoX → R. We will denote
the set of them by I(X,O(S))xo . Such an iterated integral will be said to be locally
constant if it is constant on each connected component of Pxo,xoX . We shall de-
note the set of locally constant iterated integrals on Pxo,xoX by H
0(I(X,O(S))xo).
Evidently, each such locally constant iterated iterated integral defines a function
π1(X, xo)→ R.
By taking matrix entries in (5.6), we obtain the following result.
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Corollary 5.8. Each matrix entry of the monodromy representation
ρ˜ : π1(X, xo)→ G
of an object of B(X,S) can be expressed as a locally constant iterated integral on X
with coefficients in O(S).
The following results imply that H0(I(X,O(S))xo) is a Hopf algebra with co-
product dual to the multiplication of paths, and antipode dual to the involution of
Pxo,xoX that takes each path to its inverse.
Proposition 5.9. Suppose that γ and µ are in Pxo,xoX, that φ, ψ ∈ O(S) and that
w1, w2, · · · ∈ E
1
fin(X,O(P )). Then we have:∫
γ
(w1 . . . wp|φ)
∫
γ
(wp+1 . . . wp+q|φ) =
∑
σ∈Sh(p,q)
∫
γ
(
wσ(1) . . . wσ(p+q)|φψ
)
(3)
where Sh(p, q) denotes the set of shuffles of type (p, q);∫
γ−1
(w1 . . . wr|φ) = (−1)
r
∫
γ
(
ρ(γ−1)∗wr . . . ρ(γ
−1)∗w1|i
∗
Sφ
)
(4)
where i∗S : O(S)→ O(S) is the antipode of O(S);∫
γµ
(w1 . . . wr|φ) =
r∑
i=0
∑
j
∫
γ
(
w1 . . . wi|φ
′
j
) ∫
µ
(
ρ(γ)∗wi+1 . . . ρ(γ)
∗wr|φ
′′
j
)
(5)
where ∆S : O(S)→ O(S)⊗O(S) is the coproduct of O(S), and
∆Sφ =
∑
j
φ′j ⊗ φ
′′
j .
Proof. This proof is a straightforward using the definition (5.7) and basic properties
of classical iterated integrals due to Chen [3].
Corollary 5.10. The set of iterated integrals I(X,O(S))xo is a commutative Hopf
algebra.
Remark 5.11. Let π1(X, xo) → G be the completion of π1(X, xo) relative to ρ :
π1(X, xo)→ S. Since the coordinate ring O(G) of G is the ring of matrix entries of
representations of G, it follows from (5.8) that there is a Hopf algebra inclusion
O(G) →֒ H0(I(X,O(S))xo).
To prove this assertion, it would suffice to show that
H0(I(X,O(P ))) ⊗O(S) R
is the direct limit of coordinate rings of a directed system of unipotent groups,
each with an S action. This is surely true, but we seek a more algebraic de Rham
theorem for O(G) which is more convenient for Hodge theory.
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6. Higher Iterated Integrals
As a preliminary step to defining the algebraic analogue of I(X,O(S))xo , we
generalize the the definition of iterated integrals with values in O(S) to higher
dimensional forms.
Denote by En(Pxo,xoX) the differential forms of degree n on the loop space
Pxo,xoX . One can surely use any reasonable definition of differential forms on
Pxo,xoX , but we will use Chen’s definition from [3] where, to specify a differential
form on Pxo,xoX , it is enough to specify its pullback along each “smooth map”
α : U → Pxo,xoX from an open subset U of some finite dimensional euclidean
space. By a smooth map, we mean a map α : U → Pxo,xoX whose “suspension”
α̂ : [0, 1]× U → X ; (t, u) 7→ α(u)(t)
is continuous and smooth on each [tj−1, tj]× U for some partition
0 = t0 ≤ t1 ≤ · · · ≤ tm = 1
of [0, 1].
Definition 6.1. Suppose that φ ∈ O(S), and that wj ∈ E
nj
fin(X,O(P )) with each
nj > 0. Set n = −r +
∑
j nj . Define∫
(w1 . . . wr|φ) ∈ E
n(Pxo,xoX)
by specifying that for each smooth map α : U → Px,xX ,
α∗
∫
(w1 . . . wr |φ)
is the element ∫
· · ·
∫
0≤t1≤···≤tr≤1
ŵ1(t1) ∧ · · · ∧ ŵr(tr) dt1dt2 . . . dtr φ(ρ(α(u)))
of En(U), where
ŵj : (∂/∂t)yα˜
∗wj
and α˜ : [0, 1]× U → P is the smooth map with the property that for each x ∈ U ,
the map t 7→ α˜(t, x) is the unique lift of t 7→ α̂(t, x) that begins at x˜o and is tangent
to F .
These iterated integrals form a subspace I•(X,O(S))xo of E
•(Pxo,xoX). Chen’s
arguments [3] can be adapted easily to show that this is, in fact, a sub d.g. Hopf
algebra of E•(Pxo,xoX). In particular, we have:
Proposition 6.2. The space of locally constant iterated integrals on X with coef-
ficients in O(S) is H0(I•(X,O(S))xo).
7. The Reduced Bar Construction
In this section we review Chen’s definition of the reduced bar construction which
he described in [2].
Suppose that A• is a commutative differential graded algebra (hereafter denoted
d.g.a.) and that M• and N• are complexes which are modules over A•. That is,
the structure maps
A• ⊗M• →M• and A• ⊗N• → N•
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are chain maps. We shall suppose that A•, M• and N• are all positively graded.
Denote the subcomplex of A• consisting of elements of positive degree by A+.
The (reduced) bar construction B(M•, A•, N•) is defined as follows. We first
describe the underlying graded vector space. It is a quotient of the graded vector
space
T (M•, A•, N•) :=
⊕
s
M• ⊗
(
A+[1]⊗r
)
⊗N•.
We will use the customary notation m[a1| . . . |ar]n for
m⊗ a1 ⊗ · · · ⊗ ar ⊗ n ∈ T (M
•, A•, N•).
To obtain the vector space underlying the bar construction, we mod out by the
relations
m[dg|a1| . . . |ar]n = m[ga1| . . . |ar]n−m · g[a1| . . . |ar]n;
m[a1| . . . |ai|dg|ai+1| . . . |ar]n =
m[a1| . . . |ai|g ai+1| . . . |ar]n−m[a1| . . . |ai g|ai+1| . . . |ar]n 1 ≤ i < s;
m[a1| . . . |ar|dg]n = m[a1| . . . |ar]g · n−m[a1| . . . |ar g]n;
m[dg]n = 1⊗ g · n−m · g ⊗ 1
Here each ai ∈ A
+, g ∈ A0, m ∈M•, n ∈ N•, and r is a positive integer.
Before defining the differential, it is convenient to define an endomorphism J of
each graded vector space by J : v 7→ (−1)deg vv. The differential is defined as
d = dM ⊗ 1T ⊗ 1N + J ⊗ dB ⊗ 1 + JM ⊗ JT ⊗ dN + dC .
Here T denotes the tensor algebra on A+[1], dB is defined by
dB[a1| . . . |ar] =
∑
1≤i≤r
(−1)i[Ja1| . . . |Jai−1|dai|ai+1| . . . |ar]
+
∑
1≤i<r
(−1)i+1[Ja1| . . . |Jai−1|Jai ∧ ai+1|ai+2| . . . |ar]
and dC is defined by
dCm[a1| . . . |ar]n = (−1)
sJm[Ja1| . . . |Jar−1]ar · n− Jm · a1[a2| . . . |ar]n.
One can check that these differentials are well defined.
If both M• and N• are themselves d.g.a.s over A•, then B(M•, A•, N•) is also
a differential graded algebra. The product is defined by
(6) m′[a1| . . . |ap]n
′ ⊗m′′[ap+1| . . . |ap+q]n
′′ 7→∑
σ∈Σ(p,q)
±m′ ∧m′′[aσ(1)|aσ(2)| . . . |aσ(p+q)]n
′ ∧ n′′.
Here Σ(p, q) denotes the set of shuffles of type (p, q). The sign in front of each term
on the right hand side is determined by the usual sign conventions that apply when
moving a symbol of degree k past one of degree l — one considers each aj to be of
degree −1 + deg aj .
The reduced bar construction B(M•, A•, N•) has a standard filtration
R = B0(M
•, A•, N•) ⊆ B1(M
•, A•, N•) ⊆ B2(M
•, A•, N•) ⊆ · · ·
which is often called the bar filtration. The subspace
Bs(M
•, A•, N•)
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is defined to be the span of thosem[a1| . . . |ar]n with r ≤ s. When A
• has connected
homology (i.e., H0(A•) = R), the corresponding spectral sequence, which is called
the Eilenberg-Moore spectral sequence, has E1 term
E−s,t1 =
[
M• ⊗H+(A•)⊗s ⊗N•
]t
.
A proof of this can be found in [2].
The following basic property of the reduced bar construction is a special case
of a result proved in [2]. It is easily proved using the Eilenberg-Moore spectral
sequence. Suppose that ψ : A•1 → A
•
2 is a d.g.a. homomorphism, and that M
• is a
right A•2 module and N
• a right A•2 module. Then M
• and N• can be regarded as
A•1 modules via ψ. We therefore have a chain map
B(M•, A•1, N
•)→ B(M•, A•2, N
•).(7)
Proposition 7.1. If ψ is a quasi-isomorphism, then so is (7).
8. The Construction of GDR
In this section we construct a proalgebraic group GDR which is an extension
1→ UDR → GDR
p
→ S → 1,
where UDR is prounipotent, and a homomorphism
ρ˜ : π1(X, xo)→ G
DR
whose composition with p : GDR → S is ρ. We do this by constructing the coor-
dinate ring of GDR using the bar construction. In the two subsequent sections, we
will show that ρ˜ : π1(X, xo)→ G
DR is the Malcev completion of π1(X, xo) relative
to ρ.
The fixed choice of a base point x˜o ∈ p
−1(xo) determines augmentations
ǫx˜o : E
•
fin(X,O(P ))→ R
and
δxo : E
•
fin(X,O(P ))→ O(S)
as we shall now explain. Since these augmentations are compatible with restriction,
it suffices to give them in a neighbourhood of xo. Over a contractible neighbourhood
U of xo, the local system P is trivial and may therefore by identified with the trivial
flat bundle S × U → S in such a way that x˜o corresponds to (1, xo) ∈ S × U . The
restriction of an element of Ekfin(X,O(P )) to U is then of the form∑
i
φi ⊗ wi
where φi ∈ O(S), and wi ∈ E
k(U). Denote the augmentation E•(U)→ R induced
by xo by µxo . Then the augmentations δxo and ǫx˜o are defined by
δxo :
∑
i
φi ⊗ wi 7→
∑
i
µxo(wi)φi
and
ǫx˜o :
∑
i
φi ⊗ wi 7→
∑
i
µxo(wi)φi(1).
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One can regard R and O(S) as algebras over E•fin(X,O(P )) where the actions of
E•fin(X,O(P )) on these is defined using these two augmentations. We can therefore
form the bar construction
B(R, E•fin(X,O(P )),O(S))
which we shall denote by B(E•fin(X,O(P ))x˜o,(xo)). It is a commutative d.g.a. when
endowed with the product (6). It is, in fact, a d.g. Hopf algebra, with coproduct
defined as follows:
∆ : [w1| . . . |wr ]φ 7→∑
i
[w1| . . . |wi]
(∑
ψ
(ki)
i . . . ψ
(kr)
r φ
′
)
⊗ [w
(ki)
i+1 | . . . |w
(kr)
r ]
(∑
φ′′
)
where
∆S(φ) =
∑
φ′ ⊗ φ′′
is the diagonal of O(S), and the map
E•fin(X,O(P ))→ O(S)⊗ E
1
fin(X,O(P ))
which gives the S action takes wj to∑
ψ
(kj)
j ⊗ w
(kj)
j .
The following proposition is a direct consequence of the definition (6.1) and the
basic properties of iterated integrals which may be found in [3].
Proposition 8.1. The map
B(E•fin(X,O(P ))x˜o,(xo))→ I
•(X,O(S))xo
defined by
[w1|w2| . . . |wr]φ 7→
∫
(w1w2 . . . wr|φ)
is a well defined d.g. Hopf algebra homomorphism.
Proposition 8.2. If π1(X, xo) is finitely generated, then
H0(B(E•fin(X,O(P ))x˜o,(xo)))
is the coordinate ring of a linear proalgebraic group which is an extension of S by
a prounipotent group.
In the proof, we shall need the following technical result, the proof of which is a
straightforward modification of Sullivan’s proof of the existence of minimal models
(cf. [17].)
Proposition 8.3. There is a d.g. subalgebra A• of E•fin(X,O(P )) with A
0 = R,
which is also an S submodule, with the properties that the inclusion is a quasi-
isomorphism.
Proof of (8.2). Choose a d.g. subalgebra A• of E•fin(X,O(P )) as given by (8.3). It
follows from (7.1) that the natural map
H0(B(R, A•,O(S)))→ H0(B(E•fin(X,O(P ))x˜o,(xo)))
is an isomorphism. Since A0 = R, we have that
H0(B(R, A•,O(S))) = H0(B(R, A•,R))⊗O(S).
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It is not difficult to check that O(S) is a sub Hopf algebra, and that this is a
tensor product of algebras, but where the coproduct is twisted by the action of S
on H0(B(R, A•,R)). So, if we can show that H0(B(R, A•,R)) is the limit of the
coordinate rings of an inverse system of unipotent groups, each with an S action,
then we will have shown that
H0(B(E•fin(X,O(P ))x˜o,(xo)))
is the coordinate ring of
S ⋉ SpecH0(B(R, A•,R))
and therefore proved the proposition. From [6], we know that there is a canonical
splitting (in particular, it is S equivariant) of the projection
H0(B(R, A•,R))→ QH0(B(R, A•,R)) =: Q
onto the indecomposable elements Q. This splitting induces an S-equivariant alge-
bra isomorphism
R[Q]→ H0(B(R, A•,R)).
The bar filtration induces a filtration
Q1 ⊆ Q2 ⊆ Q3 ⊆ · · · ⊆ Q
of the indecomposables such that Q = ∪Qr. Each Qr is a Lie coalgebra, and the
cobracket ∆c satisfies
∆c : Qr →
∑
i+j=r
Qi ⊗Qj
and is injective when r > 1. Since π1(X, xo) is finitely generated, each of the
cohomology groups H1(X,V) is finite dimensional for each rational local system V
over X . It follows from (4.1) that each isotypical component of H1(X,O(P )) is
finite dimensional. Since Qr/Qr−1 is a subquotient of
H1(X,O(P ))⊗r,
it follows that each S-isotypical component of each Qr is finite dimensional. One
can now prove by induction on r using the nilpotence, that as an S-module, each
Qr is the direct limit of duals of nilpotent Lie algebras, each of which has an S
action. This completes the proof.
Definition 8.4. Define proalgebraic groups GDR and UDR by
GDR = SpecH0(B(E•fin(X,O(P ))x˜o,(xo)))
and
UDR = SpecH0(B(R, E•fin(X,O(P )),R)).
Evidently, we have an extension
1→ UDR → GDR → S → 1
of proalgebraic groups, where UDR is prounipotent.
When we want to emphasize the dependence of GDR and UDR on (X, x), we will
write them as GDR(X, x) and UDR(X, x), respectively.
Proposition 8.5. There is a natural homomorphism ρ˜ : π1(X, xo) → G
DR whose
composition with GDR → S is ρ.
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Proof. Define a map from Pxo,xoX to the linear functionals on
B(E•fin(X,O(P ))x˜o,(xo))
by
γ : [w1| . . . |wr]φ 7→
∫
γ
(w1 . . . wr|φ) .
This induces a function
Φ : π1(X, xo)→ HomR(O(G
DR),R).
Define ρ˜ by taking the class of γ in π1(X, xo) to the maximal ideal of
H0(B(E•fin(X,O(P ))x˜o,(xo)))
consisting of those elements on which γ vanishes. (Note that γ acts via integration.)
That this is a group homomorphism follows from (5.9).
9. Construction of Homomorphisms from GDR
Suppose that G is a linear algebraic group which can be expressed as an extension
1→ U → G→ S → 1
where U is unipotent. Choose an isomorphism of G with S ⋉ U . Denote the Lie
algebra of U by u.
Proposition 9.1. Each one form ω ∈ E1fin(X,O(P )) ⊗ u that satisfies
1. dω + ω ∧ ω = 0;
2. for all s ∈ S, s∗ω = Ad(s)ω;
determines a homomorphism GDR → G that commutes with projection to S.
Proof. First note that since the exponential map u → U is a polynomial isomor-
phism, O(U) is isomorphic to the polynomials R[u] on the vector space u. Further,
there is a natural isomorphism
O(U) ∼= R[u]→ lim
→
Hom(Uu/In,R)(8)
which is defined by noting that Uu is, by the PBW Theorem, the symmetric coal-
gebra Scu on u. The isomorphism (8) is an isomorphism of Hopf algebras.
Set
T = 1 + [ω] + [ω|ω] + [ω|ω|ω] + · · ·
which we view as an element of
B(E•fin(X,O(P ))x˜o,(xo)) ⊗̂ Ûu
of degree zero, where Ûu denotes the completion
lim
←
Uu/In
of Uu with respect to the powers of its augmentation ideal, and where ⊗̂ denotes
the completed tensor product
lim
←
B(E•fin(X,O(P ))x˜o,(xo))⊗ Ûu/I
n
The coordinate ring of G is isomorphic to O(U)⊗O(S). Define a linear map
Θ : O(G)→ B(E•fin(X,O(P ))x˜o,(xo))
0
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by
f ⊗ φ 7→ 〈T, f〉 · φ.
It is not difficult to check that Θ is a well defined Hopf algebra homomorphism.
This uses the fact that s∗ω = Ad(s)ω. That ω satisfies the integrability condition
dω + ω ∧ ω = 0
implies that imΘ is contained in H0(B(E•fin(X,O(P ))x˜o,(xo))). It follows that Θ
induces a Hopf algebra homomorphism
O(G)→ H0(B(E•fin(X,O(P ))x˜o,(xo)))
and therefore a group homomorphism
θ : GDR → G
which commutes with the projections to S.
Finally, it follows from (5.4), (5.5) and (8.5) that the composite
π1(X, xo)→ G
DR → G
is the homomorphism induced by ω.
Corollary 9.2. If V is a local system in B(X,S), then the monodromy represen-
tation
τ : π1(X, xo)→ AutVo
factors through ρ˜ : π1(X, xo)→ G
DR.
Corollary 9.3. If τ : π1(X, xo) → G is a homomorphism into a linear algebraic
group which is an extension of S by a unipotent group, and whose composite with
the projection to S is ρ, then there is a homomorphism GDR → G whose composite
with
ρ˜ : π1(X, xo)→ G
DR
is τ .
Proof. Denote the kernel of G → S by U . One can construct a faithful, finite
dimensional representation V of G which has a filtration
V = V 0 ⊃ V 1 ⊃ V 2 ⊃ · · ·
by G-submodules whose intersection is zero and where each V j/V j+1 is a trivial
U -module. The corresponding local system over X lies in B(X,S). The result now
follows from (9.2).
10. Isomorphism with the Relative Completion
Denote π1(X, xo) by π. In Section 8 we constructed a homomorphism π → G
DR.
In this section, we prove:
Theorem 10.1. If π is finitely generated, then the homomorphism π → GDR is
the completion of π relative to ρ.
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To prove the theorem, we first fix a completion π → G of π relative to ρ. The
universal mapping property of the relative completion gives a homomorphism G →
GDR of proalgebraic groups that commutes with the canonical projections to S. It
follows from (9.3), that there is a natural homomorphism
GDR → G(9)
that also commutes with the projections to S. It follows from the universal mapping
property of the relative completion that the composite
G → GDR → G
is the identity.
Denote the prounipotent radical of G by U . Since π is finitely generated, each of
the groups H1(π, V ) is finite dimensional for each rational representation V of S.
In view of the following proposition and the assumption that π is finitely gen-
erated, all we need do to show that the natural homomorphism G → GDR is an
isomorphism is to show that either of the induced maps
HomS(H1(U), V )→ HomS(H1(U
DR), V )→ HomS(H1(U), V )
is an isomorphism for all S-modules V .
Proposition 10.2. Suppose that G1 and G2 are extensions of the reductive group
S by unipotent groups U1, U2, respectively:
1→ Uj → Gj → S → 1.
Suppose that θ : G1 → G2 is a split surjective homomorphism of algebraic groups
that commutes with the projections to S. If either of the induced maps
HomS(H1(U1), V )→ HomS(H1(U2), V )→ HomS(H1(U1), V )
is an isomorphism for all S modules V , then both are, and θ is an isomorphism.
Proof. The proof reduces to basic fact that a split surjective homomorphism be-
tween nilpotent Lie algebras is an isomorphism if and only if it induces an isomor-
phism on H1. The details are left to the reader.
Our first task in the proof of Theorem 10.1 is to compute HomS(H1(U), V ).
Proposition 10.3. For all S-modules V , there is a canonical isomorphism
H1(π, V ) ∼= HomS(H1(U), V ).
Proof. We introduce an auxiliary group for the proof. Let
Homρ(π, S ⋉ V )
be the set of group homomorphisms π → S⋉V whose composite with the projection
S⋉V → S is ρ. Then there is a natural bijection between Homρ(π, S⋉V ) and the
set of splittings π → π⋉V of the projection π⋉V → π: the splitting σ corresponds
to ρ˜ : π → S ⋉ V if and only if the diagram
π
σ
−−−−→ π ⋉ V∥∥∥ yρ⋉id
π
ρ˜
−−−−→ S ⋉ V
commutes.
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The kernel V acts on both Homρ(π, S ⋉ V ) and on the set of splittings, in both
cases by inner automorphisms. The action commutes with the bijection. Since
H1(π, V ) is naturally isomorphic to the set of splittings of π ⋉ V → π modulo
conjugation by V [14, p. 106], the bijection induces a natural isomorphism
H1(π, V ) ∼= Homρ(π, S ⋉ V )/ ∼ .
On the other hand, by the universal mapping property of the relative comple-
tion, each element of Homρ(π, S ⋉ V ) induces a homomorphism G → S ⋉ V which
commutes with the projections to S. Such a homomorphism induces a homomor-
phism U → V , and therefore an S-equivariant homomorphism H1(U) → V . Since
V is central, this induces a homomorphism
Homρ(π, S ⋉ V )→ HomS(H1(U), V ).
To complete the proof, we show that this is an isomorphism. Denote the commu-
tator subgroup of U by U ′. Then the quotient G/U ′ is an extension of S by H1(U);
the latter being a possibly infinite product of representations of S in which each
isotypical factor is finite dimensional. Using the fact that every extension of S by a
rational representation in the category of algebraic groups splits and that any two
such splittings are conjugate by an element of the kernel, we see that the extension
0→ H1(U)→ G/U
′ → S → 1(10)
is split and that any two splittings are conjugate by an element of H1(U). Choose
a splitting of this sequence. This gives an isomorphism
G/U ′ ∼= S ⋉H1(U).
An S-equivariant homomorphism H1(U)→ V induces a homomorphism
G/U ′ ∼= S ⋉H1(U)→ S ⋉ V
of proalgebraic groups. Composing this with the homomorphism
π → G → G/U ′,
we obtain an element of Homρ(π, S⋉V )/ ∼. Since all splittings of (10) differ by an
inner automorphism by an element of H1(U), we have constructed a well defined
map
HomS(H1(U), V )→ Homρ(π, S ⋉ V ).
This is easily seen to be the inverse of the map constructed above. This completes
the proof.
The following result completes the proof of Theorem 10.1.
Proposition 10.4. The map
H1(U)→ H1(U
DR)
induced by (9) is an isomorphism.
Proof. It suffices to show that for all rational representations V of S, the map[
H1(UDR)⊗ V
]S
→
[
H1(U) ⊗ V
]S
is an isomorphism. Both groups are isomorphic to H1(X,V).
Choose a de Rham representative w ∈ E1(X,V) of a class in H1(X,V). Let
δ ∈ V ∗ ⊗ V be the element corresponding to the identity V → V . Set
ω := w ⊗ δ ∈ E1(X,V)⊗ V ∗ ⊗ V.
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Regard V as an abelian Lie algebra. Then
ω ∈ E1fin(X,O(P )) ⊗ V.
It is closed, and therefore satisfies the integrability condition dω+ω∧ω = 0. Since
the identity V → V is S equivariant,
s∗ω = Ad(s)ω
for all s ∈ S.
Set W = V ⊕ R. Filter this by
W =W 0 ⊃W 1 ⊃W 2 = 0
whereW 1 = V . Then V ⊂ EndW . It follows from (5.4) that ω defines a connection
on P × V which is flat along the leaves of the foliation F and descends to a flat
bundle over X . The monodromy representation of this bundle is a homomorphism
τ : π1(X, xo)→ S ⋉ V ⊂ AutW.
It follows from the monodromy formula (5.5) that τ takes the class of the loop γ to(
ρ(γ),
∫
γ˜
w
)
∈ S ⋉ V.
The result follows.
11. Naturality
Suppose that πX and πY are two groups, and that ρX : πX → SX and ρY : πY →
SY are homomorphisms into the F -points of reductive algebraic groups, each with
Zariski dense image. We have the two corresponding relative completions
ρ˜X : πX → GX and ρ˜Y : πY → GY .
Fix an algebraic group homomorphism Ψ : SX → SY .
Proposition 11.1. If ψ : πX → πY is a homomorphism such that the diagram
πX
ρX
−−−−→ SX
ψ
y yΨ
πY
ρY
−−−−→ SY
commutes, then there is a canonical homomorphism Ψ̂ : GX → GY such that the
diagram
πX
ρ˜X
−−−−→ GX
ψ
y yΨ̂
πY
ρ˜Y
−−−−→ GY
Proof. Let Ψ∗GY be the pullback of GY along Ψ:
Ψ∗GY −−−−→ SXy yΨ
GY −−−−→ SY .
This group is an extension of SX by the prounipotent radical of GY . The homo-
morphisms πX → SX and πX → πY → GY induce a homomorphism πX → Ψ
∗GY .
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By the universal mapping property of ρ˜X : πX → GX , there is a homomorphism
GX → Ψ
∗GY which extends the homomorphism πX → Ψ
∗GY . The sought after
homomorphism Ψ̂ is the composite GX → Ψ
∗GY → GY .
Next we explain how to realize Ψ̂ using the bar construction. Suppose that (X, x)
and (Y, y) are two pointed manifolds. Denote π1(X, x) and π1(Y, y) by πX and πY ,
respectively. Suppose that f : (X, x) → (Y, y) is a smooth map which induces the
homomorphism ψ : πX → πY on fundamental groups. Denote the principal bundles
associated to ρX and ρY by PX → X and PY → Y . We have the d.g.a.s
E•fin(X,O(PX)) and E
•
fin(Y,O(PY )).
Since the diagram in Proposition 11.1 commutes, f and ψ induce a d.g.a. homo-
morphism
(f, φ)∗ : E•fin(Y,O(PY ))→ E
•
fin(X,O(PX)).
This homomorphism respects the augmentations induced by x ∈ X and y ∈ Y , and
therefore induces a d.g. Hopf algebra homomorphism
B(E•fin(Y,O(PY ))y˜,(y))→ B(E
•
fin(X,O(PX))x˜,(x)).
This induces a homomorphism
GDR(X, x)→ GDR(Y, y)(11)
after taking H0 and then Spec.
Proposition 11.2. Under the canonical identifications of GDR(X, x) with G(X, x)
and GDR(Y, y) with G(Y, y), the homomorphism Ψ̂ : G(X, x)→ G(Y, y) corresponds
to the homomorphism (11).
Proof. If γ is a loop in X based at x, w1, . . . , wr ∈ E
•
fin(Y,O(PY )), and φ ∈ O(SY ),
then ∫
f◦γ
(w1 . . . wr|φ)
∫
γ
((f, φ)∗w1 . . . (f, φ)
∗wr|Ψ
∗φ) .
It follows that (11) is the homomorphism Ψ̂ induced by f and ψ.
12. Relative Completion of the Fundamental Groupoid
In this section we explain how the fundamental groupoid of X can be completed
with respect to ρ : π1(X, x) → S and we give a de Rham construction of it. In
the unipotent case, the de Rham theorem is implicit in Chen’s work [3], and is
described explicitly in [12].
Recall that the fundamental groupoid π(X) of a topological space X is the
category whose objects are the points of X and whose morphisms from a ∈ X to
b ∈ X are homotopy classes π(X ; a, b) of paths [0, 1] → X from a to b. We can
think of π(X) as a torsor over X×X ; the fiber over (a, b) being π(X ; a, b). Observe
that there is a canonical isomorphism between the fiber over (a, a) and π1(X, a).
The torsor is the one over X ×X corresponding to the representation
π1(X ×X, (a, a)) ∼= π1(X, a)× π1(X, a)→ Aut π1(X, a)(12)
where
(γ, µ)→
{
g 7→ γ−1gµ
}
.
As in previous sections, X will be a connected smooth manifold and xo a dis-
tinguished base point. Suppose, as before, that ρ : π1(X, xo) → S is a Zariski
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dense homomorphism to a reductive real algebraic group. Denote the completion
of π1(X, xo) relative to ρ by π1(X, xo)→ G. The representation (12) extends to a
representation
π1(X ×X, (xo, xo)) ∼= π1(X, xo)× π1(X, xo)→ AutG
Denote the corresponding torsor over X×X by G. This is easily seen to be a torsor
of real proalgebraic varieties. Denote the fiber of G over (a, b) by Ga,b. There is a
canonical map
π(X ; a, b)→ Ga,b
which induces a map of torsors. It follows from standard arguments that, for all a,
b and c in X , there is a morphism of proalgebraic varieties
Ga,b × Gb,c → Ga,c(13)
which is compatible with the multiplication map
π(X ; a, b)× π(X ; b, c)→ π(X ; a, c).
An efficient way to summarize the properties of G and the multiplication maps is to
say that they form a category (in fact, a groupoid) whose objects are the elements
of X and where Hom(a, b) is Ga,b with composition defined by (13). In addition, the
natural map π(X ; a, b) Ga,b from the fundamental groupoid of X to this category
is a functor. We shall call this functor the relative completion of the fundamental
groupoid of X with respect to ρ.3 Our goal is to give a description of it in terms of
differential forms.
We also have the torsor P over X ×X associated to the representation
π1(X ×X, xo) ∼= π1(X, xo)× π1(X, xo)→ AutS
where
(γ, µ)→
{
g 7→ ρ(γ)−1gρ(µ)
}
.
given by ρ. Denote the fiber of P over (a, b) by Pa,b. As above, we have a category
whose objects are the points of X and where Hom(a, b) is Pa,b. There is also a
functor from the fundamental groupoid of X to this category which is the identity
on objects. Denote the restriction of this torsor to {a}×X by Pa, . We shall view
this as a torsor over (X, a). The image ida of the identity in π1(X, a) in Pa,a gives a
canonical lift of the base point a of X to Pa, . Observe that Pxo, is the principal
S bundle P used in the construction of G.
For each a ∈ X , we can from the corresponding local system O(Pa, ) whose fiber
over b ∈ X is the coordinate ring of Pa,b. We can form the complex
E•fin(X,O(Pa, )) = lim−→E
•(X,M)
where M ranges over all finte dimensional sub-local systems of O(Pa, ). This has
augmentations
ǫa : E
•
fin(X,O(Pa, ))→ R
and
δa,b : E
•
fin(X,O(Pa, ))→ O(Pa,b)
3We shall see that the torsor G is independent of the choice of base point xo, so it may have
been better to call G the completion of the fundamental groupoid relative to the principal bundle
P .
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given by evaluation at ida and on the fiber over b, respectively. We view R as a
right E•fin(X,O(Pa, )) module via ǫa and O(Pa,b) as a left E
•
fin(X,O(Pa, )) module
via δa,b. We can therefore form the two sided bar construction
B(E•fin(X,O(Pa, ))ida,(b)) := B(R, E
•
fin(X,O(Pa, )),O(Pa,b))
Define
(14) B(E•fin(X,O(Pa, ))ida,(c))
→ B(E•fin(X,O(Pa, ))ida,(b))⊗B(E
•
fin(X,O(Pb, ))idb,(c))
by
∆ : [w1| . . . |wr ]φ 7→∑
i
[w1| . . . |wi]
(∑
ψ
(ki)
i . . . ψ
(kr)
r φ
′
)
⊗ [w
(ki)
i+1 | . . . |w
(kr)
r ]
(∑
φ′′
)
where
∆S(φ) =
∑
φ′ ⊗ φ′′
is the map O(Pa,c)→ O(Pa,b)⊗O(Pb,c) dual to the multiplication map Pa,b×Pb,c →
Pa,c; and the map
E•fin(X,O(Pa, ))→ O(Pa,b)⊗ E
1
fin(X,O(Pb, ))
induced by multiplication Pa,b ×Pb, → Pa, takes wj to∑
ψ
(kj)
j ⊗ w
(kj)
j .
Definition 5.7 generalizes:
Definition 12.1. For γ a path in X from a to b, φ ∈ O(Pa,b) and w1, . . . , wr
elements of E1fin(X,O(Pa, )), we define∫
γ
(w1 . . . wr |φ) = φ(γ˜(1))
∫
γ˜
w1 . . . wr
where γ˜ is the unique lift of γ to a horizontal section of Pa, which begins at
ida ∈ Pa,a.
There is an analogous extension of the definition of higher iterated integrals (6.1)
to this situation. As in that case, one has a d.g. algebra homomorphism
B(E•fin(X,O(Pa, ))ida,(b))→ E
•(Pa,bX)
to the de Rham complex of Pa,bX , the space of paths in X from a to b. It is defined
by
[w1| . . . |wr]φ 7→
∫
(w1 . . . wr |φ).
By taking a homotopy class γ ∈ π(X ; a, b) to the ideal of functions that vanish on
it, we obtain a function
π(X ; a, b)→ SpecH0(B(E•fin(X,O(Pa, ))ida,(b))).
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Theorem 12.2. This function gives a natural algebra isomorphism
O(Ga,b) ∼= H
0(B(E•fin(X,O(Pa, ))a,(b))).
Moreover, the map
O(Ga,c)→ O(Ga,b)⊗O(Gb,c)
induced by (13) corresponds to (14) under this isomorphism.
Sketch of Proof. Define GDRa,b by
GDRa,b = SpecH
0(B(E•fin(X,O(Pa, ))a,(b))).
The coproduct above induces morphisms
GDRa,b × G
DR
b,c → G
DR
a,c .
We therefore have a groupoid whose objects are the points ofX and where Hom(a, b)
is GDRa,b and a function
π(X ; a, b)→ GDRa,b .
This map is easily seen to be compatible with path multiplication (use the gener-
alization of the last property of (5.9)), and therefore a functor of groupoids. Since
X is connected, it suffices to prove that GDRa,b is isomorphic to Ga,b for just one
pair of points a, b of X . But these are isomorphic in the case a = b = xo by
Theorem 10.1.
13. Hodge Theory
Now suppose that X is a smooth complex algebraic variety (or the complement of
a normal crossings divisor in a compact Ka¨hler manifold) and that V is an admissible
variation of Hodge structure over X . Denote the semisimple group associated to
the fiber Vo over the base point xo ∈ X by S. This is the “orthogonal” group
S = Aut(Vo, 〈 , 〉)
associated to the polarization 〈 , 〉. It is semi-simple. Suppose that the image of
the monodromy representation
ρ : π1(X, xo)→ S
is Zariski dense. Denote the completion of π1(X, xo) relative to ρ by
ρ˜ : π1(X, xo)→ G(X, xo).
Theorem 13.1. Under these assumptions, the coordinate ring O(G(X, xo)) of the
completion of π1(X, xo) with respect to ρ has a canonical real mixed Hodge structure
with weights ≥ 0 for which the product, coproduct, antipode and the natural inclusion
O(S) →֒ O(G(X, xo))
are all morphisms of mixed Hodge structure. Moreover the canonical homomor-
phism G(X, xo)→ S induces an isomorphism Gr
W
0 O(G(X, xo))
∼= O(S).
Denote the Lie algebra of S by s. This has a canonical Hodge structure of weight
0. The following result is an important corollary of the proof of Theorem 13.1.
It follows immediately from the theorem and the standard description of the Lie
algebra of an affine algebraic group given at the end of Section 3.
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Corollary 13.2. Under the assumptions of the theorem, the Lie algebra g(X, xo) of
G(X, xo) has a canonical MHS with weights ≤ 0, and the homomorphism g(X, xo)→
s is a morphism of MHS which induces an isomorphism
GrW0 g
∼= s.
In particular, there is a canonical MHS with weights < 0 on u(X, xo), the Lie
algebra of the prounipotent radical of G(X, xo).
The principal assertion of Theorem 13.1 is a special case of the following result
when a = b = c = xo.
Theorem 13.3. With X, V and S as above, if a, b ∈ X, then the coordinate ring
O(Ga,b) of the completion of π(X ; a, b) relative to ρ has a canonical mixed Hodge
structure with weight ≥ 0 and whose multiplication is a morphism of MHS. If a, b
and c are three points of X, then the map
O(Ga,c)→ O(Ga,b)⊗O(Gb,c)
induced by path multiplication is a morphism of MHS. Moreover, the mixed Hodge
structure on O(Ga,b) depends only on the variation V and not on the choice of the
base point xo.
Because of the last assertion, it may be more appropriate to say that Ga,b is the
completion of π(X ; a, b) with respect to the variation V.
The reader is assumed to be familiar with the basic methods for constructing
mixed Hodge structures on the cohomology of bar constructions as described in
[8, §3]. In the previous section we showed how to express O(Ga,b) as the 0th
cohomology group of a suitable reduced bar construction. So in order to show that
it has a canonical MHS we need only find a suitable augmented, multiplicative
mixed Hodge complex A• which is quasi-isomorphic to E•fin(X,O(Pa, )). To do
this, we shall use the work of M. Saito on Hodge modules.
First, some notation: Assume that X = X −D, where X is a compact Ka¨hler
manifold and D is a normal crossings divisor. Denote the inclusion X →֒ X by
j. Denote Deligne’s canonical extension of V ⊗ OX to X by V. Saito proves that
there is a Hodge module over X canonically associated to V, whose complex part
is a bifiltered D-module (M,W•, F
•), and whose real part is Rj∗VR endowed with
a suitable weight filtration. There is a canonical inclusion
Ω•
X
(X logD)⊗O V →֒M ⊗O Ω
•
X
.
Saito defines Hodge and weight filtrations on Ω•
X
(X logD)⊗OV by restricting those
of M . The Hodge filtration is simply the tensor product of those of Ω•
X
(X logD)
and V . The weight filtration is more difficult to describe.
Theorem 13.4 (Saito [16, (3.3)]). The pair
M•(X,V) := ((Rj∗VR,W•), (Ω
•
X
(X logD)⊗O V , F
•,W•))(15)
is a cohomological mixed Hodge complex whose cohomology is canonically isomor-
phic to H•(X,V).
We can therefore obtain a mixed Hodge complex (MHC) which computesH•(X,V)
by taking the standard fine resolution of these sheaves by C∞ forms. (So the com-
plex part of this will be the C∞ log complex E•(X logD,V) with suitable Hodge
and weight filtrations.)
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To apply Saito’s machinery to the current situation, we will need to know that
O(Pxo, ) is a direct limit of admissible variations over X .
Lemma 13.5. The local system associated with an irreducible representation of
S(R) underlies an admissible variation of Hodge structure over X. These struc-
tures are compatible with the decomposition of tensor products. Moreover, these
variations are unique up to Tate twist.
Proof. The connected component of the identity of S(R) is a real form of Spn(C)
when V has odd weight, and SOn(C) when V has even weight. In both cases each
irreducible representations of the complex group can be constructed by applying
a suitable Schur functor the the fundamental representation and then taking the
intersection of the kernels of all contractions with the polarization. (This is Weyl’s
construction of the irreducible representations; it is explained, for example, in [5,
§17.3,§19.2].) Since these operations preserve variations of Hodge structure, it
follows that a local system corresponding to an irreducible representation of S
underlies a variation of Hodge structure. Since the monodromy representation of
V is Zariski dense, the structure of a polarized variation of Hodge structure on this
local system is unique up to Tate twist. (Cf. the proof of [10, (9.1)].)
This, combined with (3.1) yields:
Corollary 13.6. With our assumptions, O(Pxo, ) is a direct limit of admissible
variations of Hodge structure over X of weight 0, and the multiplication map is a
morphism.
Corollary 13.7. For each b ∈ X, there is a canonical Hodge structure on O(Pxo,b).
Combining (13.5) with (10.3), we obtain:
Corollary 13.8. The local system over X whose fiber over x ∈ X is H1(U(X, x))
is an admissible variation of mixed Hodge structure whose weights are positive.
Using Saito’s machine [16], we see that there is a MHC A• which is quasi-
isomorphic to E•fin(X,O(Pa, )). The complex part of this MHC is simply the com-
plex of C∞ forms on X with logarithmic singularities along D and which have
coefficients in the canonical extension O of O(Pa, ) to X. The Hodge filtration is
the obvious one inducedd by the Hodge filtration of O and the Hodge filtration of
forms on X . The weight filtration is not so easily described, and we refer to Saito’s
paper for that.
We need to know that the multiplication is compatible with the Hodge and
weight filtrations. This follows from the next result.
Proposition 13.9. If V1⊗V2 →W is a pairing of admissible variations of Hodge
structure over X, then the multiplication map
M•(X,V1)⊗M
•(X,V2)→M
•(X,W)
is a morphism of cohomological mixed Hodge complexes.
Proof. This follows immediately from the naturality of Saito’s construction, its
compatibility with exterior tensor products, and the fact that admissible variations
of Hodge structure are closed under exterior products — use restriction to the
diagonal.
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There are two augmentations
R← A• → O(Pa,b)
corresponding to the inclusions Pa,b →֒ Pa, and ida ∈ Pa,a, and these are compat-
ible with all filtrations. It follows from [8, (3.2.1)], (7.1) and (12.2) that
B(R,A•,O(Pa,b))
is a MHC whose H0 is isomorphic to O(Ga,b). Moreover, the multiplication is
compatible with the Hodge and weight filtrations. Consequently,
O(Ga,b) ∼= H
0(B(R,A•,O(Pa,b)))
has a canonical MHS and its multiplication is a morphism of MHS. Since the MHS
on Pa,b depends only on V and not on xo, the same is true of the MHS on O(Ga,b).
If a, b, and c are three points of X , then it follows directly from the definitions
that the map
B(R,A•,O(Pa,c))→ B(R,A
•,O(Pa,b))⊗B(R,A
•,O(Pb,c))
corresponding to path multiplication is a morphism of MHCs. It follows that the
induced map
O(Ga,c)→ O(Ga,b)⊗O(Gb,c)
is a morphism of MHS. This completes the proof of Theorem 13.3; Theorem 13.1
follows by taking a = b = xo except for the assertion that O(S) →֒ O(G) is a
morphism of MHS. This follows as this is induced by the natural inclusion
O(S) →֒ B(R,A•,O(S)),
that takes φ to [ ]φ. It is a morphism of MHCs. This completes the proofs of
Theorems 13.1 and 13.3.
We now turn our attention to the variation of the Hodge filtration. Suppose
that X and S are as above. Consider the real local system over X × X whose
fiber over (a, b) is O(Ga,b). Denote it by O. Next we establish that this underlies a
“pre-variation of MHS.” Denote by FpOthe subset of the associated complex local
system with fiber F pO(Ga,b(C)) over (a, b). Denote by WmO the subset of O with
fiber WmO(Ga,b) over b.
Theorem 13.10. The subset WmO is a flat sub-bundle of O, and F
pO is a holo-
morphic sub-bundle of OC whose corresponding sheaf of sections F
p satisfies Grif-
fiths transversality:
∇ : Fp → Fp−1 ⊗ Ω1X .
Sketch of Proof. We will prove the result for the restriction Oa of O to {a} ×X .
The result for the restriction of O to X×{b} is proved similarly. The general result
then follows as the tangent spaces of {a} ×X and X × {b} span the tangent space
of X ×X at (a, b).
First we need a formula for the connection on Oa at the point b in X . Fix a
path γ in X from a to b. Suppose that µ : [−ǫ, ǫ] → X is a smooth path with
µ(0) = b. For s ∈ [−ǫ, ǫ] let γs : [0, 1]→ X be the piecewise smooth path obtained
by following γ and then µ from t = 0 to t = s. Suppose that w1, . . . , wr are in
E•fin(X,O(Pa,b)). Suppose that U is a contractible neighbourhood of b in X . With
respect to a flat trivialization of the restriction of Pa, to U , we have
wr|U =
∑
j
wjr ⊗ ψj
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where wjr ∈ E
1(U) and ψj ∈ O(Pa,b).
It follows from the analogue of (5.9) in this situation that
d
ds
∣∣∣∣
s=0
∫
γs
(w1 . . . wr|φ) =
∑
j
∫
γ
(w1 . . . wr−1|φψj)〈w
j
r , µ˙(0)〉.
The restriction of the connection on Oa to the stalk at b is therefore induced by
the map
[w1| . . . |wr]φ 7→
∑
j
[w1| . . . |wr−1]φψj ⊗ w
j
r
on the bar construction. The flatness of the weight filtration follows immediately
from the definition of the weight filtration on the bar construction. Further, if
(z1, . . . , zn) is a holomorphic coordinate in X centered at b, then it follows imme-
diately from the definition of the Hodge and weight filtrations on O(Ga,b(C)) and
the formula for the connection that
∇∂/∂zk : F
p → Fp
for each k, so that the Hodge filtration varies holomorphically at b. Similarly, on
the stalk of F p at b we have
∇∂/∂zk : F
p → Fp−1
as each wjr contributes at most 1 to the Hodge filtration of O(Ga,b).
When X is compact, we have:
Corollary 13.11. If X is a compact Ka¨hler manifold, then O is an admissible
variation of MHS over X ×X.
In order to prove the corresponding result in the non-compact case, it is necessary
to study the asymptotic behaviour of O. I plan to consider this in a future paper.
We now consider naturality. Suppose that X and V are as above, and that Y is
a smooth variety and that W is an admissible variations of Hodge structure over
Y . We will now denote S by SX :
SX = Aut(Vo, 〈 , 〉).
Set
SY = Aut(Wo, 〈 , 〉)
where Wo denotes the fiber of W over yo. Suppose that the monodromy represen-
tation
ρY : π1(Y, yo)→ SY
has Zariski dense image. Denote the completion of π1(X, xo) with respect to ρX :
π1(X, xo)→ SX by π1(X, xo)→ GX , and the completion of π1(Y, yo) with respect
to ρY by π1(Y, yo)→ GY .
Suppose that f : (Y, yo)→ (X, xo) is a morphism of varieties, and that we have
fixed an inclusion
EndV →֒ End f∗W
of variations of Hodge structure. This fixes a group homomorphism
Ψ : SX →֒ SY
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that is compatible with the Hodge theory. By (11.1), there is a homomorphism
Ψ̂ : GX → GY such that the diagram
π1(X, xo) −−−−→ GX −−−−→ SX
f∗
y yΨ̂ yΨ
π1(Y, yo) −−−−→ GY −−−−→ SY
commutes.
Theorem 13.12. Under these hypotheses, the induced map
Ψ̂∗ : O(GY )→ O(GX)
is a morphism of MHS.
Proof. First, choose smooth compactifications X of X and Y of Y such that X =
X − D and Y = Y − E, where D and E are normal crossings divisors. We may
choose these such that f extends to a morphism X → Y , which we shall also denote
by f .
Denote by PX the flat left SX principal bundle over X associated the the repre-
sentation of π1(X, xo) on SX via ρX . Denote the analogous principal SY principal
bundle over Y by PY . Associated to these we have the local systems O(PX) over
X and O(PY ) over Y .
The construction above gives multiplicative mixed Hodge complexes
A•(X,O(PX)), A
•(X, f∗O(PY )), and A
•(Y,O(PY ))
which compute the canonical mixed Hodge structures on
H•(X,O(PX)), H
•(X, f∗O(PY )), and H
•(X, f∗O(PY ))
respectively. The map f induces a morphism
A•(Y,O(PY ))→ A
•(X, f∗O(PY ))
of MHCs, while the inclusion SX →֒ SY induces a morphism
A•(X, f∗O(PY ))→ A
•(X,O(PX))
of MHCs. The composition of these corresponds to the induced map
E•fin(Y,O(PY ))→ E
•
fin(X,O(PX))
induced by f under the canonical quasi-isomorphisms. It follows that the induced
map
B(R,A•(Y,O(PY )),O(PY ))→ B(R,A
•(Y,O(PX)),O(PX))
is a morphism of MHCs and that the induced the map
f∗ : O(GY )→ O(GX)
on H0 is the ring homomorphism induced by f . The result follows.
Remark 13.13. Suppose that V is an admissible variation of Hodge structure over
the complement X of a normal crossings divisor in a compact Ka¨hler manifold. We
will say that the pair (X,V) is neat if the Zariski closure S of the image of the
monodromy map
ρ : π1(X, xo)→ Aut(Vo, 〈 , 〉)
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is semi-simple, and that the canonical MHS on the coordinate ring of
Aut(Vo, 〈 , 〉)
induces one on S. For example, every variation where S is finite is neat. I believe
that every admissible (X,V) is neat, but have not yet found a proof.
The results (13.1), (13.2), (13.3), (13.8), (13.10), (13.11), (13.12) and their proofs
are valid with the assumption that im ρ be Zariski dense in Aut(Vo, 〈 , 〉) replaced
by the assumption that the pairs (X,V) and (Y,W) be neat.
The following is an application suggested by Ludmil Kartzarkov.
Theorem 13.14. Suppose that X is a compact Ka¨hler manifold and that V is a
polarized variation of Hodge structure over X whose monodromy representation
ρ has Zariski dense image. Then the prounipotent radical of the completion of
π1(X, xo) relative to ρ has a quadratic presentation.
Proof. It is well known that if X is compact Ka¨hler and V is a polarized variation
of Hodge structure over X of weight m, then Hk(X,V) has a pure Hodge structure
of weight k + m. In particular, as the variation O(P ) over X has weight zero,
Hk(X,O(P )) is pure of weight weight k for all k.
Denote the Lie algebra of the prounipotent radical of the relative completion of
π1(X, xo) by u. It follows from (8.4) and (10.1) that u is the Lie algebra canon-
ically associated to the d.g.a. E•fin(X,O(P )) by rational homotopy theory (either
via Sullivan’s theory of minimal models, or via Chen’s theory as the dual of the
indecomposables of the bar construction on E•fin(X,O(P )).) There are canonical
maps
H1(u) ∼= H1(X,O(P )) and H2(u) →֒ H2(X,O(P )).
These are morphisms of MHS [11, (7.2)]. It follows that H1(u) is pure of weight 1
and H2(u) is pure of weight 2. The result now follows from [11, (5.2),(5.7)].
Remark 13.15. It is not necessarily true that u is a quotient of the unipotent com-
pletion of kerρ. A criterion for surjectivity is given in [9, (4.6)]. For this reason
it may not be easy to apply this result in general situations without artificially
restrictive hypotheses.
14. A Canonical Connection
For the time being, let X , xo, V, ρ, etc. be as in the previous section. However,
all groups and Lie algebras in this section will be complex, and G, U , u, etc. denote
the complex points of the relative completion of π1(X, xo), its prounipotent radical,
its Lie algebra, etc. Denote the image of ρ by Γ, and the Galois covering of X with
Galois group Γ by X ′. In this section, we show how the Hodge theory of G gives a
canonical (given the choice of xo), Γ invariant integrable 1-form
ω ∈ E1(X ′) ⊗̂GrW• u
on X ′ which can be integrated to the canonical representation
ρ˜ : π1(X, xo)→ S ⋉ U ∼= G.
Here ⊗̂ denotes the completed tensor product, which is defined below.
At the end of the section, we shall explain what this means when X is the
complement of the discriminant locus in Cn and S is the symmetric group Σn. In
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this case, X ′ is the complement of the hyperplanes xi = xj in C
n, π1(X, xo) is the
classical braid group Bn, and the form is
ω =
∑
i<j
d log(xi − xj).
First, we shall define the completed tensor product ⊗̂. Suppose that u is a
topological Lie algebra and that
u = u1 ⊇ u2 ⊇ u3 ⊇ · · ·
is a base of neighbourhoods of 0. Suppose that E is a vector space. Define
E ⊗̂ u = lim
←
E ⊗ u/um.
We can regard a graded Lie algebra u = ⊕m<0um as a topological Lie algebra where
the basic neighbourhoods of 0 are⊕
l≤m
ul, m < 0.
The definition of completed tensor product therefore extends to the case where u
is graded. Finally, if u is a Lie algebra in the category of mixed Hodge structures
where u = W−1u which is complete with respect to the weight filtration, and if E
is a complex vector space, then there is a canonical isomorphism
E ⊗̂ uC ∼= E ⊗̂Gr
W
• uC
as uC is canonically isomorphic to
∏
GrWm uC. (Cf. [11, (5.2)].)
We view a principal bundles with structure group a proalgebraic group to be
the inverse limit of the principal bundles whose structure groups are the finite
dimensional quotients of the proalgebraic group. A connection on a principal bundle
with proalgebraic structure group is the inverse limit of compatible connections on
the corresponding bundles with finite dimensional structure group.
14.1. The unipotent case. We begin with the unipotent case, S = 1. Suppose
that X is a smooth manifold with distinguished base point xo. Denote the complex
form of the unipotent completion of π1(X, xo) by G and the complex points of the
completion of π(X ;xo, x) by Gxo,x. The family
(Gxo,x)x∈X
forms a flat principal left G bundle over X that we shall denote by Gxo, . Since
the structure group is contractible, (more precisely, an inverse limit of contractible
groups), this bundle has a section. Pulling back the canonical connection form, we
obtain an integrable connection form
ω ∈ E•(X) ⊗̂ g
where g denotes the Lie algebra of G. The monodromy representation of this form
is the monodromy of Gxo, , which is the canonical homomorphism
π1(X, xo)→ G.
When X is an algebraic manifold, there is a canonical choice of section and
therefore a canonical connection form. To see this, note that for each a ∈ X , the
weights on O(Gxo,a) are ≥ 0 and that
GrW0 O(Gxo,a)
∼= C.
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Since there is a canonical ring isomorphism
O(Gxo,a)
∼=
⊕
l≥0
GrWl O(Gxo,a)
there is a canonical augmentation
O(Gxo,a)→ C
whose kernel is ⊕
l>0
GrWl O(Gxo,a).
This determines a canonical point in Gxo,a. Since the family {O(Gxo,a)}a∈X is a
variation of MHS over X (see [12]), these distinguished points vary smoothly as a
varies. They therefore determine a smooth section of Gxo, . We therefore have a
canonical integrable 1-form
ω ∈ E1(X) ⊗̂ g ∼= E1(X) ⊗̂GrW• g.
14.2. The general case. The first step in doing this in general is to explain the
necessary constructions in the C∞ case. So suppose for the time being that X is a
smooth manifold; ρ, S, G and P → X are as before. We also have the torsor
Gxo, → X.
It is a flat principal left G bundle over X . There is a map
Gxo,
pi
−−−−→ Py y
X X
of flat bundles. It is compatible with the canonical homomorphism G → S. Denote
by X ′ the leaf of P containing the distinguished lift x˜o to P of xo. The projection
P → X induces a covering map X ′ → X . It is the Galois covering corresponding to
kerρ. Define Uxo, to be the subset π
−1X ′ of Gxo, . There is a natural projection
Uxo, → X
′ indued by π. Note that the fiber of this over x˜o is U , the prounipotent
radical of G. Denote the fiber of Uxo, over a ∈ X
′ by Uxo,a.
Each point a of P determines an augmentation
ǫa : E
•
fin(X,O(P ))→ C.
Given two points a and b of P , we may form the two sided bar construction
B(C, E•fin(X,O(P )),C)(16)
where the left hand C is viewed as a module over E•fin(X,O(P )) via ǫa, and the
right hand C via ǫb. We shall denote the d.g.a. (refbar) by B(E
•
fin(X,O(P ))a,b)
Proposition 14.1. Each Uxo,a is a proalgebraic variety with coordinate ring
O(Uxo,a)
∼= H0(B(E•fin(X,O(P ))x˜o,a)).
Moreover, Uxo, → X
′ is a principal U bundle with respect to the natural U action
on Gxo, .
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Choose a splitting S → G of the natural homomorphism G → S. This induces
an isomorphism G ∼= S⋉U . The splitting enables us to lift the action of S to Gxo,
in such a way that the projection Gxo, → P is S equivariant. Since Γ is a subgroup
of S, and since it preserves X ′ ⊂ P , it follows that there is a natural left action of Γ
on Uxo, and that, with respect to this action, the projection Uxo, is Γ equivariant.
Denote the pullback of the extension
1→ U → G → S → 1
along Γ →֒ S by GΓ. This is an extension
1→ U → GΓ → Γ→ 1.
The splitting S → G induces a splitting Γ → GΓ, and therefore a semi-direct
productu decomposition GΓ ∼= Γ ⋉ U . The image of the canonical homomorphism
π1(X, xo) → G lies in GΓ. The composite Uxo, → X
′ → X is a flat principal
left GΓ bundle over X . The associated monodromy representation is the canonical
homomorphism π1(X, xo) → GΓ. The monodromy therefore induces the canonical
homomorphism
π1(X, xo)→ G ∼= S ⋉ U .
Next, we explain that the pullback of this bundle to X ′ is trivial, and therefore
given by an integrable 1-form.
Proposition 14.2. There is a Γ equivariant section of Uxo, → X
′.
Proof. The action of Γ on X ′ is free. It follows that the action of Γ on Uxo, is also
free. Consequently, the square
Uxo, −−−−→ Γ\Uxo,y y
X ′ −−−−→
p
X
is a pullback square. Since the fibers of Γ\Uxo, → X are connected, it has a C
∞
section. This section pulls back to a Γ invariant section of Uxo, → X
′.
Let Γ act on U on the left via the adjoint action:
Ad(γ) : u 7→ γuγ−1.
Then Γ acts on X ′×U on the left via the diagonal action. It follows from the previ-
ous result that the flat principal bundle Uxo, → X
′ has a Γ invariant trivialization.
We therefore have a connection form
ω ∈ E1(X ′) ⊗̂ u.
Proposition 14.3. This connection form satisfies γ∗ω = Ad(γ)ω for all γ ∈ Γ.
Proof. Since the bundle is trivial, its (locally defined) sections can be identified
with (locally defined) functions X ′ → U . Since Γ preserves the connection, we
see that for each γ ∈ Γ the local section u is flat if and only if the local section
(γ−1)∗Ad(γ)(u) is flat. That is, Ad(γ)(u) is flat if and only if γ∗u is flat. The result
now follows from a standard and straight forward computation.
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Now suppose that X is an algebraic manifold. We have to show that this con-
struction can be made canonical. Note that, given the choice of the base point xo,
the only choices made in the construction of ω were the choice of a splitting of the
homomorphism G → S, and the choice of a Γ invariant section of Uxo, → X
′. We
will now explain how Hodge theory provides canonical choices of both.
It follows from (13.2) that GrW0 g
∼= s. Consequently, there is a canonical splitting
of the homomorphism g → s. This induces a canonical splitting of the homomor-
phism G → S, and therefore a canonical action of Γ on Uxo, and a canonical
identification G ∼= S ⋉ U .
It remains to explain why there is a Γ equivariant section of Uxo, . This is an
elaboration of the argument in the unipotent case.
For each b ∈ X , Hodge theory provides canonical ring isomorphisms
O(Gxo,b)
∼=
⊕
m≥0
GrWmO(Gxo,b)
and
O(Pxo,b)
∼= GrW0 O(Gxo,b).
Moreover, it follows from (13.10) that these identifications depend smoothly on
b. Consequently, there is a smooth section σ of the canonical projection Gxo, →
Pxo, . Restricting to X
′, we obtain a canonical smooth section of the projection
Uxo, → X
′.
Proposition 14.4. This section is Γ equivariant.
Proof. For each x ∈ X we have the action G × Gxo,x → Gxo,x. By (12.2) the
corresponding map of coordinate rings is a morphism of MHS. By the choice of
splitting of G → S, the action of S given by the splitting preserves the canonical
isomorphism
O(Gxo,x)
∼=
⊕
l≥0
GrWl O(Gxo,x).
It follows that the section of Gxo, → Pxo, defined above is equivariant with respect
to the left S actions. It follows that the restriction of this section to X ′ is Γ
equivariant.
Example 14.5. In this example, we take X to be the complement in Cn of the
universal discriminant locus. (View Cn as the space of monic polynomials of degree
n.) Pick a base point xo. The fundamental group of this space is the classical
braid group. Denote the symmetric group on n letters by Σn. There is a natural
homomorphism ρ : Bn → Σn. Denote the corresponding covering of X by π : X
′ →
X . Its fundamental group is the pure braid group Pn. As is well known, X
′ is the
complement of the hyperplanes xi = xj in C
n where i 6= j. The projection takes
(x1, . . . , xn) to the monic polynomial
∏
(T − xj). The natural left action of Σn on
X ′ is given by
σ : (x1, . . . , xn) 7→ (xσ−1(1), . . . , xσ−1(n)).
The local system π∗QX′ is an admissible variation of Hodge structure over X of
weight 0, rank n, and type (0, 0). The closure of the image of the monodromy is
Σn, a semi-simple group. So we can apply Theorem 13.13 to deduce the existence
of a MHS on the relative completion, and the existence of a universal connection.
In this case, the canonical connection is well known by the work [13] of Kohno.
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Denote the free Lie algebra over C generated by the Yj by L(Y1, . . . , Ym). Denote
the unipotent completion of Pn by Pn and its Lie algebra by pn. The associated
graded of pn of is the graded Lie algebra
L(Xij : ij is a two element subset of {1, . . . , n})/R
where R is the ideal generated by the quadratic relations
[Xij , Xkl] when i, j, k and l are distinct;
[Xij , Xik +Xjk] when i, j and k are distinct.
The natural (left) action of the symmetric group on it is defined by
Ad(σ) : Xij 7→ Xσ(ij).
The canonical invariant form
ω ∈ E1(X ′)⊗GrW• pn
is
ω =
∑
ij
d log(xi − xj)Xij .
It is invariant because
σ∗ω =
∑
ij
d log(xσ−1(i) − xσ−1(j))Xij =
∑
ij
d log(xi − xj)Xσ(ij) = Ad(σ)ω.
We therefore obtain a homomorphism
Bn → Σn ⋉ Pn
where Pn denotes the complex form of the Malcev completion of Pn. This is the
completion of Bn relative to ρ : Bn → Σn.
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