Discretizing an integral operator by a standard finite element or boundary element method typically leads to a dense matrix. Since its storage complexity grows quadratically with the number of degrees of freedom, the standard representation of the matrix as a two-dimensional array cannot be applied to large problem sizes.
Introduction
We consider numerical methods for solving integral equations. A typical example is the boundary integral equation for all x ∈ Γ, where Γ ⊆ R 3 is the boundary of a three-dimensional domain Ω ⊆ R 3 , g is the kernel function, and f is a suitable right-hand side function. If we approximate the solution u by a Galerkin scheme using finite element basis functions (ϕ i ) i∈I , we have to handle the matrix G ∈ R I×I given by
g(x, y)ϕ j (y) dy dx for all i, j ∈ I.
Unless very special basis functions have been chosen, the matrix G is densely populated, i.e., almost all of its entries will be non-zero. Storing G in the standard way, i.e., as a two-dimensional array, requires O(n 2 ) units of storage, where n := #I is the number of basis functions used in the discretization scheme. In order to ensure a sufficient accuracy, we have to use a large number n of basis functions, therefore the storage requirements for the matrix G will quickly exceed the capacity of most of today's computers.
Therefore several techniques have been developed to reduce the storage requirements by replacing G with more efficient approximations G. Wavelet techniques [3, 12, 11, 30, 27] employ special basis functions in order to ensure that most entries of the resulting Galerkin matrix G are almost zero, thus leading to a sparse approximation G of the matrix G. This approach works well if good wavelet bases are available and if the corresponding entries of G can be computed efficiently, so its application to complicated geometries and complicated integral operators can be a challenging task.
An alternative approach is followed by panel-clustering techniques [21, 25] and the closely related multipole expansion schemes [24, 16, 17, 23] : the domain Γ×Γ is split into subdomains τ × σ such that g| τ ×σ is sufficiently smooth, and on each of the subdomains a separable approximation g(x, y) ≈g(x, y) := for all x ∈ τ, y ∈ σ, of g is constructed, e.g., by Taylor or multipole expansions or interpolation. Since the variables x and y are separated ing, the double integral in (1) is replaced by products of single integrals that can be computed very efficiently. Hierarchical (or short H-) matrices [18, 19, 13, 15] are the algebraic counterparts of panel-clustering techniques: approximating g by a degenerateg on subdomains τ × σ corresponds to approximating submatrices G| t×s of G by low-rank matrices. An Hmatrix is given by a partition of the matrix into a hierarchy of submatrices and factorized low-rank approximations of these submatrices.
Since low-rank approximations can also be constructed using singular value decompositions [18, 13, 8] or cross approximation techniques [28, 29, 2, 1, 7] , H-matrices are far more flexible than panel-clustering techniques. It is even possible to carry out approximate arithmetic operations like matrix inversion or factorization [15, 22] in almost linear complexity, therefore new applications like the evaluation of matrix functions, the solution of matrix equations or just the construction of very efficient preconditioners for linear systems can be treated efficiently by this approach. Compared to multipole expansions, H-matrices offer the advantage that optimal lowrank approximations (e.g., for inverses and preconditioners) can be constructed adaptively, while standard multipole techniques require specially-designed expansion systems to reach optimal efficiency, and these expansion systems are only available for a small number of standard situations.
Compared to wavelet methods, H-matrices offer the advantage that their implementation is far easier and that they, like most schemes based on the approximation of g in the entire space, can handle complex geometries without additional effort.
In an H-matrix, each submatrix uses a low-rank factorization that is independent of the factorizations of the other submatrices. This leads to relatively simple algorithms, but also to a loss of efficiency: if a special factorization is used that takes advantage of connections between a submatrix and its "neighbors", the storage complexity can be reduced significantly. This is the idea of H 2 -matrices [20, 9] : each submatrix is expressed as an element of a low-dimensional matrix space, and the different matrix spaces are embedded in a multilevel structure. A typical H-matrix requires O(nk log n) units of storage, while an H 2 -matrix needs only O(nk), where k determines the accuracy of the approximation. The additional logarithmic factor means that H 2 -matrix approximations will become more efficient compared to H-matrices as the problem size n increases.
We are therefore interested in an algorithm that combines the simplicity of H-matrix constructions with the higher efficiency of H 2 -matrices. One solution is presented in [9] : we can convert arbitrary matrices into H 2 -matrices, and the conversion procedure can be adapted to handle H-matrices efficiently. Unfortunately, this approach requires the entire H-matrix to be available to the algorithm, therefore its total storage requirements will be at least as high as for a standard H-matrix.
This paper presents a new algorithm that avoids the necessity of storing the entire H-matrix. It starts with independent initial low-rank approximations of submatrices, as used in standard H-matrix techniques, that are recursively converted into larger and larger H 2 -submatrices until the entire matrix has been approximated. Since each submatrix is converted as soon as it becomes available, the storage requirements of the resulting algorithm are close to those of the final H 2 -matrix. The basic building block is a unification step that takes several independent H 2 -matrices and turns them into a unified H 2 -matrix.
The new approach is not limited to the approximation of matrices resulting from the discretization of integral operators. Using the unification step, many algorithms developed for H-matrices can be "refitted" easily to construct the more efficient H 2 -matrices. An important field of application for this paradigm are adaptive matrix arithmetic operations: algorithms like the approximative H-matrix multiplication or inversion [15] can now work with H 2 -matrices that require far less storage and thus allow us to fit much larger problems into a given amount of storage.
The paper is organized in five sections: section 1 is the introduction you are currently reading, section 2 defines the basic structure of H 2 -matrices, section 3 recalls the fundamental theory of H 2 -matrix compression and error control and derives the unification step, section 4 describes the new conversion algorithm, and section 5 contains numerical experiments that demonstrate its efficiency regarding time and storage requirements.
H -matrices
We will now briefly recall the structure of H 2 -matrices [20, 9] .
Block structure
Hierarchical matrix techniques are based on detecting subblocks of the matrix which admit a data-sparse approximation. In order to find these admissible blocks efficiently, we introduce a hierarchy of subsets:
Definition 2.1 (Cluster tree) Let I be an index set. Let T be a labeled tree. We denote its root by root(T ), the label of t ∈ T byt, and the set of sons by sons(T , t) (or just sons(t) if this does not lead to ambiguity). T is a cluster tree for I if it satisfies the following conditions:
• root(T ) = I.
• If sons(t) = ∅ holds for t ∈ T , we havê t = s∈sons(t)ŝ and
If T is a cluster tree for I, we will denote it by T I and call its nodes clusters. The set of leaves of T I is denoted by
The definition impliest ⊆ I for all clusters t ∈ T I . We can use induction to prove that the set L I of leaves of T I is a disjoint partition of the index set I, i.e.,
Given a cluster tree T I and a cluster t ∈ T I , we denote the subtree with root t by T t I and call its nodes, including t itself, the descendants of t. If t ∈ T I is a descendant of t + ∈ T I , the cluster t + is called a predecessor of t. The set of predecessors of a cluster t ∈ T I is defined by pred(t) := {t + ∈ T I : t ∈ T t + I }. Using cluster trees, we can now define a hierarchical partition of the matrix entries: Definition 2.2 (Block cluster tree) Let I, J be index sets, and let T I and T J be corresponding cluster trees. Let T be a labeled tree. T is a block cluster tree for T I and T J if it satisfies the following conditions:
• root(T ) = (root(T I ), root(T J )).
• Each cluster b ∈ T has the form b = (t, s) for t ∈ T I and s ∈ T J and its label satisfiesb =t ×ŝ.
• Let b = (t, s) ∈ T . If sons(b) = ∅, we have
If T is a block cluster tree for I and J , we will denote it by T I×J and call its nodes blocks. The leaves of T I×J are denoted by L I×J .
This definition implies that a block cluster tree for I and J is a cluster tree for the product index set I × J , therefore the set of leaf labels
defines a disjoint partition of I × J into blocks of indices. Definition 2.3 (Admissibility) Let T I and T J be cluster trees for I and J . Let α : T I ×T J → B = {true, false} be a predicate, which we will call admissibility condition. A block cluster tree T I×J is called admissible if
i.e., if each leaf of T I×J is either admissible or a pair of leaf clusters of the respective cluster trees. For an admissible block cluster tree, we split the set of leaves into
i.e., into admissible and inadmissible leaves. Usually, we will not work with α, but only use L + I×J and L − I×J .
For matrices resulting from the discretization of elliptic problems, the admissibility condition
is frequently used, where Ω t and Ω s are suitable domains containing the supports of the basis functions or functionals corresponding to t and s. The condition (3) ensures that we are dealing with a region where we can expect Green's function to be smooth or at least separable. In the case I = J , this means that the blockt ×ŝ lies "sufficiently far away" from the diagonal of the matrix.
If the indices in I and J correspond to locations in space, it is possible to construct good cluster trees T I and T J by binary space partitioning and a good block cluster tree T I×J by a simple recursion strategy [13, 15] .
Matrix structure
Typical hierarchical matrices are defined based on the block partition P : given a local rank k ∈ N, the submatrices M |t ×ŝ corresponding to admissible leaf blocks b = (t, s) ∈ L + I×J are required to be of low rank:
The parameter k is called the local rank of the H-matrix set. For each b = (t, s) ∈ L + I×J , the low-rank matrix M |t ×ŝ is represented in factorized form, i.e., by matrices A b ∈ Rt ×k and B b ∈ Rŝ ×k with M |t ×ŝ = A b B b .
The H 2 -matrix format is a specialization of this representation: we require not only that admissible blocks correspond to low-rank matrix blocks, but also that the ranges of these blocks and their adjoints are contained in predefined spaces. Definition 2.4 (Cluster basis) Let T I be a cluster tree, and let K = (K t ) t∈T I be a family of index sets. A family V = (V t ) t∈T I of matrices satisfying V t ∈ Rt ×Kt for all t ∈ T I is called cluster basis for T I and K. For each t ∈ T I , the cardinality #K t is called the rank of V in t.
In the literature, the matrices V t are sometimes embedded in R I×Kt by extending them by zero. Obviously, both notations are equivalent.
The high efficiency of H 2 -matrix methods is owed to the fact that the cluster bases are designed to form a nested hierarchy matching the cluster tree: Definition 2.5 (Nested cluster basis) Let V = (V t ) t∈T I be a cluster basis for a cluster tree T I and a family (K t ) t∈T I of index sets. Let E = (E t ) t∈T I be a family of matrices satisfying E t ∈ R K t ×Kt and
for all t ∈ T I and all t ∈ sons(t). Then the cluster basis V is called nested with transfer matrices E.
The case t = root(T I ) is only included in order to avoid the necessity of treating a special case: we can see that the definition does not require the transfer matrix for the root of T I to satisfy any conditions. In practice, this matrix can be ignored completely.
If a cluster basis V = (V t ) t∈T I is nested, we have
for all t ∈ T I with # sons(t) = τ > 0 and sons(t) = {t 1 , . . . , t τ }. This means that we have to store the matrices V t only for leaf clusters t ∈ L I and can use the transfer matrices E t to represent them implicitly for all other clusters. Since the transfer matrices E t only require (#K t )(#K t ) units of storage, while the cluster basis matrices V t require (#t)(#K t ) units, this nested representation is very efficient for #t #K t . The nested structure is the key difference between general hierarchical matrices and H 2 -matrices [20, 9] , since it allows us to construct very efficient algorithms by re-using information across the entire cluster tree, similar to multigrid algorithms or other multilevel methods. Definition 2.6 (H 2 -matrix) Let T I and T J be cluster trees. Let T I×J be an admissible block cluster tree. Let V and W be nested cluster bases for T I and T J with families K = (K t ) t∈T I and L = (L s ) s∈T J of index sets. The set of H 2 -matrices for T I×J , V and W is given by
In this context, V is called the row cluster basis, W is called the column cluster basis, and the family S = (S b ) b∈L
is called the family of coupling matrices.
i.e., the H-matrix structure seems to be more flexible at first glance. A closer investigation [6] shows that in the most important application fields, H 2 -matrices can perform even better than H-matrices if the cluster bases V and W are chosen correctly.
Complexity
Let us now consider the storage complexity of the H 2 -matrix representation. Block cluster trees constructed for standard situations have an important property: for each t ∈ T I , there is only a limited number of blocks of the form (t, s), i.e., the cardinalities of the sets
can be bounded by a constant. For cluster trees and block cluster trees constructed by geometric bisection, an explicit bound can be given, and this bound does not depend on the number of degrees of freedom [13, 15] .
The complexity of an H 2 -matrix representation can be bounded if the following conditions are fulfilled:
• the block cluster tree T I×J is admissible and C sp -sparse,
• each cluster has only a bounded number of sons, i.e., there is a constant C sn ≥ 1 with
• each leaf cluster is not too large, i.e., there is a constant C lf ≥ 1 satisfying
To keep the notations short, we introduce the abbreviations
Let us first consider the storage complexity of the cluster bases V and W .
Lemma 2.8 (Storage of a cluster basis)
A cluster basis V = (V t ) t∈T I , represented by transfer matrices for all t ∈ T I \ L I , requires not more than
units of storage.
Proof. For each leaf cluster t ∈ T I , we have to store the matrix V t , which requires (#t)(#K t ) units of storage. Due to (7), this is bounded by C lf (#K t ) 2 ≤ C lf k 2 t , and all of these matrices require not more than
For each non-leaf cluster t ∈ T I , we have to store the transfer matrices E t for all t ∈ sons(t), which requires (#K t )(#K t ) = k t k t units of storage and a total of
where we have used the Cauchy-Schwarz inequality and the fact that each cluster has at most one father.
Let us now consider the storage requirements of the coupling matrices and the nearfield part of an H 2 -matrix. for an H 2 -matrix X require not more than
If b is admissible, the corresponding block is represented by the matrix S b , which requires (#K t )(#L s ) units of storage. If b is not admissible, the admissibility of T I×J implies that t and s have to be leaves of T I and T J , respectively, and due to (7), the matrix M |t ×ŝ requires only (#t)(#ŝ) ≤ C 2 lf (#K t )(#L s ) units of storage. In both cases not more than C 2 lf (#K t )(#L s ) = C 2 lf k t l s units of storage are needed, and we get the bound
for the total storage complexity.
Adding the estimates of Lemma 2.8 and Lemma 2.9 yields an upper bound of
for the storage requirements of an H 2 -matrix. In simple situations, we can assume that the ranks of the matrices V t and W s are bounded by a constant k ∈ N, i.e., that
This leads to an estimate of O((#T I + #T J )k 2 ) for the storage requirements. In practical applications, the cluster trees are constructed in such a way that #T I n/k and #T J n/k hold for n := max{#I, #J }, therefore an H 2 -matrix representation of X requires only O(nk) units of storage.
In the general case, we can take advantage of the fact that the estimate (8) depends only on the sums of k 2 t and l 2 s and not on the maximum k, therefore we can admit higher ranks for a small number of clusters and still get a low complexity. These variable-rank methods [25, 4] can reach the optimal complexity of O(n) while keeping the matrix error consistent with the discretization error.
Construction of cluster bases
Our goal is to approximate an arbitrary matrix X ∈ R I×J by an H 2 -matrix X. We assume that the cluster trees T I and T J and the block cluster tree T I×J are given.
Matrix approximation
If the row and column cluster bases V and W are also given, it is reasonable to wonder if we can compute the best approximation of X in the matrix space H 2 (T I×J , V, W ).
holds for all t ∈ T I .
If V and W are orthogonal cluster bases, the computation of the least-squares approximation of X in H 2 (T I×J , V, W ) is straightforward: for an admissible block b = (t, s) ∈ L + I×J , we let X t,s := X|t ×ŝ and look for a good approximation of this block in the factorized form V t S b W s used by H 2 -matrices. We let S * b := V t X t,s W s and observe that the orthogonality of V t and W s implies
i.e., S * b minimizes the blockwise approximation error. For the Frobenius norm, the sum of the squares of the blockwise approximation errors yields the square of the total approximation error, therefore the H 2 -matrix X defined by
I×J is indeed the best approximation of X in the space H 2 (T I×J , V, W ) with respect to the Frobenius norm. Using
the influence of V and W can be investigated independently.
We conclude that finding the matrix X is a relatively simple task once we have good orthogonal cluster bases at our disposal, and that orthogonal row and column cluster bases V and W can be considered "good" if
hold for a given error tolerance ∈ R >0 . Due to the symmetry of these inequalities, we can restrict our attention to the construction of a good row cluster basis V , since applying the same technique to the transposed matrix X will then yield a good column cluster basis W .
In practical applications, the Frobenius norm is usually only of little interest, more important are induced matrix norms like the spectral norm. The theory presented here carries over to this case [4] .
Orthogonalization
Let us now consider the construction of "good" cluster bases. In a first step, we assume that a nested cluster basis V = (V t ) t∈T I for the cluster tree T I and the index sets K = (K t ) t∈T I is given that satisfies min
We are looking for an orthogonal nested cluster basis Q = (Q t ) t∈T I for the same cluster tree and the new index sets ( K t ) t∈T I that satisfies
i.e., that allows us to compute the best approximation of X t,s explicitly by an orthogonal projection.
In general, the latter inequality will only hold if the range of V t is contained in the range of Q t , i.e., if there is a matrix R t ∈ R e Kt×Kt such that V t = Q t R t holds. This equation already suggests a good approach for an algorithm: we are looking for orthogonal factorizations of the matrices V t , and we have the additional requirement that the new cluster basis Q = (Q t ) t∈T I has to be nested. To illustrate the idea, let us consider a cluster t ∈ T I with sons(t) = {t 1 , t 2 } for t 1 = t 2 . Since V is nested, there are transfer matrices E t 1 and E t 2 such that
holds. We assume that the factorizations V t 1 = Q t 1 R t 1 and V t 2 = Q t 2 R t 2 and the corresponding index sets K t 1 and K t 2 have already been computed. We also assume that the K t 1 ⊆t 1 and K t 2 ⊆t 2 hold, since this implies K t 1 ∩ K t 2 = ∅ and allows us to avoid formal problems in the construction of the matrix V t below. We get
for the auxiliary matrix
We compute the factorization V t = Q t R t with an orthogonal matrix Q t ∈ R b Kt× e
Kt and a matrix R t ∈ R e Kt×Kt using Givens or Householder transformations. The index set K t is chosen as a subset of K t ⊆t of cardinality min{# K t , #K t }. The new cluster basis matrix Q t is defined by
and it is obviously orthogonal. Due to K t = K t 1∪ K t 2 , we can split Q t into its "upper half" F t 1 := Q t | 
i.e., the cluster basis Q = (Q t ) t∈T I is nested (cf. Definition 2.5), and the transfer matrices are given by F t . Due to our construction, we have
i.e., the matrices Q t and R t indeed form an orthogonal decomposition of the matrix V t . If t is a leaf, the situation is simple: we let K t :=t, V t := V t and Q t := Q t , i.e., we just compute a standard orthogonal factorization of V t by Householder or Givens transformations.
Truncation
The complexity of subsequent computations with the new cluster basis Q is determined by the cardinalities of the index sets K = ( K t ) t∈T I , therefore we would like these sets to be as small as possible. The orthogonalization procedure guarantees # K t ≤ #K t for all t ∈ T I , i.e., the new cluster basis will at least not be less efficient than the original one, but this is not necessarily the optimal result.
In order to improve efficiency, we replace the exact factorization V t = Q t R t by an approximate factorization: we are looking for an orthogonal nested cluster basis Q = (Q t ) t∈T I such that V t ≈ Q t R t holds for the optimal coefficient matrices R t := Q t V t . We aim to choose the cardinalities # K t as small as possible given the desired accuracy of the approximation.
This goal is reached by the truncation algorithm: we replace the exact factorization V t = Q t R t used in the orthogonalization algorithm by an approximate factorization Algorithm 1 Given X ∈ R M ×N , construct an index set K ⊆ M of minimal cardinality and orthogonal Q ∈ R M ×K such that X − QQ X F ≤ procedure Lowrank(X, , var Q, K); m ← #M ; {µ 1 , . . . , µ m } ← M ; n ← #N ; {ν 1 , . . . , ν n } ← N ; X ← 0 ∈ R m×n ; for i ∈ {1, . . . , m}, j ∈ {1, . . . , n} do X ij ← X µ i ν j ; Compute singular value decomposition X = U ΣV ; k ← min{m, n};˜ ← 0;
, by computing the singular value decomposition of V t and dropping all singular values below a given error tolerance (cf. Algorithm 1).
In this setting we have
i.e., the approximation error V t − Q t R t is the sum of two errors: the first one is caused by the approximation of V t 1 and V t 2 , the second one is caused by the approximation of V t . Using the orthogonality of Q t 1 and Q t 2 yields
for all vectors x ∈ R Kt . The first two terms of this sum are of the same structure as the original term, only with the vectors E t 1 x and E t 2 x instead of x. Using the long-range transfer matrices defined by E r,t := E r,t E t if r ∈ T t I for a t ∈ sons(t), I otherwise, i.e., if r = t for t ∈ T I , r ∈ T t I , we can proceed by induction (cf. [5, Theorem 4] for a detailed general proof) to get
This equation relates the total error to the local errors introduced in each step of the algorithm, therefore it can be used to implement sophisticated error-control schemes. Applying it to canonical unit vectors and summing up yields
while taking the supremum of (12) yields a similar estimate for the spectral norm.
Matrix compression
Let us now return our attention to the problem of finding a "good" nested cluster basis for an arbitrary matrix X ∈ R I×J . Let b = (t, s) ∈ L + I×J be an admissible block. According to (10), we have to find an orthogonal nested cluster basis Q = (Q t ) t∈T I such that X t,s − Q t Q t X t,s F ≤ holds for a given error tolerance ∈ R >0 .
We approach this problem by using the concept of the total cluster basis introduced in [6] : if we collect the relevant matrix blocks X t,s in a large matrix X t with X t,s = X t |t ×ŝ (14) and find an algorithm that guarantees
this would immediately imply
We choose the matrices X t in such a way that they not only satisfy (14) , but also form a nested cluster basis: we let
for all clusters t ∈ T I . Obviously (X t ) t∈T I is a cluster basis with the index sets (N t ) t∈T I , and since N t ⊆ N t holds for all t ∈ T I , t ∈ sons(t), this cluster basis is also nested with trivial transfer matrices. For all b = (t, s) ∈ L + I×J , we haveŝ ⊆ N t and therefore X t,s = X t |t ×ŝ .
This means that the total cluster basis (X t ) t∈T I can be used to represent each admissible block of X with zero error. The ranks of the total cluster basis are usually too large (on the order of #J ) for useful algorithms, but we already know how to fix this: we apply the truncation algorithm to the total cluster basis. Due to the simplicity of its transfer matrices, the error estimate (13) takes the form
and due toŝ ⊆ N t and X t |t ×ŝ = X t,s for all admissible leaves (t, s) ∈ L + I×J , we conclude
, therefore we can control the approximation error by making sure that the local errors on the right-hand side of this equation are under control.
Unification
Using the total cluster basis (X t ) t∈T I directly to construct the adaptive cluster basis (Q t ) t∈T I is only an option if nothing about the structure of X is known, since it means working with ranks on the order of #J and leads to algorithms of at least quadratic complexity.
We consider the special matrix
for submatrices X i ∈ R I×J i with disjoint index sets J 1 , . . . , J p . We assume that cluster trees T J i are given for each i ∈ {1, . . . , p} and that each of the matrices X i is an H 2 -matrix with nested cluster bases V i = (V i,t ) t∈T I and W i = (W i,s ) s∈T J i and coupling matrices (S i,b ) b∈L
In order to make the computation of Q = (Q t ) t∈T I as efficient as possible, we have to take the special structure of the H 2 -matrices X i into account.
Let t ∈ T I , t + ∈ pred(t) and s ∈ T J i with (t, s) ∈ L
and since V i is a nested cluster basis, we can apply (4) inductively to get
and therefore
This means that the total cluster basis (X i,t ) t∈T I for the submatrix X i satisfies
where Z i,t ∈ R N i,t ×K i,t is given by
The matrix Z i,t has only #K i,t columns, therefore we can use an orthogonal transformation to turn it into a upper triangular matrix with not more than #K i,t columns. More precisely, we can find an index set N i,t ⊆ N i,t with # N i,t ≤ #K i,t , an orthogonal matrix P i,t ∈ R N i,t × e N i,t and a matrix Z i,t ∈ R e N i,t ×K i,t with
The weight matrix Z i,t is relatively small, since both the number of rows and the number of columns are bounded by #K i,t , and using the factorization
allows us to handle the truncation algorithm far more efficiently: the orthogonality of the matrix P i,t implies
for the matrices R i,t := Q t V i,t and
already used in the orthogonalization algorithm. Replacing all matrices X i t in the truncation algorithm by the more compact matrices V i t Z i t means that we can handle the matrix
instead of the full total cluster basis matrix X t without changing the result of the algorithm. We will call the matrix X t the condensed counterpart of X t : as far as our algorithm is concerned, both matrices contain essentially the same information, but X t is far smaller than X t . Using this approach, the matrices X t appearing in the orthogonalization and truncation procedures are given by
We can proceed as in the truncation algorithm: the singular value decomposition of X t yields an orthogonal matrix Q t with minimal rank satisfying an error estimate of the form
for an arbitrary t ∈ R >0 . Due to (17) and (15), we get
and conclude that by choosing the error tolerances ( t ) t∈T I small enough an arbitrarily good approximation can be computed. A similar result [6, Theorem 4.2] can be derived for the total approximation error. During the course of the algorithm, we also need the operators R i,t = Q t V i,t describing the mapping from the old cluster bases to the new one. A direct computation would be too time-consuming, but since the orthogonality of Q t 1 and Q t 2 implies
Algorithm 2 Given X ∈ R M ×N , construct an index set K ⊆ M and a factorization X = QR such that Q ∈ R M ×K is orthogonal, R ∈ R K×N and #K ≤ #N procedure Householder(X, var Q, R, K); m ← #M ; {µ 1 , . . . , µ m } ← M ; n ← #N ; {ν 1 , . . . , ν n } ← N ; k ← min{m, n}; X ← 0 ∈ R m×n ; Q ← I ∈ R m×m ; for i ∈ {1, . . . , m}, j ∈ {1, . . . , n} do X ij ← X µ i ν j ; Apply k Householder reflections to X to make it upper triangular; Apply the same reflections to Q; K ← {µ 1 , . . . , µ k }; Q ← 0 ∈ R M ×K ; R ← 0 ∈ R K×N for i ∈ {1, . . . , m}, j ∈ {1, . . . , k} do Q µ i µ j ← Q ji ; for i ∈ {1, . . . , k}, j ∈ {1, . . . , n} do R µ i ν j ← X ij we can perform this task more efficiently.
We intend to use this basis construction recursively, so we require the weight matrices ( Z t ) t∈T I for the unified approximation with the new cluster basis Q. Fortunately, their construction is straightforward: the total cluster basis matrices for the unified approximation are given by Q t Q t X t , and due to (16) and (18), we have
. . .
Nt , and we can use a standard orthogonal factorization (cf. Algorithm 2) to find an index set N t ⊆ N t , a matrix Z t ∈ R e Nt× e
Kt and an orthogonal
Nt with Y t = P t Z t , therefore we get
for the orthogonal matrix
and conclude that Z t is a weight matrix for the new approximation defined by the projection into the new cluster basis Q. The resulting recursive procedure is given in Algorithm 3.
Algorithm 3 Construct unified cluster basis V = (V t ) t∈T I with weight matrices ( Z t ) t∈T I for cluster bases V 1 , . . . , V p with weight matrices
Complexity of the unification
Let us now investigate the complexity of Algorithm 3. We assume that the computation of the Householder factorization of a m × n matrix requires C qr mn 2 operations and that its singular value decomposition (up to machine accuracy) can be found in C svd mn 2 operations. We introduce the abbreviation
and start by establishing a number of basic estimates: by construction, we have
for all i ∈ {1, . . . , p}, t ∈ T I , and this implies
Since X t has only # N t columns, its rank cannot be higher, therefore also the rank of the new cluster basis Q t has to be bounded by
Let us now consider the last remaining quantity # K t . If t is a leaf, we have K t =t and get # K t ≤ C lf k i,t for any i ∈ {1, . . . , p}, which trivially implies
Otherwise, we have
Using these preliminary estimates, we can now give a bound for the algorithmic complexity of Algorithm 3:
Lemma 3.2 (Complexity of unification) There is a constant C uni ∈ R >0 depending only on C qr , C svd , C lf and C sn such that Algorithm 3 requires not more than
Proof. Let t ∈ T I . Algorithm 3 starts by preparing the matrix V i,t . If t is a leaf, the matrix V i,t is copied and no arithmetic operations are performed. If t is not a leaf, the matrices R i,t and E i,t are multiplied for all i ∈ {1, . . . , p} and t ∈ sons(t), and this requires not more than
due to (19) . We employ the elementary inequality
for all x, y, z ∈ R ≥0 to bound this term by
Since most of our estimates will be of a similar form with different constants, we introduce
and get
We can use similar techniques to prove that the number of operations for the construction of X t by multiplying V i,t and Z i,t is bounded by
that the computation of the singular value decomposition of X t takes not more than
operations, that the transformation matrices R i,t can be constructed in not more than
operations, that we can compute the "uncondensed" weight matrix Y t in not more than
operations and that the orthogonal factorization used to find the final weight matrix Z t takes not more than
arithmetic operations. Adding up these estimates yields a bound of
for constants C 1 , C 2 ∈ R ≥0 depending only on C qr , C svd , C lf and C sn . Since Algorithm 3 uses recursive calls to compute the matrices also for all descendants r of t, a bound for the total number of operations can be derived by summing this result over all descendants. Due to the fact that each of these descendants cannot have more than one father, we get the bound
and using C uni := C 1 + C 2 , this is the estimate we need.
We can again consider special cases: if k i,t ≤ k holds for all i ∈ {1, . . . , p} and all t ∈ T I , Algorithm 3 requires O((#T I )k 3 p 3 ) operations, and for #T I n/k, we get O(nk 2 p 3 ). Lemma 3.2 provides us with a worst-case bound: our estimates allow the case # K t = # N t , corresponding to completely unrelated submatrices, while in practice we expect that the submatrices correspond to subblocks of a matrix that can be approximated globally by an H 2 -matrix, therefore the resulting rank # K t can be expected to be similar to #K i,t .
Hierarchical compression
Based on the unification technique presented in the previous section, we can now introduce the hierarchical compression algorithm.
A simple approach is to use the block cluster tree: for each admissible leaf, we construct a low-rank approximation of the corresponding submatrix using a standard technique (like interpolation or adaptive or hybrid cross approximation [2, 7] ). Then we work towards the root of the block cluster tree and construct unified row and column cluster bases for each submatrix.
Leaf matrices
Let b = (t, s) ∈ L + I×J be an admissible leaf of the block cluster tree T I×J . We assume that we can find a low-rank approximation of G|t ×ŝ in the form
for k b ∈ N, e.g., by the simple and flexible cross approximation techniques [1, 2, 7] . In order to turn it into an H 2 -matrix representation of the submatrix, we have to construct row and column cluster bases and a coupling matrix. For the purposes of error control and overall efficiency, we would like to ensure that the row and column cluster bases are orthogonal. We apply Householder factorizations in such a way that all intermediate results have minimal rank: let us first assume #t ≤ #ŝ. We compute the Householder factorization
with an orthogonal matrix V b,t and observe that A cannot have more than min{#t, k b } ≤ k := min{#t, #ŝ, k} rows. Now we compute the Householder factorization
with an orthogonal matrix W b,s . Due to our construction of A, the matrix B cannot have more thank columns, and due to the nature of the Householder factorization, it therefore cannot have more thank rows. We let S b,b := B and observe
This is the three-term factorization used by H 2 -matrices. If #t ≥ #ŝ, we can use a similar approach, starting with B b instead of A b (cf. Algorithm 5). The matrices V b,t and W b,s can be subdivided in order to construct orthogonal cluster bases for the entire subtrees T t I and T s I without additional arithmetic operations. We may encounter a situation where the rank of the initial approximation A b B b of the submatrix G|t ×ŝ is too high. Under these circumstances, we can reduce the rank of the approximation by computing the singular value decomposition The handling of the second and third case is straightforward once the more general first case is treated, therefore we can assume sons(t) = ∅ and sons(s) = ∅.
Subdivided matrices
Since V 1 , V 2 , W 1 and W 2 are nested and orthogonal, so are V b and W b . Let b * = (t * , s * ) ∈ T b I×J be an admissible block. Since b itself is not admissible, there exist i, j ∈ {1, 2} such that b * ∈ T b ij I×J , and due to our assumption, we have
We switch to the new unified bases V b and W b by applying the orthogonal projections V b,t * V b,t * and W b,s * W b,s * to this approximation and get
for the new coupling matrix
Using the matrices
provided by Algorithm 3, the computation of the new coupling matrix can be expressed in the form
and since all three factors of this product can be expected to be small, the change of basis is efficient. Applying this procedure to all submatrices of G|b yields the desired H 2 -matrix approximation in the space
. In order to apply Algorithm 3, we require weight matrices Z b and Y b for V b and W b , respectively, but these are easily constructed for leaf blocks and provided by Algorithm 3 for all subdivided blocks.
Applying Algorithm 3 to find the new cluster bases and using Algorithm 4 to convert the submatrices into the new H 2 -matrix representation yields the recursive Algorithm 5.
Complexity of the hierarchical compression
At first glance, the analysis of the hierarchical compression Algorithm 5 seems to be a complicated task, since a large number of cluster bases (one row and one column cluster basis for each block in the block cluster tree) has to be taken into account. Fortunately we can simplify the analysis by an optimality argument: cluster bases constructed for a block b ∈ T I×J have to be able to approximate the entire matrix G|b. This means that they also 
for i ∈ {1, . . . , τ }, j ∈ {1, . . . , σ} do Convert((t i , s j ), S ij , R ij , P ij , S b ); end have to be able to approximate each submatrix G|b * for b * ∈ T b I×J . Since Algorithm 1 uses the singular value decomposition to find optimal low-rank approximations, this implies that the ranks of the cluster bases for b * are bounded by the ranks for b.
Therefore we can restrict our attention to the ranks used in the largest block when analyzing the complexity of Algorithm 5.
Let b = (t, s) ∈ T I×J , and let (K b,t * ) t * ∈T t operations.
We can apply the same reasoning to the case #t ≤ #ŝ and conclude that an admissible leaf block is treated in not more than (C ff + C qr + 2)k for the total number of operations required by Algorithm 5 to treat all leaf blocks.
In the context of matrices resulting from the discretization of integral operators, the conditions of Lemma 4.1 are satisfied by methods like adaptive [1, 2] and hybrid cross approximation [7] , where the constants C ff and C nf may depend on the order of quadrature used to compute the singular and regular integrals. These matrices are dense and can only be handled efficiently if a compression scheme and a cubature quadrature rule is applied. We use Algorithm 5 in combination with an initial low-rank approximation provided by the HCA method [7] and a grey-box quadrature rule [26] . Strang's lemma (e.g., [10, Theorem 4.1.1]) implies that error estimates of the form V − V 2 h 4 and K − K 2 h 4 would ensure that the optimal order of convergence of the overall scheme is preserved. We achieve this goal by using the advanced error control technique presented in [4] . Table 1 contains the results for a simple situation: we approximate the unit sphere by n plane triangles and apply our scheme to the harmonic functions u 1 (x) = x 1 + x 2 + x 3 , u 2 (x) = x for all x ∈ R 3 to test the approximation properties of the approximation scheme. The columns "Build" contain the time for the construction of the matrices (including quadrature of the singular nearfield integrals) in seconds, measured on one processor of a SunFire X4600 computer, the columns "Mem" give the storage requirements for near-and farfield in megabytes, the columns "M/n" give the storage requirements per degree of freedom in kilobytes, while 1 and 2 are the L 2 -norm errors of the Neumann values ∂ n u| Γ . We can see that the errors converge like 1/n, which is the optimal rate for a piecewise constant approximation. We can also see that the storage requirements per degree of freedom increase roughly by a factor of 1.6 if the number of degrees of freedom is quadrupled, this hints at a storage complexity of O(n log n).
In a second experiment, we compare the H 2 -matrix approximation provided by the hierarchical compression algorithm with an approximation in the H-matrix format: the adaptive coarsening algorithm [14] not only uses near-optimal low-rank approximations in each admissible block, it also optimizes the block cluster tree in order to reduce the
