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RESOLVENT REPRESENTATIONS FOR FUNCTIONS OF
SECTORIAL OPERATORS
CHARLES BATTY, ALEXANDER GOMILKO, AND YURI TOMILOV
Abstract. We obtain integral representations for the resolvent of ψ(A),
where ψ is a holomorphic function mapping the right half-plane and the
right half-axis into themselves, and A is a sectorial operator on a Ba-
nach space. As a corollary, for a wide class of functions ψ, we show
that the operator −ψ(A) generates a sectorially bounded holomorphic
C0-semigroup on a Banach space whenever −A does, and the secto-
rial angle of A is preserved. When ψ is a Bernstein function, this was
recently proved by Gomilko and Tomilov, but the proof here is more
direct. Moreover, we prove that such a permanence property for A can
be described, at least on Hilbert spaces, in terms of the existence of a
bounded H∞-calculus for A. As byproducts of our approach, we also
obtain new results on functions mapping generators of bounded semi-
groups into generators of holomorphic semigroups and on subordination
for Ritt operators.
1. Introduction
Given a sectorial operator A of angle θ ∈ [0, π) on a Banach space X, one
usually defines a holomorphic functional calculus for A as a mapping
A ∋ f 7→ f(A),
where A is an appropriate algebra of holomorphic functions on a sector
Σψ := {z ∈ C : | arg(z)| < ψ}, ψ ∈ (θ, π], and f(A) is, in general, a closed
operator on X. Usually certain regularisations on f are necessary and the
definition of f(A) may be quite implicit.
For a formal procedure as above to be useful one often needs further con-
ditions on f ensuring that f(A) is bounded and then leading to sharp enough
estimates for f(A). In this way, we come naturally to the established no-
tions of holomorphic functional calculus of sectorial operators, H∞-calculus
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and its boundedness, Fourier multipliers, and other aspects of the theory of
functional calculi during the last twenty years.
It is natural to wonder what other properties of f(A) one might expect if
A is fixed. In particular, to deal with f(A) within the established framework
of functional calculus, one needs to know that f(A) is at least sectorial, and
desirably of the same angle as A. This direction of research has received
little attention.
The aim of the present paper is to describe classes F of holomorphic func-
tions preserving the set Sect(θ) of sectorial operators of angle θ within the
framework of the holomorphic functional calculus. Motivated by applica-
tions to semigroup theory, the following four natural questions arise in such
a study.
(Q1) Which functions preserve Sect(θ) for θ ∈ [0, π/2)? In other words,
when do they preserve the class of (negative) generators of sectorially
bounded holomorphic C0-semigroups of angle π/2− θ?
(Q2) Which functions preserve Sect(θ) for θ ∈ [0, π)?
(Q3) Which functions preserve the class of (negative) generators of bounded
semigroups?
(Q4) Which functions have a so-called improving property, meaning that
they map Sect(θ) for some θ ∈ [π/2, π) into (negative) generators of
sectorially bounded holomorphic C0-semigroups?
Simple considerations with X = C show that a holomorphic function
possessing any of the permanence properties in (Q1)-(Q4) has to map the
right half-plane C+ := {λ ∈ C : Reλ > 0} into itself. Moreover to preserve
the angle of sectoriality it has to map the positive half-axis into itself. The
class of functions with these properties, called NP+ in the paper, and its
subclasses, such as the Bernstein functions and their relatives, will be basic
for our treatment. The NP+-functions allow a more instructive description
as the functions which are holomorphic in C+ and which preserve the sector
Σθ for each θ ∈ [0, π/2). Thus they are very natural candidates for answering
any of the questions above. The NP+-functions have been treated in the
literature under several different names, see Section 2 for a clarification and
comments on that. They were used recently in [17] for the purposes of
holomorphic functional calculus, and here we develop that theme.
Although the relevance of NP+-functions has only recently become ap-
parent, some subclasses of NP+-functions have already played important
roles in the study of permanence properties. Bernstein functions can be de-
fined to be those functions f such that the functions e−tf for t > 0 are the
Laplace transforms of a convolution semigroup of sub-probability measures
µt on [0,∞), and so they are clearly in NP+. Bochner noted in [7] that this
definition can serve as a base for constructing operator semigroups generated
by the negatives of operator Bernstein functions thus introducing the notion
of subordination. In [33], extending Bochner’s ideas and dealing with (Q3),
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Phillips proved that Bernstein functions preserve the class of negative gen-
erators of bounded C0-semigroups; see also [36] and [31] for related studies.
In [16] subordination was included in the framework of functional calculi in
the sense of [19] or [26].
Bernstein functions do not extend holomorphically outside C+ in general.
However, there is an important subclass of them, called complete Bern-
stein functions, which extend holomorphically to C\(−∞, 0] and, moreover,
map the upper half-plane into itself. By restricting to the class of com-
plete Bernstein functions in [21], Hirsch proved a permanence property of
the type considered in (Q2), but without addressing the preservation of the
corresponding angles. In [25] the authors asked whether Bernstein functions
preserve the class of negative generators of holomorphic semigroups without
being specific about the interpretation of their question. In [6] Berg, Boy-
adzhiev, and de Laubenfels strengthened part of Hirsch’s result and showed
that complete Bernstein functions preserve Sect(θ) if θ < π/2, and they
obtained partial results for some other Bernstein functions. This provided
partial answers to (Q1) and to one interpretation of the question from [25].
As far as Bernstein functions are concerned, conclusive answers to (Q1)
and (Q2) were obtained very recently in [16]. It was proved there that
complete Bernstein functions preserve Sect(θ) for any fixed θ ∈ [0, π), and
moreover Bernstein functions do the same if the angle θ is less than π/2.
Improving properties of NP+-functions as described in (Q4) were studied
by a number of authors including Yosida [39], Paquet [32], Carasso and Kato
[10], Fujita [15] and Mirotin [29], [30]. A number of geometric and explicit
conditions, sometimes characterizing the improving property, were given in
[16]. See [16] for discussion of those papers and more references.
The study of permanence of functional calculi in [16] was based on the
specific structure of Bernstein functions and their properties within several
compatible functional calculi including the extended Hille-Phillips calculus
as described in [16, Section 3.3]. The function 1/z is not a Bernstein func-
tion, but it is an NP+-function. If A is a sectorial operator with dense
range, then A−1 is sectorial of the same angle. Moreover there are very
natural examples of NP+-functions that are neither Bernstein nor the re-
ciprocal of a Bernstein function, and map sectorial operators of a fixed angle
into themselves. For example f(z) =
√
z(1− e−z) has these properties and
it is the geometric mean of two Bernstein functions (see Example 4.8 and
Corollary 4.11 below). Thus the extensions of (Q1)-(Q4) to the class of
NP+-functions are very natural, and we address them in this paper. Since
there are examples of NP+-functions which lie outside the scope of the ex-
tended Hille-Phillips calculus, we work in the setting of the holomorphic
functional calculus for NP+-functions and we use different techniques from
[16].
Nevertheless one cannot expect positive answers to (Q1)-(Q4) for all func-
tions in NP+. The underlying reason is that such properties are essentially
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equivalent to the boundedness of H∞-calculus as shown by the following
result which is proved in Theorem 4.3.
Theorem 1.1. Let A be a sectorial operator of angle ω ∈ [0, π/2) on a Ba-
nach space X with dense range, and let θ ∈ (ω, π/2). Consider the following
statements.
(i) A admits a bounded H∞-functional calculus on Σθ.
(ii) For every f ∈ NP+, f(A) is a sectorial operator of angle (at most)
ω.
(iii) For every f ∈ NP+, −f(A) is the generator of a bounded C0-
semigroup.
(iv) For every f ∈ NP+ such that limt↓0 f(t) and limt→∞ f(t) both exist
in (0,∞), −f(A) is the generator of a C0-semigroup.
(v) A has bounded H∞-calculus on C+.
Then
(i) =⇒ (ii) =⇒ (iii) ⇐⇒ (iv) ⇐⇒ (v).
If X is a Hilbert space, all four properties are equivalent.
Since there are well-known examples of sectorial operators A0 with angle
0 without a bounded H∞-calculus, the operator f(A0) is not sectorial for
certain NP+-functions f . See Theorem 4.3 and Remark 4.7 for further
details. Thus, as far as the permanence properties are concerned, one has
to look for admissible subclasses of NP+-functions, and the theorem above
may serve as an illustration of the difficulty of the problems that we deal
with.
Given a NP+-function f , we start by obtaining an integral representation
for the resolvent of f(z) (Lemma 2.2) and then we try to replace z by A.
The representation is of independent interest, and it may be useful in other
contexts as well. If the representation converges absolutely with suitable
estimates, we are then able to extend it holomorphically to an appropriate
sector, and to obtain the corresponding resolvent estimate for f(A) rather
directly. However, to ensure the absolute convergence and to transfer the
sectoriality estimates from A to f(A) we work with a proper subclass D
of NP+ that still have some traces of the special behaviour of Bernstein
functions. The class D is defined and studied thoroughly in Section 2.
As we show in Section 3, the class D contains not only the Bernstein
functions and their reciprocals, but also several function classes of interest
beyond Bernstein functions. At the same time, the structure of D allows us
to get a very explicit resolvent estimate for f(A), leading eventually to sec-
toriality of f(A). Thus we substantially extend one of the main results from
[16], Theorem 1.1, and provide an alternative (and more direct) proof based
on function-theoretic arguments. On the other hand, it is sometimes of in-
terest to drop the assumption of sectorial boundedness and to consider holo-
morphic semigroups that are merely bounded on the real half-axis. While
the latter class was handled successfully in [16], it is out of reach for the ap-
proach of this paper (see the remark following Corollary 4.11). On the other
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hand, our resolvent approach allows us to prove a new result on improving
properties of Bernstein functions extending Theorem 1.3 from [16].
The following statement gives a flavour of our main results proved in
Section 4 (see Corollaries 4.11 and 4.12).
Theorem 1.2. Assume that Fj , 1 ≤ j ≤ n, are Bernstein functions and
define
F (z) = F1(z
α1)β1 . . . Fn(z
αn)βn , z ∈ C+,
where 0 < αj ≤ 1, 0 < βj ≤ 1, and
∑n
j=1 αjβj ≤ 1. Let A be a sectorial
operator of angle ω, and assume that A has dense range.
1. If ω ∈ [0, π/2) so that −A generates a sectorially bounded holomorphic
semigroup of angle π/2 − ω, then −F (A) also generates a sectorially
bounded holomorphic semigroup of angle π/2− ω.
2. If α ∈ (1/2, 1), ω ∈ (0, π/(2α)) and
G(z) = F (zα), z ∈ Σπ/(2α),
then −G(A) is the generator of a sectorially bounded holomorphic C0-
semigroup of angle π/2− αω.
For more statements as above and their discussion, see Section 4 below.
Note that our approach also allows us to obtain a continuous counterpart
of one of the main results in [17] saying that “barycentres” of sectorially
bounded holomorphic semigroups are Ritt operators (Theorem 4.17).
2. Positive Nevanlinna–Pick functions
In the literature, a holomorphic function g mapping the upper half-plane
C
+ := {λ ∈ C : Imλ > 0} to C+ ∪R is called a Nevanlinna function, a Pick
function, a Herglotz function, an R-function or various combinations of these
names. Such a function is either a real constant, or it maps C+to C+. We can
easily transfer properties of the functions g on C+ by putting f(z) = −ig(iz).
We shall say that a holomorphic function f : C+ → C+ mapping (0,∞) to
(0,∞) is a positive Nevanlinna–Pick function, or an NP+-function, and we
will write f ∈ NP+. We can ignore the degenerate case of the constant
function 0, so we consider only NP+-functions as defined here.
In the literature on electrical networks, holomorphic functions from C+
to C+ are called positive functions, and positive Nevanlinna–Pick functions
are called positive real functions. However the positivity involved here is the
very weak notion of preserving the sign of the real part of the variable. We
do not follow this terminology because it obscures the crucial property for
us that our functions are holomorphic functions of a complex variable, and
it is natural that they satisfy the strong notion of positivity by mapping
positive real numbers to positive real numbers. We hope that this slight
abuse of terminology when working on C+ will not cause confusion.
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It is clear that the class NP+ is closed under sums, positive scalar multi-
ples, reciprocals, and compositions, and that any function f ∈ NP+ satisfies
f(z) = f(z), z ∈ C+.
We shall use these properties without further comment. Other properties
of NP+-functions are described in [8] and [17, Section 3.1], and in Propo-
sition 2.1 below. Note in particular that f ∈ NP+ if and only if f has a
representation
(2.1) f(z) =
∫ 1
−1
2z
(1 + z2) + t(1− z2) ρ(dt), z ∈ C+,
for some (unique) finite positive measure ρ on [−1, 1] [8, Theorem 3.1]. Here
and throughout the paper, measures on subsets of R are Borel measures.
Under a change of variable this representation is converted to
(2.2) f(z) = az +
b
z
+ 2z
∫ ∞
0+
1 + s2
s2 + z2
µ(ds), z ∈ C+,
where µ is a finite positive measure on (0,∞) (see [11]). Here and subse-
quently, we use the notation
∫∞
0+ to denote an integral over (0,∞), following
[38]. Each of these representations provides an affine isomorphism between
the set of NP+-functions f with f(1) = 1 and the set of probability mea-
sures on either [−1, 1] or [0,∞]. Since the extreme points of the latter set
are the unit point masses, it follows that the extremal NP+-functions with
f(1) = 1 are of the form 2z((1 + z2) + t(1− z2))−1 for t ∈ [−1, 1]; or equiv-
alently of the form z(1 + s2)(z2 + s2)−1 for s ∈ [0,∞) together with the
identity function z. Except for t = ±1 (or s = 0 and the case z), these ex-
tremal functions are not monotonic, but they are obtained from the identity
function z by simple operations (reciprocals, sums, and scalar multiples).
The representation (2.2) is related to Cauchy transforms. Let ν be a
positive measure on R with ∫ ∞
−∞
ν(ds)
1 + |s| <∞,
and define
f(z) =
1
2π
∫ ∞
−∞
ν(ds)
z − is , z ∈ C+.
Then f is a holomorphic function from C+ to C+, and it belongs to NP+
if and only if ν is symmetric under the mapping s 7→ −s. If ν is symmetric
and ν(ds) = 2π(1 + s2)µ(ds) on (0,∞), a = 0 and b = ν({0}), then we
obtain (2.2).
For an NP+-function f , we shall let
f(0+) := lim
t→0+
f(t), f(∞) := lim
t→∞
f(t),
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when the limits exist in [0,∞]. However the limits may not exist. Let µ be
a finite positive measure on (0,∞). Consider the NP+-function
f(z) =
2z
π
∫ ∞
0+
1 + s2
s2 + z2
µ(ds), z ∈ C+.
When µ is extended symmetrically to R and z = t+ iy, the real part of this
function is the Poisson integral
u(t, y) =
1
π
∫ ∞
−∞
t(1 + s2)
t2 + (y + s)2
µ(ds), t > 0, y ∈ R.
Since u(t) = f(t) for t > 0 and µ is symmetric on R, a theorem of Fatou
and its converse (see [13, Chapter IV], [37, p.257], [27], [12]), show that the
following are equivalent for L ∈ [0,∞):
(i) limt→0+ f(t) = L;
(ii) The non-tangential limits limz→0,z∈Σθ f(z) = L for θ ∈ (0, π/2);
(iii) The derivative lima→0+ µ(0, a)/a = L.
For L =∞, (iii) implies (i), but the converse does not hold [37, Section III].
There are measures µ which fail to satisfy (iii). For example, one may take
the measure µ =
∑∞
n=0 2
−nδ2−n , which gives an NP+-function f which is
bounded on (0,∞) but the limit in (iii) does not exist and accordingly f(0+)
does not exist. The function g(z) = f(1/z) belongs to NP+ and g(∞) does
not exist.
We will need some specific properties of NP+-functions as follows. Here
and throughout the paper we use the notation
Σθ :=
{
{z ∈ C : | arg(z)| < θ}, θ ∈ (0, π],
(0,∞), θ = 0.
Note that Σπ/2 = C+.
Proposition 2.1. Let f ∈ NP+.
1. f maps Σθ into itself for all θ ∈ (0, π/2).
2. If α ∈ (0, 1) and gα(z) = f(zα)1/α for z ∈ C+, then g ∈ NP+.
3. Let r, t > 0, θ ∈ (−π/2, π/2), and ρ := min
(
r
t
,
t
r
)
.
(a) If cos 2θ ≥ ρ2, then
ρf(t) ≤ |f(reiθ)| ≤ f(t)
ρ
.
In particular when θ = 0,
(2.3) ρf(t) ≤ f(r) ≤ f(t)
ρ
.
(b) If cos 2θ ≤ ρ2, then
f(t)rt
∣∣∣∣ sin 2θt2 − r2e2iθ
∣∣∣∣ ≤ |f(reiθ)| ≤ f(t)rt
∣∣∣∣ t2 − r2e2iθsin 2θ
∣∣∣∣ .
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In particular when r = t,
(2.4) f(t) cos θ ≤ |f(teiθ)| ≤ f(t)/ cos θ.
4. Let θ ∈ (0, π/2).
(a) Assume that f(0+) exists in [0,∞]. Then
lim
z→0,z∈Σθ
f(z) = f(0+).
(b) Assume that f(∞) exists in [0,∞]. Then
lim
|z|→∞,z∈Σθ
f(z) = f(∞).
Proof. (1) was proved in [9, Theorem VI, p.37]. It can alternatively be
deduced from the three-lines theorem. (2) follows easily from (1). (3) was
proved in [8, Theorem 3.2] (for t = 1, and the general case follows easily),
improving earlier results by providing sharp bounds. The upper bounds are
obtained by establishing them for the extremal functions and applying (2.2),
and the lower bounds are deduced by applying the upper bounds to 1/f .
When f(0+) ∈ {0,∞}, (4a) follows from (3b). The general case of (4a)
is a classical fact [13, Theorem IV, p.49], and (4b) follows from (4a) by
considering f(1/z). 
The following inequality for complex numbers is elementary. If θ ≥ 0,
ψ ≥ 0 and θ + ψ < π, then
(2.5) |z + λ| ≥ cos ((θ + ψ)/2) (|z|+ |λ|), z ∈ Σθ, λ ∈ Σψ.
Let f ∈ NP+. For θ ∈ [0, π), ψ ∈ [0, π/2) such that θ + ψ < π, z ∈ Σθ and
λ ∈ Σψ, Proposition 2.1(1), (2.5) and (2.4) give
|z + f(λ)| ≥ cos ((θ + ψ)/2) (|z| + |f(λ)|)(2.6)
≥ cosψ cos ((θ + ψ)/2) (|z|+ f(|λ|)).
The following lemma gives a representation of the resolvent of an NP+-
function in a form which will be useful when we consider sectorial operators
A instead of scalars λ. We shall see in Proposition 4.6 and Corollary 4.8
that the assumptions of existence of f(∞) and f(0+) are natural for the
study of sectorial operators.
Lemma 2.2. Let f ∈ NP+, q > 2, λ ∈ Σπ/q, and z ∈ Σπ−π/q.
1. Assume that f(∞) exists. Then
(2.7) (z + f(λ))−1
=
1
z + f(∞) +
q
π
∫ ∞
0
Im f(teiπ/q) tq−1
(z + f(teiπ/q))(z + f(te−iπ/q))(λq + tq)
dt,
where the integral may be improper.
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2. Assume that f(0+) exists. Then
(2.8) (z + f(λ))−1
=
1
z + f(0+)
− q
π
∫ ∞
0
Im f(teiπ/q)λq
(z + f(teiπ/q))(z + f(te−iπ/q))(λq + tq)t
dt,
where the integral may be improper.
Proof. We first consider the case when f(∞) = ∞. Take θ ∈ (q| arg λ|, π),
so λq ∈ Σθ. By Proposition 2.1(1),
f(ζ1/q) ∈ Σθ/q, ζ ∈ Σθ \ {0},
so (z+ f(ζ1/q))−1 is holomorphic and bounded for ζ ∈ Σθ. For R > |λ|q, let
γR be the boundary of {ζ ∈ Σθ : |ζ| < R}. By Cauchy’s theorem,
(2.9) (z + f(λ))−1 =
1
2πi
∫
γR
dζ
(z + f(ζ1/q))(ζ − λq) .
Deforming the contour γR to the negative semi-axis, we obtain that
(z + f(λ))−1 =
1
2πi
∫
|ζ|=R
dζ
(z + f(ζ1/q))(ζ − λq)
(2.10)
− 1
2πi
∫ R
0
ds
(z + f(s1/qeiπ/q))(s+ λq)
+
1
2πi
∫ R
0
ds
(z + f(s1/qe−iπ/q))(s + λq)
=
1
2πi
∫
|ζ|=R
dζ
(z + f(ζ1/q))(ζ − λq)
+
1
π
∫ R
0
Im f(s1/qeiπ/q)
(z + f(s1/qeiπ/q))(z + f(s1/qe−iπ/q))(s+ λq)
ds.
Since f(∞) =∞ and q > 2, Proposition 2.1(4b) gives
lim
|ζ|→∞
1
f(ζ1/q)
= 0 uniformly for ζ ∈ Σπ.
Hence
(2.11) lim
R→∞
∫
|ζ|=R
dζ
(z + f(ζ1/q))(ζ − λq) = 0.
Letting R→∞ in (2.10), we obtain as improper integrals:
(z + f(λ))−1 =
1
π
∫ ∞
0
Im f(s1/qeiπ/q)
(z + f(s1/qeiπ/q))(z + f(s1/qe−iπ/q))(s + λq)
ds
=
q
π
∫ ∞
0
tq−1 Im f(teiπ/q)
(z + f(teiπ/q))(z + f(te−iπ/q))(tq + λq)
dt,
i.e. (2.7) holds.
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When f(∞) < ∞, (2.7) can be proved in a similar manner. Instead of
(2.9), we write
(z + f(λ))−1 − (z + f(∞))−1
=
1
2πi
∫
γR
(
1
z + f(ζ1/q)
− 1
z + f(∞)
)
dζ
ζ − λq ,
and, instead of (2.11), we use Proposition 2.1(4b) to obtain that
lim
R→∞
∫
|ζ|=R
(
1
z + f(ζ1/q)
− 1
z + f(∞)
)
dζ
ζ − λq
=
1
z + f(∞) limR→∞
∫
|ζ|=R
f(∞)− f(ζ1/q)
z + f(ζ1/q)
dζ
ζ − λq
= 0.
This proves the statement (2.7).
The statement (2.8) can be deduced from (2.7) by replacing f(ζ) by
f(1/ζ), λ by 1/λ and t by 1/t. 
In order to estimate operator-valued integrals that will arise in Section 4,
we will need to estimate integrals such as the one in (2.7) in specific ways.
Let q > 2, λ ∈ Σθ where θ ∈ [0, π/q), and z ∈ Σψ where ψ ∈ (0, π − π/q).
Using (2.6), we can estimate as follows:
(2.12) ∣∣∣∣∣
∫ ∞
0
Im f(teiπ/q) tq−1
(z + f(teiπ/q))(z + f(te−iπ/q))(λq + tq)
dt
∣∣∣∣∣
≤
∫ ∞
0
| Im f(teiπ/q)| tq−1
|z + f(teiπ/q)| |z + f(te−iπ/q)| |λq + tq| dt
≤ 1
cos2((ψ + π/q)/2) cos2(π/q) cos(θq/2)
∫ ∞
0
| Im f(teiπ/q)|
(|z|+ f(t))2t dt.
Here we are assuming existence of the integrals in appropriate senses. We
shall need that the final integral is not only finite but also that it satisfies a
further estimate given in the following definition.
Definition 2.3. We shall say that f ∈ E if f ∈ NP+ and, for each θ ∈
(0, π/2), there exists κθ(f) such that
(2.13) Jθ(r; f) :=
∫ ∞
0
| Im f(teiθ)|
(r + f(t))2t
dt ≤ κθ(f)
r
, r > 0.
We shall say that f ∈ E0 if f ∈ NP+ and, for each θ ∈ (0, π/2) and for
some (or equivalently, all) a ∈ (0,∞), there exists Ca,θ such that∫ a
0
| Im f(teiθ)|
(r + f(t))2t
dt ≤ Ca,θ
r
, r > 0.
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Similarly, we say that f ∈ E∞ if f ∈ NP+ and, for each θ ∈ (0, π/2) and
some/all a ∈ (0,∞), there exists Ka,θ such that∫ ∞
a
| Im f(teiθ)|
(r + f(t))2t
dt ≤ Ka,θ
r
, r > 0.
Note that E = E0∩E∞. Moreover E0 and E∞ are closed under sums. This
follows from
| Im (f(teiθ) + g(teiθ)) |
(r + f(t) + g(t))2
≤ | Im f(te
iθ)|
(r + f(t))2
+
| Im g(teiθ)|
(r + g(t))2
,
when r > 0, f(t) > 0 and g(t) > 0.
Simple changes of variable, and applications of (2.3) and (2.4), show that
the following are equivalent:
(i) f ∈ E0,
(ii) 1/f ∈ E0,
(iii) f(1/z) ∈ E∞,
(iv) 1/f(1/z) ∈ E∞.
If f ∈ E̟ where ̟ ∈ {0,∞}, and α ∈ (0, 1), then f(zα) ∈ E̟.
It follows from the remarks above that if f and g are in E , then so are
f + g, 1/f , f(1/z), 1/f(1/z) and f(zα) for α ∈ (0, 1).
Proposition 2.4. If f ∈ E, then f(0+) and f(∞) exist in [0,∞].
Proof. Consider the final formula (2.10) where z is fixed (for example, z =
R = 1). As λ→ 0+, the first integral converges by the Dominated Conver-
gence Theorem. As in (2.12) the integrand of the second integral is domi-
nated by the integrand in (2.13) (for r = 1) and the integral there is finite.
By the Dominated Convergence Theorem, the second integral converges to
a limit as λ→ 0+. Hence
lim
λ→0+
(z + f(λ))−1
exists in C, so f(0+) exists. The existence of f(∞) can now be deduced by
considering f(1/z). 
Since there exist f ∈ NP+ for which f(0+) and f(∞) do not exist,
Proposition 2.4 shows that E 6= NP+. It will follow from Theorem 4.3 and
Corollary 4.11 that there exist f ∈ NP+ such that f(0+) and f(∞) both
exist but f /∈ E .
In the remainder of this section, we will identify some conditions which
imply that a given f ∈ NP+ belongs to E . See Propositions 2.5 and 2.10.
Recall that the spherical derivative Sf of a holomorphic function f on
C+ is defined as
(Sf)(z) :=
|f ′(z)|
1 + |f(z)|2 , z ∈ C+.
It is a basic tool in geometric function theory; see [34], for example.
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Let S be the set of all NP+-functions f such that, for each θ ∈ (0, π/2),
there exists Cθ such that∫
Σθ
(S(f/r))(z)
dm(z)
|z| ≤ Cθ, r > 0,
where dm is the area measure.
Proposition 2.5. Let f ∈ NP+, r > 0, and θ ∈ (0, π/2). Then
Jθ(r; f) ≤ 1
2 cos2 θ
∫ θ
−θ
∫ ∞
0
|f ′(teis)|
r2 + |f(teis)|2 dt ds
=
1
2r cos2 θ
∫
Σθ
(S(f/r))(z)
dm(z)
|z| .
Hence, S ⊂ E.
Proof. Since
2i Im f(teiθ) = f(teiθ)− f(te−iθ) = it
∫ θ
−θ
eisf ′(teis) ds,
we have
(2.14) 2| Im f(teiθ)| ≤ t
∫ θ
−θ
|f ′(teis)| ds, t > 0.
Using (2.4), we have
2Jθ(r; f) ≤
∫ ∞
0
∫ θ
−θ
|f ′(teis)| ds dt
(r + f(t))2
=
∫ θ
−θ
∫ ∞
0
|f ′(teis)|
(r + f(t))2
dt ds
≤
∫ θ
−θ
∫ ∞
0
|f ′(teis)|
(r + cos s|f(teis)|)2 dt ds
≤ 1
cos2 θ
∫ θ
−θ
∫ ∞
0
|f ′(teis)|
r2 + |f(teis)|2 dt ds.
=
1
r cos2 θ
∫
Σθ
(S(f/r))(z)
dm(z)
|z| . 
Our second class of functions included in E involves pointwise conditions
comparing the imaginary part of f(z) in C+ with the derivative of f(t) on
(0,∞). These conditions may be more intuitive than Definition 2.3.
Definition 2.6. We introduce here four conditions on f ∈ NP+, labelled as
D±̟, where ̟ ∈ {0,∞}. Each condition is to be read as saying that f ∈ D±̟
if, for each θ ∈ (0, π/2), there exist a ∈ (0,∞], b ∈ (0,∞) and c ∈ (0,∞)
(which may depend on θ and f) such that the specified properties hold:
• f ∈ D+0 if f is increasing on (0, a/b) and
| Im f(teiθ)| ≤ ctf ′(bt), t ∈ (0, a).
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• f ∈ D−0 if f is decreasing on (0, a/b), and
| Im f(teiθ)| ≤ −ctf ′(bt), t ∈ (0, a).
• f ∈ D+∞ if f is increasing on (a/b,∞), and
| Im f(teiθ)| ≤ ctf ′(bt), t ∈ (a,∞).
• f ∈ D−∞ if f is decreasing on (a/b,∞), and
| Im f(teiθ)| ≤ −ctf ′(bt), t ∈ (a,∞).
Example 2.7. It is easy to see that the NP+-functions z(s2 + z2)−1 belong
to D+0 ∩ D−∞ for s ∈ (0,∞), and that the constants a, b, c in Definition 2.6
can be chosen uniformly for s in any compact subset of (0,∞). Hence if ν
is a finite positive measure with compact support in (0,∞) and
g(z) = z
∫ ∞
0
ν(ds)
s2 + z2
,
then g ∈ D+0 ∩D−∞. In particular, for any sequence (sk)k≥1 from a compact
subset of (0,∞) and any sequence (ak)≥1 with ak > 0 and
∑∞
k=1 ak < ∞,
the function g defined by
g(z) =
∞∑
k=1
ak
z
z2 + s2k
,
belongs to D+0 ∩ D−∞. This fact will be used in Example 4.2.
Using Proposition 2.1(3) it is easy to check that:
f ∈ D+0 ⇐⇒ 1/f ∈ D−0 ⇐⇒ f(1/z) ∈ D−∞ ⇐⇒ 1/f(1/z) ∈ D+∞.
Let f ∈ D+0 . A very simple calculation shows that f(zα) ∈ D+0 when
α ∈ (0, 1). For compositions of the form g ◦ f , we have the following result.
Proposition 2.8. Let f ∈ D+0 , and let g be a holomorphic function on C+
such that g ◦ f ∈ NP+ and g maps (0,∞) into (0,∞).
a) Assume that f(0+) > 0, and g′(f(0+)) > 0. Then g ◦ f ∈ D+0 .
b) Assume that f(0+) = 0 and there exists r > 0 such that g is strictly
increasing on (0, r), and, for each θ > 0, there exists Cθ > 0 such that
(i) |g′(teiψ)| ≤ Cθg′(t), t ∈ (0, r), −θ < ψ < θ;
(ii) g′(t1) ≤ Cθg′(t2), t1, t2 ∈ (0, r), 12 ≤ t1/t2 ≤ 2.
Then g ◦ f ∈ D+0 .
Proof. We give the proof for the case b). Note that assumption (b)(ii) can
be iterated to give
(2.15) g′(t1) ≤ C log2 σ+1θ g′(t2), t1, t2 ∈ (0, r), 1/σ ≤ t1/t2 ≤ σ, σ > 1.
Let θ ∈ (0, π/2), and take a, b, c as in Definition 2.6 for f ∈ D+0 . Let
f(teiθ) = ρeiψ, so ρ and ψ depend on t and |ψ| ≤ θ by Proposition 2.1(1).
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For t > 0 sufficiently small, we have
(2.16)
2
π
ρ|ψ| ≤ ρ| sinψ| = | Im f(teiθ)| ≤ ctf ′(bt),
since sin s/s is decreasing on [0, π/2]. By Proposition 2.1(3), there is a
constant σ > 1, depending on θ and b, such that
f(bt)
σ
≤ ρ = |f(teiψ)| ≤ σf(bt), t > 0.
For t > 0 sufficiently small, using (2.14), the assumption (b)(i), (2.16) and
(2.15) we have
∣∣ Im g(f(teiθ))∣∣ ≤ ρ∫ ψ
0
∣∣g′(ρeis)∣∣ ds
≤ Cθρ|ψ|g′(ρ)
≤ Cθ π
2
ctf ′(bt)C
log2 σ+1
θ g
′(f(bt))
=
πcC
log2 σ+2
θ
2
t(g ◦ f)′(bt).
In the case a), the proof is simpler, using (2.16) and continuity of g and
g′ near f(0+). 
The assumptions of Proposition 2.8(b) are satisfied when g(z) = zβ for
β > 1. Hence if f ∈ D+0 , then the following are also in D+0 :
(i) f(z)β if β > 0 and f(z)β ∈ NP+;
(ii) f(z)α and f(zα)1/α when α ∈ (0, 1).
Corresponding statements hold for D−0 , D+∞ and D−∞.
In Definition 2.6 the value of b may depend on f , so the sum of two
functions in any one of the four classes may not be in the class. We make
the following definition which allows for sums.
Definition 2.9. For ̟ ∈ {0,∞}, let D̟ be the intersection of all subsets
G of NP+ such that
(i) D+̟ ⊂ G,
(ii) If f ∈ G, then 1/f ∈ G,
(iii) If f1, f2 ∈ G, then f1 + f2 ∈ G.
Let D = D0 ∩ D∞.
In other words, D0 contains those functions f which can be obtained from
a finite number of functions in D+0 by taking a finite number of sums and
reciprocals in some order. In the definition, D+0 could be replaced by D−0 .
Moreover, D∞ = {f ∈ NP+ : f(1/z) ∈ D0}.
Proposition 2.10. Let ̟ ∈ {0,∞}. Then D̟ ⊂ E̟. Hence D ⊂ E.
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Proof. Let f ∈ D+0 , a, b, c be as in Definition 2.6, a′ = amin(1, 1/b) and
ρ = max(b, 1/b). Let θ ∈ (0, π/2) and r > 0. Since f is increasing on (0, a)
and (2.3) holds, we have
f(bt) ≤ max(b, 1)f(t), t ∈ (0, a′).
Then
(2.17)∫ a′
0
| Im f(teiθ)|
(r + f(t))2t
dt ≤ cmax(1, b2)
∫ a
0
f ′(bt)
(r + f(bt))2
dt ≤ cmax(1, b
2)
b(r + f(0+))
≤ cρ
r
.
So f ∈ E0. Since E0 is closed under reciprocals and sums, it follows from
Definition 2.9 that D0 ⊂ E0.
A similar argument applies for ̟ =∞. Then
D = D0 ∩D∞ ⊂ E0 ∩ E∞ = E . 
We shall give examples of some broad classes of functions in D in Section
3. Here we mention one other class of examples which slightly extends [17,
Lemma 3.7, Appendix A]. Let
hn(z) :=
(
1− z
1 + z
)n
, n ∈ N, z ∈ C+.
Proposition 2.11. If
(2.18) h(z) = 1−
∞∑
n=0
cnhn(z), cn ∈ R,
∞∑
n=0
|cn| ≤ 1,
then h ∈ D.
Proof. From
|hn(z)| ≤ 1, z ∈ C+, hn : (0,∞)→ R,
it follows that h ∈ NP+. Moreover hn is decreasing on (0, 1).
By [17, Lemma 9.4], for all θ ∈ (0, π/2) there exists b ∈ (0, 1) such that
for every n ∈ N
| Imhn(teiθ)| ≤ −π
2
th′n(bt), t ∈ (0, 1).
Let
g1(z) = a+
∑
cn≥0
cn(1−hn(z)), g2(z) =
∑
cn<0
cn(1−hn(z)), a = 1−
∞∑
n=0
cn.
Then
h = g1 + g2, g1 ∈ D+0 , g2 ∈ D−0 .
So h ∈ D0. This applies to any h of the form (2.18).
Since
h˜(z) := h(1/z) = 1−
∞∑
n=0
(−1)ncnhn(z)
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is also of the form (2.18), we have
h˜ ∈ D0.
Then
h(z) = h˜(1/z) ∈ D∞. 
3. Function classes contained in D
We start by recalling definitions of some established classes of functions.
Definition 3.1. A smooth function g : (0,∞)→ (0,∞) is completely mono-
tone if (−1)ng(n)(t) ≥ 0 for all t > 0 and n ∈ N.
By Bernstein’s Theorem [38, Theorem 1.4] g is completely monotone if
and only if there exists a positive Laplace transformable measure ν on [0,∞)
such that
(3.1) g(t) =
∫ ∞
0
e−ts ν(ds), t > 0.
Then g may be extended to a holomorphic function from C+ to C, and we
shall identify g with this extension. We have
(3.2) |g(z)| ≤
∫ ∞
0
e−Re zs ν(ds) = g(Re z), z ∈ C+.
We shall denote the set of all completely monotone functions by CM.
Definition 3.2. A smooth function f : (0,∞) 7→ (0,∞) is called a Bernstein
function if its derivative f ′ is completely monotone.
By [38, Theorem 3.2], f is Bernstein if and only if there exist a, b ≥ 0 and
a positive measure µ on (0,∞) satisfying∫ ∞
0+
s
1 + s
µ(ds) <∞
such that
(3.3) f(t) = a+ bt+
∫ ∞
0+
(1− e−ts)µ(ds), t > 0.
The formula (3.3) is called the Le´vy-Khintchine representation of f . The
triple (a, b, µ) is defined uniquely and is called the Le´vy triple of ψ. Standard
examples of Bernstein functions include zα for α ∈ [0, 1], log(1 + z) and
1− e−z.
Every Bernstein function extends to a holomorphic function from C+ to
C+ given by the formula (3.3), and we will identify Bernstein functions with
their holomorphic extensions to C+. The set of all Bernstein functions will
be denoted by BF and it will be identified with a subset of NP+.
In the next proposition we summarise some known properties of Bernstein
functions similar to those in Proposition 2.1. For these and other properties
of Bernstein functions, see [38, Chapter 3] or [22, Section 3.9].
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Proposition 3.3. Let f ∈ BF .
1. f maps Σθ into itself for all θ ∈ (0, π/2).
2. If α ∈ (0, 1/2] and hα(z) = f(zα)1/α for z ∈ C+, then hα ∈ BF .
3. If g ∈ CM, then g ◦ f ∈ CM. In particular, 1/f ∈ CM∩NP+.
4. If h ∈ BF , then h ◦ f ∈ BF .
5. For all θ ∈ (−π/2, π/2) and t > 0,
f(t) cos θ ≤ f(t cos θ) ≤ |f(teiθ)| ≤ κθf(t) ≤ κθ
cos θ
f(t cos θ),
where
κθ = min
(
2e
e− 1 ,
1
cos θ
)
.
6. For all θ ∈ (0, π/2),
(3.4) lim
z∈Σθ,|z|→∞
f(z) = f(∞).
Proof. (1) and (6) are immediate from the corresponding parts of Propo-
sition 2.1, (2), and (3) and (4) are shown in [16, Proposition A.2], [38,
Theorem 3.7], and [38, Corollary 3.8], respectively. For (5), the first and
fourth inequalities follow from (2.3), and the third inequality is a combina-
tion of (2.4) and [18, Proposition 2.3]. The second inequality follows from
(3.2) applied to 1/f . 
It is an open question whether Proposition 3.3(2) holds for α ∈ (1/2, 1).
If f : (0,∞) → (0,∞) and g ◦ f ∈ CM for all g ∈ CM then f ∈ BF [38,
Theorem 3.7]. The following gives examples where g ∈ CM ∩ NP+ but
1/g /∈ BF .
Example 3.4. If t ≥ 0 and
gt(z) =
z + 2t
(z + t)2
=
1
z + t
+
t
(z + t)2
,
then gt ∈ CM∩NP+. However, for t > 0,
1
gt(z)
= z +
t2
z + 2t
/∈ BF ,
because its second derivative is positive. If µ is any finite positive measure
on [0,∞) and ∫ ∞
0
µ(dt)
1 + t
<∞, G(z) =
∫ ∞
0
gt(z)µ(dt),
then G ∈ CM∩NP+.
In the following results we will show that D contains all functions in the
following classes:
(D1) CM∩NP+ (Proposition 3.5a),
(D2) BF (Proposition 3.5b),
(D3) Functions in NP+ which are products of finitely many functions in
BF (Corollary 3.7),
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(D4) Functions of the form f1(z
α1)β1 . . . fn(z
αn)βn , where fj ∈ BF , 0 <
αj ≤ 1, 0 < βj ≤ 1 and
∑n
j=1 αjβj ≤ 1 (Corollary 3.8).
See Examples 3.9 and 3.10 for some illustrations of the class (D4).
Proposition 3.5. a) Let g ∈ CM∩NP+. Then
| Im g(teiθ)| ≤ −| sin θ| tg′(t cos θ), t > 0, θ ∈ (−π/2, π/2).
Hence g ∈ D, and in particular g ∈ E.
b) Let f ∈ BF . Then f ∈ S ∩ D. In particular,
(3.5) | Im f(teiθ)| ≤ | sin θ| tf ′(t cos θ), t > 0, θ ∈ (−π/2, π/2),
and f ∈ E.
Proof. Let g ∈ CM. From (3.1), we have
g′(t) = −
∫ ∞
0+
se−ts ν(ds) < 0, t > 0,
and for θ ∈ (−π/2, π/2) and t > 0 it follows that
| Im g(teiθ)| =
∣∣∣∣
∫ ∞
0+
Im e−ste
iθ
ν(ds)
∣∣∣∣ ≤
∫ ∞
0+
e−st cos θ| sin(ts sin θ)| ν(ds)
≤ | sin θ|t
∫ ∞
0+
se−st cos θ ν(ds) ≤ −| sin θ|tg′(t cos θ).
So, if we suppose additionally that g ∈ NP+ then
g ∈ D−0 ∩ D−∞ ⊂ D.
By Proposition 2.10, g ∈ E .
Let f ∈ BF . Then 1/f ∈ CM ∩ NP+ ⊂ D, so f ∈ D ⊂ E . Moreover,
f ′ ∈ CM, so |f ′(teiθ)| ≤ f ′(t cos θ), by (3.2). Using also Proposition 3.3(5),
we have ∫ ∞
0
|f ′(teiθ)|
r2 + |f(teiθ)|2 dt ≤
∫ ∞
0
f ′(t cos θ)
r2 + f(t cos θ)2
dt
≤ 1
cos θ
∫ ∞
0
dτ
r2 + τ2
=
π
2r cos θ
.
By Proposition 2.5, f ∈ S ⊂ E .
By (3.3) we have
f ′(z) = b+
∫ ∞
0+
se−sz µ(ds), z ∈ C+,
and
Im f(teiθ) = bt sin θ +
∫ ∞
0+
e−st cos θ sin(ts sin θ)µ(ds).
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Hence, using | sin τ | ≤ |τ |, we obtain that
| Im f(teiθ)| ≤ bt| sin θ|+ t| sin θ|
∫ ∞
0+
se−st cos θ µ(ds)
= | sin θ| tf ′(t cos θ). 
By Example 3.4 and Proposition 3.5a), if
g(z) =
∞∑
k=1
ak
z + 2tk
(z + tk)2
,
where ak, tk > 0 and
∑∞
k=1 ak(1 + tk)
−1 <∞, then g ∈ D.
Proposition 3.6. Let fj, j = 1, . . . , n, be holomorphic on C+ and map
(0,∞) to (0,∞). Suppose that for every θ ∈ (−π/2, π/2) there exist bθ, cθ, dθ >
0 such that
(3.6) |fj(teiθ)| ≤ dθfj(bθt), t > 0, j = 1, . . . , n
and
(3.7) | Im fj(teiθ)| ≤ cθtf ′j(bθt), t > 0, j = 1, . . . , n.
Let
Fn = f1 · · · fn.
Then
(3.8) |Fn(teiθ)| ≤ dnθFn(bθt), | ImFn(teiθ)| ≤ cθdn−1θ tF ′n(bθt), t > 0.
Proof. We proceed by induction. If n = 1 then (3.8) reduces to (3.6) and
(3.7). Suppose that the inequalities (3.8) hold for fixed n ∈ N. Then we
have
| ImFn+1(teiθ)| = | ImFn(teiθ)fn+1(teiθ)|
≤ | ImFn(teiθ)| · |fn+1(teiθ)|+ |Fn(teiθ)| · | Im fn+1(teiθ)|
≤ tcθdn−1θ F ′n(bθt)dθfn+1(bθt) + dnθFn(bθt)tcθf ′n+1(bθt)
= tcθd
n
θ (Fn · fn+1)′(bθt)
= tcθd
n
θF
′
n+1(bθt).
The rest is clear. 
Corollary 3.7. Let {fj : j = 1, . . . , n} ⊂ BF , and let
Fn = f1 · · · fn.
Then
| ImFn(teiθ)| ≤ | sin θ|
(cos θ)2(n−1)
tF ′n(t cos θ), t > 0, θ ∈ (−π/2, π/2).
In particular, if Fn ∈ NP+, then Fn ∈ D+0 ∩D+∞ ⊂ D.
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Proof. Let t > 0 and θ ∈ (−π/2, π/2). By (2.4) and (2.3) with r = t cos θ,
|fj(teiθ)| ≤ fj(t)
cos θ
≤ fj(t cos θ)
cos2 θ
,
By (3.5),
| Im fj(teiθ)| ≤ | sin θ|tf ′j(t cos θ).
Now the statement is a direct consequence of Proposition 3.6. 
Corollary 3.8. If {fj : j = 1, . . . , n} ⊂ BF , and αj , βj , j = 1, . . . , n, are
such that
0 < αj ≤ 1, 0 < βj ≤ 1,
n∑
j=1
αjβj ≤ 1,
then
(3.9) F˜n(z) := f1(z
α1)β1 · · · fn(zαn)βn
belongs to D.
Proof. Each function fj(z
αj )βj is a Bernstein function, and it maps C+ into
Σπαjβj/2 by Proposition 2.1(1). Hence F˜n maps C+ into C+. Moreover F˜n
maps (0,∞) to (0,∞), so F˜n ∈ NP+. By Corollary 3.7, F˜n ∈ D. 
When βj = 1 for j = 1, . . . , n, the function F˜n of Corollary 3.8 belongs
to BF . This is shown in [38, Corollary 3.8(vi)] for n = 2 and the general
case follows by a simple induction. The following example shows that some
functions of the form (3.9) are not Bernstein functions.
Example 3.9. The functions z and 1 − e−z are both Bernstein functions.
Moreover
F˜ (z) := z1/2(1− e−z)1/2
is not a Bernstein function [4, Example 5.7], but F˜ ∈ D by Corollary 3.8.
For α ∈ (0, 1), let G˜α(z) = F˜ (zα). Since BF is closed under pointwise
limits [38, Corollary 3.8(ii)], there exists α ∈ (0, 1) such that G˜α /∈ BF , but
G˜α ∈ D by Corollary 3.8.
Example 3.10. If f ∈ BF and α ∈ (0, 1) then
gα(z) := [f(z
α)]1/α
belongs to NP+. If α ∈ (0, 1/2] then gα ∈ BF by Proposition 3.3(2).
Although it is an open question whether gα is necessarily in BF when α ∈
(1/2, 1), we can show that gα ∈ D. For that case, let
f1 = f2 = f,
α1 = α2 = α, β1 = β2 =
1
2α
∈ (12 , 1).
Then gα = F˜2 as in (3.9). Hence it follows from Corollary 3.8 that gα ∈ D.
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It is often appropriate to restrict attention to the subclass of Bernstein
functions formed by the complete Bernstein functions. This class has a
rich structure which makes it especially useful in applications. A Bernstein
function ϕ is said to be a complete Bernstein function if the measure µ in
its Le´vy-Khintchine representation (3.3) has a completely monotone den-
sity with respect to Lebesgue measure. The set of all complete Bernstein
functions will be denoted by CBF .
The class of complete Bernstein functions allows a number of characteri-
sations. For example (see [38, Theorem 6.2]), a function ϕ : (0,∞) 7→ (0,∞)
belongs to CBF if and only if ϕ admits a representation which is given by
(3.10) ϕ(t) = a+ bt+
∫ ∞
0+
t
t+ s
ν(ds) t > 0,
where a, b ≥ 0 are non-negative constants and ν is a positive measure on
(0,∞) such that ∫ ∞
0+
ν(ds)
1 + s
<∞.
The triple (a, b, ν) is uniquely determined by these properties, and it is called
the Stieltjes representation of ϕ. Then ϕ has a holomorphic extension to
C \ (−∞, 0] given by (3.10), and we shall identify ϕ with this extension.
Note that ϕ : (0,∞) → (0,∞) is increasing, and it maps the upper and
lower half-planes C+ and C− into themselves. If ψ2(z) = ϕ(z
2)1/2 for z ∈
C+, then ψ2 ∈ NP+. Consequently some properties of complete Bernstein
functions can be readily deduced from Proposition 2.1, although proofs from
the Stieltjes representation may sometimes be more direct.
Proposition 3.11. Let ϕ ∈ CBF .
1. ϕ maps Σθ into itself for all θ ∈ (0, π).
2. If α ∈ (0, 1) and ψα(z) = ϕ(zα)1/α for z ∈ C \ (−∞, 0], then ψα ∈ CBF .
3. For all θ ∈ (−π, π) and t > 0,
(3.11) ϕ(t) cos(θ/2) ≤ |ϕ(teiθ)| ≤ ϕ(t)
cos(θ/2)
.
4. For all θ ∈ (0, π),
lim
z∈Σθ,|z|→∞
ϕ(z) = ϕ(∞).
Proof. (1) and (4) can be deduced by applying the corresponding parts of
Proposition 2.1 to ψ2(z) = ϕ(z
2)1/2. Moreover, (1) and (3) can be deduced
from the Stieltjes representation (see [38, Corollary 6.6] for (1), and [3,
Proposition 2.4] for (3)). For (2), observe that ψα maps C
+ to C+, (0,∞)
to (0,∞), and f(0+) exists and is real. This implies that ψα ∈ CBF [38,
Theorem 6.2]. 
Lemma 3.12. Let ϕ ∈ CBF . Then for any θ ∈ (0, π) and t > 0,
(3.12) | Imϕ(teiθ)| ≤ 2 tan(θ/2) tϕ′(t).
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Proof. By (3.10), (2.5) and the representation
ϕ′(t) = b+
∫ ∞
0+
s σ(ds)
(t+ s)2
, t > 0,
it follows that
Imϕ(teiθ) = bt sin θ +
∫ ∞
0+
Im
teiθ
teiθ + s
σ(ds) = t sin θ
(
b+
∫ ∞
0+
s σ(ds)
|teiθ + s|2
)
≤ t sin θ
(
b+
1
cos2(θ/2)
∫ ∞
0+
s σ(ds)
(t+ s)2
)
= t sin θ
(
b+
ϕ′(t)− b
cos2(θ/2)
)
≤ sin θ
cos2(θ/2)
tϕ′(t) = 2 tan(θ/2) tϕ′(t). 
For complete Bernstein functions we can extend the resolvent formula of
Lemma 2.2 to cover greater ranges for the parameters.
Lemma 3.13. Let ϕ ∈ CBF , q > 1, λ ∈ Σπ/q and z ∈ Σπ−π/q. Then
(3.13) (z + ϕ(λ))−1
=
1
z + ϕ(∞) +
q
π
∫ ∞
0
Imϕ(teiπ/q) tq−1
(z + ϕ(teiπ/q))(z + ϕ(te−iπ/q))(λq + tq)
dt.
Moreover the integral is absolutely convergent, and, for ψ ∈ (0, π − π/q),
there are constants C1, C2 (depending on q and ψ) such that, for λ ∈ Σθ
where θ ∈ (0, π/q), and z ∈ Σψ,∣∣∣∣∣
∫ ∞
0
Imϕ(teiπ/q) tq−1
(z + ϕ(teiπ/q))(z + ϕ(te−iπ/q))(λq + tq)
dt
∣∣∣∣∣
≤ C1
∫ ∞
0
| Imϕ(teiπ/q)|
(|z|+ ϕ(t))2t dt ≤
C2
|z| .
Proof. The proof of (3.13) proceeds in the same way as Lemma 2.2, with
Proposition 3.11 replacing Proposition 2.1. In this case the integral can be
shown to be absolutely convergent in the same way as for Bernstein functions
in Section 2, using (3.12) instead of (3.5) for the second inequality. 
Example 3.14. Consider the complete Bernstein function ϕ(z) = log(1 + z),
and let q = 2. For z, λ ∈ C+, Lemma 3.13 gives
(z + log(1 + λ))−1 =
2
π
∫ ∞
0
t tan−1 t((
z + log
√
1 + t2
)2
+ (tan−1 t)2
)
(λ2 + t2)
dt
=
∫ π/2
0
s sin s
((z − log cos s)2 + s2) cos3 s(λ2 + tan2 s) ds.
This may be compared with a formula in [28, Example 2].
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4. Preservation of sectorial operators
In this section we give the main results about preserving sectoriality of
operators underNP+-functions. For a closed linear operator A on a complex
Banach space X we denote by dom(A), ran(A) and σ(A) the domain, the
range and the spectrum of A, respectively. The space of bounded linear
operators on X is denoted by L(X).
Let us recall that an operator A on a Banach space X is sectorial of
angle ω ∈ [0, π) if A is closed and densely defined, σ(A) ⊂ Σω and for every
ω′ ∈ (ω, π) there exists M(A,ω′) <∞ such that
‖z(A + z)−1‖ ≤M(A,ω′), z ∈ Σπ−ω′ .
The set of sectorial operators of angle ω ∈ [0, π) on a Banach space X will be
denoted by SectX(ω), or simply by Sect(ω) when no confusion is likely. It is
a standard fact in semigroup theory that A ∈ Sect(ω) for some ω ∈ [0, π/2)
if and only if −A is the generator of a sectorially bounded holomorphic C0-
semigroup on X of angle π/2−ω, i.e. −A is the generator of a C0-semigroup
(T (t))t≥0 on X which has a holomorphic extension to Σπ/2−ω satisfying
sup{‖T (z)‖ : z ∈ Σθ} <∞, 0 < θ < π/2− ω.
We refer the reader to [19, Section 2.1] for basic properties of sectorial
operators. The reader should be aware that some texts, including [19], do
not require sectorial operators to be densely defined, and some texts require
other properties. We shall sometimes make explicit additional assumptions
on our sectorial operators A, that A is injective or it has dense range. Note
that any sectorial operator with dense range is injective, and we can consider
the inverse operator A−1 with dom(A−1) = ran(A). Then A−1 is densely
defined, and it is sectorial with the same angle as A.
When X is reflexive, the density of dom(A) can be omitted from the
definition above, as it follows from the other properties. If A is sectorial and
injective on a reflexive space, then A has dense range.
When A is a sectorial operator, A(1+A)−2 is a bounded sectorial operator,
and its range is dom(A) ∩ ran(A). Moreover A(1 +A)−2 has dense range if
A has dense range.
We consider A ∈ Sect(ω), where ω ∈ [0, π/2), and a function f ∈ NP+,
and ask when f(A) ∈ Sect(ω). It is unrealistic to give a complete charater-
isation of all pairs (A, f) for which there is a positive answer, but we can
address two subsidiary questions. One of them is a reformulation of (Q1)
from the Introduction when ω ∈ [0, π/2) and of (Q2) when ω ∈ [0, π).
(Q1′) For which functions f ∈ NP+ is f(A) ∈ Sect(ω) for all A ∈ Sect(ω)
on a given Banach space X?
The other question is:
(Q5) For which operators A ∈ Sect(ω) is f(A) ∈ Sect(ω) for all f ∈ NP+?
First we recall how f(A) is defined, and point out why we sometimes have
to assume that A is injective or that A has dense range. There is no great
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loss in this, since we can confine our attention to the injective part of A [19,
p.24 and Corollary 2.3.9].
Let A ∈ Sect(ω) where ω < π/2. For f ∈ NP+ and θ ∈ (ω, π/2),
Proposition 2.1(3) shows that
|f(z)| = O(|z|−1), |z| → 0, z ∈ Σθ, |f(z)| = O(|z|), |z| → ∞, z ∈ Σθ.
Then f(A) can be defined by the holomorphic functional calculus [19, Propo-
sition 2.3.13]. In particular, f is regularised by the function τ2, where
τ(z) = z/(1 + z)2. This means that (f · τ2)(A) is a bounded operator
defined on X by a Cauchy integral, and then
dom(f(A)) =
{
x ∈ X : (f · τ2)(A)x ∈ ran(τ2(A))} ,
τ2(A)f(A)x = (f · τ2)(A)x.
For this to be a single-valued operator τ2(A) must be injective. In this case
τ2(A) = (A(I+A)−2)2, and so we have to assume that A is injective. Then,
by [19, Theorem 1.3.2c)],
(f · τ2)(A)x = f(A)τ2(A)x, x ∈ X.
Thus the domain of f(A) contains the range of τ(A)2. If A has dense
range, then f(A) has dense domain and dom(A) ∩ ran(A) is a core for
f(A) [19, Proposition 2.3.13b)]. Moreover f(A) has dense range, because
dom((1/f)(A)) has dense domain and
f(A)(1/f)(A)x = x, x ∈ dom ((1/f)(A)) ,
by [19, Proposition 1.2.2d)].
When A ∈ Sect(ω) is injective and f ∈ H∞(Σθ) where θ ∈ (ω, π), we can
define f(A) by the same method as above and the same properties hold. We
shall use standard properties of H∞-functional calculus on sectors Σθ for
sectorial operators A, as described in [19, Chapters 2,5], [26]. In particular
we say that A has bounded H∞-calculus on Σθ if f(A) ∈ L(X) for all
f ∈ H∞(Σθ). Note that then ‖f(A)‖ ≤ C‖f‖H∞(Σθ) for some constant C
(depending on A) [19, p.112]. We shall make free use of the Composition
Rule [19, Theorem 2.4.2], the characterisation of semigroup generators given
in [5, Proposition 2.5], and the compatibility of the half-plane calculus and
the sectorial calculus [5, Proposition 2.8]. A special case of the Composition
Rule shows that if A has bounded H∞-calculus on Σθ and α ∈ (0, π/θ), then
Aα has bounded H∞-calculus on Σαθ.
When −A generates a bounded C0-semigroup (T (t))t≥0 and f is a Bern-
stein function, we can define f(A) as in [38, Chapter 13] (the reader should
be aware that in [38], the notation for f(A) is Af and A denotes the gen-
erator of the C0-semigroup, so there are some differences of sign). Then
dom(A) is a core for f(A) and
(4.1) f(A)x = ax+ bAx+
∫ ∞
0+
(x− T (t)x)µ(dt), x ∈ dom(A),
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where (a, b, µ) is the Le´vy triple for f [38, Theorem 13.6]. When A is injec-
tive, this definition of f(A) agrees with the definition by the holomorphic
functional calculus [16, Proposition 3.6].
The fractional powers Aq of a sectorial operator A can be defined by the
extended functional calculus for q > 0, and for q ∈ R if A is injective. Note
that zq ∈ NP+ if and only if |q| ≤ 1, but the higher fractional powers can
be regularised by τn for large n ∈ N. It is well known that fractional powers
preserve sectoriality of an operator in the following sense (see [6, Corollary
3.10] or [19, Proposition 3.1.2]).
Proposition 4.1. Let A ∈ Sect(ω), ω ∈ [0, π), and let q > 0 be such that
qω < π. Then Aq ∈ Sect(qω).
In the Appendix (Section 5) we shall give explicit estimates for the sec-
toriality constants of Aq in terms of those of A.
Now we give an example to show that there are functions f ∈ D such that
f(A) cannot be defined by the extended Hille-Phillips calculus as described
in [16, Section 3.3]. For f(A) to be defined in that calculus for some sectorial
operator A, there must exist a regulariser e for f in the sense of the Hille-
Phillips calculus. In particular, this requires that e ∈ H∞(C+) ∩ C(C+),
e 6= 0 and e · f ∈ H∞(C+).
Example 4.2. Let (rk)k≥1 be an enumeration of the rational numbers in
[1, 2], let a1 = 1 and
ak = 2
−k min
j=1,...,k−1
|rj − rk|, k = 2, 3, . . . .
Define
f(z) =
∞∑
k=1
ak
z
z2 + r2k
, z ∈ C+.
By Example 2.7, f ∈ D. Suppose that e ∈ H∞(C+) ∩ C(C+) and e · f ∈
H∞(C+). Take j ≥ 1. For z = s+ irj where s ∈ (0, 1), we have∣∣∣∣∣∣
∞∑
k=j+1
ak
z
z2 + r2k
∣∣∣∣∣∣ ≤
∞∑
k=j+1
|rj − rk|
√
5
2k|(z − irk)(z + irk)| ≤
∞∑
k=j+1
√
5
2k+1
< 2−j+1.
Hence
|f(s+ irj)| ≥
∣∣∣∣∣ aj(s+ irj)(s+ irj)2 + r2j
∣∣∣∣∣−
∣∣∣∣∣
j−1∑
k=1
ak(s+ irj)
(s+ irj)2 + r2k
∣∣∣∣∣− 2−j+1 →∞
as s → 0+. Since e · f is bounded on C+ and e is continuous on C+, it
follows that e(irj) = 0 for each j ≥ 1 and then e(is) = 0 for all s ∈ [1, 2].
Since e ∈ H∞(C+), it follows that e = 0. Thus f is not regularisable in the
Hille-Phillips functional calculus for any sectorial operator A.
Our first result shows that the answer to the question (Q5) is very closely
related to boundedness of H∞-calculus on a sector. It is well known that
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there are examples of sectorial operators (even of angle 0 and on Hilbert
space), which do not have bounded H∞-calculus on any sector (see [19,
Theorem 9.1.7, Corollary 9.1.8], [14, Theorem 3.6], and Proposition 4.6 and
Remark 4.7 below). The following result shows that, for any such operator
A, there are functions f ∈ NP+ such that −f(A) does not generate a C0-
semigroup.
Theorem 4.3. Let A be a sectorial operator of angle ω ∈ [0, π/2) with dense
range, and let θ ∈ (ω, π/2). Consider the following properties:
(i) A has bounded H∞-calculus on Σθ.
(ii) For every f ∈ NP+, f(A) is a sectorial operator of angle (at most) θ.
(iii) For every f ∈ NP+, −f(A) is the generator of a bounded C0-semigroup.
(iv) For every f ∈ NP+ such that f(0+) and f(∞) both exist in (0,∞),
−f(A) is the generator of a C0-semigroup.
(v) A has bounded H∞-calculus on C+.
Then
(i) =⇒ (ii) =⇒ (iii) ⇐⇒ (iv) ⇐⇒ (v).
If X is a Hilbert space then all these properties are equivalent.
Proof. It is trivial that (ii) implies (iii) and (iii) implies (iv).
Suppose for a contradiction that (iv) is true and (v) is false. By [19,
Proposition 5.3.4] the functional calculus is unbounded on the subalgebra
A := H∞(C+)∩C0(C+) so there exists h ∈ A such that ‖h‖H∞(C+) = 1 and
h(A) is unbounded. Let
(4.2) h0(z) :=
h(z) + h(z)
2
and h1(z) :=
h(z) − h(z)
2i
Then
h = h0 + ih1,
and
hi ∈ A, ‖hi‖∞ ≤ 1, hi((0,∞)) ⊂ R, hi(z) = hi(z), i = 0, 1.
At least one of h0(A) and h1(A) is unbounded. We choose i so that hi(A)
is unbounded, and we define
g(z) :=
hi(z) + 2
4
.
Then g ∈ NP+ and
1
4
≤ |g(z)| ≤ 3
4
, z ∈ C+.
Taking the branch of the logarithm which is real on (0,∞), we have
f := − log g ∈ NP+,
and f(0+) and f(∞) both exist in [log(4/3), log 4]. Moreover,
g(z) = exp (−f(z)).
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Since f maps Σθ to Σθ for θ ∈ (ω, π/2), and f(A) ∈ Sect(π/2) by assump-
tion, the Composition Rule implies that
exp(−f(A)) = g(A)
which is an unbounded operator. Applying [5, Proposition 2.5] shows that
−f(A) does not generate a C0-semigroup on X which contradicts our as-
sumption. This proves that (iv) implies (v).
Now suppose that (v) is true, and let f ∈ NP+. For t ≥ 0, the function
gt(z) = exp(−tf(z)) belongs to H∞(C+) with ‖gt‖H∞(C+) ≤ 1. By the
Composition Rule, gt(A) = exp(−tf(A)). By (v), exp(−tf(A)) ∈ L(X) and
‖ exp(−tf(A))‖ ≤ C. By [5, Proposition 2.5], f(A) generates a bounded
C0-semigroup. Thus (iii) is true.
Next, suppose that (i) holds, and let α = 2θ/π < 1. By the Composition
Rule, A1/α has bounded H∞-calculus on C+. Given f ∈ NP+, define
g(z) = f(zα)1/α, z ∈ C+.
Then g ∈ NP+. Applying the implication (v) =⇒ (iii) to A1/α shows that
−g(A1/α) generates a bounded C0-semigroup, and is therefore sectorial of
angle π/2. Then
f(A) = g(A1/α)α
is sectorial of angle απ/2 = θ.
WhenX is a Hilbert space, the implication (v) =⇒ (i) holds by McIntosh’s
theorem [19, Theorem 7.3.1]. 
For general Banach spaces, it is not true that (v) implies (i) in Theorem
4.3, due to a counterexample given in [23]. It is an open question whether
(v) implies (ii).
Now we turn to the question (Q1). For a given Banach space X, let FX
be the set of all functions f ∈ NP+ with the property that f(A) ∈ SectX(ω)
whenever ω ∈ [0, π/2), A ∈ SectX(ω) and A has dense range in X. First we
show that FX possesses some algebraic structure.
Proposition 4.4. Let X be a Banach space, and f, g ∈ FX . Then the
following functions are in FX :
1/f, g ◦ f, f + g.
Proof. Let A ∈ SectX(ω) with dense range, where ω ∈ (0, π/2). Then
f(A) ∈ SectX(ω) with dense range, and then g(f(A)) ∈ SectX(ω). Now
(g ◦ f)(A) = g(f(A)), by the Composition Rule. Thus g ◦ f ∈ FX . Since
1/z ∈ FX , it follows that 1/f ∈ FX .
Furthermore, −f(A) and −g(A) are the generators of bounded holomor-
phic C0-semigroups (S(t))t≥0 and (T (t))t≥0, respectively, of angle π/2 −
ω. These semigroups commute because the resolvents (s + f)(A)−1 and
(u + g)(A)−1 of their generators commute for s, u > 0 (see [19, Theorem
1.3.2a)]). Hence (S(t)T (t))t≥0 is a bounded holomorphic C0-semigroup of
angle π/2−ω and its generator B is a closed extension of f(A)+g(A) whose
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domain dom(f(A))∩dom(g(A)) is dense and invariant under the semigroup.
Then B is the closure of f(A)+g(A). By [19, Proposition 1.3.2c)], (f+g)(A)
is a closed extension of f(A)+g(A) and hence an extension of B. Since I+B
is surjective and I + (f + g)(A) is injective by [19, Proposition 1.3.2f)], it
follows that B = (f + g)(A). Thus f + g ∈ FX . 
Remark 4.5. 1. In the context of Proposition 4.4 we do not know whether
(fg)1/2 is necessarily in FX , or equivalently whether (fg)(A) ∈ SectX(2ω).
See Remark 4.13.
2. Instead of FX , one might consider the class of NP+-functions preserving
sectoriality for all injective operators A ∈ Sect(ω) on X (without requir-
ing dense range). This class is closed under compositions and sums, but
it does not include 1/z.
3. One might consider the set F of all functions f which belong to FX
for all Banach spaces X. Note that F is a set because it suffices to
consider separable Banach spaces, and therefore it suffices to consider
closed subspaces of ℓ∞.
Next we show that, if X has a conditional basis and f ∈ FX , then the
limiting values f(∞) and f(0+) must exist in [0,∞].
Proposition 4.6. Let f ∈ NP+ be a function such that f(∞) does not exist
in [0,∞], and let X be a Banach space with a conditional basis (en)n≥1. Then
there exists an operator A ∈ SectX(0), with dense range, such that −f(A)
does not generate a C0-semigroup.
Proof. Since the basis is conditional, there exists a sequence (bn)n≥1, where
bn = ±1, such that the multiplication operator B with
Ben = bn, n ≥ 1,
is not bounded. The operator B is then given by
dom(B) =
{
x =
∑∞
n=1 xnen :
∑∞
n=1 bnxnen converges in X
}
,
Bx =
∑∞
n=1 bnxnen.
Let g(z) = exp(−f(z)), and
a1 := limt→∞ g(t), a2 := limt→∞ g(t).
so 0 ≤ a1 < a2 ≤ 1 by assumption. Choose c1, c2 such that a1 < 2c1 <
2c2 < a2. By the intermediate value theorem there is a strictly increasing
sequence (tn) in [1,∞), such that tn →∞ as n→∞ and
g(tn) =
{
2c1 if bn = −1,
2c2 if bn = 1.
Let A be the multiplication operator on X with
Aen = tnen, n ≥ 1.
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Then A ∈ SectX(0) [19, Lemma 9.1.2], and it is clear that A has dense
range. Moreover g(A) is the multiplication operator with
g(A)en = g(tn)en = ((c1 + c2) + (c2 − c1)bn) en,
so g(A) = (c1 + c2) + (c2 − c1)B, which is unbounded. As in the proof of
Theorem 4.3, it follows that exp(−f(A)) is unbounded, and −f(A) does not
generate a C0-semigroup. 
Remark 4.7. The proof of Proposition 4.6 shows that the operator A con-
structed therein does not have bounded H∞-calculus on C+, and the argu-
ment can easily be modified to show that A does not have bounded H∞-
calculus on Σθ for any θ ∈ (0, π). The fact that a multiplication operator
with respect to a conditional basis may not have bounded H∞-calculus is
well known, going back at least to [2], but Carleson’s interpolation theorem
is usually invoked to construct the function g such that g(A) is unbounded.
Corollary 4.8. Let f ∈ NP+ be a function such that f(0+) does not exist
in [0,∞], and let X be a Banach space with a conditional basis (en)n≥1.
Then there exists an operator A0 ∈ SectX(0) such that −f(A0) does not
generate a C0-semigroup.
Proof. One may apply Proposition 4.6 to f(1/z) and obtain that −f(A−1)
does not generate a C0-semigroup. 
In the remainder of this section, we give positive results showing that
certain functions f have the property that f(A) is sectorial either for all sec-
torial A, or for all injective sectorial A, with sectorial angle either in [0, π/2)
or in [0, π). First we obtain an integral representation for the resolvent of
f(A) matching the scalar versions in Lemma 2.2. The following theorem
describes two cases where this can be achieved. When A is injective, the
representation holds for all functions f ∈ NP+ such that Jθ(r; f) is finite
for all θ ∈ (0, π/2) and some (or all) r > 0. However, we restrict attention
to the class E which is the appropriate class for the later corollaries.
Theorem 4.9. Let A ∈ Sect(ω) for some ω ∈ [0, π/2), let q ∈ (2, π/ω) and
ψ = π
(
1− 1q
)
. Assume that either
a) A is injective and f ∈ E, or
b) f ∈ BF.
Let z ∈ Σψ. Then z + f(A) is invertible and
(z + f(A))−1
(4.3)
= (z + f(∞))−1I + q
π
∫ ∞
0
Im f(teiπ/q) tq−1
(z + f(teiπ/q))(z + f(te−iπ/q))
(Aq + tq)−1 dt
= (z + f(0+))−1I − q
π
∫ ∞
0
Im f(teiπ/q)
(z + f(teiπ/q))(z + f(te−iπ/q))t
Aq(Aq + tq)−1 dt.
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Here the integrals are absolutely convergent.
Proof. We consider only the representation in the second line of (4.3) which
we denote by Rq(z; f,A). The other representation is similar. Let θ ∈
(0, ψ) and f ∈ E . Proposition 4.1 shows that ‖(Aq + tq)−1‖ ≤ Cqt−q for
some constant Cq. Then the estimate (2.12) with λ replaced by A, and
Definition 2.3, imply that the integral in Rq(z; f,A) converges uniformly for
z ∈ Σθ. Since the integrand is holomorphic in z, it follows that Rq(·; f,A)
is a holomorphic function from Σψ to L(X). By analytic continuation (see
[1, Proposition B.5]), it suffices to prove (4.3) only for z = s > 0.
Suppose first that A is injective and f ∈ E . Then τ(λ) = λ/(1 + λ)2 is
a regulariser for (s + f(λ))−1 for any s > 0. Thus, using the holomorphic
functional calculus and taking ω′ ∈ (ω, π/2), we can write
(s + f(λ))−1(A) = [A(1 +A)−2]−1
(
λ
(λ+ 1)2(s+ f(λ))
)
(A)
(4.4)
=
1
2πi
[A(1 +A)−2]−1
∫
∂Σω′
λ
(λ+ 1)2
(A− λ)−1
(s+ f(λ))
dλ,
A(A+ 1)−2(Aq + tq)−k =
1
2πi
∫
∂Σω′
λ(A− λ)−1
(λ+ 1)2
dλ
(λq + tq)k
, t > 0, k = 0, 1.
Since f ∈ E , we can use Lemma 2.2 and Fubini’s theorem to obtain(
λ
(λ+ 1)2(s+ f(λ))
)
(A)
=
1
2πi(s + f(∞))
∫
∂Σω′
λ
(λ+ 1)2
(A− λ)−1 dλ
+
q
2π2i
∫ ∞
0
Im f(teiπ/q) tq−1
(s+ f(teiπ/q))(s + f(te−iπ/q))
∫
∂Σω′
λ(A− λ)−1
(λ+ 1)2
dλ
(λq + tq)
dt
=
A(A+ 1)−2
s+ f(∞) +
q
π
A(A+ 1)−2
∫ ∞
0
Im f(teiπ/q) tq−1
(s+ f(teiπ/q))(s + f(te−iπ/q))
(Aq + tq)−1 dt
= A(A+ 1)−2Rq(s; f,A).
Therefore by (4.4),
(s+ f(λ))−1(A) = Rq(s; f,A), s > 0.
Then, by the product rule for the holomorphic functional calculus [19, The-
orem 1.3.2c)],
Rq(s; f,A)(f(A) + s) ⊂ I.
This means that Rq(s; f,A) = (f(A) + s)
−1, so (4.3) holds for s > 0, and
then for all z ∈ Σβ. This completes the proof for case a), and for case b)
when A is injective.
Now we consider the case when A is not injective, and f ∈ BF . Let
Aε := A+ ε, ε ∈ (0, 1].
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The operators Aε, ε ∈ (0, 1], are uniformly sectorial in the sense that
sup
{‖z(Aε + z)−1‖ : ε ∈ (0, 1], z ∈ Σπ−ω′} <∞, ω′ ∈ (ω, π)
(see (5.4)). By the case above, we have
(4.5) (z + f(Aε))
−1 = Rq(z; f,Aε), z ∈ Σψ.
By [19, Proposition 3.1.9], we also have
lim
ε→0+
[Aq − (Aε)q]x = 0, x ∈ dom(Aq) = dom((Aε)q).
Then, using
(Aqε + t
q)−1 − (Aq + tq)−1 = (Aqε + tq)−1[Aq − (Aε)q](Aq + tq)−1,
we infer that
lim
ε→0+
‖(Aqε + tq)−1x− (Aq + tq)−1x‖ = 0, x ∈ X.
Thus, letting ε→ 0+ in (4.5) and using the bounded convergence theorem,
we get that
lim
ε→0+
Rq(z; f,Aε)x = Rq(z; f,A)x.
Now, let x ∈ dom(A). Since Rq(z; f,Aε) commutes with (1 + A)−1,
Rq(z; f,Aε)x ∈ dom(A). Moreover, using (4.1) and the compatibility of
calculi,
f(A)Rq(z; f,Aε)x− x
= f(A)Rq(z; f,Aε)x− f(Aε)Rq(z; f,Aε)x
=
∫ ∞
0+
(1− e−εt)T (t)Rq(z; f,Aε)xµ(dt)− εbRq(z; f,Aε)x,
where (a, b, µ) is the Le´vy triple of f and (T (t))t≥0 is the bounded C0-
semigroup generated by A. By the uniform sectoriality of (Aε)ε∈(0,1] there
exists Cz such that ‖Rq(z; f,Aε)‖ ≤ Cz. Since ‖T (t)‖ ≤ K for t ≥ 0, we
have
‖f(A)Rq(z; f,Aε)x− x‖ ≤ εbCz‖x‖+ CzK
∫ ∞
0
(1− e−εt)µ(dt)‖x‖ → 0
as ε→ 0+. Since f(A) is closed, we have that (z+f(A))Rq(z; f,A)x = x for
x ∈ dom(A). Similarly, Rq(z; f,A)(z + f(A))x = x for x ∈ dom(A). Using
that dom(A) is a dense subspace of X and a core for f(A), Rq(z; f,A) is
bounded and f(A) is closed, it follows that (z + f(A))Rq(z; f,A)x = x for
all x ∈ X and that Rq(z; f,A)(z + f(A))x = x for all x ∈ dom(f(A)). 
The following corollary of Theorem 4.9 provides a sectorial resolvent es-
timate for f(A) with explicit constants. The constants depend on f only
through the constant κθ(f) in Definition 2.3, and they are independent of f
when f ∈ BF . This knowledge may be of value for various approximation
procedures when uniformity of a limit is required.
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Corollary 4.10. Let A ∈ Sect(ω) for some ω ∈ [0, π/2), and let f ∈ E.
Assume that either A has dense range or f ∈ BF . Then f(A) ∈ Sect(ω).
More precisely, when θ ∈ (0, π − ω) and
max
(
π
π − θ , 2
)
< q <
π
ω
,
one has
(4.6)∥∥z(z + f(A))−1∥∥ ≤ 1
sin(π/q)
+
qM˜ω,q,0(A)
π cos2(π/q)
κπ/q(f)
cos2 ((π/q + θ)/2)
, z ∈ Σθ,
where κπ/q(f) satisfies (2.13) and M˜ω,q,0(A) is defined by (5.5) in the Ap-
pendix. If f ∈ BF then we may take κπ/q(f) = tan(π/q).
Proof. The assumptions imply that f(A) has dense domain. Let z ∈ Σθ.
Using Theorem 4.9 and Proposition 5.2, and estimating similarly to (2.12),
we have∥∥z(z + f(A))−1∥∥
≤ |z||z + f(∞)| +
q|z|
π
∫ ∞
0
| Im f(teiπ/q)| tq−1
|z + f(teiπ/q)| |z + f(te−iπ/q)|
M˜ω,q,0(A)
tq
dt
≤ |z||z + f(∞)| +
qM˜ω,q,0(A)|z|Jq(|z|; f)
π cos2(π/q) cos2 ((π/q + θ)/2)
,
where Jq(|z|; f) is defined by (2.13). Since f(∞) ≥ 0, we have |z + f(∞)| ≥
|z| if z ∈ C+. If θ > π/2 and z ∈ Σθ \ C+, then
|z + f(∞)| ≥ |z| sin(π − θ) ≥ |z| sin(π/q),
since π − θ > π/q. Since |z|Jq(|z|; f) ≤ κπ/q(f), we obtain (4.6). When
f ∈ BF , (3.5) shows that we may apply (2.17) in the proof of Proposition
2.10 with θ = π/q, a = ∞, b = cos(π/q) and c = sin(π/q) to show that we
may take κπ/q(f) = tan(π/q). 
Corollary 4.11. Let −A be the generator of a sectorially bounded holomor-
phic C0-semigroup of angle θ ∈ (0, π/2], and assume that A has dense range.
For any f ∈ E, −f(A) is the generator of a sectorially bounded holomorphic
C0-semigroup of angle θ.
Proof. This is immediate from Corollary 4.10. 
Recall from Propositions 2.5 and 2.10 that E contains both S and D.
Hence, Corollaries 4.10 and 4.11 hold for all functions in S or D, and in
particular for the subclasses of D listed in (D1)–(D4) on p.17, when A has
dense range. Thus Corollary 4.11 extends [16, Corollary 4.10] where f was
of the form h+1/g for some h, g ∈ BF . Note that [16, Corollary 4.7], show-
ing that Bernstein functions preserve generators of bounded C0-semigroups
which have holomorphic extensions to Σθ, cannot be extended in this way
because it fails for f(z) = 1/z [16, p.183].
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In [16, Theorem 1.3] it is shown that if g ∈ BF and g has a contin-
uous extension which maps Σθ to C+ and is holomorphic on Σθ where
θ ∈ (π/2, π), then g has the following improving property: If −A is the gener-
ator of a bounded C0-semigroup, then the bounded C0-semigroup generated
by −g(A) is holomorphic in Σθ′ , where θ′ = π2 (1−α); α = π/(2θ) ∈ (1/2, 1).
Let f(z) = g(z1/α), z ∈ C+. Then f ∈ NP+ and g(z) = f(zα), z ∈ Σθ.
Thus the following result is a variant of [16, Theorem 1.3], addressing (Q4)
from the Introduction.
Corollary 4.12. Let f ∈ E, α ∈ (1/2, 1), θ := π/(2α) and g(z) = f(zα) for
z ∈ Σθ. Let A ∈ Sect(ω) for some ω ∈ [0, θ), and assume that either A has
dense range or f ∈ BF . Then g(A) is defined in the holomorphic functional
calculus and g(A) ∈ Sect(αω). In particular, −g(A) is the generator of a
bounded holomorphic C0-semigroup of angle π/2 − αω.
Proof. Since f ∈ NP+, g has at most polynomial growth at 0 and ∞, and
hence g(A) is defined by the holomorphic functional calculus. By Propo-
sition 5.2, Aα ∈ Sect(αω). By Corollary 4.10, f(Aα) ∈ Sect(αω). By the
Composition Rule, g(A) = f(Aα). 
When −A generates a bounded C0-semigroup, Corollary 4.12 can be ap-
plied with ω = π/2 to provide an improving property for the function g.
When f ∈ BF , g is the composition of two Bernstein functions, so g ∈ BF
and the conclusion of the Corollary is covered by [16, Theorem 1.3]. How-
ever, if f /∈ BF and α ∈ (1/2, 1) is sufficiently close to 1, then g /∈ BF ,
since BF is closed under pointwise limits [38, Corollary 3.8(ii)]. Then the
conclusion is outside the scope of [16, Theorem 1.3].
Remark 4.13. Let A be sectorial of angle ω ∈ (0, π/2) with dense range, and
let F˜n be as in Corollary 3.8, so F˜n ∈ D ⊂ NP+. By Theorem 4.9, F˜n(A) ∈
Sect(ω). Moreover, Proposition 2.1(3) shows that for any ω′ ∈ (ω, π/2) and
for m = 1, 2, . . . , n− 1, there exist constants c1, c2 > 0 such that
c1
|z| ≤ |F˜m(z)| ≤ c2|z|, z ∈ Σω′ .
Now [4, Corollary 3.2], together with the Composition Rule, can be used to
show by induction that
F˜n(A) = f1(A
α1)β1 . . . fn(A
αn)βn ,
with its natural domain.
For example, let f ∈ BF and g(z) = z1/2f(z1/2). Then
g(A) = A1/2f(A1/2) = f(A1/2)A1/2 ∈ Sect(θ)
with
dom(g(A)) =
{
x ∈ dom (f(A1/2)) : f(A1/2)x ∈ dom(A1/2)}
=
{
x ∈ dom(A1/2) : f(A1/2)x ∈ dom (f(A1/2))} .
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Now we state results for complete Bernstein functions applied to sectorial
operators of any angle. The results and their proofs are similar to Theorem
4.9 and Corollary 4.10, with Lemmas 3.12 and 3.13 replacing Lemma 2.2,
Proposition 3.5b) and (2.12).
Theorem 4.14. Let A ∈ Sect(ω), ω ∈ [0, π), q ∈ (1, π/ω), ψ = π
(
1− 1q
)
,
and let ϕ ∈ CBF , z ∈ Σψ. Then z + ϕ(A) is invertible and
(z + ϕ(A))−1
= (z + ϕ(∞))−1I + q
π
∫ ∞
0
Imϕ(teiπ/q) tq−1
(z + ϕ(teiπ/q))(z + ϕ(te−iπ/q))
(Aq + tq)−1 dt
= (z + ϕ(0+))−1I − q
π
∫ ∞
0
Imϕ(teiπ/q)
(z + ϕ(teiπ/q))(z + ϕ(te−iπ/q))t
Aq(Aq + tq)−1 dt.
Here the integrals are absolutely convergent.
Corollary 4.15. Let A ∈ Sect(ω), ω ∈ [0, π), and let ϕ ∈ CBF . Then
ϕ(A) ∈ Sect(ω).
More precisely, when θ ∈ (0, π − ω) and
max
(
π
π − θ , 1
)
< q <
π
ω
,
one has∥∥z(z + ϕ(A))−1∥∥ ≤ 1
sin(π/q)
+
2q tan(π/(2q))M˜ω,q,0(A)
π cos(π/q) cos2 ((π/q + θ)/2)
, z ∈ Σθ,
where M˜ω,q,0(A) is defined by (5.5) in the Appendix.
Example 4.16. As in Example 3.14, consider the complete Bernstein function
ϕ(z) = log(1 + z), and let q = 2. For A ∈ Sect(ω), where ω ∈ (0, π/2), and
z ∈ C+, we have
(z + log(1 +A))−1 =
∫ π/2
0
s sin s
((z − log cos s)2 + s2) (cos s)3 (A
2 + tan2 s)−1 ds.
This may be compared with [28, Example 2, p.501].
Finally we give an application which is a continuous-time counterpart of
[17, Theorem 1.2]. An operator T ∈ L(X) is said to be a Ritt operator of
angle θ ∈ (0, π/2] if σ(T ) ⊂ {λ ∈ 1−Σθ : |λ| ≤ 1} and for each θ′ ∈ (θ, π/2)
there exists Cθ′ such that
‖(λ− T )−1‖ ≤ Cθ′|λ− 1| , λ ∈ 1− Σθ′ , |λ| ≤ 1.
The class of Ritt operators has received considerable attention in recent
years due to its similarities with the class of generators of sectorially bounded
holomorphic semigroups. See [17] for more on its properties and relevance.
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Theorem 4.17. Let (S(t))t≥0 be a sectorially bounded holomorphic semi-
group of angle θ ∈ (0, π/2], and µ be a probability measure on [0,∞). Let
Tx =
∫ ∞
0
S(t)xµ(dt), x ∈ X.
Then T is a Ritt operator of angle π2 − θ.
Proof. Let f ∈ BF have the Le´vy triple (0, 0, µ). Then, by (4.1),
Tx = x−
∫ ∞
0
(1− S(t))xµ(dt) = x− f(A)x,
for x ∈ dom(A) and then for x ∈ X by density. By Corollary 4.10, I − T =
f(A) ∈ Sect(θ). By the spectral mapping theorem [20, Theorem 16.4.1],
σ(T ) ⊂ {λ ∈ C : |λ| < 1} ∪ {1}.
Then T is Ritt of angle π2 − θ [17, Theorem 4.1]. 
5. Appendix: Fractional Powers
In this section we present quantitative versions of Proposition 4.1, with
explicit constants. We were not able to find such explicit estimates in the
literature. In this paper we use only the case considered in Proposition 5.2
where q > 1, but for completeness we give first the case where q < 1, which
was first considered by Kato [24].
Proposition 5.1. Let A be sectorial, so that
M(A) = sup
s>0
‖s(A+ s)−1‖ <∞.
If q ∈ (0, 1) then Aq ∈ Sect(qπ), and for every ψ ∈ (0, (1 − q)π) one has
(5.1) ‖(Aq + z)−1‖ ≤ sin(πq)
πq
(πq + ψ)
sin(πq + ψ)
M(A)
|z| , z ∈ Σψ.
Proof. The property Aq ∈ Sect(qπ) is part of Proposition 4.1, so we need
only to prove the resolvent estimate (5.1). If z ∈ Σψ, then by [24, Theorem
2] we have
(Aq + z)−1 =
sin(πq)
π
∫ ∞
0
tq(A+ t)−1 dt
(tqeiπq + z)(tqe−iπq + z)
.(5.2)
Since
|teiπq + z| =
∣∣∣tei(πq−arg z) + |z|∣∣∣ ≥ ∣∣∣tei(πq+ψ) + |z|∣∣∣ , z ∈ Σψ, t > 0,
and ∫ ∞
0
dt
|teiθ + s|2 =
θ
s sin θ
, θ ∈ (−π, π), s > 0
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(see ([35, Formula 2.2.9.25]), (5.2) implies that
‖(Aq + z)−1‖ ≤ M sin(πq)
π
∫ ∞
0
tq−1 dt
|tqeiπq + z||tqe−iπq + z|
≤ M sin(πq)
π
∫ ∞
0
tq−1 dt
|tqei(πq+ψ) + |z||2
=
M sin(πq)
πq
∫ ∞
0
dt
|tei(πq+ψ) + |z||2
=
M sin(πq)
πq
πq + ψ
sin(πq + ψ)
1
|z| , z ∈ Σψ. 
The next result is a quantitative version of Proposition 4.1 for q > 1.
Proposition 5.2. Let A ∈ Sect(ω), ω ∈ [0, π). so that
(5.3) ‖z(A+ z)−1‖ ≤M(A,ω′), z ∈ Σπ−ω′ , ω′ ∈ (ω, π).
Let q > 1 be such that qω < π. Then Aq ∈ Sect(qω) and, moreover, for
every ψ ∈ (0, π − qω),
(5.4) ‖z(Aq + z)−1‖ ≤ M˜ω,q,ψ(A), z ∈ Σψ,
where
M˜ω,q,ψ(A) :=M(A) +
2M(A, βω,q,ψ)
π cos(βω,q,ψ/2) cos(qβω,q,ψ/2)
,(5.5)
βω,q,ψ :=
ω + (π − ψ)/q
2
.
Proof. Proposition 4.1 gives that Aq ∈ Sect(qω), and it remains to prove
only (5.4). Using the holomorphic functional calculus and [19, Proposition
3.1.2], we have
z(Aq + z)−1 = |z|1/q(A+ |z|1/q)−1 + fz,q(A), z ∈ Σπ−qω,
where
fz,q(λ) :=
z
z + λq
− |z|
1/q
λ+ |z|1/q =
zλ− z1/qλq
(z + λq)(λ+ |z|1/q) .
Hence,
‖z(Aq + z)−1‖ ≤M(A) + ‖fz,q(A)‖, z ∈ Σπ−qω.
Let ψ ∈ (0, π − qω) be fixed, and let θ ∈ (ω, (π − ψ)/q). For z ∈ Σψ, we
have
‖fz,q(A)‖ ≤ 1
2π
∫
∂Σθ
|fz,q(λ)| ‖(λ −A)−1‖ |dλ|
≤ M(A, θ)
2π
∫
∂Σθ
|fz,q(λ)| |dλ||λ| .
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Using (2.5), and setting c = cos(θ/2) cos((qθ+ψ)/2) and λ = t|z|1/qe±iθ, we
have ∫
∂Σθ
|fz,q(λ)| |dλ||λ| ≤
∫
∂Σθ
|z|+ |z|1/q |λ|q−1
|z + λq||λ+ |z|1/q| |dλ|
≤ 1
c
∫
∂Σθ
|z|+ |z|1/q |λ|q−1
(|z|+ |λ|q|)(|λ|+ |z|1/q) |dλ|
=
2
c
∫ ∞
0
1 + tq−1
(tq + 1)(t+ 1)
dt
≤ 2
c
∫ ∞
0
2
(t+ 1)2
dt
=
4
c
.
Thus,
‖z(Aq + z)−1‖ ≤M(A) + 2M(A, θ)
π cos(θ/2) cos((qθ + ψ)/2)
, z ∈ Σψ.
Choosing θ = βω,q,ψ. we obtain (5.4) and (5.5). 
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