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By Paul Dupuis1, Konstantinos Spiliopoulos2 and Xiang Zhou3
Brown University, Boston University and City University of Hong Kong
We discuss importance sampling schemes for the estimation of
finite time exit probabilities of small noise diffusions that involve
escape from an equilibrium. A factor that complicates the analysis
is that rest points are included in the domain of interest. We build
importance sampling schemes with provably good performance both
pre-asymptotically, that is, for fixed size of the noise, and asymptot-
ically, that is, as the size of the noise goes to zero, and that do not
degrade as the time horizon gets large. Simulation studies demon-
strate the theoretical results.
1. Introduction. This paper considers the use of importance sampling for
estimating hitting or exit probabilities for stochastic processes. The process
model is a d-dimensional diffusion Xε
.
= {Xε(s), s ∈ [0,∞)} satisfying the
stochastic differential equation (SDE)
dXε(s) = b(Xε(s))ds+
√
εσ(Xε(s))dB(s), Xε(0) = x,(1.1)
where ε > 0 and B(s) is a standard d-dimensional Wiener process. Of par-
ticular interest is the case of gradient flows, b(x) =−DV (x), and constant
diffusion coefficient, though many aspects of the analysis are more gener-
ally applicable. Let D ⊂Rd be an open set, and denote by τ ε the exit time
of Xε(s) from D. We are concerned with the estimation of quantities such
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as the probability that Xε leaves D before some time T ∈ (0,∞), or that
it exits through a particular subset O ⊂ D before T , and related expected
values. The principal novel feature of this work is that the initial point is in
the neighborhood of an equilibrium point of the noiseless dynamics.
The estimation of such probabilities has several mathematical and com-
putational difficulties. It is related to the estimation of transition probabil-
ities between different metastable states within a given time horizon. As is
well known, standard Monte Carlo sampling techniques lead to exponen-
tially large relative errors as the noise coefficient ε tends to zero. When rest
points are in the domain of interest, the situation is even more complicated
than usual. This work will focus on this particularly difficult issue.
The performance of unbiased estimators for rare event problems is usually
measured by the size of the second moment of the estimator based on a sin-
gle simulation. For a well-designed scheme the ratio of this second moment
to the quantity of interest will not grow too rapidly as ε ↓ 0. One measure
is the exponential rate of decay of the second moment. If this rate of de-
cay is exactly twice the decay rate for the probability of interest, then the
scheme is called asymptotically efficient (or weakly efficient). The notion of
strong efficiency requires that the ratio of the second moment to the square
of the probability be bounded above uniformly for all small ε > 0. While
such performance is certainly desirable, it is not common when dealing with
models such as (1.1) that involve state dependent dynamics and compli-
cated geometries. As we describe below, in some sense both these measures
are inadequate for the situation considered here.
A theory based on subsolutions to an associated Hamilton–Jacobi–Bellman
(HJB) equation has been developed for the design and performance anal-
ysis of importance sampling; see, for example, [5–8]. In this approach the
change of measure (which, for reasons made evident later, we will call the
control) used in the importance sampling is defined in terms of the gradient
of a subsolution, and the performance, as measured by the decay rate of the
second moment, is given by the value of the subsolution at the initial loca-
tion x. This theory is the starting point of our analysis of (1.1), though as
mentioned previously, the inclusion of rest points will motivate some further
developments.
For any particular class of process models and events, an essential step
in the application of this approach is the construction of appropriate sub-
solutions. In this paper we will exploit the fact that the Freidlin–Wentsell
quasipotential [10] can be used to construct various subsolutions for certain
time independent problems related to (1.1). In addition, for particular but
important classes of process models (e.g., gradient systems with constant
diffusion matrix), the quasipotential and hence these subsolutions take ex-
plicit and simple forms. As we will discuss in detail, these subsolutions also
give subsolutions for the time dependent problems, and when T is large the
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value of the subsolution at the starting point (which now includes time t= 0
as well as the location) will be close to the maximal value.
It follows that if the final time T is large enough, then existing theory
implies that the estimator based on this subsolution should have a nearly
optimal decay rate for its second moment. While this is a valid statement,
there is an important qualitative difference between problems which include
a rest point in the domain of interest and those which do not. The distinction
is not on the decay rate, which behaves as expected in both situations, but
rather depends on the pre-exponential terms not captured by the decay rate.
When the domain does not contain a rest point, one has simultaneously
good rates of decay and control over the pre-exponential terms. However,
when a rest point is present schemes based only on this time independent
subsolution keep the desired decay rate but lose the good control over the
pre-exponential terms. The qualitative difference is related to the fact that in
the former case a subsolution designed on the basis of the ε= 0 problem can
be shown to give useful bounds for the problem with ε > 0, but in the latter
case this is no longer true. This qualitative distinction will be made precise
when we construct nonasymptotic bounds on the second moment for the two
cases. When ε > 0 is small but not too small, the loss of performance due to
the large pre-exponential term can be significant, rendering the associated
importance sampling scheme little better than ordinary Monte Carlo. As
ε ↓ 0 the exponential decay rate dominates, and importance sampling once
again gives much greater performance than ordinary Monte Carlo. However,
the improvement is less than in the case where rest points are not included,
and an approach which avoids this loss of performance would certainly be
welcome.
In this paper we overcome this difficulty by constructing time dependent
subsolutions that approximate the zero-variance change of measure. The ap-
proach that we follow is to combine an explicit solution to an approximating
time dependent problem in a neighborhood of the rest point with the time
independent subsolution obtained via the quasipotential away from the rest
point. As we will show, such an approach will maintain the high decay rate
while at the same time properly controlling the pre-exponential term. In
the neighborhood of the rest point, one can approximate the dynamics of
the diffusion process by a Gauss–Markov process, that is, a process with
a constant diffusion matrix and drift that is affine in the state. For these
dynamics and appropriate terminal conditions for the localizing problem,
the solution to the related PDE can be constructed in terms of the famous
linear/quadratic regulator problem from optimal control theory. As a conse-
quence an explicit and nearly optimal scheme for a surrogate problem can be
identified in the neighborhood of the rest point, which is then merged with
the explicit scheme based on the quasipotential in that part of the domain
where it is particularly effective.
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In this paper we analyze the difficulties caused by the presence of rest
points in a general setting. We describe and theoretically justify a resolution
of these difficulties in the case of dimension one, and present computational
data for this case. The construction of the localizing problem is more elab-
orate in dimension greater than one, and will be presented in a companion
paper along with the results of numerical experiments in higher dimensions.
The contents of this paper are as follows. In Section 2 we review the
relevant large deviation theory and importance sampling. In Section 3 we
discuss the effectiveness of time independent subsolutions. In particular, we
show that if rest points are not part of the domain of interest, then sub-
solutions lead to both good decay rates and nonasymptotic bounds for the
second moment of the corresponding unbiased estimator. However, when
rest points are included in the domain of interest, the situation is more
complicated, and even if the decay rate is good, the prelimit bounds may
not be as good as desired. In Section 4, we present a change of measure
for the problem with a rest point for a quadratic potential function with
provably good pre-asymptotic and asymptotic performance and which does
not degrade as T gets larger. In Section 5 we extend the discussion to the
nonlinear problem with rest points. Simulation data, demonstrating the dis-
cussions in Sections 4 and 5 are also presented in the corresponding sections.
The Appendix has some auxiliary lemmas that are used in the main body
of the manuscript.
2. Related large deviation and importance sampling results. In this sec-
tion we recall well-known large deviation results for probabilities of exit times
(Section 2.1), review importance sampling in the context of small noise dif-
fusions (Section 2.2) and also recall the notion of subsolutions to certain
related HJB equations (Section 2.3).
In most of this paper, the following assumptions will be used: the assump-
tions are stronger than necessary, but simplify the discussion considerably.
For example, the nondegeneracy of the diffusion matrix and regularity of
the boundary of D easily imply that a limit exists for (2.2). They can be
weakened, but the existence of the limit then requires conditions that are
best addressed in a problem dependent fashion.
Condition 2.1. (i) The drift b is bounded and Lipschitz continuous.
(ii) The coefficient σ is bounded, Lipschitz continuous and uniformly
nondegenerate.
(iii) D is an open and bounded subset of Rd, and at all points on its
boundary D satisfies an interior and exterior cone condition; that is, there
is δ > 0 such that if x ∈ ∂D, then there exist unit vectors v1, v2 ∈ Rd such
that
{y :‖y − x‖< δ and |〈y − x, v1〉|< δ‖y − x‖} ⊂D
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and
{y :‖y − x‖< δ and |〈y − x, v2〉|< δ‖y − x‖} ∩D=∅.
We also assume that if x ∈ ∂D and if φ solves φ˙ = b(φ), φ(0) = x, then
φ(t) ∈D for all t ∈ (0,∞).
2.1. Large deviation results. Fix T ∈ (0,∞), and consider an initial point
(t, x) ∈ [0, T )×D. Consider a bounded and class C2 function h :Rd→R. Let
Et,x denote expected value given X
ε(t) = x, and define
θε(t, x)
.
= Et,x[e
−(1/ε)h(Xε(τε))1{τε≤T}].(2.1)
Since θε scales exponentially, it is also useful to define
Gε(t, x)
.
=−ε log θε(t, x).(2.2)
Although for now we focus on the case where h is bounded and continuous,
we are also interested in cases where h is discontinuous and takes the value
∞. An example is when for some set O ⊂ ∂D, h(x) =∞ if x /∈O and h(x) = 0
if x ∈O. In this case θε(t, x) equals the probability of exiting D through O
before time T . For these cases and under mild regularity conditions on O,
statements analogous to Theorem 2.2 below hold.
Let AC([t, T ] :Rd) be the set of absolutely continuous functions on [t, T ]
with values in Rd. We denote the local rate function by
L(x, v)
.
= 12 〈v− b(x), a−1(x)[v− b(x)]〉,
where a(x) = σ(x)σT (x), and the corresponding rate or action functional for
φ ∈AC([t, T ] :Rd) by
ItT (φ)
.
=
∫ T
t
L(φ(s), φ˙(s))ds.
For all other φ ∈ C([t, T ] :Rd), set ItT (φ) =∞. The following large deviations
result is well known; see, for example, [9, 10].
Theorem 2.2. Assume Condition 2.1. Then for each (t, x) ∈ [0, T )×D
lim
ε↓0
Gε(t, x) =G(t, x)
.
= inf
φ∈Λ(t,x)
[ItT (φ) + h(φ(T ))],
where
Λ(t, x) = {φ ∈ C([t, T ] :Rd) :φ(t) = x,φ(s) ∈D for s ∈ [t, T ], φ(T ) ∈ ∂D}.
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2.2. Preliminaries on importance sampling. We briefly review the use
of importance sampling for estimating θε(t, x) for a given function h. Let
Γε(t, x) be any unbiased estimator of θε(t, x) that is defined on some proba-
bility space with probability measure P¯. Thus Γε(t, x) is a random variable
such that
E¯Γε(t, x) = θε(t, x),
where E¯ is the expectation operator associated with P¯. In this paper we will
consider only unbiased estimators.
In Monte Carlo simulation, one generates a number of independent copies
of Γε(t, x), and the estimate is the sample mean. The specific number of
samples required depends on the desired accuracy, which is measured by the
variance of the sample mean. However, since the samples are independent, it
suffices to consider the variance of a single sample. Because of unbiasedness,
minimizing the variance is equivalent to minimizing the second moment. By
Jensen’s inequality,
E¯(Γε(t, x))2 ≥ (E¯Γε(t, x))2 = θε(t, x)2.
It then follows from Theorem 2.2 that
lim sup
ε→0
−ε log E¯(Γε(t, x))2 ≤ 2G(t, x),
and thus 2G(t, x) is the best possible rate of decay of the second moment. If
lim inf
ε→0
−ε log E¯(Γε(t, x))2 ≥ 2G(t, x),
then Γε(t, x) achieves this best decay rate and is said to be asymptotically
optimal. While asymptotic optimality or near-asymptotic optimality is de-
sirable, as noted in the Introduction one may also desire good behavior of
the pre-exponential term. To keep the terminology clear we will avoid the
conventional usage of terms such as asymptotic optimality, and refer instead
to properties of the “decay rate” and the “pre-exponential term.”
The unbiased estimators Γε(t, x) that we consider are all based on mea-
sure transformation. Consider uε(s), a sufficiently integrable and adapted
function, such that
dP¯ε
dP
= exp
{
− 1
2ε
∫ T
t
‖uε(s)‖2 ds+ 1√
ε
∫ T
t
〈uε(s), dB(s)〉
}
defines a family of probability measures P¯ε. Then by Girsanov’s theorem,
for each ε > 0,
B¯(s) =B(s)− 1√
ε
∫ s
t
uε(ρ)dρ, t≤ s≤ T
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is a Brownian motion on [t, T ] under the probability measure P¯ε, and Xε
satisfies Xε(t) = x and
dXε(s) = b(Xε(s))ds+ σ(Xε(s))[
√
εdB¯(s) + uε(s)ds].
For our purposes, uε(s) is either given as a process that is progressively
measurable with respect to a suitable filtration that measures the Wiener
process (sometimes called an open loop control), or else it is of feedback form,
in which case there is a suitably measurable function u¯ε : [0, T ]× Rd → Rd
such that uε(s) = u¯ε(s,Xε(s)). Of course when implementing importance
sampling we consider only the latter form. Letting
Γε(t, x) = exp
{
−1
ε
h(Xε(τ ε))
}
1{τε≤T}
dP
dP¯ε
(Xε),
it follows easily that under P¯ε, Γε(t, x) is an unbiased estimator for θε(t, x).
The performance of this estimator is characterized by its second moment,
Qε(t, x; u¯ε)
.
= E¯ε
[
exp
{
−2
ε
h(Xε(τ ε))
}
1{τε≤T}
(
dP
dP¯ε
(Xε)
)2]
.(2.3)
The goal of this paper is to investigate the effect of rest points on Qε(t, x; u¯ε)
and how one can choose controls that guarantee both good decay rates and
pre-exponential bounds for Qε(t, x; u¯ε).
We conclude this section with a review of subsolutions to related HJB
equations. Such subsolutions are essential for constructing and analyzing
good important sampling schemes.
2.3. Subsolutions to a related PDE. Let
H(x, p) = 〈b(x), p〉 − 12‖σT (x)p‖2.
The construction of good importance sampling schemes for a quantity such
as (2.1) is closely related to the HJB equation
Ut(t, x) +H(x,DU(t, x)) = 0 for (t, x) ∈ [0, T )×D,(2.4)
U(t, x) = h(x) for t≤ T,x∈ ∂D,
(2.5)
U(T,x) =∞ for x ∈D,
and more precisely to its subsolutions. It can be shown that G defined in
Theorem 2.2 is the unique continuous viscosity solution of (2.4) and (2.5);
see [9].
Definition 2.3. A function U¯(t, x) : [0, T ]× Rd→ R is a classical sub-
solution to the HJB equation (2.4) and (2.5) if:
(i) U¯ is continuously differentiable;
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(ii) U¯t(t, x) +H(x,DU¯(t, x))≥ 0 for every (t, x) ∈ [0, T )×D;
(iii) U¯(t, x)≤ h(x) for t≤ T,x ∈ ∂D and U¯(T,x)≤∞ for x ∈D.
The connection between subsolutions and the performance of importance
sampling schemes has been established in several papers, such as [5, 7].
These papers either consider classical subsolutions or, more generally, piece-
wise classical subsolutions. To simplify the discussion, we consider here just
classical subsolutions. In the present setting, we have the following theorem
regarding asymptotic optimality (Theorem 4.1 in [5]).
Theorem 2.4. Let {Xε, ε > 0} be the unique strong solution to (1.1).
Consider a bounded and continuous function h :Rd→R, and assume Condi-
tion 2.1. Let U¯(t, x) be a subsolution according to Definition 2.3, and define
the control uε(s) =−σT (Xε(s))DU¯ (s,Xε(s)). Then
lim inf
ε→0
−ε logQε(t, x;uε)≥G(t, x) + U¯(t, x).
Since U¯ is a subsolution, it is automatic that G(s, y) ≥ U¯(s, y) for all
(s, y) ∈ [0, T ]×D. If G(t, x) = U¯(t, x), then the scheme has the largest pos-
sible decay rate.
3. Qualitative properties of schemes based on subsolutions. In this sec-
tion we justify some of the claims made in the Introduction regarding the
differences in performance between importance sampling schemes when rest
points are included in the domain of interest and when they are not. We
consider just the problem of estimating the probability of escape from a set
before time T , and even then consider a particular setup. However, the ex-
ample will illustrate the difference between the two cases, and also suggest
how one might improve the performance when rest points are involved.
Remark 3.1. Much of the prior application of subsolutions to impor-
tance sampling [2–4, 8] has involved the estimation of escape probabilities
for classes of stochastic networks, in which case the origin is often the unique
stable point for the law of large numbers dynamics [the analogue of (1.1)
with ε= 0]. The event most often studied in this context is that of escape
from a set (i.e., buffer overflow) before reaching the origin, after starting
near, but not at the origin. The analogous event for the diffusion model
(1.1) is one of the problems that are the focus of the present work. However,
the difficulties that will be described momentarily for the diffusion model do
not arise when dealing with the analogous estimation problem for stochas-
tic networks, and indeed in that setting the proximity of the rest point has
little impact on either the rate of decay or the pre-exponential term. This is
related to the fact that the law of large numbers trajectories for stochastic
ESCAPING FROM AN ATTRACTOR 9
Fig. 1. Escape problem with no rest point.
networks reach the origin in finite time, as opposed to the infinite time it
takes for the solution to (1.1) with ε= 0 to reach a stable equilibrium point
when not starting at such a point. In turn, this property is responsible for
the fact that minimizing trajectories in the definition of the quasipotential
are achieved on bounded time intervals for stochastic network models, but
take infinite time for processes such as (1.1).
For the remainder of this section we concentrate on the special case of
b(x) =−DV (x) and σ(x) = I , and on a particular estimation problem. We
first argue that if the domain of interest does not include a rest point, then
given a time-independent subsolution and associated control, not only is a
good decay rate obtained, but good bounds on the pre-exponential terms
hold as well. We then show why this is not possible when a rest point is
included.
Assume that x= 0 is the global minimum for V (x), so that DV (0) = 0,
and that DV (x) 6= 0 for all x 6= 0. Without loss we assume that V (0) = 0. Let
0< ℓ < L, and define D .= {x ∈Rd : ℓ < V (x)<L} and Ac .= {x ∈Rd :V (x) =
c}. Then the problem is to estimate
θε(t, y)
.
= Pt,y{Xε hits AL before hitting Aℓ and before time T},
where the initial point y is such that ℓ < V (y) < L. This corresponds to
(2.1), but here h is not bounded and smooth, and instead h(x) = 0 if x ∈AL
and h(x) =∞ if x ∈ Aℓ. For this problem one can also identify the rate of
decay G(t, y) via (2.2). A one-dimensional example is illustrated in Figure 1.
The quasipotential with respect to the equilibrium point 0 is defined by
S(0, x)
.
= inf{I0T (φ) :φ ∈ C([0, T ] :Rd), φ(0) = 0, φ(T ) = x,T ∈ (0,∞)}.
It follows from the variational characterization of S that x→ S(0, x) is al-
ways a weak sense solution to H(x,−DS(0, x)) = 0, and therefore by adding
an appropriate constant C to satisfy any needed boundary and terminal
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Fig. 2. Subsolution for both cases.
conditions, −S(0, x)+C will always define a weak sense subsolution. In the
present case S(0, x) takes the explicit form (Theorem 4.3.1 in [10])
S(0, x) = 2(V (x)− V (0)) = 2V (x),
and it is easy to check that U(x) =−2(V (x)−L) is a subsolution according
to Definition 2.3. Indeed, U(x) = 0 for x ∈ AL, while the boundary condi-
tion U(x)≤∞ for x ∈Aℓ and terminal condition U(x)≤∞ for x ∈D hold
vacuously; see Figure 2. The control (i.e., change of measure) suggested by
this subsolution for the importance sampling scheme is u¯(x) = 2DV (x).
Recall that Qε(t, x; u¯) is defined in (2.3) as the second moment for the
scheme based on u¯. In equation (3.1) below we give a representation for
Qε(t, x; u¯). The representation follows essentially from the arguments of Sec-
tion 2.3 of [5], which is in turn based on the representation for exponential
integrals with respect to Brownian motion given in [1]. It is given in terms of
the value of a stochastic differential game, where the player corresponding
to the importance sampling scheme has already selected their control (i.e.,
u¯). The characterization of performance for importance sampling in terms of
games was first introduced in [6]. The only difference between the use here
and in [5] is that there the function h is bounded, which is not true here
since we consider an escape probability. However, the bounds stated below
can be obtained by first replacing ∞1{τ>T} by M1{τ>T} and then letting
M ↑∞.
Let Ft be a filtration satisfying the usual conditions of completion and
right continuity and which measures the Wiener process. Let A denote the
set of all Ft-progressively measurable d-dimensional processes v = {v(s),0≤
s≤ T} that satisfy
E
∫ T
0
‖v(t)‖2 dt <∞.
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Let ε > 0 be fixed, and let Xˆε be the unique strong solution to
dXˆε(s) =−DV (Xˆε(s))ds+ [√εdB(s)− [u¯(Xˆε(s))− v(s)]ds]
with initial condition Xˆε(0) = y. Let τˆ ε denote the first time Xˆε exits D.
Then
−ε logQε(0, y; u¯)
(3.1)
= inf
v∈A
E
[
1
2
∫ τˆε
0
‖v(s)‖2 ds−
∫ τˆε
0
‖u¯(Xˆε(s))‖2 ds+∞1{τˆε>T}
]
.
It is important to note that (3.1) provides a nonasymptotic representation
for the performance measure Qε(0, y; u¯). However, to obtain a more concrete
statement regarding the performance of the importance sampling scheme,
we will want bounds on Qε(0, y; u¯) that are more explicit than the right-hand
side of (3.1). We do this by observing that when viewed as a function of an
arbitrary starting point (t, x),−ε logQε(t, x; u¯) also satisfies a nonlinear PDE
of the same general form as (2.4) (plus terminal and boundary conditions),
and thus lower bounds can be obtained by constructing subsolutions for
this PDE. However, a key difference is that in contrast to (2.4), the PDE
for (3.1) involves a second derivative term. One cannot avoid this issue, in
that second derivative information and ε dependence are needed if one is to
obtain nonasymptotic bounds, even when the change of measure is based on
a first order equation.
We next give the statement of the lower bound [see (3.2)] as it applies to
the special case of this section. A more general statement and the proof will
be given in Lemma A.1. The proof is an easy consequence of Itoˆ’s formula
and the min/max representation
H(x, p) = inf
v
sup
u
[
〈p,−DV (x)− u+ v〉 − 1
2
‖u‖2 + 1
4
‖v‖2
]
.
Define
Gε[W ](t, x) =Wt(t, x) +H(x,DW (t, x)) + ε
2
D2W (t, x),
and let W¯ be a subsolution to Gε[W ] = 0 together with the boundary con-
ditions W (t, x) = 0 for t < T,x ∈ AL, W (t, x) =∞ for t < T,x ∈ Aℓ, and
terminal condition W (T,x) =∞ for x ∈ D. Suppose u¯ is the control based
on a given smooth function U¯ , that is, u¯(t, x) =−DU¯(t, x). Then
−ε logQε(0, y; u¯)
= inf
v∈A : τˆε≤T w.p.1
E
[
1
2
∫ τˆε
0
‖v(s)‖2 ds−
∫ τˆε
0
‖u¯(s, Xˆε)‖2 ds
]
(3.2)
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≥ 2W¯ (0, y) + inf
v∈A : τˆε≤T w.p.1
E
[∫ τˆε
0
2Gε[W¯ ](s, Xˆε)ds
−
∫ τˆε
0
‖DW¯ (s, Xˆε)−DU¯(s, Xˆε)‖2 ds
]
.
Next we show how (3.2) can be used to obtain bounds that are uniform
in T . For η ∈ (0,1) define
Uη(x)
.
= (1− η)U(x),
where U(x) =−2(V (x)−L) is the subsolution based on the quasipotential
for V as above, and assume that U is twice continuously differentiable.
Then as with U , the appropriate boundary and terminal inequalities hold
for Uη . We next evaluate the right-hand side of (3.2) when the subsolution
is W¯ = Uη and the control is based on U¯ = U . A straightforward calculation
gives
H(x,DUη(x)) = 2(η− η2)‖DV (x)‖2,
and therefore
Gε[Uη](x)− 12‖DUη(x)−DU(x)‖2 = 2(η−2η2)‖DV (x)‖2−ε(1−η)D2V (x).
For ε > 0 but smaller than a constant that depends on infx∈D ‖DV (x)‖2 and
supx∈D ‖D2V (x)‖2, there is η = η(ε) with η(ε)→ 0 as ε→ 0 such that the
last display is nonnegative. We then obtain from (3.2) the nonasymptotic
upper bound
Qε(0, y; u¯)≤ e−(2/ε)Uη(y) = e−(2/ε)(1−η)U(y) .
Note that this bound is independent of T , and also that this argument
is not possible when 0 ∈ D. Indeed, since H(0, p) = −‖p‖2/2 ≤ 0 for all p,
Gε[Uη](x)≥ 0 is not possible for any choice of η < 1 when 0 ∈D.
The quality of the bound obtained by this method depends on the degree
to which the subsolution obtained for the PDE Gε[W ] = 0 (plus bound-
ary and terminal conditions) accurately approximates the solution to this
equation. In this example, we have used a crude method to produce such
a subsolution, which is to simply reduce a given subsolution to the ε = 0
equation by a constant factor of (1− η). An examination of the calculations
suggest that the bound is not at all tight, which turns out to be true. In
fact, in this situation we can construct a better subsolution and hence a
tighter bound. For example, when V (x) = x2/2, then so long as the origin is
not included −x2+L+2ε log(x/√L) can be used to obtain tighter bounds,
though this function is not convenient for the time dependent problem.
Note that the two functions U and Uη play very different roles here. One
is used to design an importance sampling scheme (here U ), and one used for
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Fig. 3. Escape problem with a rest point.
its analysis (here Uη). Indeed, Uη with η > 0 is used only for the analysis
of the scheme that corresponds to U , and in particular to derive a bound
that is independent of T . However, the design of the scheme and thus the
simulation algorithm use the control u¯(t, x) =−DU¯(t, x).
Next we consider the behavior of Qε(0, y; u¯) when 0 ∈D. In this case, we
claim that Qε(0, y; u¯) grows without bound in T for all ε > 0, and therefore
the performance of the control based on the quasipotential degrades as T
becomes large. To show this is true, we use the game representation (3.1)
to establish a lower bound on Qε(0, y; u¯). We again examine a particular
situation, which is to estimate the probability of escape from D = {x ∈
Rd :V (x) < L} before time T , after starting at y at time 0; see Figure 3.
The subsolution is still that of Figure 2.
With the understanding that τˆ ε now represents the time of escape of Xˆε
from {x ∈ Rd :V (x) < L}, representation (3.1) is still valid. Suppose that
T is large, and note that, while u¯(x) =−DU(x) = 2DV (x) destabilizes the
origin when used to construct the measure used for importance sampling,
in the representation (3.1), it actually increases the stability of the origin,
in the sense that −DV (x)− u¯(x) =−3DV (x). As a consequence, it is easy
to construct a control v which shows poor performance as T →∞. The
construction is suggested in Figure 4. With T large we divide [0, T ] into an
initial part [0, T −K) and a final part [T −K,T ], with K fixed. During the
first part we apply v(t) = 0. Because the resulting dynamics of Xˆε are stable
about the origin, with very high probability the process settles around 0 for
the entire interval [0, T −K). In the game representation there is then a
running cost of ‖u¯(Xˆε(s))‖2, which one can check is of order ε > 0. In the
second portion we apply a control which leads to escape prior to time T ,
with a cost that may depend on K but is independent of T . An example of
such a control, at least away from the origin, is as illustrated in Figure 4. The
precise details of the construction in this second part are not important. All
that is needed is that such a control exists, which can easily be demonstrated.
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Fig. 4. Construction of v.
When the two parts are combined, we have a control that provides an
upper bound of the form
−ε logQε(0, y; u¯)≤−εC1[T −K] +C2,
where C1 and C2 are positive constants. This shows that
Qε(0, y; u¯)≥ eC1[T−K]e−(1/ε)C2 ,(3.3)
and thus for fixed ε > 0 and large T the term we have called the pre-
exponential term dominates and the scheme is far from optimal. We find
that in this situation there are two exponential scalings, one in the noise
strength and one in the length of the time interval, and the issue of which
dominates depends on their relative sizes.
These effects are reflected in computational data. The measure used for
comparing different schemes is the relative error per sample. This is defined
for an estimate based on N samples by
Relative error per sample
.
=
√
N
Standard deviation of the estimator
Expected value of the estimator
.
The quantities reported in the tables are based on simulated data and thus
give the corresponding estimated relative error per sample. In Tables 1 and
2 we present both estimated values and relative errors for the problem of
escape from an interval of the form [−A,A], with A= 1. The process is a one-
dimensional Gauss–Markov model with drift −cx and diffusion coefficient√
εσ [see (4.1)], with c= σ = 1. In the tables, values of T appear at the top,
and values of ε along the left-hand side. Each computed value is based on
N = 107 samples. A dash indicates that no samples escaped. To ease the
presentation the relative errors are rounded to the nearest integer. Owing
to the fact that the subsolution based on the quasipotential is far from
optimal in any sense when T is small, the relative errors are large for small
T and decrease until approximately T = 2. For larger T the errors grow
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Table 1
Using the subsolution based on quasipotential throughout. Estimated values for different
pairs (ε,T ), two-sided problem
T
ε 0.25 0.5 1 1.5 2.5 10 14 18
0.20 9.8e−07 2.0e−04 3.3e−03 9.0e−03 9.1e−03 1.2e−01 1.7e−01 2.0e−01
0.16 3.6e−08 2.5e−05 7.3e−04 2.2e−03 6.6e−03 4.0e−02 5.7e−02 6.4e−02
0.13 9.8e−10 2.3e−06 1.3e−04 5.1e−04 1.6e−03 1.1e−02 1.5e−02 2.7e−02
0.11 4.7e−11 2.4e−07 2.4e−05 1.1e−04 3.9e−04 2.8e−03 4.0e−03 6.0e−03
0.09 − 8.8e−09 2.1e−06 1.2e−05 5.2e−05 4.0e−04 5.8e−04 8.3e−04
0.07 − 5.5e−11 5.0e−08 4.3e−07 2.2e−06 1.9e−05 2.8e−05 3.7e−05
0.05 − 5.6e−15 5.9e−11 9.7e−10 6.9e−09 7.1e−08 1.1e−07 1.3e−07
rapidly with T . Note that the estimated relative errors in Table 2 are not
necessarily accurate for large T , since they are subject to the same errors
that can affect the probability estimates, but do indicate the qualitative
worsening of estimation accuracy.
Tables 3 and 4 present the approximated values and relative errors for
the problem with the domain (−∞,A] and escape is possible therefore only
at A. The results are of the same qualitative form as before, and carried out
only to T = 10.
It is useful to compare the two situations and identify why uniform control
of pre-exponential terms was not possible when 0 ∈ D. In both cases the
control was based on the quasipotential, which is a valid subsolution to
the ε= 0 problem. When using Itoˆ’s formula to bound the second moment
of the estimator, we must of course deal with the second derivative term,
which is multiplied by ε > 0. It can happen that this term has a sign that
degrades (increases) the second moment, and indeed this is always true in
Table 2
Using the subsolution based on quasipotential throughout.
Relative errors per sample for different pairs (ε,T ), two-sided
problem
T
ε 0.25 0.5 1 1.5 2.5 10 14 18
0.20 91 7 2 1 1 10 51 179
0.16 253 10 2 1 1 10 48 139
0.13 748 16 3 1 1 9 48 378
0.11 1594 26 3 1 1 10 42 272
0.09 − 49 4 2 1 9 43 357
0.07 − 127 5 2 1 8 47 251
0.05 − 714 8 2 1 8 42 145
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Table 3
Using the subsolution based on quasipotential throughout. Estimated values for different
pairs (ε,T ), one-sided problem
T
ε 0.25 0.5 1 1.5 2.5 7 10
0.20 4.6e−07 1.0e−04 1.7e−03 4.5e−03 1.1e−02 4.2e−02 6.2e−02
0.16 2.1e−08 1.3e−05 3.7e−04 1.2e−03 3.3e−03 1.3e−02 2.0e−02
0.13 2.7e−10 1.1e−06 6.5e−05 2.5e−04 7.9e−04 3.5e−03 5.3e−03
0.11 1.4e−11 1.2e−07 1.2e−05 5.7e−05 2.0e−04 9.2e−04 1.4e−03
0.09 − 4.3e−09 1.1e−06 6.5e−06 2.6e−06 1.3e−04 2.0e−04
0.07 − 2.4e−11 2.5e−08 2.2e−07 1.1e−06 6.1e−06 9.3e−06
0.05 − 1.7e−15 3.0e−12 4.9e−10 3.5e−09 2.2e−08 3.5e−08
a neighborhood of the origin (this is essentially due to the convexity of V
near the origin). For the case where 0 /∈ D and for sufficiently small ε > 0,
this could be balanced by using that when x 6= 0 u¯(x) and therefore DU¯(x)
are nonzero. However, this is not possible when the rest point is included in
the domain of interest. Indeed, the running cost that is accumulated in the
construction leading to (3.3) corresponds to this term, and as that argument
shows it cannot be removed. The construction also suggests how the large
variance comes about, which is that some trajectories generated under the
change of measure defined by u¯ remain in a neighborhood of the origin for
a long time, in spite of the fact that with such dynamics the origin is an
unstable equilibrium point. The likelihood ratios along these trajectories
can vary greatly and, even though they are themselves relatively unlikely,
they are likely enough to increase the variance of the estimator to the point
where it will become worse than standard Monte Carlo. As such, they are
Table 4
Using the subsolution based on quasipotential throughout.
Relative errors per sample for different pairs (ε,T ), one-sided
problem
T
ε 0.25 0.5 1 1.5 2.5 7 10
0.20 132 10 3 2 2 5 15
0.16 331 15 3 2 2 4 14
0.13 1418 23 4 2 2 4 14
0.11 3162 36 4 2 2 4 14
0.09 − 70 6 3 2 4 13
0.07 − 194 7 3 2 4 12
0.05 − 1300 12 4 2 4 12
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reminiscent of the “rogue” trajectories which lead to poor performance of
nondynamic forms of importance sampling as discussed in [6, 11, 12].
It will turn out that to overcome the difficulties introduced by the rest
point, one must do a much better job of approximating the optimal change
of measure than is possible based just on a time and ε-independent subsolu-
tion. However, it also turns out that the additional accuracy is needed only
near the rest point, where in fact explicit time and ε-dependent solutions
can be found. These are then combined with the simple time-independent
subsolution based on the quasipotential to produce schemes that are nearly
optimal and which protect against both sources of significant variance. An
overview of the construction of such schemes is the topic of the next section.
4. Combining subsolutions with a refined local analysis: The linear prob-
lem. In this section we combine a local analysis that produces a time and
ε-dependent scheme near the rest point with a scheme based on the quasipo-
tential elsewhere. There are of course few process models and problems for
which the related HJB equation can be solved explicitly. However, a class
of processes where this is possible are the Gauss–Markov models, that is,
SDEs with drift that is linear in the state and constant diffusion matrix. For
these processes and for terminal conditions of the appropriate form, both
the limit (ε= 0) PDE and the prelimit (ε > 0) PDE have an explicit solution
that can be expressed in terms of the value function of a linear-quadratic
regulator (LQR) control problem.
Our ultimate approach to the construction of importance sampling schemes
is suggested by Figure 5. The problem of interest is of the form (2.1) or
an analogous problem involving escape from D prior to T . The particular
Fig. 5. Partition of the state space in a combined scheme.
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problem will fix the boundary and terminal conditions on [0, T ]× ∂D and
{T} ×D. In the figure, we are interested in estimating the exit probability
θε = P0,0{Xε hits −A1 or A2 before time T},
where 0 is the rest point and D = (−A1,A2) with A1,A2 > 0.
In most of the domain, which is the section outside the curves that ter-
minate at ±xˆ and after time T − t∗, the control is based on a subsolution U
constructed in terms of the quasipotential. Within the curves the solution
to (1.1) is well approximated by a Gauss–Markov process. Hence within this
region we will use a control that would be appropriate for a problem if the
process were instead the approximating Gauss–Markov model. The function
H that defines the PDE for this region is therefore the one corresponding
to the Gauss–Markov process. Besides the dynamics in this region (which
are determined by the Gauss–Markov approximation), we must choose a
terminal condition. This will be given by the minimum of two quadratic
functions, one centered at xˆ and one centered at −xˆ. The parameter xˆ is
a nominal value that for purposes of the present discussion can be taken
to be 1. The parameter t∗ plays two roles. One is to determine the size of
the region on which the true dynamics are approximated by Gauss–Markov
dynamics. The second role is related to the fact that if the control based on
the quadratics centered at ±xˆ is used all the way to T , then singularities in
the gradient (and hence the control) will develop as t ↑ T . For this reason,
we switch back to the control based on the quasipotential after T − t∗, and
t∗ must be chosen so that the subsolution property is preserved across the
handoff time T − t∗.
While the discussion above suggests the correct decomposition of the do-
main, the actual construction is more complex, since the control should
transition nicely when moving between the regions, and the construction of
a scheme for which rigorous bounds can be proved will require additional
mollification and approximations. However, the building blocks are always
subsolutions to the indicated PDEs. The form of the surrogate problem for
the Gauss–Markov model needs to be explained, as well as various boundary
and terminal conditions. To simplify the discussion, we consider a sequence
of successively more general problems. In this paper we complete the analy-
sis for the one-dimensional problem. The multi-dimensional problem will be
addressed in a companion paper.
4.1. A one-dimensional Gauss–Markov model. Our first goal is to con-
struct a subsolution for the ε = 0 problem for the processes that will be
used in the localization. This can be related to the problem of estimating
the probability that the solution to
dXε(s) =−cXε(s)ds+√εσ¯ dB(s), Xε(t) = x ∈ (−A,A)
ESCAPING FROM AN ATTRACTOR 19
escapes from the interval [−A,A] before time T , a problem that was also
used for the computational examples of the last subsection. The parameters
c and σ¯ are positive constants. In this subsection we will take xˆ = A, and
because of this can postpone the issue regarding singularities in the control
at t= T . We thus also take t∗ to be zero, and will return to the role of t∗ and
its selection for a general problem in the next subsection. The corresponding
PDE for the escape probability is
U εt +H(x,DU
ε) +
ε
2
σ¯2D2U ε = 0, H(x, p) =−cxp− 1
2
σ¯2p2,
plus the terminal and boundary conditions
U ε(t, x) =
{
0, x=±A, t ∈ [0, T ],
∞, x ∈ (−A,A), t= T .
While simple in appearance, this equation does not have an explicit solution.
The equation obtained in the limit ε→ 0 is more tractable, and the unique
viscosity solution can be described as follows. U0(t, x) corresponds to the
variational problem
inf
{∫ T
t
1
2σ¯2
|φ˙(s) + cφ(s)|2 ds :φ(t) = x, |φ(s)| ≥A some s ∈ [t, T ]
}
.
Depending on how and when the minimizing trajectory leaves [−A,A], the
solution takes a particular explicit form. (In all cases the minimizer can be
found by solving the appropriate Euler–Lagrange equation.) If for the initial
condition (t, x) the minimizing trajectory leaves before time T , then
U0(t, x) = F1(x)
.
=
c
σ¯2
[A2 − x2].
This is the case when the minimal cost is the negative of the quasipotential,
translated by a constant to satisfy the boundary condition at the exit loca-
tion. Such initial conditions satisfy |x| ≥ Aec(t−T ). When 0 < x < Aec(t−T )
the minimizer leaves through A at exactly time T , and the minimizing value
is
U0(t, x) = F2(t, x)
.
=
c
σ¯2
(A− xec(t−T ))2
[1− e2c(t−T )] .
One can also interpret F2 as the minimal cost for a linear quadratic regulator
with a singular terminal cost applied at time T , that is, a cost that equals
0 at A and ∞ otherwise.
By symmetry it is clear that when x < 0 the minimizing trajectory will
exit at −A. Define
U0+(t, x) =
{
F1(x), if x≥Aec(t−T ),
F2(t, x), if 0< x<Ae
c(t−T ).
(4.1)
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Fig. 6. The ε= 0 solution for a fixed t.
Setting U0−(t, x) =U
0
+(t,−x), we have
U0(t, x) =
{
U0+(t, x), if x≥ 0,
U0−(t, x), if x≤ 0.
Note that when x=Aec(t−T ),
F2(t,Ae
c(t−T )) =
c
σ¯2
(A− xec(t−T ))2
[1− e2c(t−T )] =
c
σ¯2
(A−Ae2c(t−T ))2
[1− e2c(t−T )]
=
c
σ¯2
[A2 − x2] = F1(Aec(t−T )),
and therefore U0(t, x) is continuous for all (t, x) ∈ [0, T )× [−A,A]. In fact
more is true, and one can check that
DF2(t,Ae
c(t−T )) =DF1(Ae
c(t−T )),
and thus U0(t, x) has a continuous partial derivative in x for x ∈ (0,A). The
mapping x→ F2(t, x) is convex, and the graph of this mapping lies above
that of F1(x), which is concave. Thus the two graphs intersect only at the
point (Aec(t−T ), cA2[1− e2c(t−T )]/σ¯2), where both functions and their first
derivatives in x agree; see Figure 6. Note also that Uˆ0(t, x)
.
= U0+(t, x) for
x ∈ (−∞,A] is the solution to the ε= 0 problem with escape from (−∞,A]
(a “one-sided” version of the problem of escape from [−A,A]).
Simulation data for the schemes based on these two value functions are
presented below. The approximated values are omitted since they are qual-
itatively similar to those in Tables 1 and 3, and only relative errors are
presented. Table 5 gives data based on U0 for the problem of two-sided exit,
and should be compared to Table 2. The use of the solution to HJB equa-
tion for ε= 0 drastically improves the performance for small T , which is due
to the fact that the subsolution based on the quasipotential is a very poor
approximation to the solution for ε > 0 for such T . However, for large T the
two schemes are comparably bad.
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Table 5
Using the subsolution based on the explicit solution to the
ε= 0 HJB equation. Relative errors per sample for different
pairs (ε,T ), two-sided problem
T
ε 0.25 0.5 1 1.5 2.5 10 14 18
0.20 2 2 1 1 1 10 57 266
0.16 3 3 1 1 1 10 55 265
0.13 4 2 1 1 1 9 51 394
0.11 3 2 2 1 1 9 44 177
0.09 3 3 2 1 1 9 43 314
0.07 3 3 2 2 1 9 67 520
0.05 4 2 2 2 1 8 50 278
The data for exit from one side are given in Table 6. In contrast with the
two-sided problem, the performance does not degrade so quickly with large
T . This suggests that the decline in performance is not so much due to using
the approximating ε= 0 PDE, but rather the possible lack of regularity of
the solution to this equation.
We recall that the difficulty with the use of the subsolution based on the
quasipotential alone [here F1(x)] was that in a neighborhood of x= 0, the
second derivative was negative. As discussed in Section 3, when T is large
this concavity of the value function leads to poor control of the variance
of the associated scheme for both the one-sided and two-sided problems.
When using the time-dependent ε = 0 PDE as the basis for a scheme for
the one-sided problem, the introduction of F2(t, x) appears to have largely
mitigated the problem due to the second derivative term. Note that this
Table 6
Using the subsolution based on the explicit solution to the
ε= 0 HJB equation. Relative errors per sample for different
pairs (ε,T ), one-sided problem
T
ε 0.25 0.5 1 1.5 2.5 7 10
0.20 1 1 1 1 1 2 3
0.16 1 1 1 1 1 2 4
0.13 1 1 1 1 1 2 3
0.11 1 1 1 1 1 2 3
0.09 1 1 1 1 1 2 3
0.07 1 1 1 1 1 2 3
0.05 1 1 1 1 1 2 3
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Table 7
Using the subsolution based on the mollification of
U0+(t, x)∧U
0
−(t, x). Relative errors per sample with xˆ=A= 1,
two-sided problem
T
ε 0.25 0.5 1 1.5 2.5 10 14 18 23
0.20 1 1 1 1 1 1 3 5 61
0.16 1 1 1 1 1 1 3 5 68
0.13 1 1 1 1 1 1 2 4 64
0.11 2 1 1 1 1 1 2 4 63
0.09 2 2 2 2 1 1 2 4 58
0.07 2 2 2 2 1 1 2 3 55
0.05 2 2 2 2 1 2 2 3 52
function determines the value of Uˆ0(t, x) when x = 0 and is convex rather
than concave in x. In contrast, for the two-sided problem there is a concave
singularity at the origin. There the second derivative in x is −∞, and the
subsolution property for the ε > 0 problem again fails. What is needed is a
subsolution that works across the point x= 0 for the ε > 0 problem. Such
a subsolution can be constructed using the mollification introduced in the
next subsection. Simulations based on such a mollified version of the ε =
0 subsolution (and with mollification parameter δ = 2ε) are presented in
Table 7, and support the claim just made (the increase of relative errors
when T = 23 is again due to concavity creeping in, and will be dealt with in
the discussion and constructions below).
In spite of the shortcomings we have described in this section, the solution
to the ε= 0 problem serves as the starting point for a construction that can
be shown to perform well both in theory and in practice. There are three
important modifications that are needed:
• The first is that, in order to effectively deal with the ε > 0 dynamics and in
particular to avoid the degradation still present in Table 7 when T = 23,
the region where the F2 subsolution determines the dynamics must be
enlarged. The solution to the ε= 0 problem constructed above leads to a
region whose width vanishes exponentially in t− T ; see (4.1).
• The second modification is the use of a mollification to eliminate singu-
larities such as the one at x= 0 and help guarantee a global subsolution
property for the ε > 0 PDE. The particular mollification we use is very
convenient, and was first used for importance sampling in [7], though with
a somewhat different intended use.
• The final modification was also alluded to previously, which is to revert
to the quasipotential based control in an interval of the form [T − t∗, T ].
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All three modifications will be introduced in the next subsection in the
context of the Gauss–Markov process.
Remark 4.1. It bears repeating that Tables 5 and 6 show one must
be careful regarding singularities in the gradient of any subsolution used
for importance sampling. In particular, in the absence of rigorous estimates
showing that the use of a particular weak sense subsolution is justified, one
should appropriately mollify and work with classical sense subsolutions.
4.2. Simulation scheme for the Gauss–Markov model. In this subsection
we generalize the construction of the last subsection. As discussed there,
the generalizations are needed to address issues that play a role in both
the theoretical analysis of the scheme and its practical performance. Af-
ter introducing these generalizations, we will demonstrate (numerically and
theoretically) that the suggested change of measure does not degrade in per-
formance as T gets larger and is close to optimality not only as ε ↓ 0, but
for fixed ε > 0 as well.
We begin by introducing the first generalization, which is to replace the
terminal condition ∞ · (x− xˆ)2 + F1(xˆ), which was used to define F2(t, x),
by a terminal condition of the form M(x− xˆ)2/2 +F1(xˆ). The parameter xˆ
replaces A and is a nominal value introduced to disconnect the localization
from the boundary. The solution to the LQR that corresponds to M(x−
xˆ)2/2+F1(xˆ), which will be denoted F
M
2 (t, x), is automatically smaller than
F2(t, x) = F
∞
2 (t, x). The motivation for replacing∞ by M/2 is that we want
the solution to the LQR problem [i.e., FM2 (t, x)] to determine the control
near x= 0 for a set whose width is uniformly (in t) bounded below away from
zero. As discussed in the last section, the second derivative term associated
with F1 is of the wrong sign and degrades performance. The neighborhood
where FM2 (t, x) < F1(x) does not degenerate as T − t→∞, and its size is
decreasing in M . The introduction of M complicates the construction by
also requiring mollification (in addition to the one that will be needed at
x= 0), since FM2 can no longer be smoothly merged with F1.
For M ∈ (0,∞) the solution to this LQR takes the form
FM2 (t, x) = a
M (t)(x− xˆe−c(t−T ))2 +F1(xˆ),
aM (t) = ce
2c(t−T )
(2c/M+σ¯2)−σ¯2e2c(t−T ) > 0.
Recall that F1(x) = c[A
2 − x2]/σ¯2 so that F1(A) = 0. Define FM2,+(t, x) =
FM2 (t, x), F
M
2,−(t, x) = F
M
2 (t,−x). It will be important to know which of FM2,+,
FM2,− and F1 is smallest, and we note here several properties; see Figure 7. Let
K
.
= 2c/M + σ¯2. The first is that there are two real solutions to FM2,+(t, x) =
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F1(x), and these take the form
σ¯2xˆ
K
(
ec(t−T ) ±
√
2cK
Mσ¯4
− 2c
Mσ¯2
e2c(t−T )
)
.(4.2)
Between these roots FM2,+(t, x)<F1(x), and on the complement of the inter-
val the reverse inequality holds. The limit t−T →−∞ gives the asymptotic
endpoints of the interval where FM2,+(t, x)<F1(x), which are
±xˆ
√
2c
2c+Mσ¯2
.
We point out here that a natural scaling for this problem, given that the
size of the neighborhood of zero where the quasipotential-based subsolution
fails for the ε > 0 system scales like
√
ε, is to ask that this width scale as
2εκ, κ ∈ [0,1/2]. If, for example, the desired width is 2ε1/4, then when ε > 0
is small, we should take M ≈ 2xˆ2c/σ¯2ε1/2.
The next adaptation is required so that singularities in the control associ-
ated with FM2,±(t, x) as t ↑ T do not cause a problem, as well as for purposes
of localization. For a parameter t∗ ≥ 0, the subsolution property will require
U0(T − t∗, x)≤ F1(x) for all x ∈ [−A,A], where (with an abuse of notation)
U0(t, x)
.
= FM2,+(t, x)∧U0+(t, x)∧FM2,−(t, x)∧U0−(t, x). This is true if and only
if the smaller solution to FM2,+(T − t∗, x) = F1(x) is less than or equal to zero.
This root was found to be
σ¯2xˆ
K
(
e−ct
∗ −
√
2cK
Mσ¯4
− 2c
Mσ¯2
e−2ct∗
)
,
and the restriction that this be nonpositive can be simplified to
t∗ ≥− 1
2c
log
2c
Mσ¯2
.
The inequality U0(T − t∗, x)≤ F1(x) will ensure that the subsolution prop-
erty is preserved if we switch from using U0 for t≤ T − t∗ to using F1 for
t > T − t∗. If T ≤ t∗, this means that we always use F1, but our interest here
is in large T .
We assume that M ≥ 4c/σ¯2 so that t∗ > 0. To guarantee that the smaller
root is strictly negative and to conveniently satisfy a bound used later, we
assume
t∗ ≥−2
c
log
2c
Mσ¯2
.(4.3)
Besides enforcing the subsolution property across the handoff at time
T − t∗, the selection of t∗ plays a key role in determining the region used for
the localization for the general nonlinear problem. Owing to the exponential
decay, one can confine the localization to a small region with a modest value
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Fig. 7. Relations between F1, F
∞
2,± and F
M
2,±.
of t∗. Suppose we consider confining to a region that scales as 2ε1/4 for all
t ∈ [0, T − t∗] and arbitrarily large T . As discussed previously, for small t
and large T − t∗ this suggests that M be approximately 2xˆ2c/σ¯2ε1/2, which
means that t∗ ≥ −2c log[ε1/2/xˆ2]. Recalling that the loss in performance of
the importance sampling scheme when the quasipotential-based subsolution
is used scales like εc, this gives the loss over the interval [T − t∗, T ] as scaling
like −ε log[ε/xˆ2]. We will return to such considerations in the next section.
Finally there is the issue of mollification. Owing to the replacement of
F∞2,±(t, x) by F
M
2,±(t, x), there are several sources of discontinuity in the gra-
dient. The subsolution prior to mollification would generally take the form
FM2,+(t, x) ∧ U0+(t, x) ∧ FM2,−(t, x) ∧ U0−(t, x). Since we know that FM2,+(t, x) ∧
FM2,−(t, x)≤ F1(x) near x= 0 (see Figure 7), we can instead use the simpler
expression
FM2,+(t, x) ∧FM2,−(t, x)∧ F1(x).
We next state a result that will be used to derive performance bounds for
schemes based on the mollification. The proof is deferred to the Appendix.
We consider the general one-dimensional process model
dXε = b(Xε)dt+
√
εσ(Xε)dB,
where b and σ are Lipschitz continuous. Letting α(x) = σ(x)2, the relevant
ε-dependent PDE is
Gε[U ](t, x) = Ut(t, x) +DU(t, x)b(x)− 1
2
|σ(x)DU(t, x)|2 + ε
2
α(x)D2U(t, x)
= 0.
Lemma 4.2. Suppose that the functions U˜i : [0, T ]× R, i = 1, . . . , n are
twice continuously differentiable in x, once continuously differentiable in t
and satisfy
Gε[U˜i](t, x)≥ γi(x, t, ε)
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for given lower bounds γi(x, t, ε). For δ > 0 define
U δ(t, x) =−δ log
(
n∑
i=1
e−(1/δ)U˜i(t,x)
)
,
and define the weights
ρi(t, x; δ) =
e−(1/δ)U˜i(t,x)∑n
i=1 e
−(1/δ)U˜i(t,x)
.
Then
min{U˜i(t, x), i= 1, . . . , n} ≥ U δ(t, x)≥min{U˜i(t, x), i= 1, . . . , n} − δ logn,
and for 0< ε≤ δ
Gε[U δ](t, x)≥ 1
2
(
1− ε
δ
)[ n∑
i=1
ρi(t, x; δ)|σ(x)DU˜i(t, x)|2
−
∣∣∣∣∣
n∑
i=1
ρ1(t, x; δ)σ(x)DU˜i(t, x)
∣∣∣∣∣
2]
+
n∑
i=1
ρi(t, x; δ)γi(x, t, ε)
≥
n∑
i=1
ρi(t, x; δ)γi(x, t, ε).
Based on this result we consider the mollification of U0(t, x)
.
= FM2,+(t, x)∧
FM2,−(t, x)∧F1(x),
U δ(t, x) =−δ log(e−(1/δ)FM2,+(t,x) + e−(1/δ)FM2,−(t,x) + e−(1/δ)F1(x)).
For reasons that will be made clear in the analysis (see Lemma 4.6), we
generally use δ = 2ε.
As discussed previously, we return to the control based on the quasipo-
tential for the last t∗ units of time, and so the subsolution on the whole
domain [−A,A]× [0, T ] takes the form
U¯ δ(t, x) =
{
F1(x), t > T − t∗,
U δ(t, x), t≤ T − t∗.(4.4)
Note that the mollification reduces values, in that U δ(t, x)≤ U0(t, x), and so
the requirement U δ(T − t∗, x)≤ F1(x) for x ∈ [−A,A] holds, since U0(T −
t∗, x)≤ F1(x).
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4.3. Analysis of the scheme. We next present a rigorous and nonasymp-
totic bound for the second moment of the importance sampling scheme con-
structed in the last subsection. To derive a bound that is valid for ε > 0
and uniform in T , we use the same representation as in (3.2). In par-
ticular, we choose U¯(t, x) = U¯ δ(t, x) defined via (4.4) for the design and
W¯ (t, x) = U¯ δ,η(t, x) for the analysis, where
U¯ δ,η(t, x) =
{
F1(x), t > T − t∗,
U δ,η(t, x), t≤ T − t∗,
with
U δ,η(t, x) = (1− η)U δ(t, x).
As discussed in Section 3 this choice is driven by the need for a subsolution
for the ε > 0 dynamics with an explicit form, and this limitation of the
technique leads to conservative bounds on the true performance. To simplify
notation, for smooth functions W,U we define
Gε[W,U ](t, x) = Gε[W ](t, x)− 12 |σ¯(DW (t, x)−DU(t, x))|2,(4.5)
where Gε[W ] is defined right after (3.1). Using that G0[F1] = G0[FM2 ] = 0,
Gε[F1](x) = ε
2
σ¯2D2F1(x) =−εc and
Gε[FM2 ](t, x) =
ε
2
σ¯2D2FM2 (t, x) = εσ¯
2aM (t).
Since the problem is symmetric, it suffices to consider only x ∈ [0,A]. A key
role is played by the weights associated with the exponential mollification
of the subsolution, which take the forms
ρM,±2 (t, x; δ) =
e−(1/δ)F
M
2,±(t,x)
e−(1/δ)F
M
2,+(t,x) + e−(1/δ)F
M
2,−(t,x) + e−(1/δ)F1(x)
and
ρ1(t, x; δ) =
e−(1/δ)F1(x)
e−(1/δ)F
M
2,+(t,x) + e−(1/δ)F
M
2,−(t,x) + e−(1/δ)F1(x)
.
To determine which of these dominate at any (t, x), the relative sizes
of the functions FM2,±(t, x) and F1(x) are required, with smaller functions
corresponding to more dominant weights. For this reason the solutions to
FM2,±(t, x) = F1(x) play an important role, and especially the larger one iden-
tified in (4.2); see Figure 7. The following bounds on this root will be used to
partition the domain in the analysis. Let z
.
= xˆ(c/Mσ¯2)1/2/2, and let R(t)
denote the larger root in (4.2). Then we claim under (4.3) that
2z ≤R(t)≤ 8z for all t ∈ [0, T − t∗]
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and uniformly in T . We recall the definition K
.
= (2c/M)+ σ¯2 ∈ (σ¯2,∞) and
that M ≥ 4c/σ¯2, so that K ∈ (σ¯2,2σ¯2). Then the smallest possible value of
R(t) satisfies
σ¯2xˆ
K
√
2cK
Mσ¯4
>
σ¯2xˆ√
2σ¯
√
2c
Mσ¯4
= xˆ
√
c
Mσ¯2
= 2z,
while the largest satisfies
σ¯2xˆ
K
(
e−ct
∗
+
√
2cK
Mσ¯4
− 2c
Mσ¯2
e−2ct∗
)
≤ σ¯
2xˆ
K
(
2c
Mσ¯2
+
√
2cK
Mσ¯4
)
≤ σ¯
2xˆ
σ¯2
(
2c
Mσ¯2
+
√
4c
Mσ¯2
)
< xˆ
(
4
√
c
Mσ¯2
)
= 8z,
where the first inequality uses t∗ ≥−2c log 2cMσ¯2 . We set H
.
= 10z > 8z.
In order to obtain bounds on the performance under the corresponding
scheme, we need to bound Gε[U δ,η,U δ](t, x) from below in various regions.
By (4.5)
Gε[U δ,η,U δ](t, x) = Gε[U δ,η](t, x)− 12 |σ¯(DU δ,η(t, x)−DU δ(t, x))|2
(4.6)
= Gε[U δ,η](t, x)− 12η2|σ¯DU δ(t, x)|2.
We will use the notation
γ1 = Gε[F1](x) =−εc and γM2 (t) = Gε[FM2 ](t, x) = εσ¯2aM (t).
Straightforward calculations and some algebra give
Gε[U δ,η](t, x)≥ (1− η)Gε[U δ](t, x) + 12(η− η2)|σ¯DU δ(t, x)|2.
For notational convenience, define
β0(t, x) = σ¯
2[ρM,+2 |DFM2,+|2 + ρM,−2 |DFM2,−|2 + ρ1|DF1|2
− |ρM,+2 DFM2,+ + ρM,−2 DFM2,− + ρ1DF1|2](t, x).
Note that by Jensen’s inequality β0(t, x)≥ 0. We next apply Lemma 4.2 to
Gε[U δ,η](t, x) (while suppressing the dependence on δ in the notation for the
ρ’s) and use (4.6) to get
Gε[U δ,η,U δ](t, x)
≥ (1− η)1
2
(
1− ε
δ
)
β0(t, x) + (1− η)[ρM,+2 (t, x) + ρM,−2 (t, x)]γM2 (t)(4.7)
+ (1− η)ρ1(t, x)γ1 + 1
2
(η− 2η2)|σ¯DU δ(t, x)|2
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for all x∈ [−A,A] and t ∈ [0, T − t∗].
We will partition the domain according z
.
= xˆ(c/Mσ¯2)1/2/2 and H
.
= 10z.
We consider three cases depending on whether x ∈ [0, z], x ∈ [z,H] or x ∈
[H,A] if x≥ 0. The case x < 0 is symmetric. Before proceeding with the anal-
ysis for each of the cases, we give the definition of exponential negligibility,
a concept used frequently in the rest of the paper.
Definition 4.3. A term is called exponentially negligible if it is bounded
above in absolute value by a quantity of the form εce−d/ε, where c <∞ and
d > 0.
Lemma 4.4. Assume that (t, x) ∈ [0, T − t∗]× [0, z], δ ≥ ε and η ≤ 1/2.
Then, up to an exponentially negligible term,
Gε[U δ,η,U δ](t, x)≥ 0.
Proof. In this region F1(x)≥ FM2,+(t, x), and we claim that the inequal-
ity is in fact strict. We have
F1(x)−FM2,+(t, x) =
c
σ¯2
[xˆ2 − x2]− c
K − σ¯2e2c(t−T ) [xe
c(t−T ) − xˆ]2.(4.8)
For each fixed t this defines a concave function of x. At x = 0 the value
is minimized when t = T − t∗. Using e−2ct∗ ≤ [2c/Mσ¯2]4 ≤ c/Mσ¯2 (since
M ≥ 4c/σ¯2) and K = σ¯2+2c/M , we obtain the strictly positive lower bound
xˆ2c[1/σ¯2−1/[σ¯2+c/M ]]. Since F1(2z)−FM2,+(t,2z)≥ 0, by concavity there is
c1 > 0 such that (4.8) is bounded below by c1 for all (t, x) ∈ [0, T − t∗]× [0, z].
Thus the term in (4.7) involving the weight ρ1 is exponentially negligible.
Since β0(t, x)≥ 0, γM2 (t)> 0 and η ≤ 1/2, all other terms are nonnegative,
and the result follows. 
Lemma 4.5. Assume that (t, x) ∈ [0, T − t∗]× [H,A], δ ≥ ε and η ≤ 1/4.
Then letting ε0
.
= cH2/3σ¯2, we have that for all ε ∈ (0, ε0) and with any
η ∈ [ε/(ε+ cH2/σ¯2),1/4], up to an exponentially negligible term,
Gε[U δ,η,U δ](t, x)≥ 0.(4.9)
Proof. In this region FM2,+(t, x)≥ F1(x), and it is straightforward that
the terms associated with FM2,−(t, x) are exponentially negligible. Note that
x→ FM2,+(t, x)−F1(x) is convex, recall that for each t ∈ [0, T − t∗] the largest
value where the two functions agree is smaller than 8z ≤H and that
DFM2,+(t, x)−DF1(x) =
2c
σ¯2
K
K − σ¯2e2c(t−T )
(
x− σ¯
2
K
xˆec(t−T )
)
.(4.10)
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Inserting the largest root for the given t gives the value
2cxˆ
K − σ¯2e2c(t−T )
√
2cK
Mσ¯4
− 2c
Mσ¯2
e−2ct∗ .
A lower bound on the first term is 2cxˆ/K. Using e−ct
∗ ≤ [2c/Mσ¯2]2, the defi-
nition of K and 4c/Mσ¯2 ≤ 1 to bound the second term from below produces
the strictly positive lower bound
DFM2,+(t, x)−DF1(x)≥
2cxˆ
K
√
2c
Mσ¯2
(
c
M
+ σ¯2
)
for all t ∈ [0, T − t∗] and x≥ 8z. Since H = 10z > 8z, this shows that there
is c2 > 0 such that F
M
2,+(t, x)− F1(x)≥ c2 for all (t, x) ∈ [0, T − t∗]× [H,A].
It follows that terms involving ρM,±2 (t, x) are exponentially negligible. Since
β0(t, x)≥ 0 and ρ1(t, x) = 1 up to an exponentially negligible term,
Gε[U δ,η,U δ](t, x)≥ (1− η)ρ1(t, x)γ0 + 1
2
(η− 2η2)σ¯2|ρ1(t, x)DF1(x)|2
≥−(1− η)εc+2(η− 2η2) c
2
σ¯2
x2
up to an exponentially negligible term. Choosing η ≤ 1/4 gives
Gε[U δ,η,U δ](t, x)≥−(1− η)εc+ η c
2
σ¯2
x2,
and for ε small enough such that η ∈ [ε/(ε+ cH2/σ¯2),1/4], the last display
is nonnegative. For this interval to be nonempty imposes the constraint
ε≤ ε0 .= cH2/3σ¯2. Hence in this region and up to an exponentially negligible
term,
Gε[U δ,η,U δ](t, x)≥ 0. 
The final region is the most difficult, since F1(x)−FM2,+(t, x) can be either
positive or negative.
Lemma 4.6. Assume that (t, x) ∈ [0, T − t∗] × [z,H], η ≤ 1/4, and set
δ = 2ε. Then up to an exponentially negligible term,
Gε[U δ,η,U δ](t, x)≥ 1
2
[
c2η
2σ¯2
(z − xˆec(t−T ))2 − 2εc
]
∧ 0.
Proof. While terms corresponding to FM2,−(t, x) are exponentially neg-
ligible in this region, since
F1(x)−FM2,+(t, x)
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changes sign, both ρM,+2 and ρ1 may be important. Since they are negligible
we omit terms corresponding to FM2,−(t, x).
By (4.7) we have up to an exponentially negligible term
Gε[U δ,η,U δ](t, x)
≥ (1− η)14β0(t, x) + (1− η)ρM,+2 (t, x)γM2 (t) + (1− η)ρ1(t, x)γ1(4.11)
+ 12(η− 2η2)σ¯2|ρM,+2 (t, x)DFM2 (t, x) + ρ1(t, x)DF1(x)|2.
As noted previously β0(t, x) ≥ 0 for all (t, x). However, we will exploit the
fact that β0(t, x) = 0 only for points (t, x) such that DF1(x) =DF
M
2 (t, x).
We distinguish two cases depending on whether ρ1(t, x)> 1/2 or ρ1(t, x)≤
1/2.
Case I : ρ1(t, x)> 1/2. We know that β0(t, x)≥ 0 and γM2 (t)≥ 0 and can
ignore those terms. Using ρM,+2 + ρ1 = 1, the terms that remain are
(1− η)ρ1(t, x)γ1
+ 12(η− 2η2)σ¯2[ρ1(t, x)2|DF1(x)−DFM2,+(t, x)|2
+2ρ1(t, x)DF
M
2,+(t, x)(DF1(x)−DFM2,+(t, x))
+ |DFM2,+(t, x)|2].
We claim that for (t, x) ∈ [0, T − t∗]× [z,H],
DFM2,+(t, x)(DF1(x)−DFM2,+(t, x))≥ 0.
First, we note that e−ct
∗ ≤ (2c/Mσ¯2)1/2 = (4c/Mσ¯2)1/2/4 ≤ 1/4, and thus
xˆect
∗ ≥ 4xˆ≥H . Therefore
DFM2,+(t, x) =
2ce2c(t−T )
K − σ¯2e2c(t−T ) (x− xˆe
−c(t−T ))
≤ 2ce
2c(t−T )
K − σ¯2e2c(t−T ) (H − xˆe
ct∗)≤ 0.
Second, by (4.10), the definition of z and e−ct
∗ ≤ (2c/Mσ¯2)2, we also have
DF1(x)−DFM2,+(t, x) =
2c
σ¯2
K
K − σ¯2e2c(t−T )
(
σ¯2
K
xˆec(t−T ) − x
)
≤ 2c
σ¯2
K
K − σ¯2e2c(t−T )
(
σ¯2
K
xˆe−ct
∗ − z
)
≤ 2c
σ¯2
K
K − σ¯2e2c(t−T )
(
xˆ
(
2c
Mσ¯2
)2
− xˆ
2
(
c
Mσ¯2
)1/2)
≤ 0,
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where the last inequality uses 4c/Mσ¯2 ≤ 1. We conclude that DFM2 (t, x)×
(DF1(x)−DFM2 (t, x))≥ 0. Since ρ1(t, x) ∈ (1/2,1) and η ≤ 1/4, we obtain
the bound
Gε[U δ,η,U δ](t, x)≥−(1− η)εc+ 116ησ¯2|DF1(x)−DFM2,+(t, x)|2.(4.12)
This gives a bound for Case I.
Case II : ρ1(t, x)≤ 1/2. Here we will have to use β0(t, x). Dropping other
terms on the right that are not possibly negative, we obtain from (4.11) that
Gε[U δ,η,U δ](t, x)≥ (1− η)14β0(t, x) + (1− η)ρ1(t, x)γ1.
Omitting exponentially negligible terms, we note that
β0(t, x) = σ¯
2[(1− ρ1)|DFM2,+|2 + ρ1|DF1|2
− |DFM2,+ + ρ1(DF1 −DFM2,+)|2](t, x)
= σ¯2ρ1[|DF1|2 − |DFM2,+|2 − 2DFM2,+(DF1 −DFM2,+)
− ρ1(DF1 −DFM2,+)2](t, x)
= σ¯2ρ1(DF1 −DFM2,+)[DF1 +DFM2,+−DFM2,+
− ρ1(DF1 −DFM2,+)](t, x)
= σ¯2ρ1(1− ρ1)(DF1 −DFM2,+)2(t, x)
≥ 12 σ¯2ρ1(DF1 −DFM2,+)2(t, x),
where the last inequality uses ρ1(t, x)≤ 1/2, and so obtain
Gε[U δ,η,U δ](t, x)≥ (1− η)ρ1[ 18 σ¯2|DF1(x)−DFM2,+(t, x)|2 − εc].
This gives a bound for Case II.
Straightforward estimation gives, for all (t, x) ∈ [0, T − t∗] × [z,H], the
lower bound
DFM2,+(t, x)−DF1(x) =
2c
σ¯2
K
K − σ¯2e2c(t−T )
(
x− σ¯
2
K
xˆec(t−T )
)
≥ 2c
σ¯2
(z − xˆec(t−T )).
Using this bound and η ≤ 1/4, we get a lower bound from (4.12) in the form
Gε[U δ,η,U δ](t, x)≥
[
1
16
ησ¯2|DF1(x)−DFM2,+(t, x)|2 − εc
]
≥
[
c2η
4σ¯2
(z − xˆec(t−T ))2 − εc
]
.
Since this is less than the bound for Case II when both terms are negative,
the conclusion of the lemma follows. 
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Theorem 4.7. Assume δ = 2ε, η ∈ (ε/(ε+cH2/σ¯2),1/4) and that z2cη ≥
8εσ¯2. Let u¯ be the control based on the function U¯ δ defined in (4.4), that is,
u¯(t, x) =−σ¯DU¯ δ(t, x). Then up to an exponentially negligible term, we have
−ε logQε(0,0; u¯)≥ 2I1(ε, η, T, xˆ,M)1{T≥t∗} + 2I2(ε,T )1{T<t∗},
where
I1(ε, η, T, xˆ,M) = (1− η)U¯ δ(0,0) +
(
log
[
1
xˆ
(z −
√
4εσ¯2/cη)
]
∧ 0
)
ε,
I2(ε,T ) = 2L− cTε
and L= 12
c
σ¯2
A2.
Remark 4.8. Although the bound provided by Theorem 4.7 takes a
complicated form, it is important to note that it does not degrade as T →∞,
and this is also reflected in the simulation data. Also, as noted in Sections 4.3
and 4.2 there are natural scalings under which η→ 0 and M →∞ as ε→ 0.
Using the bound from below given in Lemma 4.2 and the explicit form of
FM2,±(0,0), we obtain
U¯ δ(0,0)≥ c
(2c/M) + σ¯2 − σ¯2e−2cT xˆ
2 +
(
2L− c
σ¯2
xˆ2
)
− δ log 3.
If the natural scalings are used, then various terms vanish as ε→ 0, and we
obtain the rate of decay
2L+
cxˆ2
σ¯2
[
e−2cT
1− e−2cT
]
uniformly in T as ε→ 0.
Proof of Theorem 4.7. The starting point is representation (3.1)
(but rewritten for the more general process model and with time dependent
u), which is valid for every ε > 0. We can restrict to v such that τ ε ≤ T
w.p.1, obtaining
−ε logQε(0,0; u¯)
(4.13)
= inf
v∈A : τˆε≤T w.p.1
E0,0
[
1
2
∫ τˆε
0
v(s)2 ds−
∫ τˆε
0
u¯(s, Xˆε(s))2 ds
]
.
We can also assume T ≥ t∗ since the bound is straightforward otherwise. We
recall that under (4.3) the subsolution property is preserved for U¯ δ(t, x) at
T − t∗, that is, that
U δ(T − t∗, x)≤ F1(x) for all x∈ [−A,A].
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Next consider any control in the representation such that τˆ ε ≤ T w.p.1.
We will apply Itoˆ’s formula separately over the intervals [0, (T − t∗) ∧ τˆ ε)
and [(T − t∗) ∧ τˆ ε, τˆ ε) and also use the boundary condition U¯ δ,η(t,±A) ≤
F1(±A)≤ 0 for t ∈ [0, T ]. Since U δ,η(T − t∗, x)≤ F1(x), we obtain
− U¯ δ,η(0,0)≥ E0,0[U¯ δ,η(τˆ ε, Xˆε(τˆ ε))
− U¯ δ,η((T − t∗) ∧ τˆ ε−, Xˆε((T − t∗)∧ τˆ ε−))]1{τˆε≥T−t∗}(4.14)
+ E0,0[U¯
δ,η((T − t∗)∧ τˆ ε, Xˆε((T − t∗)∧ τˆ ε))− U¯ δ,η(0,0)].
Using Lemma A.1 and recalling the definition of Gε[W,U ] in (4.5), the
contribution from [0, (T − t∗)∧ τˆ ε) gives
E0,0[U¯
δ,η((T − t∗)∧ τˆ ε, Xˆε((T − t∗)∧ τˆ ε))− U¯ δ,η(0,0)]
= E0,0
∫ (T−t∗)∧τˆε
0
[
Gε[U¯ δ,η, U¯ δ](s, Xˆε(s))ds
− 1
4
v(s)2 ds+
1
2
u¯(s, Xˆε(s))2
]
ds.
An analogous formula holds for [(T − t∗) ∧ τˆ ε, τˆ ε), save that since U¯ δ,η =
U¯ δ = F1, the term Gε[U¯ δ,η, U¯ δ] simplifies to Gε[F1]. Rearranging and using
(4.14),
E0,0
[
1
2
∫ τˆε
0
v(s)2 ds−
∫ τˆε
0
u¯(s, Xˆε(s))2 ds
]
≥ 2U¯ δ,η(0,0) +E0,0
∫ (T−t∗)∧τˆε
0
2Gε[U¯ δ,η, U¯ δ](s, Xˆε(s))ds
+E0,0
∫ τˆε
(T−t∗)∧τˆε
1{τˆε≥T−t∗}2Gε[F1](s, Xˆε(s))ds.
We now replace each term by a lower bound, using Lemmas 4.4, 4.5 and 4.6
for 2Gε[U¯ δ,η, U¯ δ]. Since the bounds are independent of the control process v,
representation (4.13) implies
−ε logQε(0,0; u¯)
≥ 2(1− η)U¯ δ(0,0) +
∫
J
[
c2η
2σ¯2
(z− xˆec(s−T ))2 − 2εc
]
ds− t∗2εc,
where J are the times in [0, T − t∗] where the integrand is negative.
We next use the constraint z2cη ≥ 8εσ¯2, which guarantees that for T − s
sufficiently large, the integrand is in fact positive. Let
c2η
2σ¯2
(z− xˆe−cb)2 − 2εc or b=−1
c
log
[
1
xˆ
(z −
√
4εσ¯2/cη)
]
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Then since the integrand is only negative for s ≥ T − b, we obtain the
lower bound −[(b− t∗)∨0]2εc for the integral. Adding the remaining −t∗2εc
then gives the result as stated. 
4.4. Simulation results for the linear problem. In this subsection we
present simulation data for the linear problem and make several comments
on the application of the algorithm. For comparison purposes, we consider
the same two-sided problem corresponding to the data from Tables 1, 2,
5 and 7. Thus we consider the small noise diffusion process with drift
b(x) =−V ′(x), where V (x) = 12x2, diffusion coefficient
√
ε and starting from
the stable equilibrium point x= 0. The goal is to estimate the probability
of exiting the set (−1,1) by a given time T .
As discussed in Section 4.2, the change of measure for the importance
sampling scheme is based on subsolution (4.4). In order to apply it to a
given pair (ε,T ), one needs to choose the parameters (xˆ,M, t∗, δ). Before
presenting simulation data, we comment on these choices.
The analysis in Section 4.3 assumes t∗ ≥−2c log 2cMσ¯2 and δ = 2ε, and we
will take t∗ =−2c log 2cMσ¯2 . As noted before Lemmas 4.4–4.6, it is natural to
allow quantities such as z and H , which characterize the region where the
solution to the LQR replaces the subsolution based on the quasipotential,
to depend on ε. One would like the width of this region to scale like εκ, with
κ ∈ (0,1/2], which in turn suggests that M scales like 2xˆ2c/σ¯2ε2κ. However,
the exponential negligibility of certain terms that holds when parameters
such as z,H and M are independent of ε need not hold when they depend
on ε. For example, the exponential negligibility of the term (1− η)ρ1(t, x)γ1
appearing in Lemma 4.4 should be examined.
Recall that the exponential rate of decay of terms like (1− η)ρ1(t, x)γ1
is bounded by the smallest value of F1(x) − FM2,+(t, x). A lower bound of
the form xˆ2c[1/σ¯2 − 1/[σ¯2 + c/M ]] was obtained in the proof of Lemma 4.4.
Inserting the given scaling and approximating for small ε gives cε2κ/2σ¯2, and
upon dividing by δ = 2ε gives the exponent cε2κ−1/4σ¯2. Hence exponential
negligibility requires κ ∈ (0,1/2), with smaller values of κ giving a faster
rate of decay. Note, however, that the analysis assumes M ≥ 4c/σ¯2 and
z2cη ≥ 8εσ¯2. With regard to the condition M ≥ 4c/σ¯2, inserting the given
scaling for M we get the constraint xˆ2/2ε2κ ≥ 1. This is clearly satisfied for
small ε > 0 if xˆ is of order 1. One may also take here xˆ to be of order ελ, and
the constraint will be satisfied for small ε if λ < κ. We also remark here that
for the nonlinear problem, the conditionM ≥ 4c/σ¯2 needs to be strengthened
to M > 4c/σ¯2. With regard to the condition z2cη ≥ 8εσ¯2, inserting the given
scaling for M and recalling the definition z
.
= xˆ(c/Mσ¯2)1/2/2, we obtain the
constraint ε2κ−1 ≥ 64σ¯2/ηc. This constraint is satisfied for small enough ε
when κ ∈ (0,1/2), and moreover one can allow η→ 0 as ε→ 0.
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Table 8
Parameter values for the algorithm based on a given value of ε > 0
Parameter δ xˆ M t∗
Values 2ε O(1) or ελ with λ< κ max{ 2c
σ¯2
xˆ2
ε2κ
, 5c
σ¯2
} with κ ∈ (0,1/2) − 2
c
log 2c
Mσ¯2
For the convenience of the reader and for purposes of an easy reference,
we present in Table 8 the suggested values for (δ, xˆ,M, t∗), given the value
of the strength of the noise ε > 0.
Below we present simulation data for various choices of the parameters
as indicated in the corresponding tables. In Table 9, estimated probabilities
are reported when M = 4 and xˆ= 1, whereas the related relative error per
sample estimates are reported in Table 10 (since the relative errors are con-
sistently smaller we now round to the nearest 1/10). In Tables 11 and 12
relative errors per sample estimates are reported for combinations of (M, xˆ)
that depend on ε. The related probability estimates are almost identical to
those in Table 9. Note that the degradation in performance as T gets larger
observed previously in Table 7, is no longer present. This agrees with the
theoretical performance bound appearing in Theorem 4.7.
5. The nonlinear one-dimensional problem. In this section, we extend
the construction of Section 4 to the general nonlinear one-dimensional set-
ting. We also generalize the notation and allow the stable equilibrium to be
an arbitrary point x0. Consider the process model (1.1) and assume that
b, σ ∈ C1(R) and that b(x0) = 0, b′(x0)< 0 and σ2(x)≥ σ21 > 0 for all x ∈R.
Thus we can write b(x) =−V ′(x) with unique local minimum at x= x0 and
V ′′(x0) > 0. It is easy to see that the quasipotential with respect to the
Table 9
Estimated values for different pairs (ε,T ). M = 4, xˆ= 1
T
ε 1.5 2.5 5 7 10 14 18 23
0.20 9.1e−03 2.3e−02 5.7e−02 8.3e−02 1.2e−01 1.7e−01 2.1e−01 2.7e−01
0.16 2.2e−03 6.6e−03 1.8e−02 2.7e−02 4.0e−02 5.7e−02 7.4e−02 9.5e−02
0.13 5.1e−04 1.6e−03 4.6e−03 6.9e−03 1.1e−02 1.5e−02 2.0e−02 2.6e−02
0.11 1.1e−04 3.9e−04 1.2e−03 1.8e−03 2.8e−03 4.1e−03 5.4e−03 7.0e−03
0.09 1.3e−05 5.2e−05 1.7e−04 2.6e−04 4.1e−04 5.9e−04 7.8e−04 1.0e−03
0.07 4.3e−07 2.2e−06 7.6e−06 1.2e−05 1.9e−05 2.8e−05 3.7e−05 4.8e−05
0.05 9.7e−10 6.9e−09 2.8e−08 4.4e−08 7.0e−08 1.1e−07 1.4e−07 1.8e−07
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Table 10
Relative errors per sample for different pairs (ε,T ).
M = 4 and xˆ= 1
T
ε 1.5 2.5 5 7 10 14 18 23
0.20 1.7 1.4 1.0 0.9 0.6 0.6 0.7 0.9
0.16 2.1 1.8 1.2 1.0 0.8 0.7 0.7 0.8
0.13 2.4 2.2 1.6 1.4 1.1 0.8 0.8 0.8
0.11 2.9 2.7 2.0 1.6 1.3 1.1 1.0 0.9
0.09 3.6 3.6 2.7 2.3 1.8 1.5 1.3 1.2
0.07 4.9 5.7 4.2 3.4 2.9 2.4 2.1 1.9
0.05 8.9 13.0 9.9 8.3 6.8 5.7 5.0 4.4
equilibrium point x0 takes the form
S(x0, x) =
∫ x
x0
−2 b(z)
σ2(z)
dz.
The problem of interest is to estimate the exit probability
θε = Px0{Xε hits A1 or A2 before time T},
where x0 is the initial (and rest) point such that x0 ∈ (A1,A2). Furthermore,
we assume that b(x)< 0 for all x ∈ (x0,A2] and b(x)> 0 for all x ∈ [A1, x0).
Set L
.
= 12 [S(x0,A1)∨ S(x0,A1)].
The approach to the nonlinear problem is to merge the linearized dy-
namics around the equilibrium point with the subsolution based on the
quasipotential. This subsolution is
F¯1(x) = 2L− S(x0, x).
Table 11
Relative errors per sample for different pairs (ε,T ).
M = 2√
ε
and xˆ= 1
T
ε 2.5 5 7 10 14 18 23
0.20 1.3 0.9 0.7 0.6 0.6 0.7 1.0
0.16 1.5 1.1 0.8 0.7 0.7 0.7 0.9
0.13 1.7 1.2 1.0 0.8 0.7 0.7 0.8
0.11 1.8 1.4 1.2 0.9 0.8 0.7 0.8
0.09 2.0 1.6 1.3 1.1 0.9 0.8 0.8
0.07 2.2 1.9 1.6 1.3 1.1 1.0 0.9
0.05 2.4 2.5 2.1 1.7 1.5 1.3 1.1
38 P. DUPUIS, K. SPILIOPOULOS AND X. ZHOU
Table 12
Relative errors per sample for different pairs (ε,T ).
M = 2
ε0.3
and xˆ= ε0.15
T
ε 2.5 5 7 10 14 18 23
0.20 1.5 0.9 0.7 0.7 0.9 1.1 1.3
0.16 1.7 1.0 0.8 0.7 0.8 1.0 1.2
0.13 1.8 1.1 0.8 0.8 0.8 1.0 1.0
0.11 1.9 1.1 0.9 0.7 0.9 0.9 1.1
0.09 2.2 1.2 0.9 0.8 0.8 0.9 1.1
0.07 2.4 1.3 1.0 0.8 0.8 0.9 1.1
0.05 2.9 1.5 1.1 0.9 0.8 0.9 1.0
Observe that the second order approximation to this function around the
equilibrium point x0 is
F1(x) = 2L− c
σ¯2
(x− x0)2,
where c=−b′(x0) and σ¯ = σ(x0). Let xˆ+, xˆ− be such that xˆ+−x0 = x0− xˆ−.
The appropriate translated version of FM2,+ is
FM2,+(t, x) = a
M (t)((x− x0)− (xˆ+ − x0)e−c(t−T ))2 +F1(xˆ+)
and FM2,−(t, x0 − x) = FM2,+(t, x0 + x).
The subsolution for times less than T − t∗ will be the mollification of
FM2,+(t, x)∧FM2,−(t, x)∧ F¯1(x). Note that since F¯1(x) agrees with F1(x) up to
second order, it is still the case that FM2,+(t, x) ∧ FM2,−(t, x) will be smallest
near x= x0. Letting
U δ(t, x) =−δ log(e−(1/δ)FM2,+(t,x) + e−(1/δ)FM2,−(t,x) + e−(1/δ)F¯1(x))(5.1)
and
U¯ δ(t, x) =
{
F¯1(x), t > T − t∗,
U δ(t, x), t≤ T − t∗,(5.2)
the suggested importance sampling control that is used for the simulation is
u¯(t, x) =−σ(x)DU¯ δ(t, x).
Notice that this construction reduces to the construction of the linear case
if the potential is indeed quadratic, since then F¯1(x) = F1(x).
In Section 5.1 we present simulation data for the nonlinear problem,
demonstrating the effectiveness of the suggested change of measure. The
analysis and the theoretical bound for the performance of this scheme are
completely analogous to the linear problem, modulo the additional error
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Table 13
Using the subsolution based on quasipotential throughout. Estimated values for different
pairs (ε,T )
T
ε 0.5 1 1.5 2.5 4 5 6 8 10
0.14 3.01e−03 8.21e−03 1.36e−02 2.48e−02 5.82e−02 6.22e−02 4.11e−02 4.29e−02 5.31e−02
0.12 1.03e−03 2.91e−03 4.92e−03 8.95e−03 1.46e−02 1.73e−02 2.10e−02 1.81e−02 1.72e−02
0.09 8.27e−05 2.52e−04 4.35e−04 8.10e−04 1.33e−03 1.53e−03 1.65e−03 1.58e−03 1.57e−03
0.07 4.60e−06 1.49e−05 2.64e−05 4.97e−05 7.63e−05 1.11e−04 9.74e−05 1.21e−04 9.19e−05
0.05 2.49e−08 8.91e−08 1.62e−07 3.15e−07 5.03e−07 6.19e−07 6.78e−07 5.85e−07 6.29e−07
0.03 1.25e−13 5.40e−13 1.03e−12 2.10e−12 3.80e−12 6.12e−12 4.87e−12 1.04e−11 5.18e−12
coming from the linearization of the dynamics in the neighborhood of the
stable equilibrium point. In Section 5.2 we rigorously analyze the perfor-
mance of this algorithm.
5.1. Simulation results for nonlinear problem. In this subsection, we
present simulation data for the nonlinear problem. We take the drift to
be b(x) = −V ′(x), where the potential function is V (x) = 12(x2 − 1)2. This
potential function has two stable points at −1 and at +1, and an unstable
equilibrium at 0. We assume that the starting point is at the left equilib-
rium point x0 =−1, and the exit set is the level set of the potential function
D = {x :V (x)≤ L}, with L= 0.45. Thus exit occurs from either of the points
A1 =−1.40 or A2 =−0.23.
Notice that the local quadratic approximation around the equilibrium
point is Vq(x) =
1
2c(x+ 1)
2 with c= 4. Moreover, we have chosen, for sim-
plicity, the diffusion coefficient to be constant σ(x) = 1. N = 107 independent
trajectories were used for the simulations.
We first investigate the performance of a change of measure based on
the quasipotential subsolution. Thus we change the measure via the control
u¯(x) = −DF¯1(x). Estimated values and the corresponding estimated rela-
tive errors per sample for several values of (ε,T ) are in Tables 13 and 14,
respectively.
As we see from Table 14, even though the quasipotential subsolution per-
forms relatively well for small values of T , there is a clear degradation of
performance as T gets larger. It is also interesting to note that the degrada-
tion is uniform across all values of ε for the same value of T . This behavior
parallels what was observed for the linear problem. As was mentioned there,
the large per sample relative errors for T ≥ 2.5 should not be taken as being
accurate, but just indicative of poor performance.
Next we investigate how the suggested change of measure performs. To
apply the control, we choose values for the parameters (xˆ,M, t∗, δ) according
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Table 14
Using subsolution based on quasipotential throughout. Relative errors per sample for
different pairs (ε,T )
T
ε 0.5 1 1.5 2.5 4 5 6 8 10
0.14 2 2 4 21 799 953 127 169 488
0.12 2 2 4 18 125 315 649 368 301
0.09 2 2 4 20 143 155 311 173 288
0.07 2 2 4 17 68 433 192 540 272
0.05 2 2 4 16 77 296 410 148 287
0.03 2 2 3 14 160 638 347 1933 317
to the discussion in Section 4.4. However, for reasons that will become clearer
in the proof of Lemma 5.6, we need to strengthen the condition M ≥ 4c/σ¯2
to M > 4c/σ¯2, say M ≥ 5c/σ¯2. When we link the other parameters to ε,
then z → 0 as ε→ 0. Since z measures the size of the neighborhood on
which the linearization is relevant, we do not explicitly take into account
the error from the approximation around the neighborhood of the rest point
of the true dynamics by its linearization when selecting the parameters for
the implementation of the scheme.
Estimated values and corresponding estimated relative errors of the exit
probabilities of interest for different pairs (ε,T ) and different combinations
values for z are in Tables 15–19. Estimated relative errors for M = 2c
σ¯2
xˆ2
ε2κ
with κ = 0.4 and xˆ = 0.4 are reported in Table 15, whereas the related
relative errors are reported in Table 16. In Tables 17 and 18, we report only
estimated relative errors for the same value of κ but for xˆ= 0.5 and xˆ= 1,
respectively. The related probability estimates are almost identical to those
of Table 15, so they are not repeated.
Note that for Table 17, t∗ ≥ T when T = 0.5 and for ε≤ 0.05. Similarly,
for Table 18, t∗ ≥ T when T = 0.5 and for T = 1 when ε ≤ 0.09. For such
values, the quasipotential subsolution is being used everywhere [see (5.2)],
and the numerical results for these values agree with those from Table 14.
In order to illustrate the effect when the linear approximation is used over
a relatively large region, the data in Table 19 are estimated relative errors
when M is considerably smaller than before, and thus z is considerably
larger. In particular, we have taken κ= 0.25 and xˆ= 1. Comparing Tables 18
and 19, we notice that if the error from the linearization is not confined to
a small enough region, then the algorithm degrades in ε though it appears
stable in T . This is consistent with the theoretical results, which imply a
uniformity in T but only logarithmic optimality in ε. That said, one would
like to minimize errors associated with linearization as far as possible. As
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Table 15
Estimated probability values for different pairs (ε,T ) using the exponential mollification. Parameter choices M = 2c
σ¯2
xˆ2
ε2κ
with κ= 0.4 and
xˆ= 0.4
T
ε 0.5 1 1.5 2.5 4 5 6 8 10 13
0.14 3.07e−03 8.36e−03 1.39e−02 2.49e−02 4.11e−02 5.12e−02 6.24e−02 8.33e−02 1.04e−01 1.34e−01
0.12 1.05e−03 2.97e−03 4.99e−03 9.06e−03 1.52e−02 1.91e−02 2.32e−02 3.12e−02 3.92e−02 5.09e−03
0.09 8.36e−05 2.53e−04 4.39e−04 8.12e−04 1.38e−03 1.76e−03 2.14e−03 2.89e−03 3.65e−03 4.78e−03
0.08 2.36e−05 7.41e−05 1.29e−04 2.41e−04 4.11e−04 5.24e−04 6.38e−04 8.63e−04 1.08e−03 1.43e−03
0.07 4.60e−06 1.49e−05 2.65e−05 5.01e−05 8.55e−05 1.09e−04 1.33e−04 1.81e−04 2.28e−04 2.99e−04
0.05 2.48e−08 8.91e−08 1.63e−07 3.16e−07 5.44e−07 6.99e−07 8.51e−07 1.16e−06 1.47e−06 1.92e−06
0.04 2.57e−10 9.89e−10 1.85e−09 3.64e−09 6.35e−09 8.15e−09 1.01e−08 1.36e−08 1.72e−08 2.26e−08
0.03 1.25e−13 5.38e−13 1.03e−12 2.08e−12 3.68e−12 4.74e−12 5.80e−12 7.94e−12 1.01e−11 1.32e−11
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Table 16
Relative errors per sample for different pairs (ε,T ) using the exponential mollification.
Parameter choices M = 2c
σ¯2
xˆ2
ε2κ
with κ= 0.4 and xˆ= 0.4
T
ε 0.5 1 1.5 2.5 4 5 6 8 10 13
0.14 3.7 2.3 1.8 1.3 1.1 1.0 1.0 1.1 1.3 1.7
0.12 4.2 2.6 2.0 1.5 1.2 1.1 1.1 1.1 1.2 1.5
0.09 5.1 3.3 2.6 1.9 1.5 1.3 1.2 1.2 1.2 1.2
0.08 5.3 3.7 2.8 2.1 1.8 1.4 1.3 1.2 1.2 1.2
0.07 5.5 4.1 3.2 2.3 1.8 1.6 1.5 1.3 1.2 1.2
0.05 4.9 5.4 4.5 3.2 2.5 2.2 2.0 1.7 1.6 1.3
0.04 3.2 6.5 5.4 4.1 3.2 2.8 2.6 2.2 2.0 1.8
0.03 2.8 8.0 7.3 5.6 4.4 3.9 3.5 3.0 2.7 2.4
noted in Section 4.4, one should choose the scaling parameter κ ∈ (0,1/2).
However, with the nonlinear problem minimizing the region over which the
approximation is used calls for larger κ, and so one want it close to but not
equal to 1/2. For the problems considered here, κ= 0.4 worked well.
5.2. Analysis of the simulation scheme for the nonlinear problem. In this
subsection, we present the theoretical analysis of the simulation scheme for
general one-dimensional nonlinear dynamics and provide rigorous bounds
on performance. As for the linear case, the analysis is valid for ε > 0 with-
out degradation as T →∞. The analysis and the theoretical bound for the
performance of this scheme are completely analogous to the linear problem,
Table 17
Relative errors per sample for different pairs (ε,T ) using the exponential mollification.
Parameter choices M = 2c
σ¯2
xˆ2
ε2κ
with κ= 0.4 and xˆ= 0.5
T
ε 0.5 1 1.5 2.5 4 5 6 8 10 13
0.14 2.7 2.5 2.0 1.5 1.2 1.0 1.0 1.0 1.0 1.1
0.12 2.6 2.9 2.4 1.8 1.4 1.2 1.1 1.1 1.1 1.1
0.09 2.1 3.7 3.1 2.4 1.9 1.7 1.6 1.4 1.3 1.2
0.08 1.9 4.1 3.5 2.7 2.1 1.8 1.8 1.5 1.4 1.3
0.07 1.9 4.5 3.9 3.0 2.4 2.1 1.9 1.7 1.5 1.4
0.05 1.8 5.5 5.2 4.2 3.2 2.9 2.7 2.3 2.0 1.9
0.04 1.7 6.0 6.4 5.2 4.1 3.7 3.4 2.9 2.7 2.3
0.03 2.0 5.9 8.2 6.9 5.6 4.9 4.5 3.9 3.6 3.1
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Table 18
Relative errors per sample for different pairs (ε,T ) using the exponential mollification.
Parameter choices M = 2c
σ¯2
xˆ2
ε2κ
with κ= 0.4 and xˆ= 1
T
ε 0.5 1 1.5 2.5 4 5 6 8 10 13
0.14 1.5 2.4 2.6 2.2 1.8 1.6 1.5 1.3 1.2 1.0
0.12 1.5 2.3 3.0 2.7 2.2 2.0 1.9 1.6 1.4 1.3
0.09 1.6 2.2 3.9 3.8 3.2 2.9 2.7 2.4 2.1 1.9
0.08 1.6 2.1 4.1 4.2 3.7 3.3 3.1 2.7 2.5 2.1
0.07 1.8 2.1 4.2 4.7 4.0 3.7 3.4 3.0 2.7 2.4
0.05 1.8 2.1 4.4 6.0 5.3 4.8 4.5 3.9 3.6 3.2
0.04 1.9 2.1 4.8 7.1 6.3 5.8 5.5 4.8 4.3 3.9
0.03 2.0 2.1 3.5 8.7 8.2 7.5 6.9 6.2 5.6 4.9
modulo the additional error coming from the linearization of the dynamics
in the neighborhood of the stable equilibrium point.
To distinguish between the linear and the nonlinear problem, we need to
introduce some notation. For a function W ∈ C1,2([0, T ]×R), we define the
operator
G¯ε[W ](t, x) =Wt(t, x) + H¯(x,DW (t, x)) + ε
2
σ2(x)D2W (t, x),
H¯(x, p) = b(x)p− 12 |σ(x)p|2.
In analogy to (4.5), for smooth functions W,U , we define
G¯ε[W,U ](t, x) = G¯ε[W ](t, x)− 12 |σ(x)(DW (t, x)−DU(t, x))|2.
Table 19
Relative errors per sample for different pairs (ε,T ) using the exponential mollification.
Parameter choices M = 2c
σ¯2
xˆ2
ε2κ
with κ= 0.25 and xˆ= 1
T
ε 0.5 1 1.5 2.5 4 5 6 8 10 13
0.14 1.5 5 5 4 3 3 3 2 2 2
0.12 1.5 7 7 6 5 5 4 4 3 3
0.09 1.6 14 19 17 14 13 12 11 9 8
0.08 1.6 21 30 28 23 22 20 17 15 14
0.07 1.8 31 54 51 42 39 36 31 28 25
0.05 1.8 36 276 278 214 220 185 153 148 128
0.04 1.9 5 568 577 665 616 507 400 415 374
0.03 2.0 3 302 60 190 39 1878 1485 96 1562
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Moreover, setting c=−b′(x0)> 0 and σ¯ = σ(x0), we recall that
Gε[W ](t, x) =Wt(t, x) +H(x,DW (t, x)) + ε
2
σ¯2D2W (t, x),
H(x, p) =−cxp− 12 |σ¯p|2.
The operators with bars correspond to the nonlinear problem, whereas the
operators without bars give the corresponding first-order approximations.
We define an operator measuring the error from the approximation by
Rε[W ](t, x) = G¯ε[W ](t, x)−Gε[W ](t, x).(5.3)
Moreover, since b(x) and σ(x) are C1(R), we can write for any x ∈R,
b(x) = b(x0) + b
′(x0)(x− x0) +R1(x) and σ(x) = σ(x0) +R2(x),
where R1(x)|x|−2 and R2(x)|x|−1 are locally bounded. By assumption we
have that b(x0) = 0 and σ
2(x)> 0.
As with the linear problem, the subsolution used for the analysis is based
on the δ-exponential mollification (5.1) reduced by the multiplicative factor
(1− η). We recall that this differs from the subsolution used for the design,
which has η = 0.
Next we proceed with the mathematical analysis of the scheme. The anal-
ysis is parallel to what was done for the linear problem, modulo adjustments
due to the linearization of the dynamics in the neighborhood of the stable
point, and therefore we mainly focus on the differences. In order to simplify
the notation we assume without loss of generality (as it was done in the lin-
ear problem) that the stable equilibrium is x0 = 0. We write xˆ+ =−xˆ− = xˆ,
and for notational convenience assume that A2 =−A1 =A. As in the linear
problem, z = xˆ(c/Mσ¯2)1/2/2 and H = 10z.
The following lemma bounds the error from the approximation.
Lemma 5.1. Consider (t, x) ∈ [0, T−t∗]× [0, z]. Then, for z <min{1,A},
|Rε[FM2 ](t, x)|
≤ 2aM (t)(z + xˆe−c(t−T )) sup
x∈[0,z]
|b(x) + cx|
+ [2(aM (t)(z + xˆe−c(t−T )))2 + εaM (t)] sup
x∈[0,z]
|σ2(x)− σ¯2|
≤C0{aM (t)(z + xˆe−c(t−T ))z2 + (aM (t)(z + xˆe−c(t−T )))2z + aM (t)εz},
where
C0 = sup
x∈[0,A]
[ |R1(x)|
|x|2 +
|R2(x)|
|x| |2σ¯+R2(x)|
]
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In addition, for a fixed constant C1 <∞, we have
sup
x∈[0,z]
|F¯1(x)−F1(x)| ≤C1z3.
Proof. The conclusion follows after a straightforward substitution by
using that for all x ∈ [0,A], |R1(x)| ≤C|x|2 and |R2(x)| ≤C|x| for a constant
C that depends only on A. 
For notational convenience we identify the quantity appearing in the up-
per bound for |Rε[FM2 ](t, x)| as given in Lemma 5.1,
r(ε, xˆ,M, t) = aM (t)(z + xˆe−c(t−T ))z2
(5.4)
+ (aM (t)(z + xˆe−c(t−T )))2z + aM (t)εz.
The following lemma shows that the error term induced by the local ap-
proximation of the dynamics in the neighborhood of the stable equilibrium
point does not degrade as T gets large.
Lemma 5.2. We have that∫ T−t∗
0
r(ε, xˆ,M, t)dt= J1(t
∗, T,M)z3 + J2(t
∗, T,M)z2xˆ
+ J3(t
∗, T,M)zxˆ2 + J4(t
∗, T,M)εz
where, letting K = 2cM + σ¯
2,
J1(t
∗, T,M) =
1
2σ¯2
(
1− c
σ¯2
)
log
K − σ¯2e−2cT
K − σ¯2e−2ct∗
+
c
2σ¯4
[
K
K − σ¯2e−2ct∗ −
K
K − σ¯2e−2cT
]
J2(t
∗, T,M) =
1
σ¯
√
K
(
1− c
σ¯2
)[
log
1 + (σ¯/
√
K)e−ct
∗
1− (σ¯/√K)e−ct∗
− log 1 + (σ¯/
√
K)e−cT
1− (σ¯/√K)e−cT
]
+
c
2σ¯4
[
2σ¯2e−ct
∗
K − σ¯2e−2ct∗ −
2σ¯2e−cT
K − σ¯2e−2cT
]
J3(t
∗, T,M) =
c
2σ¯4
[
σ¯2
K − σ¯2e−2ct∗ −
σ¯2
K − σ¯2e−2cT
]
J4(t
∗, T,M) =
1
2σ¯2
log
K − σ¯2e−2cT
K − σ¯2e−2ct∗ .
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In particular, limT→∞
∫ T−t∗
0 r(ε, xˆ,M, t)dt <∞.
The proof of this lemma follows by straightforward integration of r(ε, xˆ,M, t).
Moreover, we note that
Ji(t
∗, T,M) =O(1) as M →∞ for all i= 1,2,3,4
and that the definition of z = xˆ(c/Mσ¯2)1/2/2 implies∫ T−t∗
0
r(ε, xˆ,M, t)dt=O(z3 + z2xˆ+ zxˆ2 + εz),
uniformly in T <∞ as M →∞.
Remark 5.3. The following three lemmas are analogous to Lemmas
4.4–4.64 from the linear case. The important difference between the nonlinear
and the linear case is that the statements involve approximation errors,
and the statements hold if one confines the linearized dynamics to a small
neighborhood of the equilibrium point as dictated by the sizes of t∗ and M ,
or equivalently by t∗ and z. Due to the natural scaling of M in terms of
ε as indicated in Section 4.4, as ε gets smaller, z will get smaller and be
confined to a sufficiently small region that the statements of the lemmas are
valid. However, the lemmas below are stated for z sufficiently small, without
referencing to the natural scaling used in the simulation algorithm.
Lemma 5.4. Assume that (t, x) ∈ [0, T − t∗]× [0, z], δ ≥ ε and η ≤ 1/2.
Then, for sufficiently small z, we have up to an exponentially negligible term
G¯ε[U δ,η,U δ](t, x)≥−(1− η)C0r(ε, xˆ,M, t).
Lemma 5.5. Assume that (t, x) ∈ [0, T − t∗]× [H,A], and assume δ ≥ ε.
Define
η0(ε)
.
= sup
x∈[−A,−H]∪[H,A]
−εσ2(x)D(b(x)σ−2(x))
−εσ2(x)D(b(x)σ−2(x)) + b2(x)σ−2(x) .
Let ε > 0 be sufficiently small such that η0(ε)< 1/4, and consider η ∈ (η0(ε),1/4).
Then, for sufficiently small z and up to exponentially negligible terms,
G¯ε[U δ,η,U δ](t, x)≥ 0.
4Due to page restrictions of the journal and because of the similarity to the proofs
for the linear case, Lemmas 5.4, 5.5 and 5.6 are presented here without proof. However,
complete proofs can be found in the extended version on arXiv:1303.0450.
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Lemma 5.6. Assume that (t, x) ∈ [0, T − t∗]× [z,H] and that M ≥ 5c/σ¯2.
Set δ = 2ε and σ2∗ = supx∈[−A,A]σ
2(x). Then, for sufficiently small z we have
up to an exponentially negligible term
G¯ε[U δ,η,U δ](t, x)
≥ σ
2
∗
2
[
1
σ¯2
(
c2η
2σ¯2
(z − xˆec(t−T ))2 − 2εc
)
+Γ(t, z,H, xˆ, ε, η, T )
]
∧ 0
−C0(1− η)r(ε, xˆ,M, t),
where
Γ(t, z,H, xˆ, ε, η, T )
= inf
x∈[z,H]
[
cη
2σ¯2
(DF¯1(x)−DF1(x))(z − xˆec(t−T ))(5.5)
+
1
8
η(DF¯1(x)−DF1(x))2 +2ε
(
c
σ¯2
+D
(
b(x)
σ2(x)
))]
and σ2(x)≥ σ21 > 0 for all x ∈R.
The performance bound is then summarized in the following theorem.
The proof of Theorem 5.7 is the same as the proof of Theorem 4.7 for the
linear case, so it will not be repeated here.
Theorem 5.7. Assume δ = 2ε, η ∈ (η0(ε),1/4), z2cη ≥ 8εσ¯2 and that
M ≥ 5c/σ¯2, where η0(ε) is as in Lemma 5.5. Set σ2∗ = supx∈[−A,A]σ2(x).
Let u¯ be the control based on the function U¯ δ defined via (5.2), that is,
u¯(t, x) =−σ(x)DU¯ δ(t, x). Then, up to an exponentially negligible term, for
ε ∈ (0, ε0) such that η0(ε0) = 1/4 and for z sufficiently small, we have
−ε logQε(0,0; u¯)
≥ 2
[
I1(ε, η, T, t
∗, xˆ,M)− (1− η)C0
∫ T−t∗
0
r(ε, xˆ,M, t)dt
]
1{T≥t∗}
+2I2(ε,T )1{T<t∗}.
Here
I1(ε, η, T, t
∗, xˆ,M)
= (1− η)U¯ δ(0,0)
+
σ2∗
2
∫
J
[
1
σ¯2
(
c2η
2σ¯2
(z − xˆec(s−T ))2 − 2εc
)
+Γ(s, z,H, xˆ, ε, η, T )
]
ds
− t∗c∗ε,
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with J the times in [0, T−t∗] where the integrand is negative, Γ(s, z,H, xˆ, ε, η, T )
as in (5.5),
U¯ δ(0,0)≥ c
K − σ¯2e−2cT xˆ
2 +
(
2L− c
σ¯2
xˆ2
)
− δ log 3
and
I2(ε,T ) = 2L− c∗Tε and c∗ = sup
x∈[−A,A]
σ2(x)|D(b(x)/σ2(x))|> 0.
The bound of Theorem 5.7 takes a complicated form, but as in the linear
case, the performance does not degrade as T →∞. This was also reflected
by the simulation data in Section 5.1. Let us now justify this claim.
Notice that by Lemma 5.2 the term
∫ T−t∗
0 r(ε, xˆ,M, t)dt is finite, uni-
formly in T . Next we need to argue, similar to the linear problem, that
when T − s is sufficiently large and z is sufficiently small, the integrand of
the second term in the definition of I1(ε, η, T, t
∗, xˆ,M) is in fact positive. Let
us denote the integrand of the second term by
B(s, z,H, xˆ, ε, η, T ) + Γ(s, z,H, xˆ, ε, η, T ),
where B(s, z,H, xˆ, ε, η, T ) = 1σ¯2 (
c2η
2σ¯2 (z − xˆec(s−T ))2 − 2εc). The term Γ(s, z,
H, xˆ, ε, η, T ) is composed by three terms and we shall argue below they
are dominated (even when they are negative), by the second term in the
definition B(s, z,H, xˆ, ε, η, T ), that is, by 2εc/σ¯2 when z is small enough.
This means, as in the case of the linear problem, that when the integral
will be finite uniformly in T . Let us now support the claim just made. It is
easy to see that for x ∈ [z,10z], the first term in the definition of Γ can be
either positive or negative, but it is of order ηz3. The second term in the
definition of Γ is positive, and for x ∈ [z,10z], it is of order ηz4. Finally, the
third term in the definition of Γ may be positive or negative, but in either
case, it will be of order εz for x ∈ [z,10z]. Therefore, for z sufficiently small,
Γ is dominated by the second term in the definition B, that is, by 2εc/σ¯2.
Hence, the argument that was used for the linear problem in order to show
that the integrand of the second term in the definition of I1(ε, η, T, t
∗, xˆ,M)
is in fact positive when T − s is large enough, allows us to reach the same
conclusion here as well, given that z is chosen sufficiently small.
APPENDIX
In this appendix we provide proofs of some auxiliary lemmas used in the
main body of the manuscript.
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Proof of Lemma 4.2. Without loss of generality, we can restrict at-
tention to n= 2. We have
∂tU
δ(t, x) = ρ1(t, x; δ)∂tU˜1(t, x) + ρ2(t, x; δ)∂tU˜2(t, x),
DU δ(t, x) = ρ1(t, x; δ)DU˜1(t, x) + ρ2(t, x; δ)DU˜2(t, x)
and
D2U δ(t, x) =
1
δ
DU δ(t, x)2 − ρ1(t, x; δ)
[
1
δ
DU˜1(t, x)
2 −D2U˜1(t, x)
]
− ρ2(t, x; δ)
[
1
δ
DU˜2(t, x)
2 −D2U˜2(t, x)
]
.
Omitting function arguments for notational convenience, for ε≤ δ,
∂tU
δ +
[
DU δb− 1
2
|σDU δ|2
]
+
ε
2
αD2U δ
= ρ1 ∂tU˜1 + ρ2 ∂tU˜2 + ρ1DU˜1b+ ρ2DU˜2b− 1
2
|σ(ρ1DU˜1 + ρ2DU˜2)|2
+
ε
2
1
δ
|σ(ρ1DU˜1 + ρ2DU˜2)|2 − ε
2
1
δ
[ρ1α(DU˜1)
2 + ρ2α(DU˜2)
2]
+
ε
2
[ρ1αD
2U˜1 + ρ2αD
2U˜2]
= ρ1
[
∂tU˜1 +DU˜1b− 1
2
|σDU˜1|2 + ε
2
αD2U˜1
]
+ ρ2
[
∂tU˜2 +DU˜2b− 1
2
|σDU˜2|2 + ε
2
αD2U˜2
]
+
1
2
(
1− ε
δ
)
[ρ1|σDU˜1|2 + ρ2|σDU˜2|2 − |σ(ρ1DU˜1 + ρ2DU˜2)|2]
≥ 1
2
(
1− ε
δ
)
[ρ1|σDU˜1|2 + ρ2|σDU˜2|2 − |ρ1σDU˜1 + ρ2σDU˜2|2]
+ ρ1γ1 + ρ2γ2
≥ ρ1γ1 + ρ2γ2,
where the last line is due to the convexity of f(x) = x2. 
Lemma A.1. Let U(t, x) and W (t, x) be two continuously differentiable
functions from [0, T ]×R→R. Assume that b and σ are Lipschitz continuous.
Set u¯(t, x) =−σ(x)DU(t, x), v ∈A, and let Xˆε(s) solve
dXˆε(s) = b(Xˆε(s))ds+ σ(Xˆε(s))[
√
εdB(s)− [u¯(s, Xˆε(s))− v(s)]ds],
Xˆε(0) = y.
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Then for every ε > 0, v ∈A and stopping time τˆ ε ≤ T , we have, with prob-
ability 1,∫ τˆε
0
[
1
2
v(s)2 − u¯(s, Xˆε(s))2
]
ds
≥ 2W (0, y)− 2W (τˆ ε, Xˆε(τˆ ε)) + 2√ε
∫ τˆε
0
DW (s, Xˆε(s))σ(Xˆε(s))dB(s)
+ 2
∫ τˆε
0
Gε[W ](s, Xˆε(s))ds
−
∫ τˆε
0
|σ(Xˆε(s))(DW (s, Xˆε(s))−DU(s, Xˆε(s)))|2 ds.
Proof. We make use of the min/max representation
H(x, p) = inf
v
sup
u
[
p(b(x)− σ(x)u+ σ(x)v)− 1
2
u2 +
1
4
v2
]
.
Assume we use the control u¯(t, x) = −σ(x)DU(t, x) for the design of the
scheme and choose p=DW (t, x). Then
inf
v
[
DW (t, x)(b(x)− σ(x)u¯(x) + σ(x)v)− 1
2
u¯(t, x)2 +
1
4
v2
]
=DW (t, x)b(x) + σ2(x)DU(t, x)− 2σ2(x)DW (t, x)
− 1
2
|σ(x)DU(t, x)|2 + |σ(x)DW (t, x)|2
=DW (t, x)b(x)− 1
2
|σ(x)DW (t, x)|2 − 1
2
|σ(x)(DW (t, x)−DU(t, x))|2
=H(x,DW (t, x))− 1
2
|σ(x)(DW (t, x)−DU(t, x))|2.
Applying Itoˆ’s formula to W (s, Xˆε(s)) then gives
W (τˆ ε, Xˆε(τˆ ε))−W (0, y)
=
∫ τˆε
0
[∂sW (s, Xˆ
ε(s))
+DW (s, Xˆε(s))[b(Xˆε(s))− σ(Xˆε(s))u¯(s, Xˆε(s))
+ σ(Xˆε(s))v(s)]]ds
+
∫ τˆε
0
ε
2
σ2(Xˆε(s))D2W (s, Xˆε(s))ds
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+
∫ τˆε
0
√
εDW (s, Xˆε(s))σ(Xˆε(s))dB(s)
≥
∫ τˆε
0
[
1
2
u¯(s, Xˆε(s))2 − 1
4
v(s)2
]
ds+
√
ε
∫ τˆε
0
DW (Xˆε(s))σ(Xˆε(s))dB(s)
+
∫ τˆε
0
[
∂sW (s, Xˆ
ε(s)) +H(Xˆε(s),DW (s, Xˆε(s)))
+
ε
2
σ2(Xˆε(s))D2W (s, Xˆε(s))
]
ds
− 1
2
∫ τˆε
0
|σ(Xˆε(s))(DW (s, Xˆε(s))−DU(s, Xˆε(s)))|2 ds
=
∫ τˆε
0
[
1
2
u¯(s, Xˆε(s))2 − 1
4
v(s)2
]
ds
+
√
ε
∫ τˆε
0
DW (s, Xˆε(s))σ(Xˆε(s))dB(s)
+
∫ τˆε
0
Gε[W ](s, Xˆε(s))ds
− 1
2
∫ τˆε
0
|σ(Xˆε(s))(DW (s, Xˆε(s))−DU(s, Xˆε(s)))|2 ds.
Rearranging this expression completes the proof of the lemma. 
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