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The Fluorescence Yield of Air excited by Electrons measured with the AIRFLY
Experiment
A very direct way to observe ultra high energy cosmic rays is the fluorescence technique.
Fluorescence detectors are already used in various experiments since the early eighties, the lat-
est being the Pierre Auger Observatory. The most important parameter for the description of
the fluorescence light detected is the fluorescence yield that defines how much light a particle
causes on its way through gas. The fluorescence yield depends on temperature, pressure, gas
composition and energy of the exciting particle. Also, the fluorescence yield is a major source
of uncertainty in the reconstruction of the primary energy, because up to now its value is only
determined within around 15%.
This thesis describes the AIRFLY experiment that was set up to determine the fluorescence yield
precicely. The pressure dependence of 18 spectral lines in the range of 280 nm to 430 nm has
been determined using high resolution spectra. The spectral distribution of the fluorescence
light in air has been measured and the effect of argon has been found to be negligible. The pro-
portionality of the fluorescence yield to the energy deposit of the electrons has been confirmed
between 1 MeV and 3 MeV. Adopting an absolute scale for the fluorescence yield at 337 nm
as given by Nagano et al., the consequences of this works results for cosmic-ray measurements
has been investigated.
Messung der Fluoreszenzlicht-Ausbeute von mit Elektronen angeregter Luft
mit dem AIRFLY Experiment
Den direktesten Weg, von Kosmischer Strahlung erzeugte extensive Luftschauer (EAS) zu
beobachten, bietet die Fluoreszenz Methode. Seit den frühen ’80er Jahren werden Fluoreszenz-
Teleskope verwendet, zuletzt auch bei dem Pierre Auger Observatorium. Das damit beobachtete
Fluoreszenz-Licht wird von atmosphärischem Stickstoff emittiert, der von den Teilchen des
EAS angeregt wurde. Der wichtigste Parameter zur Beschreibung des Fluoreszenz-Lichtes ist
die Fluoreszenzlicht-Ausbeute, die festlegt, wieviel Licht ein Teilchen auf seinem Weg durch
Luft bewirkt. Die Fluoreszenzlicht-Ausbeute hängt dabei von Temperatur, Druck, Gaszusam-
mensetzung und der Energie des anregenden Teilchens ab. Die Fluoreszenzlicht-Ausbeute ist
auch die größte Fehlerquelle bei der Rekonstruktion der Energie des Primärteilchens, da sie bis
jetzt nicht genauer als auf etwa 15% bestimmt werden konnte.
Diese Diplomarbeit beschreibt das AIRFLY Experiment, das aufgebaut wurde, um die Fluoreszenz-
licht-Ausbeute genau zu bestimmen. Mit Hilfe hochaufgelöster Fluoreszenz-Spektren wurde
die Druckabhängigkeit von 18 Spektrallinien zwischen 280 nm und 430 nm bestimmt. Es
ist auch die spektrale Verteilung des Fluoreszenzlichtes genau vermessen worden und die En-
ergieabhängigkeit der Fluoreszenzlicht-Ausbeute wurde zwischen 1 MeV und 3 MeV unter-
sucht. Es konnte weiterhin kein signifikanter Effekt von Argon auf das Fluoreszenz-Licht
beobachtet werden. Schließlich wurden die Auswirkungen der Ergebnisse dieser Arbeit auf
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Since their first detection, cosmic rays have revealed many secrets of Nature. Even today they
provide us with particles that have many times more energy than anything man-made accelera-
tors could achieve. If we are able to detect cosmic rays, we can put our understanding of Nature
at highest energies to the test. But the interesting ultra high energy cosmic rays can only be
observed indirectly by watching for extensive air showers that they cause by interacting with
our atmosphere. The most direct way to do this is the fluorescence technique.
Fluorescence detectors are already used in various experiments since the early ’80s, the latest
being the Pierre Auger Observatory. The fluorescence light detected with these detectors is
emitted by atmospheric nitrogen that is excited by charged particles of the extensive air shower
along their way. The parameter that determines the number of emitted fluorescence photons is
the fluorescence yield that defines how much light a particle causes on its way.
In general, the fluorescence yield depends on wavelength, temperature, pressure, gas composi-
tion, and energy of the exciting particle. Currently, the fluorescence yield is a major source of
uncertainty in the reconstruction of the primary energy in air shower measurements, because up
to now its value is determined within about 15% only.
In order to determine the fluorescence yield precisely, the AIRFLY experiment has been set
up. The AIRFLY project consists of a series of laboratory experiments to measure the fluores-
cence yield of electrons in air under various conditions, that is undertaken by an international
group of scientists. Early measurements have been conducted in Frascati (Italy), before the
equipment was transferred to Argonne near Chicago (USA).
The fluorescence spectrum has never before been measured at different pressures with a spec-
trometer, when electron impact excitation was used. The high resolution allows for a detailed
analysis of individual spectral lines, without the problem of pollution by nearby lines. Also, all
but one measurements do not have to be absolute measurements.
All dependencies can be determined relative to the most intense band head at 337 nm, which
reduces uncertainties. For the absolute measurement, a new end-to-end calibration procedure
will be implemented, using the well understood Cherenkov radiation as a calibration source.
This calibration method has the potential to be precise within 5%, because many systematic
uncertainties cancel.
The aim of this thesis is the determination of the pressure dependence analysis of the flu-
orescence spectrum, which includes the analysis of 18 band heads that cover 90% of all fluo-
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rescence light in the region of interest. A needed prerequisite is the knowledge of the pressure
dependence of the most intense band head at 337 nm, which will be determined beforehand in
photomultiplier measurements. The effect of argon on the spectrum will also be investigated,
as well as the energy dependence of the fluorescence yield between 1 MeV and 3 MeV.
All results will be compared to other authors and experiments, especially with Bunner, who
investigated the fluorescence technique in his PhD thesis in 1967 and gave the first set of pa-
rameters, and Nagano et al., whose work on the fluorescence yield, in 2004, is currently the
standard fluorescence model for the Pierre Auger Observatory. Finally, the impact of the re-
sults of this thesis on extensive air shower measurements will be examined. The energy of
primary cosmic-ray particles, derived with the current standard fluorescence model and a mod-
ified model, will be compared.
The absolute measurement of the yield, however, is beyond the scope of this diploma thesis,
as well as measurements concerning the temperature dependence and the effect of water vapor,
which are planned for future measurements within the AIRFLY project.
Since the measurement of the energy of cosmic radiation is the motivation for this thesis, an
introduction to this subject and to fluorescence detectors is mandatory and given in Chapter 1.
The actual physical concepts needed later in this thesis are concepts of molecular physics. Thus,
Chapter 2 gives an introduction to this field and defines all physical relations and parameters
that will be used in the analysis of AIRFLY data.
The AIRFLY experiment is described in Chapter 3, which is restricted to essential aspects, be-
cause this thesis is not dedicated to AIRFLY’s hardware setup. In Chapter 4 the analysis begins
with the investigation of the 2P(0,0) band head, whose behavior at changing pressure and elec-
tron energy will be studied. The results of this analysis are used as input in Chapter 5 that deals
with the fluorescence spectrum. There, crucial parameters will be derived for the first time in a
consistent manner for the full fluorescence spectrum excited by electron impact. Chapter 6 will
then highlight the impact of these results on extensive air shower measurements of the Pierre
Auger Observatory. A summary and an outlook is given in Chapter 7.
CHAPTER 1
COSMIC RADIATION AND ITS DETECTION
This chapter gives an introduction to discovery, properties, and detection of cosmic radiation.
1.1 Cosmic Rays
The phenomenon of cosmic radiation first hit scientists at the beginning of the 20th century,
when Viktor Hess discovered an increase of “penetrating radiation” at high altitudes during his
famous balloon flights in 1912 [31]. He concluded that this phenomenon could not be explained
by the recently discovered earthbound radioactivity [32], and so a new source of radiation was
necessary to explain his findings: cosmic radiation from outer space.
The questions about cosmic rays back then were the same as they are today:
• What does cosmic radiation consist of?
• What energy do cosmic rays have and how are they accelerated?
• Where do they come from?
To answer these questions, scientists began to undertake many of experiments (see for instance
[61]). At first, there were more balloon flights and later on even satellite and aircraft exper-
iments were realized. After Kolhörster [43] and Auger [6] discovered “extensive cosmic-ray
showers” in 1938 also ground arrays were constructed.
In 1948 experiments of Bradt and Peters [11] revealed that the primary components comprised,
in addition to protons, of a small fraction of other nuclei. It was also found, that cosmic rays
extend to energy regions that are not accessible by any other means. Even today the most pow-
erful man-made accelerators cannot reach the energies of cosmic rays. This enabled scientists
to make several major discoveries concerning particle physics in general.
In 1933, the positron was found by Anderson [2], followed by the muon [53, 66], the pion, and
several strange particles like the kaon. But not only particle physics had its share, the first exper-
imental proof of special relativity was the observation of time dilatation of the muon lifetime. A
lifetime of 2.2·10−6 s allows muons to travel about 660 m at the speed of light, i.e. they would
never reach the Earth’s surface from higher altitudes. Thus, the observation of muons at ground
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level is a sign for relativistic time dilatation that expands the lifetime, so that the particles can
cover a greater distance.
However, despite all efforts to solve the central questions regarding cosmic radiation, there
are still many unsolved problems. In the following a short description of the current knowledge
about cosmic rays will be given.
1.1.1 Composition
Despite the name, cosmic radiation does not consist of photons, but mostly of atomic nuclei.
The major part are protons, but all elements up to uranium have been found.
At low energies (i.e. lower than 1014 eV) the primary composition of cosmic rays can be mea-
sured directly by means of balloon or satellite experiments (see [42, 46]). In Figure 1.1, the
results of direct measurements of elemental abundance as a function of nuclear charge of el-
ements in cosmic radiation and in the solar system is shown. Although the data points are in
good overall agreement, which is a strong sign for the source of low energetic cosmic rays being
stars like the sun, there are some important differences.
Hydrogen and helium are more abundant in the solar system, which can be explained by their
large first ionization potential that renders the acceleration processes less efficient. This also
explains other small deviations of abundances of other elements. The second discrepancy is the
amount of Li, Be, B and elements below iron in the cosmic radiation, which is several magni-
tudes higher than in the solar system. These elements are products of spallation processes of
carbon, oxygen or iron, that collide with interstellar matter.
This assumption enables us to calculate the distance between the source and the detectors at
Earth that the nuclei have to traverse: They have to cross 5-10 g/cm2 of interstellar matter to
produce the observed amount of spallation products. Thus, they travel for 3·106 years (assuming
the density of our Galaxy is 1 proton/cm3) before reaching the Earth [46]. Assuming cosmic ra-
diation is of galactic origin, this implies that the particles do not approach the Earth in a straight
line, but travel in a diffuse, undirected way many times through our Galaxy before eventually
crossing the Earth’s path.
Another way to calculate the age of cosmic rays provide so-called “cosmic ray clocks”, radioac-
tive nuclei with very long lifetimes. An analysis reveals a confinement time of 107 years within
our Galaxy, which in turn requires the galactic density to be 0.2 protons/cm3. So, most of their
time cosmic ray particles travel in the galactic halo, the edge of our Galaxy.
At high energies (above 1015 eV) the composition is expected to change. Due to the accelera-
tion process, that reaches its maximum energy Emax (Emax ∝ Z, with nuclear charge Z) and
the ability of the Galactic magnetic field to confine high energy particles (also ∝ Z, “leaky box
model”), the mean mass should increase, for example, from about 7 u at 1015 eV to 55 u at
1017 eV [35] — depending on the model used. However, it is difficult to determine the mass
composition for these high energies, because cosmic-ray particles cannot be observed directly,
but only secondary particles of cascades in the atmosphere caused by cosmic rays. Thus, the
indirect measurement of the particle mass depends on simulations and interaction models, and
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Figure 1.1: Abundance of elements (Z < 28) at
1012 eV measured directly, normalized to Si. The
differences between cosmic ray and solar abun-
dances are explained in the text. [36]
Figure 1.2: Mean logarithmic mass as a func-
tion of energy reconstructed from experiments
observing the particle cascade caused by cosmic
rays at ground level. [35]
is therefore neither precise nor unambiguous.
Figure 1.2 shows the results of the reconstruction of the mean mass of cosmic rays by sev-
eral experiments that measure secondary particles at ground level. For comparison two balloon
experiments are included as well. The lines represent the composition according to the “poly
gonato” model [35]. At even higher energies (above 1017 eV) it could be possible (as the dot-
ted line in Figure 1.2 indicates) that cosmic rays mainly consist of protons and helium again,
because their sources are assumed to be extragalactic.
1.1.2 Energy Spectrum
The energy spectrum of cosmic radiation covers 12 orders of magnitude in energy and over 30
orders of magnitude in flux. It can be described with a broken power law:
dN
dE




2.75, E . 4 · 1015 eV
3.05, 4 · 1015 eV . E . 1019 eV
2.75, E & 1019 eV.
(1.1)
The spectrum begins at around 109 eV with a flux of more than 1 particle per m2 and second,
and has been observed up to 1020 eV with a flux of about 1 particle per km2 and century [51].
Figure 1.3 shows the spectrum scaled by E2.5, as it is reported by several experiments.
The first change in the spectral index γ occurs at 4 PeV, called the “knee”, and is well investi-
gated by several experiments. An analysis of the KASCADE experiment [67], shows that the
change is correlated with a shift in mass composition towards heavier nuclei. The overall effect
is a steeper spectrum.
Less understood is the second change of γ at the “ankle” around 10 EeV. Statistics in this re-
gion is very low and the reason of the change has not been clearly explained up to now, but
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Figure 1.3: Flux of primary cosmic rays as a function of energy above 100 GeV scaled with E2.5. The
power law is broken at the “knee” (at 1015 eV) and the “ankle” (at 1019 eV). For comparison, maximum
energies of some accelerators are indicated. [22, 23]
experimental results (for example of the HiRes experiment, [65]) suggest, that the mass com-
position shifts towards lighter nuclei, which can be interpreted as a transition from galactic to
extragalatic sources.
It is difficult to identify processes that accelerate these particles to macroscopic scale. A proton
at 1020 eV has the energy of a tennis ball moving at 100 km/h. A general acceleration process
for particles was introduced by Fermi [24], that explains the power law spectrum and the knee:
A particle is confined in a magnetic plasma and crosses a shock front, i.e. of a supernova rem-
nant.
Each time the particle crosses the shock front it gains energy proportional to its initial energy,
∆E = εE, and has a chance of escaping the region of the shock Pe. After n turns it has an
energy of En = E0(1 + ε)n, and the number of particles that gain more energy than E is given
by













The maximum energy depends on the ability of the plasma to confine the particle, which is
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proportional to its size and magnetic field. A general estimate yields [33, 51]
Emax = 0.9 · ZBR, (1.4)
with Emax in units of EeV, the magnetic field strength B [µG], radius R [kpc] of the plasma
cloud and nuclear charge Z of the particle. The dependence on Z can explain the knee, because
protons have smaller maximum energies than iron, which is in agreement with the observed
increase in mass.
The limit (1.4) can be used to classify astrophysical objects as sources for cosmic rays. This is
shown in a Hillas plot, Figure 1.4. There, a constant Emax refers to a straight line, and objects
above it are able to accelerate a particle that much. The position of the line depends, as shown,
on the particle charge and the velocity of the shock front. So far, no galactic objects have been
found to accelerate particles to 1020 eV.
Another restriction to the observable energy spectrum is the Greisen-Zatsepin-Kuz’min-effect
(GZK-effect, [28, 70]) that causes a supression of the flux close to 100 EeV. This GZK-cutoff is
due to energy losses of particles during their propagation through space, because cosmic rays in-
teract with the cosmic microwave background (CMB). The interactions are photodisintegration
of a nucleus X with mass A and pion production of protons:
XA + γCMB −→ XA−1 + p (n), (1.5)
p + γCMB −→ ∆+(1232) −→ p + π0, n + π+. (1.6)
The intermediate state of the pion production is the nuclear resonance ∆+ with a mass of
1232 MeV/c2 and a lifetime of 5.5·10−24 s [58]. Figure 1.5 illustrates the GZK energy loss
for three initial energies. The experimental confirmation of the GZK-effect is still under discus-
sion, because in this energy region very few experimental data is available.
If the spectrum has no cut-off, cosmic rays have to originate in our very neighborhood (less
than 200 Mpc away), which would support speculations about new physics, like topological
defects or superheavy (supersymmetric) particles, that decay into highest energy protons and
other particles. If the GZK-cutoff does not exist at all, even a violation of the Lorentz symmetry
is possible, because this would shift the GZK threshold energy to even higher energies [51].
Since the cosmic-ray energy spectrum covers huge ranges in both energy and flux, very dif-
ferent techniques are required to measure it completely. The next section gives a short overview
on the observation of ultra-high energy cosmic rays with fluorescence detectors.
1.2 Detection of Cosmic Rays
Above 100 TeV cosmic radiation cannot be measured directly, but only by means of extensive
air showers. These huge cascades of secondary particles can be observed by ground arrays, and
emit, above 1 EeV of primary energy, enough fluorescence light to be seen by optical detectors.
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Figure 1.4: Hillas plot (1984): Characterization
of astrophysical objects with respect to size and
magnetic field strength. Objects below the lines
cannot accelerate particles to 1020 eV. β refers to
the velocity of the shock front. [33]
Figure 1.5: Energy of ultra high energy protons
as a function of travelled distance. Illustration of
the GZK-effect: After 200 Mpc initial energies
are reduced to below 1020 eV. [19]
1.2.1 Extensive Air Showers
Extensive Air Showers are created, when a primary cosmic-ray particle collides with a nucleus
of a molecule in the atmosphere. This collision produces secondary particles that collide them-
selves with other nuclei. This way, a cascade is generated that arrives at the Earth’s surface.
The hadronic cascade proceeds at the center of the cascade feeding other parts with products
of more and more collisions, until the energy of its particles is too low to initiate further reac-
tions. In these reactions a wide variety of particles is produced, but the most common products
are pions (π0, π±), that decay into muons and electrons to feed muonic and electromagnetic
cascades. Their decay channels are
π± −→ µ± + νµ(νµ), (1.7)
π0 −→ γ + γ︸ ︷︷ ︸
98.8%
, e+ + e− + γ︸ ︷︷ ︸
1.2%
. (1.8)
Figure 1.6 shows a schematic diagram of the components of an extensive air shower. Most
muons reach Earth and establish an muonic part of the extensive air shower, even if some of
them decay into electrons and neutrinos, again feeding the electromagnetic cascade. Electrons
and photons themselves lose energy and increase their numbers by a series of pair production
and bremsstrahlung processes
γ −→ e+ + e−, (1.9)
e± −→ e± + γ. (1.10)
Soon after the first interaction, the electromagnetic cascade is the major part of the shower and
deposits its energy into the atmosphere. Figure 1.7 shows the deposited energy of the shower
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Figure 1.6: Sketch of an air shower
with hadronic and electromagnetic
component. Some muons do not de-
cay before reaching the surface and
thus form a third component that is
not shown here. [46]
Figure 1.7: Longitudinal shower development (simulated)
indicated by means of energy deposit as a function of slant
depth. Ground level corresponds to circa 1036 g/cm2 of at-
mospheric depth at sea level. It can be seen that the shower
maximum is well above the ground and that electrons release
the most energy into the atmosphere. [62]
particles along their way as a function of slant depth, which denotes the atmospheric depth
in g/cm2 along the shower axis. The vertical thickness of the atmosphere is 1036 g/cm2. It
can be seen, that the maximum of the shower is well above sea level, and that electrons are
the dominant particles in an extensive air shower as far as energy deposit is concerned. For a
detailed description see [46, 61].
Atmospheric nitrogen is excited by these electrons and emits fluorescence light. Since the
emission is very faint and isotropic, it is hardly visible. But for showers of primary energy
higher than 1017 eV, in moonless nights, it is possible to detect these traces on the sky with
telescopes. This fluorescence technique is applied in the Pierre Auger Observatory.
1.2.2 Fluorescence Detectors and the Pierre Auger Observatory
Being the newest cosmic ray detector and the first one that is equipped with both surface and
fluorescence detectors, the tasks set to the Pierre Auger Observatory [1, 10] are ambitious. Its
aim is to observe ultra high energy cosmic rays with unprecedented accuracy, to look for point
sources and to settle an important argument: The energy spectra put forward by AGASA (a
surface detector, [64]) and HiRes (a fluorescence detector, [65]) do not agree, especially in the
region the GZK-cutoff is presumed (see Figure 1.3). Since the Pierre Auger Observatory is
equipped with both detector types, it can search for systematic differences in the reconstruction
procedures, and its size should increase the statistics significantly.
The southern part of the Observatory is located in the Argentinian Pampa Amarilla close to
Malargüe. After completion, it will cover 3000 km2 with its 1600 water tanks, which measure
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Figure 1.8: Schematic view of a hybrid detector as implemented in the Pierre Auger Observatory. The
surface detector an the fluorescence detector observe extensive air showers simultaneously [68]
Cherenkov light of passing particles. This area will be overlooked by four fluorescence stations,
each consisting of six independent telescopes. The principle of measurement with these fluo-
rescence detectors is depicted in Figure 1.8. A detailed map of the area is shown in Figure 1.9.
The most prominent features of the fluorescence telescopes are a filter for light between 300 nm
and 400 nm, a segmented, spherical mirror to focus the light and a camera consisting of 440
photomultiplier tubes (PMTs). The filter suppresses light from sources like stars, reducing the
background significantly. The mirror, with a radius of 3.4 m, focuses the light and directs it
to the camera, which is in front of its focal point, with conserved pointing. Each of the 440
PMT-pixels of the camera has a field of view of 1.5◦. The four telescope stations have each a
180◦ × 28.6◦ field of view, directed towards the experimental site. For more details see [1] and
Figure 1.10.
The number of photons a pixel of a fluorescence telescope detects is assumed to be proportional









Y (λ, T, p) · τATM(λ,X) · εFD(λ,X) dλ. (1.11)
Where εFD denotes the detector efficiency, τATM the transmittance of the atmosphere and
Y (λ, T, p) the fluorescence yield that dependends on pressure, temperature and wavelength.
Equation (1.11) is only true, if the fluorescence yield (in units of photons per deposited energy)
is independent of the energy of the ionizing particles. To get the energy of the primary particle,
Edep has to be multiplied by a factor finv that accounts for all invisible (not deposited) energy
[57], i.e. escaping muons and neutrinos.
Within this calculation, at present the fluorescence yield is the largest single source of uncer-
tainty [7]. Therefore it is crucial to obtain more accurate knowledge of the fluorescence yield
with laboratory experiments like AIRFLY. The current systematic uncertainties of the primary
energy reconstruction of the fluorescence detectors of the Pierre Auger Observatory are listed
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source uncertainty
absolute FLY 13%
pressure dep. of FLY 4%
humidity dep. of FLY 5%
temperature dep. of FLY 5%
finv 3%
sum of other sources 19%
TOTAL 25%
Table 1.1: Current systematic uncertainties of the reconstruction of the primary energy by the Auger
fluorescence detector. The abbreviation FLY denotes the fluorescence yield. [7]
in Table 1.1. In order to increase the precision of extensive air shower measurements, the
AIRFLY experiment measures the fluorescence yield under various conditions. The scope of
this thesis covers the dependence of the fluorescence yield on pressure and wavelength, and
investigates its energy dependence.
Early measurements of the AIRFLY project that is carried out by an international group of sci-
entists are described in [3, 4]
Important features of AIRFLY include spectrometer measurements and a new strategy of an
end-to-end calibration. Before these measurements can be properly described it is necessary to
understand the process of fluorescence. Thus, the next chapter deals with spectra of diatomic
molecules and some considerations about the fluorescence yield.
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Figure 1.9: Map of the southern Auger site in Argentina with indicated fluorescence telescopes and tank
positions. The telescope station Loma Amarilla is currently under construction, tank points with dark
underlay are taking data (as of 8/2006). Courtesy of J. Oehlschläger.





The source of fluorescence light, that is detected by cosmic-ray experiments, is molecular nitro-
gen, because no other air-component has spectral lines at relevant intensities within the wave-
length region of the observed fluorescence light, between 280 nm and 430 nm [56]. Figure 2.1
shows photographs of the nitrogen bands of the 2P and 1N electronic transitions of N2 and
N+2 , that are in the mentioned region. Each band belongs to a vibrational transition within the
electronic band system and consists of many lines of a rotational substructure. To explain their
appearance, an introduction to molecular physics is given.
Since nitrogen is a diatomic, homonuclear molecule, the first part of the following chapter will
deal with this special case, and will introduce the different possible transitions and how they
build up the observed spectrum. Therefore, since a transition is always related to two states of
certain energy, energy levels related to the different degrees of freedom of the molecule will be
derived. For this part the main sources are textbooks on molecular physics and spectra [8, 30].
The second part describes the production of fluorescence light as a product of excitation and
de-excitation processes, that will lead to a model of the fluorescence yield. This model will be
used to interpret the measurements of the AIRFLY experiment. The model was already used to
Figure 2.1: Emission lines of the second positive (2P) system of N2 and the first negative (1N) system
of N+2 between 290 nm and 480 nm. Recorded on photographic plates. Above each plate the wavelength
is given in Angström (3000 Å = 300 nm). [56]
13
14 Chapter 2. Molecular Spectra and Fluorescence
interpret the data of prior experiments, like [50, 69], but has been reviewed and in some aspects
altered for the use in this thesis.
2.1 Transitions of Diatomic Molecules
For diatomic molecules there are, in addition to electronic transitions every atom (and molecule)
can perform, transitions due to vibration and rotation, consistent with the respective degrees of
freedom of vibrating along the axis between the two atoms, and rotating around it. This gives
rise to additional terms in the calculation of the energy of the emitted photon, that determines
the position of the spectral line. It reads as
hν = ∆Eel + ∆Evib + ∆Erot. (2.1)
Since the electron has a many times smaller mass than the nucleus, it follows every possible
move of the nucleus with negligible delay. This allows the use of the Born-Oppenheimer ap-
proximation, to calculate the total energy of a molecular state as a simple sum of independent
contributions, and the state Ψ itself as their product
E = Eel + Evib + Erot, (2.2)
Ψ = Ψel ·Ψvib ·Ψrot. (2.3)
However, the energy scale of rotation is smaller than of vibration, which is in turn smaller than
the one of electronic transitions [8]. This causes respective substructures in molecular spectra.
An estimation yields








with mass of the electron m, and of the molecular nucleus M .
2.1.1 Electronic States
To understand electronic transitions of a molecule, its electronic states have to be defined
first. Therefore, molecular orbitals are described as linear combinations of atomic orbitals
(LCAO-method) [30].
The molecular nuclei and hence the Coulomb potential have, at least in our special case, cylin-
drical symmetry. This means, that the quantum number of angular momentum l is no good
quantum number any more, but the quantum number of its z-component ml is (z direction is
chosen along the molecule’s axis). Since the directions of the rotation of the electron angular
momentum around the z-axis are equally energetic, a new quantum number λ is defined
λ = |ml| = l, l − 1, . . . , 0. (2.5)
Like atomic orbitals, that are denoted with Latin letters (s,p,d,f,...) respectively to l, molecular
orbitals are denoted with Greek letters (σ, π, δ, ϕ, . . .) with respect to λ. But in order to ease
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understanding, the orbital’s former quantum numbers are kept in notation.
The symmetry of the new orbital is noted as index “g”1 for symmetrical or “u”2 for asymmetri-
cal. If it is bonding or anti-bonding, is mentioned with a “ ∗ ”.
For example, 2sσ∗u denotes a former 2s atomic orbital, that is now an asymmetric, anti-bonding
molecular orbital with λ = 0, that can hold two electrons, because of their spin s = ±1. A
π-orbital could hold four electrons, because of the electronic spin s and ml = ±1.
These abbreviations are used in Figure 2.2, which shows how the molecular orbitals (MO) are
occupied by electrons of former atomic orbitals (AO) in case of nitrogen. The nitrogen elec-








where the superscripts denote the number of electrons the orbital contains. All the electrons in
their orbitals define the electronic state. In the notation of electronic states with more than one









noted as multiplicity 2S + 1.
Again, information about symmetry is included as indices. Sub-scripts “g” and “u” note the
parity of the state, “+” and “-” the symmetry with respect to the plane through the molecule’s
axis. This way the ground state of N2 is noted as 1Σ+g . Another notation (Mullikin notation)
passes information regarding symmetry with uppercase Latin letters, corresponding to mathe-
matical operations, like C3Πu.
Figure 2.3 depicts the electronic transition of the second positive system of neutral nitrogen with
a sketch of the electronic energy curves. All transitions, also the 2P-transition
(C3Πu −→ B3Πg) of N2 and the 1N-transition (B2Σu −→ X2Σg) of N+2 , are usually ac-
companied by vibrational and rotational transitions.
2.1.2 Vibrational Transitions
Molecules can vibrate, changing the distance between the two nuclei that are confined in a so-
called Morse potential [30]. The potential is shown in Figure 2.4 with the corresponding energy
levels, disintegration energy De, internuclear distance at the minimum Re and some indicated
transitions. It can be expressed as
V (R) = De[1− e−a(R−Re)]2. (2.9)
1“gerade” (German for even)
2“ungrade” (German for odd)
16 Chapter 2. Molecular Spectra and Fluorescence
Figure 2.2: Scheme of energy states show-
ing how two nitrogen atoms (AO) form
molecular orbitals (MO). The notation fol-
lows the description in the text. The three
outer orbitals are bonding, explaining the
chemical notation N≡N. [30]
Figure 2.3: Respective states of the 2P elec-
tronic transition of N2 and its ground state,
shown as a plot of the respective Morse po-
tentials as a function of internuclear distance.
An electron impact excitation is assumed.
[26]
Near Re (i.e. for small vibrational quantum numbers ν), the Morse potential can be approxi-
mated by a parabola, and thus the vibration is treated as a harmonic oscillator with corrections.
The vibrational energy levels converge towards higher quantum numbers ν, as Figure 2.4 shows.

























This changes the selection rules for vibrational transitions. As for the harmonic case only
transitions with ∆ν = ±1 are allowed, here transitions with |∆ν| = 1, 2, 3, . . . are possible
[30], although with less relative intensities that behave like 1 : xe : x2e : . . . : x
|∆ν|−1
e . However,
for homonuclear, diatomic molecules a change of the vibrational state does not change the
dipole moment of the molecule, and thus pure vibrational spectra are optically forbidden and
cannot be observed.
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Figure 2.4: Morse potential and vibrational energy
levels, with dissociation potential De and zero-level
energy ~ω/2. In approximation, the Morse poten-
tial is replaced by the quadratic potential of the har-
monic oscillator.[30]
Figure 2.5: Energy of rotational
states. Their energy difference in-
creases with quantum number J, which
leads to equidistant lines in the rota-
tional spectrum, as shown at the bot-
tom. [30]
2.1.3 Rotational Transitions





with the angular momentum L and moment of inertia θ.
In the quantum mechanical case, the magnitude of the angular momentum is quantized and can
be expressed as |L| = ~·
√
J(J + 1), with the quantum number J = 0, 1, 2, . . .. This, combined




· J(J + 1), J = 1, 2, . . . . (2.12)
Since the energy difference between two states increases linearly with J , and only transitions
with ∆J = ±1 are allowed, a pure rotational spectrum consists of equidistant lines, as Fig-
ure 2.5 shows. The intensity of the lines is determined by the degeneration of the energy levels
and their thermal population [8].
If the vibration of molecules is taken into account, the inelastic rotator has to be modified, since
the distance of the two masses, and therefore the moment of inertia, is not constant any more.
This leads to corrections in Equation (2.12) that are not negligible for high quantum numbers
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J .
A requirement for the existence of pure rotational spectra is a permanent dipole moment [8],
that homonuclear, diatomic molecules do not have. However, in combination with electronic
transitions, vibrational and rotational transitions occur and cause substructures in the spectrum.
This spectrum will be discussed in the next section.
2.2 The Spectrum of Molecular Nitrogen
The spectrum of molecular nitrogen in the range of 280 - 430 nm, is composed of several band
heads of the 2P- and 1N-band-systems of N2 and N+2 respectively. The labels “2P” (second
positive) and “1N” (first negative) are historical, and describe the place of emission in a gas
discharge tube. They correspond to the following electronic transitions with their vibrational
states indicated by ν:
2P(ν ′, ν ′′) : C3Πu(ν ′) −→ B3Πg(ν ′′),
1N(ν ′, ν ′′) : B2Σu(ν ′) −→ X2Σg(ν ′′).
For optical transitions the molecular dipole moment has to change, or — more general — the
corresponding transition matrix element needs to be non-zero:
〈Ψfinal|M|Ψinitial〉 6= 0. (2.13)
This requirement can be used to derive selection rules for optical transitions [8, 30]. They turn
out to be
• Total angular momentum: ∆Λ = 0,±1.
• If Λ = 0 (Σ-states), symmetry has to be conserved: Σ+ ↔ Σ+, Σ− ↔ Σ−.
• Total electronic spin: ∆S = 0.
• Rotational quantum number: ∆J =
{
±1, Λ′ = Λ′′ = 0
0, ±1, otherwise.
• Laport’s rule: g ↔ u (The state’s parity has to change).
With these selection rules, spin-orbit coupling is not considered, which allows the total electron
spin S to change. However, such transitions are very rare, and thus have very little intensity,
so they are not observed. There is no constraint limiting vibrational transition, which is due
to the inhomogeneous Morse potential, that allows ν to change freely (see section 2.1.2). As
discussed earlier, these transitions with |∆ν| ≥ 3 are very faint and hardly observed here.
Also, the inhomogeneity causes the energy level to be not equidistant, so that band heads,
associated with transitions with |∆ν| = const., are shifted and not at the same position in
the spectrum. For example, the 2P (2, 3) and 2P (1, 2) band heads lie 3.6 nm apart, which
corresponds to ≈ 0.04 eV difference in energy.
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Figure 2.6: Scheme of energy lev-
els of two electronic states A and
B. Each has vibrational sub-levels
(ν) that have rotational energy levels
(J). [8]
Figure 2.7: Illustration of the Franck-Condon-Principle.
The transition probability is proportional to the wavefunc-
tion’s overlap. For comparison, two vibrational states of
the higher electronic level are shown. [8]
2.2.1 The Vibrational and Rotational Sub-Structure
Figure 2.6 is a depiction of the energy levels within electronic states. Nitrogen does not have
a pure vibrational or rotational spectrum due to its symmetry, but in combination with an elec-
tronic transition, the vibrational and rotational state can change as well. Without these vi-
brational transitions, the spectrum would have only two lines corresponding to the 2P- and
1N-transition. But because of vibration there are many more band heads that include many
rotational lines themselves. We can easily identify over 15 band heads, that are intense enough
to be observed with the AIRFLY experiment.
The Franck-Condon-Principle
With the Franck-Condon-Principle, it is possible to derive transition probabilities, that define
intensity ratios of band heads of the same initial state. The Franck-Condon-Principle is illus-
trated in Figure 2.7.
For the sake of simplicity rotation is neglected in the calculations of the Franck-Condon-
Principle. The crucial assumption of the principle is, that the movement of the electrons is
much faster than the nuclei’s movement. This means, that an electronic transitions can be rep-
resented as vertical lines in Figure 2.7.
This is the reason, why the change of the wavefunctions does not have to be represented in
Equation (2.14) to derive the transition matrix elementMfi of final and initial electronic states.
Also, the Born-Oppenheimer approximation allows the wavefunctions, as functions of elec-
20 Chapter 2. Molecular Spectra and Fluorescence
tronic coordinates r and internuclear distance R, of electron (φ) and nucleus (χ) to be separated
[30]
Mif = 〈Ψf (r, R)|M(r)|Ψi(r, R)〉
= 〈φf (r, R)χf (R)|M(r)|φi(r, R)χi(R)〉 .
(2.14)
This can be separated in electronic and vibrational transition probabilities, using the r-centroid
approximation [27], which is an expansion of the pure electronic transition moment in a power
series of R. The internuclear distance Rνi,νf of the transition is the first order approximation:
Rνi,νf =
〈χf (R)|R|χi(R)〉
〈χf (R)|χi(R)〉 . (2.15)
Now, with this first order approximation, the total transition probability separates like
〈




· 〈χf (R)|χi(R)〉︸ ︷︷ ︸
vibrational trans. prob.
. (2.16)
The square of the second integral is the Franck-Condon factor qνf ,νi and depends on both initial
and final vibrational states





The vibrational transition probability is proportional to the overlap of the corresponding vibra-
tional wavefunctions that are centered around the internuclear distance of their electronic state
(see Figure 2.7). With the introduced approximations, it is also possible, to calculate the total
transition probabilities (or Einstein-coefficients Aνi,νf ) as the squares of Equation (2.16). They
were calculated in [27] and are stated in Table 2.1.
Since the population of the initial state is not known, the Einstein-coefficients can only be used
to derive intensity ratios of band heads with the same initial state. These ratios do not depend
on environmental parameters like pressure, so they can be used to improve the analysis later.
Nevertheless, the relative position of the electronic potentials (Ri < Rf , Ri > Rf , Ri ≈ Rf )
has a great influence on these ratios, because their relative position defines where the overlap of
wavefunctions is calculated.
For the rotational sub-structure a similar principle to the Franck-Condon-Principle can be
formulated, which leads to Hönl-London factors. However, this more detailed treatment of the
rotational substructure is not needed for this diploma thesis, because the rotational structure
cannot be resolved by AIRFLY. The spectral lines are not symmetrical, but shaded towards
smaller wavelengths (see Figure 2.1). This is an effect of the rotational transitions, that is
explained by a model of R-, P- and Q-branches [8, 30], which depends again on the relative
position of the electronic potential.
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Table 2.1: Details on band heads of N2 and N+2 between 300 nm and 430 nm. The analysis of this thesis
includes transitions marked with “†”. Given are their wavelength (from [56]), transition label and their
Einstein-coefficients Aνi, νf (from [27]).
2.2.2 The Spectrum
In Table 2.1 band heads of the spectrum are listed together with their wavelength, corresponding
transition, and their Einstein-coefficients [27] that have only meaning within their band system.
Band heads, that are intense enough to be analyzed in this thesis, are marked with “†”.
The fluorescence spectrum recorded by AIRFLY is shown in Figure 2.8. It was recorded in
dry air at a pressure of 800 hPa. The energy of the electrons used for excitation was 3 MeV.
The band heads marked in Table 2.1 are labeled with the transition system and the respective
vibrational quantum numbers. It can be seen, that the 2P(0,0)-transition is the most intense, and
that the remaining background is very low. For comparison the fluorescence spectrum reported
by Bunner [15] in 1967 is shown in the upper right corner.
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Figure 2.8: Fluorescence spectrum of air between 280 nm and 430 nm recorded by AIRFLY with transi-
tion labels. The gas was excited by 3 MeV electrons at a pressure of 800 hPa. In the right upper corner,
the spectrum reported by Bunner (1967) is shown [15].
2.3 The Process and Yield of Fluorescence
In general, fluorescence is a form of luminescence. It is the emission of light from an excited
atom or molecule, with a lifetime of the excited state around 10−8 s. Here, the molecule is
nitrogen and it is excited via electron impact. The mechanism of this type of excitation has been
the subject of several studies [5, 9, 12, 15, 21, 25, 26, 37, 69] that investigated the excitation
cross section, and most of these studies also investigate the relaxation process (in particular
[9, 16]). A summary of the current experimental status and theoretical considerations can be
found in [41].
The following section gives a short overview on how nitrogen is excited and how it relaxes.
Then a model of the fluorescence yield will be introduced that is used later in the analysis.
2.3.1 Excitation
Electrons that hit a gaseous target dissipate their energy by ionization according to the Bethe-




1Σ+g ) + e −→ N+∗2 (B2Σ+u ) + 2e. (2.18)
This produces additional secondary electrons with lower energy. The initial electronic state of
the 2P-system cannot be excited by high energy (primary) electrons, because the molecule’s
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spin quantum number would have to change, which is not allowed in collisional excitation [15,
21, 41]. Thus, the excited state can only be reached by electron exchange and recombination of
N+2 :
N2(X
1Σ+g ) + e(↑) −→ N∗2(C3Πu) + e(↓), (2.19)
N2
+ + e −→ N∗2(C3Πu). (2.20)
Both mechanisms require low energy electrons, that are mainly provided as secondaries of the
direct excitation of the nitrogen ion (Equation (2.18)). Also, some ionization processes lead
to the emission of Auger electrons, that can excite the nitrogen. But the cross section for this
mechanism is two orders of magnitude lower than of those mentioned before.
It is assumed here, that these excitation mechanisms do not depend on temperature and are
proportional to the energy deposit. Especially this proportionality to the deposited energy has
to be confirmed by measurements.
Another possibility to feed an excited state is vibrational relaxation within the electronic state.




1Σ+g )ν=0 −→ N2(C3Πu)ν=i−1 + N∗2(X1Σ+g )ν=0. (2.21)
However, this works only by collision and the higher state can as easily decay to the ground
state, and thus the process is negligible, as discussed in [55].
2.3.2 De-Excitation
There are two possible mechanisms for the excited molecules to relax, radiative transitions and
collisional de-excitation called quenching. For the 2P-transitions they can be described as
N2
∗(C3Πu) −→ N2(B3Πg) + hν, (2.22)
N2
∗(C3Πu) + Q −→ products, (2.23)
and for the 1N-transitions as
N+∗2 (B
2Σ+u ) −→ N+2 (X2Σ+g ) + hν, (2.24)
N+∗2 (B
2Σ+u ) + Q −→ products, (2.25)
where Q is a collisional quenching partner.
Both processes can be described by simple decay laws, with lifetime τ0 for fluorescence and
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with the number of excited molecules N∗. The reciprocal life time τ−10 (νi, νf ) corresponds to
Einstein-coefficients Aνi,νf (see Table 2.1). It is important to note, that τ0 not only includes










with indices referring to fluorescence light emission and internal quenching.















The quenching lifetime τq can be derived by gas kinetic theory to determine its dependence on
pressure p and temperature T [15]. The reciprocal lifetime is equal to the collisional deactivation








with the particle density N/V .
In the following, the collisional cross section σ is assumed to be independent of temperature and
energy, hence independent of velocity. The relative velocity of the molecules can be calculated














v · f(v1)f(v2) d3v1d3v2. (2.31)








· mN2 + mi
mi
. (2.32)
Here, the particle density was substituted by p/kT according to the ideal gas law. m denotes
masses, k is the Boltzmann-constant and T the thermodynamic temperature. The relation sim-




= p · 4σN2√
πkTmN2
. (2.33)
For the later analysis, it is convenient to define another parameter, the reference pressure p′. It
is defined as the pressure, at which the quenching lifetime equals the radiative lifetime
τq|p=p′ = τ0. (2.34)
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Since collisional cross sections in mixtures can be expressed as a sum of their single contribu-
tions, reference pressures, too, are additive. They can be added for mixtures, but have to be
weighted by the proportions of the components fi and, in the formulation of above, a factor for
mass-correction m̂i has to be used. Thus, the reference pressure of air (mixture of 79% nitrogen
























speaking, no physical meaning, since it corresponds to the nitrogen-oxygen quenching in a gas
mixture without nitrogen. Nevertheless, this new quantity of the reference pressure of oxygen
is very usefull in the later analysis, since it can be used to decouple the reference pressures of
nitrogen and air, and thus enhances the analysis.
2.3.3 The Fluorescence Yield
The fluorescence yield Y is the number of photons produced by one electron per 1 m of path-
length. The unit of the fluorescence yield, [photons/m], has practical reasons and was intro-
duced by the first collaboration that needed to use the fluorescence yield for air shower mea-
surements. The fluorescence yield is defined here in this unit.
In order to get a hold on the fluorescence yield, another quantity, the fluorescence efficiency Φ
has to be defined, first. The fluorescence efficiency is the ratio of radiated energy to deposited








with number of emitted photons nλ. If the number of excited molecules is proportional to the










This can be reformulated by using the reference pressure p′ and defining the pure fluorescence








ne · dEdX ρ∆x
. (2.40)
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Here, ne is the number of electrons and dEdX ρ∆x the deposited energy of one electron according
to the Bethe-Bloch equation along a path of length ∆x in a gaseous medium of density ρ.
The fluorescence yield can now be determined by solving Equation (2.40) for the number of
emitted photons nλ per electron and pathlength. For the sake of clarity, all constant factors are
merged into Cλ, but since the density ρ depends on pressure, this factor p is excluded from Cλ.
Thus the fluorescence yield Y can be expressed as







The pressure dependence can be seen explicitly and the dependence on temperature is included
in the p′-factor that is proportional to
√
T . The influence of the gas composition is also hidden in
the reference pressure, since it depends on the total collisional cross section σ. The wavelength
dependence can be found in Cλ or Φλ and is reflected in the fluorescence spectrum, because the
intensity of the lines is proportional to the fluorescence efficiency. Furthermore, the reference
pressure p′ is the same for all lines that belong to the same band system, since their intensity
ratios do not change, which means that they have to depend in the same way on pressure.



























2.3.4 The Effect of Argon and Water Vapor
After nitrogen and oxygen, argon is the most common component of air with a relative abun-
dance of 1%. It is therefore the only additional air-component, whose effect on the fluorescence
yield cannot be, a priori, assumed to be negligible.
Argon is on the one hand a quenching partner, and on the other hand a source of secondary
electrons, that can excite nitrogen. These effects are expected to be at the 1% level, but should
almost cancel for the 2P system. Thus, if the effects are significant, they are expected to affect
the 1N(0,0)-transition most, because its upper state is excited by primary electrons, thus the
quenching effect should be dominating. An early but elaborate study of the effects of argon is
[29].
Like the effect of argon, the effect of water vapor has to be studied. It is believed, that a rel-
ative humidity of 100% at sea level has a supressing effect of 20% on the fluorescence yield.
Some experiments have already given first results on investigations of the water vapor effect
[14, 48, 55, 69].
AIRFLY will look for the effects of argon by means of a comparison of measurements in air and
air mingled with 1% argon. Measurements of AIRFLY are carried out without water vapor or at
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constant relative humidity, but measurements to determine the effect are planed.
The next chapter will introduce the experimental setup of AIRFLY and will be followed by
the analysis carried out for this diploma thesis. The goal of AIRFLY is the quantitative deter-
mination of all dependencies of the air fluorescence yield on environmental parameters. This
includes pressure, temperature and energy of the exciting particles. The spectral distribution
of the fluorescence light will be investigated, as well as the effect of argon and water vapor as
additional compositions to the gas mixture.
The specific aims of this diploma dissertation are to determine the pressure dependence of
all visible band systems of the fluorescence spectrum of air between 300 nm and 410 nm, to
determine intensity ratios of the individual spectral lines, to check the proportionality of the




In 1967 Bunner investigated the fluorescence technique for the detection of ultra high energy
cosmic rays [15]. Since then, the fluorescence emission of nitrogen was subject of many studies,
not only by groups dealing with the detection of cosmic rays (like [39]). Also, chemical physics
groups (for instance [55]), and even groups interested in excimer lasers (i.e. [48]) measured the
nitrogen fluorescence yield. Recent results about the fluorescence yield of astroparticle physics
related groups can be found in [17, 45, 49, 50, 69], as well as a detailed summary in [41].
Currently, the Pierre Auger Observatory uses the results of Nagano et al. [50] for its recon-
struction of the primary energy of cosmic rays. But, despite the effort, the uncertainty of the
fluorescence yield is still the largest contribution to the uncertainty of the energy reconstruction
(see table 1.1). That is the motivation for yet another laboratory experiment to determine the
fluorescence yield: The AIRFLY experiment (Air Fluorescence Yield).
The strategy of determination is threefold and uses relative measurements as far as possible to
reduce systematic uncertainties:
• Relative measurement of the 2P(0,0)-transition at 337 nm with a PMT.
• Relative measurement of the fluorescence spectrum.
• Absolute end-to-end calibration of the PMT setup with Cherenkov light.
These measurements are conducted at variable pressure, electron energy, temperature and hu-
midity. Since the data is not complete yet, the scope of this diploma thesis is restricted to the
pressure and energy dependence of the fluorescence yield. Therefore, the experimental setup is
only explained as far as necessary for this work.
3.1 Experimental Setup
AIRFLY is a thin target experiment, and thus, the energy of the electrons, used to produce
fluorescence light, can be assumed to be constant in the volume of the experiment’s chamber.
The fluorescence light is observed perpendicular to the beam axis, because it is emitted in all
directions, contrary to Cherenkov light or transition radiation that is emitted along the axis.
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Figure 3.1: Scheme of AIRFLY’s setup. The important components are the accelerator, chamber, gas
system and measuring devices (Pick-up coil, PMT and spectrometer). Also the PMT and the spectrometer
do not measure simultaneously.
This thesis includes measurements taken at the Argonne National Laboratory (ANL) [44], near
Chicago (USA), at three different accelerators. Additionally, there have been measurements at
the DAΦNE Test Beam Facility in Frascati (Italy), that are not considered here, since they are
analyzed elsewhere [4].
Figure 3.1 illustrates the setup of the AIRFLY experiment and labels all important parts, that are
described in the next sections.
3.1.1 The Accelerators
AIRFLY uses three accelerators at the ANL, that cover different energy regions and use different
techniques.
The Advanced Photon Source (APS) uses 7 GeV electrons in a storage ring as a X-ray source.
These photons produce a very stable electron beam in the keV region due to the photo-
electric effect. The electrons are then used to measure the fluorescence spectrum.
The Van-de-Graaff (VdG) is a linear accelerator, that uses an electrostatic generator to build
up voltage. The VdG at the ANL is designed for energies of 1-3 MeV, and can be oper-
ated in continuous or pulsed mode. For AIRFLY the pulsed mode was used with ≈ 1010
e−/bunch (a few 10−9 Coulomb) at a rate of 50 Hz. The beam spot is relatively large















































Kakimoto et al. NIM A372 (1996) 527 - 533
Figure 3.2: Illustration of the energy ranges of the three accelerators used
by AIRFLY, marked with red arrows. The data points show the results for
the air fluorescence yield of Kakimoto et al. [39]
and oscillates within the beam exit window. The beam quality is good enough for the
spectrometer, but PMT measurements have to be treated very carefully.
The Advanced Wakefield Accelerator (AWA) is a special type of linear accelerator, that uti-
lizes a low-energy electron beam to accelerate a second beam called “witness beam”.
This beam rides on the low-energy electron’s wake. The AWA has a range in energy of
3-15 MeV and operates at 2 Hz.
Figure 3.2 shows the energy ranges of the accelerators in a plot of the results for the air fluo-
rescence yield of Kakimoto et al. [39], which are compared to the Bethe-Bloch function. One
of AIRFLY’s aim is to check the energy dependence of the fluorescence yield over the range
marked.
3.1.2 The AIRFLY Chamber
The volume, in which the measured fluorescence light is produced, is defined by the AIRFLY
chamber. It is made of 3 mm thick, black painted aluminum. The chamber is cylindrical in
shape, 200 mm in diameter and 400 mm in length along the beam axis. At the entrance and
exit 0.5 mm thick beryllium windows are placed. At each side are two quartz windows to allow
light detectors to be placed perpendicular to the beam axis. On top of the chamber sensors for
pressure, humidity and temperature can be inserted, and an aluminum cap holds a mirror, that
can be lowered into the chamber for Cherenkov-light measurements. For some measurements
with the spectrometer another mirror could be placed at the opposite side of the beam, in order
to catch more light with the spectrometer. For photographs of the chamber see Figure 3.3.
The Cherenkov mirror consists of a 1.5 µm thin aluminized mylar foil that is applied to a thick
support. It has a reflectivity of 83%. The gas system can be remotely controlled and allows,
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(d) Entrance window of the chamber in front of
beam exit.
Figure 3.3: Photos of AIRFLY, taken during the measurements in February and July 2006.
together with a Leybold Capacitron DM 21 pressure gauge, a precise adjustment of pressure
inside the chamber within ≈ 0.5 hPa.
Both nitrogen and dry air (with or without argon) was used in a pressure range of 4-1000 hPa.
Dry air denotes a mixture of nitrogen and oxygen (79%:21%), that could be mingled with 1%
argon (i.e. 78%N2:21%O2:1%Ar). Measurements conducted without chamber used the natural
air of the laboratory. In the following the artificial mixtures used will be referred to as “air” or
“air with argon” respectively.
3.1.3 Measuring Devices
AIRFLY’s measuring devices consist of a spectrometer and a photomultiplier to observe the
emitted fluorescence light, as well as a Pick-up coil and a Faraday cup to monitor the number of
electrons per bunch. Photographs of the setup, showing the Pick-up coil, are given in Figure 3.3.
At APS and VdG the spectrometer was used. It is an Oriel spectrograph MS 257 with a
focal length of 25.7 cm. It has a resolution in wavelength of ≈ 0.1 nm and is equipped with
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an Andor CCD chip (DV 420), that has 1024 × 256 active pixels. The spectrometer is favored,
because a monochromator would be sensitive to changes of beam intensity or position.
The dynamic range of the spectrometer is too small to cover the whole range of 280-430 nm, so
the spectrum is recorded in two parts, from 280-370 nm and 340-430 nm. The spectrometer’s
alignment varied slightly at the accelerators and it was used with and without the chamber, the
later could be equipped with a collecting mirror and optical fibers. For all these cases calibration
measurements have been performed. For the absolute wavelength calibration a mercury pencil
lamp from Oriel was used [63]. The intensity calibration was accomplished relative to a NIST
traceable calibrated xenon lamp from Hamamatsu.
The photomultiplier was used at VdG and AWA. It is a Hamamatsu H7195P model and was
chosen for low background. It has a bialkali photocatode with a diameter of 46 mm and a peak
sensitivity at 420 nm. The bialkali catode has a quantum efficiency at 337 nm of about 8% and
a very low dark current.
The alignment of the PMT also varied, because it was used at different locations and for energy
dependence measurements without the chamber. Due to different distances of the PMT to the
beam, the field of view changed as well. However, for the relative analysis performed in this
thesis these scan-to-scan differences are of no importance. But it is crucial, to monitor the pho-
tomultiplier’s gain throughout each measurement, which was done with the signal of a precise
LED.
The interference filter, used to delimit the wavelength region of the light reaching the PMT, has
a peak transmission of about 50% at 340 nm and a width of 10 nm (FWHM). With this filter, the
light reaching the PMT originates to 98.3% from the 2P(0,0)-transition at 337 nm. The filter’s
transmission curve is shown in Figure 3.4. During the measurements, the spectrometer and the
PMT were shielded with lead bricks to reduce background.
For the analysis of the spectrometer measurements, it is not required to know by how many
electrons the light was produced. For the PMT measurements, however, the information about
the number of electrons is needed. Therefore, a Pick-up coil was placed around the beam. The
bunches of electrons traverse the coil and induce a current proportional to the charge of the
bunch.
The Pick-up coil was monitored by a Faraday cup that was placed in front of the beam exit. The
Faraday cup collects all electrons of the beam, producing a current that is proportional to the
number of collected electrons. Since the Faraday cup absorbs all the electrons, it could not be
used in the actual measurements, but it was used to check the linearity of the Pick-up coil.
The signal of the Pick-up coil was a linear function of the Faraday cup signal, indicating that the
Pick-up coil was mounted correctly and giving a proper signal. An example yields Figure 3.5.
Of course, the Pick-up signal is only a relative measurement.
All the signals of the PMT, Pick-up coil, and Faraday cup have been integrated within a gate
signal of 100 ns and recorded as ADC signals. ADC denotes an analog to digital conversion, at
which every integrated signal is converted to a digital integer value and stored in an ASCII data
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Figure 3.4: Transmission curve (dotted)
of the interference filter at the 337 nm
line (solid). Impurities of the 2P(0,0)
band head amount to 1.7% within the fil-
ter range.
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Figure 3.5: Plot of Faraday cup signal (ADCFcup) over
Pick-up signal (ADCPick−up). The linearity assures a
proper function of the Pick-up coil (see text).
file for later analysis.
3.2 Agenda of Measurements
The AIRFLY experiment began measurements in 2003 at DAΦNE in Frascati (Italy). These
measurements are analyzed elsewhere [4] and are not regarded in the extent of this diploma
thesis.
In 2005, AIRFLY moved to ANL nearby Chicago (USA) and conducted measurements at the
accelerators mentioned in Section 3.1.1. They were performed in July and October 2005, as
well as in February, July, and September 2006.
The following measurements were performed at a temperature of 293 K:
• PMT-scans (only 337 nm line)
– at different energies, without chamber (laboratory air).
– at different pressures for nitrogen, “air”, and “air with argon”.
– for different mixtures of nitrogen and oxygen.
– with Cherenkov mirror in Freon12 gas for calibration.
• Spectrometer-scans
– at different pressures for “air” and “air with argon”.
– at constant pressure for nitrogen, laboratory air, “air”, and “air with argon”.







Figure 3.6: A comparison of fluorescence and Cherenkov measurements. The
Cherenkov light is emitted along the beam axis and must be reflected into the PMT,
whereas the fluorescence light is emitted isotropically around the beam axis.
Relative measurements are used as far as possible. All spectrometer data are analyzed relative
to the 2P(0,0) band head at 337 nm. Thus, only a relative calibration of the spectrum is needed,
and the pressure dependence of the fluorescence yield (i.e. the reference pressure p′) can even be
determined with an uncalibrated spectrum. Of course, the reference pressure p′ of the 2P(0,0)-
transition has to be calculated first. This can be done with uncalibrated PMT measurements.
Since p′ depends on the collisional cross sections σi of the gas components, these can also be
deduced, if the lifetime τ0 of the transition is known (see Equation (2.35)).
During each measurement, the photomultiplier’s gain was monitored with the signal of an LED,
and a measurement of the background was performed with a closed shutter in front of the PMT.
An absolute calibration of the PMT is needed to determine the pure fluorescence efficiency Φ0337
(Equation (2.40)) or the factor C337 of Equation (2.41) of the 2P(0,0)-transition. With the factor
C337 and the relative spectra, all factors Cλ can be derived.
The strategy to obtain an absolute end-to-end calibration is to compare the fluorescence signal
to the signal of a well known process. In this case, the process is the emission of Cherenkov
light, whose intensity and spectral distribution can be calculated very precisely. Therefore, as
Figure 3.6 shows, a mirror has to be lowered into the chamber to reflect the light into the PMT.
For these measurements, Freon12 was used instead of air, since the threshold energy of Cherenkov
light production in air cannot be reached by the accelerators at ANL. The background due to
fluorescence and transition radiation can be neglected, because of its very low intensity com-
pared to the Cherenkov light.
However, there are other considerable difficulties, like the simulation of geometrical effects and
multiple scattering in the field of view. This leaves the analysis of the data of the absolute cali-
bration too time-consuming to be accomplished within the limitations of this diploma thesis.
In Figure 3.7, the measurements and their connections are shown graphically. This thesis covers
the analysis of the data as indicated by solid frames and arrows.
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Figure 3.7: Diagram of the different kinds of measurements, that have been conducted at various pres-
sures and energies, and their interplay. The scope of this thesis includes the part indicated with solid
frames and arrows.
CHAPTER 4
THE FLUORESCENCE YIELD OF THE
2P(0,0)-TRANSITION
In this chapter, the analysis of the photomultiplier measurements will be presented. The first
part shows the connection of the fluorescence yield to the observed quantities, which will lead
to restrictions for the choice of data. The ratio method used to determine the reference pressure
is introduced, after a Stern-Volmer analysis has been performed. This will be followed by a
discussion of the results obtained.
Thereafter, measurements will be analyzed to investigate the energy dependence of the fluores-
cence yield. The results obtained with the Pick-up coil and the Faraday cup will be discussed.
4.1 An Estimator for the Fluorescence Yield
In a fixed volume the fluorescence yield Y is proportional to the ratio of emitted photons to the
number of exciting electrons. These are measured with the photomultiplier and the Pick-up coil
respectively:






This equation holds true in an ideal case, only. Because the ADC values are afflicted with
pedestals and background, Equation (4.1) has to be reformulated to
ADCPMT = SFL · ADCPick−up + b. (4.2)
The summand b depends on background and pedestals of Pick-up and PMT, while SFL does
not. SFL is proportional to the fluorescence yield, and can thus be used as an estimator for Y .






with C∗ ∝ C (Equation 2.41), as long as a constant volume can be assumed.
The constant volume does not refer to the AIRFLY chamber, but to the observed volume depend-
ing on the field of view of the PMT. At high pressures, all secondary electrons, produced by the
37
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interactions of high energy primary electrons with nitrogen (see Section 2.3.1), dissipate their
energy in the field of view. At low pressures, some of them may escape and carry energy out of
the observable volume. This leads to an underestimation of the fluorescence yield. Therefore a





· F (p). (4.4)
For the alignment of the PMT used at the AWA accelerator, this function F (p) was determined






with pressure p given in hPa. This amounts to a 10% effect at a pressure of 20 hPa.
In order to determine the reference pressure p′, only the relative parameter SFL is needed, given
as the slope of ADCPMT over ADCPick−up. To determine C, or the pure fluorescence efficiency
Φ0, an absolute calibration is needed to get the numbers of photons and electrons:
ADCPMT
Cherenkov calib.−−−−−−−−→ number of photons (4.6)
ADCPick−up
Pick-up calib.−−−−−−→ number of electrons. (4.7)
However, these calibrations are beyond the scope of this diploma dissertation.
The need for a precise determination of SFL yields some restrictions to the data samples that
could be used. This is the issue of the first part of the next section.
4.2 Pressure Dependence of the Yield
4.2.1 Choice of Data Sample
The photomultiplier was mounted for pressure scans with the AIRFLY chamber at the Advanced
Wakefield and the Van de Graaff accelerators. A slight change in alignment could not be avoided
when the equipment was moved, but this does not affect the relative measurements. Figure 4.1
shows typical measurements at the different accelerators as scatter plots. Each point corre-
sponds to one measured event, with the Pick-up and PMT signals on x- and y-axis respectively.
The slope of the resulting line is proportional to the fluorescence yield. Each run consists of
5000 events at VdG and of 500 events at AWA. Despite the large number of data points a linear
fit to the VdG data is not exact enough, because the fitrange is too small and the points are sig-
nificantly smeared out. Especially at low pressures the uncertainty of the slope, resulting from
a linear fit to the VdG data is high.
Annother approach to find SFL is to average all events into one data point (red point in Fig-
ure 4.1(a)), subtract all background, and calculate the slope of the resulting line through origin.
This calculation is also not accurate, because of the beam quality. The VdG beam is not very
stable, which causes pedestal shifts in the Pick-up coil and changes of the beam position in
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(a) Typical measurement at VdG with line through
origin and center of scatter plot (red point).
(b) Typical measurement at AWA (signal and back-
ground).
Figure 4.1: Scatter plots of ADCPMT over ADCPick−up of measurements at VdG and AWA. The linear
dependence of the number of photons to the number of electrons is clearly visible, as well as the differ-
ences of the data sets. At VdG more data points are recorded, but at AWA the measurement covers a
larger range on the Pick-up axis. The slope of the background measurements (shown for AWA), recorded
with closed PMT shutter, is very small.
ID date gas
1 February 16th 2006 “Air”
2 February 17th 2006 “Air with Ar”
3 February 17th 2006 Nitrogen
Table 4.1: List of AWA pressure measurements. Later, they may be referred to by their ID number.
“Air” corresponds to a mixture of nitrogen and oxygen (79%:21%), “Air with Ar” to a mixture of nitro-
gen, oxygen and argon (78%:21%:1%). Measurements were conducted at a Temperature of 293 K and
electron energy of 14 MeV.
the PMT’s field of view. These beam properties add systematic uncertainties, that cannot be
reduced by analytic means due to an insufficient ability to monitor the beam. An analysis of
the VdG data yielded differences in the obtained reference pressures of up to 200%, due to the
reasons mentioned beforehand.
The beam of the Advanced Wakefield Accelerator is much more stable, can be better adjusted
and monitored, and allows a wider range in electron bunch size. Although the number of data
points is only a tenth compared to VdG measurements, the eight times larger fitrange allows a
determination of the slope SFL by a linear fit.
Therefore, only pressure scans performed at AWA are considered to determine the reference
pressure of the 2P(0,0)-transition. They are listed in Table 4.1. All PMT measurements con-
ducted at the VdG are rejected, including measurements of varying nitrogen-oxygen mixtures.
The chosen measurements are now analyzed in two steps. First, SFL is determined as the slope
of ADCPMT over ADCPick−up scatter plots. Second, these estimators of the fluorescence yield
are plotted as a function of pressure, using their ratios to account for effects due to escaping
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secondary electrons.
4.2.2 Determination of SFL
In order to get the slopes SFL, the scatter plots of ADC counts have been transformed to his-
tograms with a bin width of four counts. Since the ADC counts are integers, there are always
four ADC counts of the Pick-up coil that belong to the same bin. This binning was found by
studying its effect on the χ2-distribution of the linear fit. Above a bin width of four, its increase
does not reduce the mean of the χ2-distribution of all fit results. This implies, that the uncer-
tainty of the Pick-up measurements is not greater than four counts, and that each bin has enough
entries that the analysis is not biased [18].
Since there are still, by chance, bins with only one single entry, and therefore without error
(of the mean), such bins have been assigned the biggest error of the other bins to avoid a bias
to the fit. The error of the mean (RMS/
√
N ) in each bin was preferred to Poisson-like errors
(
√
N ), because the spread of the ADCPMT versus ADCPick−up distribution does not increase
with ADCPick−up. Figure 4.2 shows a histogram of measurement 1 at 180 hPa. The line repre-
sents the fit result over the whole range.
The fit was performed as a χ2 minimization, done with Minuit [38] used within the ROOT
framework (v. 5.08) [13]. The minimization used a simplex minimization first, to find good
starting values for the gradient minimization, that was used to find the minimum. The param-
eter uncertainties have been found thereafter with the χ2 + 1-contours. All these functions are
part of the Minuit package [38].
This way, all signal and background measurements have been analyzed. In the following, SFL
always refers to the background subtracted signal.
The slopes are accurate with an uncertainty smaller than 0.1%. However, due to a slight cur-
vature at high Pick-up values, it seems necessary to apply the fit only to the lower part of the
data points (2/3 of the full range). This reduced range increases the relative uncertainty to about
1%, but excludes effects due to saturated devices or beam instabilities at high currents. The
small curvature, that is sometimes observed, is not always bent in the same direction, which in-
dicates deficiencies in the measuring devices rather than a physical effect like electron-electron
interaction.
4.2.3 The Stern-Volmer Kinetics
The de-excitation of nitrogen follows the so-called Stern-Volmer kinetics, since it is composed
of two independent de-excitation processes, one of which depends on pressure. Thus, the in-
verse de-excitation yield is proportional to pressure p. In the case of nitrogen, excited by elec-






with the fluorescence yield Y . Since the excitation is proportional to the energy deposit, which
itself is proportional to pressure p, the fluorescence yield has to be divided by pressure to get
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Figure 4.2: Histogram of photomultiplier signal as a function of pick-up signal at 180 hPa with bin
width 4. The line represents the best fit over full range.
ID gas p′ (hPa) uncertainty (hPa)
1 “Air” 16.8 1.2
2 “Air with Ar” 14.1 2.7
3 Nitrogen 100.7 3.2
Table 4.2: Reference pressures, determined without correction for escaping secondary electrons.












A typical Stern-Volmer plot is shown in Figure 4.3. The line corresponds to a fit yielding the
reference pressure p′ as parameter according to Equation (4.9).
At high pressure the function is linear, suggesting that there are no three-body deactivation
mechanisms observed. Such mechanisms would cause a quadratic development of the relative
yield with pressure in a Stern-Volmer plot [47]. At low pressures, deviations from linearity can
be seen. These are due to secondary electrons that leave the field of view. A correction for this
was introduced in Section 4.1.
Without this correction an analysis of the Stern-Volmer plots above 30 hPa yields values for
the reference pressures of the gases used, as stated in Table 4.2. The errors are statistical only.
To avoid a too large bias by escaping secondary electrons the fitrange was chosen to be 30-
1000 hPa. The reference pressures p′ of “air” and “air with argon” do agree within their uncer-
tainties. However, an analysis that includes a correction at low pressures is needed, and will be
given in the next section with the ratio method.
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Figure 4.3: Stern-Volmer plot: 1/Yde−ex = p/Y is plotted over pressure p. The line represents a linear
fit in the range of 30-1000 hPa. At low pressures deviations from the linear behavior of the model are
visible.
4.2.4 The Ratio Method
The correction for escaping secondary electrons due to the limited field of view of the photo-





· F (p). (4.10)
The correction factor F (p) describes losses due to the geometry of the experiment. Since this
effect stems from the geometry, it is the same for different gases (at the same energy) an ap-
proach to cancel its effect is to use only ratios of the relative yields SFL of two gases. As a

















Here, the correction F (p) cancels, and therefore does not have to be determined by simulations.






ρAir · 0.79 ·










With ρ being the respective gas densities, numerically
ρN2
ρAir · 0.79 = 1.224. (4.13)
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The ratio of the factors C∗ is determined by the ratio of the respective densities, since everything
else cancels. The factor 0.79 stems from the fluorescence efficiency of “air”, because only
nitrogen emits fluorescence light, so the efficiency is reduced by the relative amount of other
gases. At last, the reference pressure for “air”, p′Air, had to be separated into a sum of its
components. This reduces the correlation of the parameters for the fit, which is needed to












(mN2 + mO2)/2mO2 = 0.968, see Section 2.3.2.
To determine the reference pressures, a χ2 minimization was performed with the fit function
given in Equation (4.12). To estimate the statistical uncertainty, Gaussian error propagation was
used to transfer the uncertainties of the slopes (signal and background) to the ratio. An un-
certainty of the pressure measurement was assumed as 0.5 hPa. Additionally, the impact of
different fit ranges on both, the scatter plots and the R(p) plots have been studied and are as-
sumed as systematic uncertainties.
Since there have been two background measurements — one before and one after each scan —,
there are two different approaches to subtract the background. First an average was subtracted,
hence, for each run the same background was subtracted. The other approach was to subtract
the earlier background from the first half of runs and the later one from the second half. The
difference of these two methods was found to be negligible.
The PMT gain was found to be stable within ≈ 1% during all three runs. The effect of this
change is also negligible.
4.2.5 Results and Discussion
“Air” / “Air with Ar”
With the ratio of the relative yields of “air” (here 79% N2:21% O2) and “air with argon” (here
78% N2:21% O2:1% Ar), it can be shown that there is no significant difference in the pressure
dependence between these two gases. In the plot (Figure 4.4) all points are consistent with
unity. This does not change with different fit ranges in the scatter plots. A fitted constant is
consistent with one within its uncertainty. The fit yields C = 1.005 ± 0.01. An effect due to
argon can therefore be expected to be less than 1%.
Since “air” cannot be distinguished from “air with argon” by this analysis, it is not important
which air measurement is compared to the nitrogen measurement. In this case measurement 2
is used, because they were taken in immediate succession, ensuring that nothing changed but
the gas.







































Figure 4.4: Numerical result of the Ratio method comparing measurements of “air” and “air with argon”
as a function of pressure. The small graph shows the same plot for the original data. The large error of
the data point at 15 hPa is due to an abnormal data point, caused by a voltage surge in the PMT signal.
This data point was removed for the analysis, reducing the error of this data point as indicated, but not
altering the result. The solid line shows the result of a fitted constant.
Nitrogen / “Air with Ar”
Figure 4.5 shows the ratio of nitrogen and “air with argon” plotted versus pressure. The nitrogen
fluorescence yield is about 7 times higher than for air at 1 atm and the ratio decreases with
pressure. It is also important to note that the relative uncertainty of the ratio increases with
pressure, but the relative uncertainty of the pressure measurement decreases. This means that
the uncertainty of the pressure measurement is important for the result of the fit, because without
it the low pressure points would get too large relative weights and bias the fit.
The reduced χ2/NDF of the best fit is 1.0. This value of the reduced χ2 is a strong confirmation
for the used fluorescence model. The numerical result is:
p′N2 = 102.79± 5.7 hPa p′O2 = 3.76± 0.15 hPa. (4.15)
The uncertainty resulting from the fit, cited as “statistical and ∆p error”, and uncertainties of
other sources as described in the last section (4.2.4) are stated in Table 4.3. The errors are
assumed to be not correlated, and hence added quadratically to get a total uncertainty. With
the determined values of p′N2 and p
′
O2
it is possible to calculate other parameters. The reference
pressure of “air”, Equation (4.14), and the collisional cross sections of nitrogen self-quenching

















Figure 4.5: Numerical result of the Ratio method comparing measurements of nitrogen and “air with
argon” as a function of pressure. The solid line is the best fit yielding χ2/NDF = 1.0. At high pressure,
the error of the ratio R is dominant, at low pressure the uncertainty of the pressure measurement is
important.


















With the lifetime of the upper state τ0, the molar mass of nitrogen and oxygen M , their contri-
bution to the mixture f , the Boltzmann constant k, temperature T , and the respective reference
pressures p′. The lifetime τ0 of the upper state 2P(ν = 0) has recently been measured by three
experiments [48, 55, 69]. They agree well within their uncertainties. Here, the value presented
in [69] is used: τ0 = 38.9 ± 0.3 ns. The other constants used are mN2 = 28 u, mO2 = 32 u,
k = 1.381 · 10−23 J/K, fN2 = 0.79, fO2 = 0.21.
The results of the calculation, valid for room-temperature (20◦ C), are summarized in Table 4.4.
The uncertainties were derived by Gaussian error propagation and are dominated by the uncer-




It should be noted, that the results of the ratio analysis are not contradictory to the values ob-
tained with the simple analysis without the correction F (p). An analysis of measurement 3 and
measurement 1, which were performed without argon in “air” the day before (see Table 4.1),
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statistical and ∆p 4.9 0.13
scatter fit range 2.3 0.06
ratio fit range 1.8 0.05
background subtraction negl. negl.
PMT gain negl. negl.
TOTAL 5.7 0.15
Table 4.3: Errors of the reference pressures of nitrogen and oxygen. They have been added quadratically





(hPa) (hPa) (hPa) (10−20 m2) (10−20 m2)
337 nm 102.8± 5.7 3.76± 0.15 16.2± 0.6 1.52± 0.09 41.5± 0.3
Table 4.4: Parameters of the pressure dependence of the fluorescence yield obtained by PMT measure-
ments of the 337 nm line of the 2P(0,0)-transition.
hPa). A determination of the reference pressures using a simulated function F (p) also yielded
the same results within the stated uncertainty [59].




















The obtained value for p′Ar was three orders of magnitude higher than the other parameters and
had huge uncertainties. This, and the fact that the χ2 of the fit did not change, indicates, that the
effect of argon is smaller than the accuracy of AIRFLY.
Thus, with the model obtained in Section 2.3.3 the pressure dependence of the fluorescence
yield of the 2P(0,0) transition in air at 20◦ C is
Y (p) =
C · p
1 + p/16.2 hPa
. (4.19)
Comparison with other Experiments
A comparison of the values of the reference pressures of nitrogen and air with other experiments
is given in Table 4.5. Some parameters had to be converted into reference pressures or at least
to SI units, because some authors give lifetimes and rate constants. Converted rate constants are
marked with " ∗ ". All parameters refer to the common model of the fluorescence yield that was
introduced in Section 2.3.3
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author year p′N2 (hPa) p
′
Air (hPa) Ref.
Present Result 102.8± 5.7 16.2± 0.6 —
Waldenmaier 2006 92.3± 0.8∗ 15.5± 0.3∗ [69]
Morozov et al. 2005 80± 7.3∗ — [48]
Nagano et al. 2004 155± 4 19.2± 0.7 [50]
Nagano et al. 2003 152± 5 19.2± 0.7 [49]
Pancheshnyi et al. 2000 74.3± 12∗ 13.2± 1.3∗ [55]
Brunet 1973 113.5± 22∗ 21.9± 5∗ [14]
Mitchell 1970 83.3± 10 13.1± 1.3 [47]
Davidson and O’Neil 1968 263± 39 14.4± 2.2 [21]
Bunner 1967 120 20+3−7 [15]
Brocklehurst et al. 1967 78.4± 9 — [12]
Table 4.5: Reference pressures p′ of this analysis of AIRFLY data of the line at 337 nm and other
experiments. Authors marked with " ∗ " reported quenching rate constants, that have been converted into
reference pressure using the radiative lifetime τ0.
The values of the reference pressures for nitrogen and air vary strongly, with a spread of
about 200% and one extreme value of 263 hPa for p′N2 reported by Davidson and O’Neil [21].
The different results are not correlated with the date of the experiment, and no other correlation
is obvious, although various exciting mechanisms, analysis procedures, and energy ranges were
used. For example, two different observables have been utilized in the measurements, namely
light intensity or lifetime of the excited state. The excitation mechanisms used are x-rays, low
energy electrons, high energy electrons, electrons of the β-decay of 90Sr, or discharge tubes.
Some authors invoke three body deactivation processes or believe in vibrational relaxation. All
these differences in measurement, setup, and analysis are probably causing the deviations in
the results, but the combination of possibilities do not allow a judgment of the quality of the
individual experimental strategies.
In the more recent works, a tendency can be observed that experiments measuring lifetime re-
port lower p′ values than those recording intensities (for instance [50] and [48]). To explain
this discrepancy, the mechanism of vibrational relaxation was examined, but it is too weak to
be even observed (see Section 2.3.1). However, older results of intensity studies also report
low reference pressures (i.e. [47]), and AIRFLY obtains results near to an average of the former
experiments (N2: ≈109 hPa, without Davidson and O’Neil).
A comparison to the values of Nagano et al. as reported in [49, 50] for the 2P(0,0)-transition, is
of great interest, because these are currently used by the Pierre Auger Observatory to interpret
their fluorescence measurements of extensive air showers.
In the experiment of Nagano et al. the fluorescence light intensity is measured over a wide
pressure range with photomultipliers, that observe a thin target. As in AIRFLY, the exciting
particles are electrons, but the source is the β-decay of 90Sr with a maximum electron energy of
2.28 MeV. Interference filters were used to separate the band heads.
In [50], Nagano et al. state values for the reference pressures of p′N2 = 155 ± 4 hPa and
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p′Air = 19.2±0.7 hPa. The respective uncertainties are comparable to this work’s accuracy. For
pure nitrogen, the discrepancy of 50% is well beyond the stated uncertainties. Yet more impor-
tant is the much smaller difference for air. It is about 15% and is within 2.3σ of the reported
uncertainties.
However, the analysis of Nagano et al. does not utilize the fact that the reference pressure must
be constant within a band system (see Section 2.3.3). There, the following reference pressures
for other band heads of the 2P(0,*) band system are given (nitrogen): p′2P(0,1) = 125 hPa,
p′2P(0,2) = 128 hPa and p
′
2P(0,3) = 140 hPa. This indicates, that their value for p
′ of the 2P(0,0)
band head could be overestimated.
Another discrepancy in the results of Nagano et al. is, that the ratios of the fluorescence yields










For the results given in [50] at 1000 hPa, this equality is violated by 40%, indicating a possible
bias in the measurements. The same ratios of the present work yield at 1000 hPa
7.2 ≈ 7.8. (4.21)
This is a very good agreement, since the ratio of the yields can be expected to increase by a
small amount towards the limit of highest pressures, and hence, further reducing the relative
difference of 8%. This suggests that the measurement and its analysis are consistent.
4.3 Energy Dependence of the Yield
A crucial assumption in the calculation of the primary energy of a cosmic-ray particle, detected
with the fluorescence technique, is that the fluorescence yield is proportional to the energy de-
posit, given by the Bethe-Bloch equation (see Section 1.2.2). This is a reasonable assumption,
since nitrogen is excited by collision with electrons and the Bethe-Bloch equation describes
energy loss due to ionization, but up to now the proportionality of the fluorescence yield to the
deposited energy is neither verified at all energies nor with sufficient precision.
Recent theoretical considerations lead to an expected deviation from the assumed proportion-
ality. In Figure 4.6 results of Arqueros et al. [5] are shown as a plot of fluorescence yield over
energy deposit as a function of electron energy. The lines correspond to different pressures from
1 hPa to 1013 hPa (dotted to solid line), and display a significant discrepancy to proportionality.
To investigate the energy dependence of the fluorescence yield, AIRFLY has measured the rela-
tive yield at several energies. These measurements are addressed in the following.
4.3.1 Advanced VdG Data and its Processing
It was outlined in Section 4.2.1, that data taken at the VdG accelerator is difficult to analyze,
and shows large systematic uncertainties, mostly due to invisible pedestal shifts that occur when
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Figure 4.6: Theoretical considerations of Arqueros et al. lead to this plot of the ratio of fluorescence
yield over stopping cross section (Bethe-Bloch) as a function of energy, normalized at 1 MeV. The
curves correspond to different pressures of 1, 20, 200, and 1013 hPa (dotted to solid). The deviations
from a horizontal line indicate deviations from proportionality. [5]
the beam changes. The measurements to determine the energy dependence of the fluorescence
yield have been conducted at VdG, but in a more reliable manner.
At each energy, data was taken for four beam intensities: 0.2, 0.4, 0.6 and 0.8 µA. This
leads to four independent measurements, effectively enlarging the fitrange in the ADCPMT over
ADCPick−up scatter plots (see also Section 4.2.1 and Figure 4.1(a)). Every measurement was
accompanied with a background run, to monitor the beam, because a change in the beam leads
to a shift in the pedestal of the Pick-up coil, which is visible in background measurements.
Additionally, the function of the Pick-up coil was checked at each energy by a comparison to the
Faraday cup, for the respective signals are expected to be directly proportional, and the factor
of proportionality constant. These Pick-up versus Faraday cup measurements have been done
at each energy for all the mentioned beam intensities. They have also been carefully monitored
with background runs.
Table 4.6 lists all energy measurements analyzed here, with their respective energy and date.
The measurements were conducted without the chamber in laboratory air. During all three days,
the relative humidity was stable at 80% and the temperature was stable at 20◦ C in the accel-
erator hall. The gain of the photomultiplier was monitored with a blue LED, and found stable
within less than 1%.
Figure 4.7 shows the four scatter “clouds” of a typical measurement and their respective back-
ground measurements. The red points indicate the weighted centers of the clouds, and drawn
in blue are the resulting data points with the linear fit that yields SFL, the estimator for the
fluorescence yield.
For the centers of the scatter clouds the uncertainty of the mean applies, and is calculated ac-
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ID Date Ebeam
(MeV)
1 July 19th 2006 3
2 July 19th 2006 2
3 July 19th 2006 1
4 July 19th 2006 3
5 July 20th 2006 3
6 July 20th 2006 0.8
7 July 20th 2006 0.5
8 July 20th 2006 1.5
9 July 20th 2006 2.5
10 July 20th 2006 0.9
11 July 21st 2006 3
12 July 21st 2006 1.5







(xi − µ)2, (4.22)
with number of measurements n, measurement xi and mean value µ.
This is calculated for signal and background for the PMT and Pick-up ADC-distribution sepa-
rately, and gives uncertainties in x- and y-direction. The uncertainties are then propagated to the
background reduced data points (blue in Figure 4.7). A χ2 minimization yields then the slope
SFL and its uncertainty. Since all uncertainties are statistical, and hence not correlated, they are
propagated using the simple Gaussian error propagation.
4.3.2 Results and Discussion
The obtained slopes are given in Table 4.7. At 3 MeV and 1.5 MeV more than one measurement
has been conducted and the relative yields do agree very well. Below 1 MeV the Pick-up versus
Faraday cup slope changes significantly. This suggests that below this energy the measurement
is not reliable. In fact, the VdG is not designed for energies below 1 MeV, and it could be
observed that the beam spot was very large and unstable, sometimes hitting the beampipe. This
leads to a bad monitoring of the electron bunch size, and hence to bad data points. Therefore
only results above 1 MeV are shown in Figure 4.8.
The errors stated with the data points include the statistical error. The gain of the photomultiplier
was stable within ≈ 0.8%, and the temperature and humidity was constant in the accelerator
hall. Other systematic uncertainties would apply to all measurements and therefore cancel
in this relative plot. The dashed line indicates the collisional stopping power calculated for
electrons in dry air with ESTAR [60]. It is proportional to the energy loss dE/dX as described
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Figure 4.7: Plot of ADCPMT over ADCPick−up at 3 MeV (scan1). All four beam intensities and back-
ground measurements of the advanced VdG measurements are shown. Red points indicate the weighted
centers of the clouds, blue points show the background subtracted data points. The line represents a
linear fit that yields SFL.
by the Bethe-Bloch equation.
No significant deviations from proportionality can be recognized. This means, that in the range
of 1-3 MeV the fluorescence yield is proportional to the deposited energy. This result agrees
with the results of other authors [39, 69], who observed no deviations from dE/dX within their
accuracy.
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ID E (MeV) SFL SFcup
1 3 1.20± 0.04 0.67± 0.02
2 2 1.16± 0.05 0.69± 0.02
3 1 1.05± 0.05 0.74± 0.03
4 3 1.20± 0.04 0.69± 0.02
5 3 1.19± 0.03 0.65± 0.02
†6 0.8 1.57± 0.07 0.45± 0.02
†7 0.5 1.85± 0.12 0.34± 0.02
8 1.5 1.17± 0.04 0.62± 0.02
9 2.5 1.10± 0.03 0.68± 0.02
†10 0.9 1.24± 0.04 0.54± 0.01
11 3 1.24± 0.04 0.66± 0.02
12 1.5 1.18± 0.03 0.62± 0.02
Table 4.7: Relative yields SFL and factor of proportionality of the correlation between Faraday cup and
Pick-up coil SFcup. Below 1 MeV (marked with “†”) this correlation changes due to properties of the
accelerator. Only data points above 1 MeV are considered reliable.
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Figure 4.8: Graph of the stopping power of electrons in dry air ([60]). The data points correspond to the
relative yield as a function of energy, and are normalized at 2 MeV. The uncertainties are statistical only,
since systematic uncertainties cancel in this relative presentation. Multiple measurements at 1.5 MeV
and 3 MeV agree within their respective uncertainties.
CHAPTER 5
THE FLUORESCENCE SPECTRUM
A spectral resolved measurement of the fluorescence spectrum of air with the quality, the AIR-
FLY experiment provides, is new. Former experiments use filters or static monochromators to
access single band heads. This is one of AIRFLY’s biggest advantages.
The fluorescence spectrum between 280 nm and 430 nm contains band heads of the “second
positive” band system of molecular nitrogen N2 and the “first negative” band system of ionized
nitrogen N+2 (Table 2.1). This chapter describes the spectral investigation of the fluorescence
light, that is observed by cosmic-ray detectors.
The recorded spectra will be calibrated, then analyzed. There are two parts to each step: The
calibration is performed for wavelength and for intensity. The analysis concentrates on the
intensity ratios of the spectral lines and their dependence on pressure. Since all calculations are
done relative to the 2P(0,0) band head at 337 nm, a relative calibration of the spectral intensity
is sufficient.
The dynamic range of the spectrometer (see Section 3.1.3) is too small to record the whole
spectrum at once. The measurement is split into two parts, between 280-370 nm and 340-
430 nm. The calibration is done separately for each range, before the overlap (340-370 nm) is
used to assemble the partial spectra. The merged spectra are then used for the analysis.
5.1 Calibration of the Spectra
The wavelength calibration is actually not needed for the calculations of the later analysis, but
to determine the correct band heads. Each peak in the spectrum has to be identified in order to
associate it with the correct vibrational transition. Therefore, the calibration does not need to
be very accurate and its uncertainty does not affect the result of the later calculations.
The relative intensity calibration is important for the determination of intensity ratios of transi-
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Figure 5.1: (a) Spectrum of the mercury pencil lamp used for calibration. The actual positions of the
spectral lines are well known and can be compared to measured ones. (b) Example of two spectral lines
of the mercury pencil lamp spectrum (left) and the calculated difference of two adjoining bins (right).
The zero transition from positive to negative values indicates the wavelength of a spectral line. Red lines
in the spectrum mark the calculated peak position, green lines indicate reference values found in [63].
with observed and real intensities Iobs and Ireal at wavelengths λ1 and λ2. Thus, the uncertainty
of the calibration has to be taken into account.
Since the calibration C(λ) does not depend on pressure, and the pressure dependence of the
band heads is determined relative to the 2P(0,0)-transition, the intensity calibration has no effect
on the calculation of the reference pressures p′ of the band heads. Therefore, the calibration’s
uncertainty can be neglected for this part of the analysis.
5.1.1 Wavelength Calibration
For the wavelength calibration, the measured wavelengths of spectral lines of a mercury pencil
lamp were compared to reference values given in [63]. The spectrum of the lamp used is shown
in Figure 5.1(a), and has a resolution of ≈ 0.1 nm.
The position of the lines in the measured spectrum was found by calculating the zero-transition
of its derivative. Therefore, the difference of two consecutive bins was plotted as a function of
wavelength. The two points of this derivative, at which its sign changed from (+) to (-), were
interpolated with a linear function, whose zero transition marks the position of the spectral line.
Figure 5.1(b) illustrates this procedure with the graph of a recorded peak and its derivative.
One property of this method is, that the resulting wavelength is within the bin of maximum con-
tent, but it is weighted by the two surrounding bins. With the used bin width of 0.09 nm, this
leads to an estimated uncertainty of the line positions of 0.05 nm. The uncertainty of the refer-
ence values is given as 0.0001 nm. The resulting wavelengths of the calibration measurement
and the corresponding literature values are stated in Table 5.1. The relative difference between
measured and expected wavelengths is very small. Nevertheless, this difference was interpo-
lated with a polynomial of the order of three. Since both parts of the spectrum are recorded in
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Table 5.1: Reference wavelengths λref for calibration and the respective measured wavelengths for the
first λlow and second λhigh part of the spectrum.
the same way, a very similar interpolation function f(λ) is expected for both parts. Its relation
to the measurement is
λreal = f(λ) · λmeas. (5.2)
In fact, a fit yields almost the same function for both ranges:
flow(λ) = 0.981573 + 0.337741 · 10−3 · λ− 1.56531 · 10−6 · λ2 + 2.14666 · 10−9 · λ3, (5.3)
fhigh(λ) = 0.990207 + 0.344281 · 10−3 · λ− 1.59081 · 10−6 · λ2 + 1.97144 · 10−9 · λ3. (5.4)
After the calibration with the function f(λ), the calculated wavelengths of the spectral lines of
mercury agreed with the reference values within the estimated uncertainty of 0.05 nm. However,
the calibration’s uncertainty between the data points has to be assumed to be rather high, due
to the great distance between them. This means, that deviations of the observed wavelength
of the fluorescence band heads to values stated by other authors (for instance [56]) are to be
expected. But the accuracy is high enough, that the band heads can be clearly identified, which
is the pourpose of this calibration.
This calibration is valid for all used setups, because an offset or shift in wavelength can only be
caused by internal properties of the spectrometer, and those have not been changed.
5.1.2 Intensity Calibration
An intensity calibration was accomplished by a comparison to a well known intensity distribu-
tion of a calibrated (NIST-traceable) light source. The light source is a halogen lamp with a
continuous spectrum that is described as
I(λ) = e(A+
B
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Figure 5.2: Measured spectrum of the halogen lamp used as a calibration light source (solid) and its
ideal form calculated with Equation 5.5 (dashed). The areas under the spectra are scaled to unity, and in











The uncertainty of I(λ) is 2.5%. The function given in Equation 5.5 givens the spectrum of the




, which has to be considered for comparisons to
other authors.
Since all spectra are analyzed relative to the 2P(0,0) band head at 337 nm, a relative calibration
is sufficient. Therefore, an observed spectrum is compared to the expected “real” spectrum,
given in Equation 5.5. This way, a calibration factor C(λ) can be determined,
Ireal(λ) = C(λ) · Iobs(λ). (5.7)
The factor C(λ) is the inverse of a relative sensitivity s, C(λ) = 1/s(λ). A measured spectrum
of the halogen lamp and the prediction of Equation 5.5 are shown in Figure 5.2.
Because it is a continuous spectrum, a calibration factor for each wavelength bin Ci(λ) can
be calculated, so there is no need for interpolation, and since a relative calibration is needed,
only the slope of C(λ) is important. On the other hand, it is necessary to conduct calibration
measurements for every setup, because the alignment of the spectrometer or a mirror change
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October ’05 - mirror
October ’05 - no mirror
Figure 5.3: Calibration factors C(λ) plotted over wavelength. The labels indicate the conditions of
validity of the respective calibrations. The values for October ’05 “mirror” and “no mirror” are shifted
by 0.8 and 1.6 respectively to improve the view. For the relative calibration only the slopes of the curves
are important.
the spectral sensitivity of the experiment. Therefore, Figure 5.3 shows three plots of C(λ) over
wavelength, each corresponding to a different setup (see labels).
Also, the sensitivity depends on the origin of the measured light. This is considered by chang-
ing the position of the light around the beam axis, thereby shifting the source’s position in the
spectrometer’s field of view. The spectra are then weighted by their integral and added up to
one “effective” spectrum, that is used to determine the calibration factor.
This analysis has been carried out for both parts of the spectrum independently. The uncer-
tainty for the relative intensity calibration is composed of the uncertainty of the assumed lamp
spectrum and the statistical error of the measurement. This adds up to 3%.
5.2 Analysis
This section describes the analysis of the measured fluorescence spectra after calibration. First,
the dataset is given and the method used to merge the two parts is explained. After identifying all
visible lines, the actual analysis is done in two steps. With spectra recorded at stable pressure
with very good statistics, the intensity ratios of band heads are determined and the effect of
argon is investigated. Then, with a series of spectra recorded at various pressures, the pressure
dependence of the band heads is calculated.
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ID date kind gas
1 18. October ’05 pressure scan “Air with Ar”
2 18. October ’05 pressure scan “Air with Ar”
3 18. October ’05 pressure scan “Air”
4 19. October ’05 pressure scan “Air”
5 20. October ’05 p = 800 hPa “Air”
6 20. October ’05 p = 800 hPa “Air with Ar”
7 20. October ’05 p = 1000 hPa Nitrogen
8 11. February ’06 p = 1000 hPa Lab. Air
Table 5.2: The dataset consists of eight independent measurements, that are stated with an ID number,
date of measurement, what kind of measurement it was and which gas was used. “Air” corresponds
to a mixture of nitrogen and oxygen (79%:21%), “Air with Ar” to a mixture of nitrogen, oxygen and
argon (78%:21%:1%), and Lab. Air is natural air. Measurements were conducted at a Temperature of
293 K. Measurements of October 2005 were conducted at the Van de Graaff accelerator, the February
measurement was done at the Advanced Photon Source (see Section 3.1.1).
5.2.1 The Dataset
There have been eight measurements that are considered in this analysis. For each measurement
a proper calibration is available, even if they have been conducted at different days with a dif-
ferent setup. Table 5.2 shows the measurements, considered in the analysis. Measurements 1 to
4 are pressure scans ranging from 4 hPa to 1000 hPa, which are used to determine the reference
pressure p′ for each band system. Measurements 5 to 8 are several spectra measured at the same
pressure in close succession. These spectra can be added up to gain statistics and determine the
intensity ratios of different lines precicely.
These spectra of stable conditions also show, that the measurements are very nicely repro-
ducible, because the single spectra at the same pressure do not differ. This can be seen in
Figure 5.4 that shows the distribution of the integrated intensity of the 2P(0,1) band head at 380
nm of the 10 individual spectra of measurement 5. The small spread shows the reliability of the
measurements.
5.2.2 Preparation of the Spectra
In order to do the analysis some basic operations have to be done first.
Since the spectrum is measured in two parts, these have been corrected with the calibration,
that was found earlier, separately. After the calibration of the wavelength the data points are no
longer equidistant, so there was no way to chose a binning without empty bins. To avoid any
bias due to binning, all data was processed without binning. Thus, no histograms have been
used. Before the parts were merged to one complete spectrum, background that was found in
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Figure 5.4: Integrated relative intensity of the 2P(0,1) band head (380 nm) of 10 spectra recorded under
stable conditions at 800 hPa. The integration was performed within fixed borders and yields very stable
results, indicating that the measurements are reproducible. The variance of the shown distribution is of
statistical origin and leads to Poisson statistics for the calculation of the statistical uncertainty.
wavelength regions without lines was subtracted.
Without binning, integration was done by interpolating between each two points with a straight
line and adding the areas contained within. Every integral mentioned hereafter has been derived
this way, which is more accurate than integrating a histogram that, naturally, assumes a constant
between points. However, the differences are only at the 0.1% level.
Prior to the actual analysis the two parts of the spectra have been merged into one complete
spectrum. For some pressure scans there have been two measurements at the very same condi-
tions. These measurements have been simply added up, before merging. In order to get a correct
spectrum over the whole wavelength region, the intensity of the 2P(0,1) band head at 358 nm
was compared, since it is included in both recorded parts of the spectrum. The upper part was
weighted by the relative difference of the intensity of this common peak. These intensities have
always been equal within 5%. Figure 5.5 shows the two parts of the spectrum, before they are
merged into one.
The error that is to be assigned to the integrals over some range of the spectrum has been found
to be a Poisson-like error (σN =
√
N ). To find this, integrals over different lines of the spectrum
have been taken of all spectra of measurements 5, 6, 7, and 8. The spread of these integrals is
in very good agreement to a Poisson error. In the following, the statistical uncertainty is always
assumed to be a Poisson error.
The uncertainty of the wavelength calibration can be neglected, as well as the uncertainty of the
intensity calibration in case of the pressure scans. Because the reference pressure is determined
by relative intensities to the 2P(0,0) band head at 337 nm, the calibration’s uncertainty does not
affect the p′. However, the uncertainty of the intensity calibration has to be considered in the
calculation of the intensity ratios of different lines.
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Figure 5.5: Parts of the Fluorescence spectrum, containing 10 measurements each. They have been
simply added. The lower part reaches from 280nm to 369 nm, the upper part from 343 nm to 432 nm.
The overlap region contains the 2P(3,4), 2P(2,3), 2P(1,2), and 2P(0,1) transitions.
For the identification of all visible band heads, all spectra of measurements 5, 6, 7, and 8 have
been added up. All band heads can be accounted for as transitions of nitrogen. Of these lines
17 have been chosen to be analyzed for their pressure dependence. With the 2P(0,0) transition
at 337 nm, relative to which all the other lines are considered, this includes 18 lines or 90%
of all light emitted between 280 nm and 430 nm, and covers even more than 90% of the light
collected by fluorescence detectors due to transmissions of the filters used.
The analyzed band heads are listed in Table 5.3, which is sorted by wavelength rather than tran-
sitions. The boundaries for the integration of the respective peaks are also given. Figure 5.6

































Figure 5.6: Fluorescence spectrum of air recored at APS.
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No. Transition λ lower Boundary upper Boundary
(nm) (nm) (nm)
0 2P(0,0) 337 334.5 338.5
1 2P(3,2) 311.7 310.5 312.1
2 2P(2,1) 313.6 312.1 314.0
3 2P(1,0) 315.9 314.0 316.5
4 2P(3,3) 328.5 327.0 329.0
5 2P(2,2) 330.9 330.0 332.0
6 2P(1,1) 333.9 332.5 334.3
7 2P(3,4) 346.9 345.0 347.0
8 2P(2,3) 350.1 348.0 350.5
9 2P(1,2) 353.7 350.5 354.5
10 2P(0,1) 357.7 354.5 359.0
11 2P(2,4) 371.1 369.5 372.0
12 2P(1,3) 375.5 373.0 377.0
13 2P(0,2) 380.5 377.5 382.5
14 1N(0,0) 391.8 390.0 393.2
15 2P(2,5) 394.3 394.0 396.3
16 2P(1,4) 399.8 399.0 402.0
17 2P(0,3) 405.9 405.5 409.0
Table 5.3: Analyzed lines with the respective wavelengths, transitions and the boundaries used for their
integration. This 18 band heads contain more than 90% of all light in the wavelength region of interest.
5.2.3 Intensity Ratios of the Spectral Lines
This section deals with measurements 5 to 8, whose spectra have been added and merged in
order to compare them and calculate intensity ratios of the chosen lines. This way, the relative
statistical error is very small, so that for the intensity ratios the dominant error stems from the
calibration, which was assumed to be 3%.
The Effect of Argon
Figure 5.7 shows the spectra of “air” and “air with argon” at 800 hPa super-imposed on the
same coordinate system. Their respective area is scaled to unity.
It is clearly visible that there is no difference at all. The spectra are distinguishable only in the
very detail. This allows an important conclusion. Since the effect of Argon is twofold, it is
a quenching partner to the nitrogen and it provides more secondary electrons, its effect could
cancel for the 2P(0,0)-transition, which is mainly excited by secondaries. However, the initial
state of the 1N(0,0)-transition is not as heavily excited by secondary electrons, hence the two
effects would not cancel.
The fact that there is no difference in the spectra for both band heads leads to the conclusion
5.2. Analysis 63
 (nm)λ


































Figure 5.7: Comparison of “air” and “air with argon” spectra. The spectra are drawn in different colours
in the same coordinate system, their respective areas are scaled to unity. On the left side, the 1N(0.0)
band head at 391 nm is magnified.
that both effects are too small to be seen. This is a strong confirmation of the PMT result that
“air” and “air with argon” do not show a difference within our accuracy.
Intensity Ratios
Measurements 7 and 8 can be used to find intensity ratios of the chosen lines at 1000 hPa. These
numbers can be compared to theoretical values as well as to other authors who have measured
the fluorescence yield of these lines separately. With these ratios and the reference pressure p′
for each line an artificial spectrum can be modeled and extrapolated to every desired pressure.
The statistical error of the intensity ratios is due to the adding always lower than 1%, but the
error due to calibration is 3%, which leads to the assumed error of 4.4% for each ratio of this
analysis mentioned later. For the integration, fixed boundaries have been used. This was neces-
sary, because no procedure could be found, that could have chosen these limits correctly. The
correct fit of the limits to the peaks was checked by hand.
The ratios calculated here are ratios of irradiance I of two different spectral lines. Since irra-
diance is proportional to energy E, these are ratios of the emitted energy per band head. To
compare this to ratios of fluorescence yields Y (proportional to the number of emitted photons,
#γ), or to transition probabilities A (as given by Gilmore et al. [27]), it has to be converted
using the wavelengths of the transitions:

















This is taken into account for all statements of ratios hereafter.
The ratios within a single band system are not influenced by the gas mixture. But the ratios
to the 2P(0,0)-line differ from air to nitrogen, because band heads of different initial states are
quenched differently by oxygen. In Table 5.4 all the calculated ratios can be found for air at
1000 hPa.
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(a)
λ Transition Ratio Gilmore [27]
(nm) (%) (%)
to 337nm (2P(0,0))
358 2P(0,1) 68.4± 2.9 67.5
380 2P(0,2) 28.3± 1.1 27.2
406 2P(0,3) 8.68± 0.32 8.4
to 316nm (2P(1,0))
334 2P(1,1) 7.27± 0.30 4.9
353 2P(1,2) 53.6± 2.1 46.6
375 2P(1,3) 44.0± 1.6 41.4
399 2P(1,4) 22.6± 0.8 20.4
to 314nm (2P(2,1))
331 2P(2,2) 13.0± 0.5 7.9
350 2P(2,3) 22.4± 0.9 16.9
371 2P(2,4) 37.4± 1.4 40.0
394 2P(2,5) 27.0± 0.9 31.1
to 312nm (2P(3,2))
328 2P(3,3) 61.0± 2.6 48.0




to 337 nm, 2P(0,0)
312 2P(3,2) 6.00± 0.29
314 2P(2,1) 11.8± 0.6
316 2P(1,0) 40.2± 1.9
328 2P(3,3) 3.66± 0.17
331 2P(2,2) 1.53± 0.069
334 2P(1,1) 2.92± 0.13
347 2P(3,4) 1.39± 0.06
350 2P(2,3) 2.65± 0.11
353 2P(1,2) 21.6± 0.91
358 2P(0,1) 68.4± 2.9
371 2P(2,4) 4.43± 0.18
375 2P(1,3) 17.7± 0.70
380 2P(0,2) 28.3± 1.1
391 1N(0,0) 31.0± 1.2
394 2P(2,5) 3.20± 0.12
399 2P(1,4) 9.09± 0.34
406 2P(0,3) 8.68± 0.32
Table 5.4: Intensity Ratios of different lines in % to the respective band heads (a) and to the 2P(0,0)-
transition (b). Gilmore’s values are theoretical. The ratios in Table (b) depend on the gas mixture.
The match with the theoretical values from [27] is good, although there are some small lines
that are polluted by other lines and hence give biased numbers. Therefore this comparison to
theory should not be stressed overmuch. The results given in Table 5.4(b) are also depicted in
Figure 5.8.
Because the results of this thesis are only relative, a comparison to other experiments can
also be relative only. However, if an absolute scale is adopted, absolute values can be given
with the restriction, that they can only be used believing another author.
A relative comparison to Bunner [15] reveals that the results of the present analysis are in good
agreement to Bunner’s results. The overall deviation is a 10% higher yield for this thesis’ re-
sults. The spectral distribution of the yield is very similar with a biggest deviation for the band
heads at 316 nm and 358 nm. If Bunner’s value for the fluorescence yield of 3.001 photons/m
[41] is believed, this work’s value turns out to be 3.36 photons/m.
A comparison to Nagano et al. [50] is of special interest, since these results are currently
used by the Pierre Auger Observatory to calculate the primary energy of cosmic rays. In
[50] the fluorescence yield of 10 mayor band heads are given, that sum up to a fluorescence
yield of 3.698 photons/m. For these 10 band heads, the present result is 10% lower, indicating
Y = 3.29 photons/m. However, believing the absolute scale of Nagano et al. all of the band
heads analyzed in this thesis sum up to 3.7 photons/m.
This indicates, that the spectral distribution of the fluorescence light is not well resolved by
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Figure 5.8: Model spectrum of AIRFLY results. The data points represent the relative intensities of the
band heads analyzed. All points are relative to the 2P(0,0) band head, which is normalized to unity and
whose uncertainty has therefore been propagated to the other band heads.
Nagano et al. They use interference filters and an analysis procedure to separate band heads
within the same filter. Without this separation procedure, the stated results would be integral
values of the respective filterbands, and in very good agreement with this diploma dissertation.
The comparison to Bunner and Nagano et al. is summarized in Figure 5.9 (data from [41]). It
shows an artificial relative spectrum. All line intensities have been normalized to the 2P(0,0)-
line. Although the data points are relative, the absolute scales give a hint towards absolute
yields. The data points of this thesis’ analysis read to the absolute Bunner-scale give absolute
values of the fluorescence yield as measured here, believing Bunner’s value of Y337. The same
is true for the absolute Nagano-scale.





















































































Figure 5.9: Comparison of the results of this thesis with Bunner [15] and Nagano et al. [50]. The data
points are relative yields for each line, normalized to the 2P(0,0) band head. The absolute scales are
those of Bunner and Nagano et al. respectively. Missing points indicate that the respective authors et al.
do not give a value for the fluorescence yield of these band heads.
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Figure 5.10: Relative intensities of the 2P(1,2), 2P(0,1), and 1N(0,0) band heads for different pressures,
ranging from 180 hPa to 5 hPa, as indicated by different colours. Their shape does not change, but only
their height.
5.2.4 Pressure Dependence of the Band Heads
Measurements 1 to 4 are pressure scans. In the following section their analysis will be outlined.
The analysis of the presure dependence of the different lines is always relative to the 2P(0,0)
transition whose reference pressure p′ equals 16.2± 0.6 hPa.
Constant Form of Peaks
The position of the peaks is very stable, but in order to make as little errors as possible by
integrating between fixed boundaries for each peak, it is important to know if their shape (i.e.
width) changes. Therefore, Figure 5.10 shows some peaks at different pressures. The very high
pressures have been excluded, because the intensity does not change visibly there, so the graphs
of these peaks would lie on top of each other. The peaks of the 1N(0.0) band head are more
closely cramped, because of the small reference pressure p′ of this line.
It is clear from these pictures, that the peaks keep their shape and width, but change only in
height, indicating that the relative distribution of electrons on rotational states does not change.
Pressure Dependence of the Band Heads
In order to determine the pressure dependence of every band head, measurements 1-4 have to
be analyzed. First, every line is treated independently, to see if the obtained values are equal in
a reasonable manner. This is an indication, whether the measurement and the analysis is biased.
Then, a constraint is used that every band head of the same initial state has the same reference
pressure p′. This reduces the uncertainty of the obtained parameters.
For each of the 17 chosen lines the intensity ratio to the 2P(0,0) line was calculated for each
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Figure 5.11: Results of pressure measurement analysis without constraint for each individual line. The
reference pressures p′ are plotted over the wavelength of the respective band heads. Colours indicate band
systems, different markers show different measurements. The dashed line is the PMT result relative to
which the spectra have been analyzed.

















The results of this method are given in Figure 5.11. It can be seen, that the reference pressures
of the different lines of the same band system agree within their statistical errors. Also, the p′
values for the same band head and different scans agree within these errors, indicating, again,
no difference between “air” and “air with argon”. It also shows the stability and reproducibility
of the measurements, as well as the correct functioning of the analysis procedure.
Furthermore, band heads that are polluted by other nearby lines do not show a significant shift
in the reference pressure, which is due to the small differences in p′ for the different band
systems. This indicates, that a further separation is not necessary. The determination of a
common reference pressure for each band system is realized by a modified χ2 function that




















































































Figure 5.12: Intensity Ratios R over pressure p for the 2P(1,0), 2P(2,1), 2P(3,2), and the 1N(0,0) band
heads. The more the data points differ from a constant line, the more the reference pressure differs
from 16.2 hPa. The dashed lines indicate the respective fits yielding the reference pressures of the band
systems. Please note the different scales for R.
source 2P(1,*) 2P(2,*) 2P(3,*) 1N(0,0)
Poisson and ∆p 0.23 0.44 0.94 0.29
∆p′337 0.51 0.52 0.70 0.30
Integration Boundaries negl. 0.05 0.2 negl.
Table 5.5: Uncertainties for the determination of the reference pressure p′ for each band system. The
statistical uncertainty is specific for measurement 1.
that includes a parameter Φ0line/Φ
0
337 for each line and a common parameter p
′
system for the whole
band system.
The applied errors are the statistical Poisson-like error and ∆p = 0.5 hPa. By changing the
value of p′337 within its stated uncertainty, its error was propagated, as well as an uncertainty due
to the integration boundaries was found by changing them systematically. The data points and
the fit of the most intense band heads for each considered band system are given in Figure 5.12.
The Poisson-like error assures, that weak lines have less weight in the fit, which is advantageous,
because weak lines tend to be more polluted by other band heads. In Table 5.5 the mentioned
uncertainties are stated for each system and for measurement 1. The statistical uncertainty does
change from measurement to measurement (see Table 5.6), which is considered in the results,
but the other uncertainties hold true for every measurement.
The common reference pressure p′system is in agreement to the single ones of the respective
band system. The measurements agree with each other and the p′ value for the 2P(0,*) system is
equal to the PMT result within its errors. In order to connect all four measurements, a weighted
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system \ scan 1 2 3 4 σsys RESULT
1N(0,0) 3.74± 0.29 3.40± 0.28 3.60± 0.35 3.56± 0.28 0.30 3.57± 0.45
2P(1,*) 13.05± 0.23 12.74± 0.24 12.59± 0.35 12.64± 0.16 0.51 12.75± 0.62
2P(2,*) 13.22± 0.44 12.75± 0.45 11.95± 0.63 12.58± 0.30 0.57 12.69± 0.78
2P(3,*) 19.61± 0.94 18.80± 0.92 17.54± 1.30 16.29± 0.55 0.90 17.49± 1.30
Table 5.6: Reference Pressures in hPa of every system and scan. The stated errors are statistical. The
result is the respective weighted average of the reference pressures of each band system. Its uncertainty
is the sum of statistical and systematic uncertainty σsys.
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Figure 5.13: Reference pressure of the 2P(1,*) system plotted over the wavelength of the respective
lines. The markers indicate different measurements, the lines depict the final result and its uncertainty.
average has been calculated for each band system [18]. Therefore, the statistical uncertainty
has been propagated to the average value, and the systematic uncertainty that is the same for all


















With this method and the errors stated above, the result of the analysis of the spectrometer
pressure scans can be given in Table 5.6. Figure 5.13 illustrates the result for the 2P(1,*)-
system, and illustrates that the resulting error is in reasonable agreement with the individual
results.
Discussion of the Results
Since a discussion of the results for the 2P(0,0) band head was already done in Section 4.2.5,
it is not presented here, again. Table 5.7 states results of other authors and experiments. These
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author 2P(1,*) 2P(2,*) 2P(3,*) 1N(0,*) reference
Present Result 12.75± 0.62 12.69± 0.78 17.62± 1.22 3.57± 0.45 —
Nagano et al. 23-34 24.2± 9.4 40.2± 4.6 5.02± 0.26 [50]
Mitchell — — — 1.23± 0.13 [47]
Bunner 8.7 6.1 3.3 1.4 [15]
Hirsh et al. — — — 1.27± 0.10 [34]
Waldenmaier 15.4± 0.3 — — 1.23± 0.24 [69]
Pancheshniy et al. 11.2± 1.2 9.10± 1.3 7.94± 1.3 2.4± 0.29 [54, 55]
Davidson and O’Neil 9.76± 1.6 11.4± 1.8 11.4± 2.0 1.22± 0.4 [21]
Table 5.7: Results for the pressure dependence of the band systems of the nitrogen fluorescence light
emitted from air, given by various authors. All p′ values are given in hPa at temperature ϑ = 20◦ C.
values scatter over a wide range, with the largest deviations for the 2P(3.*)-system of a factor
of 12. Because of its low intensity, this system is also the most difficult to analyze.
It should be mentioned here, again, that a reasonable judgment of the experimental strategies of
the authors is not possible, and that these could account for the deviations of the results. The
experiments cited in Table 5.7 differ in the source of the exciting electrons, or use x-rays or
discharge tubes. The analyses of the different authors utilize different models of fluorescence,
sometimes taking vibrational relaxation or three body processes into account. Some use inter-
ference filters, others monochromators.
Bunner, for instance, gives rather a compilation of the results obtained until 1967, mingling his
own results with the results of Brocklehurst et al. and Davidson and O’Neil ([20] and references
therein). Despite the experimental differences, the theoretical model for the fluorescence yield
has always been the same as given in Section 2.3.3.
The advantage of this thesis’ analysis is that the spectra actually show what is measured in a
very direct way. It is not necessary to believe the filter transmission curve or the monochromator
setting. Also, aspects of analysis procedures that have been used prior to this thesis have been
examined and taken into consideration. The results obtained here relate to the previous ones as
follows.
The best agreement to the present results is the measurement of Panshechniy et al. [54, 55] and
of Davidson and O’Neil [21] who used a thick target. The results agree within their uncertain-
ties, except for the 2P(3,*)-system. The obtained uncertainties are the lowest for light intensity
measuring experiments.
Again, a dicussion of the results of Nagano et al. is of interest. The present results are not in
agreement with those given in [50]. For the 2P(1,*)-system different reference pressures are
given for the band heads, that vary from 23-34 hPa. The uncertainty is stated between 2 hPa
and 4 hPa, depending on the band head. This means, reference pressures that have to be equal
differ by 3σ. This thesis’ results for the reference pressures are allways lower, but tend to the
same direction. For example the value for the reference pressure p′2P(3,∗) is the highest, only in
this analysis and in the work of Nagano et al.

CHAPTER 6
IMPACT ON EXTENSIVE AIR SHOWER
MEASUREMENTS
This chapter investigates the consequences of the results, that have been obtained in this diploma
dissertation. Therefore, Golden Hybrid events, events that can be reconstructed by an analysis
of both surface and fluorescence detector observations, measured with the Pierre Auger Obser-
vatory have been analyzed twice and compared.
At present, the reconstruction procedure implemented for the Pierre Auger Observatory utilizes
the results on the fluorescence yield by Nagano et al. [50]. Therefore, this thesis’ results have
been converted to parameters that are used in the “Nagano Fluorescence Model” by applying
the respective absolute scale (see Figure 5.9). As a consequence, the following comparison is
based on the assumption that the absolute fluorescence yield of the 2P(0,0) band head as re-
ported in [50] is correct.
This comparison is a relative one between the “Nagano Fluorescence Model” and the present
results with respect to the band head at 337 nm. It is believed that such a comparison is reason-
able, because this band head is the most intense, hence most reliable and precise to determine.
It is believed that future measurements will be in overall agreement on the absolute yield of the
2P(0,0)-transition.
The differences are expected to be small, because the overall agreement between this thesis
and [50] is very good for air, even if there are some large deviations for individual band heads.
Apparently, many differences cancel in average, if the total photon flux is considered.
For the comparison, one dataset of cosmic-ray events observed with the Pierre Auger Ob-
servatory was analyzed with exactly the same version of the analysis procedure, except for the
fluorescence model.
Dataset Golden Hybrid Events of the years 2004 and 2005, including 2718 extensive air show-
ers.
Analysis version Offline v38 svn version r5065 (9th October 2006) with extensions of the
Karlsruhe Group (Offline KG cvstag v1r0p2_DrStrangelove)
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Nagano et al. Present Results






311.7 — — 2.96 2.81
313.6 — — 7.99 3.87
315.9 20.5 2.14 27.08 3.85
328.5 3.91 1.22 1.81 2.81
330.9 — — 1.04 3.87
333.9 — — 1.97 3.85
337.1 45.6 2.56 53.19 3.03
346.9 — — 0.69 2.81
350.1 — — 1.79 3.87
353.7 3.68 1.60 14.56 3.85
357.7 37.8 2.72 36.36 3.03
371.1 — — 2.99 3.87
375.5 6.07 1.44 11.92 3.85
380.5 12.7 2.53 15.04 3.03
391.4 50.8 9.80 73.90 13.77
394.3 2.25 2.03 2.16 3.87
399.8 4.58 2.03 6.13 3.85
405.9 8.18 3.99 4.62 3.03
414 1.83 2.55 — —
420 4.9 6.8 — —
427 0.40 0.68 — —
428 26.5 12.7 — —
Table 6.1: Parameters of the fluorescence models used for comparison. Nagano et al. represents the
standard model used at present in the Pierre Auger Observatory.
Fluorescence Model “Nagano Fluorescence Model”:
Fluorescence yield at wavelength λ by an electron of energy E in units of [1/m] as a






















·Φ0λλ/(hc) and Bλ = Rair ·
√
293/p′λ. There, dE/dx is the energy
loss per pathlength, Φ0λ the pure fluorescence efficiency, h the Planck constant, c the speed
of light, Rair the gas constant of air, and p′λ is the reference pressure of the respective band
system at 20◦ C. The parameters of the two models compared are given in Table 6.1.
A direct comparison of the two fluorescence models is illustrated in Figure 6.1 as a plot of
the fluorescence yield calculated as a function of altitude above sea level. The calculation was
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Figure 6.1: The fluorescence yield as a function of altitude above sea level, calculated for the Nagano
fluorescence model and the altered model, according to this work’s results. A US standard atmosphere
is assumed and scattering neglected.
carried out for conditions of the US standard atmosphere [40, 52] including all wavelengths
between 300 nm and 400 nm. The wavelength region was chosen to mimic the optical sensi-
tivity of the telescopes of the Pierre Auger Observatory. Furthermore, for the comparison equal
electron energies are assumed and scattering is neglected.
The difference between the models is greatest at high altitudes and vanishes at about 8 km
height a.s.l. This comparison shows that the main difference is not in the absolute value of the
yield, but in the pressure dependence.
The change of the spectral distribution of the light is not visible, because scattering was ne-
glected in the calculation of the yield as a function of altitude, which means that the light is
assumed to be observed at the point of production. At a given distance, the relative weight
of the individual spectral lines is changed due to Rayleigh scattering, whose cross section is
proportional to 1/λ4. Thus, the spectrum is shifted, weighting the lines at high wavelengths.
There, slight differences in the spectrum can cause large differences in the reconstructed result.
An event-by-event comparison of air shower measurements revealed that the reconstructed
energy of the cosmic-ray primary is shifted upwards by 3%. This shift is depicted in Figure 6.2
which shows a histogram of the relative difference in energy. The difference is calculated for
each individual event that has been reconstructed twice. Once using the standard fluorescence
model of Nagano et al., and then again using the modified model. The reconstructed events are
within an absolute energy range of 1017 eV to 1020 eV.
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Figure 6.2: Relative difference in reconstructed primary energy obtained by an event-by-event compar-
ison using the standard fluorescence model and the model altered according to this thesis’ results. On
average the new reconstructed primary energy is 3% higher. The absolute primary energy is between
1017 eV to 1020 eV.
The deviations are larger for higher energies, as indicated in Figure 6.3, which shows the rela-
tive difference in energy as a function of the standard energy. This can be explained, because
air showers of higher energies are — in general — observed at different altitudes and different
distance to the telescope, showing the effect of the deviations in pressure dependence of the
fluorescence models and the effect of the altered spectral distribution of the light.
The correlation of dErel with energy suggests, that if a new absolute measurement should re-
veal significant deviations in the fluorescence yield of the 2P(0,0) band head, its implications
for extensive air shower measurements my not be significant at all energies.
A corelation of the effect of the present results with the amount of fluorescence light measured
is visible in Figure 6.4. This plot shows the relative difference in reconstructed energy as a
function of Cherenkov-fraction.
The Cherenkov fraction describes the relative amount of Cherenkov light that the fluorescence
detector measured for an individual shower. This light is mainly emitted along the shower axis,
which means that a shower, whose axis points into or near a telescope, is seen with a large
Cherenkov fraction. The treatment of the Cherenkov light was not changed, explaining the de-
creasing difference in reconstructed energy at increasing Cherenkov fraction.
As expected, the impact of the modified fluorescence model vanishes, if the fraction of Cherenkov
light increases. This can also explain the tail towards a Null-effect in the histogram of Fig-
ure 6.2, because these entries correspond to events with large Cherenkov-fraction.
The reconstruction of the zenith angel is not affected by the change of the fluorescence param-
eters. Hence, the determined geometry of each shower stays the same.
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Figure 6.3: Relative difference in reconstructed energy as a function of energy. This is the result of an
event-by-event comparison that indicates a change in reconstructed energy that increases with energy.
Cherenkov-Fraction (%)









Figure 6.4: Relative difference in reconstructed energy as a function of Cherenkov fraction. A high
Cherenkov fraction means less fluorescence light, whose treatment in the reconstruction has been altered.




In this diploma thesis, the relative fluorescence yield has been studied. Its pressure dependence,
and its energy dependence have been determined with measurements of the AIRFLY experi-
ment.
The AIRFLY experiment is located at the Argonne National Laboratory, near Chicago (USA),
and can use three different accelerators. It is a thin target experiment, that uses electrons be-
tween a few keV to 15 MeV to excite nitrogen or air at variable pressures, whose emitted
fluorescence light is measured perpendicular to the beam by a photomultiplier or a spectrome-
ter.
Advantages of AIRFLY are the use of relative measurements and the abandonment of simula-
tions as far as possible, as well as the spectral resolved measurement at varying pressures, and
a new strategy for an absolute end-to-end calibration. This diploma thesis has been restricted
to relative measurements, but made use of the spectral resolved measurements, that are a new
approach to the issue of the fluorescence yield.
The photomultiplier measurements provided a relative estimator for the fluorescence yield. This
is the slope of the linear correlation of PMT signal and number of electrons, which was mea-
sured with a pick-up coil. These measurements have been conducted for varying pressures of
different gases, and for varying energies, but for the 2P(0,0) band head only, that was filtered by
an interference filter. The measurements have shown that the fluorescence yield is, within the
considered energy range, proportional to the energy deposit in the gaseous medium.
The fluorescence yield as a function of pressure follows a Stern-Volmer kinetics. Its pressure
dependence has been determined with the use of the reference pressure, which can be defined by
a thermodynamic calculation as the pressure at which the radiative lifetime equals the lifetime of
collisional deactivation. The reference pressure could be obtained directly from a Stern-Volmer
plot, but a correction is needed, due to secondary electrons that escape the field of view of the
PMT. Thus, the ratio method has been introduced and the reference pressure of the 2P(0,0)
band head has been determined to 16.2±0.6 hPa for air.
The spectrometer measurements have been calibrated and analyzed. The intensity ratios ob-
tained are in good agreement with theory and determine the spectral distribution of the fluo-
rescence light, hence defining the fluorescence yield as a function of wavelength. This way,
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the spectral distribution of the fluorescence light emitted by air has been determined between
280 nm and 430 nm.
In addition, the reference pressures of the four observable band systems — since the 2P(0,*)
band system has been subject to the PMT measuremens and its reference pressure is a parameter
here, it is not counted again — have been determined. Since the initial state of transitions spec-
ifies their affection by quenching, all band heads of the same band systems share one reference
pressure. They are:
System 2P(0,*) 1N(0,0) 2P(1,*) 2P(2,*) 2P(3,*)
p′ (hPa) 16.2± 0.6 3.57± 0.45 12.75± 0.62 12.69± 0.78 17.49± 1.30
Another important result is that argon has no significant effect on the fluorescence yield in the
atmosphere.
A comparison to the results of Bunner and Nagano et al. reveals significant differences for
some details, but shows a good overall agreement, because deviations in individual band heads
average. In order to investigate these small deviations, an event-to-event comparison of the pri-
mary energy of cosmic-ray particles, that the currently used fluorescence model yielded after
the reconstruction of extensive air showers observed by the Pierre Auger Observatory, to en-
ergy reconstructed with the use of the results obtained here was performed with 2718 events. It
revealed an energy shift towards higher energies of 3%.
Although this thesis is completed, the measurement schedule of AIRFLY is still rich. The
absolute calibration with Cherenkov light is on its way, and will allow for a precise determina-
tion of the absolute fluorescence yield.
Furthermore, the effects of water vapor on the yield will be studied, and its temperature depen-
dence determined.
Some further measurements have already been conducted at the Argonne National Laboratory
and need to be analyzed, other measurements have yet to be done. Some of them will be under-
taken at the Beam Test Facility, in Frascati (Italy).
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