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(c) Fix t C T. Let y : T --+ I~. We define yn(t)  to be the number (if it exists), with the 
property that given e > 0, there is a neighborhood U of t, such that, for all s c U, 
I[y (~ (t)) - y (s)] - y~ (t)[~ (t) - s]l < ~ Io (t) - sl .  
We call yA (t), the delta derivative of y (t). 
(d) If F~(t )  = f(t) ,  then, we define the integral f :  f ( r )Ar  = F(t)  - F(a). 
A solution u = (ul,u2 . . . . .  un) of (1.1) will be sought in (C[a, an(b)]) n, where C[a, ~L(b)] is 
the space of continuous functions {y : [a, aL(b)] -~ ~}. We say that  u is a solution of constant 
sign if, for each 1 < i < n, we have Oiui(t) >_ O, for t C [a, aL(b)], where 0i E {1 , -1}  is fixed. 
Existence of positive solutions to the nonlinear Predholm integral equation on the real domain, 
i' y (t) = g (t, s) I (y (s)) es + h (t), 0 < t < 1, (1.2) 
has been well discussed in the literature [2-4]. In our present work, we generalize (1.2) to a system 
on time scale T (which includes single equation on IR or Z as special cases) as well as consider the 
existence of constant-sign solutions (of which positive solutions are particular cases). Note that 
the term h(t) in (1.2) has been excluded as we have in mind to apply the results to homogeneous 
boundary value problems (in which case h(t) -- 0), which have received a lot of attention in the 
recent literature. However, it is not difficult to develop parallel results with the inclusion of h(t) 
or even hi(t), 1 < i < n. 
The outline of the paper is as follows. In Section 2, we shall state the main tools needed, 
namely, a nonlinear alternative of Leray-Schauder type and Krasnosel'skii 's fixed-point heorem. 
The existence of constant-sign solutions is tackled in Section 3, where we develop criteria for the 
existence of multiple constant-sign solutions. Finally, to illustrate the usefulness of the results 
obtained, we present an application to boundary value problems. 
2. PREL IMINARIES  
The following two theorems will be needed to establish the main results later. The first theorem 
is known as the Leray-Schauder alternative and the second is usually called Krasnosel'skii's fixed- 
point theorem in a cone. 
THEOREM 2.1. (See [4].) Let B be a Banach space with E C B closed and convex. Assume U 
is a relatively open subset of E with 0 • U and S : C r --* E is a continuous and compact map. 
Then either 
(a) S has a fixed-point in If, or 
(b) there exists u • OU and 0 < A < 1, such that u = ASu. 
THEOREM 2.2. (See [5]) Let B = (B, [[ • [[) be a Banach space, and let C C B be a cone in B. 
Assume f~1,~2 are open subsets o rB  with 0 • i l l ,  ~1 C ~2, and let S : C N (~2\f l l )  --* C be a 
completely continuous operator, such that, either 
(a) IlSull _< I I < l ,  ~ • C n 0~~1 and IlSull > I I < l ,  ~ • C n 0 ~ 2 ,  or, 
(b) IIS~II >- I t ' l l ,  ~ • C n On~ a n d  IIS~II -- II~ll, ~ • C n 0 ~ .  
Then S has a fixed-point in C n (~2\f/1). 
3. EX ISTENCE OF CONSTANT-S IGN SOLUTIONS 
Throughout, we shall denote u : (ul, u2 , . . . ,  un). Let the Banach space B = (C[a, aL(b)]) n be 
equipped with the norm 
II**li = max sup [ui(t)[ = max lUilo, 
l~ i~n tE[a,erL (b)] l~ i~n 
where we let ]ui[0 = supte[~,aL(b)] [ui(t)], 1 < i < n. 
Constant-Sign Solutions 
Define the operator S :  (C[a, aL(b)]) n ~ (C[a, aL(b)]) n by 
s ,  (t) = (&,~ (t), s ,~ ( t ) , . . . ,  s.,u (t)), 
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t • [~,~L (b)], (3.1) 
where 
~ aCb) Siu (t) = gi (t, s) fi (s, u (s)) As, t • [a, a L (b)], 1 < i < n. (3.2) 
Clearly, a fixed-point of the operator S is a solution of system (1.1). 
For clarity, we shall list the conditions used later as follows. In these conditions, the constants 
0~ • {1,-1}, 1 < i < n are fixed, and the sets K and/ (  are defined by 
={u•B ]Oiu~(t)>_O, t•  [a,~L(b)], 1 < i<n},  
K = {u • [( ] Ojuj (t) > 0, for some j • {1, 2, . . . ,  n}, and some t • [a, a L (b)] } =/~\  {0}. 
(Cl) For each 1 < i < n, 
g~ (s) --- ~, (t, s) ___ 0, 
g~ (s) e n I [a, a (b)], t e [a, a L (b)] 
the map t --* g~ is continuous from [a, a L (b)] to L 1 [a, a (b)]. 
(C2) For each 1 < i < n, fi is continuous on [a, a(b)] x/~', with 
o~£ (t, u) _ 0, (t, ~) c [~, ~ (b)] x R and o~f~ (t, ~) > 0, 
(c3) 
(c4) 
(t, s) C [a, a L (b)] × [a, cr (b)], 
i.e., ]gi (t,s)] As < c~, t E [a,a L (b)] , 
(t, u) e [a, ~ (b)] × X. 
For each 1 < i < n, 
where qi, wij, 1 <_ j <_ n are continuous, wij : ~+ U (0} ~ ~+ O (0} are nondecreasing, 
and q~: [~, o(b)] -~ R+ u {0}. 
There exists a > 0, such that, for each 1 < i < n, 
a > diwil (a) wi2 (a) . . .  wi~ (a) 
where 
ff 
(b) 
d~ = sup g~ (t, s) q~ (s) As, 
tE[a,aL(b)] 
(C5) There exists an interval [c*, d*] C [a, ~L(b)] with 
l< i<n.  
c=min{teT l t>c*  } and d=max{tET I t<_min{d* ,a (b)}} ,  
so that c* _< c < d _< rain{d*, a(b)}. For each 1 < i < n, there exist a constant 0 < Mi < 1 
and a function Hi E Ll[a,z(b)], such that 
gi (t, s) >_ MiHi (s) >_ 0, (t, s) E [c*, d*] x [a, a (b)]. 
(C6) For each 1 < i < n, 
gi (t, s) _< Hi (s), (t, s) e [a, cr L (b)] × [a, a (b)]. 
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(C7) For each 1 < i < n, there exist continuous functions Tij : [c, a~ -~ R +, j = 1, 2 , . . . ,  n, such 
that 
Oifi (t, u) >_ ~i~ (t) wi3 (luj I), (t, u) e [e, a~ x K. 
(C8) There exists fl > 0, such that, for each 1 < j < n and Mj~ < x < ~3, the following holds, 
for some i E {1, 2 , . . . ,  n} (i depending on j): 
x _< ~ij (x). Mj g~ (~j, s) ~j (s) As, 
where aij E [a, aL(b)] is defined by 
f agi(aij, s ) r i j (s)As sup fa  = g~ (t, s) ~,j (s) As. 
t~[a,~L(b)] Jc 
Our first result is an existence criteria for a general solution (need not be of constant sign). 
THEOREM 3.1. Let (C1) hold and let fi : [a, ~(b)] x R n --~ R, 1 < i < n be continuous. Suppose 
there exists a constant p, independent of )~, such that I1~11 # p, ~or any solution ~ e (Via, aL(b)]) ~ 
of system 
f 
¢(b) 
u i ( t )=A gi(t,s) f i (s ,u(s) )As,  te  [a, aL(b)], l< i<n,  (3.3~) 
da 
where 0 < A < 1. Then, (1.1) has at least one solution u* c (C[a, aL(b)]) n, such that Ilu*[[ -< p. 
PROOF. Clearly, a solution of (3.3)~ is a fixed point of the equation u = ;~Su, where S is 
defined in (3.1),(3.2). Using the Arzela-Ascoli theorem as in [6], we see that S is continuous 
and completely continuous. Now, in the context of Theorem 2.1, let U = {u E B I Hull < P}. 
Since ]lull ¢ p, where u is any solution of (3.3)x, we cannot have Conclusion (b) of Theorem 2.1, 
hence, Conclusion (a) of Theorem 2.1 must hold, i.e., system (1.1) has a solution u* E 0 with 
ii~*ii_<,o, l 
The next result employs Theorem 3.1 to provide for the existence of a constant-sign solution. 
THEOREM 3.2. Let (C1)-(C4) hold. Then, (1.1) has a constant-sign solution u* E (C[a, aL(b)]) n, 
such that I1~*11 < ~, i.e., 0 <_ Oiu*(t) < c~, t e [a, aL(b)], 1 < i < n. 
PROOF. To apply Theorem 3.1, we consider system 
L 
~(b) 
~(t )= g~ (t, s) ]~ (s, u (s)) As, te  [a, aL(b)], l< i<n,  (3.4) 
where £ :  [a, a(b)] x ~n ~ I~ is defined by 
£( t ,u~,u2 , . . . ,u~)=A( t ,  oluu~l,O21u2[,...,O~lu~l), l < i<n.  (3.5) 
Noting (01lull, 02[u21,..., 0~1~1) C k, by (C2) we see that the function ]i is well defined and is 
continuous. 
We shall show that (3.4) has a solution. For this, we consider system 
L 
~(b) 
u i ( t )=A gi(t,s) f i (s ,u(s) )As,  te  [a, aL(b)], l< i<n,  (3.6~) 
where 0 < A < 1. Let u e (C[a, aL(b)]) n be any solution of (3.6)~. We shall verify that Ilull ¢ c~, 
then, it follows from Theorem 3.1 that (3.4) has a solution. 
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To proceed, using (3.5), (C1), and (C2), we get 
f 
~(b) 
0,u, (t) : A g, (t, s) 0,],  (s, u (s)) As  
da 
f 
~(b) 
=A g~(t ,s)OJ~(s ,  O l luz (s ) l ,O2[u2(s ) l , . . . ,On lu ,~(s ) [ )As  
>0,  tE  [a, an(b) ] ,  l< i<n.  
Thus, 
I~(t) l=O~u,(t),  te  [a, aL(b) ] ,  1 < i<n.  
Applying (3.7), (C3), and (C4) successively, we find for t E [a, crL(b)], 1 < i < n, 
f 
~(b) 
[u~ (t)[ = O~u~ (t) _< gi (t, s) Oifi (s, 01 [Ul (s)[, 02 lu2 (s) l , . . . ,  On [un (8)1) As  
f 
~(b) 
< g~(t,s)qi(s)wil(Jul(s)l)w,2(lu2(s)l)...wi,~(lu,~(s)l)As 
f 
~(b) 
<_ g~(t,s)q~(s)w~ (ll ll)w~2(llull)...w~n(llu[I)As 
<_ d~w~x (11~11) ~o~2 (l lul l) . . .  w~ (llull). 
It follows that, 
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(3.7) 
[U~lo <_ diwil (llu[I) wi2 (l[ult) . . . win (llull) , 1 < i < n. (3.8) 
Now, Hull = luralO, for some m C {1,2,... ,n}. Therefore, (3.8)1i= m is actually 
I[~lt -< dmwml (llull)Wm2 (llull)... Wren (ll~ll) • (3.9) 
Comparing (3.9) and (C4), we conclude that Ilull # a. 
It now follows from Theorem 3.1, that system (3.4) has a solution u* = (u~,u~, . . . ,u~)  e 
(Via, aL(b)]) ~ with Ilu* IIg a. Using a similar argument as above, it can be easily seen that, 
I~,;(t)l=O~,~(t), te  [a, aL(b)] ,  l< i<n,  and I1~*11 ~ ~. (3.10) 
Therefore, u* is of constant sign and Ilu*ll < ~. 
We shall now show that u* is indeed a solution of (1.1), then, the proof will be complete. 
Using (3.5) and (3.10), we obtain, for t e [a, aL(b)], 1 < i < n, 
f 
~(b) 
= g~(t , s ) f~(s ,  O l luT(s ) l ,O21u~(s ) ] , . . . ,On lu~(s ) l )As  
= , o~,~ * (s) ~ * (~)) ~s  
= g~ (t, s) I ,  (s, ~* (s)) ~s .  
Hence, u* is a solution of (1.1). The proof is complete. | 
REMARK 3.1. We note that the last inequality in (C2), v/z, 
Oifi (t, u) > O, (t, u) e [a, cr L (b)] × K, 
is not needed in Theorem 3.2. 
Theorem 3.2 provides the existence of a constant-sign solution, which may be trivial. Our next 
result guarantees the existence of a nontrivial constant-sign solution. 
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For n odd, from (5.53) and (5.56), for all t E [a, b] 
1 
L- (n + I)! max {(z - ~ ) ~ + l d , + l ,  (b - 'D,+~) . 
Using (5.57) and (5.58) gives, from (5.49) and (5.50), %,(z) = r ( z )  - y(z) as defined in (5.48). 
Substitution of identity (5.9) into (5.49) and using the fact that I(a, a, P, b) = (b  -a)[T(h, h)j1I2, 
where h is as defined by (5.36), produces (5.47). We have further, in (5.51), used the fact that f 
is a p.d.f. I 
REMARK 19. Chebychev and Lupq of Theorems 24 and 25 could be obtained here in a straight- 
forward fashion for the expressions on the left of (5.47). The bound would be different and involve 
the behaviour of f(n+2)(-) instead of f ("+'I(.). This, however, will not be pursued further. 
Finally, we have (see also [29]) the following. 
THEOREM 29. Let T be a random variable with p.d.f. f : [a, b] --+ R being n-time differentiable 
and f (n) is absolutely continuous on [a, b]. The following inequality holds: 
where Vk+3(.), wk+3(.) are as defined in (5.1 7) and 
with 
un+7+2 
B(u) = ( n + r + 3 ) ( n + y + 2 )  [(n + r + 2)u - (P - a)(n + 7 + 3 ) ]  , and (5.62) 
PROOF. Rearranging identity (5.16) and using the triangle inequality produces inequality (5.59). 
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Next, to prove (ii), let u • CnOn~. So, II~ll = ~. Now, I1~11 = lull0, for some m • {1,2,... ,n}. 
Thus, from the definition of C, we have 
M,./~ = M. ,  I~,.,Io ___ lu., (s)l _< lu.,Io = fl, s e [c, d]. (3.14) 
Noting (07), (3.14), and (08), we obtain the following for some i • {1, 2 , . . . ,n} (i depending 
on m): 
IS,~ (o,m)l = o, (s,~) (~im) 
~a °'(b) 
= g, (,,~,,,, ~) o,£ (~, u (s ) )  ~ 
// >_ g~ (,..~, s) oJ, (s, u (s)) as  
// _ g, (~ ,  ~),-~m (~) ~im ( I~  (~)1) A~ 
~c d > g~ (~m, 8) Tim (S) 
g d 
> J~ ~ (~,  ~) ~ (~) 
=~ 
= IIull. 
Hence, IS, ulo ___ tlull and so IlSull _> I1~'11. 
lure (s)l As 
Mm f :  gi (aim, x) Ti,~ (X) AX 
Mmfl As 
Um f~ gi (aim, x) T~m (x) AX 
Having established (i) and (ii), it follows from Theorem 2.2 that S has a fixed-point u* E 
C N (~max{a,~}\~'~min{a,~}). Thus, min{a,/3} < []u*][ _< max{a, fl}. Using a similar argument as 
in the first part of the proof of Theorem 3.2, we see that []u*[] ~ a. Hence, we obtain the first 
part of (a), (b). Now, there exists j e {1,2,... ,n} with I[u*[[ = lull0. Since u* e C, we have 
min Oju* (t) > Mj [u;[ 0 = Mj Hu*[[. te[c,d] J -- 
Since ][u*[[ _> min{a, fl} and [[u*[[ ¢ a, we get the second part of (a),(b). | 
The next result gives the existence of two constant-sign solutions. 
THEOREM 3.4. Let (01)-(08) hold with a </3. Then, (1.1) has (at least) two constant-sign 
solutions u 1, u s e (via, oL(b)])", such that 
0 <_ [[ul[[ < a < HuSH _< j3 and min Oju~ (t) > Mja, 
te[c,d] 
for some j e {1,2,... ,n}. (3.15) 
PROOF. The existence of u 1 and u 2 is guaranteed from Theorems 3.2 and 3.3(a), respectively. | 
In Theorem 3.4 it is possible to have [[u I [[ = 0. Our next result guarantees the existence of two 
nontrivial constant-sign solutions. 
THEOREM 3.5. Let (C1)-(08) and (08)1~= ~hold, where 0 < fl < a < ~3. Then, (1.1) has (at 
least) two constant-sign solutions u 1, u 2 • (C[a, crL(b)]) n, such that, 
0 </~ _< IIu'[[ < a < [[u2[[ < Z, min Okulk (t) > Mkfl, mJn Oju 2 (t) > Mja, (3.16) 
te [c ,d ]  - -  te[c,g] 
for some j, k • {1, 2 . . . .  , n}. 
PROOf. The existence of u 1 and u 2 is guaranteed from Theorem 3.3(b) and 3.3(a), respective- 
ly. | 
Our last result generalizes Theorems 3.4 and 3.5 and gives the existence of multiple constant- 
sign solutions of (1.1). 
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THEOREM 3.6. Assume (C1)-(C3) and (C5)-(C7) hold. Let (C4) be satisifed for a = he, t = 
1, 2,.. . ,  k, and (C8) be satisfied for fl =/3t, £ = 1, 2 , . . . ,  m. 
(a) If m = k + 1 and 0 < ]~1 < OZl < " ' '  < /3k < O~k < /~k+l, then, (1.1) has (at least) 2k 
constant-sign solutions ul , . . . ,  u 2k E (C[a, aL(b)]) n, such that 
o < ~, _< Ill'It < O~ 1 < I1~11 _< ~ _<. . .<  ,~ < I1~11 < ~+, .  
(b) If m = k and 0 </31 < a l  < ...  < f~k < ak, then, (1.1) has (at least) 2k - 1 constant-sign 
solutions u I . . . .  , u 2k-1 E (C[a, aL(b)])n, such that 
(c) I f k=m+l  and 0 < a l  </31 < .-. < a,~ < fl,~ < am+l, then, (1.1) has (at least) 2m+l  
constant-sign solutions u°,. . . ,  u 2m c (C[a, aL(b)]) ~, such that 
o <_ Ii~°ll < ~,  < I1~11 _</3~ _< II~=ll < ~ <. . .  _< pm < II~=~ll < O~rn+l. 
(d) If k = m and 0 < a l  < /31 < "'" < a~ < /3k, then (1.1) has (at least) 2k constant-sign 
solutions u°,. . . ,  u 2k-1 6 (C[a, crL(b)]) ~, such that 
0 < [1~,°11 < OZ 1 < II~ltl _</31 _~ I1~11 < ~ <. . .  < ~ < I I~-~ll  _</3~. 
PROOF. In (a) and (b), we just apply Theorem 3.3 repeatedly. In (c) and (d), Theorem 3.2 is 
used to obtain the existence of u ° 6 (Via, aL(b)]) n with 0 N Ilu°ll < al ,  then, the results follow 
by repeated use of Theorem 3.3. | 
4. APPL ICAT ION TO BOUNDARY VALUE PROBLEMS 
In this section, we shall illustrate the generality of the results obtained in Section 3 by consid- 
ering the well-known boundary value problem, (see [6] which considers the case, n = 1), 
U~A(t)+f i ( t ,u(a(t ) ) )=O, te[a,b]; u i (a )=O,  u~ (a (b)) = O, l< i<n (4.1) 
where a, b 6 T and a < a(b). 
Let G (t, s) be the Green's function of the boundary value problem, 
-y~ (t) = o, t e [~, hi; y (~) = o, y~ (~ (b)) = O. 
It is known that [6], 
t -a ,  t<s  
(a) C(t , s )={a(s )_a ,  a(sT<_t}>_O, (t,s) e [a, a2(b)] ×[a,a(b)]; 
(b) G(t, s) >__ ((cr(b) - a)/4[a2(b) - a]) G(a(s), s), (t, s) 6 [(1/4)(a(b)+3a), ¢2(b)] x [a, a(b)] ; 
(c) G(t, s) < G(a(s), s), (t, s) e [a, ~2(b)] × [a, a(b)]. 
Now, u = (Ul ,Ul , . . .  ,un) is a solution of system (4.1) if and only if u is a fixed-point of the 
operator S : (C[a, al(b)]) n --~ (C[a, al(b)]) n defined by (3.1), where 
/ ~(b) Siu (t) = C (t, s) fi (s, u (a (s))) As, 
In the context of Section 3, let 
(b) - a 
L=2,  gi(t ,s)=G(t,s) ,  M~=4[a2(b ) ~ a~ 
c* 1 [a(b)+3a] d*=a 2(b) 
tE  [a,a 2(b)], l< i<n.  (4.2) 
, Hi ( s )=G(a(s ) , s ) ,  
c=min ( t6T  I t> l  [(r(b)-F3a] } , 
l< i<n 
(4.3) 
d=a (b). 
Assume that [a, (rl(b)] is, such that c exists and c < d. Then, noting (a)-(c), Conditions (C1), 
(c5), and (C6) a~e fulfilled. 
The results in Section 3 reduce to the following theorem, which has also been obtained earlier 
in [6], for n -- 1, though the method used is not as general as ours. 
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THEOREM 4.1. Let gi(t, s), Mi, Hi(s), c*, d*, c, and d be as in (4.3). Suppose [a, a2(b)] is such 
that c exists and c < d. 
(a) Theorem 3.2. Let(C2)-(C4) hold, then, (4.1) has a constant-sign solution u% ( C[a, a2(b)]) n, 
such that II~* II < ~. 
(b) Theorem 3.3. Let (C2)-(C4), (C7), and (C8) hold. Then, (4.1) has a constant-sign solution 
u* e (C[a, o2(b)]) ~, such that statements (a) and (b) o[ Theorem 3.3 hold. 
(c) Theorem 3.4. Let (C2)-(C4), (C7), and (C8) hold with a </3. Then, (4.1) has (at least) 
two constant-sign solutions u 1, u 2 E (C[a, a2(b)]) n, such that (3.15) holds. 
(d) Theorem 3.5. Let (C2)-(C4), (C7), (C8), and (C8)[~=~ hold, where 0 </~ < a < /3. 
Then, (4.1) has(~t least) two constant-sign solutionsu I , U 2 E ( C[a, 0"2(5)]) n, such that  (3.16) 
holds. 
(e) Theorem 3.6. Assume (C2), (C3), and (C7) hold. Let (C4) be satisifed, for a = he, ~ = 
1, 2,. . . ,  k, and (C8) be satisfied, for fl = j3~, g = 1, 2 , . . . ,m.  Then, the statements of 
Theorem 3.6(a)-(d) hold with (1.1) replaced by (4.1). 
Now, we shall present an example that applies Theorem 4.1. 
EXAMPLE 4.1. Consider the time scale T = {2 k ] k E Z} U {0}, on which we have system 
1 x AA (t) 4- ~ exp (Ix(~r(t))] 1/v + ]y(a(t))l 1/~) = O, 
1 
yAZ~ (t) + ~ exp (Ix (a (till 1/6 + lY (o (till) = 0, 
t e [2, 8] 
t e [2, 8] 
(4.4) 
x (2) = x f (16) = y (2) = yA (16) = 0. 
Here, n=2,  a=2,  b=8,  
1 ([xll/7 + lyll/9) fl (t, x, y) = 4-~ exp 1 (IX[ 1/6 ÷IYl) and f2 (t, x, y) = 1008---'-0 exp 
Hence, we have c = 8, d = 16, and M1 = M2 = 7/60. Fix 01 : 02 = 1. Clearly, (C2) holds. 
In (C3), let 
t 
ql = 420' 
Wll (X) :exP( lx l l /7 ) ,  
w21(x)=exp([xl ' /6) ,  
1 
q2 = 10080' 
w12 (y) = exp (]y[1/,) , 
w22 (y) = exp ([y]). 
Next, using the expression of G(t, s), by direct computation, we get 
~2 
16 
sup G (t, s) As = 140. 
te[2,32] 
This leads to dl = 1/3 and d2 = 1/72. Therefore, Condition (C4) reduces to 
1 a>~exp(~ 1/7 -1-o~ 1/9) and 
1 ~) a > ~-~ exp (a  1/6 + . 
The above inequalities are satisfied if a E [3.470,4.494]. Hence, (C4) holds for any a E [3.470,4.494]. 
In Condition (C7), pick T~j = 1/10080 for i , j  E {1,2}. Finally, since limz-~oo(z/wij(z)) =
0, i , j  E {1,2}, it is easy to choose/3 > a, such that (C8) is fulfilled. 
It follows from Theorem 4.1(c) that system (4.4) has two constant-sign solutions u 1 = (x 1, yl) 
and u 2 = (x 2, y2) satisfying, (note that from (4.4) it is clear that Ilu 111 ~ 0), 
280 P.J.Y. WONG AND Y.C. SOH 
wi th  either one or both  of the following holding, (4.5) 
7 7 
min x 2 ( t )> min y2( t )> 
te{s,l~} 60 a' re{s,16} 6-0 a" 
Since a can be any number in [3.470, 4.494], we further conclude from (4.5) that 
0 < [lul]l < 3.470 and Ilu21[ > 4.494, 
with either one or both of the following holding, (4.6) 
7 
X 2 min (t) > f f  (4.494) = 0.524, 
rE{S,16} DO 
7 y2 min (t) > ~ (4.494) = 0.524. 
t~{8,16} DO 
REMARK 4.1. As in getting Theorem 4.1, our results in Section 3 can also be applied to other 
boundary value problems discussed in [7-10]. Note that [7] gives a good documentary of the many 
work done on the existence of positive solutions of boundary value problems on time scales. This 
further shows the generality of our results. 
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