An interactive personal-computer program to optimize the frequency response of linear lumped circuits (CiOpt) is presented.
INTRODUCTION
Optimization has proven to be an important stage in circuit design. Application fields where optimization techniques are used are nominal circuit design, design centering, worst-case design, device modelling, fault analysis, post production tuning . . .
In this paper we describe a computer program (CiOpt), developed to optimize the frequency response of linear lumped circuits, that is able to effectively help the designer in nominal circuit design and device modelling. Starting with a suitable circuit structure and initial element values, CiOpt computes the values of the elements chosen to be trimmed that best match the obtained and the desired frequency response.
DESCRIPTION
A graphical interface allows the user to enter the circuit description (Fig. 4) . Circuits may contain all types of circuit elements (R, L. C, controlled sources). Ideal and finite GB OpAmp models along with different macromodels for BJT and FET are also available.
As a part of the description process, the user may select appropriate frequency and impedance scaling values in order to minimize the inherent errors of any numerical procedure.
After this steps, a file containing a symbolic form of the equations resulting from the Modified Nodal Approach E11 is generated. After the circuit is described, the symbolic transfer function H(s) is obtained by interpolation on the unity circle [61. As a first step in the optimization process, the user may choose to get a plot of the magnitude of the frequency response over a specified range of frequencies. At this point, markers allow graphical input of samples of the desired response -along with their relative weights (Fig. 5 ) . This data will be used to compute the error function defined as _ _ 91-645128/92$03.00 0 1992 IEEE where qi is the weight of sample i , Ai is the desired and IH(joi)I the real value of the gain at the frequency wi. Ns is the number of samples.
Before starting optimization the designer may select up to 16 elements to be trimmed simultaniously.
CiOpt uses the following convergence criterion:
where n is the number of elements beingtrimmed. At each iteration step we will know, at least, the objective function value and the gradient g. This meang that at each point and for a given search direction s we have information about the function value ( F O ) and its slope: the directional derivative (DDO) computed as DDO = sT g.
As we will see next, there are multidimensional optimization methods that only provide information on the direction of the minimum. In this case it is necessary to have a method to find the magnitude of the first step to be taken in that search direction. Ciopt implements the following idea [21 for the first step and
Once a first step Ai is taken, we compute the new values of objective function ( F l ) Good enough : if the objective function has decreased and the magnitude of the slope has decreased by a factor greater than 10. a Too short. In this case, we linearly extrapolate to zero the slope of the function -assuming implicitly quadratic behaviour. The increase beyond the step just taken. A-hi is:
This extrapolation factor is limited to 4 to avoid excessively long steps.
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Too long. This means that the minimum lies between the two points. As we have four data items (FO, DDO, F1 and DD1 ) we are able to fit a cubic function and find analytically the minimum between the data points. The cubic interpolation step can be shown to be: This algorithm is described in DFD form in fig. 1 .
Please note that the description of all algorithms has been done to allow easy understanding of the substantial ideas. The real coding has been done slightly different in order to minimize computation time.
The Fletcher-Powell algorithm
This algorithm belongs to the class of quasi-Newton methods. It is known (41 that for quadratic functions
the step a that takes us to the global minimum when starting at an arbitrary point is obtained solving:
This expression turns out to be also a good approximation of any function if we are in the neighbourhood of a minimum. In this case H is the -positive definite-Hessian matrix.
There are several methods which avoid the explicit computation of second order derivatives (necessary to build the Hessian matrix) and the resolution of ( 6 ) . The idea _byhind this methods is to where qi = gi-gi-1.
The complete algorith!nl is described in figure 2. Initially we start with H = I. It follows that the first search direction used is steepest descent. All subsequent directions are tested to be descent directions. If not, the whole procedure is restarted by taking H-' = I. Note that DeltaF is computed to obtain the first step for the linear search -according to (2)-since the computed vector a is used as a search direction, instead of being used as the real step.
Tests performed on Rosenbrock's banana function show that restarting H-' = I every 3n iterations, where n is the number of parameters that are optimized simultaniously, improves the overall performance.
Modified Newton method (Levenberg-Marquard)
When optimizing the frequency response of linear circuits, it is possible to evaluate exact second order sensitivities by using the transpose system method without dramatically increasing the computation time [51, [61. We have implemented a procedure (HEval), which returns objective function value, gradient vector and Hessian matrix for a given parameter value.
With this exact values of first and second order sensitivities, the step to be taken a is computed -following the idea of the Levenberg-Marquard methodsolving
where v is a positive real parameter. Clearly if v=O, equation ( 8 ) reduces to Newton's method and taking v > > l we obtain an infinitesimal steepest descent step. When se.lecting an itermediate value, we obtain an interpolating vector between these extreme steps [31.
This method avoids the problems related to non positive definite Hessian matrix. In such cases, the search directions obtained by applying Newton's method may be ascent directions. When this happens, it is necessary to compute a new descent direction (the easiest one is steepest descent). If this situation appears repeatedly, the whole procedure converges as slow as a simple steepest descent strategy. By selecting an appropriate value of v we can force the eigenvalues of (H + VI) to be positive, avoiding the outlined difficulties.
In our implementation, the directional derivative of the objective function along a computed direction s is computed. If it turns to be positive, the value of v is repeatedly multiplied by DeltaV until a descent direction is obtained from ( 8 ) . In this way a descent direction which is nearest to the -theoretically bestNewton step is obtained. At each iteration where ( 8 ) already gives a descent direction, v is divided by the factor DeltaV. As we get closer t o the minimum, where the Hessian becomes positive definite, the value of v tends to zero as it is repeatedly divided by DeltaV, and applying ( 8 ) the optimum Newton step is taken.
PROGRAM HIGHLIGHTS
CiOpt has been written in Turbo-Pascal (V5.0). and runs on any IBM-PC or compatible with CGA, EGA o r VGA graphics card. A Math coprocessor may optionally be used to improve accuracy and speed.
Program features are :
User-friendly interface. (Graphical inputs, pull-down menus) All circuit elements are allowed. Up to 6 4 circuit elements may be entered.
Ideal and finite-GB OpAmp-models along with different macromodels for BJT and FET are also available. Maximum circuit order is 20. 16 elements may be trimmed simultaniously. and gradient) during progress.
Continuous information (including element values
High resolution plots, allowing graphical superposition.
-32 objective function values may be entered by positioning markers on the plots.
-Symbolic form of the transfer function H(s) is obtained.
-Flexible optimization (two optimization algorithms, user-definable convergence criterion, modifiable objective function, element values may be changed manually), with trial-and-error features.
EXAMPLE
An active low-pass fifth order Chebychew filter with 40' dB gain, 0.5 dB ripple and 80 KHz cutoff frequency is designed using well-known methods. Simulation including the finite GB OpAmp model (GB=lMHz, Ao=100 dB) shows very important distortion in the passband (Fig. 51 .
Selecting four elements to be trimmed, CiOpt reconstructed the desired response in 14 iterations (Fig. 6 ). This took 3 minutes on a 80286 machine with coprocessor.
A comparison between the implemented Levenberg-Marquard method and classical Newton's method is shown in figure 7 . The evolution of Fletcher-Powell's method is also shown. 
