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Abstract
A coupling method is used to obtain the explicit upper and lower bounds for convergence rates in strong
ergodicity for Markov processes. For one-dimensional diffusion processes and birth–death processes, these
bounds are sharp in the sense that the upper one and the lower one only differ in a constant.
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1. Introduction
Among various kinds of convergence for Markov processes, strong ergodicity has special
meaning and applications. The study of strong ergodicity for discrete time Markov chains may be
dated back to Doeblin [12,13] in the early 1930s. The condition is known as Doeblin’s condition
or Doeblin’s recurrence. This condition was developed for the so-called “drift conditions”. See
the books [2,4,20] for more details and more references there. For a recent comprehensive paper
on this topic, see [25].
In this paper, we are interested in quantitative estimates on the convergence in the strong
ergodicity sense. In past decades, many efforts have been made to study the estimates, for
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example [1] on finite randomwalks, [11] for Markov chains via Nash inequality. For this purpose,
we generalize the definition of strong ergodicity for Markov chains as in [19].
Let X t be a Markov process on Polish space (E, E) with transition function P(t, x, ·). Denote
by Pt the associated semigroup and L the generator of Pt . Suppose that the process admits a
stationary probability measure pi , such that for x ∈ E
‖P(t, x, ·)− pi‖Var → 0, as t →∞, (1.1)
where for probability measures µ, ν,
‖µ− ν‖Var := sup
| f |≤1
∣∣∣∣∫
E
f (y)µ(dy)−
∫
E
f (y)ν(dy)
∣∣∣∣ = 2 sup
A∈E
|µ(A)− ν(A)|.
Definition 1.1. A Markov process X t is called strongly ergodic if
∃ > 0 such that sup
x∈E
‖P(t, x, ·)− pi‖Var = O(e−t ), as t →∞. (1.2)
For γ ≥ 2, define
α(γ ) = sup
{
 ≥ 0 : sup
x∈E
‖P(t, x, ·)− pi‖Var ≤ γ e−t ,∀t ≥ 0
}
. (1.3)
Furthermore let α := α(∞) = limγ→∞ α(γ ).
In general, the coefficient γ in (1.3) may be less than 2, but this can only be true for the case
of finite state space. For infinite state space, supx∈E ‖P(t, x, ·)− pi‖Var = 2 when t = 0. For the
case of finite state space, α equals gap(L), the spectral gap of the Markov generator L in L2(pi),
provided that Pt is reversible. See Proposition 1.3 below.
In [19], we obtained some lower bounds of α for diffusion processes andMarkov chains, based
on the coupling methods. This paper will refine the lower bounds and also the upper bounds are
presented. In the next section, we give some general bounds for the convergence rates α(γ ). The
lower bounds are based on coupling methods, as in [19] and a more careful consideration. And
then the explicit bounds are given for concrete Markov process such as diffusions on manifolds
and Markov chains. In many cases, the upper bound and the lower one differ only in a constant.
To conclude this section, we give some remarks on the convergence rate α.
Remark 1.2. The convergence rate α > 0 is equivalent to that of the spectral gap of L in bB, the
space of bounded measurable functions with sup-norm ‖ · ‖
bB, see for example [25]. And also
we have
sup
x
‖P(t, x, ·)− pi‖Var = sup
x
sup
| f |≤1
|Pt f (x)− pi( f )| = sup
| f |≤1
sup
x
|Pt f (x)− pi( f )|
= sup
| f |≤1
‖Pt f − pi( f )‖
bB = ‖Pt − pi‖bB→bB.
Then it follows from (1.3) that
α = lim
t→∞−
1
t
log ‖Pt − pi‖
bB→bB. (1.4)
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In the light of Remark 1.2, what we are really concerned with is that the state spaces of the
processes are non-compact. In many compact cases, the convergence rate α happens to be the
same as the spectral gap of L in L2(pi). Denote by ‖ · ‖p→q the operator norm from L p(pi) to
Lq(pi). In fact, we have
Proposition 1.3. Assume that Pt is reversible and Pt (x, ·)  pi for t > 0, then gap(L) ≥ α. If,
in addition, Pt is ultracontractive (i.e. ‖Pt0‖1→∞ < ∞ for some t0 > 0), then α = gap(L).
Proof. Since for t > 0
‖Pt − pi‖∞→∞ = sup
‖ f ‖∞≤1
‖Pt f − pi( f )‖∞ = sup
| f |≤1
‖Pt f − pi( f )‖∞
≤ sup
| f |≤1
‖Pt f − pi( f )‖
bB = supx ‖P(t, x, ·)− pi‖Var,
it follows from the symmetry of Pt and (1.3) that for any γ ≥ 2,
‖Pt − pi‖1→1 = ‖Pt − pi‖∞→∞ ≤ γ e−α(γ )t .
Then a direct application of the interpolation theorem (cf. [21]) shows that
‖Pt − pi‖2→2 ≤ γ e−α(γ )t .
By Lemma 2.2 in [22], we get that gap(L) ≥ α(γ ) for any γ ≥ 2. Thus gap(L) ≥ α.
For the converse, note that for t ≥ t0,
‖Pt − pi‖∞→∞ ≤ ‖Pt − pi‖2→∞ ≤ ‖Pt0‖2→∞‖Pt−t0 − pi‖2→2
≤ ‖Pt0‖1→∞e−(t−t0)gap(L),
then α ≥ gap(L) by definition (1.4). 
For a (regular) diffusion process on a compact manifold or a finite Markov chain, the
ultracontractivity holds nevertheless. In these cases, the strong ergodicity is reduced to the
existence of a spectral gap. For the estimates of gap(L) in these cases, see [5,8,23].
The following example explains why we need to add γ in the definition (1.3), showing that γ
can be as large as possible even in the finite state space. This example originates in [6].
Example 1.4. Let Pt be a jump process on state space E = {0, 1, 2} with Q-matrix
Q =
−1 1 0n2 −(n2 + 1) 1
0 n2 −n2
 .
Then α = n2 − n + 1 and for n large enough,
sup
i
∑
j
|pi j (t)− pi j | ≥ n4 e
−(n2−n+1).
Proof. The assertion that α = n2−n+1 follows from Proposition 1.3 since the three eigenvalues
of −Q are λ0 = 0, λ1 = n2 − n + 1, λ2 = n2 + n + 1.
From [6, Example 1.5], we have
di j (t) := eλ1t (pi j (t)− pi j ) =
[
δi j − pi j + 1− e
(λ1−λ2)t
λ2 − λ1
(
qi j + λ1(δi j − pi j )
)]
,
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where δi j is the Kronecker symbol and pi = (1, n−2, n−4)/(1+ n−2 + n−4). So
d21(t) = − n
−2
1+ n−2 + n−4 +
1− e−2nt
2n
(
n2 − (n2 − n + 1) n
−2
1+ n−2 + n−4
)
≈ n
2
for n large enough. Then for n large enough,
sup
i
∑
j
|pi j (t)− pi j | ≥ d21(t)e−(n2−n+1) ≥ n4 e
−(n2−n+1). 
2. General bounds for α(γ )
We will use the following coupling method, for details, see [4, Chapter 5] or [18].
Let Xt = (X1t , X2t ) be a coupling Markov process with marginals distributed as (X t ). Denote
by Px1,x2 the coupling measure with X i0 = xi (i = 1, 2), and by Ex1,x2 the expectation with
respect to Px1,x2 . Define the coupling time
T = inf{t ≥ 0 : X1t = X2t },
and starting from time T , we can adopt the march coupling so that the two components will move
together. Then by the well known coupling inequality, we have
‖P(t, x1, ·)− P(t, x2, ·)‖Var ≤ 2Px1,x2 [T > t]
and since pi = pi Pt ,
‖P(t, x1, ·)− pi‖Var =
∥∥∥∥P(t, x1, ·)− ∫ P(t, x2, ·)pi(dx2)∥∥∥∥
Var
≤
∫
E
pi(dx2)‖P(t, x1, ·)− P(t, x2, ·)‖Var
≤ 2
∫
E
pi(dx2)Px1,x2 [T > t]. (2.1)
Therefore a coupling time gives us some information about the convergence rate in (1.1). More
precisely, by applying Chebyshev’s inequality in (2.1), we can get the following general lower
bounds for the exponential convergence rate α(γ ) in (1.3).
Theorem 2.1. Suppose that there exists λ > 0 such that
M := sup
x1,x2
Ex1,x2eλT < ∞,
then α ≥ α(γ ) ≥ λ with γ = 2M.
For the upper bounds, suppose that X t is a right continuous process. Let τA be the hitting time
for a closed A, i.e.
τA = inf {t ≥ 0 : X t ∈ A} ,
then XτA ∈ A.
Theorem 2.2. Suppose that X t is a right continuous process. If X t is strongly ergodic with α(γ )
given by (1.3) with γ ≥ 2, then for any closed A ⊂ E with pi(A) > 0,
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sup
x
ExτA ≤ inf
{
R
[
pi(A)− γ
2
e−α(γ )R
]−1 : R > 1
α(γ )
log
γ
2pi(A)
}
. (2.2)
In particular,
α(γ ) ≤
[
2
pi(A)
log
γ
pi(A)
](
sup
x
ExτA
)−1
. (2.3)
Proof. Since X t is strongly ergodic, it follows from (1.3) that for γ ≥ 2
sup
x∈E
‖P(t, x, ·)− pi‖Var ≤ γ e−α(γ )t , (2.4)
then for all t ≥ 0 we have
inf
x
P(t, x, A) ≥ pi(A)− γ e−α(γ )t/2.
Set ξ(t) = pi(A)− γ e−α(γ )t/2. Choose any R > 0 such that ξ(R) > 0 and note that
{τA > t} =
{
Xs ∈ Ac, 0 ≤ s ≤ t
}
.
Using the Markov property, for n ≥ 1 and x ∈ Ac we have
Px {τA > nR} = Px
{
Xs ∈ Ac, 0 ≤ s ≤ nR
} ≤ Px {XkR ∈ Ac, 1 ≤ k ≤ n}
≤ Px {XR ∈ Ac}× n∏
k=2
P[XkR ∈ Ac|X(k−1)R ∈ Ac]
≤ (1− ξ(R))n .
Thus for any x ∈ Ac, we have
ExτA =
∫ ∞
0
Px (τA > t)dt ≤ R +
∞∑
n=1
∫ (n+1)R
nR
Px (τA > nR)dt
≤ R +
∞∑
n=1
(1− ξ(R))nR = R
ξ(R)
< ∞.
This plus the fact that ExτA = 0 for x ∈ A implies (2.2). By setting R = 1α(γ ) log γpi(A) , we
obtain (2.3) from (2.2). 
3. Diffusion processes
We begin with the diffusion process on the half-line [0,∞). Let X t be a diffusion process
on [0,∞) with reflecting boundary at 0, having the diffusion operator L = a(x) d2
dx2
+ b(x) ddx
with a > 0, b continuous on (0,∞). Let C(x) = ∫ x0 b(t)a(t)dt . Suppose that the diffusion is non-
explosive in Feller’s sense:∫ ∞
0
e−C(x)dx
∫ x
0
a(y)−1eC(y)dy = ∞, (3.1)
and ergodic:
Z :=
∫ ∞
0
a(x)−1eC(x)dx < ∞. (3.2)
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Let pi(dx) = (Za(x))−1eC(x)dx be the invariant probability measure.
Lemma 3.1. Let A = [0, r ] with r > 0 and Sr =
∫∞
r e
−C(y)dy
∫∞
y a(z)
−1eC(z)dz, then
supx≥0 ExτA = Sr and Exτ nA ≤ n!Snr .
Proof. It is known (see, for instance, [16, Chapter 15]) that un(x) := Exτ nA is the unique bounded
solution of
Lu1(x) = −1, for x > r; u1(x) = 0, for x ≤ r
and
Lun(x) = −nun−1(x), for x > r; un(x) = 0, for x ≤ r,
which can be solved as for x > r ,
u1(x) =
∫ x
r
e−C(y)dy
∫ ∞
y
a(z)−1eC(z)dz
and
un(x) = n
∫ x
r
e−C(y)dy
∫ ∞
y
a(z)−1eC(z)un−1(z)dz.
Hence we can deduce the estimates inductively. 
Theorem 3.2. Suppose that δ := S0 =
∫∞
0 e
−C(y)dy
∫∞
y a(z)
−1eC(z)dz < ∞ and let r0 be the
unique solution of δ = 2 ∫ r0 e−C(y)dy ∫∞y a(z)−1eC(z)dz. Then for any γ ≥ 2,
α(γ ) ≤
[
4
pi([0, r0]) log
γ
pi([0, r0])
]
δ−1,
and for any γ > 2, α(γ ) ≥ δ−1(1− 2/γ ), so that α ≥ δ−1.
Proof. Suppose that X t is strongly ergodic, then for any A = [0, r ] with r > 0, it follows from
Theorem 2.2 that for any γ ≥ 2
sup
x≥0
ExτA ≤
[
2
pi(A)
log
γ
pi(A)
]
α(γ )−1.
Thus by Lemma 3.1,
α(γ ) ≤
[
2
pi(A)
log
γ
pi(A)
](
δ −
∫ r
0
e−C(y)dy
∫ ∞
y
a(z)−1eC(z)dz
)−1
.
For the specific r0, we get that
α(γ ) ≤
[
4
pi([0, r0]) log
γ
pi([0, r0])
]
δ−1.
Conversely, suppose that δ < ∞. Let (X1t , X2t ) be the coupling by reflection of the L-diffusion
process and T the coupling time. That is (X1t , X
2
t ) is an L¯-diffusion on [0,∞)× [0,∞) with
L¯ =
2∑
i, j=1
Ai j
∂2
∂i j
+
2∑
i=1
Bi
∂
∂i
,
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where for x 6= y
A =
(
a(x) −√a(x)a(y)
−√a(x)a(y) a(y)
)
, B =
(
b(x)
b(y)
)
.
(Cf. [7].)
Let T2 = inf
{
t ≥ 0 : X2t = 0
}
. By the order-preserving property of this coupling, we have
X1t ≤ X2t ,Px1,x2 -a.s. for x1 ≤ x2. Hence T2 ≥ T,Px1,x2 -a.s. for x1 ≤ x2. It follows from
Lemma 3.1 that
Ex1,x2T n ≤ Ex1,x2T n2 = Ex2T n2 ≤ n!δn .
For any λ < δ−1, we have
Ex1,x2eλT =
∞∑
n=0
λnEx1,x2T n
n! ≤
∞∑
n=0
(λδ)n = (1− λδ)−1 < ∞,
which by Theorem 2.1 implies that α(γ ) ≥ δ−1(1− 2/γ ) for any γ > 2. Thus α ≥ δ−1. 
Now we turn to the diffusion processes on Riemannian manifolds. The key idea behind this is
to compare with the radial processes.
Let (M, g) be a d-dimensional connected complete Riemannian manifold with boundary ∂M
which is either empty or convex. Assume that RicM ≥ −Kg for some K ∈ R. Let d, D and ρ
denote respectively the dimension, diameter and Riemannian distance.
Let L = ∆ + ∇V for some V ∈ C2(M), and X t be the L-diffusion process on M with
reflecting boundary if ∂M 6= ∅. We assume that X t is non-explosive. Assume further that X t
is ergodic, that is Z := ∫M eV (x)dx < ∞, and denote by pi(dx) = Z−1eV (x)dx the invariant
distribution of X t . Let K (V ) = inf {r : HessV − RicM ≤ r}. Denote by cut(x) the cut locus of x
and define
σ(r) = sup {〈∇ρ(x, ·)(y),∇V (y)〉 + 〈∇ρ(·, y)(x),∇V (x)〉 : ρ(x, y) = r, y 6∈ cut(x)}
for r ∈ (0, D] and set σ(0) = 0. Next, set K+ = max {0, K } , K− = (−K )+ and choose
η ∈ C[0, D] such that
η(r) ≥ min
{
K (V )r, 2
√
K+(d − 1) tanh
[
2
r
√
K+/(d − 1)
]
− 2
√
K−(d − 1) tan
[
2
r
√
K−/(d − 1)
]
+ σ(r)
}
.
Finally, define
C(r) = exp
[∫ r
0
η(s)ds/4
]
, r ∈ [0, D],
and let
δ(M) = 1
4
∫ D
0
C(s)−1ds
∫ D
s
C(u)du.
Theorem 3.3. For any γ > 2, α(γ ) ≥ δ(M)−1(1− 2γ−1) and hence α ≥ δ(M)−1.
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Proof. Let (X1t , X
2
t ) be the coupling by reflection of the L-diffusion process with reflecting
boundary if ∂M 6= ∅. (Cf. [17,10].) Then we have
dρ(X1t , X
2
t ) ≤ 2
√
2dbt + η(ρ(X1t , X2t ))dt, (3.3)
where bt is a one-dimensional Brownian motion (see [8,23]).
Let Z t be a diffusion process on [0, D) such that
dZ t = 2
√
2dbt + η(Z t )dt,
then Z t ≥ ρ(X1t , X2t ) provided Z0 ≥ ρ(X10, X20). When D < ∞, then Z t is reflected in D. If we
set τ0 = inf {t ≥ 0 : Z t = 0} and note that T = inf
{
t ≥ 0 : ρ(X1t , X2t ) = 0
}
, then T ≤ τ0.
Since Z t is a diffusion process with generator L = 4 d2dx2 +η(x) ddx , it follows from Lemma 3.1
that Ezτ n0 ≤ n!δ(M)n . Thus Ex1,x2T n ≤ n!δ(M)n for any n ≥ 1.
The rest of proof is just the same as in Theorem 3.2. 
To obtain the upper bound for α by Theorem 2.2, we need to estimate the lower bound
for the moment of hitting time to some geodesic ball. Similar arguments are used in [24] to
estimate the moment of hitting time to the sphere from inside of a geodesic ball. Fix o ∈ M , let
ρ(x) = ρ(o, x) be the distance of x to o. For p > 0, let Bp = B¯(o, p) be the closed geodesic
ball, and τp = τBp . Define for r ≥ p
β(r) = inf {∆ρ(x)+ 〈∇V (x),∇ρ(x)〉 : ρ(x) = r} ,
Ψ(r) = exp
[∫ r
p
β(s)ds
]
.
Set for 0 ≤ r ≤ p, G(r) = 0 and for r ≥ p
G(r) =
∫ r
p
Ψ(s)−1ds
∫ D
s
Ψ(u)du, (3.4)
then we have
Theorem 3.4. Assume that G(D) < ∞. For any γ ≥ 2 and p > 0,
α(γ ) ≤
[
2
pi(Bp)
log
γ
pi(Bp)
]
G(D)−1. (3.5)
Proof. By assumption, a direct computation shows that for x 6∈ Bp
L(G ◦ ρ)(x) = G ′′ ◦ ρ(x)+ G ′ ◦ ρ(x)∆ρ(x)+ 〈∇V,∇ρ〉(x)G ′ ◦ ρ(x) ≥ −1.
Thus for x 6∈ Bp, we have
ExG ◦ ρ(X t∧τp ) = G ◦ ρ(x)+ Ex
∫ t∧τp
0
LG ◦ ρ(Xs)ds ≥ G ◦ ρ(x)− Ex [t ∧ τp].
Note that τp < ∞, a.s. by ergodicity and G(p) = 0. By letting t → ∞, we get that
Exτp ≥ G ◦ ρ(x), so that supx Exτp ≥ G(D). The proof is completed by Theorem 2.2. 
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Corollary 3.5. Set
β̂(r) = inf {〈∇V (x),∇ρ(x)〉 : ρ(x) = r} ,
J (r) =
sin
√
kr, for k > 0,
r, for k = 0,
sinh
√−kr, for k < 0,
where k is the sectional curvature. Then (3.5) holds with Ψ(r) replaced by
Ψ̂(r) = J (r)d−1 exp
[∫ r
p
β̂(s)ds
]
, r ≥ p.
Proof. Since by [3, pp. 69–96],
∆ρ(x) ≥ (d − 1)J ′(ρ(x))/J (ρ(x)), x 6∈ Bp,
then
β(r) ≥ (d − 1)J ′(ρ(x))/J (ρ(x))+ β̂(r),
so that (3.5) follows with Ψ replaced by Ψ̂ . 
The following example shows that the lower and upper bounds can be sharp in some sense
even in higher dimension cases.
Example 3.6. Let M = Rd , V (x) = −|x |c and L = ∆ + ∇V · ∇, then the process is strongly
ergodic if and only if c > 2.
Proof. Obviously K = 0 and K (V ) = 0. Assume first that c > 2. Set X = ∇ρ(·, y)(x), Y =
∇ρ(x, ·)(y) and Zx = ρ(0, x)∇ρ(0, ·)(x), then X + Y = 0, |X | = 1 and
〈X, Zx 〉 + 〈Y, Z y〉 = ρ(x, y). (3.6)
Thus
σ(r) = −c inf
{
ρ(0, x)c−2〈X, Zx 〉 + ρ(0, y)c−2〈Y, Z y〉 : ρ(x, y) = r
}
. (3.7)
By symmetry in (3.7), we can assume that ρ(0, x) ≥ ρ(0, y). Then 〈X, Zx 〉 ≥ 〈Y, Z y〉 ≥ r/2,
so that 〈X, Zx 〉 ≥ r/2 and by the triangle inequality
ρ(0, x) ≥ 1
2
(ρ(0, x)+ ρ(0, y)) ≥ 1
2
ρ(x, y) = r
2
.
Therefore,
σ(r) ≤ −cρ(0, x)c−2r ≤ −cr
(r
2
)c−2 = −22−ccrc−1. (3.8)
The upper bound in (3.8) can be attained in case that ρ(0, x) = ρ(0, y) = r/2 (so that 0, x, y
are on a line). So we can choose η(r) = σ(r) so that for c > 2
δ(M) = 1
4
∫ ∞
0
e(r/2)
c
dr
∫ ∞
r
e−(s/2)cds < ∞
and thus α ≥ δ(M)−1.
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On the other hand, we apply Corollary 3.5 to β̂(r) = −crc−1 and J (r) = r , so that
Ψ̂(r) = rd−1e−rc . Then for p > 0,
G(∞) =
∫ ∞
p
r1−dercdr
∫ ∞
r
sd−1e−scds
which is finite if and only if c > 2, since∫ ∞
r
sd−1e−scds = O(rd−ce−rc ), as r →∞. 
4. Markov chains
In this section, first we will improve Theorem 2.1 in the context of Markov chains, and then
apply it to birth–death processes to get the explicit lower and upper bounds.
Let X t be a regular irreducible Markov chain on a countable state space E with q-matrix
Q = (qi j ). Let Xt be a coupling process with q-matrix Q˜ = (q˜(i j)(kl)) and T be the coupling
time.
The following estimation lemma can be proved in a more general situation. See [9, Theorem
5.18].
Lemma 4.1. For any coupling Xt , let M := supi1,i2 Ei1,i2T , then supi1,i2 Ei1,i2T n ≤ n!Mn .
In the light of Lemma 4.1, we can easily deduce the following improved result from
Theorem 2.1.
Theorem 4.2. If M := supi1,i2 Ei1,i2T < ∞, then α(γ ) ≥ M−1(1− 2/γ ) for γ > 2, and hence
α ≥ M−1.
Proof. For any λ < M−1, it follows from Lemma 4.1 that
Ei1,i2eλT =
∞∑
n=0
λnEi1,i2T n
n! ≤
∞∑
n=0
λnMn = (1− λM)−1 < ∞,
which by Theorem 2.1 implies that α(γ ) ≥ M−1(1−2/γ ) for γ > 2, and hence α ≥ M−1. 
Lemma 4.3. Let D be an absorbing set for Q = (qi j ), that is, qi = 0 for i ∈ D. Suppose that∑
j∈D qi j ≥ β for i ∈ Dc, then supi∈E EiτD ≤ β−1.
Proof. Let xi = EiτD, i ∈ E , then (xi , i ∈ E) is the non-negative minimal solution of
xi = 1qi
∑
k 6=i
qikxk + 1qi , i 6∈ D, and xi = 0, i ∈ D.
Let yi = 1/β, i 6∈ D and yi = 0, i ∈ D, then for i 6∈ D,
1
qi
∑
k 6=i
qik yk + 1qi =
1
qi
∑
k 6=i,k∈Dc
qik yk + 1qi ≤
1
βqi
(qi − β)+ 1qi =
1
β
= yi .
It follows from the comparison theorem (cf. [15, Chapter 1]) that xi ≤ 1/β,∀i ∈ E . 
By using Lemma 4.3 and Theorem 4.2, we can improve Griffeath’s theorem [14] and get an
estimate of α.
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Theorem 4.4. For any coupling Q˜ = (q˜(i j)(kl)), let βi j := ∑k∈E q˜(i j)(kk) and β = infi 6= j βi j ,
then α ≥ β.
As so far, the above results can be extended to general jump processes, which is not presented
here to avoid a complicated statement.
For the independent or classical couplings, we will see that M < ∞ is also necessary for the
original process to be strongly ergodic. To prove this, we need the following lemma.
Lemma 4.5. For i = 1, 2, let µi , νi be the probability measures on the measurable spaces Ei ,
we have
‖µ1 × µ2 − ν1 × ν2‖Var ≤ ‖µ1 − ν1‖Var + ‖µ2 − ν2‖Var. (4.1)
Proof. For any f : E1 × E2 → R with | f (x, y)| ≤ 1, we have∣∣∣∣∫
E1×E2
f (x, y)dµ1(x)dµ2(y)−
∫
E1×E2
f (x, y)dν1(x)dν2(y)
∣∣∣∣
≤
∣∣∣∣∫
E1×E2
f (x, y)dµ1(x)dµ2(y)−
∫
E1×E2
f (x, y)dν1(x)dµ2(y)
∣∣∣∣
+
∣∣∣∣∫
E1×E2
f (x, y)dν1(x)dµ2(y)−
∫
E1×E2
f (x, y)dν1(x)dν2(y)
∣∣∣∣
≤
∫
E2
dµ2
∣∣∣∣∫
E1
f (x, ·)dµ1(x)−
∫
E1
f (x, ·)dν1(x)
∣∣∣∣
+
∫
E1
dν1
∣∣∣∣∫
E2
f (·, y)dµ2(y)−
∫
E2
f (·, y)dν2(y)
∣∣∣∣
≤
∫
E2
‖µ1 − ν1‖Vardµ2 +
∫
E1
‖µ2 − ν2‖Vardν1
= ‖µ1 − ν1‖Var + ‖µ2 − ν2‖Var. 
Theorem 4.6. Let T be the coupling time for the independent coupling or the classical coupling,
then the original process X t is strongly ergodic if and only if M := supi1,i2 Ei1,i2T < ∞.
Proof. Since the coupling times for the independent coupling and the classical coupling have
the same distribution, we consider the independent coupling only. Let Xt = (X1t , X2t ) be the
independent coupling of X t , that is, X1t , X
2
t are independent copies of X t . By Lemma 4.5,
we have that Xt is also strongly ergodic, so that the assertions follow from Theorems 4.2 and
2.2. 
Now we apply Theorem 4.2 to birth–death processes. Consider a birth–death process ai >
0 (i ≥ 1), bi > 0 (i ≥ 0) on E = Z+. Let µ0 = 1, µn = b0b1 · · · bn−1/a1a2 · · · an and assume
the process is ergodic, i.e.
∞∑
n=0
1
µnbn
n∑
k=0
µk = ∞ and
∞∑
n=0
µn < ∞. (4.2)
Let µ =∑∞n=0 µn , then pii = µi/µ is the stationary distribution.
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It is proved in [26] that the process is strongly ergodic if and only if
S :=
∞∑
i=0
1
µibi
∞∑
j=i+1
µ j < ∞.
See also [27] for the drift condition method, and [19] for the coupling method. In [19], we
obtained the lower bound that α ≥ (eS)−1.
Theorem 4.7. For any γ ≥ 2, α(γ ) ≤ [2µ log(γµ)]S−1 and for any γ > 2, α(γ ) ≥
(1− 2γ−1)S−1. Hence α ≥ S−1.
Proof. The upper bound comes from Theorem 2.2 (or (2.3)) with A = {0} and the facts that
pi(A) = pi0 = 1/µ and Eiτ0 =∑i−1j=0 1µ jb j ∑∞k= j+1 µk .
For the lower bound of α, we consider the classical coupling (X1t , X
2
t ) of two copies of the
process, whose generator Lc is
Lc f (i1, i2)
=
[ai1( f (i1 − 1, i2)− f (i1, i2))+ bi1( f (i1 + 1, i2)− f (i1, i2))]+ [ai2( f (i1, i2 − 1)− f (i1, i2))+ bi2( f (i1, i2 + 1)− f (i1, i2))], i1 6= i2;ai1( f (i1 − 1, i2 − 1)− f (i1, i2))+ bi1( f (i1 + 1, i2 + 1)− f (i1, i2)), i1 = i2.
Let f (i1, i2) =∑i2−1k=0 1µkbk ∑∞j=k+1 µ j , then a direct computation shows that
Lc f (i1, i2) = −1.
Hence
Ei1,i2 f (X1t∧T , X2t∧T ) = f (i1, i2)+ Ei1,i2
∫ t∧T
0
Lc f (X1s , X
2
s )ds
≤ S − Ei1,i2(t ∧ T ).
Letting t →∞, we have
Ei1,i2T ≤ S.
Thus it follows from Theorem 4.2 that α(γ ) ≥ M−1(1 − 2/γ ) for γ > 2, and hence
α ≥ M−1. 
Finally, we present two examples to illustrate the results.
Example 4.8. Let pii , i ∈ E , be a probability distribution on E . Consider Q = (qi j ) with
qi j = pi j for i 6= j and qi = 1− pii . Then α = 1.
Proof. We use the basic coupling. Note that for i 6= j
βi j = qi j + q j i +
∑
k 6=i, j
qik ∧ q jk = pi j + pii +
∑
k 6=i, j
pik = 1,
so that α ≥ 1 by Theorem 4.4. On the other hand, since the Dirichlet form
D( f, f ) = 1
2
∑
i, j
piiqi j ( f j − fi )2 = 12
∑
i, j
piipi j ( f j − fi )2 =
∑
i
pii f
2
i −
(∑
i
fi
)2
,
then gap(L) = 1. Thus α = gap(L) = 1 by Proposition 1.3. 
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Example 4.9. Consider Q = (qi j ) on Z+ with q0i = bi > 0, qi0 = qi > 0, i ≥ 1, q0 =∑
i bi < ∞ and qi j = 0 for other i 6= j , then the chain is strongly ergodic if and only if
infi qi > 0, furthermore α ≥ infi qi .
Proof. It is easy to check that Eiτ0 = 1/qi , i ≥ 1, so that the chain is strongly ergodic if and
only if infi≥1 qi > 0. Next note that
βi j =
qi + bi , j = 0, i > 0,q j + b j , i = 0, j > 0,qi ∧ q j , i > 0, j > 0,
then α ≥ infi qi by Theorem 4.4. 
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