We show that transitive closure logic (FO + TC) is strictly more powerful than deterministic transitive closure logic (FO + DTC) on nite (unordered) structures. In fact, on certain classes of graphs, such as hypercubes or regular graphs of large degree and girth, every DTC-query is bounded and therefore rst order expressible. On the other hand there are simple (FO + pos TC) queries on these classes that cannot be de ned by rst order formulae.
Introduction and Main Theorem
The transitive closure query, denoted TC, is one of simplest and most fundamental queries that require some kind of recursion. It assigns to a binary relation E its re exive and transitive closure TC(E). It is well known that TC is not expressible in rst order logic (FO), in fact not even in monadic 1 1 (see Fagin (1975) ). On the other hand, almost every conceivable logic or database query language with recursive constructs will be able to de ne some kind of transitive closure. In fact, TC is one of the common examples that are usually given when extensions of rst-order logic such as xpoint logic (FO + LFP) or query languages like Datalog are introduced. Immerman (1987) has introduced several variants of transitive closure logics. These logics extend rst order logic by transitive closure operators which build new formulae from old ones.
De nition 1 Let '( x; y) be a formula containing the 2k free variables x = x 1 ; : : :; x k and y = y 1 ; : : :; y k and let u and v be two k-tuples of terms. Then TC x; y '( x; y)]( u; v) is also a formula which says that the pair ( u; v) is contained in the re exive, transitive closure of the binary relation on k-tuples that is de ned by '.
We will also consider the symmetric transitive closure operator STC, de ned by STC x; y '( x; y)]( u; v) TC x; y '( x; y) _ '( y; x)] ( u; v) and the deterministic transitive closure operator DTC, de ned by To appear in Information and Computation. A preliminary version of this paper has appeared under the title Deterministic versus Nondeterministic Transitive Closure Logic in the Proceedings of 7th Annual IEEE Symposium on Logic in Computer Science, Santa Cruz (1992) .
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The logics (FO + TC), (FO + STC) and (FO + DTC) are obtained by increasing the syntax of rst order logic by these additional rules for building formulae. Note that transitive closure logics are closed under the usual rst order operations. We thus can build Boolean combinations of TC-formulae, we can nest TC-operators, etc. The positive fragments of these logics, (FO + pos TC), (FO + pos STC) and (FO + pos DTC) contain those formula where the transitive closure operators occur only positively.
Immerman was interested in these logics, because they provide characterizations of logspace complexity classes. We say that a logic L captures a complexity class C on a class of nite structures O, if the queries on O that are expressible in L coincide with the queries on O in the complexity class C. Logical characterizations are known for all major complexity classes, but for Ptime and below they only hold on the class of ordered nite structures, i.e. the structures that contain among their relations a total ordering < of the universe (and/or a successor relation). Gurevich (1988) and Immerman (1989) give surveys on this topic. Immerman (1987) Here, SymLogspace denotes the class of languages accepted by symmetric Turing machines with logarithmic space. Symmetric Turing machines are nondeterministic Turing machines with symmetric transition relation; if the machine can move from con guration C to con guration C 0 , then also from C 0 to C. A perhaps more natural de nition is that SymLogspace is the class of all problems that are log-space reducible to the reachability problem on undirected graphs. To be precise, Immerman's original proof only showed that (FO + pos TC) captures Nlogspace. However, the result of Immerman (1988) and Szelepcs enyi (1988) that Nlogspace is closed under complementation then implied that, on ordered structures, (FO + pos TC) = (FO + TC).
It is well-known that Theorem 1 fails on unordered structures. For example, (FO + TC) is unable to express: \the cardinality of the universe is even", a query that clearly is in Logspace. In fact this query is not expressible even in much more powerful languages, such as xpoint logic, partial xpoint logic (also denoted while), and the in nitary logic L ! 1! . For more results on the structure of (FO + TC), we refer to Gr adel (1991) and Gr adel, McColm (1992) .
In this paper we investigate the power of deterministic transitive closure logic on unordered nite structures. We shall prove that on certain classes of nite graphs, (FO + DTC) collapses to rst-order logic, but (FO + pos STC) but does not. For this purpose we will discuss di erent criteria that imply that every path arising from the evaluation of a DTC-formula has bounded length and thus yield the collapse of (FO + DTC) to rst-order logic.
The simplest case occurs when every set of nodes can be embedded in a \small" xed point set of a subgroup of the automorphism group. This means that given any xed collection of nodes, only a bounded number of the other nodes are uniquely determined. As a consequence, every DTC-path must remain inside an area of bounded size. We call a class of graphs that satis es this criterion exible. There exists a simple exible class of graphs, the so-called double graphs, due to Immerman (1992) , which su ces to separate (FO + DTC) from (FO + TC).
We will then describe a di erent criterion, the`short path criterion' which is more complicated to state, but more liberal and therefore more convenient on natural classes of graphs. It exploits the local character of rst-order formulae. We will introduce this criterion in section 4 and prove, using Gaifman's Theorem, that every (FO + DTC) query on a class of graphs that satis es the short path criterion is in fact rst-order expressible.
The most important class that satis es the short path criterion is the class of all hypercubes; another example is provided by regular graphs of large degree and girth. On the other side it is easy to nd (FO + pos STC) queries on these classes that are not in rst-order logic. In particular, we conclude Theorem 2 (FO + DTC) is strictly weaker than (FO + pos STC). In particular, deterministic transitive closure logic has strictly less expressive power than (nondeterministic) transitive closure logic.
This result has been independently proved by Immerman (1992) . Incidentally, we consider graph queries for expository reasons only. The results of sections 3 and 4 apply to all classes of relational structures, using Gaifman's notion of distance (Gaifman (1982) ).
Theorem 1 shows that it is probably di cult to extend the separation of deterministic from nondeterministic transitive closure logic to ordered nite structures: such a result would imply that Logspace 6 = Nlogspace. Actually, ordered structures are rigid, so the automorphism properties we rely on break down on ordered structures.
Remark. This is one of two papers resulting from a joint project investigating expressibility properties of (FO + TC)-like languages on nite (unordered) structures. In the other (see Gr adel, McColm (1992) ), we use some rather contrived graphs to establish a Hierarchy Theorem on (FO + TC) and L ! 1! which implies, among other things, that (FO + pos TC) is not closed under negations, and that the hierarchy generated by counting interleavings of TC and : does not collapse (thus con rming a conjecture in Immerman (1987) ). Since we nd here, that (FO + pos DTC) = (FO + DTC) | and hence the hierarchy generating interleavings of DTC and : does collapse | the Hierarchy Theorem also implies that (FO + DTC) 6 = (FO + TC).
However, the techniques in Gr adel, McColm (1992) do not really tell us very much about the expressive power of the DTC operator on structures that are not particularly uniform. In particular they do not give us the collapse of (FO + DTC) to rst-order logic on natural (and much-studied) classes like hypercubes.
Deterministic and symmetric transitive closures
We rst show a few elementary relationships between transitive closure logics:
Theorem 3 Proof. (i) A negated DTC-formula : DTC x; y '( x; y)]( a; b) can be expressed in (FO + pos DTC) by a formula which says that the deterministic path starting at a that is de ned by the formula '( x; y)^( y 6 = b) is the same as the path de ned by '( x; y). The formula ( u; z; b) says that the deterministic '-path leaving u reaches z without passing through b.
We distinguish three possibilitites: The path along '-arcs leaving a will eventually reach a vertex without an outgoing arc, or a vertex with more than one outgoing arc, or it will reach a cycle. Thus
: DTC x; y '( x; y)]( a; b)
is equivalent to
which is in (FO + pos DTC).
(ii) We claim that a formula DTC x; y ( x; y)]( a; b) is equivalent to STC x; y ( x; y)]( a; b) where ( x; y) ( x; y)^(8 z)( ( x; z) ! z = y)^ x 6 = b: It is clear that DTC x; y ( x; y)]( a; b) implies STC x; y ( x; y)]( a; b). Conversely, suppose that STC x; y ( x; y)]( a; b) is true; then there exist elements a = z 0 ; z 1 ; : : :; z r?1 ; z r = b such that for all i < r, either
It su ces to show that for all i, the rst of the two formulae is satis ed. If not, there would exist a minimal i < r such that ( z i+1 ; z i ) is true. But then ( z i+1 ; z i+2 ) cannot be true, otherwise z i+1 would have out-degree greater than one; it follows that ( z j+1 ; z j )^ z j+1 6 = b must hold for all j i, in particular for j = r ? 1. But this cannot be the case because z r = b.
(iii) The inclusion (FO + pos STC) (FO + pos TC) follows immediately from the de nitions.
Flexible structures
To prove that on a class C of graphs, (FO + DTC) collapses to rst-order logic, it su ces to show that all paths arising from the evaluation of a DTC-formula on a graph G 2 C are short, i.e., that their length is bounded by a constant that depends only on the formula, but not on the graph.
In this section we exhibit a simple su cient criterion for this, and show that it is powerful enough to separate (FO + DTC) from (FO + TC). Intuitively this criterion requires that every set of nodes is contained in a \small" xed point set of a subgroup of the automorphism group.
De nition 2 Let G = (V; E) be a graph. We call a set of nodes U V stable if for every node v 6 2 U there exists an automorphism of G pointwise xing U with v 6 = v.
Note that a set is stable if and only if it is the set of xed points of a subgroup of Aut(G).
Indeed, for every U V we denote by A U the group of all automorphisms of G that x U pointwise. In turn, we de ne the set FP(U) = fu 2 V : (8a 2 A U )au = ug of all xed points of A U . Obviously U FP(U) for all U, and U is stable if and only if U = FP(U). Moreover FP(U) is the smallest stable set containing U.
We start with the following observation.
Lemma 4 Let G be a graph and U a stable set of nodes. Then every path that starts inside U and which is de ned by a DTC-formula must remain inside U. More precisely, for every formula '( x; y) whose constants are (interpreted by nodes) in U and for all u 1 : : :; u k 2 U the following holds:
G j = DTC x; y ']( u; v) =) v 1 ; : : :; v k 2 U:
Proof. Suppose that G j = '( u; v) where u 1 : : :; u k 2 U but v i 6 2 U for some i. Choose an automorphism xing U with v i 6 = v i for that i. Since xes u and all constants occurring in ', it follows that also G j = '( u; v) and therefore G j = : DTC x; y ']( u; v).
De nition 3 For any function g : N ! N, we say that a graph G = (V; E) is g-exible if jFP(U)j g(jUj) for every set U V . This means that every node set U is contained in a stable set of cardinality at most g(jUj). A class C of graphs is called exible if all its graphs are g-exible for some xed function g.
Theorem 5 Let C be exible. Then every (FO + DTC)-query on C is expressible in rst-order logic.
Proof. Suppose that there exists a function g(n) such that every graph G 2 C is g-exible. Let ' be a rst-order formula with free variables x = x 1 ; : : :; x k and y = y 1 ; : : :; y k and possibly additional free variables z 1 ; : : :; z`. We claim that for every graph G 2 C and every interpretation of z 1 : : :; z`by nodes of G, the length of every path arising from the evaluation of the formula DTC x; y ']( u; v) has length at most r = g(k +`)] k . Indeed, the path de ned by ' that starts at a k-tuple u remains inside the smallest stable set containing u 1 ; : : :; u k and z 1 : : :; z`. This set has at most g(k +`) elements; the set of k-tuples over this set and thus the length of the path is therefore bounded by r. Since r depends only on ', the DTC-formula can be unfolded to a rst-order formula.
The collapse of (FO + DTC) to FO now follows by induction on the complexity of (FO + DTC)-formulae.
The notion of exibility leads to very simple classes of structures on which (FO + DTC) collapses to FO, but (FO + TC) does not. Probably the most simple ones are due to Immerman (1992) ; they consist of what we call double graphs.
De nition 4 Let G = (V; E) be a (directed or undirected) graph. Then we denote by 2G the graph with vertex set V 0 = V f0; 1g and edge predicate E 0 = f(x; i)(y; j) j (x; y) 2 Eg.
Proposition 6 Let C be any class of graphs. Then 2C := f2G j G 2 Cg is exible. Proof. The partner of a node u = (u; i) in a double graph 2G is the nodeû = (u; 1?i). Note, that switching any node with its partner is an automorphism of 2G. Given any set U = fu 1 ; : : :; u n g in 2G, the set consisting of u 1 ; : : :; u n and their partners is stable. Therefore every double graph is 2n-exible.
Theorem 7 On nite graphs, (FO + DTC) ( (FO + pos STC).
Proof. Let C be the class of all cycles and pairs of cycles. Then easily Connectivity is (FO + pos STC)-expressible but not FO-expressible on 2C.
The short path criterion
While exible classes su ce to separate (FO + DTC) from (FO + TC), natural graphs tend not to be exible. To consider the power of the DTC operator on classes of graphs that occur in practice, it is desirable to have a more liberal requirement than exibility. We present here such a criterion.
In the previous section we used the fact that no deterministic path can leave a set U with the property, that for every node v outside U there exists another node w which is indiscernible from v. \Indiscernibility" meant that v is mapped to w by an automorphism of G that xes U pointwise.
But given the local character of rst-order formulae, a weaker notion of indiscernibility also su ces:
If su ciently large neighbourhoods of v and w are isomorphic via an isomorphism that xes U, then rst-order formulae with constants in U (whose arity and quanti er depth are small compared to the radius of the neighbourhoods) cannot distinguish between v and w, so also in this case, any deterministic path de ned by such formulae cannot leave U.
We will use a result by Gaifman (1982) stating that rst-order formulae can express only local properties.
De nition 5 Let G = (V; E) be an undirected graph, and let d(u; v) denote the usual edge-distance between nodes u and v. For r 2 N and a tuple v = v 1 ; : : :; v k of nodes, the r-neighbourhood around v is the subgraph N r ( v) induced by S i k fu j d(u; v i ) rg. Note that r-neighbourhoods are rst-order de nable for every xed r 2 N, so we can introduce the bounded quanti ers (9x 2 N r ( y)) and (8x 2 N r ( y)) in rst-order logic.
De nition 6 A r-local formula around y is a formula with free variables y all whose quanti ers are of the form (Qx 2 N r ( y)).
Obviously, if ( y) is r-local around y then the truth of ( u) in G depends only on N r ( u).
De nition 7 A set of nodes is d-scattered if the distance of any two nodes in S exceeds d. A (d; s)-local sentence is a sentence asserting the existence of a 2d-scattered set of s elements each of which satis es a d-local formula around x.
Theorem 8 (Gaifman) Every rst-order formula of quanti er-depth q and with free variables y = y 1 ; : : :; y m is equivalent to a Boolean combination of (i) (d; s)-local sentences with d 7 q?1 , s q + m, and (ii) r-local formulae around z where z y and r (7 q ? 1)=2. Next, we introduce the notion of an r-stable set, which will play a similar role as the stable sets in the previous section.
De nition 8 Given a set H V , and nodes v; w 2 V we write N r (v) = H N r (w) to denote that that N r (v) \ H = N r (w) \ H and that there exists an isomorphism : N r (v) ! N r (w) that maps v to w and xes the points of H. We call a set H V r-stable if for every node v 6 2 H, there exists a w 6 = v such that N r (v) = H N r (w).
Obviously, every stable set is r-stable for all r 2 N.
Lemma 9 Let (x 1 ; : : :; x k ; y) be a rst order formula of quanti er depth q and let r = 7 q k + 1.
Let H be an r-stable set in the graph G, and let u 1 ; : : :; u k be nodes in H. Then, for every vertex v 6 2 H, there exists another vertex w 6 = v such that G j = ( u; v) $ ( u; w):
Proof. Given u 1 ; : : :; u k 2 H, choose w such that N r (v) = H N r (w). By Gaifman's Theorem ( x; y) is equivalent to a Boolean combination of (local) sentences and of R-local formulae around subtuples of ( x; y), where R = (7 q ? 1)=2. We want to prove that for every R-local formula ' occuring in the Boolean combination for ,
Since the truth of local formulae depends only on the appropriate neighbourhoods, it su ces to show that N R (v; u) is isomorphic to N R (w; u).
Note that r = (2R + 1)k + 1. Thus, given v 6 2 H, there exists t with R t r, and a decomposition of fu 1 : : :; u k g into two subsets U; U 0 such that N R (U) N t (v) and N R (U 0 ) \ N t (v) = ? (and there The local sentences that occur in do not depend on the interpretation of the free variables, so the claim follows.
De nition 9 (Short path criterion) We say that a class C of graphs satis es the short path criterion if and only if for each pair of natural numbers q, k, there exists a number s := s(q; k) such that co nitely many of the graphs G 2 C satisfy the following requirement:
Every set of k vertices of G is contained in some (7 q k + 1)-stable set H of cardinality at most s.
The idea behind this de nition is demonstrated in the following proposition where we show that no formula DTC x; y ']( u; v) can take us out of the appropriate subgraph H.
Proposition 10 Let C be a class of graphs that satis es the short path criterion. Then every (FO + DTC)-query on C is expressible in rst order logic. Proof. It su ces to show that for every rst-order formula ' with the 2k free variables x = x 1 ; : : :; x k and y = y 1 ; : : :; y k and possibly additional free variables z = z 1 ; : : :; z`, there exists another rst order formula such that for every graph G 2 C and all nodes u; v; z 2 G G j = DTC x; y ']( u; v; z) $ ( u; v; z):
The collapse to FO then follows by induction on the complexity of (FO + DTC)-formulae.
Suppose that ' has quanti er depth q. Let G be one of the appropriate co nitely many graphs in C and x nodes z = z 1 : : :; z`and u = u 1 : : :; u k of G. Let r = 7 q+k?1 (2k +`? 1) + 1. By the short path criterion there exists an r-stable set H in G, containing z and u, such that jHj s(q + k ? 1; 2k +`? 1).
We claim that for all v = v 1 ; : : :; v k G j = DTC x; y ']( u; v) =) v 1 ; : : :; v k 2 H: Towards a contradiction, suppose that the path u = x 0 ; x 1 ; : : :; x i ; : : : de ned by ' leaves H with elements x i;j , i.e. up to x i?1 ; x i;1 ; : : :; x i;j?1 all elements belong to H but x i;j does not.
Fix the elements x i?1;1 ; : : :; x i?1;k ; x i;1 ; : : :; x i;j?1 . Note, that x i;j is supposed to be the unique element that satis es the formula (9x i;j+1 ) (9x i;k )'( x i?1 ; x i ; z) which has depth q + k ? j q + k ? 1 and depends on k + j +` 2k +`? 1 parameters. However, by the short path criterion, there exists an element x 0 i;j such that N r (x i;j ) = H N r (x 0 i;j ), and by Lemma 9 this would imply that x i;j is not unique.
Thus, every deterministic path de ned by ' is short, i.e. its length is bounded by a constant that only depends on ' (except for the nitely many exceptional G, which could be listed via some FO formula). This implies that DTC x; y '] is FO-expressible.
Hypercubes
De nition 10 A N-dimensional hypercube is a graph 2 N = h2 N ; Ei, where 2 N is the set of all functions from N] = f0; 1; : : :; N ? 1g to f0; 1g, and where E := f(f; g) j (9!x) f(x) 6 = g(x)]g: For f; g 2 2 N , let De nition 11 Given a collection of vertices X 2 N , we de ne the support of X as supp(X) = fx 2 N] j (9f; g 2 X) f(x) 6 = g(x)]g: The closure of X, denoted X], is the set fg 2 2 N j (8f 2 X)(8z 6 2 supp(X)) f(z) = g(z)]g: Note that the subgraph induced by X] is a subhypercube of dimension M = jsupp(X)j. Furthermore The proof is an easy induction on the cardinality of X.
Theorem 12 Every (FO + DTC)-query on hypercubes is expressible in rst order logic.
Proof. We show that the class of all hypercubes satis es the short path criterion.
For any k elements u 1 ; : : :; u k in a hypercube 2 N , let X = fu 1 ; : : :; u k g and choose a reduced d-distance partion X = X 1 X m for d = 2k 7 q + 3. Let H = X]] which, by Lemma 11, has less than s = 2 kd elements.
We claim that H is r-stable, for r = (d ? 1)=2. In a hypercube all r-neighbourhoods are isomorphic. Thus, if d(v; H) > r, then for every other point w with d(w; H) > r, it follows that N r (v) = H N r (w).
Otherwise, one component, say X 1 ], has distance at most r from v; since r < d=2 it follows that d(v; X j ]) > r for all j > 1. Now choose y; z 6 2 supp(X 1 ) such that for all u 2 X 1 ], u(y) = v(y) and u(z) 6 = v(z); note that z exists because v 6 2 X 1 ], and y exists because v is`close' to X 1 ]. There are two possibilities: Either v(y) 6 = v(z) (and thus u(y) = u(z) for all u 2 X 1 ]), or v(y) = v(z) (and thus u(y) 6 = u(z) for all u 2 X 1 ]). In the rst case, let h(x) = 0 for all x 2 N], and in the second case, let h(x) = if x 2 fy; zg then 1 else 0:
Let be the permutation that switches y and z.
In both cases the automorphism T ;h of 2 N xes X 1 ] pointwise. However w := T ;h (v) di ers from v at the points y and z. Obviously N r (v) \ H X 1 ]; thus, T ;h is the desired isomorphism proving that H is r-stable.
Our result that (FO + DTC) collapses to FO on hypercubes has been used by Tyszkiewicz (1993) to prove that there exist recursive probability distributions on graphs with the 0-1 law for (FO + DTC) but without the convergence law for (FO + TC).
Theorem 13 On hypercubes, (FO + DTC) is strictly weaker than (FO + pos STC).
Proof. We show that there exist (FO + pos STC)-queries on hypercubes which are not rst order expressible. Note that on a hypercube two nodes f and g have even distance if and only if every path from f to g has even length. Thus the query \d(x; y) is even" is expressed by the formula STC u;v (9z)(Euz^Ezv)](x; y): But Ehrenfeucht-Fra ss e-games show that no rst order formula of depth q can distinguish between the pairs (f; g) and (f; h), provided d(f; g) and d(f; h) are greater than 2 q . It follows that the even distance query is not in FO. 6 Regular graphs of large degree and girth
As often happens, proofs on in nite structures are easier than proofs in nite structures. For example, the in nite, acyclic and @ 0 -regular graphs have nice properties that provide an example of, say, non-reachability not being in (FO + pos TC), although the nite case | whether nonreachability on nite digraphs is in (FO + pos TC), which was an open problem proposed by Immerman (1987) | is more di cult and was solved in Gr adel and McColm (1992) only recently. If we wanted to take advantage of nice properties of these in nite graphs in nite model theory, we should nd nite graphs that look (at least locally) like they are acyclic and regular:
De nition 12 The girth of a graph is the length of its shortest cycle. (Thus, a hypercube has girth four.) We call a class of graphs spidery if for all N 2 N, co nitely many of the graphs in the class admit n; m > N and are n-regular and of girth m.
Remark. Erd os and Sachs (1963) have shown that for all su ciently large natural numbers n and m, there exist n-regular graphs of girth m (see Chartrand and Lesniak (1986) for a textbook where this is proved). The n-regular graphs of girth m with minimal cardinality are called (n; m)-cages.
We will show that (FO + DTC) collapses to rst order logic also on any spidery class of graphs. Proof. We show that any spidery class satis es the short path criterion. Given q and k, let d = 2k 7 q + 3 and consider the graphs in G of degree at least k + 2 and of girth at least 2d + 1. Note that in a n-regular graph of girth m, every r-neighbourhood N r (v) with r < m=2 is a tree with root v of depth r, such that all non-leaf vertices are of degree n. We prove that H is r-stable, for r = k7 q +1 = (d?1)=2. Suppose that v 6 2 H. We have to show that there exists a w 2 G such that N r (v) = H N r (w). If d(v; H) > r then this is trivial because all r-neighbourhoods are isomorphic. If d(v; H) r, then we may assume that d(v; U 1 ]) = e r, and d(v; U j ]) > r for all j > 1. Construct w as follows. Find the unique u 2 U 1 ] such that d(v; u) = e; since the degree of u is n > k + 1, there exists an element w with d(u; w) = d( U 1 ]; w) = e: It is clear that N r (v) = H N r (w).
For all n 3 choose a (n; n)-cage G n and let H n consist of two disjoint copies of G n . Obviously, the class of all H n is spidery. The usual proof, with Ehrenfeucht-Fra ss e-games, that transitive closure is not in FO, applies also to this class. Thus, there are spidery classes of graphs, where (FO + DTC) is strictly weaker than (FO + pos STC).
