Polarimetric thermal to visible face verification entails matching two images that contain significant domain differences. Several recent approaches have attempted to synthesize visible faces from thermal images for cross-modal matching. In this paper, we take a different approach in which rather than focusing only on synthesizing visible faces from thermal faces, we also propose to synthesize thermal faces from visible faces. Our intuition is based on the fact that thermal images also contain some discriminative information about the person for verification. Deep features from a pre-trained Convolutional Neural Network (CNN) are extracted from the original as well as the synthesized images. These features are then fused to generate a template which is then used for verification. The proposed synthesis network is based on the self-attention generative adversarial network (SAGAN) which essentially allows efficient attention-guided image synthesis. Extensive experiments on the ARL polarimetric thermal face dataset demonstrate that the proposed method achieves state-of-the-art performance.
Introduction
Recognizing faces in low-light/night-time with that in normal (visible) conditions is a very difficult problem. Besides the challenges including expression, pose variance, etc., significant distribution change in different spectrum domain also causes the huge difficulty. Various thermal imaging modalities have been introduced in the literature to deal with this problem. The infrared spectrum can be divided into a reflection dominated region consisting of the near infrared (NIR) and shortwave infrared (SWIR) bands, and an emission dominated thermal region consisting of the Figure 1 . An overview of the proposed cross-modal face verification method. Given a visible gallery image xv, a generator network is used to synthesize the corresponding thermal imagext. Similarly, given a polarimetric thermal probe image xt, a different generator network is used to synthesize the corresponding visible imagexv. Pre-trained CNNs are used to extract features from the original and the synthesized images. These features are then fused to generate the gallery template gx v and the probe template gx t . Finally, the cosine similarity score between these feature templates is calculated for verification.
midwave infrared (MWIR) and longwave infrared (LWIR) bands [25] . It has been shown that polarimetric thermal imaging captures additional geometric and textural facial details compared to conventional thermal imaging [10] . Hence, the polarization-state information has been used to improve the performance of cross-spectrum face recognition [10, 27, 30, 35, 26, 5] . A polarimetric, referred to as Stokes images, is composed of three channels: S0, S1 and S2. Here, S0 represents the conventional intensity only thermal image, whereas S1 and S2 represent the horizontal/vertical and diagonal polarization-state information, respectively. In polarimetric thermal to visible face verification, given a pair of visible and polarimetric thermal images, the goal is to determine whether these images correspond to the same person. The large domain discrepancy between these images makes the cross-spectrum matching problem very challenging. Various methods have been proposed in the literature for crossspectrum matching [10, 27, 30, 35, 26, 16, 21, 18, 2, 28, 24] .
These approaches either attempt to synthesize visible faces from thermal faces or extract robust features from these modalities for cross-modal matching.
Hu et al. [9] proposed a partial least squares regression (PLS) method for this cross-modal matching. Klare et al. [17] developed a generic framework based on the kernel prototype nonlinear similarity for cross-modal matching. In [14] PLS-based discriminant analysis approaches were used to correlate the thermal face signatures to the visible face signatures. In addition, Riggan et al. [25] proposed a combination of PLS classifier with two different feature mapping approaches: Coupled Neural Network CpNN and Deep Perceptual Mapping (DPM) to utilize the features derived from the Stokes images for cross-modal face recognition. Recently, Iranmanesh et al. [11] proposed a two stream Deep Convolutional Neural Networks (DCNNs) (Vis-DCNN and Pol-DCNN) to learn a discriminative metric for this cross-domain verification. Some of the other visible to thermal cross-modal matching methods include [7, 29] .
Various synthesis-based methods have also been proposed in the literature [26, 35, 38, 27] to perform crossmodal mapping at the image level for direct use in existing visible-based matchers. Riggan et al. [27] trained a regression network to estimate the mapping between features from both visible and thermal then reconstruct the visible face based on the estimated features. Zhang et al. [35, 36] leveraged generative adversarial networks (GANs) to synthesize visible images from polarimetric thermal images. Riggan et al. [26] proposed a global and local region-based synthesis network to transform the thermal image into the visible spectrum. In a recent work [5] Di et al. developed an attribute preserved adversarial network called AP-GAN to enhance the quality of the synthesized images. Zhang et al. [36] introduced a multi-stream dense-residual encoderdecoder network, which implemented a feature-level fusion techniques to solve the problem.
In this paper, we take a different approach to the problem of thermal to visible matching by exploring the complementary information of different modalities. Figure 1 gives an overview of the proposed approach. Given a thermal-visible pair (x t , x v ), these images are first transformed into their spectrum counterparts using two trained generators asx v = G t→v (x t ),x t = G v→t (x v ). Then a feature extractor network F eat, in particular the VGG-Face model [23] , is used to extract features f xt = F eat(x t ), fx v = F eat(x v ), f xv = F eat(x v ), and fx t = F eat(x t ). These features are then fused to generate the gallery template g xv = (f xv + fx t )/2 and the probe template g xt = (f xt + fx v )/2. Finally, the cosine similarity score between these feature templates is calculated for verification.
Note that CycleGAN-based networks [39] can be used to train these generators. However, experiments have shown Figure 2 . Self-attention guided synthesis of visible images from polarimetric thermal input. In order to minimize the domain gap between different modalities, the input thermal/visible images are directly mapped into the visible/thermal modality. In order to obtain the image level style, the pixel GAN loss (blue) and cycle consistancy loss (green) are introduced. The feature-level semantic information is captured by the identity and perceptual losses (yellow). Similar architecture can also be used for synthesizing thermal images from visible images.
that CycleGAN often fails to capture the geometric or structural patterns around the eye and mouth regions. One possible reason could be that the network relies heavily on convolutions to model the dependencies across different image regions. The long range dependencies are not well captured by the local receptive field of convolutional layers [34] . For improvement, we adopt the self-attention techniques [3, 22, 31] from SAGAN [34] . The self-attention module is applied right before the last convolutional layer of the generator and the discriminator. Given the feature maps, this module learns the attention maps by itself with a softmax function and then the learned attention maps are multiplied with the feature maps to output the self-attention guided feature maps. In addition, the generator is optimized by an objective function consisting of the adversarial loss [6] , L 1 loss, perceptual loss [13] , identity loss [35] and cycle-consistency loss [39] . The entire synthesis framework is shown in Figure 2 .
To summarize, the following are our main contributions:
• A novel cross-spectral face verification framework is proposed in which a self-attention guided GAN is developed for synthesizing visible faces from the thermal and thermal faces from the visible.
• A novel self-attention module [34] based cycleconsistent [39] generator and pixel patch discriminator [12] are proposed.
• Extensive experiments are conducted on the ARL Facial Database [10] and comparisons are performed against several recent state-of-the-art approaches. Furthermore, an ablation study is conducted to demonstrate the effectiveness of the fusion approach pro- posed in this paper.
Proposed Method
In this section, we discuss details of the proposed selfattention guided synthesis method. In particular, we discuss the proposed generator and the discriminator networks as well as the loss functions used to train the network. The overall framework is shown in Figure 2 . Given an input image from one modality (thermal as shown), it is first synthesized into the other modality (i.e. visible) using the proposed self-attention module-based generator. Then another generator with similar architecture is used to synthesize it back from the visible domain to the original thermal domain. In order to achieve the reconstruction back to original modality, these generators are trained using the cycleconsistency loss [39, 33] . In order to minimize the domain gap between the fake (i.e. synthesized) and real images, a patch-based pixel GAN loss is also introduced [12] . Furthermore, the semantic and identity information are captured by minimizing the perceptual and identity loss [4] , respectively.
Generator
An encoder-decoder type of generator which is inspired by the residual network (He et al. [8] ) and SAGAN (Han et al. [34] ) is adopted in this work. In order to prevent the vanishing gradient problem, the residual block is implemented after a sequence of convolutional layers. For each residual block shown in Figure 3 , it consists of two convolutional layers followed by batch-normalization and relu layers. In order to involve the facial long-range dependency information, we adopt the self-attention module into the generator. Self-attention module was proposed by Han et al. in SAGAN [34] which allows attention-driven, longrange dependency modeling for general image generation tasks. In our work, the self-attention module is inserted right before the last convolutional layer of the generator. The self-attention module, shown as in Figure 3 , consists of two components: feature maps and attention maps. The feature maps are generated by a 1 × 1 convolutional layer working on the input features. The attention maps are generated by the elementwise multiplication of two 1×1 convolutional features followed by the softmax function. Finally, this module outputs the elementwise multiplication of feature maps and attention maps.
The self-attention module-based generator architecture is shown in Figure 3 . This generator architecture is consists of the following components:
where C stands for the convolutional layer (stride 2, kernelsize 4, and padding size 1). B and R stand for batchnormalization layer and relu layer, respectively. Res is the residual block [8] , D denotes the deconvolutional layer (stride 2, kernel-size 4 and padding size 1), L is the leaky relu layer, SA is the self-attention module, and T is the tanh function layer. The numbers inside the parenthesis denote the number of channels corresponding to the output feature maps.
Discriminator
Motivated by pixel GAN [12] , a patch-based discriminator is leveraged in the proposed method and is trained iteratively with the generator. In addition, in order to improve the stability of training, we adopt the spectral normalization to the discriminator [20] . Compared to the other normalization techniques, spectral normalization does not require extra hyper-parameter tuning and has a relatively small the computational cost. Similarly, in order to capture the longrange dependency information, a self-attention module is added before the last convolutional layer in the discriminator. The discriminator, as shown in Figure 4 , consists of the following components: 
Objective Function
Given a set of thermal images X t = {x
and another set of visible images
, the generator and discriminator networks are optimized iteratively by minimizing the following loss functions
are the adversarial losses for two generators -one for synthesizing visible from thermal (G t→v ) and the other for synthesizing thermal from visible (G v→t ). Similarly, L P is the perceptual loss, L I is the identity loss, L 1 is the loss based on the L1-norm between the target and the synthesized image, and λ P , λ I , λ 1 are the weights for perceptual loss, identity loss and L1 loss, respectively.
Adversarial Loss
Similar to the Cycle-GAN work [39] , there are two kinds adversarial losses. One L GAN (G t→v , D v , X t , X v ) for synthesizing visible image from thermal image and the other L GAN (G v→t , D t , X v , X t ) for synthesizing thermal image from visible image. Both are defined as follows:
where D v and D t are discriminators for visible and thermal modality, respectively. In addition, G v→t and G v→t are two generators for synthesizing thermal image from visible and synthesizing visible image from thermal, respectively.
Cycle-Consistency Loss
A cycle-consistency constraint is also imposed in our approach [39, 33] (see Figure 2 green portion). Taking thermal to visible synthesis as an example, we introduce one mapping from thermal to visible G t→v and train it according to the same GAN loss L GAN (G t→v , D v , X t , X v ). We then require another mapping from thermal to visible and back to thermal which reproduces the original sample, thereby enforcing cycle-consistency. In other words, we want G v→t (G t→v (x t )) ∼ x t and G t→v (G v→t (x v )) ∼ x v . This is done by imposing an L 1 penalty on the reconstruction error, which is referred to as the cycle-consistency loss. It is defined as follows:
(2)
Perceptual, Identity and L1 Loss Functions
These loss functions can be implemented when we have supervised pairwise data {(
, where x i t ∈ X t and x i v ∈ X v , during training. The L1 loss is defined as below:
In order to minimize the perceptual and identity information [13, 4] , we implement the perceptual and identity loss functions as follows
where F I and F p are two off-the-shelf pretrained networks for extracting features. Since deeper features in hierarchical deep networks capture more semantic information, the output features conv2 2 and conv4 2 from the VGGFace pretrained network are used in the perceptual and the identity losses, respectively.
Note that if we omit the perceptual, identity and L1 loss functions which require pairwise supervised data, then one can also implement the proposed framework in completely unsupervised fashion. In other words, the proposed framework is also applicable to the case where the paired data are not available during training.
Experimental Results
The proposed method is evaluated on the ARL Multimodal Face Database [10] which consists of polarimetric (i.e. Stokes image) and visible images from Volume I [10] and II [36] . The Volume I data consists of images corresponding to 60 subjects. On the other hand, the Volume II data consists of images from 51 subjects (81 subjects in total). Similar to [27, 35, 36] , we evaluate the proposed method based on two protocols. For Protocol I, images corresponding to Range 1 from 30 subjects are used for training. The remaining 30 subjects' data are used for evaluation. For Protocol II, all images from 81 subjects are used for running experiments. Specifically, all images from Volume I and 25 subjects' images from Volume II are used for training, the remaining 26 subjects' images from Volume II are used for evaluation. We repeat this process 5 times and report the average results.
We evaluate the face verification performance of proposed method and compare it with several recent works [35, 26, 12, 39, 36] . Moreover, the performance is evaluated based on the FC-7 layer of the pretrained VGGFace model [23] 
Implementation
In addition to the standard preprocessing as discussed in [10] , two more preprocessing steps are used in the proposed method. First, the faces in the visible domain are detected by MTCNN [37] . Then, a standard central crop method is used to crop the registered faces. Since the MTCNN is implementable on the visible images only, we use the same detected rectangle coordination to crop the S0, S1, S2 images. After preprocessing, all the images are scaled to be 224 × 224 and are saved as 16-bit PNG files.
The entire network is trained in Pytorch on a single Nvidia Titan-X GPU. The L1, perceptual and identity loss parameters are chosen as λ 1 =10, λ p = 2, λ I = 0.2 respectively by a grid search. The ADAM [15] is implemented as the optimization algorithm with parameter betas = (0.5,0.999) and batch size is chosen as 8. The total epochs are 200 for Protocol I and 100 for Protocol II. For the first half epochs, we fix the learning rate as lr = 0.0002 and for the remaining epochs, the learning rate was decreased by 1/100 (Protocol I) and 1/50 (Protocol II) after each epoch.
Once the generators are trained, they could be implemented on the given probe and gallery images as shown in Figure 1 . [5] 88.93% ± 1.54% 84.16% ± 1.54% 19.02% ± 1.69% 23.90% ± 1.52% Multi-stream GAN [36] 96.03% 85.74% 11.78% 23.18% Ours 93.68% ± 0.97% 89.20% ± 1.56% 13.46% ± 1.92% 18.77% ± 1.36% [12] 93.66% ± 1.07% 85.09% ± 1.48% 13.73% ± 1.38% 23.12% ± 1.14% Pix2PixBEGAN [12, 1] 92.16% ± 1.09% 83.69% ± 1.28% 15.38% ± 1.45% 26.22% ± 1.16% CycleGAN [39] (supervised)
93.11% ± 1.02% 87.29% ± 1.13% 15.19% ± 1.02% 20.99% ± 1.19% Multi-stream GAN [36] 98.00% -7.99% -Ours 96.41% ± 1.02% 91.49% ± 2.25% 10.02% ± 0.03% 15.45% ± 2.31%
Comparison with state-of-the-art Methods
Regarding Protocol I, we evaluate and compare the performance of the proposed method with recent state-of-theart methods [35, 19, 27, 26, 5, 36] . Figure 5 shows the evaluation performance for two different experimental settings, S0 (representing conventional thermal) and Polar separately. As can be seen from Figure 6 , compared with the other state-of-the-art methods, the proposed method performs better and comparably to [36] . In addition, it can be observed that the performance corresponding to the Polar modality is always better than the S0 modality, which demonstrates the advantage of using the polarimetric thermal images than the conventional thermal images. The quantitative comparisons are shown in Table 1 , and also demonstrate the effectiveness of the proposed method. Furthermore, Figure 6 shows some synthesized images. As can be seen from this figure, the facial attributes and the identity information is preserved well. Furthermore, from Figure 6 (c) we see that the learned self-attention maps corresponding to both visible and thermal images are always located on the facial attributes regions such as mouth, eyes, and nose. As a result, the proposed self-attention guided GAN is able to capture meaningful information from both modalities for synthesis. Table 2 compares the performance of several state-ofthe-art image synthesis on Protocol II. These include multistream GAN [36] , Pix2Pix [12] , CycleGAN [39] , and Pix2Pix-BEGAN [1] . Note that most prior works have not reported their results on Protocol II as it is based on a new extended dataset that was only recently made publicly available. Similar to Protocol I, the experiments are evaluated on two different settings -S0 and Polar separately. As can be seen from Table 2 , the proposed method performs comparably to the most recent state-of-the art image synthesize algorithms. In this table, we also report the unsupervised performance of different methods. As expected, the supervised results outperform the unsupervised results with a large margin. Furthermore, the proposed method in unsupervised setting performs better than the other compared method. This clearly shows the significance of using selfattention module in our framework.
Note that a GAN-based multi-stream fusion method recently proposed in [36] is a supervised method that is specifically designed for the polarimetric data. The generator network consists of a multi-stream feature-level fusion encoder-decoder network. As a result, the performance of [36] is slightly better than our method on the polar modality. On the other hand, our method outperforms [36] by a large margin when only the S0 modality is used as the input. Our method can be viewed as a generic heterogeneous face recognition method. The performance of our method can be improved by using more sophisticated generators and feature extractors.
Ablation Study Regarding Fusion
In this section, we analyze the effectiveness of using fusion features in our method. In this ablation study, given polar (thermal) images X t and visible images X v , we im- plement the following three experiments: polar2vis: generate the visible images from the polar X v = G t→v (X t ), then verify based on the features from (X v , X v ). vis2polar: generate the polar images from the visibleX t = G v→t (X v ), then verify based on the feature from (X t , X t ). fusion: generate the visible images from the polarX v = G t→v (X t ) and the polar images from the visibleX t = G v→t (X v ), then verify the images based on the features from ((X t + X v )/2, (X t +X v )/2).
This experiment will clearly show the significance of generating templates by fusing two features. The ablation study is evaluated on both Protocol I and Protocol II and the results are shown in Figure 7 . Compared to the unimodal results, the fusion method significantly improves the performance on both protocols. Also, the visible modality outperforms than the polar modality due to the reason that the off-the-shelf VGGFace [23] feature extractor is pretrained on the visible face dataset.
Conclusion
We proposed a novel self-attention guided network for synthesizing thermal and visible faces for the task of crossspectral face matching. Given visible probe images, we synthesize the corresponding thermal images. Similarly, given thermal probe images, we synthesize the visible images. Features are then extracted from the original and the synthesized images. Their fused feature representations are then used for verification. The generators are based on the self-attention guided networks. Various experiments on the ARL polarimetric thermal dataset were conducted to show the significance of the proposed approach. Furthermore, an ablation study was conducted to show the improvements achieved by the proposed fusion approach.
Though we have only evaluated our approach on polarimetric thermal to visible face verification, in the future, we will evaluate the performance of this method on other heterogeneous face recognition tasks such as sketch to face matching [32] .
