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Domain-Specific Language to Encode Induction Heuristics
YUTAKA NAGASHIMA, Czech Technical University in Prague, Czech Republic and University of Inns-
bruck, Austria
Proof assistants, such as Isabelle/HOL, offer tools to facilitate inductive theorem proving. Isabelle experts
know how to use these tools effectively; however, they did not have a systematic way to encode their exper-
tise. To address this problem, we present our domain-specific language, LiFtEr. LiFtEr allows experienced
Isabelle users to encode their induction heuristics in a style independent of any problem domain. LiFtEr’s
interpreter mechanically checks if a given application of induction tool matches the heuristics specified by
experienced users, thus systematically transferring experienced users’ expertise to new Isabelle users.
1 INTRODUCTION
A noteworthy approach for proof automation in proof assistants (PAs) is the so-called hammer
tools [Blanchette et al. 2016]. For example, sledgehammer [Blanchette et al. 2011] exports proof
goals in Isabelle/HOL [Nipkow et al. 2002] to various external automated theorem provers (ATPs)
to exploit the state-of-the-art backend provers; however, the discrepancies between the polymor-
phic higher-order logic of Isabelle/HOL and the monomorphic first-order logic of the backend
provers severely impair sledgehammer’s performance when it comes to inductive theorem prov-
ing (ITP) 1.
This is unfortunate for two reasons. First, many Isabelle users chose Isabelle/HOL precisely
because its higher-order logic is expressive enough to specifymathematical objects and procedures
involving recursion. Second, induction lies at the heart of programming language semantics. For
instance, induction is often necessary for reasoning about recursive data-structures, such as lists
and trees, computer programs containing recursion and iteration [Bundy 2001].
Ironically, the most well-known approach, called waterfall [Moore 1973], for ITP was invented
for a first-order logic, which cannot handle induction without jeopardizing the soundness by
introducing induction axioms. Jiang et al. took a similar approach and ran multiple waterfalls
[Jiang et al. 2018] to automate ITP in HOL light [Harrison 1996]. However, when deciding induc-
tion variables, they naively picked the first free variable with recursive type and left the selec-
tion of appropriate induction variables as future work. To determine induction variables auto-
matically, we developed a proof strategy language PSL and its default proof strategy, try_hard
[Nagashima and Kumar 2017]. PSL tries to identify useful arguments for the induct method by
conducting a depth-first search. However, PSL fails to identify useful arguments when it cannot
finish a proof.
2 INDUCTION IN ISABELLE/HOL
Isabelle offers the induct proof method 2 to handle inductive problems. For example, consider the
following reverse functions, rev and itrev, from literature [Nipkow and Klein 2014]:
primrec rev::"'a list =>'a list" where
"rev [] = []"
| "rev (x # xs) = rev xs @ [x]"
fun itrev::"'a list =>'a list =>'a list" where
1Not to be confused with interactive theorem proving, which is a synonym of proof assistant (PA).
2Proof methods are the Isar syntactic layer of LCF-style tactics.
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"itrev [] ys = ys"
| "itrev (x#xs) ys = itrev xs (x#ys)"
where # is the list constructor, and @ appends two lists into one. One can prove the equivalence of
these reverse functions in multiple ways using the inductmethod:
lemma prf1:"itrev xs ys = rev xs @ ys" apply(induct xs arbitrary: ys) by auto
lemma prf2:"itrev xs ys = rev xs @ ys" apply(induct xs ys rule:itrev.induct) by auto
prf1 applies structural induction on xswhile generalizing ys before applying induction by passing
ys to the arbitrary field. On the other hand, prf2 applies functional induction on itrev by
passing an auxiliary lemma, itrev.induct, to the rule field.
There are other lesser-known techniques to handle difficult inductive problems using the induct
method, and sometimes users have to develop useful auxiliary lemmasmanually; however, formost
cases the problem of how to apply induction boils down to the the following three questions:
• On which terms do we apply induction?
• Which variables do we generalize?
• Which rule do we use for functional induction?
Isabelle experts often apply induction heuristics to answer such questions and decide what ar-
guments to pass to the induct method; however, they did not have a systematic way to encode
such heuristics, which made it difficult for new users to learn how to apply induction effectively.
3 LIFTER: LANGUAGE TO ENCODE INDUCTION HEURISTICS
We address this problem with our domain-specific language, LiFtEr. LiFtEr allows experienced
Isabelle users to encode their induction heuristics in a style independent of problem domains.
LiFtEr’s interpreter mechanically checks if a given application of induction is compatible with
the induction heuristics written by experienced users.
We designed LiFtEr to encode induction heuristics as assertions on invocations of the induct
method in Isabelle. An assertion written in LiFtEr takes a triple of a proof goal at hand, its under-
lying proof state, and the arguments passed to the induct method to prove the goal. When one
applies a LiFtEr assertion to an invocation of the inductmethod, LiFtEr’s interpreter returns a
boolean value as the result of the assertion applied to the triple.
The goal of a LiFtEr programmer is to write assertions that implement reliable heuristics. A
heuristic encoded as a LiFtEr assertion is reliable when it satisfies the following two properties:
first, the LiFtEr interpreter is likely to evaluate the assertion to true when the arguments of
the induct method are appropriate for the given proof goal. Second, the interpreter is likely to
evaluate the assertion to false when the arguments are inappropriate for the goal.
4 LIFTER THROUGH AN EXAMPLE
The following is an example assertion written in LiFtEr:
Some_Rule (Rule 1, True)
Imply
Some_Rule (Rule 1,
Some_Trm (Trm 1,
Some_Trm_Occ_Of (Trm_Occ 1, Trm 1,
(Rule 1 Is_Rule_Of Trm_Occ 1)
And
Is_Recursive_Cnst (Trm_Occ 1)
And
1:3
(All_Ind (Trm 2,
(Some_Trm_Occ_Of (Trm_Occ 2, Trm 2,
Some_Numb (Numb 1,
Is_Nth_Arg_Of (Trm_Occ 2, Numb 1, Trm_Occ 1)
And
(Trm 2 Is_Nth_Ind Numb 1)))))))));
where functions starting with the string Some are existential quantifiers, while those starting with
All are universal quantifiers. Quantifiers ending with Trm describe sub-terms appearing in the
proof goal at hand, whereas those ending with Trm_Occ describe sub-term occurrences of such sub-
terms. It is important to distinguish terms and term occurrences because the induct method in
Isabelle/HOL only allows its users to specify induction terms but it does not allow us to specify
on which occurrences of such terms we intend to apply induction. Quantifiers ending with Rule
describe auxiliary lemmas passed to the rule field in the inductmethod, while those ending with
Ind describe induction terms specified in a given invocation of the inductmethod.
Is_Rule_Of, Is_Recursive_Cnst,Is_Nth_Ind, and Is_Nth_Arg_Of are atomic assertions. For
example, Rule n Is_Rule_Of Trm_Occ m returns true if Rule nwas derived by Isabelle automat-
ically at the time of defining the term that has an occurrence, Trm_Occ m. And Trm n Is_Nth_Ind
Numb m checks if Trm n is the (Numb m)th induction term in the given invocation of the induct
method. Importantly, some atomic assertions check not only the syntactic structure of the given
proof goal and the arguments of the induct method, but they also investigate the semantics of
terms or types appearing in the goal. For example, Is_Recursive_Cnst checks if a given constant
is defined recursively or not, by looking up the definition of the constant stored in the proof state.
As a whole this example assertion checks if the following holds:
if there exists a rule, Rule 1, in the rule field of the inductmethod, then there exists
a term Trm 1 with an occurrence Trm_Occ 1, such that Rule 1 is derived by Isabelle
when defining Trm 1, where Trm 1 is defined recursively, and for all induction terms
Trm 2, there exists an occurrence Trm_Occ 2 of Trm 2 such that, there exists a number
Numb 1, such that Trm_Occ 2 is the (Numb 1)th argument of Trm_Occ 1 and that Trm 2
is the (Numb 1)th induction term passed to the inductmethod 3.
This assertion is useful when judging invocations of the inductmethodwith an argument to the
rulefield. For example, LiFtEr can confirm that prf2 is promising based on this assertion because
there is an argument, itrev.induct, in the rule field, where itrev is defined recursively, and the
occurrence of its related term, itrev, in the proof goal takes all the induction terms, xs and ys, as
its arguments in the same order.
5 DISCUSSION AND FUTUREWORK
We presented LiFtEr and its example assertion. LiFtEr is a domain-specific language in the sense
that we developed LiFtEr to encode induction heuristics; however, heuristics written in LiFtEr
are usually not specific to any problem domain, because LiFtEr’s language construct is not spe-
cific to any variables names, types, or constants. This absence encourages LiFtEr users to encode
heuristics that are not specific to any problem domains but are applicable to many domains.
To the best of our knowledge, LiFtEr is the first domain-specific language that allows us to
encode induction heuristics as programs. We released a working prototype of the LiFtEr inter-
preter and six example assertions at GitHub [Nagashima et al. 2019]. And a more comprehensive
explanation of LiFtEr’s grammar is provided in our paper draft [Nagashima 2019]. We continue
3 Note that 1 in Numb 1 is merely the identifier of this variable, and the value of Numb 1 can be a number that is not 1.
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writing assertions in LiFtEr and use them as a feature extractor that distills the essence of promis-
ing applications of induction from existing large proof corpora, such as the Archive of Formal
Proofs [Klein et al. 2004], so that we can fully automate ITP using supervised machine learning in
future.
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