Abstract: Peak daily water demand forecasts are required for the cost-effective and sustainable management and expansion of urban water supply infrastructure. This paper compares multiple linear regression, time series analysis, and artificial neural networks ͑ANNs͒ as techniques for peak daily summer water demand forecast modeling. Analysis was performed on 10 years of peak daily water demand data and meteorological variables ͑maximum daily temperature and daily rainfall͒ for the summer months of May to August of each year for an area of high outdoor water usage in the city of Ottawa, Canada. Thirty-nine multiple linear regression models, nine time series models, and 39 ANN models were developed and their relative performance was compared. The artificial neural network approach is shown to provide a better prediction of peak daily summer water demand than multiple linear regression and time series analysis. The best results were obtained when peak water demand from the previous day, maximum temperature from the current and previous day, and the occurrence/nonoccurrence of rainfall from five days before, were used as input data. It was also found that the peak daily summer water demand is better correlated with the rainfall occurrence rather than the amount of rainfall itself, and that assigning a weighting system to the antecedent days of no rainfall does not result in more accurate models.
Introduction
Water supply systems around the world have become stressed in recent years due to rapid population growth and increased per capita water consumption. In Ottawa, Canada, it has been predicted that both the residential and employment population in the West Center region of the city will increase substantially in the next 25 years due to the rapid development of this suburban area. In addition, recent trends in the West Center region pressure zone indicate that both average and peak water demand have been increasing for the summer period between May and August. Studies have shown that a major fraction of the water consumption in the summer in the Ottawa West Center ͑OWC͒ pressure zone in Ottawa can be attributed to outdoor water use, which essentially consists of the watering of lawns and gardens. The water demand process in such situations is usually mainly driven by the maximum air temperature with the rainfall occurrences interrupting the process to cause transient drops in the water use. The water consumption can be expected to be high on consecutive dry days with high temperatures and low on rainy days. However, the water demand may not depend on the amount of rainfall since it may actually be a function of the occurrence of rainfall instead. This can be attributed to the fact that people may not want to water their lawns or gardens on a rainy day regardless of the amount of rainfall. Fig. 1 shows the diurnal water demand pattern for the day of the highest peak demand ͑MXDY͒ for the entire OWC zone record period for the summers between 1993 and 2002. It can be seen that the demand rises significantly after 4 p.m., reaches a peak just before 9 p.m., and then gradually decreases. For comparative purposes, the diurnal pattern of a typical rainy summer day is also shown in Fig. 1 . It can be seen that on such a day, when there is likely little or no outdoor water use, there is no significant rise in demand between the hours of 4 and 11 p.m. This illustrates the significance of outdoor water use on peak water demand in the summer. The high rates of outdoor water demand in the summer can be attributed to the fact that the OWC zone consists largely of neighborhoods with many homes with large landscaped areas that need to be irrigated.
In 2002, a typical winter day ͑September to April͒ water demand in the OWC zone was 21.3 ML/ day, a typical low summer day ͑rainy day͒ water demand was 24.8 ML/ day, and an average summer ͑May to August͒ day water demand was 32.4 ML/ day ͑ROMC 2003͒. The maximum peak daily summer water demand has increased from 67.8 ML/ day in 1993 to 109.3 ML/ day in 2002. This illustrates the great variability in water demand in the OWC zone.
As a result of the projected population and employment growth in the OWC zone, coupled with increasingly high peak water use in the summer due to outdoor water demand, it has been determined that the existing water supply infrastructure will most likely not be able to meet future water demands ͑Bougadis et al.
2005͒
. In order to address this issue, it will be necessary to pursue a course of action that might involve a combination of the following: optimizing the water supply system through real-time control by a hybrid expert system, imposing effective water use restrictions, and developing a sustainable and least-cost infrastructure expansion strategy. A critical aspect of each of these initiatives is the accurate forecasting of short-term water demands, and in particular, peak daily water demands.
Despite the relative importance of peak daily water demand, limited detailed research has been devoted to this topic, including factors driving peak daily water demand and forecasting methods ͑Day and Howe 2003͒. The motivation for this research was, therefore, to study three important issues that have not been explored in the short-term water demand literature: ͑1͒ to investigate the use of artificial neural networks for forecasting peak ͑as opposed to average or total͒ daily water demand in the summer months in an area of high outdoor water usage; ͑2͒ to determine whether rainfall occurrence or rainfall amount is a more significant variable in modeling peak summer water demand forecasts; and ͑3͒ to test the hypothesis of whether assigning a weight system to the antecedent days of no rainfall would result in more accurate models.
It has been shown that the peak summer water demand process is stochastic and nonlinear because outdoor water use, the major component of peak summer water demand, depends on the duration and intensity of rainfall and the characteristics of temperature ͑Gutzler and Nims 2005͒. As such, the forecasting of peak summer water demand is complex, and thus the use of artificial neural networks ͑ANNs͒, which are capable of modeling nonlinear systems, needs to be explored. The issue of whether rainfall occurrence or rainfall amount is a more significant variable in modeling short-term water demand has been investigated by Jain et al. ͑2001͒ and Bougadis et al. ͑2005͒ but they arrived at opposite conclusions. Therefore, this issue was further investigated in this study for peak daily water demand.
In this research, three methods for peak daily water demand were developed and compared. Multiple linear regression was used in this study because it is one of the most widely used techniques for water demand forecasting and as such is ideal for comparative purposes with the newer ANN technique. Multiple linear regression was also used because time series analysis, the other most widely used technique for water demand forecasting, involves only present and past water demand, whereas with multiple linear regression one can include additional parameters such as climatic ones. Time series analysis was also explored as a potential technique because regression models do not illuminate the inherent autocorrelation structure of a water use pattern over time. A time series analysis is capable of revealing the autocorrelation structure of a short-term water demand pattern over time. ANN analysis was explored as a potential technique because, as mentioned earlier, the use of ANNs to forecast peak daily water demand has not been explored in great detail in the literature and because of the high potential of the ANN approach due to its ability to handle nonlinear relationships.
Previous Research
A variety of techniques have been used in short-term water demand forecasting. Examples of short-term water demand forecast modeling using regression analysis include: Howe and Linaweaver ͑1967͒, Oh and Yamauchi ͑1974͒, Hughes ͑1980͒, Anderson et al. ͑1980͒, and Maidment and Parzen ͑1984͒. Maidment et al. ͑1985͒ used short-term time series models for daily municipal water use as a function of rainfall and air temperature. Maidment and Miaou ͑1986͒ applied this model to the water consumption from nine cities in the United States. Some other examples of short-term water demand forecast modeling using time series analysis include Smith ͑1988͒, Miaou ͑1990͒, and Zhou et al. ͑2000͒.
Artificial neural networks have recently begun to be used for short-term water demand forecasting. Jain et al. ͑2001͒ developed ANN models by using weekly maximum air temperature, weekly rainfall amount, weekly past water demand, and the occurrence or nonoccurrence of rainfall as parameters for their models and compared them to regression and time series models. It was found that the occurrence of rainfall was a more significant variable than the amount of rainfall itself in the modeling of short-term water demand, and that the ANN models outperformed both the regression and time series models. One of their main recommendations for future study was to conduct a similar study, but using a longer and more continuous set of data since their data was scattered with a lot of missing records. This study uses a long record of continuous data with no missing records.
Jain and Ormsbee ͑2002͒ examined regression, time series analysis, and ANN models for daily water demand forecasting. Only one simple ANN model was investigated in this study, which was a function of the daily water demand from the previous day and the daily maximum air temperature of the current day. It was found that this ANN model was slightly better than the time series and the regression-disaggregation models. Pulido-Calvo et al. ͑2003͒ examined regression, time series, and ANN models for total daily water demand for Fuente Palmera, Spain. It was determined that the best model ͑an ANN model͒ was a function of the water demand and maximum temperature from the two previous days.
Bougadis et al. ͑2005͒ explored regression, time series, and ANN models for weekly water demand. They determined that the ANN models consistently outperformed the regression and time series models, and that the best results were obtained when employing previous weekly demand along with the current week's rainfall and temperature. They found, in contrast to Jain et al. ͑2001͒ , that the weekly water demand is better correlated with the amount of rainfall rather than the rainfall occurrence. As such, this issue is explored again in this study.
Ottawa West Center Zone Water Supply System
The City of Ottawa is responsible for providing potable water services to 750,000 customers. It operates two purification plants, 20 pumping stations, 14 reservoirs, and four communal well systems. There are seven water supply zones in the city. The OWC pressure zone investigated in this study is the third largest water supply zone in Ottawa and serves a residential population of approximately 63,000 and an employment population of approximately 17,500. The land use of the OWC zone is 53% residential, 5% commercial/institutional, 21% park/recreational, and 21% vacant ͑ROMC 2003͒. The OWC zone receives all of its water from the Ottawa River via a purification plant. No groundwater is used.
Data
Many variables influence water demand, most of which can be grouped into two classes: socioeconomic and climatic variables. Studies have demonstrated that socioeconomic variables are responsible for the long-term effects on water demand, while climatic variables are mainly responsible for short-term seasonal variations in water demand ͑Miaou 1990͒.
This study used climatic variables, past water demand and population. More specifically, the data used in this study consisted of daily total rainfall ͑mm͒, maximum daily temperature ͑°C͒, peak daily water demand ͑ML/day͒, and population. The peak daily water demand for a specific day was the peak hour water demand for that specific day.
The peak daily water demand data was obtained from the City of Ottawa for the OWC pressure zone in Ottawa, Canada. Daily maximum temperature ͑°C͒ and daily total rainfall ͑mm͒ were obtained from Environment Canada for the Ottawa region. The water demand series record was available from 1994 to 2002. Only the summer months ͑May to August͒ were used in the analysis since peak demand usage occurs then for a given year. There were no special events ͑such as a huge pipe break or tournaments͒ that could have invalidated the data.
All the data series were divided into a training/calibration set and a testing set ͑split sample study͒. The training set began in 1994 and ended in 2001. The performance of all statistical models was analyzed by comparing the known peak water demand values in 2002 with the forecasted peak water demand values for 2002 obtained from the different models.
Model Performance Tests
The performance of developed models can be evaluated using several statistical tests that describe the errors associated with the model. After each of the model structures is calibrated using the calibration/testing data set, the performance can then be evaluated in terms of these statistical measures of goodness of fit. In order to provide an indication of goodness of fit between the observed and forecasted values, the average absolute relative error ͑AARE͒, the maximum absolute relative error ͑Max ARE͒, and the coefficient of determination ͑R 2 ͒ can be used. The AARE is a quantitative measure of the average error in one step ahead forecasts from a particular model and is defined by ͑Jain et al. 2001͒
where O i ϭobserved peak water demand; and D i ϭforecasted peak water demand found from regression, time series, and ANN models, respectively. The smaller the value of AARE, the better is the performance of the model. The Max ARE is the maximum of the absolute relative error among all of the forecasted data points and is a measure of the robustness of the model. The smaller the value of the Max ARE, the better is the performance of the model. The coefficient of determination ͑R 2 ͒ is a measure of the strength of the model in developing a relationship among input and output variables. It measures the degree of correlation among the observed and forecasted values.
Model Development

Multiple Linear Regression Analysis
Thirty-nine multiple linear regression ͑MLR͒ models were developed for daily peak water demand forecasts and can be seen in Table 1 . Models MLR-1-MLR-20 were designed to assess the significance of various input variables on peak daily water demand and to corroborate the cross correlation and simple linear regression analyses. Models MLR-20-MLR-39 were developed to test whether the occurrence or nonoccurrence of rainfall ͑using both binary and weighted systems͒ was a more significant variable than the amount of rainfall.
The first group of models was MLR-1-MLR-6, which was developed to explore the importance of temperature from the previous day ͑T t−1 ͒ on peak daily water demand. An example of one of these models is MLR-3, which is a function of daily peak demand from the previous day, the maximum temperature of the current day, and the total rainfall of the current day, and is shown by
The second group of models was MLR-7-MLR-10, which was developed to explore the importance of peak daily water demand from two days ago ͑D t−2 ͒ on peak daily water demand. The third group of models was MLR-11-MLR-20, which was developed to test the effect of population on models MLR-1-MLR-10. The fourth group of models was MLR-21-MLR-26, which was developed to test the effect of rainfall amount from the current day to five days before.
The fifth group of models was MLR-27-MLR-32, which was developed to test whether the occurrence of rainfall is a more significant variable than the rainfall amount itself in modeling the peak daily water demand forecasts. In these models, the actual rainfall amount was replaced by the occurrence or nonoccurrence of rainfall, which is denoted by the CR coefficient in the multiple linear regression equations. If the sum of rainfall is greater than 2.5 mm for the given time period, then the CR coefficient is equal to 1; if the sum of rainfall is less than 2.5 mm for the given time period, then the CR coefficient is equal to zero, respectively. An example of this type of model is MLR-27, which is a function of the peak daily demand from the previous day, the maximum temperature of the current day, the maximum temperature of the previous day, and the occurrence/nonoccurrence of rainfall value of the previous day. It is shown by
The sixth group of models was MLR-33-MLR-39, which was developed in order to test whether assigning a weight system to the antecedent days of no rainfall ͑i.e., no rainfall above 2.5 mm͒ would result in better models. For example, if the sum of the rainfall in the preceding 10 days was less than 2.5 mm, then a value of 10 would be assigned to the DR coefficient shown in the Eq. ͑4͒. However, if there was a day with rainfall greater than 2.5 mm, then a value of 0 would be assigned to the DR coefficient and the process would restart. An example of this type of model is MLR-33, which is a function of the peak demand from the previous day, the temperature of the current day, the temperature of the previous day, and the weighted occurrence or nonoccurrence of rainfall of the current day. It is shown by
All of the MLR models were first trained ͑to determine the regression coefficients͒ using the data in the training set ͑1994-2001͒ and then tested using the testing data set ͑2002͒, and compared using the three statistical measures of goodness of fit.
Time Series Analysis
The S-plus statistical software program was used for time series analysis in this study. The first stage in developing the time series models was to determine if the data are stationary. For this, the autocorrelation coefficient function ͑ACF͒ was used. It was found that there is a time dependence in the series for lags up to 15 at a 95% confidence level, which implies that the data series is not stationary. The data were, therefore, differenced to convert it into a stationary process. An ACF plot was then performed on the differenced series, and it was determined that the new ACF plot contained one significant lag while the remaining lags were not significant. Stationary conditions were, therefore, satisfied.
Since the data were transformed into a stationary model through differencing, autoregressive integrated moving average ͑ARIMA͒ models of order p, d, and q were used. Using the differenced data, the ACF and partial ACF ͑PACF͒ plots were then used to identify the order of the ARIMA models. In the models that were developed, the number of autoregressive parameters ͑p͒ varied from 0 to 3 and the number of moving average parameters varied from 0 to 3. One difference of the data set ͑d =1͒ was required to transform the series into a stationary process.
A total of nine ARIMA models were identified to fit the peak water demand series and the Akaike information criterion ͑AIC͒ was used to verify each of the models. The parameters of these nine models are shown in Table 2 . All of the time series models were first trained using the data in the training set ͑1994-2001͒ and then tested using the testing data set ͑2002͒ and compared using the three statistical measures of goodness of fit.
ANN Analysis
Using the Tiberius software package, back-propagation ANNs with the "generalized delta rule" as the training algorithm were used to develop all the ANN models. The Tiberius 2.0.0 neural network modeling software package for Excel is a feed-forward multilayer perceptron trained with the back propagation algorithm and is completely written in visual basic for applications ͑VBA͒, the macrolanguage of Microsoft Excel. To develop an ANN model, the primary objective is to arrive at the optimum architecture of the ANN that captures the relationship between the input and output variables. The task of identifying the number of neurons in the input and output layers is normally simple as it is dictated by the input and output variables considered to model the physical process. The number of neurons in the hidden layer has to be optimized using the available data through the use of a trial and error procedure. In addition, optimal values for the learning coefficients and the momentum correction factor have to be determined.
In this study, ANN networks consisting of an input layer with 2-6 input nodes, one single hidden layer composed of between three and five nodes, and one output layer consisting of one node denoting the predicted peak water demand were developed. Each ANN model was tested on a trial and error basis for the optimum number of neurons in the hidden layer ͑three, four, and five neurons in the hidden layer were tested for each model͒, and for the optimum learning coefficient, which was assumed to lie within the range of 0-0.2 ͑Jain et al. 2001͒.
Thirty-nine separate ANN models were identified in this study. The neurons in the input layer of each of these 39 different ANN models represented different combinations of the various physical variables considered and can be seen in Table 3 . Each of the 39 ANN models used the exact same input variables as each of the MLR models that were developed. As for the corresponding MLR models, Models ANN-1-ANN-20 were designed to assess the significance of the various input variables on peak daily water demand and to corroborate the graphical, cross-correlation, and simple linear regression analyses performed in this study. Models ANN-20-ANN-39 were developed to test whether the occurrence or nonoccurrence of rainfall ͑using both binary and weighted systems͒ was a more significant variable than the amount of rainfall.
All of the ANN models were first trained using the data in the training set ͑1994-2001͒ to obtain the optimized set of connection strengths and then tested using the testing data set ͑2002͒ and compared using the three statistical measures of goodness of fit.
Results
Cross-Correlation Analysis
To investigate the dependency between variables that influence water demand, cross-correlation coefficients between peak daily demand and each variable were calculated and are shown in Table 4 . This information was used to aid in selecting input variables for multiple linear regression and ANN models. It can be seen from Table 4 that the peak daily water demand series at time t is strongly correlated with the peak demand from the previous day ͑with a correlation value of 0.73͒; the temperature of the current day ͑with a correlation value of 0.45͒; and the temperature of the previous day ͑with a correlation value of 0.34͒. It can also be observed that the daily peak water demand is more strongly correlated with the occurrence or nonoccurrence of rain- fall ͑up to and including five days before͒ in comparison with the actual rainfall amount. The cross-correlation coefficients between the peak demand and rainfall amount ranged from −0.12 to −0.23, whereas the cross-correlation coefficients between the peak demand and occurrence or nonoccurrence of rainfall ranged from −0.22 to −0.46. The direction of correlation is negative with rainfall, which means that a high occurrence or amount of rainfall is responsible for decreasing amounts of peak daily water demand.
Seasonal or Periodic Component Analysis
To determine whether any seasonal patterns exist in the water demand series, Fourier analysis was used. The results of the Fourier analysis indicate that there is no predominant single periodicity component in the peak daily water demand series. The strongest periodic components were recorded for the 55 and 123 day periods ͑which correspond to 2 and 4 month periods, respectively͒, although they account for only 9% of the total variance. This indicates that, for predictive purposes, Fourier analysis cannot be used since it does not account for much of the variance. As a result, ARIMA models were developed.
Simple Linear Regression Analysis
In order to help select input variables for multiple linear regression and ANN models, simple linear regression was performed. The results from simple linear regression analysis are shown in Table 5 . Strong dependence was found in peak demand ͑t͒ versus peak demand ͑t −1͒ with an R 2 value of 0.5268. Adequate dependence was found in peak demand ͑t͒ versus temperature ͑t͒ and ͑t −1͒, with R 2 values of 0.1960 and 0.1119, respectively. Weak dependence was found in peak demand ͑t͒ versus rainfall ͑t͒ and rainfall ͑t −1͒ with R 2 values of 0.0307 and 0.0507, respectively. Table 1 shows goodness of fit statistics for the testing of all MLR models. The first group of models, MLR-1-MLR-6, demonstrate that including T t−1 with T t improved the coefficient of determination by between 3 and 5% and resulted in generally lower AARE and Max ARE values. This corroborates the cross-correlation analysis findings. As a result, it was decided to use T t−1 in addition to T t in models MLR-21-MLR-39. The second group of models, MLR-7-MLR-10, demonstrate that including D t−2 with D t−1 improved the coefficient of determination by only l.l-1.6%, but resulted in generally lower AARE and Max ARE values. However, it was decided to not include D t−2 in Models MLR-21-MLR-39 since the improvement was negligible.
Multiple Linear Regression Analysis
The third group of models, MLR-11-MLR-20 and MLR-26, MLR-32, and MLR-39, demonstrate that including population as an input variable improved the coefficient of determination by only a negligible amount ͑less than 1% for each of the 13 models͒ and, in almost all cases, resulted in higher AARE and Max ARE values. As a result, models that included population as a variable were not considered in the determination of the best overall model. This corroborates the conclusions of several other studies that found that including socioeconomic variables such as population has a negligible impact on short-term water demand forecasting. This is understandable since it is highly unlikely that overall zone population would have an affect on daily fluctuations in water demand.
From the cross-correlation and simple linear regression analyses in addition to the results of Models MLR-l-MLR-20, it can be seen that D t−1 , T t , and T t−1 are significant variables in terms of forecasting peak daily water demand in the OWC zone. It can also be seen that D t−2 and population are not significant. As such, it was decided to use D t−1 , T t , and T t−1 as the basis for Models MLR-21-MLR-39.
Models MLR-21-MLR-39 show that the daily peak water demand series in the OWC zone is, in fact, better described with the use of occurrence or nonoccurrence of rainfall rather than actual rainfall amount. Models including the occurrence or nonoccurrence of rainfall ͑MLR-27-MLR-32͒ produced testing R 2 coefficients ranging from 0.58 to 0.60, AARE values ranging from 14 to 15, and Max ARE values ranging from 59 to 62. Models using the rainfall amount ͑MLR-21-MLR-26͒ produced R 2 coefficients ranging from 0.54 to 0.56, AARE values ranging from 14 to 15, and Max ARE values ranging from 71 to 79. As well, the best MLR model ͑discussed below͒ included the occurrence or nonoccurrence of rainfall as opposed to the amount of rainfall. All of this suggests that the water demand process in the OWC zone is better correlated with the occurrence of rainfall rather than the amount of rainfall.
Models using the weighted system of occurrence or nonoccur- rence of rainfall did not perform as well as the models using the binary system of occurrence or nonoccurrence of rainfall. Models using the weighted occurrence or nonoccurrence of rainfall ͑MLR-33-MLR-39͒ produced R 2 coefficients ranging from 0.54 to 0.60, AARE values ranging from 14 to 17, and Max ARE values ranging from 60 to 74. Although these models did not perform as well as the models with a binary system of occurrence of rainfall, they nevertheless did perform better than the models using the rainfall amount.
In terms of the coefficient of determination, the MLR model that performed the best out of all models in training ͑R 2 of 0.61͒ was MLR-33. However, the model performing the best in the testing data set was MLR-31 ͑R 2 of 0.60͒, which was a function of the peak daily water demand of the previous day, the maximum temperature of the current and previous day, and the occurrence or nonoccurrence of the rainfall five days before. In terms of AARE and Max ARE, the MLR-31 model also performed the best among all the MLR models with values of 14 and 56, respectively. As such, overall, the MLR-31 model performed the best among all MLR models ͑excluding the models with population for reasons explained above͒. This model is given by Table 2 shows the performance statistics for the testing of all time series models. A total of nine ARIMA ͑p, d, q͒ models were postulated to model daily water demand series. In terms of the AIC, the ARIMA ͑2,1,2͒ model had the best fit with the observed data as indicated by the lowest AIC value ͑8,443͒.
͑5͒
Time Series Analysis
In terms of the coefficient of determination, all models had relatively low R 2 values in training. These values ranged from 0.46 to 0.54, with the ARIMA ͑2,1,2͒ model having the highest coefficient of determination value in the training data set. However, during the testing, it was found that the ARIMA ͑2,1,0͒ model performed the best in terms of the three statistical measures of goodness of fit. This model had two autoregressive components ͑p =2͒ and no moving average component ͑q =0͒. Like all the other ARIMA models, the data set used for this model was differenced only once ͑d =0͒ in order to transform the series into a stationary process.
The ARIMA ͑2,1,0͒ model had the highest R 2 value ͑0.46͒ for the testing data set. In terms of AARE and Max ARE, the ARIMA ͑2,1,0͒ model also performed the best among all ARIMA models with an AARE of 15 and a Max ARE of 62. This model is shown by Table 3 shows the performance statistics for the 39 ANN models developed in this study and includes the learning coefficients for all the models that were found to produce the lowest root-meansquare error between the observed and forecasted water demand in the training session for each model. The optimized learning coefficients ranged from 0.05 to 0.10 for the 39 ANN models. For each of the 39 models, three, four, and five neurons in the hidden layer were tested. It was determined that four neurons in the hidden layer produced the highest coefficients of determination. Each of the 39 models used four neurons in the hidden layer.
ANN Analysis
Models ANN-l-ANN-6 indicate that including T t−1 in addition to T t improved the coefficient of determination by between 4 and 6% and resulted in lower AARE and Max ARE values. This confirms the significance of T t−1 an input variable. This also corroborates the graphical and cross-correlation analysis results in addition to the MLR results. As a result, it was decided to include both T t and T t−1 in Models ANN-21-ANN-39 .
Models ANN-7-ANN-10 indicate that including D t−2 with D t−1 can result in marginally better coefficients of determination ͑+3 % ͒, but it can also result in lower coefficients of determination ͑−5 % ͒. It was also found that including D t−2 with D t−1 generally resulted in higher AARE and Max ARE values. As such, it was decided to not include D t−2 in Models ANN-21-ANN-39.
Models ANN-11-ANN-20 indicate that in some cases, including population as an input variable can result in marginally better coefficients of determination. However, these models also indicate that including population as an input variable can also result in significantly lower coefficients of determination. Models indicate that the addition of population as an input variable in the best ANN models actually results in lower coefficients of determination in all three cases. The lack of significance of population as an input variable corroborates the MLR analysis performed in this study.
It can be seen from Models MLR-21-MLR-39 that the peak daily water demand series in the OWC zone is better described with the use of the occurrence or nonoccurrence of rainfall rather than the actual rainfall amount. Models including the binary system of occurrence or nonoccurrence of rainfall ͑ANN-27-ANN-32͒ produced testing R 2 coefficients ranging from 0.67 to 0.69, AARE values ranging from 12 to 13, and Max ARE values ranging from 40 to 55. Models using the rainfall amount ͑ANN-21-ANN-26͒ produced R 2 coefficients ranging from 0.57 to 0.60, AARE values ranging from 13.5 to 14, and Max ARE values ranging from 71 to 81. As well, the best ANN model ͑discussed below͒ included the occurrence or nonoccurrence of rainfall as opposed to the amount of rainfall. Like the MLR results, this suggests that the water demand process in the OWC zone is better correlated with the occurrence of rainfall rather than the amount of rainfall.
Models using the weighted system of occurrence or nonoccurrence of rainfall did not perform as well as the models using the binary system of occurrence or nonoccurrence of rainfall. These models ͑ANN-33-ANN-39͒ produced R 2 coefficients ranging from 0.56 to 0.66, AARE values ranging from 13 to 14, and Max ARE values from 49 to 76.
In terms of the coefficient of determination, the best ANN model overall for both training and testing was ANN-31 with R 2 values of 0.66 and 0.69, respectively. ANN-31 is a function of the peak daily demand from the previous day, the temperature from the current day and the previous day, and the occurrence or nonoccurrence of rainfall from five days before ͑D t−1 , T t , T t−1 , and CR t5 ͒. In terms of AARE the best model was also ANN-31 with an AARE of 12. However, the model with the best Max ARE ͑with a value of 40͒ was the ANN-27 model. The ANN-31 model had the second best Max ARE ͑with a value of 41͒. It should be pointed out that some of the other ANN models ͑especially ANN-27͒ had performance statistics that were almost as good as the ANN-31 model.
Comparative Analysis
A comparative analysis was performed to evaluate the relative performance of each modeling technique investigated in this study. Average values of the statistical measures of goodness of fit were calculated from all the models employing a particular technique and the results for all three techniques investigated in this study are presented in Table 6 .
It is quite clear that based on the average statistical measures of goodness of fit, the ANN models outperformed the regression and time series models, recording the lowest AARE and Max ARE statistics, while recording the highest R 2 values in training and testing. It is also clear that the regression models outperformed the time series models.
The time series models had relatively high coefficients of determination during training, however, they were not able to perform well during testing, with very low testing R 2 values, high AARE values, and very high Max ARE values. A possible reason as to why the time series models did not perform well could be due to the fact that this technique did not consider climatic variables during the modeling process. In ANN and multiple linear regression, the relationship between present and past water demand data and climatic data was examined, while the time series models calculated the relationship between present and past water demand data only. This suggests the importance of climate on peak daily water demand and that the daily water demand process in the OWC zone is mainly governed by the maximum air temperature and interrupted by occurrences of rainfall.
Based on the statistical measures of goodness of fit calculated in this study, it can be observed that Model ANN-31 performed the best out of all models. Table 6 shows that it had the highest R 2 value in training ͑0.66͒, the highest R 2 value in testing ͑0.69͒, the lowest AARE ͑12͒, and the second lowest Max ARE ͑41͒ out of all MLR, ANN, and time series models. In terms of the value of R 2 in testing, the ANN-31 model was found to be 14% more accurate than the best MLR model ͑MLR-31͒, and 34% more accurate than the best time series model ͓ARIMA ͑2,l,0͔͒.
Discussion
The best predictive variables for peak daily water demand found in this study were D t−1 , T t , T t−1 , and CR t−5 . These variables were used for both the best MLR model and the best ANN model. For these variables, it was determined that there is a time dependency ͑autocorrelation͒ between D t and D t−1 , to a lesser extent a time dependency between T t and T t−1 , as well as a time dependency in the occurrence of rainfall between CR t and CR t−5 . The reason that the occurrence or nonoccurrence of rainfall from five days before was significant can perhaps be explained in terms of a "lag of effect" phenomenon. It was also found that for both the MLR and ANN models, the peak daily water demand series in the OWC zone was better described with the use of the occurrence or nonoccurrence of rainfall rather than the actual rainfall amount. This supports the findings of Jain et al. ͑2001͒ but is opposite to the findings of Bougadis et al. ͑2005͒. Another finding was that models using the weighted system of occurrence or nonoccurrence of rainfall did not perform as well as the models using the binary system of occurrence or nonoccurrence of rainfall. As well, the lower R 2 and higher AARE values obtained in this study for peak water demand compared to some of the studies that investigated average or total daily and weekly water demand ͑Jain et al. 2001; Jain and Ormsbee 2002͒, indicate that the forecasting of peak summer water demand is less accurate perhaps due to the very high variations in peak demands found in areas of high outdoor water usage.
In this study it was shown that the ANN technique is marginally better than the multiple linear regression and time series analysis techniques in forecasting peak daily summer water demand in an area of high outdoor water demand. There are several reasons that might explain why the ANN technique was somewhat better capable of handling the data that were used in this study in order to forecast peak daily water demand. The time series models might not have performed well compared to the ANN ͑and multiple linear regression͒ models because this technique did not consider climatic variables during the modeling process. In ANN ͑and multiple linear regression͒ analysis, the relationship between present and past water demand data and climatic data is examined, while in the time series analysis performed in this study, only the relationship between present and past water demand data was calculated. However, the time series technique is, nevertheless, very useful for water supply systems where climatic data are not available.
The multiple linear regression models might have performed worse than the ANN models because MLR equations can only capture relationships of a prespecified functional form, and as such they may not always be sufficient to accurately predict the nonlinear nature of the variables involved. On the other hand, ANNs make no assumptions about the nature of the relationships between input and output variables.
An overall conclusion of this study is that none of the methods performed very well in predicting peak water demand. This seems to indicate that there were problems with the data used or the wrong driving variables were used. The present study focused on the modeling of peak water demand forecasts using climatic variables in addition to past water demands. The work could potentially be improved if other variables that affect water demand were to be examined. Examples of socioeconomic variables that could be investigated include housing characteristics ͑number of bathrooms, number of rooms, size of garden, household size, and the number of people in the house͒; property values; land use ͑residential, commercial or industrial͒; economic status ͑house income͒; day of the week ͑including weekday, weekend and holidays͒; and water price. Of these variables, it is most likely that the day of the week ͑weekday, weekend, or holiday͒ and water price could potentially improve the short-term water demand forecasts. Examples of climatic variables not used in this research that could be investigated in future studies include: evaporation; evapotranspiration; wind speed; relative humidity; cloud amount; and sunshine amount. Unfortunately, not all of the above data are readily available, and often do not exist at all. Nevertheless, if the above-mentioned socioeconomic and climatic variables are available, it is possible that different combinations of driving variables could potentially improve the forecasting ability of the various techniques explored in this study. Another possible improvement would be to explore the use of different ANN training algorithms such as radial basis functions, genetic algorithms, or self-organizing networks.
Conclusions
The motivation for this study was to investigate three important issues that have not been investigated in the literature concerning short-term peak water demand. From the results of this study, the following can be concluded: ͑1͒ the use of artificial neural networks for use in forecasting peak daily water demand in the summer months in an area of high outdoor water demand is marginally better than multiple linear regression and time series analysis; ͑2͒ peak daily water demand is better correlated with the rainfall occurrence rather than the rainfall amount itself; and ͑3͒ assigning a weighting system to the antecedent days of no rainfall does not result in more accurate models.
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Notation
The following symbols are used in this paper: B ϭ regression coefficient; CR ϭ occurrence or nonoccurrence of rainfall; D ϭ demand; DR ϭ weighted occurrence or nonoccurrence of rainfall; N ϭ number of observations; R ϭ amount of rainfall; T ϭ temperature; d j ϭ desired demand at node j; w ij ϭ weight from hidden node i or from an input to node j at time t; y j ϭ actual output at node j; ␣ ϭ momentum correction factor; ␦ ϭ error term; and ϭ learning coefficient.
