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a b s t r a c t
In this paper, the authors prove several coefficient bounds, distortion inequalities of the
class Sng (p, λ, b, β) of p-valent analytic functions of complex order. By making use of the
familiar concept of neighborhoods of p-valent analytic functions, they obtained several
inclusion relations associated with the Np(n, δ)-neighborhood of this class and its certain
derivatives, which is defined by means of a certain non-homogeneous Cauchy–Euler
differential equations.
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1. Introduction
Let T (p, n) denote the class of functions f (z) of the form :
f (z) = zp −
∞∑
k=n+p
akzk (ak > 0; p, n ∈ N = {1, 2, . . .}), (1.1)
which are analytic and p-valent functions in the open unit disk U = {z : |z| < 1} .
Let
Fλ(z) = (1− λ)f (z)+ λzf ′(z) (f (z) ∈ T (p, n), 0 ≤ λ ≤ 1). (1.2)
For a function f (z) in the class T (p, n), we define
D0pf (z) = f (z),
D1pf (z) = Dpf (z) =
z
p
f ′(z),
D2pf (z) = D(Dpf (z)),
Dσp f (z) = D(Dσ−1p f (z)) = zp −
∞∑
k=n+p
(
k
p
)σ
akzk (σ ∈ N). (1.3)
For p = n = 1, the differential operator Dσ was introduced by Sa¯la¯gean [1].
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Denote by (f ∗ g)(z) the Hadamard product (or, convolution) of the functions f (z) and g(z), that is, if f (z) is given by
(1.1) and g(z) is given by
g(z) = zp +
∞∑
k=n+p
bkzk (p, n ∈ N), (1.4)
then
(f ∗ g)(z) = zp −
∞∑
k=n+p
akbkzk (p, n ∈ N). (1.5)
Now, following the earlier investigations by Goodman [2], Ruscheweyh [3] and Altintas et al. [4] (see also [5,6]), we define
the (n, δ)-neighborhood of a function f (z) ∈ T (p, n), by
Npn,δ(f ; q) =
{
q : q(z) ∈ T (p, n), q(z) = zp −
∞∑
k=n+p
ckzk and
∞∑
k=n+p
k |ak − ck| ≤ δ
}
. (1.6)
In particular, if
h(z) = zp (p ∈ N), (1.7)
we immediately have
Npn,δ(h; q) =
{
q : q(z) ∈ T (p, n), q(z) = zp −
∞∑
k=n+p
ckzk and
∞∑
k=n+p
k |ck| ≤ δ
}
. (1.8)
Definition 1. Let the function f (z) ∈ T (p, n). Then we say that f (z) is in the class Sng (p, λ, b, β) if it satisfies the condition:∣∣∣∣1b
[
z((Fλ ∗ g)(z))′
(Fλ ∗ g)(z) − p
]∣∣∣∣ < β (z ∈ U; p, n ∈ N; b ∈ C \ {0}; 0 ≤ λ ≤ 1; 0 < β ≤ 1), (1.9)
where Fλ(z) and g(z) are given, respectively, by (1.2) and (1.4).
Definition 2. Let the function f (z) ∈ T (p, n). Thenwe say that f (z) is in the class K ng (p, λ, b, β;µ) if it satisfies the following
non-homogeneous Cauchy–Euler differential equation:
z2
d2w
dz2
+ 2(1+ µ)z dw
dz
+ µ(1+ µ)w = (p+ µ)(p+ µ+ 1)q(z), (1.10)
where
w = f (z), f (z) ∈ T (p, n); q(z) ∈ Sng (p, λ, b, β); µ > −p.
We note that there are several interesting new or known subclasses of our function class Sng (b, p, λ, β). For example, if
we set:
(i) λ = 0, β = 1, b = p(1 − α) (p ∈ N; 0 ≤ α < 1) and replacing n + p by m in (1.9), then Sng (b, p, λ, β) reduces to the
class TS∗g (p,m, α) studied by Ali et al. [7];
(ii) λ = 0, β = 1 and replacing n+p by n in (1.9), then Sng (p, λ, b, β) reduces to the class Sg(p, n, b,m) studied by Prajapat
et al. [8] withm = 0;
(iii) λ = 0, β = 1, replacing n+ p by n in (1.9) and the coefficients bk in (1.4), are chosen as
bk =
(
ν + k− 1
k− p
)
(ν > −p),
then we obtain the class Hpn,m(ν, p), which was studied by Raina and Srivastava [9] withm = 0;
(iv) λ = 0, β = 1, n+ p is replaced by n in (1.9) and the coefficients bk in (1.4), are chosen as
bk = (α1)k−p(α2)k−p · · · (αr)k−p
(β1)k−p(β2)k−p · · · (βs)k−p(k− p)! > 0 (αj ∈ C, j = 1, 2, . . . , r;βi ∈ C \ {0,−1,−2, . . .} ; j = 1, . . . , s),
we obtain the class S∗(p, n, b,m) defined by
S∗(p, n, b,m) =
∣∣∣∣1b
(
z(Hrs [α1]f )(m+1)(z)
(Hrs [α1]f )(m)(z)
− p
)∣∣∣∣ < 1,
(0 ≤ α < p− q; z ∈ U; r ≤ s+ 1; q, r, s ∈ N0; p ∈ N; p > q),
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studied by Prajapat et al. [8] withm = 0, where the operator
(Hrs [α1])f (z) = Hrs (α1, . . . , αr;β1, . . . , βs)f (z),
is the Dziok–Srivastava linear operator (see for details [10]);
(v) bk =
(
k
p
)σ
(σ ∈ N0), we get the class
S(p, b, σ , λ, β) =
∣∣∣∣∣1b
{
z(Dσp f (z))
′ + λz2(Dσp f (z))′′
(1− λ)Dσp f (z)+ λz(Dσp f (z))′
− p
}∣∣∣∣∣ < β,
where Dσp is defined by (1.3);
(vi) bk =
(
ν + k− 1
k− p
)
(ν > −p), we get the class
S(p, b, σ , λ, β) =
∣∣∣∣1b
{
z(Dν,pf (z))′ + λz2(Dν,pf (z))′′
(1− λ)Dν,pf (z)+ λz(Dν,pf (z))′ − p
}∣∣∣∣ < β.
The main object of the present paper is to derive several coefficient bounds, distortion inequalities, and (n, δ)-
neighborhoods of the functions in the class K ng (p, λ, b, β;µ).
In the remainder of the paper, we will consider Fλ(z) given by (1.2).
2. Coefficient bounds and distortion theorems
In our present investigation of the inclusion relations involving Npn,δ(h), we shall require Lemmas 1 and 2 below.
Lemma 1. Let the function f (z) defined by (1.1). Then f (z) belongs to the class Sng (p, λ, b, β) if and only if
∞∑
k=n+p
(k+ β |b| − p)[1+ λ(k− 1)]akbk ≤ β |b| [1+ λ(p− 1)], (b ∈ C \ {0}; 0 ≤ λ ≤ 1; 0 < β ≤ 1). (2.1)
Proof. Assume that (2.1) holds true. Then we have
[n+ β |b|]
∞∑
k=n+p
[1+ λ(k− 1)]akbk ≤
∞∑
k=n+p
(k+ β |b| − p)[1+ λ(k− 1)]akbk
≤ β |b| [1+ λ(p− 1)],
that is, that
∞∑
k=n+p
[1+ λ(k− 1)]akbk ≤ β |b| [1+ λ(p− 1)][n+ β |b|] .
Since, ∣∣∣∣∣[1+ λ(p− 1)] − ∞∑
k=n+p
[1+ λ(k− 1)]akbkzk−p
∣∣∣∣∣ > [1+ λ(p− 1)] − ∞∑
k=n+p
[1+ λ(k− 1)]akbk |z|k−p
> [1+ λ(p− 1)] −
∞∑
k=n+p
[1+ λ(k− 1)]akbk. > n[1+ λ(p− 1)][n+ β |b|] > 0.
Then, we find that
∣∣∣∣ z((Fλ ∗ g)(z))′(Fλ ∗ g)(z) − p
∣∣∣∣ =
∣∣∣∣∣∣∣∣∣
∞∑
k=n+p
(k− p)[1+ λ(k− 1)]akbkzk−p
[1+ λ(p− 1)] −
∞∑
k=n+p
[1+ λ(k− 1)]akbkzk−p
∣∣∣∣∣∣∣∣∣
≤
∞∑
k=n+p
(k− p)[1+ λ(k− 1)]akbk |z|k−p
[1+ λ(p− 1)] −
∞∑
k=n+p
[1+ λ(k− 1)]akbk |z|k−p
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≤
∞∑
k=n+p
(k− p)[1+ λ(k− 1)]akbk
[1+ λ(p− 1)] −
∞∑
k=n+p
[1+ λ(k− 1)]akbk
< β |b| .
This shows that the values of the function
Φ(z) = z((Fλ ∗ g)(z))
′
(Fλ ∗ g)(z) ,
lie in a circle centered atw = p and radius β |b|. Hence, f (z) satisfies the condition (1.9).
Conversely, assume that f (z) ∈ Sng (p, λ, b, β). Then we have
Re{Φ(z)} = Re

p[1+ λ(p− 1)] −
∞∑
k=n+p
k[1+ λ(k− 1)]akbkzk−p
[1+ λ(p− 1)] −
∞∑
k=n+p
[1+ λ(k− 1)]akbkzk−p

> p− β |b| . (2.2)
Choose values of z on the real axis so that Φ(z) is real and positive. Upon clearing the denominator in (2.2) and letting
z → 1− through real values, we can see that
p[1+ λ(p− 1)] −
∞∑
k=n+p
k[1+ λ(k− 1)]akbk > (p− β |b|)
{
[1+ λ(p− 1)] −
∞∑
k=n+p
[1+ λ(k− 1)]akbk
}
.
Thus, we have the inequality (2.1). 
Lemma 2. Let the function f (z) given by (1.1) be in the class Sng (p, λ, b, β). Then, for bk > bn+p we have
∞∑
k=n+p
ak ≤ β |b| [1+ λ(p− 1)]
(n+ β |b|)[1+ λ(n+ p− 1)]bn+p , (2.3)
and
∞∑
k=n+p
kak ≤ (n+ p)β |b| [1+ λ(p− 1)]
(n+ β |b|)[1+ λ(n+ p− 1)]bn+p (p > |b|). (2.4)
Proof. Let f (z) ∈ Sng (p, λ, b, β). Then, in view of the assertion (2.1) of Lemma 1, we have
(n+ β |b|)[1+ λ(n+ p− 1)]bn+p
∞∑
k=n+p
ak ≤ β |b| [1+ λ(p− 1)],
which immediately yields the first assertion of Lemma 2.
For the proof of the second assertion, by appealing to (2.1), we have
[1+ λ(n+ p− 1)]bn+p
∞∑
k=n+p
kak ≤ β |b| [1+ λ(p− 1)] + (p− β |b|)[1+ λ(n+ p− 1)]bn+p
∞∑
k=n+p
ak,
which in view of (2.3), can be put in the form:
[1+ λ(n+ p− 1)]bn+p
∞∑
k=n+p
kak ≤ β |b| [1+ λ(p− 1)] + (p− β |b|)β |b| [1+ λ(p− 1)]
(n+ β |b|) . (2.5)
Upon simplifying the right hand side of (2.5), we have the assertion (2.4). 
Our main distortion inequalities for functions in the class K ng (p, λ, b, β;µ) are given by Theorem 1 below.
Theorem 1. Let the function f (z) defined by (1.1) be in the class K ng (p, λ, b, β;µ). Then for z ∈ U, we have
|f (z)| ≤ |z|p + β |b| [1+ λ(p− 1)](p+ µ)(p+ µ+ 1)
(n+ β |b|)[1+ λ(n+ p− 1)](n+ p+ µ)bn+p |z|
n+p , (2.6)
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and
|f (z)| > |z|p − β |b| [1+ λ(p− 1)](p+ µ)(p+ µ+ 1)
(n+ β |b|)[1+ λ(n+ p− 1)](n+ p+ µ)bn+p |z|
n+p , (2.7)
(in general)∣∣f (m)(z)∣∣ ≤ φ(p,m) |z|p−m + β |b| [1+ λ(p− 1)](p+ µ)(p+ µ+ 1)φ(n+ p,m)
(n+ β |b|)[1+ λ(n+ p− 1)](n+ p+ µ)bn+p |z|
n+p−m , (2.8)
and ∣∣f (m)(z)∣∣ > φ(p,m) |z|p−m − β |b| [1+ λ(p− 1)](p+ µ)(p+ µ+ 1)φ(n+ p,m)
(n+ β |b|)[1+ λ(n+ p− 1)](n+ p+ µ)bn+p |z|
n+p−m , (2.9)
where
φ(i, j) = i!
(i− j)! =
{
1 (j = 0)
i(i− 1) · · · (i− j+ 1) (j 6= 0). (2.10)
Proof. Suppose that the function f (z) defined by (1.1) be in the class T (p, n), also let the function q(z) ∈ Sng (p, λ, b, β),
occurring in the non-homogeneous Cauchy–Euler differential equation (1.10), with ck > 0 (k > n+ p). Then we readily find
from (1.10) that
ak = (p+ µ)(p+ µ+ 1)
(k+ µ)(k+ µ+ 1) ck (k > n+ p), (2.11)
so that
f (z) = zp −
∞∑
k=n+p
akzk = zp −
∞∑
k=n+p
(p+ µ)(p+ µ+ 1)
(k+ µ)(k+ µ+ 1) ckz
k, (2.12)
and
|f (z)| ≤ |z|p + |z|n+p
∞∑
k=n+p
(p+ µ)(p+ µ+ 1)
(k+ µ)(k+ µ+ 1) ck (z ∈ U). (2.13)
Since q(z) ∈ Sng (p, λ, b, β), then the assertion (2.3) of Lemma 2 yields the following inequality:
ck ≤ β |b| [1+ λ(p− 1)]
(n+ β |b|)[1+ λ(n+ p− 1)]bn+p (k > n+ p), (2.14)
together with (2.14) and (2.13) yields that
|f (z)| ≤ |z|p + β |b| [1+ λ(p− 1)](p+ µ)(p+ µ+ 1)
(n+ β |b|)[1+ λ(n+ p− 1)]bn+p |z|
n+p
∞∑
k=n+p
1
(k+ µ)(k+ µ+ 1) . (2.15)
Finally, in view of the following telescopic sum
∞∑
k=n+p
1
(k+ µ)(k+ µ+ 1) =
∞∑
k=n+p
(
1
(k+ µ) −
1
(k+ µ+ 1)
)
= 1
n+ p+ µ (µ ∈ R \ {−n− p,−n− p− 1, . . . .}), (2.16)
the assertion (2.6) of Theorem 1 follows at once from (2.15) together with (2.16). The assertion (2.7) can be proven by
similarly applying (2.12) and (2.14)–(2.16). 
3. Neighborhoods for the classes Sng (p, λ, b, β) and K
n
g (p, λ, b, β;µ)
In this section, we determine inclusion relations for the classes Sng (p, λ, b, β) and K
n
g (p, λ, b, β;µ) involving (n, δ)-
neighborhoods defined by (1.6) and (1.8).
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Theorem 2. If the function f (z) ∈ T (n, p) is in the class Sng (p, λ, b, β), then
Sng (p, λ, b, β) ⊂ Nδn,p(h; q), (3.1)
where h(z) is given by (1.7) and the parameter δ is given by
δ = (n+ p)β |b| [1+ λ(p− 1)]
(n+ β |b|)[1+ λ(n+ p− 1)]bn+p . (3.2)
Proof. The inclusion relation (3.1) would follow readily from the definition (1.8) and the assertion (2.4). 
Theorem 3. Let the function f (z) ∈ T (n, p) be in the class K ng (p, λ, b, β;µ), then
K ng (p, λ, b, β;µ) ⊂ Nδn,p(f ; q), (3.3)
where q(z) is given by (1.6), and
δ = (n+ p)β |b| [1+ λ(p− 1)][n+ (p+ µ)(p+ µ+ 2)]
(n+ β |b|)(n+ p+ µ)[1+ λ(n+ p− 1)]bn+p (p > |b|). (3.4)
Proof. Let f (z) ∈ K ng (p, λ, b, β;µ). Then, upon substituting from (2.11) into the following coefficient inequality:
∞∑
k=n+p
k |ck − ak| ≤
∞∑
k=n+p
kck +
∞∑
k=n+p
kak (ck > 0; ak > 0), (3.5)
we obtain
∞∑
k=n+p
k |ck − ak| ≤
∞∑
k=n+p
kck +
∞∑
k=n+p
(p+ µ)(p+ µ+ 1)
(k+ µ)(k+ µ+ 1) kck. (3.6)
Since q(z) ∈ Sng (p, λ, b, β), the assertion (2.4) of Lemma 2 yields
kck ≤ (n+ p)β |b| [1+ λ(p− 1)]
(n+ β |b|)[1+ λ(n+ p− 1)]bn+p (p > |b|). (3.7)
Finally, by making use of (2.4) as well as (3.7) on the right hand side of (3.6), we find that
∞∑
k=n+p
k |ck − ak| ≤ (n+ p)β |b| [1+ λ(p− 1)]
(n+ β |b|)[1+ λ(n+ p− 1)]bn+p
[
1+
∞∑
k=n+p
(p+ µ)(p+ µ+ 1)
(k+ µ)(k+ µ+ 1)
]
, (3.8)
which, by virtue of the telescopic sum (2.16), immediately yields
∞∑
k=n+p
k |ck − ak| ≤ (n+ p)β |b| [1+ λ(p− 1)][n+ (p+ µ)(p+ µ+ 2)]
(n+ β |b|)(n+ p+ µ)[1+ λ(n+ p− 1)]bn+p = δ (p > |b|) . (3.9)
Thus, by the definition (1.6), this completes the proof of Theorem 3. 
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