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.
I almost wish I hadn’t
gone down that rabbit-hole
- and yet - and yet -
it’s rather curious, you know,
this sort of life!
Alice in Wonderland
iii
.iv
Abstract
The generalized Ornstein-Uhlenbeck process
Vt = e
−ξt
(
V0 +
∫ t
0
eξs−dηs
)
, t ≥ 0,
driven by a bivariate Le´vy process (ξt, ηt)t≥0 with starting random variable V0 inde-
pendent of (ξ, η) fulfills the stochastic differential equation dVt = Vt−dUt + dLt for
another bivariate Le´vy process (Ut, Lt)t≥0, which is determined completely by (ξ, η).
In particular it holds ξt = − log(E(U)t), t ≥ 0, where E(U) denotes the stochastic
exponential of U .
In Chapter 2 of this work, for a given bivariate Le´vy process (U, L), necessary and
sufficient conditions for the existence of a strictly stationary solution of the stochastic
differential equation dVt = Vt− dUt + dLt are obtained. Neither strict positivity of
the stochastic exponential of U nor independence of V0 and (U, L) are assumed and
noncausal solutions may appear. The form of the stationary solution is determined
and shown to be unique in distribution, provided it exists. For non-causal solutions,
a sufficient condition for U and L to remain semimartingales with respect to the
corresponding expanded filtration is given.
In Chapter 3 distributional properties of the stationary solutions of the stochastic
differential equation dVt = Vt−dUt+ dLt are analysed. In particular the expectation
and autocorrelation function are obtained in terms of the process (U, L) and in
several cases of interest the tail behaviour is described. In the case where U has
jumps of size −1, necessary and sufficient conditions for the law of the solutions to
be (absolutely) continuous are given.
It is known that in many cases distributions of exponential integrals of Le´vy pro-
cesses, as they occur as stationary solutions of generalized Ornstein-Uhlenbeck pro-
cesses, are infinitely divisible and in some cases they are also selfdecomposable. In
Chapter 4, we give some sufficient conditions under which distributions of exponen-
tial integrals are not only selfdecomposable but furthermore are generalized gamma
convolutions. We also study exponential integrals of more general independent in-
crement processes. Several examples are given for illustration.
Finally, in Chapter 5 a multivariate generalized Ornstein-Uhlenbeck process driven
by a Le´vy process (Xt, Yt)t≥0, with (Xt, Yt) ∈ Rd×d × Rd, d ≥ 1, is defined as
Vt = E(X)−1t
(
V0 +
∫ t
0
E(X)s−dYs
)
, t ≥ 0.
v
A key result for the investigations in Chapter 5 is the fact that every multidimen-
sional stochastic exponential of a Le´vy process is a multiplicative Le´vy process in
the general linear group and vice versa. Using this, it is shown that the process
(Vt)t≥0 solves the stochastic differential equation dVt = dUtVt− + dLt for another
Le´vy process (Ut, Lt)t≥0 in R
d×d × Rd, which is given in terms of (X, Y ). Finally
it is characterized when the process is carried by an affine subspace of Rd and, un-
der some extra conditions on the limit behaviour of E(X), necessary and sufficient
conditions for the existence of strictly stationary solutions are deduced.
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Zusammenfassung
Der von einem bivariaten Le´vyprozess (ξt, ηt)t≥0 getriebene verallgemeinerte Orn-
stein-Uhlenbeck Prozess
Vt = e
−ξt
(
V0 +
∫ t
0
eξs−dηs
)
, t ≥ 0,
mit Anfangsvariable V0 unabha¨ngig von (ξ, η) erfu¨llt die stochastische Differential-
gleichung dVt = Vt−dUt + dLt fu¨r einen weiteren bivariaten Le´vyprozess (Ut, Lt)t≥0,
welcher vollsta¨ndig durch (ξ, η) bestimmt ist. Insbesondere gilt ξt = − log(E(U)t),
t ≥ 0, wobei E(U) das stochastische Exponential von U bezeichnet.
In Kapitel 2 dieser Arbeit werden fu¨r einen gegebenen bivariaten Le´vyprozess (U, L)
hinreichende und notwendige Bedingungen fu¨r die Existenz einer strikt stationa¨ren
Lo¨sung der stochastischen Differentialgleichung dVt = Vt−dUt+dLt entwickelt. Hier-
bei wird weder Positivita¨t des Exponentials von U noch Unabha¨ngigkeit von V0 und
(U, L) vorausgesetzt, so dass nicht-kausale Lo¨sungen auftreten ko¨nnen. Die Form
der stationa¨ren Lo¨sungen wird bestimmt und es wird gezeigt, dass diese, sofern sie
existieren, eindeutig in Verteilung sind. Fu¨r nicht-kausale Lo¨sungen wird eine hin-
reichende Bedingung angegeben unter welcher U und L bezu¨glich der zugeho¨rigen
erweiterten Filtration Semimartingale bleiben.
In Kapitel 3 werden Verteilungseigenschaften der stationa¨ren Lo¨sungen der stochas-
tischen Differentialgleichung dVt = Vt−dUt + dLt analysiert. Insbesondere werden
Erwartungswert und Autokovarianzfunktion in Abha¨ngigkeit von U und L ermittelt
sowie das Tailverhalten in verschiedenen Situationen beschrieben. Fu¨r den Fall, dass
U Spru¨nge der Gro¨ße −1 besitzt, werden hinreichende und notwendige Bedingungen
fu¨r Absolutstetigkeit und Stetigkeit der Lo¨sungen angegeben.
Es ist bekannt, dass die Verteilung exponentieller Integrale von Le´vyprozesses, wie
sie als stationa¨re Lo¨sungen des verallgemeinerten Ornstein-Uhlenbeck Prozesses
auftreten, in vielen Fa¨llen unendlich teilbar und in einigen Fa¨llen sogar selbstzer-
legbar ist. In Kapitel 4 werden hinreichende Bedingungen angegeben unter denen
die Verteilung exponentieller Integrale nicht nur selbstzerlegbar ist, sondern eine
verallgemeinerte Gamma Faltung ist. Hierbei werden auch exponentielle Integrale
allgemeinerer Prozesse mit unabha¨ngigen Zuwa¨chsen betrachtet. Zur Anschauung
werden einige Beispiele angegeben.
Schließlich wird in Kapitel 5 der von einem Le´vyprozess (Xt, Yt)t≥0 mit (Xt, Yt) ∈
Rd×d × Rd, d ≥ 1, getriebene multivariate verallgemeinerte Ornstein-Uhlenbeck
vii
Prozess als
Vt = E(X)−1t
(
V0 +
∫ t
0
E(X)s−dYs
)
, t ≥ 0
definiert. Von besonderer Bedeutung fu¨r die Untersuchungen in Kapitel 5 ist die Tat-
sache, dass jedes multidimensionale stochastische Exponential eines Le´vyprozesses
ein multiplikativer Le´vyprozess in der allgemeinen linearen Gruppe ist und umge-
kehrt. Hiermit wird gezeigt, dass der Prozess (Vt)t≥0 die stochastische Differential-
gleichung dVt = dUtVt−+dLt fu¨r einen weiteren Le´vyprozess (Ut, Lt)t≥0 in R
d×d×Rd
lo¨st, wobei (Ut, Lt)t≥0 in Abha¨ngigkeit von (X, Y ) angegeben wird. Schließlich wird
charakterisiert wann der Prozess von einem affinen Unterraum des Rd getragen wird
und es werden, unter Zusatzbedingungen an das Grenzverhalten von E(X), hinrei-
chende und notwendige Bedingungen fu¨r die Existenz strikt stationa¨rer Lo¨sungen
ermittelt.
viii
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Chapter 1:
Introduction
The Ornstein-Uhlenbeck process originally has been developed to describe the mo-
tion of a free particle in a fluid. In 1905 Albert Einstein [16] modelled this movement
by a Brownian motion. Twenty five years later the two physicists Leonard Ornstein
and George Uhlenbeck [53] added the concept of friction to Einstein’s model. This
led to the following differential equation for the velocity vt, t ≥ 0 of a free particle
in a fluid
mdvt = −λvtdt+ dBt (1.1)
where (Bt)t≥0 is a Brownian motion (times a constant), m is the mass of the given
particle and λ > 0 is a friction coefficient. For λ = 0 equation (1.1) reduces to the
simple Brownian motion model of Einstein.
Equation (1.1) is also known as Langevin equation and its solution given a starting
value v0 is given by
vt = e
−λt/mv0 +
1
m
∫
(0,t]
eλ(s−t)/mdBs, t ≥ 0.
This solution is called an Ornstein-Uhlenbeck process.
In this work we will investigate generalizations of the Ornstein-Uhlenbeck process,
give necessary and sufficient conditions for the existence of stationary (i.e. time
shift invariant) solutions of these generalizations and then examine properties of the
(stationary) generalized Ornstein-Uhlenbeck processes. But before we can start with
defining the generalized Ornstein-Uhlenbeck process, we need some prerequisites
which will be given in the following section.
1.1 Preliminaries and Notations
Throughout this work we assume to be given a complete probability space (Ω,F , P ).
We will equip this probability space with a filtration F = (Ft)t≥0 to obtain a stochas-
tic basis (Ω,F ,F, P ). We say that (Ω,F ,F, P ) satisfies the usual hypotheses if F
is complete, i.e. all P -null sets of F are contained in F0, and right continuous,
i.e. Ft =
⋂
s>tFs for all t ≥ 0. If a random variable X is Ft-measurable we write
1
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X ∈ Ft. The standard Borel σ-field generated by the class of open subsets of Rd
will be denoted by Bd.
A random variable T : Ω → [0,∞] is a stopping time if the event {T ≤ t} is in
Ft for all t ∈ [0,∞]. A stochastic process X on (Ω,F ,F, P ) is a family of Rd-
valued random variables (Xt)t≥0 in (Ω,F , P ). Given a stochastic process (Xt)t≥0
with Xt ∈ Ft for all t ≥ 0, we say that X is adapted. The filtration F = (Ft)t≥0
generated by X , i.e. Ft := σ(Xs, 0 ≤ s ≤ t) is called the natural filtration. It is
the smallest filtration such that X is adapted. Extending the natural filtration such
that it satisfies the usual hypothesis yields the so-called augmented natural filtration.
For fixed ω ∈ Ω the function [0,∞)→ Rd : t 7→ Xt(ω) is called a path of the process
X . We say that X has ca`dla`g paths if there exists a set Ω0 ∈ F , such that P (Ω0) = 1
and for all ω ∈ Ω0 the path t 7→ Xt(ω) is right-continuous (continue a` droite) in
t ≥ 0 and has finite left limits (limites a` gauche) in t > 0. The left limit of X at
time t will be denoted by Xt− and ∆Xt := Xt−Xt− is the jump of X at time t. We
write D for the space of all adapted processes with ca`dla`g paths. Analogously we
say that a process has ca`gla`d paths if its paths are left-continuous and have finite
right limits. The space of all adapted processes with ca`gla`d paths will be denoted
by L.
We say that a stochastic process X is strictly stationary (or simply stationary)
if its finite-dimensional distributions are time shift invariant, i.e. for all n ∈ N,
0 ≤ t1 ≤ t2 ≤ . . . ≤ tn and h > 0, (Xt1 , Xt2 , . . . , Xtn) and (Xt1+h, Xt2+h, . . . , Xtn+h)
are equally distributed.
An adapted stochastic process (Mt)t≥0 is called a martingale with respect to the fil-
tration F, if it is integrable, i.e. E|Xt| <∞ for all t ≥ 0, and it holds E[Xt|Fs] = Xs
a.s. for 0 ≤ s ≤ t.
In what follows, “
P→” and “ d→” will denote convergence in probability and dis-
tribution, respectively, while “
d
=” denotes equality in distribution of two random
variables. The abbreviation “i.i.d.” stands for “independent and identically dis-
tributed” while “a.s.” means “almost surely”. For any a, b ∈ R we write a ∧ b for
the minimum min{a, b} and set a ∨ b = max{a, b}. The indicator function on an
arbitrary space is defined as follows:
1A(x) =
{
1, x ∈ A
0, x 6∈ A.
For a random variable X its distribution will be denoted by L(X), its expectation
by E[X ] and its variance by Var (X) = E[X2] − (E[X ])2. The covariance of two
random variables X and Y will be written Cov (X, Y ) = E[XY ]− E[X ]E[Y ].
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Le´vy Processes
Definition 1.1. A Le´vy process with values in Rd, d ∈ N is a stochastic process
(Xt)t≥0 such that the following properties hold.
(i) (Xt)t≥0 has independent increments, i.e. for all n ∈ N, 0 ≤ t0 ≤ t1 ≤ . . . ≤ tn,
the random variables Xt0 , Xt1 −Xt0 , . . . , Xtn −Xtn−1 are independent.
(ii) It has stationary increments, i.e. for all s, t ≥ 0 it holds Xt+s−Xs d= Xt−X0.
(iii) It starts almost surely at 0, i.e. X0 = 0 a.s.
(iv) (Xt)t≥0 has a.s. ca`dla`g paths.
It can be shown that every Le´vy process (Xt)t≥0 is continuous in probability, i.e. it
holds lims→t P (|Xt −Xs| > ǫ) = 0 for all t ≥ 0 and ǫ > 0.
Le´vy processes are strongly connected with infinitely divisible distributions.
Definition 1.2. A probability distribution µ of a random variable Z in Rd is called
infinitely divisible if for any n ∈ N there exists another probability distribution µn
(there exists a sequence of i.i.d. random variables Z1,n, . . . Zn,n having law µn) such
that
µ = µ∗nn (Z
d
= Z1,n + . . .+ Zn,n.)
It follows directly from the definition of Le´vy processes that the distribution of a
Le´vy process (Xt)t≥0 for fixed time t > 0 is infinitely divisible. Conversely, given any
infinitely divisible law µ, we can define a Le´vy process (Xt)t≥0 such that L(X1) = µ.
Infinitely divisible distributions (and hence Le´vy processes) can be characterized
completely by their characteristic exponent. More precisely we have the following
theorem.
Theorem 1.3 (Le´vy-Khintchine formula). Let (Xt)t≥0 be an R
d-valued Le´vy process.
Then there exists a unique triplet (AX ,ΠX , γX), called the characteristic triplet,
consisting of a symmetric, non-negative d× d-matrix AX , a measure ΠX on Rd\{0}
fulfilling ∫
Rd
min{|x|2, 1}ΠX(dx) <∞ (1.2)
and a constant γX ∈ Rd, such that
E[eizXt ] = etψX (z), (1.3)
where
ψX(z) = −1
2
〈z, AXz〉+ i〈γX , z〉 +
∫
Rd
(1− ei〈z,x〉 + i〈z, x〉1|x|≤1)ΠX(dx) (1.4)
is the characteristic exponent of X.
Conversely, given a triplet (AX ,ΠX , γX), consisting of a symmetric, non-negative
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d× d-matrix AX , a measure ΠX on Rd\{0} fulfilling (1.2) and a constant γX ∈ Rd,
there exists a Le´vy process (Xt)t≥0 on R
d, unique up to identity in law, such that
(1.3) and (1.4) hold.
The class of Le´vy processes on Rd includes every Brownian motion, linear determinis-
tic processes of the form [0,∞)→ Rd : t 7→ γt for γ ∈ Rd and all compound Poisson
processes with parameter λ > 0 and jump size distribution ρ, i.e. all processes of
the form
Xt =
Nt∑
i=1
Yi,
where (Nt)t≥0 is a Poisson process with parameter λ > 0 and (Yi)i∈N is an i.i.d.
sequence of random variables with distribution ρ such that ρ({0}) = 0, independent
of (Nt)t≥0. In particular we have the following theorem.
Theorem 1.4 (Le´vy-Itoˆ decomposition). Let X = (Xt)t≥0 be an R
d-valued Le´vy
process with characteristic triplet (AX ,ΠX , γX). Then we can write X as the inde-
pendent sum of three Le´vy processes X(1), X(2) and X(3) where
(i) X(1) is a Brownian motion with drift having characteristic triplet (AX , 0, γX(1)).
(ii) X(2) is a compound Poisson process with |∆X(2)t | > 1, ∀t ≥ 0, having charac-
teristic triplet (0,ΠX |{x∈Rd:|x|>1}, 0).
(iii) X(3) is a purely discontinuous (i.e. orthogonal in the L2 sense to the stable
subspace generated by continuous L2 martingales), square integrable martingale
with |∆X(3)t | ≤ 1, ∀t ≥ 0, having characteristic triplet (0,ΠX |{x∈Rd:|x|≤1}, γX(3)).
The measure ΠX in the characteristic triplet of a Le´vy process (Xt)t≥0 is called the
Le´vy measure of X . In particular it follows from the Le´vy-Itoˆ decomposition that
for all Borel sets Λ in Rd such that 0 6∈ Λ it holds
ΠX(Λ) = E
∑
0<s≤1
1Λ(∆Xs).
As another consequence of the Le´vy-Itoˆ decomposition the matrix AX in the char-
acteristic triplet of X can be identified as the covariance matrix of the Brownian
motion component X(1) of X at time t = 1 and hence will be called Gaussian co-
variance matrix of X . In the case of a one-dimensional Le´vy process this motivates
the use of the notation σ2X instead of AX .
For further information on Le´vy processes we refer to the books of Applebaum [2],
Bertoin [7], Kyprianou [44] or Sato [58].
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Some Words on Stochastic Integration Theory
Since in this work we will investigate stochastic differential equations, we give a very
brief introduction to stochastic integration in the following lines. For more details
and a deeper understanding consult the books by Applebaum [2], Bichteler [10],
Kallenberg [35] or Protter [55].
Although a simple extension of the Lebesgue-Stieltjes integral to integrators with
paths of infinite variation like e.g. the Brownian motion is not possible, one can
define a stochastic integral with respect to an even larger class of processes than
Le´vy processes. To do so, we start by defining a class of “nice” integrands.
Definition 1.5. A stochastic process H is called simply predictable if it has a
representation
Ht = H010(t) +
n∑
i=1
Hi1(Ti,Ti+1](t) (1.5)
where 0 = T1 ≤ T2 ≤ . . . ≤ Tn+1 <∞ is a sequence of stopping times and Hi ∈ FTi
with |Hi| < ∞ a.s., 0 ≤ i ≤ n. The space of all simply predictable processes is
denoted by S.
We can now define the stochastic integral of the simply predictable process H given
in (1.5) with respect to a ca`dla`g process X as
IX(H) = H0X0 +
n∑
i=1
Hi(X
Ti+1 −XTi), (1.6)
where XT = (Xt∧T )t≥0 is the process X stopped at time T . The mapping IX(H) :
S → D is linear and does not depend on the choice of the representation of H .
Since we want to widen up the class of possible integrands, remark that the space
S is dense in L under the so-called ucp-topology. Here we say that a sequence of
processes {Hn}n≥1 converges to a process H uniformly on compacts in probability
(ucp in short) if, for each t > 0, sup0≤s≤t |Hns −Hs| converges to 0 in probability.
The class of possible integrators shall be chosen as wide as possible, too, leading to
the class of semimartingales which can be characterized as follows.
Definition 1.6. A stochastic process X is called a semimartingale with respect to
a filtration F, where F satisfies the usual hypotheses, if it can be written as a sum
Xt = X0 +Mt + At where
(i) M is a local martingale, i.e. it is adapted, ca`dla`g and there exists a sequence
of increasing stopping times (Tn)n∈N with Tn →∞ a.s., n→∞, such that the
stopped process (Mt∧Tn1Tn>0)t≥0 is a uniformly integrable martingale for each
n.
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(ii) A is a ca`dla`g, adapted process with paths of finite variation on compacts, start-
ing in 0.
In particular it follows from the Le´vy-Itoˆ decomposition 1.4 that all Le´vy processes
are semimartingales with respect to the augmented natural filtration.
For any semimartingale X the mapping IX : Sucp → Ducp is continuous and this
fact allows us to define the stochastic integral with respect to a semimartingale as
follows.
Definition 1.7. Let X be a semimartingale. The continuous linear mapping IX :
Lucp → Ducp obtained as the extension of IX : S → D is called the stochastic integral.
Given a process H ∈ L and a semimartingale X we write
IX(H) =
∫
HdX.
Evaluating the process IX(H) at some time t ≥ 0 we get
∫
[0,t]
HsdXs. In case that
we want to exclude 0 in the integral we write
∫
(0,t]
HsdXs.
Remark that for a process H ∈ L and a semimartingale X with paths of finite
variation on compacts, the stochastic integral
∫
HdX is indistinguishable from the
path-by-path computed Lebesgue-Stieltjes integral.
We end up this short introduction to stochastic integration theory by noting some
important properties of stochastic integrals which will be used frequently through-
out this work.
For a semimartingale X and a process H ∈ L, IX(H) is itself a semimartigale. In
particular, given another process G ∈ L, we have∫
(0,t]
Gsd
(∫
(0,s]
HudXu
)
=
∫
(0,t]
GsHsdXs, t ≥ 0.
Given two semimartingales X , Y their quadratic covariation is defined by
[X, Y ]t = XtYt −
∫
(0,t]
Xs−dYs −
∫
(0,t]
Ys−dXs, t ≥ 0. (1.7)
Its path-by-path continuous part will be denoted by [X, Y ]c. In particular, if L is a
one-dimensional Le´vy process, we have that
[L, L]t = [L, L]
c
t +
∑
0<s≤t
(∆Ls)
2 = t · σ2L +
∑
0<s≤t
(∆Ls)
2, t ≥ 0.
Reordering (1.7) leads to the integration by parts formula of stochastic integrals
(XY )t =
∫
(0,t]
Xs−dYs +
∫
(0,t]
Ys−dXs + [X, Y ]t, t ≥ 0, (1.8)
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for two semimartingales X and Y and with two additional processes H,G ∈ L we
have that [∫
(0,·]
HsdXs,
∫
(0,·]
GsdYs
]
t
=
∫
(0,t]
HsGsd[X, Y ]s, t ≥ 0.
The Stochastic Exponential
A semimartingale which will be of special importance throughout the following inves-
tigations is the stochastic exponential, also known as the Dole´ans-Dade exponential.
Definition 1.8. For a real-valued semimartingaleX satisfying X0 = 0 the stochastic
exponential of X, written E(X), is the unique semimartingale Z, such that Zt =
1 +
∫
(0,t]
Zs−dXs holds for all t ≥ 0.
It can be shown that for any semimartingale X with X0 = 0, it holds
E(X)t = eXt− 12 [X,X]t
∏
0<s≤t
(1 + ∆Xs)e
−∆Xs+
1
2
(∆Xs)2
= eXt−
1
2
[X,X]ct
∏
0<s≤t
(1 + ∆Xs)e
−∆Xs, t ≥ 0, (1.9)
and for two semimartingales X, Y we have E(X)E(Y ) = E(X + Y + [X, Y ]). The
proofs of the above as well as further information on stochastic exponentials can be
found e.g. in the book of Protter [55, pp. 84–86].
1.2 The Generalized Ornstein-Uhlenbeck Process:
Definition and some Properties
We are now prepared to give sense to the following definition.
Definition 1.9. The generalized Ornstein-Uhlenbeck (GOU) process (Vt)t≥0 driven
by the bivariate Le´vy process (ξt, ηt)t≥0 is given by
Vt = e
−ξt
(
V0 +
∫ t
0
eξs−dηs
)
, t ≥ 0, (1.10)
where V0 is a finite random variable, independent of (ξ, η).
In the case that (ξt, ηt) = (λt, ηt) with a Le´vy process (ηt)t≥0 and a constant λ 6= 0
the process (Vt)t≥0 is called Le´vy-driven Ornstein-Uhlenbeck process or Ornstein-
Uhlenbeck type process. Obviously, if additionally (ηt)t≥0 is a Brownian motion, we
get the classical Ornstein-Uhlenbeck process.
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The terminology “generalized Ornstein-Uhlenbeck process” has first been introduced
by De Haan and Karandikar [27] in 1989. In that paper the authors investigate a
continuous time embedding of the stochastic difference equation Vn = AnVn−1+Bn,
n ∈ N, for an i.i.d. sequence (An, Bn)n∈N with P (A1 > 0) = 1 and show that every
solution V of the continuous time model is a GOU process as defined in (1.10). In
particular, they show that the GOU process driven by (ξ, η) is the unique solution
of the stochastic differential equation (SDE)
dVt = Vt−dUt + dLt, t ≥ 0, (1.11)
for the bivariate Le´vy process (Ut, Lt)t≥0 given by(
Ut
Lt
)
=
( −ξt +∑0<s≤t (e−∆ξs − 1 + ∆ξs)+ t σ2ξ/2
ηt +
∑
0<s≤t(e
−∆ξs − 1)∆ηs − t σξ,η
)
, t ≥ 0, (1.12)
where σ2ξ and σξ,η denote the (1, 1) and (1, 2) elements of the Gaussian covariance
matrix A(ξ,η) in the Le´vy-Khintchine representation of the characteristic function of
(ξ, η).
The definition of U in (1.12) is equivalent to saying that E(U)t = e−ξt , where E(U)
denotes the Dole´ans-Dade stochastic exponential of U as given in Definition 1.8. In
general the stochastic exponential may take zero or negative values, but in satisfying
E(U)t = e−ξt , we see that this version of E(U) must be strictly positive, which is
equivalent to the Le´vy measure of U having no mass on (−∞,−1].
In 2005 Lindner and Maller [46] developed necessary and sufficient conditions for
the existence of strictly stationary solutions of the generalized Ornstein-Uhlenbeck
process. In particular they gave the following theorem [46, Theorem 2.1].
Theorem 1.10. Let (Vt)t≥0 be the generalized Ornstein-Uhlenbeck process driven by
the bivariate Le´vy process (ξt, ηt)t≥0 as defined in (1.10) and define the Le´vy process
(Lt)t≥0 as in (1.12). Suppose the process (Vt)t≥0 is strictly stationary, then one of
the following two conditions (i) or (ii) is satisfied:
(i)
∫
(0,t]
e−ξs−dLs converges a.s. to a finite random variable as t→∞.
(ii) There exists a constant k ∈ R such that the process (Vt)t≥0 is indistinguishable
from the constant process t 7→ k, i.e. it holds Vt = k, ∀t ≥ 0 a.s.
Conversely, if (i) or (ii) holds, then there is a finite random variable V∞ (unique in
distribution), such that (Vt)t≥0 starting with V0
d
= V∞ is strictly stationary.
Furthermore, if (i) holds, then the stationary random variable V∞ can be chosen as
V∞ =
∫
(0,∞)
e−ξs−dLs. (1.13)
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Necessary and sufficient conditions for the convergence of integrals of the form (1.13)
for a bivariate Le´vy process (ξt, Lt)t≥0 were given by Erickson and Maller [19]. More
precisely, in [19, Theorem 2], they state the following.
Theorem 1.11. The exponential integral
∫
(0,t]
e−ξs−dLs converges a.s. to a finite
random variable as t→∞ if and only if for some ǫ > 0 such that Aξ(x) > 0 for all
x > ǫ it holds
lim
t→∞
ξt =∞ a.s. and Iξ,L =
∫
(eǫ,∞)
(
log y
Aξ(log y)
)
|dΠ¯L(y)| <∞. (1.14)
Here Π¯L(x) = ΠL((−∞,−x)) + ΠL((x,∞)) is the tail-function of the Le´vy measure
of L while Aξ(x) = γξ +Πξ((1,∞)) +
∫
(1,x]
Πξ((y,∞))dy.
In case of divergence, if limt→∞ ξt =∞ a.s. but Iξ,L =∞, it holds∣∣∣∣∫
(0,t]
e−ξs−dLs
∣∣∣∣ P→∞ as t→∞ (1.15)
while if ξ does not tend to ∞ as t → ∞, then either (1.15) holds or there exists a
constant k ∈ R such that
P
(∫
(0,t]
e−ξs−dLs = k
(
1− e−ξt) ∀t ≥ 0) = 1.
1.3 Main Results of this Thesis
In Chapter 2 we shall generalize the above results to the solutions of the SDE
(1.11) for an arbitrary bivariate Le´vy process (U, L), where to avoid trivialities nei-
ther U nor L is the constant zero process . In particular that means, that we do not
assume ΠU((−∞,−1]) to be zero, which leads to the general solution of the SDE
(1.11) given in Theorem 2.6. Another generalization compared to [46] is that we
allow dependence between the starting random variable V0 and the process (U, L).
This sharpens the results of [46] even in the case of a GOU process. Motivated by
notations in time series, solutions with V0 being dependent of (U, L) will be called
non-causal while a solution with V0 being independent of (U, L) is called a causal or
non-anticipative solution. The causal solutions of (1.11) are, as the GOU process,
time homogeneous Markov processes.
As generalization of Theorem 1.10 in Theorems 2.1 and 2.2 necessary and sufficient
conditions for the existence of strictly stationary solutions of the SDE (1.11) are
shown. In fact, given a bivariate Le´vy process (U, L), a finite random variable V0
can be chosen such that the solution (Vt)t≥0 of (1.11) is strictly stationary if and
only if one of the following conditions holds:
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(i) There is k 6= 0 such that Ut = −Lt/k, t ≥ 0;
(ii) The integral
∫
(0,t]
E(U)s− dLs converges almost surely to a finite random vari-
able as t→∞;
(iii) ΠU({−1}) = 0 and the integral
∫
(0,t]
[E(U)s−]−1 dηs converges almost surely to
a finite random variable as t→∞, where (ηt)t≥0 is a Le´vy process given by
ηt := Lt −
∑
0<s≤t
∆Us 6=−1
∆Us∆Ls
1 + ∆Us
− tσU,L, t ≥ 0.
If one of the conditions (i) to (iii) is satisfied, then the distributions of V0 and of
the corresponding strictly stationary process V are uniquely determined. Namely,
given that (Vt)t≥0 is a strictly stationary solution of the SDE (1.11), then one of the
cases below holds:
(i) There is k 6= 0 such that Vt = k, t ≥ 0;
(ii) ΠU({−1}) = 0, the integral
∫
(0,t]
E(U)s−dLs converges a.s. and
L(V0) = L
(∫
(0,∞)
E(U)s− dLs
)
;
(iii) ΠU({−1}) = 0, the integral
∫
(0,t]
[E(U)s−]−1dηs converges a.s. and
L(V0) = L
(∫
(0,∞)
[E(U)s−]−1dηs
)
;
(iv) ΠU({−1}) > 0 and L(V0) = L(Zτ ), for the process
Zt = E(U˜)t
(
Y +
∫
(0,t]
[E(U˜)s−]−1dη˜s
)
, t ≥ 0,
with
U˜t = Ut −
∑
0<s≤t
∆Us=−1
∆Us, η˜t = ηt −
∑
0<s≤t
∆Us=−1
∆ηs
and a random variable Y
d
= ∆LT1 independent of (U, L). Here T1 is the time
of first jump of U of size −1. The time variable τ is exponentially distributed
with expectation ΠU({−1}) and independent of (U, L) and Y .
As a generalization of Theorem 1.11 in Section 2.2 necessary and sufficient condi-
tions for the almost sure convergence of
∫∞
0
E(U)s− dLs and
∫∞
0
[E(U)s−]−1 dηs in
terms of the characteristic triplets of the underlying Le´vy processes are given. By
the above, these are important for characterizing when a strictly stationary solution
of the SDE (1.11) exists.
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In the case that ΠU({−1}) = 0 and the integral
∫
(0,t]
[E(U)s−]−1dηs converges a.s.,
the stationary solution (Vt)t≥0 of (1.11) is a.s. given by
Vt = −E(U)t
∫
(t,∞)
[E(U)s−]−1dηs, t ≥ 0,
and hence this solution is strictly non-causal in the sense that Vt is independent of
(Us, Ls)0≤s<t. To interpret these non-causal processes as solutions of the stochastic
differential equation (1.11) we have to enlarge the underlying filtration, such that
the non-causal solution is adapted, and prove that the solution (Vt)t≥0 still satisfies
the SDE (1.11) with respect to the new filtration. In Section 2.4 we show that ab-
solute continuity of the law of
∫∞
0
[E(U)s−]−1 dηs is a sufficient condition for this to
hold and examples when this condition is satisfied are mentioned.
Another aspect of GOU processes studied by Lindner and Maller [46] are second
order properties of the stationary solutions. In particular, in [46] they develop
moment conditions, derive the autocovariance function and give, based on results of
Goldie [22] and Kesten [38], sufficient conditions for the stationary solutions to be
heavy-tailed. To be more specific, we restate some of their results in the following
theorem [46, Proposition 4.1 and Theorem 4.2].
Theorem 1.12. Let (Vt)t≥0 be the causal generalized Ornstein-Uhlenbeck process
driven by the bivariate Le´vy process (ξ, η) as defined in (1.10). Fix κ > 0 and
assume that there are p, q > 1 with 1/p+ 1/q = 1 such that
E[e−max{1,κ}pξ1] <∞ and E|η1|max{1,κ}q <∞. (1.16)
Assume further that E[e−κξ1 ] < 1. Then there exists a stationary solution of the
GOU process and this solution satisfies E|V0|κ <∞.
In particular, if κ = 2 and (Vt)t≥0 is stationary, then it holds
Cov (Vs, Vt) = e
(t−s) logE[exp(−ξ1)]Var (Vs), 0 ≤ s ≤ t. (1.17)
In Chapter 3 we investigate distributional properties of the stationary solutions
of the SDE (1.11) for the general Le´vy process (U, L). In particular in Section 3.1
we give the moment conditions and quote first and second moments as well as the
autocorrelation function of the stationary solutions in terms of (U, L). By avoiding
the use of Ho¨lder’s inequality in the proofs, even for the GOU process we obtain
sharper results than given above. Namely, in Theorem 3.3 it is shown, that condition
(1.16) in Theorem 1.12 can be replaced by
E|U1|max{1,κ} <∞ and E|L1|max{1,κ} <∞.
Given that (Vt)t≥0 is a strictly stationary solution of (1.11) with finite second mo-
ments, in Theorem 3.4 its autocovariance function is shown to be
Cov (Vs, Vt) = −eE[U1](t−s) E [(U1E[L1]− E[U1]L1)
2]
(E[U1])2(2E[U1] + Var (U1))
, 0 ≤ s ≤ t,
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which reduces to (1.17) in the case of a GOU process.
Applying the results of Kesten [38] and Goldie [22] to the general solutions of (1.11)
leads to sufficient conditions for the stationary solutions to be heavy-tailed, analo-
gously as in [46], although again the avoidance of Ho¨lder’s inequality sharpens the
results as shown in Section 3.2. Additionally, an application of results of Goldie and
Gru¨bel [23] on the strictly stationary solutions of (1.11) leads to conditions for the
appearance of power-law tails and exponentially decreasing tails. So, e.g. in the
case of a non-constant, causal solution, we obtain (Propositions 3.8 and 3.9) that
V0 has at least a power-law tail, i.e.
lim inf
x→∞
log(P (|V0| ≥ x))
log x
> −∞
whenever U is of infinite variation.
On the other hand, if U is of finite variation with ΠU(R\[−2, 0]) > 0 and strictly
negative drift, then the tails of L(V0) decrease at least exponentially fast, i.e.
lim sup
x→∞
x−1 log(P (|V0| ≥ x)) < 0
if there exists κ > 0 such that Eeκ|L1| <∞.
The law of the stationary solution of the GOU process, i.e. of the integral V∞ in
(1.13) is a pure-type measure which means that it is either absolutely continuous
with respect to the Lebesgue measure, continuous singular or a Dirac measure. This
follows directly from a theorem by Alsmeyer, Iksanov and Ro¨sler [1]. Bertoin, Lind-
ner and Maller [8] give a complete characterization of when L(V∞) has an atom in
terms of the Le´vy-Khintchine triplet of (ξ, L). In Section 2.4 we investigate neces-
sary and sufficient conditions for the law of the strictly stationary solutions of the
SDE (1.11) in the case ΠU({−1}) > 0 to be (absolutely) continuous. It turns out
that the distributions of the stationary solutions do not fulfill a pure-type theorem
in this case. For example, if U and L are independent and L is a compound Poisson
process with a continuous jump distribution, then L(V0) is shown to have an atom
and a continuous part.
To obtain more distributional informations on the stationary solution of the GOU
process, we investigate the question of when the law of (1.13) is a so called Gen-
eralized Gamma Convolution (GGC) in Chapter 4. The class of GGCs is defined
to be the smallest class containing all Gamma distributions which is closed under
convolution and weak convergence. It is a subclass of the class of selfdecomposable
distributions which itself is a subclass of the class of infinitely divisible distributions.
All non-degenerate Generalized Gamma Convolutions are absolutely continuous.
In the case that either the process ξ or the process L is a compound Poisson pro-
cess while the other is a general Le´vy process and they are independent, we derive
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sufficient conditions for L(V∞) to be in the class of GGCs and give several exam-
ples fulfilling those conditions in Section 4.2.1. For example we show that L(V∞)
is a GGC if ξ is a compound Poisson process with normal distributed jump heights
having positive mean and L is deterministic or a stable subordinator.
The corresponding proofs are mainly based on the definition of the class of GGCs
and its relations to the class of distributions with hyperbolically monotone densities.
Therefore the obtained results can easily be extended to the case that either ξ or L
is a so called compound sum process and the other is a general Le´vy process and
they are independent, as done in Section 4.3. Here we say that a process (Xt)t≥0
is a compound sum process if we have Xt =
∑Mt
i=1 Si for an i.i.d. family {Si}i∈N
and a renewal (or counting) process (Mt)t≥0 independent of {Si}i∈N. For example
it is shown that in this setting L(V∞) is a GGC if ξ is a compound sum process
with normal distributed jump heights having positive mean and any GGC waiting
times with finite log-moment and L is deterministic or a stable subordinator. Obvi-
ously this includes the case mentioned above of ξ being a compound Poisson process.
Lindner and Sato [47] investigated the distribution of
∫
(0,∞)
e−ξs−dLs when ξt =
(log c)Rt for a constant c > 1 and possibly dependent Poisson processes R and L.
They gave an explicite expression for the law and showed that it can be absolutely
continuous or continuous singular, depending on c, the ratio of the rates of the Pois-
son processes R and L and their dependence structure.
In Section 4.2.2 we extend the setting of [47] to the case that (ξ, L) is a bivariate
compound Poisson process such that the marginal process ξ is a Poisson process.
Then L(V∞) is shown to be a GGC, given that the distribution of ∆Ls|(∆ξs = 1)
and the compound geometric distribution of ∆Ls|(∆ξs = 0) are GGC. These as-
sumptions are e.g. fulfilled if both distributions are exponential.
Interestingly it also turns out that L(V∞) is infinitely divisible if the distribution of
∆Ls|(∆ξs = 1) is infinitely divisible, no matter how ∆Ls|(∆ξs = 0) behaves.
As mentioned above, the GOU process has been derived by De Haan and Karan-
dikar [27] as a continuous time analogon to the time series which fulfill the stochastic
difference equation Vnh = An,hV(n−1)h + Bn,h, h > 0, n ∈ N, for a real-valued i.i.d.
sequence (An,h, Bn,h)n∈N with P (A1,h > 0) = 1. In Chapter 5 we investigate the
construction of a multidimensional generalized Ornstein-Uhlenbeck process following
De Haan and Karandikar, i.e. we consider solutions of Vnh = An,hV(n−1)h + Bn,h,
h > 0, n ∈ N, for an i.i.d. sequence (An,h, Bn,h)n∈N with (An,h, Bn,h) ∈ Rd×d×Rd, n ∈
N, d ≥ 1, and A1,h a.s. invertible. We show that the solutions (Vt)t≥0, Vt ∈ Rd, t ≥ 0
of the corresponding continuous time model can be written as
Vt = E(X)−1t
(
V0 +
∫
(0,t]
E(X)s−dYs
)
, t ≥ 0, (1.18)
where (Xt, Yt)t≥0 is a Le´vy process in R
d×d × Rd. The process (Vt)t≥0 defined in
(1.18) will be called multivariate generalized Ornstein-Uhlenbeck (MGOU) process
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and it is the unique solution of the SDE Vt = dUtVt−+ dLt for the R
d×d×Rd-valued
Le´vy process (Ut, Lt)t≥0 given by(
Ut
Lt
)
=
( −Xt + [X,X ]ct +∑0<s≤t ((I +∆Xs)−1 − I +∆Xs)
Yt +
∑
0<s≤t ((I +∆Xs)
−1 − I)∆Ys − [X, Y ]ct
)
, t ≥ 0.
A particularly interesting aspect in the described multidimensional setting is that
the stochastic exponential of an Rd×d-valued Le´vy process can be interpreted as a
multiplicative left Le´vy process in the general linear group GL(R, d) of order d, i.e.
a stochastic process (Xt)t≥0, having ca`dla`g paths and stationary and independent
increments of the form X−1s Xt, which have to be multiplied from the right side,
starting a.s. in I, the identity matrix. In fact (see Proposition 5.5), every multi-
plicative left Le´vy process in GL(R, d) is shown to fulfill the SDE of the stochastic
exponential Zt = I +
∫
(0,t]
Zs−dXs for some R
d×d-valued Le´vy process X . This ob-
servation is originally due to Skorokhod [59].
Compared to the real valued GOU process another new aspect when studying
MGOU processes, is the possibility of the existence of affine subspaces H of Rd
which are invariant under the autoregressive model
Vt = As,tVs +Bs,t, 0 ≤ s ≤ t, (1.19)
in the sense that V0 ∈ H implies Vt ∈ H for all t ≥ 0. In Theorem 5.14 and
Corollary 5.15 we show that an n-dimensional invariant affine subspace of the model
(1.19) exists if and only if we can choose an orthogonal transformation O ∈ Rd×d
such that
OXtO
−1 =
(
X1t 0
X2t X
3
t
)
and OYt =
(
X1tK
Y2t
)
with X1t ∈ R(d−n)×(d−n), t ≥ 0,
(1.20)
holds for a constant vector K ∈ Rd−n. Given the existence of an invariant affine
subspace H of dimension n, for any V0 ∈ H the MGOU process (Vt)t≥0 can be writ-
ten as Vt = O
−1
(
K
Vt
)
where (Vt)t≥0 is an R
n-valued MGOU process.
Finally in Section 5.3.3 we treat strictly stationary solutions of MGOU processes and
give conditions for their existence. It turns out that, provided P−limt→∞ E(U)t = 0,
a finite random variable V0 can be chosen such that the resulting MGOU process
(Vt)t≥0 is strictly stationary if and only if the integral
∫
(0,t]
E(U)s−dLs converges in
distribution for t→∞. In this case it holds V0 d=
∫
(0,∞)
E(U)s−dLs and the resulting
process is causal. Given that d ≤ 3 and the underlying model is irreducible in
the sense that no invariant subspace H ( Rd exists, existence of a causal strictly
stationary solution already implies that P−limt→∞ E(U)t = 0. On the other hand, if
the model is not irreducible P − limt→∞ E(U)t = 0 is not necessary for the existence
of a strictly stationary causal solution as shown in Corollary 5.15. Namely we obtain
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that if we can choose an orthogonal transformation O ∈ Rd×d such that (1.20) holds,
then we have
OUtO
−1 =
(
U1t 0
U2t U
3
t
)
and OLt =
(−U1tK
L2t
)
with U1t ∈ R(d−n)×(d−n), t ≥ 0,
and a finite random variable V0 can be chosen such that (Vt)t≥0 is strictly station-
ary and causal if P − limt→∞ E(U3)t = 0 and
∫
(0,t]
E(U3)s−d(L2s + U2sK) converges
in distribution to a finite random variable as t → ∞. In particular a strictly sta-
tionary solution can be obtained by choosing V0 independent of (Xt, Yt)t≥0 as the
distributional limit of
O−1
(
K∫
(0,t]
E(U3)s−d(L2s + U2sK)
)
as t tends to infinity. A corresponding result for strictly non-causal solutions is given
in Corollary 5.15, too.
1.4 Applications of Generalized Ornstein-Uhlenbeck
Processes
Although in this work we shall not deal with specific applications we will sketch here
two examples for the usage of generalized Ornstein-Uhlenbeck processes.
Paulsen’s risk process
The classical Crame´r-Lundberg model describes the capital of an insurance company
at time t by
Vt = V0 + pt−
NL,t∑
i=1
SL,i +BL,t, t ≥ 0,
where V0 describes the initial capital, p is a constant premium rate, (NL,t)t≥0 is
a Poisson process with NL,s representing the number of claims up to time s and
{SL,i}i∈N is an i.i.d. sequence independent of (NL,t)t≥0 where SL,i > 0 denotes the
size of the ith claim such that the claim process t 7→ ∑NL,ti=1 SL,i is a compound
Poisson process. The disturbance term (BL,t)t≥0 is supposed to be a Brownian
motion with variance σ2L and is supposed to be independent of the claim process.
Hence it holds
Vt = V0 + Lt, t ≥ 0, (1.21)
for the Le´vy process (Lt)t≥0 defined by
Lt = pt−
NL,t∑
i=1
SL,i +BL,t, t ≥ 0.
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Paulsen [54] proposed to combine this model with an investment model. In fact,
assume that the insurance company invests its capital in a market whose evolution
is given by the stochastic differential equation
dYt = Yt−dUt, t ≥ 0, (1.22)
with investment returns described by the Le´vy process
Ut = rt+
NU,t∑
i=1
SU,i +BU,t, t ≥ 0.
Here r is a constant interest rate, t 7→∑NU,ti=1 SU,i is a compound Poisson process and
(BU,t)t≥0 is a Brownian motion with variance σ
2
U , independent of t 7→
∑NU,t
i=1 SU,i.
The SDE (1.22) is the SDE of a stochastic exponential as in Definition 1.8 such that
it follows from (1.9) that we have to assume that SU,1 > −1 a.s. to prevent Yt from
becoming negative due to a jump of U , which is a natural assumption.
Now the proposed combination of (1.21) and (1.22) leads to the SDE (1.11) of
the GOU process with independent processes U and L. Since ΠU((−∞,−1]) = 0
holds, its solution, and thus the capital process, is a generalized Ornstein-Uhlenbeck
process.
The COGARCH model
To model the volatility of a financial time series, Engle [18] in 1982 proposed the
ARCH (autoregressive conditionally heteroscedastic) process of which in 1986 Boller-
slev [11] developed the GARCH (generalized ARCH) process. In detail, let (ǫn)n∈N0
be an i.i.d. sequence of random variables and let β > 0, λ > 0 and δ ≥ 0 be fixed
parameters. Then a solution (Yn)n∈N0 of
Yn = σnǫn, n ∈ N0,
σ2n = β + λY
2
n−1 + δσ
2
n−1, n ∈ N,
such that σn is independent of (ǫn+h)h∈N0 and non-negative for all n ∈ N0, is called
a GARCH(1,1) process with volatility process (σn)n∈N0. For δ = 0 the GARCH(1,1)
reduces to the ARCH(1) process.
Since in financial mathematics continuous time settings are widely used, the GARCH
model has been generalized in 2004 by Klu¨ppelberg, Lindner and Maller [39] to a
continuous time model, the COGARCH (continuous-time GARCH), as following.
Let (Xt)t≥0 be a Le´vy process with non-zero Le´vy measure and let β > 0, λ > 0 and
δ ≥ 0 be fixed parameters. Then a solution (Gt)t≥0, G0 = 0, of
dGt = σt−dXt, t ≥ 0,
σ2t = e
−ξt
(
β
∫
(0,t]
eξs−ds+ σ20
)
, t ≥ 0,
1.4. Applications of Generalized Ornstein-Uhlenbeck Processes 17
with (ξt)t≥0 defined by
ξt = −t log δ −
∑
0<s≤t
log(1 +
λ
δ
(∆Xs)
2), t ≥ 0,
is called COGARCH process with volatility process (σt)t≥0 where σt =
√
σ2t . Remark
that (ξt)t≥0 is itself a Le´vy process and hence the squared volatility process in the
above definition is a generalized Ornstein-Uhlenbeck process driven by (ξt, βt)t≥0.
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Chapter 2:
Stationary Solutions of the SDE
dVt = Vt−dUt + dLt with Le´vy Noise1
Let (ξ, η) = (ξt, ηt)t≥0 be a bivariate Le´vy process. The generalized Ornstein–
Uhlenbeck process (GOU) associated with (ξ, η) is given by
Vt = e
−ξt
(
V0 +
∫ t
0
eξs−dηs
)
, t ≥ 0,
where V0 is a finite random variable, independent of (ξ, η). As described in Sec-
tion 1.2, in [46] necessary and sufficient conditions for a GOU to be strictly station-
ary were obtained, and properties of the strictly stationary solution studied. It was
also pointed out in Section 1.2, that the GOU in (1.10) is the unique solution of
the stochastic differential equation (1.11), i.e. of dVt = Vt−dUt + dLt, t ≥ 0, where
(U, L) is another bivariate Le´vy process, constructed from (ξ, η) by (1.12).
The purpose of the present chapter is to extend the results of [46] to the more general
setting of solutions to the stochastic differential equation (1.11), where (U, L) is an
arbitrary bivariate Le´vy process. In particular, we do not assume that the Le´vy
measure ΠU of U is concentrated on (−1,∞), but also allow jumps of size less than or
equal to −1. As a second generalization, we shall allow possible dependence between
the starting random variable V0 and (U, L). Even in the case when ΠU((−∞,−1]) =
0, this represents a sharpening of the results of [46]. As in time series analysis, we
will call a solution with V0 being independent of (U, L) a causal or non-anticipative
solution. We shall see that non-causal solutions can appear in some important cases.
Dealing with the non-causality is non-trivial as it introduces a possible problem re-
garding the filtration with respect to which the stochastic differential equation (1.11)
is defined, such that U still remains a semimartingale. Hence, in the following, pos-
sible non-causal solutions (relevant in the case ΠU({−1}) = 0) will be interpreted in
the following sense. First, (1.11) is solved assuming that U is a semimartingale for a
suitable filtration to which V is adapted. This is achieved, with the general solution
given by (2.8) below. In Equation (2.8), however, the semimartingale problem is
1Based on [5]: A. Behme, A. Lindner and R. Maller (2011):
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avoided since V0 enters in an additive fashion there and does not have to be mea-
surable with respect to the filtration for which the stochastic integrals are defined.
The problem of finding all stationary solutions is thus reduced to finding all possible
choices of V0, without assuming independence, such that the process given by (2.8)
is strictly stationary.
This we do in Theorems 2.1 and 2.2 of the next section. After that, Section 2.2
sets notation, verifies that the solution to (1.11) is as given in Equations (2.2)
and (2.8) of Theorems 2.1 and 2.2, and introduces various auxiliary processes used
throughout this and the following chapter. Also in Section 2.2 necessary and suf-
ficient conditions for the almost sure convergence of the integrals
∫∞
0
E(U)s− dLs
and
∫∞
0
[E(U)s−]−1 dηs in terms of the characteristic triplets of the underlying Le´vy
processes are given. These are essential results for characterizing the existence of a
stationary solution to (1.11).
Section 2.3 gives the proofs of Theorems 2.1 and 2.2, and of two useful corollaries
also stated in Section 2.1. The semimartingale problem described above is taken up
again in Section 2.4. In the situation of Theorem 2.1 (b), non-causal solutions of
(2.8) appear, and Section 2.4 is concerned with the question of filtration enlarge-
ments such that the non-causal solution is adapted and U remains a semimartingale
with respect to it. It is shown that absolute continuity of
∫∞
0
[E(U)s−]−1 dηs is a
sufficient condition for this to hold and examples when this condition is satisfied are
mentioned.
As noted in the Introduction, the GOU and stationary solutions of the SDE (1.11)
are important in the analysis of the COGARCH (COntinuous time GARCH model)
due to Klu¨ppelberg et al. [39]. An option pricing model based on COGARCH, and
incorporating the possibility of default, has recently been proposed by Szimayer; see
Klu¨ppelberg et al. [41]. For the solution of (1.11), in a financial process setting, a
jump of U of size −1 can be interpreted as the occurrence of default, and jumps
of size less than −1 have interpretations when U describes the value of a certain
contract, when a positive value is turned into obligations one has to pay.
2.1 Main Results
Let (U, L) be a bivariate Le´vy process with characteristic triplet (
(
σ2U σU,L
σU,L σ
2
L
)
,
ΠU,L, γU,L) defined on a complete probability space (Ω,F , P ), and correspondingly
denote the characteristic triplets of the coordinate processes U and L by (σ2U ,ΠU , γU)
and (σ2L,ΠL, γL), respectively. To avoid trivialities assume throughout that neither U
nor L is the zero Le´vy process. Let F = (Ft)t≥0 be the smallest filtration satisfying
the usual hypotheses such that both U and L are adapted. Then U and L are
semimartingales with respect to F.
The main theorems of this chapter give necessary and sufficient conditions for the
existence of a strictly stationary solution of (1.11) in all cases, in particular including
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ΠU((−∞,−1)) ≥ 0 and ΠU({−1}) ≥ 0. Even in the case ΠU((−∞,−1]) = 0 (the
only one treated in [46]) they sharpen the results of [46], since independence of V0
and (U, L) is not assumed a priori in our present results, whereas it was a crucial
ingredient in [46] for the proof in the oscillating case.
We first deal with the case ΠU({−1}) = 0. Define an auxiliary process η by
ηt := Lt −
∑
0<s≤t
∆Us 6=−1
∆Us∆Ls
1 + ∆Us
− tσU,L, t ≥ 0. (2.1)
As will be seen in Proposition 2.6 below, the general solution to (1.11) is given by
(2.8), which in the case ΠU({−1}) = 0 simplifies to (2.2).
Theorem 2.1. Let (U, L) be a bivariate Le´vy process such that ΠU ({−1}) = 0. Let
(Vt)t≥0 be given by
Vt = E(U)t
(
V0 +
∫
(0,t]
[E(U)s−]−1 dηs
)
, t ≥ 0, (2.2)
where the stochastic integral in (2.2) is with respect to F.
(a) Suppose that limt→∞ E(U)t = 0 a.s. Then a finite random variable V0 can be
chosen such that (Vt)t≥0 is strictly stationary if and only if
∫
(0,∞)
E(U)s−dLs
converges almost surely. If this condition is satisfied, then the strictly station-
ary solution is unique in distribution when viewed as a random element in
D[0,∞), and it is obtained by choosing V0 to be independent of (U, L) and to
have the same distribution as
∫
(0,∞)
E(U)s−dLs.
(b) Suppose that limt→∞[E(U)t]−1 = 0 a.s. Then a finite random variable V0 can be
chosen such that (Vt)t≥0 is strictly stationary if and only if
∫
(0,∞)
[E(U)s−]−1dηs
converges a.s. In this case the stationary solution is unique and given by
Vt = −E(U)t
∫
(t,∞)
[E(U)s−]−1dηs a.s., t ≥ 0.
(c) Suppose that E(U)t oscillates in the sense that
0 = lim inf
t→∞
|E(U)t| < lim sup
t→∞
|E(U)t| = +∞ a.s.
Then Vt admits a strictly stationary solution if and only if there exists k ∈
R\{0} such that U = −L/k. In this case the strictly stationary solution is
indistinguishable from the constant process t 7→ k.
The possibilities for the asymptotic behaviour of E(U)t in (a), (b) and (c) of The-
orem 2.1 are mutually exclusive and exhaustive; see Theorem 2.9 in Section 2.2.
Conditions for the almost sure convergence of the integrals
∫
(0,∞)
E(U)s− dLs and∫
(0,∞)
[E(U)s−]−1 dηs are given in Theorem 2.10 and Corollary 2.11, respectively. Ob-
serve that the solutions obtained in Theorem 2.1(a), (c) are equal in distribution to
a causal solution, while the solution in part (b) is purely non-causal.
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The case when ΠU ({−1}) > 0 is treated in the next theorem. Again, the solutions
turn out to be equal in distribution to a causal solution. We will need some other
auxiliary processes:
U˜t = Ut −
∑
0<s≤t
∆Us=−1
∆Us and η˜t = ηt −
∑
0<s≤t
∆Us=−1
∆ηs, t ≥ 0, (2.3)
and
K(t) := number of jumps of size −1 of U in [0,t], (2.4)
T (t) := sup{s ≤ t : ∆Us = −1}, (2.5)
all for t ≥ 0. It is easy to see that (U, L, η,K) is a Le´vy process. Also, for 0 ≤ s < t
define
E(U)(s,t] := e(Ut−Us)−σ2U (t−s)/2
∏
s<u≤t
(1 + ∆Uu)e
−∆Uu , (2.6)
E(U)(s,t) := e(Ut−−Us)−σ2U (t−s)/2
∏
s<u<t
(1 + ∆Uu)e
−∆Uu , (2.7)
while for s ≥ t let E(U)(s,t] := 1. Recall again that (2.8) gives the general solution
of (1.11) as will be seen in Proposition 2.6.
Theorem 2.2. Let (U, L) be a bivariate Le´vy process such that ΠU({−1}) > 0. Let
η and K be as defined in (2.1) and (2.4), respectively, and let (Vt)t≥0 be given by
Vt = E(U)t
(
V0 +
∫
(0,t]
[E(U)s−]−1 dηs
)
1{K(t)=0} (2.8)
+E(U)(T (t),t]
(
∆LT (t) +
∫
(T (t),t]
[E(U)(T (t),s)]−1 dηs)1{K(t)≥1}, t ≥ 0,
where the stochastic integrals in (2.8) are with respect to F. Then the following hold:
(a) A finite random variable V0 can be chosen such that (Vt)t≥0 is strictly station-
ary. More precisely, with U˜ and η˜ as defined in (2.3), define
Zt = E(U˜)t
(
Y +
∫
(0,t]
[E(U˜)s−]−1dη˜s
)
, t ≥ 0, (2.9)
where Y is a random variable, independent of (U, L), with distribution
PY (dy) =
ΠU,L({−1}, dy)
ΠU({−1}) ,
i.e., Y has the same distribution as ∆LT1, where T1 denotes the time of the first
jump of U of size −1. Let τ be an exponentially distributed random variable
with parameter λ := ΠU({−1}), independent of (U, L) and Y . Then if V0 is
chosen to be independent of (U, L) and to have the same distribution as Zτ ,
the process (Vt)t≥0 is strictly stationary.
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(b) Any two strictly stationary solutions (Vt)t≥0 are equal in distribution when
viewed as random elements of D[0,∞), having the same distribution as the
process specified in (a).
The necessary and sufficient conditions for strictly stationary solutions of (1.11) in
the specific cases can be summarised as follows:
Corollary 2.3. Let (U, L) be a bivariate Le´vy process, and let (ηt)t≥0 and V =
(Vt)t≥0 be defined by (2.1) and (2.8). Then a finite random variable V0 can be
chosen such that V is strictly stationary if and only if one of the conditions (i), (ii)
or (iii) below holds:
(i) There exists k 6= 0 such that Ut = −Lt/k for t ≥ 0;
(ii) The integral
∫ t
0
E(U)s− dLs converges almost surely to a finite random variable
as t→∞;
(iii) ΠU ({−1}) = 0 and the integral
∫ t
0
[E(U)s−]−1 dηs converges almost surely to a
finite random variable as t→∞.
If one of the conditions (i) to (iii) is satisfied, then the distributions of V0 and of
the corresponding strictly stationary process V are unique.
A natural question is that of how close the stationary solution of Theorem 2.2 is to
the stationary solution of Theorem 2.1 (a) if ΠU({−1}) is small. The following shows
that the stationary marginal distribution of Theorem 2.1 can be obtained as a limit
of stationary marginal distributions with ΠU({−1}) > 0 under certain conditions,
and more generally that the corresponding stationary processes converge weakly
in the J1-Skorokhod topology, which is the topology generated by the metric d in
D[0,∞) defined via
d(f, g) = inf
λ∈Λ
max
{
sup
0<s≤t
|λ(s)− s|, sup
0<s≤t
|f(s)− (g ◦ λ)(s)|}, f, g ∈ D[0,∞), t > 0
where Λ is the space of continuous bijections on [0,∞) starting in 0. For more
details on the J1-Skorokhod topology see e.g. Jacod and Shiryaev [31].
Corollary 2.4. Let (U, L) be a bivariate Le´vy process with ΠU({−1}) = 0 and
such that
∫
(0,∞)
E(U)s− dLs converges almost surely. Let V = (Vt)t≥0 be the strictly
stationary solution of (2.2) specified in Theorem 2.1 (a). Let (U
(n)
, L
(n)
) be a se-
quence of bivariate compound Poisson processes, independent of (U, L), with Le´vy
measure λnσ, where σ is a probability distribution on {−1} × R and λn > 0 for
each n ∈ N with λn → 0 as n → ∞. Let (U (n), L(n)) := (U + U (n), L + L(n)), and
let V (n) = (V
(n)
t )t≥0 be the strictly stationary solution of the process associated with
(U (n), L(n)) as specified in Theorem 2.2 (a). Then V (n) converges weakly to V as
n→∞ when viewed as random elements in D[0,∞) endowed with the J1-Skorokhod
topology.
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2.2 Preliminary Results
Solving the SDE
We begin with the following lemma, which is a generalization of Proposition 2.3 in
[46] and can be proved analogously. A multivariate extension will also be shown
in Chapter 5, Proposition 5.23. The integrals and quadratic covariation below are
understood with respect to F.
Lemma 2.5. Let (Ut, Lt)t≥0 be a bivariate Le´vy process with ΠU({−1}) = 0 and
(ηt)t≥0 defined by (2.1). Then for every t ≥ 0, we have∫
(0,t]
E(U)s−dLs =
∫
(0,t]
E(U)s−dηs + [E(U), η]t (2.10)
and ( E(U)t
E(U)t
∫
(0,t]
[E(U)s−]−1 dηs
)
D
=
( E(U)t∫
(0,t]
E(U)s−dLs
)
. (2.11)
We can now verify that (2.2) and (2.8) solve the stochastic differential equation
(1.11). For the case that both U and L remain semimartingales for H in the fol-
lowing Proposition, the result can be found in Exercise V.27 of Protter [55], who
refers to an unpublished note by Yoeurp and Yor. For the case that additionally
ΠU((−∞,−1]) = 0 see also De Haan and Karandikar [27] or Equation (15) of Maller
et al. [49]. Given that U and L are semimartingales and ΠU({−1}) = 0 the result is
also given in Jaschke [33, Theorem 1]. Since the result is of fundamental importance
for this work, we shall give a short sketch of its proof for the case when both U and
L remain semimartingales and then extend it to the case when only U remains a
semimartingale.
Proposition 2.6. Let V0 be a finite random variable and let H = (Ht)t≥0 be the
smallest filtration satisfying the usual hypotheses which contains F and is such that
V0 is H0 measurable. Let η, K, T be as defined in (2.1), (2.4) and (2.5), respectively.
Assume that U remains a semimartingale with respect to H. Then the unique adapted
ca`dla`g solution to (1.11), or, equivalently, to the integral equation
Vt = V0 + Lt +
∫
(0,t]
Vs−dUs, t ≥ 0, (2.12)
is given by (2.8). If ΠU({−1}) = 0, then the unique solution is given by (2.2).
Proof. By Theorem V.7 in Protter [55], (2.12) has a unique H-adapted ca`dla`g
solution, so it only remains to show that the process given by (2.8) satisfies (2.12).
For that, suppose first that V0 is F0-measurable, so H = F, in which case the result
is known from Exercise V.27 in [55], but again it is useful to give a short sketch:
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since the solution of (2.12) clearly satisfies Vt = ∆Lt if ∆Ut = −1, the equation
renews itself with starting value ∆Lt whenever a jump in K occurs at time t, so by
(2.8) it suffices to consider the case ΠU({−1}) = 0, thus K(t) = 0. Then writing
At = E(U)t and Bt = V0 +
∫
(0,t]
E(U)−1s− dηs, the process V given by (2.2) satisfies
Vt = AtBt and A,B, V are semimartingales with respect to F. Partial integration
then gives
Vt − V0 =
∫
(0,t]
As−dBs +
∫
(0,t]
Bs−dAs + [A,B]t
=
∫
(0,t]
dηs +
∫
(0,t]
Bs−d (E(U)s) +
∫
(0,t]
[E(U)s−]−1d ([E(U), η]s)
=
∫
(0,t]
dLs +
∫
(0,t]
Vs−dUs,
where we have used that dE(U)t = E(U)t− dUt and d[E(U), η]t = E(U)t−d(Lt − ηt)
(the latter follows from (2.10)). Thus (2.12) holds.
Now suppose that V0 is not necessarily F0-measurable and that U remains a semi-
martingale with respect to H. Let Vt be the unique H-adapted ca`dla`g solution of
(2.12) and define a process V ′ by
V ′t := Vt − V0E(U)t1{K(t)=0} = Vt − V0E(U)t, t ≥ 0. (2.13)
Substituting for Vt in (2.12) gives
V ′t = V0 + Lt +
∫
(0,t]
V ′s− dUs +
∫
(0,t]
V0E(U)s− dUs − V0E(U)t
= Lt +
∫
(0,t]
V ′s− dUs + V0
(
1 +
∫
(0,t]
E(U)s− dUs − E(U)t
)
= Lt +
∫
(0,t]
V ′s− dUs.
Since V ′0 = 0 is F0-measurable it follows from the part already proved that V ′t is of
the form (2.8) with V ′0 = 0, and (2.13) then shows that Vt satisfies (2.12). 2
As already pointed out at the beginning of this chapter, when seeking stationary
solutions of the SDE (1.11), in Theorems 2.1 and 2.2 we more conveniently look
for stationary solutions of Equation (2.8), since no semimartingale problems with
respect to H arise in (2.8), the integrals being defined in terms of F there. The
arising semimartingale problem for the SDE (1.11) for non-causal solutions as in
Theorem 2.1 (b) is taken up again in Section 2.4. In the case that V0 is chosen
independent of (U, L), as in Theorems 2.1 (a), (c) and Theorem 2.2, there are no
problems with the filtration, since then, further, U, L and η all remain semimartin-
gales for H by Corollary 1 to Theorem VI.11 in [55]. In that case, (Vt)t≥0 is also
a time homogeneous Markov process and we give its transition functions in the
following lemma. Recall U˜ and η˜ defined in (2.3).
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Lemma 2.7. Let (Vt)t≥0 be as defined in (2.8) and suppose that V0 is independent
of (Ut, Lt)t≥0. Then (Vt)t≥0 is a time homogeneous Markov process. More precisely,
defining
As,t := E(U˜)(s,t]1{K(t)=K(s)} and Bs,t := E(U˜)(s,t]
∫
(s,t]
[
E(U˜)(s,u)
]−1
dη˜u (2.14)
for 0 ≤ s < t, with U˜ and η˜ given by (2.3), we have
Vt = [As,tVs +Bs,t]1{K(t)−K(s)=0} +
[
AT (t),t∆LT (t) +BT (t),t
]
1{K(t)−K(s)>0}, (2.15)
with (As,t, Bs,t, K(t)−K(s))t≥s being independent of Hs and
(As,t, Bs,t, K(t)−K(s)) D= (As+h,t+h, Bs+h,t+h, K(t+ h)−K(s+ h)) (2.16)
for every h ≥ 0 and t ≥ s. Here, Hs is as defined in Proposition 2.6.
Proof. These are direct consequences of (2.8) and the strong Markov property of
Le´vy processes, respectively. 2
Other Auxiliary Processes and their Properties
In the case that ΠU({−1}) = 0 it is helpful to introduce the processes N = (Nt)t≥0,
Û = (Ût)t≥0 and W = (Wt)t≥0 defined by
Nt := number of jumps of size < −1 of U in [0, t], (2.17)
Ût := −Ut + σ2U t/2 +
∑
0<s≤t
[∆Us − log |1 + ∆Us|] , (2.18)
Wt := −Ut + σ2U t+
∑
0<s≤t
(∆Us)
2
1 + ∆Us
. (2.19)
Then (U, L, η,N, Û ,W ) is a Le´vy process. We are interested in the characteris-
tic triplets of Û and W and their expectations when they exist, which appear in
Theorem 2.9 and Corollary 2.11, respectively.
Lemma 2.8. Let U have characteristic triplet (σ2U ,ΠU , γU) such that ΠU ({−1}) = 0
holds. Let N , Û and W be as defined in (2.17)–(2.19). Then we have:
(a) The process Û is a Le´vy process satisfying
E(U)t = (−1)Nte−Ût, t ≥ 0, (2.20)
and the characteristic triplet (σ2
Û
,ΠÛ , γÛ) of Û has σ
2
Û
= σ2U , (ΠÛ)|R\{0} =
X(ΠU)|R\{0} and
γÛ = −γU + σ2U/2
+
∫
R
(
x1{|x|≤1} − (log |1 + x|)1{x∈[−e−1,−1−e−1]∪[e−1−1,e−1]}
)
ΠU(dx),
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where X(ΠU) is the image measure of ΠU under the transformation
X : R \ {−1} → R, x 7→ X(x) = − log |1 + x|. (2.21)
We have E|Û1| <∞ if and only if∫
|x|≥e
log |x|ΠU(dx) <∞ and
∫
(−3/2,−1/2)
∣∣ log |1+x|∣∣ΠU(dx) <∞, (2.22)
in which case
EÛ1 = −γU + σ2U/2 +
∫
R
(x1{|x|≤1} − log |1 + x|)ΠU(dx). (2.23)
(b) The process W is a Le´vy process satisfying
[E(U)t]−1 = E(W )t, t ≥ 0, (2.24)
and its characteristic triplet (σ2W ,ΠW , γW ) is given by σ
2
W = σ
2
U , ΠW = Y (ΠU)
for the transformation
Y : R \ {−1} → R \ {−1}, x 7→ Y (x) = −x
1 + x
,
and
γW = −γU + σ2U +
∫
R
(
x1{|x|≤1} − x
1 + x
1{x≥−1/2}
)
ΠU(dx).
We have E|W1| <∞ if and only if∫
(−3/2,−1/2)
|1 + x|−1 ΠU(dx) <∞, (2.25)
in which case
EW1 = −γU + σ2U +
∫
[−1,1]
x2
1 + x
ΠU(dx)−
∫
|x|>1
x
1 + x
ΠU(dx). (2.26)
Proof. (a) Equation (2.20) is immediate from (1.9), (2.17) and (2.18). From (2.18)
we obtain
∆Ût = − log |1 + ∆Ut|, t ≥ 0,
which implies (ΠÛ)|R\{0} = X(ΠU)|R\{0}. The Brownian motion components of Û
and U satisfy BÛt = −BUt , so that σ2Û = σ2U . For the calculation of γÛ , take ε > 0
and let Cε := [−1 − eε,−1 − e−ε] and Dε := [−1 + e−ε, eε − 1]. Omitting the
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summation index 0 < s ≤ 1 in the following calculation, it then follows from (2.18)
and the Le´vy-Itoˆ decomposition ([58], Theorem 19.2) that
γÛ +BÛ1 = Û1 − limε↓0
 ∑
|∆Ûs|>ε
∆Ûs −
∫
|x|∈(ε,1]
xΠÛ(dx)

= σ2U/2− U1
+ lim
ε↓0
( ∑
∆Us∈Cε∪Dε
(∆Us − log |1 + ∆Us|) +
∑
∆Us 6∈Cε∪Dε
∆Us +
∫
|x|∈(ε,1]
xΠÛ(dx)
)
= σ2U/2− U1 + lim
ε↓0
( ∑
∆Us 6∈Dε
∆Us +
∫
|x|∈(ε,1]
xΠÛ(dx)
)
= σ2U/2− γU − BU1 + lim
ε↓0
(∫
x∈[−1,1]\Dε
xΠU(dx) +
∫
|x|∈(ε,1]
xΠÛ(dx)
)
.
Together with BÛ1 = −BU1 and ΠÛ = X(ΠU) this implies the representation for γÛ .
Next, observe that E|Û1| < ∞ if and only if
∫
|x|>1
|x|ΠÛ(dx) < ∞ ([58], Exam-
ple 25.12), which is equivalent to (2.22) since ΠÛ = X(ΠU) on R \ {0}. Equa-
tion (2.23) then follows from the representation of γÛ and the fact that EÛ1 =
γÛ +
∫
|x|>1
xΠÛ(dx).
(b) Equation (2.24) is a special case of a formula by Karandikar [36, Theorem 1]
and has also been proven by Jaschke [33].
The remaining assertions follow similarly to the ones proved in (a). 2
Similarly, it can be shown that the Le´vy measure of η as defined in (2.1) is the
restriction to R \ {0} of the image measure of ΠU,L under the mapping (R \ {−1})×
R → R, (x, y) 7→ y
1+x
, and moment conditions for η can be expressed in terms of
the characteristic triplet of (U, L). We omit further details here.
Convergence of E(U)t and Integrals Involving It
In the case ΠU({−1}) = 0 the characterization of the existence of stationary so-
lutions in Section 2.3 will be achieved in terms of the almost sure convergence of∫∞
0
E(U)s− dLs and
∫∞
0
[E(U)s−]−1 dηs. So, finally in this section, we obtain nec-
essary and sufficient conditions for convergence of these integrals, which are also
interesting in their own right.
We need also necessary and sufficient conditions for a Le´vy process to drift to ±∞
in terms of its characteristic triplet. The following is a reformulation of a result
of Doney and Maller (see Theorem 4.4. in [14]) for the process Û in terms of the
characteristics of U . In the case when E|Û1| =∞, it describes in particular how the
large time behaviour of Û is determined by the behaviour of ΠU around −1 and for
large values.
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Theorem 2.9. Let U be a non-zero Le´vy process with ΠU({−1}) = 0, let Û be
defined by (2.18), and recall (2.20).
(a) The following are equivalent:
(i) E(U)t converges almost surely to 0 as t→∞.
(ii) Ût converges almost surely to ∞ as t→∞.
(iii) 0 < EÛ1 ≤ E|Û1| <∞, or
∫
(−3/2,−1/2)
∣∣ log |1 + x|∣∣ΠU(dx) =∞ and∫
R\[−e,e]
log |x|ΠU(dx)
1 +
∫ 1/e
1/|x|
ΠU
(
(−1− z,−1 + z))z−1dz <∞.
(b) The following are equivalent:
(i) [E(U)t]−1 converges almost surely to 0 as t→∞.
(ii) Ût converges almost surely to −∞ as t→∞.
(iii) 0 < −EÛ1 ≤ E|Û1| <∞, or
∫
|x|≥e
log |x|ΠU(dx) =∞ and∫
(−1−e−1,−1+e−1)
− log |1 + x|ΠU(dx)
1 +
∫ 1/|1+x|
e
ΠU
(
R \ [1− z, z − 1])z−1dz <∞.
(c) If none of the conditions in (a) or (b) is satisfied, then Û oscillates, equiva-
lently,
0 = lim inf
t→∞
|E(U)t| < lim sup
t→∞
|E(U)t| = +∞.
Proof of Theorem 2.9. Let us prove (a). The equivalence of (i) and (ii) is clear
from (2.20). Further, by Theorem 4.4 in [14], Ût converges almost surely to ∞ if
and only if 0 < EÛ1 ≤ E|Û1| <∞, or
lim
x→∞
A+
Û
(x) =∞ and
∫ −1
−∞
|x|ΠÛ(dx)
A+
Û
(|x|) dx <∞,
where
A+
Û
(x) := 1 +
∫ x
1
ΠÛ
(
(y,∞))dy, x ≥ 1.
Using ΠÛ = X(ΠU) (cf. (2.21)), it is then easy to see that this is equivalent to the
condition (iii). The proof of (b) is similar, and assertion (c) is well known (e.g. [58],
Theorem 48.1). 2
The following is a version of Theorem 1.11 for the stochastic exponential.
Theorem 2.10. Let (U, L) be a bivariate Le´vy process such that ΠU({−1}) = 0.
Then the following are equivalent:
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(i) The integral
∫ t
0
E(U)s−dLs converges almost surely to a finite random variable
as t→∞.
(ii) The integral
∫ t
0
E(U)s−dLs converges in distribution to a finite random variable
as t→∞.
(iii) E(U)t converges almost surely to 0 as t→∞ and
IU,L :=
∫
R\[−e,e]
log |y|ΠL(dy)
1 +
∫ 1/e
1/|y|
ΠU
(
(−1 − z,−1 + z))z−1dz <∞. (2.27)
In the case of divergence, we have: if limt→∞ E(U)t = 0 a.s. but IU,L = +∞, then∣∣∣∣∫
(0,t]
E(U)s−dLs
∣∣∣∣ P→∞, t→∞, (2.28)
and if E(U)t does not tend to 0 a.s. as t → ∞, then (2.28) holds or there exists
k ∈ R \ {0} such that
P
(∫
(0,t]
E(U)s−dLs = k(1− E(U)t) ∀t ≥ 0
)
= 1. (2.29)
Proof of Theorem 2.10. Using E(U)t = (−1)Nte−Ût , it follows in complete analogy
to the proof of Erickson and Maller [19] that
∫ t
0
(−1)Ns−e−Ûs− dLs converges almost
surely to a finite random variable if and only if Ût converges almost surely to +∞
as t→∞ and ∫
R\[−e,e]
(
log |y|
1 +
∫ log |y|
1
ΠÛ
(
(x,∞)) dx
)
ΠL(dy) <∞,
which by Lemma 2.8 can be seen to be equivalent to (iii). The remaining assertions
follow similarly as in [19]. 2
Corollary 2.11. Let (U, L) be a bivariate Le´vy process such that ΠU({−1}) = 0.
Let (W, η) be defined by (2.19) and (2.1). Then the following are equivalent:
(i) The integral
∫ t
0
[E(U)s−]−1dηs converges almost surely to a finite random vari-
able as t→∞.
(ii) The integral
∫ t
0
[E(U)s−]−1dηs converges in distribution to a finite random vari-
able as t→∞.
(iii) [E(U)t]−1 converges almost surely to 0 as t→∞ and IW,η <∞, where IW,η is
defined similarly to (2.27), with ΠL being replaced by Πη and ΠU by ΠW .
Proof. This is an immediate consequence of Theorem 2.10 since [E(U)t]−1 = E(W )t
for every t ≥ 0 by (2.24). 2
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2.3 Proofs of Main Results
Proof of Theorem 2.1. (a) Suppose that Ût →∞ a.s. as t→∞. Then E(U)tV0
converges a.s. to 0 by (2.20). Thus if a stationary solution (Vt)t≥0 exists, then
we know that E(U)t
∫
(0,t]
[E(U)s−]−1 dηs tends to V0 in distribution as t → ∞. By
(2.11) this means that
∫
(0,t]
E(U)s−dLs D→ V0 as t → ∞ and hence
∫∞
0
E(U)s− dLs
converges almost surely by Theorem 2.10. Let n ∈ N and h1, . . . , hn ≥ 0. Since
limt→∞ E(U)t = 0 a.s., and since
(Vh1, . . . , Vhn)
d
= (Vt+h1, . . . , Vt+hn), t ≥ 0,
an application of Slutsky’s Lemma shows that (Vh1, . . . , Vhn) has the same distribu-
tion as the distributional limit as t→∞ of(
E(U)t+h1
∫ t+h1
0
[E(U)s−]−1 dηs, . . . , E(U)t+hn
∫ t+hn
0
[E(U)s−]−1 dηs
)
.
This does not depend on V0. Hence any two stationary solutions have the same
finite dimensional distributions and hence the same distributions when viewed as
random elements in D[0,∞).
Conversely, suppose that
∫∞
0
E(U)s− dLs converges almost surely to a finite ran-
dom variable and take V0 independent of (U, L) and with the same distribution as∫∞
0
E(U)s− dLs. Then, by (2.11), Vt converges in distribution to V0 as t→∞, since
limt→∞ E(U)t = 0. Together with Lemma 2.7 this shows that
Vt = At−h,tVt−h +Bt−h,t
d→ A0,hV0 +B0,h = Vh, t→∞,
for every h ≥ 0. Since also Vt d→ V0 as t→∞ it follows that Vh D= V0. Since (Vt)t≥0
is a Markov process by Lemma 2.7, this implies strict stationarity of (Vt)t≥0.
(b) Suppose that Ût → −∞ and hence [E(U)t]−1 → 0 a.s. as t→∞. Then if (Vt)t≥0
is a strictly stationary solution, it follows that
V0 +
∫
(0,t]
[E(U)s−]−1 dηs = [E(U)t]−1Vt P→ 0, t→∞.
Hence − ∫∞
0
[E(U)s−]−1 dηs converges almost surely to V0 by Corollary 2.11, and this
immediately yields Vt = −E(U)t
∫
(t,∞)
[E(U)s−]−1dηs a.s.
Conversely, if
∫
(0,∞)
[E(U)s−]−1 dηs converges a.s., let V0 := −
∫
(0,∞)
[E(U)s−]−1 dηs.
Then
Vt = −E(U)t
∫
(t,∞)
[E(U)s−]−1dηs =
∫
(t,∞)
(−1)(Ns−−Nt)eÛs−−Ût dηs, t ≥ 0,
which is strictly stationary since (N, Û, η), as a Le´vy process, has stationary incre-
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(c) Suppose that Ût oscillates and let (Vt)t≥0 be a strictly stationary solution of
(2.2). By Theorem 2.10 this implies that (2.28) or (2.29) must hold. Suppose first
that (2.28) holds. Together with (2.11) this gives |E(U)t
∫
(0,t]
[E(U)s−]−1dηs| P−→∞ as
t → ∞. Since Vt is strictly stationary this and (2.2) imply that |V0E(U)t| and thus
|E(U)t| tend to ∞ in probability, too. Hence V0 +
∫
(0,t]
[E(U)s−]−1dηs = [E(U)t]−1Vt
converges to 0 in probability, hence in distribution, so
∫
(0,t]
[E(U)s−]−1dηs D→ −V0 as
t → ∞, contradicting Corollary 2.11 because [E(U)t]−1 does not converge. Hence
(2.28) cannot occur.
Now suppose that (2.29) holds, i.e. there is a constant k ∈ R\{0} such that for all
t > 0 we have
∫
(0,t]
E(U)s−dLs = k(1 − E(U)t) a.s. Since we know that E(U)t =
1 +
∫
(0,t]
E(U)s−dUs a.s., this is equivalent to
∫
(0,t]
E(U)s−dLs = −k
∫
(0,t]
E(U)s−dUs
a.s. for all t > 0 and hence to U = −L/k. From (2.1) and (2.19), this implies
ηt = −kUt +
∑
0<s≤t
k∆U2s
1 + ∆Us
+ ktσ2U = kWt,
so that
∫
(0,t]
[E(U)s−]−1dηs = k
∫
(0,t]
E(W )s−dWs = (−k)(1 − [E(U)t]−1) a.s. We
conclude that
Vt = E(U)t
(∫
(0,t]
[E(U)s−]−1dηs + V0
)
= E(U)t(V0 − k) + k, t ≥ 0, (2.30)
so Vt − k = E(U)t(V0 − k) a.s. Since Vt was assumed to be strictly stationary this
yields |V0 − k| D= |E(U)t||V0 − k| = e−Ût |V0 − k|, because E(U)t = (−1)Nte−Ût . Since
|Ût| P−→ ∞, we get V0 − k = 0 a.s. and hence Vt = k a.s. for all t ≥ 0. So V is
indistinguishable from the constant process, since it has ca`dla`g paths.
Conversely, if there is a k ∈ R \ {0} such that U = −L/k, and V0 := k, then it
follows from (2.30) that Vt = k for all t ≥ 0, which is a strictly stationary solution.
2
Proof of Theorem 2.2. (a) Choose V0 to be independent of (U, L) with V0
D
= Zτ .
Then (Vt)t≥0 is a Markov process by Lemma 2.7, hence it suffices to show that
Vt
d
= V0 for every t > 0. Fix t > 0 and for k ∈ N0 let pk := P (K(t) = k) and let Tk
be the time of the kth jump of size −1 of U . Then by (2.8) we get, for x ∈ R,
P (Vt ≤ x)
= p0P
(
E(U)t
(
V0 +
∫
(0,t]
[E(U)s−]−1dηs
)
≤ x
∣∣∣∣K(t) = 0)
+
∑
k≥1
pkP
(
E(U)(Tk,t]
(
∆LTk +
∫
(Tk,t]
[E(U)(Tk ,s)]−1dηs
)
≤ x
∣∣∣∣K(t) = k)
=: A(x) +B(x), say.
2.3. Proofs of Main Results 33
By (2.3), U = U˜ and η = η˜ on {K(t) = 0}. Thus
A(x) = p0P
(
E(U˜)t
(
V0 +
∫
(0,t]
[E(U˜)s−]−1dη˜s
)
≤ x
)
.
Since τ and (U˜ , η˜) are independent, an application of the strong Markov property
to the Le´vy process (K˜, U˜ , η˜), where K˜ is a Poisson process with parameter λ,
independent of (U˜ , η˜) and first jump time τ , shows that (U˜t+τ , η˜t+τ )t≥0 is a Le´vy
process with the same distribution as (U˜t, η˜t)t≥0, independent of Zτ and V0. Together
with V0
d
= Zτ this shows
E(U˜)t
(
V0 +
∫
(0,t]
[E(U˜)s−]−1dη˜s
)
D
= E(U˜)(τ,t+τ ]
(
Zτ +
∫
(τ,t+τ ]
[E(U˜)(τ,s)]−1dη˜s
)
.
Hence we obtain for A(x) recalling that p0 = e
−λt
A(x) = p0P
(
E(U˜)(τ,t+τ ]
(
E(U˜)τ
(
Y +
∫
(0,τ ]
[E(U˜)s−]−1dη˜s
)
+
∫
(τ,t+τ ]
[E(U˜)(τ,s)]−1dη˜s
)
≤ x
)
= p0P
(
E(U˜)t+τ
(
Y +
∫
(0,t+τ ]
[E(U˜)s−]−1dη˜s
)
≤ x
)
= p0P (Zt+τ ≤ x)
= e−λt
∫
(0,∞)
P (Zt+y ≤ x) dPτ (y)
= λ
∫
(t,∞)
P (Zy ≤ x)e−λydy.
For B(x), recall that the times of jumps of size −1 on an interval [0, t] of the
Le´vy process U given the value of K(t) = k have the same distribution as the
order statistics of k uniformly distributed random variables on [0, t]. In particular,
P (Tk ≤ y|K(t) = k) = (y/t)k for all 0 ≤ y ≤ t. Defining a random variable υ(k) with
this distribution, independent of (U, L), we conclude recalling that pk = e
−λt(λt)k/k!
B(x) =
∑
k≥1
pkP
(
E(U˜)(Tk ,t]
(
Y +
∫
(Tk ,t]
[E(U˜)(Tk ,s)]−1dη˜s
)
≤ x
∣∣∣∣K(t) = k)
=
∑
k≥1
pkP
(
E(U˜)t−υ(k)
(
Y +
∫
(0,t−υ(k)]
[E(U˜)s−]−1dη˜s
)
≤ x
)
=
∑
k≥1
pkP (Zt−υ(k) ≤ x)
=
∑
k≥1
e−λt(λt)k
k!
∫
(0,t]
P (Zt−y ≤ x)d(y/t)k
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= λe−λt
∫
(0,t]
P (Zt−y ≤ x)eλydy
= λ
∫
(0,t]
P (Zy ≤ x)e−λydy.
Summing A(x) and B(x) we obtain
P (Vt ≤ x) = λ
∫
(0,∞)
P (Zy ≤ x)e−λydy = P (Zτ ≤ x) = P (V0 ≤ x),
so Vt
d
= V0, giving strict stationarity of (Vt)t≥0.
(b) Let (Vt)t≥0 be a strictly stationary solution of (2.8). Then for any n ∈ N and
h1, . . . , hn ≥ 0 we have
(Vt+h1, . . . , Vt+hn)
D→ (Vh1 , . . . , Vhn), t→∞,
and since K(t) → +∞ a.s. as t → ∞, it can be seen from (2.8) that the last
expression does not depend on V0. Hence any two strictly stationary solutions have
the same finite dimensional distributions and hence are equal as random elements
in D[0,∞). 2
Proof of Corollary 2.3. To show sufficiency of each of the conditions (i)–(iii), it
is enough to suppose ΠU({−1}) = 0, since otherwise a strictly stationary solution
exists by Theorem 2.2. Then by Theorem 2.10 and Corollary 2.11, convergence
of
∫∞
0
E(U)s− dLs and that of
∫∞
0
[E(U)s−]−1 dηs imply limt→∞ E(U)t = 0 a.s. and
limt→∞[E(U)t]−1 = 0, respectively, so that Theorem 2.1 (a), (b) shows sufficiency of
conditions (ii) and (iii). By Theorem 2.1 (c), condition (i) is sufficient if Uˆ oscillates,
but its proof shows that (i) is sufficient whenever ΠU({−1}) = 0, since U = −L/k
clearly implies Equation (2.30) by the same argument. The uniqueness assertion is
clear from Theorems 2.1 and 2.2.
To see that the existence of a strictly stationary solution implies at least one of the
conditions (i)–(iii), observe that this is clear from Theorem 2.1 if ΠU({−1}) = 0. In
the case that ΠU({−1}) > 0, denote by T1 the time of the first jump of U of size
−1. Then T1 is finite almost surely and it holds E(U)t = 0 for t ≥ T1. Hence the
integral
∫∞
0
E(U)s− dLs converges almost surely, which is condition (ii). 2
Proof of Corollary 2.4. In the following we denote the quantities corresponding
to (U (n), L(n)) as needed in Theorem 2.2 (a) by η˜(n), T
(n)
1 , τ
(n), etc. Observe that
U˜ (n) = U and η˜(n) = η. Further observe that convergence of
∫
(0,∞)
E(U)s− dLs
implies that E(U)t → 0 a.s. as t→∞ by Theorem 2.10. But since the distribution
of ∆L
(n)
T
(n)
1
is σ for each n, it follows that E(U)τ (n)Y (n) P→ 0 as n→∞ since λn → 0.
Next, observe that
E(U)τ (n)
∫
(0,τ (n)]
[E(U)s−]−1 dηs d=
∫
(0,τ (n)]
E(U)s− dLs,
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which follows from (2.11) by conditioning on τ (n) = t and using that τ (n) is inde-
pendent of (U, L). This, together with E(U)τ (n)Y (n) P→ 0 implies that
V
(n)
0
d
= Z
(n)
τ (n)
d→
∫
(0,∞)
E(U)s− dLs d= V0, n→∞,
so that the marginal stationary distributions converge weakly. By Skorokhod’s theo-
rem we can then assume that V
(n)
0 and V0 are additionally chosen such that V
(n)
0 →V0
a.s. as n→∞, since this does not alter the distributions of the processes V (n) and
V , respectively, and we are only concerned with weak convergence. But since λn → 0
we have K(n)(t)
P→ 0 as n→∞ for fixed t ≥ 0, and hence it follows from (2.2) and
(2.8), for any t > 0 and ε > 0,
lim
n→∞
P
(
sup
0≤s≤t
|Vs − V (n)s | > ε
)
= 0,
giving weak convergence of V (n) to V in the Skorokhod topology (cf. Jacod and
Shiryaev [31], Lemma VI.3.31, p. 352). 2
2.4 Filtration Expansions
Having determined all strictly stationary solutions of (2.8), it is natural to ask
whether the strictly stationary process (Vt)t≥0 still satisfies (2.12) for the smallest
filtration H = (Ht)t≥0 containing F, satisfying the usual hypotheses and which is
such that V0 is H0-measurable. In other words, we pose the question: does U at
least remain a semimartingale with respect to H?
In the causal cases described in Theorem 2.1 (a),(c) and Theorem 2.2, this is indeed
the case, as a consequence of Jacod’s criterion (see the main result of [30]). For the
non-causal cases, this is not at all evident. Clearly, if U is of bounded variation,
then U remains an H-semimartingale, but the general case is not clear. The fol-
lowing theorem presents a sufficient condition for all F-semimartingales to remain
H-semimartingales. The proof is along the lines of Theorem 3.6 of Jacod [30], who
considered the case Ut = λt with λ > 0 below, in which case the distribution of V0
is either degenerate, or absolutely continuous.
Theorem 2.12. Let (U, L) be a bivariate Le´vy process such that ΠU({−1}) = 0 and
suppose that limt→∞[E(U)t]−1 = 0 a.s. and that V0 := −
∫
(0,∞)
[E(U)s−]−1 dηs con-
verges a.s., where η is defined by (2.1). Denote by Vt = −
∫
(t,∞)
[E(U)(t,s)]−1 dηs,
t ≥ 0, as in Theorem 2.1 (b), the unique solution of (2.2), and suppose that
the distribution of V0 is absolutely continuous or a Dirac measure. Then every
F-semimartingale is also an H-semimartingale. In particular, U and L are H-
semimartingales and (Vt)t≥0 solves (1.11) when considered as an SDE with respect
to the filtration H and is an H-semimartingale.
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Proof of Theorem 2.12. First observe that
V0 = −
∫
(0,∞)
[E(U)s−]−1 dηs = −
∫
(0,t]
[E(U)s−]−1 dηs + [E(U)t]−1Vt, (2.31)
so that (Vt)t≥0 is clearly adapted to H, and if V0 is a constant random variable, then
F = H and there is nothing to prove. So suppose that the law µ of V0 is absolutely
continuous. Since
∫
(0,t]
[E(U)s−]−1 dηs and [E(U)t]−1 are measurable with respect to
Ft but Vt = −
∫
(t,∞)
[E(U)(s,t)]−1 dηs is independent of Ft, and has distribution µ by
stationarity of V , (2.31) shows that the regular conditional distribution of V0 given
Ft is given by
P (V0 ∈ B|Ft)(ω) = µ
(E(U)t(ω)B + E(U)t(ω) ∫
(0,t]
[E(U)s−]−1 dηs(ω)
)
for every Borel set B in R and ω ∈ Ω. Hence if the Lebesgue measure of B is zero,
the Lebesgue measure of E(U)t(ω)B + E(U)t(ω)
∫
(0,t]
[E(U)s−]−1 dηs(ω) is zero as
well, and since µ is absolutely continuous it follows that P (V0 ∈ B|Ft)(ω) = 0. But
this means that the regular conditional distribution of V0 given Ft is almost surely
absolutely continuous, and hence by Jacod’s criterion [30], every F-semimartingale
is an H-semimartingale. That then also V is an H-semimartingale follows from
Theorem V.7 in [55]. 2
The problem of characterizing when the law µ of V0 := −
∫∞
0
[E(U)s−]−1 dηs ap-
pearing in Theorem 2.12 is absolutely continuous is an open question. As pointed
out by Watanabe [63], it follows from Theorem 1.3 in Alsmeyer et al. [1] that µ is
either absolutely continuous, continuous singular, or a Dirac measure, i.e. a pure
types theorem holds for µ. Watanabe’s proof is based on the fact that, by (2.31),
V0
d
= Vt
d
= µ satisfies a distributional fixed point equation Vt
d
= V0 = MtVt+Qt, with
Vt being independent of (Mt, Qt) and P (Mt = 0) = 0, for which Theorem 1.3 in [1]
applies. The same pure types theorem holds by the same argument for the causal
solutions of Theorem 2.1 (a).
While it follows from the arguments of Theorem 2.2 in Bertoin et al. [8] that V0 as
defined in Theorem 2.1 (b) is constant if and only if U = kL for some constant k 6= 0
(equivalently thatW = −kη as seen in the proof of Theorem 2.1 (c)), the question of
when this law is absolutely continuous or continuous singular is much more involved.
Lindner and Sato [47] investigate the distribution − ∫
(0,∞)
[E(U)s−]−1 dηs when Ut =
(c−1−1)Rt for a constant c > 1 and independent Poisson processes R and η, showing
that the distribution can be absolutely continuous or continuous singular, depending
in an intrinsic way on c and the ratio of the rates of the Poisson processes R and η.
We conclude this chapter by mentioning that if ΠU((−∞,−1]) = 0 and ΠU 6= 0,
U and L are independent with L being of bounded variation with non-zero drift
term, and V0 = −
∫∞
0
[E(U)s−]−1 dηs converges almost surely, then it follows from
Theorem 3.9 in Bertoin et al. [8] that V0 is absolutely continuous. Further examples
for absolutely continuous V0 with independent U and L can be found in Gjessing and
Paulsen [21], covering cases when U is Brownian motion with drift, or in Chapter 4.
Chapter 3:
Distributional Properties of Solutions of
dVt = Vt−dUt + dLt with Le´vy Noise1
For a general bivariate Le´vy process (Ut, Lt)t≥0 the unique solution of the SDE (1.11)
is given by (see Proposition 2.6)
Vt = E(U)t
(
V0 +
∫
(0,t]
[E(U)s−]−1 dηs
)
1{K(t)=0} (3.1)
+E(U)(T (t),t]
(
∆LT (t) +
∫
(T (t),t]
[E(U)(T (t),s)]−1 dηs)1{K(t)≥1}, t ≥ 0,
where (ηt)t≥0, K(t), T (t) and the generalizations of the Dole´ans-Dade exponential
E(U)(s,t] and E(U)(s,t) are defined by (2.1), (2.4), (2.5) and (2.6) and (2.6), respec-
tively. If the starting random variable V0 is independent of (Ut, Lt)t≥0 the process
Vt is called causal, otherwise it is called non-causal.
Necessary and sufficient conditions for the existence of stationary solutions of (3.1)
have been given in Chapter 2. In this chapter we will investigate distributional
properties of these stationary solutions. In particular in Section 3.1 we give the mo-
ment conditions and quote first and second moments as well as the autocorrelation
function of the stationary solutions in terms of (U, L). In Section 3.2 we investigate
the tail-behaviour of the stationary solutions by applying results of Kesten [38],
Goldie [22] and Goldie and Gru¨bel [23]. It shows up that, depending on properties
of U and L, the resulting solutions can have a different tail behaviour like being
heavy-tailed or having exponentially decreasing tails.
As mentioned in Section 2.4, one can conclude from Theorem 1.3 in Alsmeyer et
al. [1] that the law of the stationary processes in the case ΠU({−1}) = 0 is a pure-
type measure, i.e. it is either absolutely continuous, continuous singular or a Dirac
measure. In the case of generalized Ornstein-Uhlenbeck processes conditions for
continuity of the stationary solutions have already been established in Bertoin et
al. [8]. In Section 3.3 we shall study the case ΠU({−1}) > 0. It turns out that the
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distributions of the stationary solutions do not fulfill a pure-type theorem in this
case. We then give necessary and sufficient conditions for them to be (absolutely)
continuous. Some examples are given for illustration. Remark that the results given
in Section 2.4 hold for any solutionX of a random fixed point equation X
d
= AX ′+B
with X
d
= X ′ and (A,B) being independent of X ′ such that P (A = 0) > 0.
Finally in Section 3.4 the proofs of the results in the prior Sections 3.1 to 3.3 are
given.
3.1 Moment conditions and the autocorrelation
function
Recall that by [58, Theorem 25.17] for a Le´vy process (Xt)t≥0 and a constant κ ≥ 0,
one has Ee−κX1 < ∞ if and only if Ee−κXt < ∞ for all t ≥ 0. In particular, if we
define
ψX(κ) := logE
[
e−κX1
]
(3.2)
it holds Ee−κXt = etψX (κ) for all t ≥ 0.
In order to deal with negative moments of the stochastic exponential in the case
ΠU({−1}) = 0 we recall the auxiliary Le´vy process
Wt := −Ut + σ2U t +
∑
0<s≤t
(∆Us)
2
1 + ∆Us
(3.3)
which fulfills [E(U)t]−1 = E(W )t, t ≥ 0, by Lemma 2.8.
The following result on moments of the Dole´ans-Dade exponential will be needed
later on. Although we expect it might be known, we were unable to find a ready
reference and hence give a proof in Section 3.4.1.
Proposition 3.1. Let (Ut)t≥0 be a Le´vy process and κ ≥ 1.
(a) |E(U)t|κ is integrable if and only if E|U1|κ < ∞. In particular for κ = 1 and
κ = 2 resp. it holds
E[E(U)t] = eE[U1]t (3.4)
and Var (E(U)t) = e2tE[U1]
(
etVar (U1) − 1) . (3.5)
(b) Additionally suppose ΠU({−1}) = 0. Then |E(U)t|−κ = |E(W )t|κ is integrable
if and only if ∫
(−1−e−1,−1+e−1)
|1 + x|−κΠU(dx) <∞. (3.6)
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In particular for κ = 1 and κ = 2 resp. equations (3.4) and (3.5) hold true
with U replaced by W , where E[W1] and Var (W1) are given by
E[W1] = −γU + σ2U (3.7)
+
∫
[−1,1]
x2
1 + x
ΠU(dx)−
∫
|x|>1
x
1 + x
ΠU(dx)
and Var (W1) = σ
2
U +
∫
R
x2
(1 + x)2
ΠU(dx)
= Var (U1)−
∫
R
x3(2 + x)
(1 + x)2
ΠU (dx). (3.8)
In the following we will examine second-order properties of the stationary process
(Vt)t≥0. We start with a short lemma characterizing the constant solutions.
Lemma 3.2. The process (Vt)t≥0 as in (3.1) is a.s. constant equal to k ∈ R if and
only if kUt = −Lt a.s. and V0 = k a.s.
The next theorem gives us moment conditions, expectation and variance of the
non-constant stationary solutions of (3.1). For κ ≥ 1 the moment conditions could
have been deduced from [62, Theorem 5.1]. We extend to κ > 0 and give a proof in
Section 3.4.1 which is based on the proof of Proposition 4.1 in [46]. Compared to the
special case treated there we obtain sharper conditions for existence of the moments
by omitting the use of Ho¨lder’s inequality. Indeed, a comparison with Theorems 3.5
and 3.6 shows that the moment conditions in the following Theorem are sharp.
Theorem 3.3. Let (Vt)t≥0 be a non-constant strictly stationary solution of (3.1).
(a) Suppose that limt→∞ E(U)t = 0 a.s. and that for κ > 0 fixed
E|U˜1|max{1,κ} <∞, E|L1|max{1,κ} <∞ and E|E(U˜)1|κ < eλ, (3.9)
for λ = ΠU({−1}) ≥ 0. Then E|V0|κ < ∞. Especially for κ = 1 and κ = 2
resp. it holds
E[V0] = −E[L1]
E[U1]
(3.10)
and Var (V0) = − E [(U1E[L1]− E[U1]L1)
2]
(E[U1])2(2E[U1] + Var (U1))
. (3.11)
Remark for κ = 1 that E[U1] is negative by (3.4) and (3.9) while for κ = 2 by
(3.5) and (3.9) it holds 2E[U1] + Var (U1) < 0.
(b) Suppose that ΠU({−1}) = 0 and limt→∞[E(U)t]−1 = 0 a.s. and that for κ > 0
fixed
E|W1|max{1,κ} <∞, E|η1|max{1,κ} <∞ and E|E(W )1|κ < 1. (3.12)
Then it holds E|V0|κ < ∞. Especially for κ = 1 and κ = 2 equations (3.10)
and (3.11) hold for U and L replaced by W and η, respectively.
40 3. Distributional Properties of the Solutions
Finally we give the autocorrelation function of the stationary processes (Vt)t≥0 in
the following theorem.
Theorem 3.4. Let (Vt)t≥0 be a non-constant strictly stationary solution of (3.1).
(a) Suppose that limt→∞ E(U)t = 0 a.s. and (3.9) holds for κ = 2. Then
Cov (Vs, Vt) = −eE[U1](t−s) E [(U1E[L1]− E[U1]L1)
2]
(E[U1])2(2E[U1] + Var (U1))
, 0 ≤ s ≤ t. (3.13)
(b) Suppose that ΠU({−1}) = 0 and limt→∞[E(U)t]−1 = 0. Then if (3.12) holds
for κ = 2, equation (3.13) is true with U and L replaced by W and η, respec-
tively.
It should be mentioned here that the proof of Theorem 3.4 does not make use of
the stationarity assumption. In fact every solution (Vt)t≥0 of (1.11) such that Vu
is independent of (Uu+v − Uu, Lu+v − Lu)v≥0 fulfills Cov (Vs, Vt) = eE[U1](t−s)Var Vs
given that VarVs and E|U1| are finite. In the same way, given ΠU({−1}) = 0, every
(Vt)t≥0 with Vu independent of (Uv, Lv)0≤v<u satisfies Cov (Vs, Vt) = e
E[W1](t−s)Var Vt
if Var Vt and E|W1| are finite.
3.2 Tail behaviour
In this section we study the tail behaviour of the stationary solutions of (3.1) which
were given in Corollary 2.3. To analyse the non-constant stationary solutions we
start with a result corresponding to case (ii) in Corollary 2.3 which is based on clas-
sical results on the tails of solutions of random recurrence equations by Kesten [38]
and Goldie [22]. For the special case of generalized Ornstein-Uhlenbeck processes
this result is also given in [46, Theorem 4.5] with slightly stronger conditions.
Theorem 3.5. Let (Ut, Lt)t≥0 be a bivariate Le´vy process and suppose there exists
κ > 0 such that
E|U˜1|max{1,κ+ǫ} <∞, E|L1|max{1,κ} <∞ and E|E(U˜)1|κ = eλ (3.14)
for some ǫ > 0 and λ = ΠU({−1}) ≥ 0 is fulfilled. If U is of finite variation
additionally assume that the drift of U is non-zero or that there is no r > 0 such
that supp (ΠU) ⊂ {−1 ± erz, z ∈ Z}. Then limt→∞ E(U)t = 0 a.s. and there exist a
strictly stationary solution (Vt)t≥0 of (3.1) and constants C+, C− ≥ 0 such that
lim
x→∞
xκP (V0 > x) = C+ and lim
x→∞
xκP (V0 < −x) = C−. (3.15)
If (Vt)t≥0 is not constant it holds C++C− > 0 and in the case that ΠU((−∞,−1)) > 0
we get C+ = C−.
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In the analogue statement for the non-causal stationary solution corresponding to
case (b) in Theorem 2.1 we have to assure that λ = 0 holds, since otherwise such a
solution does not exist. Apart from that the result is similar to the one before and
can be stated as following.
Theorem 3.6. Let (Ut, Lt)t≥0 be a bivariate Le´vy process with ΠU({−1}) = 0 and
suppose that there exists κ > 0 such that
E|W1|max{1,κ} <∞, E|η1|max{1,κ} <∞ and E|E(W )1|κ = 1. (3.16)
If U is of finite variation additionally assume that the drift of U is non-zero or that
there is no r > 0 such that supp (ΠU) ⊂ {−1±erz , z ∈ Z}. Then limt→∞ E(U)−1t = 0
a.s. and there exist a strictly stationary solution (Vt)t≥0 of (3.1) and constants
C+, C− ≥ 0 such that
lim
x→∞
xκP (V0 > x) = C+ and lim
x→∞
xκP (V0 < −x) = C−.
If (Vt)t≥0 is not constant it holds C++C− > 0 and in the case that ΠU((−∞,−1)) > 0
we get C+ = C−.
Since in the following we want to apply the results on tails of perpetuities given by
Goldie and Gru¨bel [23], we first reveal that the process V as defined in (3.1) can be
interpreted as a perpetuity. This formulation will then also be used in Section 3.3.
In fact it is known that the fixed point random equation
X
d
= AX ′ +B (3.17)
where X and X ′ are equally distributed random variables and X ′ is independent of
the random vector (A,B) is related to the almost sure absolute convergence of the
perpetuity
X∞ :=
∞∑
k=0
(
k−1∏
i=0
Ai
)
Bk (3.18)
where (Ak, Bk)k∈N0 is an i.i.d sequence with the same distribution as (A,B).
More detailed Goldie and Maller [24, Theorems 2.1 and 3.1] showed the following.
One direction of part (b) is already due to Vervaat [62].
Proposition 3.7. .
(a) Suppose P (A = 0) > 0. Then the sum in (3.18) converges almost surely to
X∞ and (3.17) has a unique solution which is given by L(X∞)
(b) Suppose P (A = 0) = 0 and P (Ac+B = c) < 1 for all c ∈ R. Then (3.17) has
a solution if and only if the sum in (3.18) converges almost surely absolutely
in which case L(X∞) is the unique solution of the random fixed point equation
(3.17).
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From (2.15) we know, that the stationary solutions (Vt)t≥0 of the SDE (1.11) satisfy
the distributional fixed point equation
V0
d
= Vt = AtV0 +Bt (3.19)
for any t ≥ 0 where
At = E(U˜)t1K(t)=0 and (3.20)
Bt = E(U˜)t
∫
(0,t]
[E(U˜)s−]−1dη˜s1K(t)=0 (3.21)
+E(U˜)(T (t),t]
(
∆LT (t) +
∫
(T (t),t]
[E(U˜)(T (t),s)]−1dη˜s
)
1K(t)>0
which are independent of V0, if the solution is causal as in Theorem 2.1(a) and
Theorem 2.2. In the case of strictly non-causal solutions as in Theorem 2.1(b) we
may rearrange (3.19) to get
Vt
d
= V0 = A
−1
t Vt − A−1t Bt (3.22)
with (A−1t ,−A−1t Bt) = (E(W )t,−
∫
(0,t]
E(W )s−dηs) independent of Vt.
Hence in our applications the case P (A = 0) = 0 coincides with the case λ =
ΠU({−1}) = 0 while P (A = 0) > 0 holds if and only if λ > 0 and hence only occurs
in the causal case. If there exists no k ∈ R such that kU = −L, the resulting process
is non-degenerate by Lemma 3.2. Hence convergence of the perpetuity is given in
both cases under the conditions given in Corollary 2.3, since then a non-degenerate
stationary solution exists as has been shown in Chapter 2.
Now that we can interpret our stationary solutions as perpetuities, we can apply
the results on the tail behaviour of perpetuities in [23]. We start with the following
proposition which is a direct consequence of [23, Theorem 4.1]. Remark, that we do
not need any assumptions on the process L here.
Proposition 3.8. Let (Ut, Lt)t≥0 be a bivariate Le´vy process and (Vt)t≥0 a non-
constant strictly stationary solution of (3.1).
(a) Assume that limt→∞ E(U)t = 0. If U is of finite variation suppose that it has
strictly positive drift or that ΠU(R\[−2, 0]) > 0. Then the law of V0 has at
least a power-law tail, i.e.
lim inf
x→∞
log(P (|V0| ≥ x))
log x
> −∞. (3.23)
(b) Assume λ = ΠU({−1}) = 0 and that limt→∞[E(U)t]−1 = 0. If U is of finite
variation suppose that it has strictly negative drift or that ΠU([−2, 0]) > 0.
Then (3.23) holds true.
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The conditions on U formulated in the previous proposition part (a) ensure that
P (|E(U˜)t| > 1) > 0 for all t ≥ 0. If by contrast |E(U˜)t| is bounded by 1 and
not constant, then the tails of V0 decrease at least exponentially fast under some
additional condition on L as formulated in the following theorem.
Theorem 3.9. Let (Ut, Lt)t≥0 be a bivariate Le´vy process and (Vt)t≥0 a strictly
stationary, non-constant solution of (3.1).
(a) Assume that limt→∞ E(U)t = 0. Suppose that U is of finite variation, has
non-positive drift and that ΠU (R\[−2, 0]) = 0. Assume either the drift is non-
zero or that ΠU(R\{−1}) > 0. Then, given that there exists κ > 0 such that
Eeκ|L1| <∞, the tails of L(V0) decrease at least exponentially fast, i.e.
lim sup
x→∞
x−1 log(P (|V0| ≥ x)) < 0. (3.24)
(b) Assume λ = ΠU({−1}) = 0 and that limt→∞[E(U)t]−1 = 0. Suppose that U is
of finite variation, has non-negative drift and that ΠU([−2, 0]) = 0. Assume
either the drift is non-zero or that ΠU(R\{−1}) > 0. Then, given that there
exists κ > 0 such that Eeκ|η1| <∞, (3.24) holds true.
3.3 Absolute continuity
In this section we determine necessary and sufficient conditions for the stationary
solutions of (3.1) in the case λ = ΠU(−1) > 0 to be (absolutely) continuous. By the
above exposition this corresponds to studying the law of the perpetuity (3.18). In the
case that P (A = 0) = 0 this problem has first been treated by Grincevicˇius [25, 26]
and later on also by Alsmeyer et al. [1]. An application of Grincevicˇius’ results
to generalized Ornstein-Uhlenbeck processes has been given by Bertoin et al. [8].
Here we concentrate on the case P (A = 0) > 0 and give necessary and sufficient
conditions for the law of a perpetuity to be (absolutely) continuous as follows.
Theorem 3.10. Let (A,B) be a pair of real-valued random variables with P (A =
0) > 0 and let X∞ be the unique solution of the fixed point random equation (3.17).
(a) The distribution of X∞ is continuous if and only if the conditional distribution
of B given A = 0 is continuous.
(b) The distribution of X∞ is absolutely continuous if and only if the conditional
distribution of B given A = 0 is absolutely continuous.
If we apply Theorem 3.10 on the stationary solutions of (3.1), using (3.20) and
(3.21) we obtain that the distribution of V0 is (absolutely) continuous if and only if
the distribution of
Rt := E(U˜)(T (t),t]∆LT (t) + E(U˜)t
∫
(T (t),t]
[E(U˜)s−]−1dη˜s
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given K(t) > 0 is (absolutely) continuous and by the proof of Theorem 2.2 it holds
for all B ∈ B1
P (Rt ∈ B|K(t) > 0) = λ
∫
(0,t]
P (Zy ∈ B)e−λydy,
with Zt given by
Zt = E(U˜)t
(
Y +
∫
(0,t]
[E(U˜)s−]−1dη˜s
)
, t ≥ 0. (3.25)
Hence we can formulate the following corollary.
Corollary 3.11. Suppose (Vt)t≥0 to be a strictly stationary solution of (3.1) with
λ := ΠU({−1}) > 0.
(a) L(V0) is continuous if and only if∫
(0,1]
P (Zy = a)e
−λydy = 0, ∀a ∈ R.
(b) L(V0) is absolutely continuous if and only if∫
(0,1]
P (Zy ∈ B)e−λydy = 0, ∀B ∈ B1 with Lebesgue measure 0.
In particular we can conclude that if L(Zt) is (absolutely) continuous for Lebesgue-
almost every t > 0, then so is L(V0). In the following we will discuss some examples
for the behaviour of the distributions of Zt and hence of L(V0).
Examples
(1) Suppose the processes U and L to be independent. Then by (3.25) it holds
almost surely Zt = E(U˜)t
∫
(0,t]
[E(U˜)s−]−1dη˜s, t ≥ 0 such that by Lemma 2.5 it is
Zt
d
=
∫
(0,t]
E(U˜)s−dL˜s,
with the process (L˜t)t≥0 defined by
L˜t = Lt −
∑
0<s≤t
∆Us=−1
∆Ls, t ≥ 0 (3.26)
which in this setting is almost surely equal to (Lt)t≥0.
Assume additionally that Lt is a standard Brownian motion, then for all t > 0
the conditional distribution of Zt given (E(U˜)s)0≤s<t is normally distributed with
3.4. Proofs 45
mean 0 and variance
∫
(0,t]
|E(U˜)s−|2ds > 0 a.s. Hence P (Zt ∈ B|(E(U˜)s)0≤s<t) = 0
for all B ∈ B1 with Lebesgue measure 0 and it follows P (Zt ∈ B) = E[P (Zt ∈
B|(E(U˜)s)0≤s<t)] = 0 for all B ∈ B1 with Lebesgue measure 0. Hence L(V0) is abso-
lutely continuous.
(2) Suppose U and L to be independent and let Lt be a compound Poisson pro-
cess. Then L(V0) has an atom, since L(Zt) has an atom at a = 0 for t ≥ 0.
If additionally the jump distribution of L is continuous, then also the distribution of
Zt given Lt 6= 0 is continuous such that P (Zt = a) = 0 for all t ≥ 0 and a 6= 0. Thus
L(V0) has a continuous part and an atom at 0, hence it is not a pure-type measure.
(3) Suppose that the distribution of Y is (absolutely) continuous. Then L(V0) is
(absolutely) continuous, too.
Indeed we get from (3.25) for B ∈ B1 with Lebesgue measure 0 in the absolute
continuous case or for a single point set B = {b} in the continuous case
P (Zt ∈ B) = P
(
Y ∈ [E(U˜)t]−1B −
∫
(0,t]
[E(U˜)s−]−1dη˜s
)
=
∫
R2
P
(
Y ∈ xB − y
∣∣∣∣[E(U˜)t]−1 = x, ∫
(0,t]
[E(U˜)s−]−1dη˜s = y
)
ν(dx, dy)
=
∫
R2
0 ν(dx, dy) = 0,
where ν is the distribution of ([E(U˜)t]−1,
∫
(0,t]
[E(U˜)s−]−1dη˜s). It follows that Zt is
(absolutely) continuous for all t > 0. Hence L(V0) is (absolutely) continuous by
Corollary 3.11.
3.4 Proofs
For the proofs of the preceding results we need some auxiliary Le´vy processes already
introduced in Chapter 2 which we repeat here for convenience. Namely, in the case
that λ = ΠU({−1}) = 0 we will often make use of the formulation
E(U)t = (−1)Nte−Ût . (3.27)
where the processes N = (Nt)t≥0 and Û = (Ût)t≥0 are defined by
Nt := number of jumps of size < −1 of U in [0, t], (3.28)
Ût := −Ut + σ2U t/2 +
∑
0<s≤t
[∆Us − log |1 + ∆Us|] . (3.29)
See Chapter 2 for details on N = (Nt)t≥0 and Û = (Ût)t≥0.
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On the other hand, if λ = ΠU({−1}) > 0, we will use the processes U˜ , η˜, L˜ and W˜
defined by
U˜t = Ut −
∑
0<s≤t
∆Us=−1
∆Us and η˜t = ηt −
∑
0<s≤t
∆Us=−1
∆ηs, t ≥ 0, (3.30)
(3.26) and
W˜t = Wt −
∑
0<s≤t
∆Us=−1
∆Ws, t ≥ 0. (3.31)
3.4.1 Proofs for Section 3.1
For the following calculations we need a short lemma on stochastic integrals with
respect to Le´vy processes which can be deduced from [10, Proposition 4.6.16] or, in
the case that κ ≥ 2, from [55, Theorem V.66]. Since the proof in [10] is not carried
out completely we present an alternative proof here.
Remark that the following lemma allows to circumvent Ho¨lder’s inequality in the
proof of Theorem 3.3 such that we get slightly sharper results than the corresponding
ones obtained in [46] for generalized Ornstein-Uhlenbeck processes.
Lemma 3.12. Let (Ls)s≥0 be a Le´vy process and (Hs)s≥0 an adapted, ca`dla`g process.
Suppose there exists κ ≥ 1 such that E|L1|κ <∞ and E sup0<s≤1 |Hs|κ <∞. Then
E sup
0<t≤1
∣∣∣∣∫
(0,t]
Hs−dLs
∣∣∣∣κ <∞. (3.32)
In particular, if E|L1| <∞ and E sup0<s≤t |Hs| <∞, for t > 0 it holds
E
∫
(0,t]
Hs−dLs = E[L1]
∫
(0,t]
EHs−ds. (3.33)
Proof. Define the processes L+ and L− such that L = L+ + L− and EL1 = EL
+
1
with L− having only jumps of size in (−1
2
, 1
2
) and L+s =
∑Ns
i=1 Yi + γs being a
compound Poisson process with parameter a, jump times Ti, i = 1, 2, . . ., jump
heights Yi, i = 1, 2, . . . such that |Yi| ≥ 1/2 for all i ∈ N and additional drift term
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γs. Then we can derive by standard calculation using Minkowski’s inequality(
E sup
0<t≤1
∣∣∣∣∫
(0,t]
Hs−dL
+
s
∣∣∣∣κ)1/κ
≤
(
E
(
N1∑
i=1
|HTi−||Yi|
)κ)1/κ
+
(
E
(
|γ| sup
0<t≤1
∣∣∣∣∫
(0,t]
Hs−ds
∣∣∣∣)κ)1/κ
≤
(
∞∑
j=0
P (N1 = j) · j ·E|Y1|κE sup
0<s≤1
|Hs|κ
)1/κ
+ |γ|
(
E sup
0<s≤1
|Hs|κ
)1/κ
=
(
EN1 · E|Y1|κE sup
0<s≤1
|Hs|κ
)1/κ
+ |γ|
(
E sup
0<s≤1
|Hs|κ
)1/κ
< ∞.
On the other hand using the notations as in [55] by [55, Theorem V.2] for some
constant c1 it is
E sup
0<t≤1
∣∣∣∣∫
(0,t]
Hs−dL
−
s
∣∣∣∣κ = ∣∣∣∣∣∣∣∣∫
(0,·]
1(0,1](s)Hs−dL
−
s
∣∣∣∣∣∣∣∣κ
Sκ
≤ c1
∣∣∣∣∣∣∣∣∫
(0,·]
1(0,1](s)Hs−dL
−
s
∣∣∣∣∣∣∣∣κ
Hκ
and by equation (14) in [51] we know for some constant c2 that∣∣∣∣∣∣∣∣∫
(0,·]
1(0,1](s)Hs−dL
−
s
∣∣∣∣∣∣∣∣κ
Hκ
≤ c2E sup
0<s≤1
|Hs|κ · ||(L−s∧1)s≥0||κBMO,
where || · ||BMO denotes the BMO-norm as defined e.g. in [55, p. 197]. Since L− is
a zero-mean Le´vy process with bounded jumps, (L−s∧1)s≥0 is a BMO-process. Hence
the latter is finite and this yields E sup0<t≤1
∣∣∣∫(0,t]Hs−dL−s ∣∣∣κ < ∞ such that (3.32)
follows directly.
For the second assertion, notice that since Ls− sEL1 is a local martingale the same
holds true for Mt :=
∫
(0,t]
Hs−d(Ls − sE[L1]). By a calculus similar to above it
holds E sup0<s≤t |Mt| < ∞ and hence by [55, Theorem I.51] Mt is a martingale.
Thus E
∫
(0,t]
Hs−dLs = E[L1]E
∫
(0,t]
Hs−ds and using Fubini’s theorem the second
assertion follows. 2
Proof of Proposition 3.1. (a) First remark that |E(U)t|κ = |E(U˜)t|κ1K(t)=0 is
integrable if and only if |E(U˜)t|κ is. Thus it is sufficient to show the integrability
condition under the assumption that ΠU ({−1}) = 0.
Because of (3.27) we have E [|E(U)t|κ] = E
[
e−κÛt
]
and hence by [58, Theorem 25.17]
it holds E [|E(U)t|κ] <∞ if and only if
∫
|x|>1
e−κxΠÛ(dx) <∞. Using ΠÛ = X(ΠU)
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for the transformation
X : R \ {−1} → R, x 7→ X(x) = − log |1 + x| (3.34)
as introduced in Lemma 2.8 this is equivalent to∫
R\([−1−e,−1−e−1]∪[−1+e−1,−1+e])
|1 + x|κΠU(dx) <∞
which is fulfilled if and only if |U1|κ is integrable.
To compute E[E(U)t] for U with ΠU({−1}) ≥ 0 recall that the Dole´ans-Dade expo-
nential fulfills the integral equation
E(U)t = 1 +
∫ t
0
E(U)s−dUs. (3.35)
Under the given assumptions we have E sup0<s≤t |E(U)s| < ∞ by [58, Theorem
25.18] and hence using Lemma 3.12 it holds
E[E(U)t] = 1 + E[U1]
∫ t
0
E[E(U)s]ds.
Thus by differentiation dE[E(U)t]/dt = E[U1]E[E(U)t] such that E[E(U)t] = ceE[U1]t
for some constant c 6= 0. But since E(U)0 = 1 a.s. one easily sees that c = 1 which
gives (3.4).
To show (3.5) we derive from (3.35) via partial integration
E
[
(E(U)t)2
]
= 1 + 2E
[∫ t
0
E(U)s−dUs
]
+ E
[[∫ •
0
E(U)s−dUs,
∫ •
0
E(U)s−dUs
]
t
]
+2E
[∫ t
0
(∫ s
0
E(U)u−dUu
)
d
(∫ s
0
E(U)u−dUu
)]
which by a standard calculation using (3.4), (3.32) and (3.33) leads to
d (E [(E(U)t)2])
dt
= (E[[U, U ]1] + 2E[U1])E
[
(E(U)t)2
]
such that
E
[
(E(U)t)2
]
= et(E[[U,U ]1]+2E[U1])
since E(U)0 = 1 a.s. Finally remark that E[[U, U ]1] = E[U21 ]−2E[U1]
∫ 1
0
sE[U1]ds =
Var (U1) which gives
E
[
(E(U)t)2
]
= et(2E[U1]+Var (U1)) (3.36)
and hence (3.5).
For proving (b) recall that E|E(U)t|−κ < ∞ iff
∫
|x|>1
e−κxΠŴ (dx) <∞ where Ŵ is
the process corresponding to W via (3.27). Since ΠŴ = X(ΠW ) = X(Y (ΠU)) with
Y : R \ {−1} → R \ {−1}, x 7→ Y (x) = −x
1 + x
(3.37)
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as defined in Lemma 2.8, this is equivalent to∫
R\([−1−e,−1−e−1]∪[−1+e−1,−1+e])
|1 + x|−κΠU(dx) <∞
and hence to (3.6). Equations (3.4) and (3.5) can then by shown by similar calcu-
lations as above while the formula for E[W1] has already been given in Lemma 2.8.
The variance of W1 is given by Var (W1) = σ
2
W +
∫
R
x2ΠW (dx) (see [58, Example
25.12]). Using the transformation Y in (3.37) this directly leads to the given formula.
2
Proof of Lemma 3.2. Suppose Vt = k a.s. By (1.11) we know that it holds
Vt = V0 +
∫
(0,t]
Vs−dUs + Lt which gives k = k + kUt + Lt and hence the desired
result.
For the converse remark that kUt = −Lt, t ≥ 0 implies η˜t = kW˜t by (2.1), (3.30),
(3.3) and (3.31) and also ∆LT (t) = k for all t ≥ 0 such that we get from (3.1)
Vt = E(U)t
(
k + k
∫
(0,t]
E(W˜ )s−dW˜s
)
1{K(t)=0}
+E(U)(T (t),t]
(
k + k
∫
(T (t),t]
E(W˜ )(T (t),s)dW˜s
)
1{K(t)≥1}.
From (3.35) it follows that the Dole´ans-Dade exponential fulfills the integral equation
E(W˜ )(T (t),t] = 1+
∫
(T (t),t]
E(W˜ )(T (t),s)dW˜s for all t > 0 withK(t) > 0 and this together
with (3.35) directly gives Vt = k a.s. 2
Proof of Theorem 3.3. (a) Using Proposition 3.1(a) it follows from (3.9) for
k := max{1, κ} that E|E(U˜)s|k < ∞. By [58, Theorem 25.18] this is equivalent to
E sup0<s≤1 |E(U˜)s|k = E sup0<s≤1 e−k
̂˜
Us <∞ and hence from Lemma 3.12 it follows
E sup
0<t≤1
∣∣∣∣∫
(0,t]
E(U˜)s−dL˜s
∣∣∣∣k <∞. (3.38)
Set α := ⌊κ⌋ the integer part of κ, then it can be shown for any m,n ∈ N0, m < n
exactly as it is done in the proof of [46, Proposition 4.1] that it holds (Equation
(8.4) in [46])
E
∣∣∣∣∫
(m,n]
E(U˜)s−dL˜s
∣∣∣∣κ (3.39)
≤ E
∣∣∣∣∫
(0,1]
E(U˜)s−dL˜s
∣∣∣∣κ
(
n−1∑
j=m
exp
(
j
κ
ψ ̂˜
U
(κ)
))α(n−1∑
j=m
exp
(
j(κ− α)
κ
ψ ̂˜
U
(κ)
))
where the last factor can be omitted if κ = α.
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(i) Assume for the first, that λ = ΠU({−1}) = 0, i.e. by Theorem 2.1(a) it holds
V0
d
=
∫
(0,∞)
E(U)s−dLs. Since we have E|E(U)1|κ < 1 which is equivalent to ψÛ (κ) <
0, the sums in (3.39) converge absolutely when n → ∞ such that with (3.38) it
follows that
∫
(0,t]
E(U)s−dLs is a Cauchy sequence in Lκ and thus converges in Lκ
to
∫
(0,∞)
E(U)s−dLs as t→∞ such that we have E|V0|κ <∞.
For the expectation we obtain using (3.33) and (3.4)
E[V0] = E
[∫
(0,∞)
E(U)s−dLs
]
= E[L1]
∫
(0,∞)
eE[U1]sds = −E[L1]
E[U1]
.
To compute the variance we deduce using partial integration and Lemma 3.12
E[V 20 ] = E
[[∫ •
0
E(U)s−dLs,
∫ •
0
E(U)s−dLs
]
∞
]
+2E
[∫ ∞
0
(∫ t
0
E(U)s−dLs
)
d
(∫ t
0
E(U)s−dLs
)]
= E[[L, L]1]
∫ ∞
0
E
[
(E(U)s−)2
]
ds
+2E[L1]
∫ ∞
0
E
[
E(U)t−
(∫ t
0
E(U)s−dLs
)]
dt.
By (3.36) it holds∫ ∞
0
E
[
(E(U)s−)2
]
ds = − (2E[U1] + Var (U1))−1
which is strictly positive and finite since E[E(U)21] < 1 holds by assumption. For
the calculation of∫ ∞
0
E
[
E(U)t−
(∫ t
0
E(U)s−dLs
)]
dt =:
∫ ∞
0
Xt dt
again by partial integration, use of Lemma 3.12 and equations (3.4), (3.36) and
(3.35) one gets
Xt =
E[[U, L]1] + E[L1]
2E[U1] + Var (U1)
(
et(2E[U1]+Var (U1)) − 1)+ E[U1] ∫ t
0
Xs ds.
Solving this integral equation leads to
E[V 20 ] =
1
2E[U1] + Var (U1)
(
2E[L1] (Cov (U1, L1) + E[L1])
E[U1]
−Var (L1)
)
(3.40)
where we replaced
E[[U, L]1] = E[U1L1]−E[L1]
∫ 1
0
sE[U1]ds− E[U1]
∫ 1
0
sE[L1]ds = Cov (U1, L1).
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Under use of the results above the variance can now be derived by standard algebra.
(ii) Suppose that λ = ΠU({−1}) > 0 and deduce from Theorem 2.2 that
E|V0|κ = E|Zτ |κ =
∫
(0,∞)
λe−λtE|Zt|κdt
with (Zt)t≥0 defined in (3.25).
Let λ′ := ψ ̂˜
U
(κ) = logE|E(U˜)1|κ then by assumption we have λ′ < λ. Choose λ′′
such that λ′ ≤ λ′′ < λ. Then, for finiteness of E|V0|κ, it is needed to show that
E|Zt|κ ≤ c · etλ′′ for some constant c. First observe that we have
E|Zt|κ = E
∣∣∣∣E(U˜)tY + E(U˜)t ∫
(0,t]
[E(U˜)s−]−1dη˜s
∣∣∣∣κ
≤ 2κ
(
E
∣∣∣E(U˜)tY ∣∣∣κ + E ∣∣∣∣∫
(0,t]
E(U˜)s−dL˜s
∣∣∣∣κ) ,
where we used Lemma 2.5.
Since E|L1|κ < ∞ implies E|Y |κ < ∞ and since U˜ and Y are independent we
conclude ∫ ∞
0
e−tλ2κE
∣∣∣E(U˜)tY ∣∣∣κ dt ≤ 2κ ∫ ∞
0
e−tλetλ
′′
E|Y |κdt
< ∞.
For the second term observe that from (3.39) and (3.38) it follows
E
∣∣∣∣∫
(0,n]
E(U˜)s−dL˜s
∣∣∣∣κ ≤ E ∣∣∣∣∫
(0,1]
E(U˜)dL˜s
∣∣∣∣κ
·
(
n−1∑
j=0
exp
(
j
κ
λ′
))α(n−1∑
j=0
exp
(
j(κ− α)
κ
λ′
))
≤ C · exp
(nα
κ
λ′′
)
exp
(
n(κ− α)
κ
λ′′
)
≤ C · enλ′′
for any n ∈ N and a suitable constant C. Finally, for arbitrary t > 0, we get
E
∣∣∣∣∫
(0,t]
E(U˜)s−dL˜s
∣∣∣∣κ = E ∣∣∣∣∫
(0,⌊t⌋]
E(U˜)s−dL˜s + E(U˜)⌊t⌋
∫
(⌊t⌋,t]
E(U˜)(⌊t⌋,s)dL˜s
∣∣∣∣κ
≤ 2κ
(
C · e⌊t⌋λ′′ + e⌊t⌋λ′′E sup
0<t≤1
∣∣∣∣∫
(0,t]
E(U˜)dL˜s
∣∣∣∣κ)
≤ C ′ · etλ′′
by (3.38) for some constant C ′.
We conclude ∫ ∞
0
e−tλ2κE
∣∣∣∣∫
(0,t]
E(U˜)s−dL˜s
∣∣∣∣κ dt <∞
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and altogether
∫∞
0
e−tλ|Zt|κdt <∞ giving finiteness of E|V0|κ.
To compute the expectation using the result (3.4) and calculations as in part (i)
above we derive under the assumption that E[U˜1] 6= 0
E[Zt] = e
E[U˜1]tEY +
E[L˜1]
E[U˜1]
(
eE[U˜1]t − 1
)
such that by integration and using E[U1] = E[U˜1]− λ
E[V0] = −E[L˜1] + λEY
E[U1]
.
If on the other hand E[U˜1] = 0 it follows E[Zt] = EY + tE[L˜1] and then E[V0] =
EY + λ−1E[L˜1] which is a special case of the formula derived above. Hence since
E[L1] = E[L˜1] + λEY we have shown the formula for E[V0], provided that E|V0| <
∞.
To prove the formula for Var (V0) because of
E[V 20 ] = E[Z
2
τ ] =
∫
(0,∞)
λe−λtE[Z2t ]dt (3.41)
one first has to derive E[Z2t ] for which one gets by a long calculation starting from
(3.25)
E[Z2t ] = e
t(2E[U˜1]+Var (U˜1))
(
E[Y 2] +
Var (L˜1)
2E[U˜1] + Var (U˜1)
+
Cov (U˜1, L˜1) + E[L˜1]
E[U˜1] + Var (U˜1)
(
2EY +
2E[L˜1]
2E[U˜1] + Var (U˜1)
))
−etE[U˜1]
(
Cov (U˜1, L˜1) + E[L˜1]
E[U˜1] + Var (U˜1)
(
2EY +
2E[L˜1]
E[U˜ ]
))
+
2E[L˜1](Cov (U˜1, L˜1) + E[L˜1])− E[U˜1]Var (L˜1)
E[U˜1](2E[U˜1] + Var (U˜1))
.
By integration and standard algebra this leads to (3.40) and hence to the given
formula for Var (V0) where we used the following relationships: (all sums are meant
over the jumps of U of size −1 during the time interval [0, 1])
E[U21 ] = E[U˜
2
1 ] + 2E[U˜1]E[Σ∆U ] + E[(Σ∆U)
2]
= E[U˜21 ]− 2λE[U˜1] + λ+ λ2,
since Σ∆U is Poisson distributed, such that
Var (U˜1) = Var (U1)− λ.
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On the other hand for L and L˜ we have
E[L21] = E[L˜
2
1] + 2λEY E[L˜1] + Var (Σ∆L) + (E[Σ∆L])
2
and since Σ∆L is compound Poisson distributed this gives
E[L21] = E[L˜
2
1] + 2λEY E[L˜1] + λE[Y
2] + λ2(EY )2 and hence
Var (L˜1) = Var (L1)− λE[Y 2],
while for the covariance one deduces Cov (U˜1, L˜1) = Cov (U1, L1) + λEY .
The proof of (b) can be carried out as the proof of (a) in the case λ = 0. We omit
it here. 2
Proof of Theorem 3.4. (a) For s < t take As,t and Bs,t as defined in (2.14)
and recall (2.15). Since by Corollary 2.3 the stationary solution (Vt)t≥0 is unique
in law, we may and shall assume that V0 is independent of (Ut, Lt)t≥0. Observe
that due to the independence it follows by Proposition 3.1 and Theorem 3.3 that
As,t1K(s)=K(t)Vs has finite expectation. Hence for F = (Ft)t≥0 denoting the natural
filtration induced by (Ut, Lt)t≥0 we get from (2.15)
E[Vt|Fs] = E
[
(As,tVs +Bs,t)1K(s)=K(t) +
(
AT (t),t∆ηT (t) +BT (t),t
)
1K(s)<K(t)|Fs
]
= VsE
[
As,t1K(s)=K(t)
]
+E
[
AT (t),t∆ηT (t)1K(s)<K(t) +Bs,t1K(s)=K(t) +BT (t),t1K(s)<K(t)
]
.
On the other hand since Vs is independent of As,t1K(s)=K(t) it holds
E[Vt] = E [Vs]E
[
As,t1K(s)=K(t)
]
+E
[
AT (t),t∆ηT (t)1K(s)<K(t) +Bs,t1K(s)=K(t) +BT (t),t1K(s)<K(t)
]
such that
E[Vt|Fs] = E[Vt] + E[As,t1K(s)=K(t)](Vs − E[Vs]).
Finally since
E
[
As,t1K(s)=K(t)
]
= E
[
E(U˜)(s,t]
]
E
[
1K(s)=K(t)
]
= eE[U˜1](t−s)e−λ(t−s) = eE[U1](t−s)
we get
Cov (Vs, Vt) = E [VsE[Vt|Fs]]−E[Vs]E[Vt] = eE[U1](t−s)Var Vs
as had to be shown.
(b) By Theorem 2.1(b) the stationary solution is non-causal and from (2.15) we
obtain Vs = A
−1
s,tVt − A−1s,tBs,t for s < t. Defining Gt = σ((Uu+t − Ut, Lu+t − Lt)u≥0)
we can then compute E[Vs|Gt] for s < t and finally Cov (Vs, Vt) similar as in (a).
2
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3.4.2 Proofs for Section 3.2
Proof of Theorem 3.5. In the case that λ = 0 we first conclude from E|E(U)1|κ =
1, which is then equivalent to ψÛ(κ) = 0, that limt→∞ E(U)t = 0 as in the proof of
[46, Proposition 4.1]. Remark that E|U1|max{1,κ} <∞ implies E|E(U)1|max{1,κ} <∞
by Proposition 3.1(a). Since further E log+ |L1| <∞ by (3.14), it follows from The-
orem 2.10 that
∫
(0,∞)
E(U)s−dLs converges a.s. Hence a strictly stationary solution
Vt exists by Corollary 2.3(ii).
If λ > 0 it is clear that limt→∞ E(U)t = 0 holds and the existence of a stationary
solution is again guaranteed by Corollary 2.3(ii).
We know by (3.19) that for all t ≥ 0 the stationary solution fulfills V0 d= AtV0 + Bt
for At and Bt defined by (3.20) and (3.21), respectively. Thus we have for any t > 0
fixed
E|At|κ = E
∣∣∣E(U˜)t1K(t)=0∣∣∣κ = E ∣∣∣E(U˜)t∣∣∣κ P (K(t) = 0) = etλe−tλ = 1
by assumption and with E(U˜)t = (−1)Nte−
̂˜
U t it holds
E|At|κ log+ |At| = E
[
1K(t)=0e
−κ
̂˜
Ut log+(e−κ
̂˜
U t)
]
= e−tλE
[
e−κ
̂˜
Ut log+(e−κ
̂˜
Ut)
]
< ∞,
since E
[
e−(κ+ǫ)
̂˜
U t
]
< ∞ by (3.14) and Proposition 3.1. Additionally for k :=
max{1, κ} by Minkowski’s inequality it is
0 <
(
E|Bt|k
)1/k ≤ (E ∣∣∣E(U˜)(T (t),t]1K(t)>0∆LT (t)∣∣∣k)1/k (3.42)
+
(
E
∣∣∣∣E(U˜)(T (t),t] ∫
(T (t),t]
[
E(U˜)(T (t),s)
]−1
dη˜s
∣∣∣∣k
)1/k
where we set T (t) := 0 if K(t) = 0. The first term in the latter sum vanishes if
λ = 0 and in any case is less or equal to(
E
[∣∣∣E(U˜)(T (t),t]∣∣∣k ∣∣∆LT (t)∣∣k])1/k = (E ∣∣∣E(U˜)(T (t),t]∣∣∣k ·E ∣∣∆LT (t)∣∣k)1/k
=
(
Ee−k(
̂˜
U t−
̂˜
UT (t)) · E ∣∣∆LT (t)∣∣k)1/k
which is finite by assumption.
On the other hand observe that by conditioning on T (t), which is independent of
(U˜t, L˜t)t≥0, it follows from Lemma 2.5 that
E(U˜)(T (t),t]
∫
(T (t),t]
[E(U˜)(T (t),s)]−1dη˜s d=
∫
(T (t),t]
E(U˜)(T (t),s)dL˜t.
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Hence the second term of (3.42) is finite by Lemma 3.12 since E sup0<s≤1 |E(U˜)s|k <
∞ by [58, Theorem 25.18] is equivalent to E|E(U˜)1|k <∞ which is given by assump-
tion. Altogether we obtain 0 < E|Bt|κ ≤ E|Bt|k <∞.
From (3.27) it is clear that
̂˜
U has infinite variation if and only if U˜ has and thus if
and only if U has infinite variation. Hence by [58, Corollary 24.6] in this case
̂˜
U t has
non-arithmetic law for each t > 0, i.e. there exists no r > 0 such that the law of
̂˜
U t
has support in rZ. Otherwise, if we assume
̂˜
U to be deterministic, then from (3.14)
it follows κ
̂˜
U 1 = λ > 0 which contradicts to limt→∞ E(U)t = 0, such that this case
cannot occur. Thus, if U (and hence
̂˜
U) is of finite variation by [58, Corollary 24.6]
it suffices to ensure that either the drift γ0̂˜
U
of
̂˜
U is non-zero or that there is no r > 0
with supp (Π ̂˜
U
) ⊂ supp (ΠÛ ) ⊂ rZ, to guarantee that ̂˜U t has non-arithmetic law for
t from a dense subset of (0,∞). Via the relations between U and Û known from
Lemma 2.8, we have γ0̂˜
U
= −γ0U and supp (ΠÛ) = X(supp (ΠU)) with X as defined
in (3.34), such that this holds by assumption. Hence L(log |At| |At 6= 0) = L( ̂˜U t) is
non-arithmetic for t from a dense subset of (0,∞).
Now by [22, Theorem 4.1] it follows that there exists a unique law of V0 fulfilling
V0
d
= AtV0+Bt and by uniqueness in law of the stationary solution this law is equal
to L(Vt) for all t ≥ 0. Hence [22, Theorem 4.1] shows the existence of C+, C− ≥ 0
such that (3.15) holds as well as the fact that C+ = C− if ΠU((−∞,−1)) > 0.
Finally, fix a sequence tn tending to infinity such that L( ̂˜U tn) is non-arithmetic for
all n ∈ N. Now from [22, Theorem 4.1] it follows additionally that if C+ + C− = 0
it holds Btn = (1−Atn)cn for some real constants cn. But letting n tend to infinity
we observe that Atn → 0 a.s., n→∞, and hence Btn d→ V0 by (3.19). This implies
cn
d→ V0, n→∞, such that V0 and hence Vt, t ≥ 0 is constant. 2
The Proof of Theorem 3.6 can be carried out analogously to that of Theorem 3.5
simplified to the case λ = 0. Observe that by defining a process Ŵ similar as Û , it
holds Ŵ = −Û , such that Ŵ has non-arithmetic law if and only if Û has.
Proof of Proposition 3.8. Part (a) follows from [23, Theorem 4.1] once it is
shown that P (|At| > 1) > 0 holds for At, t > 0 defined in (3.20). This is equivalent
to P (
̂˜
Ut < 0) > 0 such that we have to ensure that
̂˜
U is not a subordinator which
is equivalent to the assumptions stated in Proposition 3.8(a) using the relations
between the processes U and
̂˜
U .
Due to (3.22) and arguments as above we have to ensure that Ŵ is not a subordinator
to prove (b). Since Ŵ = −Û this is equivalent to the given assumptions. 2
Proof of Theorem 3.9. We know that Vt fulfills (3.19) for all t ≥ 0. Remark that
due to the relations between the processes U and
̂˜
U the assumptions on U given in
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the theorem are equivalent to stating that
̂˜
U is a subordinator with P (
̂˜
U t > 0) > 0
for all t > 0. By (3.20) this implies P (|At| ≤ 1) = P (|E(U˜)t|1K(t)=0 ≤ 1) = 1 and
P (|At| < 1) > 0 for all t > 0. It remains to show that the moment generating
function (m.g.f.) of |Bt| for t > 0 fixed is finite in some neighbourhood (−ǫ, ǫ) of 0,
then the result follows directly from Theorem 2.1 of [23].
By (3.21) for t > 0 fixed and ǫ > 0 it holds
eǫ|Bt| = exp
(
ǫ
∣∣∣∣E(U˜)(T (t),t] ∫
(T (t),t]
[E(U˜)(T (t),s)]−1dη˜s + E(U˜)(T (t),t]∆LT (t)1K(t)>0
∣∣∣∣)
≤ exp
(
ǫ
∣∣∣∣E(U˜)(T (t),t] ∫
(T (t),t]
[E(U˜)(T (t),s)]−1dη˜s
∣∣∣∣) · exp (ǫ|∆LT (t)|1K(t)>0)
where we set T (t) = 0 if K(t) = 0 and hence by Ho¨lder’s inequality it is enough to
show that both factors have finite expectation in some neighbourhood of 0. Due to
our assumption on L this holds true for the second factor, while for the first factor
we obtain with Lemma 2.5
E exp
(
ǫ
∣∣∣∣E(U˜)(T (t),t] ∫
(T (t),t]
[E(U˜)(T (t),s)]−1dη˜s
∣∣∣∣)
= E
[
E
[
exp
(
ǫ
∣∣∣∣E(U˜)t−T (t) ∫
(0,t−T (t)]
[E(U˜)s−]−1dη˜s
∣∣∣∣)∣∣∣∣T (t)]]
=
∫
[0,t]
E
[
exp
(
ǫ
∣∣∣∣∫
(0,t−w]
E(U˜)s−dL˜s
∣∣∣∣)] dPT (t)(w).
Recall the process L˜ and define L˜+ and L˜− similar to L+ and L− in the proof of
Lemma 3.12. Then
E
[
exp
(
ǫ
∣∣∣∣∫
(0,t−w]
E(U˜)s−dL˜s
∣∣∣∣)] (3.43)
≤
(
E
[
exp
(
2ǫ
∣∣∣∣∫
(0,t−w]
E(U˜)s−dL˜+s
∣∣∣∣)]) 12 (E [exp(2ǫ ∣∣∣∣∫
(0,t−w]
E(U˜)s−dL˜−s
∣∣∣∣)]) 12
by the Cauchy-Schwarz inequality. Denoting the total variation of L˜+ on (0, t] by
||L˜+||t we get∣∣∣∣∫
(0,t−w]
E(U˜)s−dL˜+s
∣∣∣∣ ≤ ∫
(0,t−w]
sup
0<u≤t−w
|E(U˜)u−| |dL˜+s | ≤
∫
(0,t−w]
|dL˜+s | ≤ ||L˜+||t−w.
Since L˜+ is by definition a finite variation process and L has finite m.g.f. in some
neighbourhood of 0, so has ||L˜+||. Thus the first term on the RHS of (3.43) is finite
for ǫ small enough.
For fixed t > 0 set Mt :=
∫
(0,t]
E(U˜)s−dL˜−s , then (Ms)0<s≤t is a square integrable
martingale by [55, Lemma to Theorem IV.27] since E[
∫
(0,t)
E(U˜)2s−d[L˜−, L˜−]s] ≤
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E[σ2Lt +
∑
0<s≤t(∆L˜
−
s )
2] < ∞. Additionally it holds |∆Mt| = |E(U˜)t−∆L˜−t | ≤ 1/2
and [M,M ]t ≤ σ2Lt+
∑
0<s≤t(∆L˜
−
s )
2, where the latter is a Le´vy process with bounded
jumps having finite exponential moments by [58, Theorem 25.17]. Hence by [56,
Theorem 6.1] (E(M)s)0<s≤t is a martingale.
By the definition of the Dole´ans-Dade exponential we have
exp(ǫMs) = E(M)ǫs · exp
(
1
2
ǫσ2Ms
)
·
( ∏
0<u≤s
(1 + ∆Mu)
−1e∆Mu
)ǫ
where the first two factors on the RHS have bounded expectation uniformly in
s ∈ [0, t] and sufficiently small ǫ > 0 and for the last factor observe that∑
0<u≤s
(∆Mu − log(1 + ∆Mu)) ≤
∑
0<u≤s
(∆Mu)
2 ≤
∑
0<u≤s
(∆L˜−u )
2,
since |∆Mu| < 1/2, such that sup0≤s≤tE
(∏
0<u≤s(1 + ∆Mu)
−1e∆Mu
)ǫ
is finite for
sufficiently small ǫ. An application of Ho¨lder’s inequality hence gives E[exp(ǫMs)] ≤
C1 for all s ≤ t, some constant C1 = C1(t) and sufficiently small ǫ > 0.
Remark that
E
[
eǫ|Mt|
]
= E
[
eǫMt1Mt>0
]
+ E
[
e−ǫMt1Mt<0
] ≤ E [eǫMt]+ E [e−ǫMt]
such that E[exp(ǫ|Mt|)] ≤ 2C1 since the above calculations also hold true for −Mt =∫
(0,t]
E(U˜)s−d(−L˜−)s. Hence the second term on the RHS of (3.43) is bounded and
we conclude that
E
[
exp
(
ǫ
∣∣∣∣∫
(0,t−w]
E(U˜)s−dL˜s
∣∣∣∣)] ≤ C2
for some constant C2 = C2(t) and sufficiently small ǫ > 0 uniformly in w ∈ [0, t].
Thus ∫
[0,t]
E
[
exp
(
ǫ
∣∣∣∣∫
(0,t−w]
E(U˜)s−dL˜s
∣∣∣∣)] dPT (t)(w) <∞
such that |Bt| is shown to have finite m.g.f. in some neighbourhood of 0.
To prove (b) due to (3.22) we have to show for t > 0 that P (|A−1t | ≤ 1) =
P (|E(W )t| ≤ 1) = 1, P (|At| < 1) > 0 and that the m.g.f. of |A−1t Bt|, i.e. of
| ∫
[0,t)
E(W )s−dηs|, t > 0, is finite in some neighbourhood (−ǫ, ǫ) of 0. This can be
done as in (a) and the result follows again from Theorem 2.1 of [23]. 2
3.4.3 Proofs for Section 3.3
The following lemma will be needed to prove our main theorem on absolute conti-
nuity. An analogous result for almost surely non-zero Mt has been shown in Bertoin
et al. [8, Lemma 2.1].
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Lemma 3.13. For t ∈ N0, let ψt, Qt and Mt be random variables such that it
holds P (Mt = 0) > 0, ψt is independent of (Qt,Mt) and for large enough t ∈ N the
conditional distribution of Qt givenMt = 0 is continuous. Suppose ψ to be a random
variable satisfying ψ = Qt +Mtψt and ψ
d
= ψt for all t ≥ 0 and such that Qt P→ ψ
as t→∞. Then ψ has an atom if and only if it is a constant random variable.
Proof. Suppose that ψ has an atom at a ∈ R, i.e. P (ψ = a) =: β > 0. Then for all
ǫ ∈ (0, β) there exists δ > 0 such that P (|ψ−a| < 2δ) < β+ ǫ. Additionally Qt P→ ψ
implies the existence of some t′ = t′(ǫ) such that P (|ψ − Qt| ≥ δ) = P (|Mtψt| ≥
δ) < ǫ for all t ≥ t′.
Following the lines of the proof of [8, Lemma 2.1] one can now show, that for all
t ≥ t′ there exists st ∈ R such that βt := P (Qt +Mtst = a, |Mtst| < δ) ≥ β − ǫ and
it holds
P (|ψ −Qt| ≥ δ) + P (|Qt − a| < δ)
≥ P (ψ = a) + P (Qt +Mtst = a, |Mtst| < δ) (3.44)
−P (Qt +Mtst = a, |Mtst| < δ, ψ = a).
Since P (Mt = 0) > 0 we have
{Qt +Mtst = a, |Mtst| < δ, ψ = a}
= {Qt +Mtst = a, |Mtst| < δ, ψ = a,Mt = 0}
∪{Qt +Mtst = a, |Mtst| < δ, ψ = a,Mt 6= 0}
⊂ {Qt = a,Mt = 0} ∪ {Qt +Mtst = a, |Mtst| < δ,Mt 6= 0, ψt = st}
⊂ {Qt = a,Mt = 0} ∪ ({Qt +Mtst = a, |Mtst| < δ} ∩ {ψt = st})
and by the continuity assumption on Qt given Mt = 0, we obtain
P (Qt +Mtst = a, |Mtst| < δ, ψ = a) ≤ 0 + βtP (ψt = st),
such that we can conclude from (3.44) that it holds
P (|ψ −Qt| ≥ δ) + P (|Qt − a| < δ) ≥ β + βt − βt P (ψt = st).
From here again following directly the proof of [8, Lemma 2.1] we get the assumption
P (ψ = a) = 1. 2
Now we can prove the conditions for the distribution of the perpetuity X∞ to be
(absolutely) continuous in the case P (A = 0) > 0 as stated in Theorem 3.10.
Proof of Theorem 3.10. To show (a), first suppose that the conditional distri-
bution of B given A = 0 is continuous. Let (Ak, Bk)k∈N0 be an i.i.d. sequence of
random variables such that (A0, B0) has the same distribution as (A,B). Define
ψ := X∞ =
∞∑
k=0
(
k−1∏
i=0
Ai
)
Bk, Mt =
t−1∏
i=0
Ai,
ψt =
∞∑
k=t
(
k−1∏
i=t
Ai
)
Bk, Qt =
t−1∑
k=0
(
k−1∏
i=0
Ai
)
Bk.
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Then it follows from Lemma 3.13 that ψ is continuous or a Dirac measure if we
can show that the conditional distribution of Qt given Mt = 0 is continuous for all
t ∈ N. We do this by induction.
For t = 1 the claim is true by assumption. Now suppose that the conditional
distribution of Qt given Mt = 0 is continuous, so that P (Qt = a,Mt = 0) = 0 for
each a ∈ R. We then have, since Qt+1 = Qt +MtBt, for each a ∈ R,
P (Qt+1 = a,Mt+1 = 0)
= P (Qt +MtBt = a,MtAt = 0)
= P (Qt = a,Mt = 0) + P (Qt +MtBt = a,Mt 6= 0, At = 0)
= P (Bt = M
−1
t (a−Qt),Mt 6= 0, At = 0)
by induction hypothesis. Now using regular conditional probabilities, we obtain
further
P (Bt =M
−1
t (a−Qt),Mt 6= 0, At = 0)
=
∫
(R\{0})×R
P (Bt = u
−1(a− v), At = 0|Mt = u,Qt = v) dP(Mt,Qt)(u, v)
=
∫
(R\{0})×R
P (Bt = u
−1(a− v), At = 0) dP(Mt,Qt)(u, v)
(since (At, Bt) is independent of (Mt, Qt))
=
∫
(R\{0})×R
0 dP(Mt,Qt)(u, v) = 0,
the latter following from the fact that the conditional distribution of Bt given At = 0
is continuous. Hence we see that the conditional distribution of Qt+1 givenMt+1 = 0
is continuous, too, completing the induction step. Lemma 3.13 hence shows that
X∞ is continuous or degenerate to a Dirac measure. But X∞ cannot be degenerate
to a Dirac measure, since X∞
d
= B + AX ′ = B on A = 0, where P (A = 0) > 0 and
L(B|A = 0) is continuous.
To see the converse, suppose that the conditional distribution of B given A = 0 is
not continuous. Then there is a ∈ R such that P (B = a|A = 0) = β > 0. Since
L(X∞) satisfies the fixed point equation (3.17), we have
P (X∞ = a) = P (AX
′ +B = a) ≥ P (B = a, A = 0) > 0.
Hence L(X∞) has an atom.
For (b) we will first show, that L(X∞) is either absolutely continuous or a Dirac
measure, given that the conditional distribution of B given A = 0 is absolutely
continuous. Then it follows from part (a), that L(X∞) is absolutely continuous.
In doing so we follow the arguments of Grincevicˇius [25] who considered the case
P (A = 0) = 0.
Assume that L(X∞) is not singular and denote its characteristic function by
f(x) = EeixX∞ = E
[
E
[
eiBxeiAxX
′|A,B
]]
= E
[
eiBxf(Ax)
]
.
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Then by the Lebesgue decomposition theorem we may write f(x) = α1f1(x) +
α2f2(x), where α1 > 0, α2 ≥ 0, α1 + α2 = 1 and f1(x) and f2(x) are the character-
istic functions, respectively, of an absolutely continuous and a singular probability
distribution. Hence
α1f1(x) + α2f2(x) = α1E[e
iBxf1(Ax)] + α2E[e
iBxf2(Ax)].
Let Y be a random variable independent of (A,B), having characteristic function
f1 and set Z := AY +B, then for C ∈ B1 with Lebesgue measure 0 it holds
P (Z ∈ C) = P (AY +B ∈ C)
= P (B ∈ C,A = 0) + P (AY +B ∈ C,A 6= 0)
= 0 +
∫
(R\{0})×R
P (Y ∈ u−1(C − v))dPA,B(u, v)
= 0.
It follows that Z is absolutely continuous and its characteristic function x 7→
E(eiBxf1(Ax)) is the characteristic function of an absolutely continuous function.
Applying the Lebesgue decomposition to the distribution having characteristic func-
tion x 7→ EeiBxf2(Ax), we can write EeiBxf2(Ax) = α3f3(x)+α4f4(x) with α3, α4 ≥
0, α3+α4 = 1, and f3 and f4 are, respectively, the characteristic functions of an ab-
solutely continuous and a singular distribution. By the uniqueness of the Lebesgue
decomposition if follows
α1f1(x) = α1E
[
eiBxf1(Ax)
]
+ α2α3f3(x),
which for x = 0 yields α2α3 = 0. Hence f1(x) = E
[
eiBxf1(Ax)
]
. Since also f(x) =
E
[
eiBxf(Ax)
]
it follows that f(x) = f1(x) by an easy extension of Proposition 1 of
[25]. Hence we conclude that L(X∞) is absolutely continuous.
It remains to show that if the conditional distribution of B given A = 0 is not
absolutely continuous, then L(X∞) cannot be absolutely continuous. For in that
case, there is C ∈ B1 with Lebesgue measure zero but P (B ∈ C|A = 0) > 0. We
conclude P (B ∈ C,A = 0) > 0 and hence (for X ′ d= X∞ being independent of
(A,B))
P (X∞ ∈ C) = P (AX ′ +B ∈ C) ≥ P (B ∈ C,A = 0) > 0,
so that L(X∞) cannot be absolutely continuous. 2
Chapter 4:
Distributions of Exponential Integrals related
to Generalized Gamma Convolutions1
Let (ξ, L) = (ξt, Lt)t≥0 be a bivariate ca`dla`g independent increment process. In most
cases in this chapter, (ξ, L) is assumed to be a bivariate Le´vy process, but we will
also treat more general cases where ξ or L is a compound sum process, which is not
necessarily a Le´vy process but another typical independent increment process.
Our concern in this chapter is to examine distributional properties of the exponential
integral
V∞ :=
∫
(0,∞)
e−ξt−dLt, (4.1)
provided that this integral converges almost surely. As we saw in the previous
chapters, integrals of the form (4.1) occur as stationary solutions of generalized
Ornstein-Uhlenbeck processes. This motivates the question of when L(V∞) is in a
given class of distributions. More precisely, in the following we will investigate when
L(V∞) is selfdecomposable or moreover is a generalized gamma convolution.
We say that a probability distribution µ on R (resp. an R-valued random variable
X) is selfdecomposable, if for any b > 1, there exists a probability distribution µb
(resp. a random variable Yb independent of X) such that
µ = Db−1(µ) ∗ µb, (resp. X d= b−1X + Yb),
where Da(µ) means the distribution induced by Da(µ)(aB) := µ(B) for B ∈ B1
and ∗ is the convolution operator. Every selfdecomposable distribution is infinitely
divisible. Some well-known distributional properties of non-trivial selfdecomposable
distributions are absolute continuity and unimodality, (see [58] p.181 and p.404).
First we review existing results on L(V∞).
1Based on [6]: A. Behme, M. Maejima, M. Muneya and N. Sakuma (2010):
Distributions of exponential integrals of independent increment processes related to generalized
gamma convolutions,
submitted.
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Bertoin et al. [8] (in the case when L = (Lt)t≥0 is a one-dimensional Le´vy process)
and Kondo et al. [42] (in the case when L is a multi-dimensional Le´vy process)
showed that L(V∞) is selfdecomposable if ξ = (ξt)t≥0 is a spectrally negative Le´vy
process satisfying limt→∞ ξt = +∞ a.s. and if the integral (4.1) converges a.s., or
equivalently, if
∫
R
log+ |y|ΠL(dy) <∞.
On the other hand, there is an example of non-infinitely divisible L(V∞), which is
due to Samorodnitsky, (see [40]). In fact if (ξt, Lt) = (Nt + at, t), where (Nt)t≥0 is
a subordinator and a > 0, then the support of L(V∞) is bounded so that L(V∞)
cannot be infinitely divisible.
Recently, Lindner and Sato [47] considered the exponential integral∫
(0,∞)
exp (−(log c)Nt−) dYt =
∫
(0,∞)
c−Nt−dYt, c > 0,
where (Nt, Yt)t≥0 is a bivariate compound Poisson process whose Le´vy measure is
concentrated on (1, 0), (0, 1) and (1, 1). They showed a necessary and sufficient
condition for the infinite divisibility of L(V∞) and pointed out that L(V∞) is al-
ways c−1-decomposable, namely there exists a probability distribution ρ such that
µ = Dc−1(µ) ∗ ρ. Note here, that a c−1-decomposable distribution is not necessarily
infinitely divisible, unless ρ is infinitely divisible.
In their second paper [48], Lindner and Sato also gave a condition under which
L(V∞), generated by a bivariate compound Poisson process (Nt, Yt)t≥0 whose Le´vy
measure is concentrated on (1, 0), (0, 1) and (1, c−1), is infinitely divisible.
In this chapter we focus on “Generalized Gamma Convolutions” (GGCs, for short,)
to get finer distributional informations on V than selfdecomposability.
We say that for r > 0 and λ > 0 a random variable γr,λ has a gamma(r, λ) distribu-
tion if its probability density function f on (0,∞) is
f(x) =
λr
Γ(r)
xr−1e−λx,
where Γ(r) denotes the Gamma function.
A gamma(1, λ) distribution simply is an exponential distribution with parameter
λ > 0. When we do not have to emphasize the parameters (r, λ), we just write γ
for a gamma random variable.
The class of GGCs is defined to be the smallest class of distributions on the positive
half line that contains all gamma distributions and is closed under convolution and
weak convergence. By including gamma distributions on the negative real axis, we
obtain the class of distributions on R which will be called “Extended Generalized
Gamma Convolutions” (EGGCs, for short). We refer to [12] and [61] for many
properties of GGCs and EGGCs with relations among other subclasses of infinitely
divisible distributions.
One well-known concrete example of the law of an exponential integral originally
due to Dufresne [15] is the following. When (ξt, Lt) = (Bt + at, t) with a standard
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Brownian motion (Bt)t≥0 and a drift a > 0, the distribution of (4.1) is L (1/(2γ))
which is a GGC (and thus is selfdecomposable). This motivates the question if there
are other exponential integrals in the class of GGCs, which will be investigated in
the following.
This chapter is organized as follows. In Section 4.1 we give some preliminaries. In
Section 4.2 we consider exponential integrals for two independent Le´vy processes
ξ and L such that either ξ or L is a compound Poisson process, and construct
concrete examples related to our question. In the special case that both ξ and L are
compound Poisson processes, we also treat a model allowing dependence between
the two components of (ξ, L). In Section 4.3, we consider exponential integrals for
independent increment processes such that ξ and L are independent and one is a
compound sum process (which is not necessarily a Le´vy process) while the other is
a Le´vy process.
4.1 Preliminaries
We denote the class of all infinitely divisible distributions on R (resp. R+) by I(R)
(resp. I(R+)). The class of selfdecomposable distributions on R (resp. R+) will be
denoted by L(R) (resp. L(R+)) while the class of EGGCs on R (resp. GGCs on
R+) is noted as T (R) (resp. T (R+)). The moment generating function of a ran-
dom variable X and of a distribution µ are written as LX and Lµ, respectively. If X
is positive and µ has support in R+, LX and Lµ coincide with the Laplace transforms.
We are especially interested in distributions on R+. The class T (R+) can be char-
acterized by the Laplace transform as follows: A probability distribution µ is GGC
if and only if there exist a ≥ 0 and a measure U satisfying∫
(0,1]
| log x|U(dx) <∞ and
∫
(1,∞)
x−1U(dx) <∞, (4.2)
such that the Laplace transform Lµ(u) can be uniquely represented as
Lµ(u) =
∫
[0,∞)
e−uxµ(dx) = exp
{
−au +
∫
(0,∞)
log
(
x
x+ u
)
U(dx)
}
. (4.3)
Another class of distributions which we are interested in is the class of distribu-
tions on R+ whose densities are hyperbolically completely monotone (HCM, for
short). Here we say that a function f(x) on (0,∞) with values in R+ is HCM
if for every u > 0 the function v 7→ f(uv) · f(u/v), v > 0, is completely mono-
tone with respect to the variable w = v + v−1. Examples of HCM functions are
xβ (β ∈ R), e−cx (c > 0) and (1 + cx)−α (c > 0, α > 0). The class of all distribu-
tions on R+ whose probability densities are HCM is denoted by H(R+). Note that
H(R+) ⊂ T (R+) ⊂ L(R+) ⊂ I(R+).
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For illustration we give some examples. Log-normal distributions are in H(R+) [12,
Example 5.2.1]. So these are also GGCs. Positive strictly stable distributions with
Laplace transform L(u) = e−u
α
for α ∈ {1/2, 1/3, . . .} are in H(R+) [12, Example
5.6.2] while they are GGCs for all α ∈ (0, 1] [61, Proposition 5.7]. Let Y = eγr,λ − 1.
If r ≥ 1, then L(Y ) is in H(R+), but if r < 1, L(Y ) is not in H(R+) [12, p. 88].
But L(Y ) or equivalently L(eγr,λ) is always in T (R+), independent of the value of r
[12, Theorem 6.2.3].
Remark that by treating H(R+) we cannot replace e
γr,λ − 1 by eγr,λ . Namely, set
r = 1 and observe that the probability density function λ(x + 1)−λ−11[0,∞)(x) is
HCM, but the probability density function λx−λ−11[1,∞)(x) is not HCM. It follows
from this that L(eγ1,λ − 1) is in H(R+) but L(eγ1,λ) is not in H(R+).
In addition, we also investigate the extended HCM class denoted by H˜(R), which
gives some interesting examples of L(V∞) on R. The class H˜(R) is characterized to
be the class of distributions of random variables
√
XZ, where X and Z are indepen-
dent, L(X) ∈ H(R+) or degenerate and Z is a standard normal random variable.
By the definition, any distribution in H˜(R+) is a so-called type-G distribution, i.e.
it is the distribution of the variance mixture of a standard normal random variable.
Note that H(R+) 6⊆ H˜(R) and H˜(R) ⊂ T (R). As will be seen in Proposition 4.1,
there are nice relations between H˜(R) and T (R) in common with those of H(R+)
and T (R+).
Here we state some known facts that we will use later ([61, Theorem VI.5.24 and
Propositions VI.5.27 and VI.5.19] and [12, Theorems 7.3.3, 7.3.5 and 7.3.6]).
Proposition 4.1. .
(a) A continuous function L(u), u > 0, with L(0+) = 1 is HCM if and only if it
is the Laplace transform of a GGC.
(b) If L(X) ∈ H(R+), L(Y ) ∈ T (R+) and X and Y are independent, then
L(XY ) ∈ T (R+).
(c) If L(X) ∈ H(R+), L(Y ) ∈ H(R+) and X and Y are independent, then
L(XY ) ∈ H(R+) and L(X/Y ) ∈ H(R+).
(d) If L(X) ∈ H(R+) and |q| ≥ 1, then L(Xq) ∈ H(R+).
(e) Suppose that L(X) ∈ H(R+), L(Y ) ∈ T (R) and that X and Y are indepen-
dent. If L(Y ) is symmetric, then L(√XY ) ∈ T (R).
(f) Suppose that L(X) ∈ H˜(R) and L(Y ) ∈ T (R) and that X and Y are indepen-
dent. If L(Y ) is symmetric, then L(XY ) ∈ T (R).
(g) If L(X) ∈ H˜(R), then L(|X|q) ∈ H(R+) for all |q| ≥ 2, q ∈ R. Furthermore,
L(|X|qsign(X)) ∈ H˜(R) for all q ∈ N, q 6= 2, but not always for q = 2.
Remark 4.2. Notice that the distribution of a sum of independent random variables
with distributions in H(R+) does not necessarily belong to H(R+) [12, p. 101].
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Some distributional properties of GGCs are stated in the following proposition [12,
Theorems 4.1.1. and 4.1.3.].
Proposition 4.3. .
(a) The probability density function of a GGC without Gaussian part satisfying
0 <
∫
(0,∞)
U(du) = β < ∞ with the measure U as in (4.3), admits the repre-
sentation xβ−1h(x), where h(x) is some completely monotone function.
(b) Let f be the probability density function of a GGC distribution without Gaus-
sian part satisfying 1 <
∫
(0,∞)
U(du) = β ≤ ∞. Let k ≥ 0 be an integer such
that k < β−1. Then f is continuously differentiable any times on (0,∞), and
at 0 at least k times differentiable with f (j)(0) = 0 for j ≤ k.
Examples of GGCs and the explicit calculation of their Le´vy measure are found in
[12] and [32].
4.2 Exponential Integrals of Compound Poisson
Processes
In this section we study exponential integrals of the form (4.1), where either ξ or L
is a compound Poisson process and the other is an arbitrary Le´vy process. First we
assume the two processes to be independent, later we also investigate the case that
(ξ, L) is a bivariate compound Poisson processes with dependent components.
4.2.1 Independent component case
We start with a general lemma which gives a sufficient condition for distributions
of perpetuities to be GGCs.
Lemma 4.4. Suppose A and B are two independent random variables such that
L(A) ∈ H(R+) and L(B) ∈ T (R+). Let (Aj, Bj), j = 0, 1, 2, . . . be i.i.d. copies of
(A,B). Then, given its a.s. convergence, the distribution of the perpetuity Z :=∑∞
k=0
(∏k−1
i=0 Ai
)
Bk belongs to T (R+). Similarly, if L(A) ∈ H˜(R), L(B) ∈ T (R)
and L(B) is symmetric, then L(Z) ∈ T (R).
Proof. If we put
Zn :=
n∑
k=0
(
k−1∏
i=0
Ai
)
Bk,
then we can rewrite
Zn = B0 + A0(B1 + A1(B2 + · · ·+ An−2(Bn−1 + An−1Bn) · · · )).
Since An−1 and Bn are independent, L(An−1) ∈ H(R+) and L(Bn) ∈ T (R+), we
get L(An−1Bn) ∈ T (R+) by Proposition 4.1(b). Further Bn−1 and An−1Bn are
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independent and both distributions belong to T (R+) such that L(Bn−1+An−1Bn) ∈
T (R+). By the same argument we can now conclude that L(Bn−2 + An−2(Bn−1 +
An−1Bn)) ∈ T (R+) and by induction we obtain that L(Zn) ∈ T (R+). Since the
class T (R+) is closed under weak convergence, the first part follows immediately. A
similar argument using Proposition 4.1(f) gives the second part. 2
Case 1: The process ξ is a compound Poisson process
Proposition 4.5. Suppose that the processes ξ and L are independent Le´vy pro-
cesses where ξt =
∑Nt
i=1Xi is a compound Poisson process with i.i.d. jump heights
Xi, i = 1, 2, . . . such that 0 < E[X1] < ∞, L(e−X1) ∈ H(R+) and L has finite log-
moment E log+ |L1| and it holds L(Lτ ) ∈ T (R+) for an exponential random variable
τ independent of L with the same distribution as the waiting times of N . Then the
integral (4.1) converges a.s. and
L
(∫
(0,∞)
e−ξt−dLt
)
∈ T (R+).
Similarly, if L(e−X1) ∈ H˜(R), L(Lτ ) ∈ T (R) and L(Lτ ) is symmetric, then L(V∞) ∈
T (R).
Proof. Convergence of the integral follows directly from (1.14).
Set T0 = 0 and let Tj , j = 1, 2, . . . be the time of the j-th jump of (Nt)t≥0. Then we
can write∫
(0,∞)
e−ξt−dLt =
∞∑
j=0
∫
(Tj ,Tj+1]
e−
∑j
i=1XidLt =
∞∑
j=0
e−
∑j
i=1Xi
∫
(Tj ,Tj+1]
dLt
=:
∞∑
j=0
(
j∏
i=1
Ai
)
Bj ,
where Ai = e
−Xi and Bj =
∫
(Tj ,Tj+1]
dLt
d
= LTj+1−Tj . Now Lemma 4.4 yields the
conclusion. 2
In the following we give some examples for choices of ξ and L fulfilling the assump-
tions of Proposition 4.5.
Example 4.6 (X1 is a normal random variable with positive mean). We immedi-
ately see that L(e−X1) is log-normal and hence is in H(R+).
Example 4.7 (X1 is the logarithm of the power of a gamma random variable). Let
Y = γr,λ and set X1 = c log Y for |c| ≥ 1. By [12, Example 5.6.3] we know that
L(e−X1) = L(γ−cr,λ) ∈ H(R+). Note that it follows from [12, Example 7.2.3] that
E[X1] = cψ(λ), where ψ(x) denotes the derivative of log Γ(x). If we take c ∈ R such
that cψ(λ) > 0 the integrability condition on ξ in Proposition 4.5 is fulfilled.
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Example 4.8 (X1 is logarithm of a positive strictly stable random variable). Let
X1 = log Y be a random variable, where Y is a positive strictly stable random
variable with parameter 0 < α < 1. Then X1 is in the class of EGGC when α =
1/n, n = 2, 3, . . . (see Example 7.2.5 of [12]) and
E[euX1 ] = E[Y u] =
Γ(1− u/α)
Γ(1− u) .
It follows that E[X1] = − 1αψ(1)+ψ(1) = (1−1/α)ψ(1) > 0 and L(e−X1) = L(Y −1) ∈
H(R+) by [12, Example 5.6.2].
Example 4.9 (X1 is the logarithm of the ratio of two exponential random vari-
ables). Let X1 = log(Y1/Y2), where Yj , j = 1, 2, are independent exponential random
variables with λ = 1. The density function of X1 is given by [12, Example 7.2.4]
f(x) =
1
B(1, 1)
e−x
(1 + e−x)2
, x ∈ R,
where B(·, ·) denotes the Beta-function. Now if E[X1] > 0, then we can set X1 to
be a jump distribution of ξ. By Proposition 4.1(c) it is easy to see that L(e−X1) =
L(Y2/Y1) ∈ H(R+) since L(Yj) ∈ H(R+).
Example 4.10 (L is nonrandom). When Lt = t, it holds that L(Lτ ) = L(τ) ∈
T (R+). Hence for a suitable ξ, we have L(V∞) ∈ T (R+).
Example 4.11 (L is a stable subordinator). Consider L to be a stable subordinator
without drift. Then the Laplace transform of L1 is given by LL1(u) = exp{−uα}.
The Laplace transform of B := Lτ with τ = γ1,λ is given by (see e.g. [61, p.10])
LB(u) =
λ
λ− logLL1(u)
. (4.4)
such that we obtain
LB(u) =
λ
λ+ uα
.
This function is HCM, since λ
λ+u
is HCM by the definition and due to the fact that
the composition of an HCM function and xα, |α| ≤ 1, is also HCM. Thus the Laplace
transform of B is HCM and by Proposition 4.1(a) we conclude that L(Lτ ) is GGC.
Remark that if L admits an additional drift term, the distribution L(Lτ ) in the
setting of the last example is not GGC. This result was pointed out in [43].
Example 4.12 (L is an inverse Gaussian subordinator). Now we suppose L to be
an inverse Gaussian subordinator with parameters β > 0 and δ > 0. The Laplace
transform of Lt is
LLt(u) = exp
(
−δt(
√
β2 + 2u− β)
)
.
68 4. Relations to Generalized Gamma Convolutions
Now by choosing the parameters satisfying λ = δβ, we have, for B = Lτ ,
LB(u) =
β√
β2 + 2u
.
This function is HCM from the definition and again by using Proposition 4.1(a) we
see that L(Lτ ) is GGC.
Case 2: The process L is a compound Poisson process
In the following we now assume the integrator L to be a compound Poisson process,
while ξ is an arbitrary Le´vy process, independent of L. We can argue similarly as
above to obtain the following result.
Proposition 4.13. Let ξ and L be independent and assume Lt =
∑Nt
i=1 Yi to be a
compound Poisson process with i.i.d. jump heights Yi, i = 1, 2, . . .. Suppose that
E[ξ1] > 0, E log
+ |L1| <∞, L(Y1) ∈ T (R+) and L(e−ξτ ) ∈ H(R+) for an exponen-
tially distributed random variable τ independent of ξ with the same distribution as
the waiting times of N . Then the integral (4.1) converges a.s. and it holds that
L
(∫
(0,∞)
e−ξt−dLt
)
∈ T (R+).
Similarly, if L(e−ξτ ) ∈ H˜(R), L(Y1) ∈ T (R) and L(Y1) is symmetric, then L(V∞) ∈
T (R).
Proof. Convergence of the integral is again guaranteed by (1.14).
Now set T0 = 0 and let Tj, j = 1, 2, . . . be the jump times of (Nt)t≥0. Then we have∫
(0,∞)
e−ξt−dLt =
∞∑
j=1
e−ξTjYj =
∞∑
j=1
e−(ξTj−ξTj−1 ) · · · e−(ξT1−ξT0 )Yj
=
∞∑
j=1
(
j∏
i=1
e−(ξTi−ξTi−1 )
)
Yj =:
∞∑
j=1
(
j∏
i=1
Ai
)
Bj,
where Ai = e
−(ξTi−ξTi−1 )
d
= e−ξTi−Ti−1 and Bj = Yj. Remark that the proof of Lemma
4.4 remains valid even if the summation starts from j = 1. Hence the assumption
follows from Lemma 4.4. 2
4.2.2 Dependent component case
In this subsection, we generalize a model of [47] and study which class L(V∞) be-
longs to.
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Let 0 < p < 1. Suppose that (ξt, Lt)t≥0 is a bivariate compound Poisson process
with parameter λ > 0 and normalized Le´vy measure
νξ,L(dx, dy) = pδ0(dx)ρ0(dy) + (1− p)δ1(dx)ρ1(dy),
where ρ0 and ρ1 are probability measures on (0,∞) and [0,∞), respectively, such
that ∫
(1,∞)
log y dρ0(y) <∞ and
∫
(1,∞)
log y dρ1(y) <∞. (4.5)
For the bivariate compound Poisson process (ξ, L) we have the following represen-
tation (see [58] p.18):
(ξt, Lt) =
Nt∑
k=0
Sk =
(
Nt∑
k=0
S
(1)
k ,
Nt∑
k=0
S
(2)
k
)
,
where S
(1)
0 = S
(2)
0 = 0 and
{
Sk =
(
S
(1)
k , S
(2)
k
)}∞
k=1
is a sequence of i.i.d. random
variables with values in R2\{0}. It implies that the projections of the compound
Poisson process on R2 are also compound Poisson processes. Precisely in the given
model, since P (S
(1)
1 = 0) = p and P (S
(1)
1 = 1) = 1 − p, the marginal process ξ is
a Poisson process with parameter (1 − p)λ > 0. Note that S(1)k and S(2)k may be
dependent for any k ∈ N. In this case, ρi(B) is equal to P(S(2)k ∈ B|S(1)k = i) for
i = 0, 1 and B ∈ B1.
Example 4.14. In [47] the authors considered the bivariate compound Poisson pro-
cess with parameter u+ v + w, u, v, w ≥ 0 and normalized Le´vy measure
νξ,L(dx, dy) =
v
u+ v + w
δ0(dx)δ1(dy) +
u+ w
u+ v + w
δ1(dx)
(
u
u+ w
δ0(dy) +
w
u+ w
δ1(dy)
)
.
So, choosing p = v
u+v+w
, ρ0 = δ1 and ρ1 =
u
u+w
δ0+
w
u+w
δ1 in the above setting results
in the setting of [47].
In the following theorem, we give a sufficient condition for L(V∞), given by (4.1)
with (ξ, L) as described above, to be GGC.
Theorem 4.15. If the function
(1−p)Lρ1 (u)
1−pLρ0(u)
is HCM, then L(V∞) is GGC.
Proof. Convergence of the integral V∞ follows from Theorem 1.11 due to (4.5).
Define Tξ and M to be the first jump time of the Poisson process ξ and the number
of the jumps of the bivariate compound Poisson process (ξ, L) before Tξ, respectively.
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Due to the strong Markov property of the Le´vy process (ξ, L), we have∫
(0,∞)
e−ξs−dLs =
∫
(0,Tξ ]
e−ξs−dLs +
∫
(Tξ,∞]
e−ξs−dLs
= LTξ +
∫
(0,∞)
e−ξTξ+s−dLs+Tξ
= LTξ + e
−ξTξ
∫
(0,∞)
e−(ξTξ+s−−ξTξ )d((L(s+Tξ) − LTξ) + LTξ)
d
= LTξ + e
−1
∫
(0,∞)
e−ξ˜s−dL˜s,
where the process (ξ˜, L˜) is an independent, identically distributed copy of (ξ, L).
Therefore, we have
Lµ(u) = Lµ(e
−1u)Lρ(u), (4.6)
with µ = L(V∞) and ρ denoting the distribution of LTξ . Thus µ is e−1-decomposable
and it follows that
Lµ(u) =
∞∏
n=0
Lρ(e
−nu).
In the given setting, we have
LTξ =
(
M∑
k=0
S
(2)
k
)
+ S
(2)
M+1,
where M is geometrically distributed with parameter p, namely,
P(M = k) = (1− p)pk for any k ∈ N0.
Hence we obtain
Lρ(u) = E
[
exp(−uLTξ)
]
= E
[
E
[
exp
(
−u
(
M∑
k=0
S
(2)
k + S
(2)
M+1
)) ∣∣∣M]]
= E
[
(Lρ0(u))
MLρ1(u)
]
= (1− p)Lρ1(u)
∞∑
k=0
(pLρ0(u))
k
=
(1− p)Lρ1(u)
1− pLρ0(u)
.
The class of HCM functions is closed under scale transformation, multiplication and
pointwise limit. Therefore Lµ(u) is HCM if Lρ(u) is HCM and hence µ is GGC if ρ
is GGC by Proposition 4.1(a). As a result, µ is GGC if
(1−p)Lρ1 (u)
1−pLρ0 (u)
is HCM. 2
4.2. Exponential Integrals of Compound Poisson Processes 71
A distribution with Laplace transform of the form (1−p)
1−pLρ0(u)
is called a compound ge-
ometric distribution. It is compound Poisson, because every geometric distribution
is compound Poisson with Le´vy measure given by
Π({k}) = − 1
log(1− p)
1
k + 1
pk+1, k ∈ N
(see p. 147 in [61]). Since HCM functions are closed under multiplication the
following is an immediate consequence of Theorem 4.15.
Corollary 4.16. If ρ1 and the compound geometric distribution of ρ0 are GGCs,
then L(V∞) is a GGC.
In addition, we make the following observations.
Corollary 4.17. .
(a) For any constant c > 1, the distribution
µc = L
(∫
(0,∞)
c−ξs−dLs
)
(4.7)
is c−1-selfdecomposable. Thus in the non-degenerate case it is absolutely con-
tinuous or continuous singular ([64]) and Theorem 4.15 holds true also for µc
instead of µ.
(b) Let B(R+) be the Goldie-Steutel-Bondesson class, which is the smallest class
that contains all mixtures of exponential distributions and is closed under con-
volution and weak convergence.
If
(1−p)Lρ1 (u)
1−pLρ0 (u)
is the Laplace transform of a distribution in B(R+), then µc is in
B(R+). Moreover µc will be a c
−1-semi-selfdecomposable distribution.
About the definition and basic properties of semi-selfdecomposable distributions see
[58]. The proof of (a) is obvious. The proof of (b) follows from the characterization
of the class B(R+) in Chapter 9 of [12] and our proof of Theorem 4.15.
Remark that a distribution with Laplace transform (1−p)
1−pLρ0 (u)
is always infinitely
divisible since it is a compound Poisson distribution. Hence only ρ1 has influence
on that property of L(V∞) or µc as defined in (4.7), which yields the following
interesting conclusion of Theorem 4.15.
Corollary 4.18. If ρ1 is infinitely divisible, then µc is also infinitely divisible.
To finish this section we treat an example.
Example 4.19. Let ρ1 be a GGC, i.e. Lρ1(u) is HCM. Then if
1
1−pLρ0 (u)
is HCM,
µ is found to be GGC. For example, if ρ0 is an exponential random variable with
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density f(x) = be−bx, b > 0, then it fulfills (4.5) and 1
1−pLρ0 (u)
is HCM. To see this,
for u > 0, v > 0, write
1
1− pLρ0(uv)
1
1− pLρ0(u/v)
=
1 + u
b
(v + v−1) + u
2
b2
(1− p)2 + u
b
(v + v−1)(1− p) + u2
b2
=
1
1− p +
p+
(
1− 1
1−p
)
u2
b2
(1− p)2 + u
b
(v + v−1)(1− p) + u2
b2
.
This is nonnegative and completely monotone as a function of v + v−1.
4.3 Exponential Integrals of Independent Increment
Processes
We say that a process X = (Xt)t≥0 with Xt =
∑Mt
i=1Xi, t ≥ 0 is a compound sum
process, if the {Xi}i∈N are i.i.d. random variables, (Mt)t≥0 is a renewal (or counting)
process and they are independent. When (Mt)t≥0 is a Poisson process, X is nothing
but a compound Poisson process and is a Le´vy process. Unless (Mt)t≥0 is a Poisson
process, X is no Le´vy process. In this section we consider exponential integrals
of the form (4.1) in the case when either ξ or L is a compound sum process and
the other is an arbitrary Le´vy process and the both are independent. Although
(ξ, L) is not a Le´vy process, the exponential integral (4.1) can be defined and its
distribution can be infinitely divisible and/or GGC in many cases as we will show
in the following.
Case 1: The process ξ is a compound sum process
First we give a condition for the convergence of the exponential integral (4.1) in the
given setting when (ξ, L) is not a Le´vy process.
Proposition 4.20. Suppose that (ξt, Lt)t≥0 is a stochastic process where ξ and L
are independent, L is a Le´vy process and ξt =
∑Mt
i=1Xi is a compound sum process
with i.i.d. jump heights Xi, i = 1, 2, . . . and i.i.d. waiting times Wi. Then (4.1)
converges in probability to a finite random variable if
ξt →∞ a.s. and
∫
(1,∞)
(
log q
Aξ(log q)
)
P (|LW1| ∈ dq) <∞ (4.8)
for Aξ(x) =
∫
(0,x)
P (X1 > u)du.
Proof. As argued in the proof of Proposition 4.5, we can rewrite the exponential
integral as a perpetuity ∫
(0,∞)
e−ξt−dLt =
∞∑
j=0
(
j∏
i=1
Ai
)
Bj,
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where Ai = e
−Xi and Bj
d
= LWj . By Theorem 2.1 of [24] the above converges a.s. to
a finite random variable if and only if
∏n
i=1Ai → 0 a.s. and∫
(1,∞)
(
log q
A(log q)
)
P (|B1| ∈ dq) <∞
for A(x) =
∫
(0,x)
P (− logA1 > u)du. Using the given expressions for A1 and B1 in
our setting we observe that this is equivalent to (4.8). It remains to show that a.s.
convergence of the perpetuity implies convergence in probability of (4.1). Therefore
remark that ∫
(0,t]
e−ξs−dLs =
∫
(0,TMt ]
e−ξs−dLs + e
−ξTMt (Lt − LTMt )
where the first term converges to a finite random variable while the second converges
in probability to 0 since supt∈[TMt ,TMt+1)
|Lt − LMt | d= supt∈[0,W1) |Lt|. 2
Now we can extend Proposition 4.5 in this new setting as follows.
Proposition 4.21. Suppose (ξt, Lt)t≥0 is a stochastic process where ξ and L are
independent, ξt =
∑Mt
i=1Xi is a compound sum process with i.i.d. jump heights
Xi, i = 1, 2, . . . and i.i.d. waiting timesWi, i = 1, 2, . . . such that (4.8) is fulfilled and
L is a Le´vy process. Further, suppose that L(e−X1) ∈ H(R+) and L(Lτ ) ∈ T (R+)
for τ being a random variable with the same distribution as W1 and independent of
L. Then
L
(∫
(0,∞)
e−ξt−dLt
)
∈ T (R+).
Similarly, if L(e−X1) ∈ H˜(R), L(Lτ ) ∈ T (R) and L(Lτ ) is symmetric, then L(V∞) ∈
T (R).
In the following we give some examples fulfilling the assertions of Proposition 4.21.
Example 4.22 (L is non-random). For the case Lt = t, L(Lτ ) belongs to T (R+) if
and only if L(τ) does. Hence for all waiting times which are GGC and have finite
log-moment, a suitable choice of jump heights of ξ yields that L(V∞) ∈ T (R+).
Example 4.23 (L is a stable subordinator and L(W1) is GGC with finite log-mo-
ment). Consider L to be a stable subordinator having Laplace transform LL(u) =
exp{−uα} with 0 < α < 1. Then the Laplace transform of B := Lτ is given by
LB(u) = Lτ (u
α). This function is HCM if τ is GGC, since by Proposition 4.1(a),
Lτ is HCM and hence also its composition with x
α. Thus whenever L(τ) = L(W1) is
GGC, L(Lτ ) is GGC, too. Finally, we observe using [61, Proposition A.3.2] that in
our setting E log+ |τ | < ∞ is equivalent to E log+ |Lτ | < ∞ such that the assump-
tions of Proposition 4.21 are fulfilled if L(W1) is a GGC with finite log-moment.
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Example 4.24 (L is a standard Brownian motion and L(W1) is GGC with finite
log-moment). Given that L is a standard Brownian motion, L1 has characteristic
function EeizL1 = exp(−z2/2), which yields LB(u) = Lτ (u2/2). We can not see
L(B) ∈ T (R+) from this, and in fact L(B) is in T (R) but not in T (R+) [12, p.
117]). Again by [61, Proposition A.3.2] we obtain that E log+ |τ | <∞ is equivalent
to E log+ |Lτ | < ∞. Finally, due to the symmetric property of L, we can apply
Proposition 4.1(f) and conclude that L(V∞) ∈ T (R) for suitable jump heights of ξ.
Example 4.25 (L is a Le´vy subordinator and L(W1) is a half normal distribution).
The 1/2-stable subordinator L and the standard half normal random variable τ have
densities, respectively, given by,
fLt(x) =
t
2
√
π
x−3/2e−t
2/2x and fτ (x) =
√
2
π
e−x
2/2, x > 0.
These yield the density function of Lτ as
fLτ (x) =
∫
fLy(x)fτ (y)dy =
1
π
x−1/2
1 + x
.
Interestingly, this is an F distribution (see [58, p.46]) and since a random variable
with an F distribution is constricted to be the quotient of two independent gamma
random variables, we have that L(Lτ ) ∈ T (R+).
Case 2: The process Lt is a compound sum process
Again we start with a condition for the convergence of the exponential integral (4.1).
It can be shown similar to Proposition 4.20.
Proposition 4.26. Suppose (ξt, Lt)t≥0 is a stochastic process where ξ and L are
independent, ξ is a Le´vy process and Lt =
∑Mt
i=1 Yi is a compound sum process with
i.i.d. jump heights Yi, i = 1, 2, . . . and i.i.d. waiting times Ui, i = 1, 2, . . .. Then
(4.1) converges a.s. to a finite random variable if and only if
ξt →∞ a.s. and
∫
(1,∞)
(
log q
AL(log q)
)
P (|Y1| ∈ dq) <∞ (4.9)
for AL(x) =
∫
(0,x)
P (ξU1 > u)du.
In the same manner as before we can now extend Proposition 4.13 to the new setting
and obtain the following result.
Proposition 4.27. Let ξ and L be independent and assume Lt =
∑Mt
i=1 Yi to be a
compound renewal process with i.i.d. jump heights Yi, i = 1, 2, . . . and i.i.d. waiting
times Ui such that (4.9) holds. Suppose that L(Y1) ∈ T (R+) and L(e−ξτ ) ∈ H(R+)
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for a random variable τ having the same distribution as U1 and being independent
of ξ. Then
L
(∫
(0,∞)
e−ξt−dLt
)
∈ T (R+).
Furthermore, if L(e−ξτ ) ∈ H˜(R), L(Y1) ∈ T (R) and L(Y1) is symmetric, then
L(V∞) ∈ T (R).
We end up this chapter with a simple example fulfilling the assumptions in Propo-
sition 4.27.
Example 4.28 (L is a random walk and ξ is a standard Brownian motion with
drift). Suppose ξt = Bt + at is a standard Brownian motion with drift a > 0 and
U1 is degenerated at 1. Then L(e−ξτ ) = L(e−ae−B1) is a log-normal distribution and
hence in H(R+). So for all GGC jump heights L(Y1) with finite log-moment, the
exponential integral is GGC.
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Chapter 5:
Multivariate Generalized Ornstein-Uhlenbeck
Processes
According to Definition 1.9 for any Le´vy process (ηt)t≥0 the Ornstein-Uhlenbeck
type process driven by η with starting random variable V0 and parameter λ 6= 0 is
given via
Vt = e
−λt
(
V0 +
∫
(0,t]
eλsdηs
)
, t ≥ 0.
The associated stochastic differential equation (SDE) is dVt = −λVt−dt+ dηt, t ≥ 0.
Since for every h > 0 the Ornstein-Uhlenbeck type process fulfills the random re-
currence equation Vnh = e
−λhV(n−1)h + Zn,h, n ∈ N, with i.i.d. noise (Zn,h)n∈N such
that L(Z1,h) = L(
∫
(0,h]
e−λ(h−s)dηs), it can be seen as a natural generalization in
continuous time of an AR(1) time series. As already mentioned in Section 1.2, by
embedding the more general random sequence Ynh = An,hY(n−1)h + Bn,h, n ∈ N,
h > 0, with (An,h, Bn,h)n∈N i.i.d., A1,h > 0 a.s., into a continuous time setting, De
Haan and Karandikar [27] introduced the generalized Ornstein-Uhlenbeck process
Vt = e
−ξt
(
V0 +
∫
(0,t]
eξs−dηs
)
, t ≥ 0, (5.1)
driven by a bivariate Le´vy process (ξt, ηt)t≥0 with starting random variable V0. Pro-
vided that V0 is independent of (ξt, ηt)t≥0, they also showed that it is the unique
solution of the SDE dVt = Vt−dUt + dLt, t ≥ 0, where the bivariate Le´vy process
(Ut, Lt)t≥0 is given by (1.12).
In this chapter we extend the setting of De Haan and Karandikar [27] to random
matrices with real valued entries, i.e. we aim to construct a process
(Vt)t≥0, withVt = (V
(i,j)
t )0<i≤m
0<j≤n
∈ Rm×n
in continuous time which fulfills the random recurrence equation
Vt = As,tVs +Bs,t a.s., 0 ≤ s ≤ t, (5.2)
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for random functionals (As,t)0≤s≤t, (Bs,t)0≤s≤t such that As,t ∈ Rm×m and Bs,t ∈
Rm×n, the As,t are supposed to be non-singular and (A(n−1)h,nh, B(n−1)h,nh), n ∈ N,
are i.i.d. for all h > 0. Observe that the question of when a solution of (5.2) exists
can be treated seperately for each column of (Vt)t≥0. Thus, if not stated otherwise,
for simplicity we set n = 1 throughout this chapter, hence Vt and Bs,t are elements
in Rm.
A crucial point for the investigations in this chapter which is covered in Section 5.2
is the fact that the stochastic process At := A0,t in the autoregressive model above
has to be a multiplicative right Le´vy process in the general linear group GL(R, m)
of order m, i.e. a stochastic process, having ca`dla`g paths and stationary and inde-
pendent increments, which have to be multiplied from the left side, starting a.s. in
I, the identity matrix. As by an observation due to Skorokhod [59] every right Le´vy
process in GL(R, m) is a right stochastic exponential as defined in Definition 5.4 this
classifies all possible choices for the random functional (As,t)0≤s≤t and leads to the
general form of the processes (Vt)t≥0 described by the model (5.2) given in (5.20).
The resulting processes (Vt)t≥0, will be called multivariate generalized Ornstein-
Uhlenbeck processes (MGOU) and we show in Proposition 5.9 that they solve the
SDE dVt = dUtVt− + dLt for some R
m×m × Rm-valued Le´vy process (Ut, Lt) which
can be uniquely determined from (A0,t, B0,t)t≥0.
A new aspect compared to the one-dimensional GOU process is the possibility of
the existence of affine subspaces H of Rm which are invariant under the model (5.2)
in the sense that V0 ∈ H implies Vt ∈ H for all t ≥ 0. In Section 5.3.2 we give
necessary and sufficient conditions for the existence of an invariant affine subspace
of the model (5.2) and show that given the existence of a d-dimensional invariant
affine subspace H , after an appropriate orthogonal transformation of the underlying
space, the MGOU process with V0 ∈ H consists of an (m− d)-dimensional constant
process and an Rd-valued MGOU process. Subsequently in Section 5.3.3 strictly
stationary solutions of MGOU processes are treated. Under some extra conditions
on the limit behaviour of the stochastic exponential of U we give necessary and
sufficient conditions for their existence and determine their form in terms of U and
L. Finally, Section 5.4 contains the proofs for the results of Section 5.3.3 as well as
several auxiliary results about multivariate stochastic exponentials.
5.1 Setting
Following the lines of De Haan and Karandikar [27] observe that the condition of
(5.2) to hold for all 0 ≤ s ≤ t yields
Vt = As,tVs +Bs,t = As,tAu,sVu + As,tBu,s +Bs,t, 0 ≤ u ≤ s ≤ t.
Assuming that (As,t, Bs,t)0≤s≤t is unique now leads to Assumption 5.1(a) given below
while extending the i.i.d. property of (A(n−1)h,nh, B(n−1)h,nh), n ∈ N, for all h > 0
into the continuous time setting yields the requirements 5.1(b) and (c). Finally, it is
natural to impose that (A0,t)t≥0 and (B0,t)t≥0 are continuous in probability at 0 since
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this, together with 5.1(a),(b) and (c), implies the existence of ca`dla`g modifications
of the processes
(At)t≥0 := (A0,t)t≥0 and (Bt)t≥0 := (B0,t)t≥0
as will be shown later. This motivates Assumption 5.1(d) below.
Assumption 5.1. Suppose the GL(R, m)× Rm-valued random functional
(As,t, Bs,t)0≤s≤t satisfies the following four conditions.
(a) For all 0 ≤ u ≤ s ≤ t almost surely
Au,t = As,tAu,s and Bu,t = As,tBu,s +Bs,t. (5.3)
(b) For 0 ≤ a ≤ b ≤ c ≤ d the families of random matrices {(As,t, Bs,t), a ≤ s ≤
t ≤ b} and {(As,t, Bs,t), c ≤ s ≤ t ≤ d} are independent.
(c) For all 0 ≤ s ≤ t it holds
(As,t, Bs,t)
d
= (A0,t−s, B0,t−s). (5.4)
(d) It holds
P − lim
t↓0
A0,t = A0,0 = I and P − lim
t↓0
B0,t = B0,t = 0, (5.5)
where I denotes the identity matrix and 0 the vector (or matrix) only having
zero entries.
Remark that it follows directly from these assumptions, that any process (Vt)t≥0
satisfying (5.2) and with starting random variable V0 independent of (As,t, Bs,t)0≤s≤t
is a time-homogeneous Markov process. We will also see that Assumption 5.1 implies
that the process (At)t≥0 = (A0,t)t≥0 is a multiplicative Le´vy process in the general
linear group GL(R, m), m ≥ 1. Therefore, first remark that for a stochastic process
(Xt)t≥0 in GL(R, m) the group structure of GL(R, m) allows us to construct left
increments XtX
−1
s and right increments X
−1
s Xt for 0 ≤ s ≤ t < ∞. We say
that the process (Xt)t≥0 in GL(R, m) has independent left increments if for any
n ∈ N, 0 < t1 < . . . < tn, the random variables X0, Xt1X−10 , . . . , XtnX−1tn−1 are
independent. The process has stationary left increments if XtX
−1
s
d
= Xt−sX
−1
0 holds
for all s < t. Stationarity and independence of right increments is understood
analogously. Following the notations in the book of Liao [45] multiplicative Le´vy
processes in GL(R, m) can now be defined as follows.
Definition 5.2. A ca`dla`g process (Xt)t≥0 in GL(R, m), m ≥ 1, with X0 = I a.s.
is called a left Le´vy process, if it has independent and stationary right increments.
Similarly, a ca`dla`g process (Xt)t≥0 in GL(R, m), m ≥ 1, with X0 = I a.s. is called
a right Le´vy process, if it has independent and stationary left increments.
Given a filtration F = (Ft)t≥0, a left Le´vy process (Xt)t≥0 in GL(R, m) is called a
left F-Le´vy process, if it is adapted to F and for any s < t the increment X−1s Xt is
independent of Fs. A right F-Le´vy process is defined similarly.
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Now we can state the following Lemma.
Lemma 5.3. For any (As,t)0≤s≤t fulfilling Assumption 5.1 the process (At)t≥0 =
(A0,t)t≥0 has a ca`dla`g modification which is a right Le´vy process in GL(R, m). In
the following we will only refer to this version.
Conversely, if (At)t≥0 is a right Le´vy process in GL(R, m), then (As,t)0≤s≤t defined
by As,t = AtA
−1
s fulfills Assumption 5.1.
Proof. Since by Assumption 5.1(a) we have AtA
−1
s = As,t it follows directly from
Assumption 5.1(b) and (c), that (At)t≥0 is a stochastic process in GL(R, m) with
stationary and independent left (multiplicative) increments. It is everywhere con-
tinuous in probability from the right since by 5.1(a), (c) and (d)
P − lim
h↓0
At+h = P − lim
h↓0
At,t+hAt = At, t ≥ 0.
Similarly due to
P − lim
h↓0
At−h = P − lim
h↓0
AtA
−1
t−h,t = At · P − lim
h↓0
A−1h = At, t ≥ 0,
it is also continuous in probability from the left such that by [60, Theorem V.3] a
ca`dla`g modification exists which is a right Le´vy process in GL(R, m) as specified in
Definition 5.2.
The converse is true by the definition of right Le´vy processes. 2
The process (Bt)t≥0 = (B0,t)t≥0 is a stochastic process on R
m whose paths are due to
Bt+h = At+hA
−1
t Bt+Bt,t+h by Assumption 5.1(c) and (d) everywhere continuous in
probability from the right and similarly from the left. It admits a ca`dla`g modifica-
tion which can be shown by a simple extension of the proof in the one-dimensional
case given in [27, Lemma 2.1]. In the following we will only refer to this ca`dla`g
version of (Bt)t≥0.
For any matrix M ∈ Rm×n we write M⊥ for its transpose and let M (i,j) denote the
component in the ith row and jth column of M .
Since the matrix multiplication in general is non-commutative, we will use two
different integral operators for matrices. Namely, for a semimartingale M in Rm×n,
i.e. a matrix-valued stochastic process whose single components are semimartingales,
and a locally bounded predictable process H in Rl×m the Rl×n-valued stochastic
integral I =
∫
HdM is given by I(i,j) =
∑m
k=1
∫
H(i,k)dM (k,j) and in the same way
for M ∈ Rl×m, H ∈ Rm×n we define the Rl×n-valued integral J = ∫ dMH by
J (i,j) =
∑m
k=1
∫
H(k,i)dM (j,k).
Given two semimartingales M and N in Rl×m and Rm×n define the quadratic vari-
ation [M,N ] in Rl×n by its components via [M,N ](i,j) =
∑m
k=1[M
(i,k), N (k,j)]. Simi-
larly its continuous part [M,N ]c is given by ([M,N ]c)(i,j) =
∑m
k=1[M
(i,k), N (k,j)]c.
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With these notations, for two semimartingales M and N in Rm×m and two locally
bounded predictable processes G and H in Rm×m we have the following a.s. equali-
ties as stated e.g. in [37][∫
(0,·]
GsdMs,
∫
(0,·]
dNsHs
]
t
=
∫
(0,t]
Gsd[M,N ]sHs, t ≥ 0, (5.6)[
M,
∫
(0,·]
GsdNs
]
t
=
[∫
(0,·]
dMsGs, N
]
t
, t ≥ 0, (5.7)
and the integration by parts formula (1.8) takes the form
(MN)t =
∫
(0,t]
Ms−dNs +
∫
(0,t]
dMsNs− + [M,N ]t, t ≥ 0. (5.8)
5.2 The Multivariate Stochastic Exponential
The two integral operators defined above lead to two different options to define a
multivariate stochastic exponential. Hence we need the following generalization of
Definition 1.8. The SDE of the stochastic exponential has been studied on arbitrary
Lie groups by Estrade [20].
Definition 5.4. Let (Xt)t≥0 be a semimartingale in (R
m×m,+). Then its left
stochastic exponential
←
E (X)t is defined as the unique Rm×m-valued, adapted, ca`dla`g
solution of the SDE
Zt = I +
∫
(0,t]
Zs−dXs, t ≥ 0, (5.9)
while the unique adapted, ca`dla`g solution of the SDE
Zt = I +
∫
(0,t]
dXs Zs−, t ≥ 0, (5.10)
will be called right stochastic exponential and denoted by
→
E (X)t. In the case that
there is no need to distinguish between left and right exponentials, we simply write
E(X).
Remark that replacing Z and X by their transposes in (5.9) leads to the SDE (5.10)
and vice versa. Hence we have
←
E (X)⊥ =
→
E (X⊥). (5.11)
As has been observed by Karandikar [37] a necessary and sufficient condition for
non-singularity of the left stochastic exponential of an Rm×m-valued process X at
time t, is to claim that (I +∆Xs) is invertible for all 0 < s ≤ t. Due to the above
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stated relationship between left and right exponential this result holds true also for
right exponentials and hence any stochastic exponential is invertible for all t ≥ 0 if
and only if
det(I +∆Xt) 6= 0 for all t ≥ 0. (5.12)
The following one-to-one relation between multiplicative Le´vy processes and stochas-
tic exponentials of additive Le´vy processes is a key result for the investigations in
this chapter.
Proposition 5.5. Let (Zt)t≥0 be a left (resp. right) F-Le´vy process in (GL(R, m), ·)
for some filtration F satisfying the usual hypotheses. Then there exists an F-Le´vy
process (Xt)t≥0 in (R
m×m,+), i.e. a Le´vy process which is adapted to F and such
that for any s < t the increment Xt−Xs is independent of Fs, such that (5.12) holds
and Zt =
←
E (X)t (resp. Zt =
→
E (X)t). The process (Xt)t≥0 is the unique solution of
the SDE
Xt :=
∫
(0,t]
Z−1u−dZu, t ≥ 0, (5.13)
(resp. of Xt :=
∫
(0,t]
dZuZ
−1
u−, t ≥ 0).
Conversely, for every F-Le´vy process (Xt)t≥0 in (R
m×m,+) fulfilling (5.12), the ex-
ponential Zt =
←
E (X)t (resp. Zt =
→
E (X)t) is a left (resp. right) F-Le´vy process in
(GL(R, m), ·).
The fact that every left Le´vy process in (GL(R, m), ·) fulfills the SDE (5.9) for some
stochastic process (Xt)t≥0 with stationary and independent additive increments has
already been noted by Holevo [28] as a conclusion of results by Skorokhod [59]. Nev-
ertheless, a complete proof of Proposition 5.5 is given in Section 5.4.1.
The above proposition shows in particular, that the following definition is unam-
biguous.
Definition 5.6. Let (Zt)t≥0 be a left Le´vy process in (GL(R, m), ·). Then the Le´vy
process (Xt)t≥0 in (R
m×m,+) with Zt =
←
E (X)t will be called left stochastic logarithm
of Z and we write Xt =
←
Log (Zt). Conversely, if (Zt)t≥0 is a right Le´vy process in
(GL(R, m), ·) its right stochastic logarithm
→
Log (Zt) is the Le´vy process (Xt)t≥0 in
(Rm×m,+) with Zt =
→
E (X)t.
Since the inverse and the transpose of a left Le´vy process in GL(R, m) are right
Le´vy processes and vice versa, for any additive Le´vy process (Xt)t≥0 fulfilling (5.12)
the process ([
←
E (X)t]−1)t≥0 is a right Le´vy process and hence by the above theorem
it is the right stochastic exponential of another Le´vy process (Ut)t≥0. In fact, the
following holds ([37, Theorem 1]).
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Theorem 5.7. Let (Xt)t≥0 be a semimartingale such that (5.12) is fulfilled. Then
[
←
E (X)t]−1 = [
←
E (U⊥)t]⊥ =
→
E (U)t, t ≥ 0
with
Ut := −Xt + [X,X ]ct +
∑
0<s≤t
(
(I +∆Xs)
−1 − I +∆Xs
)
, t ≥ 0. (5.14)
Remark that it follows from (5.14) by standard calculations that the processes U
and X fulfill the relation
Ut = −Xt − [X,U ]t, t ≥ 0, (5.15)
and that if X is a Le´vy process, then so is U and vice versa.
5.3 Multivariate Generalized Ornstein-Uhlenbeck
Processes
In this section we will show that every process (Vt)t≥0 satisfying the random recur-
rence equation (5.2) with (As,t, Bs,t) fulfilling Assumption (5.1) is a solution of the
SDE
dVt = dUtVt− + dLt (5.16)
for a bivariate Le´vy process (Ut, Lt)t≥0 such that U fulfills (5.12) and vice versa. In
particular, the explicit formula of the solution in terms of U and L will be given.
Secondly, we will investigate degenerate MGOU processes which are carried by affine
subspaces of Rm and finally we treat strictly stationary solutions of the MGOU pro-
cess (Vt)t≥0 and present, under extra conditions on the limit behaviour of
←
E (U),
necessary and sufficient conditions for their existence.
Throughout this section the SDE (5.16) is understood with respect to the filtration
F = (Ft)t≥0, which we define to be the smallest filtration satisfying the usual hy-
potheses such that (Ut, Lt)t≥0 is adapted and such that V0 is F0 measurable. The
natural assumption of V0 being independent of (Ut, Lt)t≥0 ensures by Corollary 1 of
Theorem VI.11 in [55] that (Ut, Lt)t≥0 is a semimartingale with respect to F.
5.3.1 The Stochastic Differential Equation and its Solution
We start with a proposition showing one direction of the equivalence between the
recursion equality (5.2) and the SDE (5.16).
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Proposition 5.8. Suppose (As,t, Bs,t)0≤s≤t is a process satisfying Assumption 5.1
and (Vt)t≥0 with starting random variable V0 independent of (As,t, Bs,t)0≤s≤t is a
process which fulfills (5.2). Define (Ut, Lt)t≥0 in R
m×m × Rm by(
Ut
Lt
)
=
( →
LogAt
Bt −
∫
(0,t]
dAsA
−1
s−Bs−
)
, t ≥ 0. (5.17)
Then (Ut, Lt)t≥0 is a Le´vy process and (Vt)t≥0 is a solution of the SDE (5.16) with
respect to F.
Proof. Let H be the augmented natural filtration of (At, Bt)t≥0. Then by Lemma
5.3 it follows directly from Assumption 5.1 that (At)t≥0 is a right H-Le´vy process and
thus as argued in the proof of Proposition 5.5 it is semimartingale with respect to H.
Hence (Ut, Lt)t≥0 is well defined and by Proposition 5.5 (Ut)t≥0 fulfills dAt = dUtAt−.
Since Vt = AtV0 +Bt by (5.2) we obtain
dVt = dAtV0 + dBt = dUtAt−V0 + dBt
= dUt(At−V0 +Bt−) + dBt − dUtBt− = dUtVt− + dBt − dAtA−1t−Bt−
= dUtVt− + dLt.
It remains to show that (Ut, Lt)t≥0 given by (5.17) is a Le´vy process. By computa-
tions similar to those in the proof of [27, Theorem 2.2] one can show that(
Ut − Us
Lt − Ls
)
=
( ∫
(s,t]
dAs,uA
−1
s,u−
Bs,t −
∫
(s,t]
dAs,uA
−1
s,u−Bs,u−
)
, 0 ≤ s ≤ t. (5.18)
By Assumption 5.1(b) and (c) we observe that (As,s+u, Bs,s+u)u≥0
d
= (A0,u, B0,u)u≥0
are equal in law and thus we obtain from (5.18) that (U, L) has stationary and
independent increments. We also know that (U0, L0) = 0 a.s. and that the paths
of (U, L) are ca`dla`g since that held true for (At, Bt)t≥0. Hence (Ut, Lt)t≥0 is a Le´vy
process as had to be shown. 2
The following proposition establishes a choice of random functionals (As,t, Bs,t)0≤s≤t
fulfilling Assumption (5.1) and determines the corresponding process (Vt) which, by
the above proposition, also solves the SDE (5.16).
Proposition 5.9. Suppose (Xt, Yt)t≥0 to be a Le´vy process in (R
m×m×Rm,+) such
that (Xt)t≥0 fulfills (5.12). For 0 ≤ s ≤ t define(
As,t
Bs,t
)
:=
 ←E (X)−1t ←E (X)s←
E (X)−1t
∫
(s,t]
←
E (X)u−dYu
 . (5.19)
Then (As,t, Bs,t)0≤s≤t satisfies Assumption 5.1 and for any starting random variable
V0 independent of (Xt, Yt)t≥0 the process
Vt :=
←
E (X)−1t
(
V0 +
∫
(0,t]
←
E (X)s−dYs
)
(5.20)
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satisfies (5.2) and is the unique solution of the SDE (5.16) for the Le´vy process
(Ut, Lt)t≥0 in (R
m×m × Rm,+) with U as defined in (5.14) and L given by
Lt = Yt +
∑
0<s≤t
(
(I +∆Xs)
−1 − I)∆Ys − [X, Y ]ct , t ≥ 0. (5.21)
Proof. LetH be the augmented natural filtration of (Xt, Yt)t≥0, then (As,t, Bs,t)0≤s≤t
is well defined with respect to H and we know by Proposition 5.5 that the right
stochastic exponential
←
E (X)−1t is a right H-Le´vy process whose left increments are
given by As,t. Thus we have that for all 0 ≤ s ≤ u ≤ t almost surely As,t =
Au,tAs,u holds. Also it follows directly from the definitions of As,t and Bs,t that
Bs,t = Au,tBs,u +Bu,t a.s. such that Assumption 5.1(a) is fulfilled.
For the common process (As,t, Bs,t)0≤s≤t observe that for 0 ≤ s ≤ t we have(
As,t
Bs,t
)
=
 ←E (X)−1t ←E (X)s←
E (X)−1t
←
E (X)s
∫
(s,t]
←
E (X)−1s
←
E (X)u−dYu
 .
Since (At)t≥0 is a right H-Le´vy process the common increments (
←
E (X)−1t
←
E (X)s, Yt−
Ys)t≥s are independent of (Xu, Yu)0≤u≤s. Hence it follows that {(As,t, Bs,t), a ≤ s ≤
t ≤ b} and {(As,t, Bs,t), c ≤ s ≤ t ≤ d} with b ≤ c are independent. Similarly we
conclude that(
As,t
Bs,t
)
d
=
 ←E (X)−1t−s←E (X)0←
E (X)−1t−s
←
E (X)0
∫
(0,t−s]
←
E (X)−10
←
E (X)u−dYu
 = ( A0,t−s
B0,t−s
)
which yields Assumption 5.1(c).
The continuity in probability at 0 of At = A0,t is clear, while for Bt = B0,t it follows
from that of At and Yt and the continuity of the integral.
Now a simple calculation shows that (Vt)t≥0 as defined in (5.20) fulfills the random
recurrence equation (5.2) for all 0 < s ≤ t and hence by Proposition 5.8 it is
a solution of the SDE (5.16) for the bivariate Le´vy process (Ut, Lt)t≥0 defined in
(5.17). Thus for U we have
→
E (U)t = At =
←
E (X)−1t which yields (5.14) while for L
by the definition of At and Bt we obtain using the partial integration formula (5.8)
and (5.7)
Lt = Bt −
∫
(0,t]
dAsA
−1
s−Bs−
=
←
E (X)−1t
∫
(0,t]
←
E (X)s−dYs −
∫
(0,t]
d(
←
E (X)−1s )
∫
(0,s)
←
E (X)u−dYu
=
←
E (X)−1t
∫
(0,t]
←
E (X)s−dYs −
←
E (X)−1t
∫
(0,t]
←
E (X)s−dYs
+
∫
(0,t]
←
E (X)−1s−d
(∫
(0,s]
←
E (X)u−dYu
)
+
[
←
E (X)−1,
∫
(0,·]
←
E (X)u−dYu
]
t
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=
∫
(0,t]
←
E (X)−1s−
←
E (X)s−dYu +
[∫
(0,·]
d(
←
E (X)−1s )
←
E (X)s−, Y
]
t
= Yt +
[∫
(0,·]
dAsA
−1
s−, Y
]
t
= Yt + [U, Y ]t. (5.22)
By the definition of U in (5.14) we have
[U, Y ]t = −[X, Y ]t + [[X,X ]c, Y ]t +
[∑
0<s≤·
(
(I +∆Xs)
−1 − I +∆Xs
)
, Y
]
t
= −[X, Y ]ct +
∑
0<s≤t
(
(I +∆Xs)
−1 − I)∆Ys.
Together with (5.22) this gives (5.21) and we are done. 2
Propositions 5.8 and 5.9 together yield the following theorem.
Theorem 5.10. Suppose (As,t, Bs,t)0≤s≤t to be a process in GL(RR,m) × Rm sat-
isfying Assumption 5.1 and suppose (Vt)t≥0 fulfills (5.2). Then there exists a Le´vy
process (Xt, Yt, Ut, Lt)t≥0 in (R
m×m × Rm × Rm×m × Rm,+) defined by (5.17) and
(
Xt
Yt
)
=
( ←
Log [
→
E (U)t]−1
Lt + [
←
Log [
→
E (U)]−1, L]t
)
, t ≥ 0, (5.23)
such that (As,t, Bs,t) is given by (5.19). Further, provided that V0 is independent of
(As,t, Bs,t)0≤s≤t, the process (Vt)t≥0 is the unique solution of the SDE (5.16) with
respect to F.
Conversely let (Ut, Lt)t≥0 be a Le´vy process in (R
m×m × Rm,+) such that (Ut)t≥0
fulfills (5.12) and define (Xt, Yt)t≥0 by (5.23). Then (Xt, Yt, Ut, Lt)t≥0 is a Le´vy
process in (Rm×m×Rm×Rm×m×Rm,+) and the functional (As,t, Bs,t)0≤s≤t defined
by (5.19) satisfies Assumption 5.1. Furthermore, for any starting random variable
V0 independent of (U, L), the process (Vt)t≥0 which solves the SDE (5.16) is the only
ca`dla`g process fulfilling (5.2) and is given by (5.20).
Proof. Let (As,t, Bs,t)0≤s≤t be a process in R
m×m × Rm satisfying Assumption 5.1.
Then Proposition 5.8 provides the existence of (Ut, Lt)t≥0 and shows that (Vt)t≥0 is
a solution of the SDE (5.16). Hence we can define (Xt, Yt)t≥0 by (5.23). Since the
left logarithm is a Le´vy process by definition, we obtain that (Xt, Yt, Ut, Lt)t≥0 is a
Le´vy process. Observe that the given definition of (Xt)t≥0 is equivalent to (5.14)
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and that from the definition of (Yt)t≥0 we deduce
Yt = Lt + [X,L]t (5.24)
= Lt +
∑
0<s≤t
(∆Xs∆Ls) + [X,L]
c
t
= Lt −
∑
0<s≤t
(
(I +∆Xs)
−1 − I) (I +∆Xs)∆Ls + [X,L]ct
= Lt −
∑
0<s≤t
(
(I +∆Xs)
−1 − I)∆Ys + [X, Y ]ct , t ≥ 0,
which is equivalent to (5.21). Thus by Proposition 5.9, the process (V ′t )t≥0 defined
by
V ′t :=
←
E (X)−1t
(
V0 +
∫
(0,t]
←
E (X)s−dYs
)
solves the SDE (5.16), too. By the uniqueness of the solution we obtain (Vt)t≥0 =
(V ′t )t≥0. In particular, by setting V0 = 0 the validity of (5.2) together with (5.20)
yields Bt =
←
E (X)−1t
∫
(0,t]
←
E (X)s−dYs. On the other hand by (5.14) and (5.17) we
have At =
←
E (X)−1t and thus (5.19) holds.
For the converse remark that as argued above (Xt, Yt, Ut, Lt)t≥0 is a Le´vy process.
Hence by Proposition 5.9 the functional (As,t, Bs,t)0≤s≤t satisfies Assumption 5.1 and
the process (Vt)t≥0 defined by (5.20) solves the SDE (5.16) since (5.23) is equivalent
to (5.14) and (5.21). As the solution of the SDE (5.16) is unique, uniqueness of
(Vt)t≥0 is clear. 2
The results in this section motivate the following definition.
Definition 5.11. Let (Xt, Yt)t≥0 be a Le´vy process in (R
m×m × Rm,+) such that
(Xt)t≥0 fulfills (5.12) and let V0 be a random variable in R
m. Then the process (Vt)t≥0
in Rm as given in (5.20) will be called multivariate generalized Ornstein-Uhlenbeck
(MGOU) process driven by (Xt, Yt)t≥0.
Remark that even for m = 1 Definition 5.11 is generalizing Definition 1.9 since we
do not assume a priori that V0 is independent of (Xt, Yt)t≥0 and also the condition of
E(X)−1t to be strictly positive is dropped. Nevertheless in view of the results in this
thesis it seems natural to include these cases in the class of generalized Ornstein-
Uhlenbeck processes.
5.3.2 MGOU Processes Carried by Affine Subspaces
To classify degenerate cases of MGOU processes, we introduce the notation of ir-
reducibility which we mainly adopt from Bougerol and Picard [13] who studied
generalized autoregressive models in discrete time.
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Definition 5.12. Suppose (Xt, Yt)t≥0 is a Le´vy process in (R
m×m×Rm,+) such that
(Xt)t≥0 fulfills (5.12) and let (Vt)t≥0 be the MGOU driven by (Xt, Yt)t≥0 satisfying
the autoregressive model (5.2) with (As,t, Bs,t)0≤s≤t as defined in (5.19). An affine
subspace H of Rm, m ≥ 1, is called invariant under the model (5.2) if V0 ∈ H a.s.
implies Vt ∈ H a.s. for all t ≥ 0. If Rm is the only invariant affine subspace, the
model (5.2) is called irreducible.
Remark that the given definition of invariant subspaces is more restrictive than the
one in [13], since e.g. setting Yt = Bt = 0 and letting At be a rotation operator with
angle 2πt implies that in the discrete time model Vn = An−1,nVn−1 +Bn−1,n, n ∈ N,
every point is a zero-dimensional invariant affine subspace, while only the rotation
axis is invariant for all t ≥ 0.
Accordingly, irreducibility of the continuous time model does not directly imply that
for all h > 0 the discrete time model Vnh = A(n−1)h,nhV(n−1)h + B(n−1)h,nh, n ∈ N, is
irreducible in the sense of [13]. But we can show the following proposition whose
rather technical proof can be found at the end of Section 5.4.2.
Proposition 5.13. Suppose m ≤ 3 and that the autoregressive model (5.2) with
(As,t, Bs,t)0≤s≤t fulfilling Assumption 5.1 is irreducible. Then there exists h > 0 for
which the time-discrete autoregressive model
Vnh = A(n−1)h,nhV(n−1)h +B(n−1)h,nh, n ∈ N, (5.25)
is irreducible in the sense that there exists no affine subspace H of Rm, H 6= Rm
such that V0 ∈ H implies Vh ∈ H.
It is very likely that the above proposition holds for arbitrary dimensions. Neverthe-
less an extension of the proof to larger values of m seemed to go beyond the scope
of this work and thus was omitted.
The next theorem treats MGOU processes where the corresponding autoregressive
model admits a d-dimensional invariant affine subspace H . It turns out that in this
case we can split up the process carried by H in a constant part and an Rm−d-valued
MGOU process. For convenience we assume that H is parallel to the axes.
Theorem 5.14. Suppose (Vt)t≥0 is a MGOU process with starting random variable
V0, driven by the Le´vy process (Xt, Yt)t≥0 in (R
m×m × Rm,+) such that (Xt)t≥0
fulfills (5.12). Assume (Vt)t≥0 is satisfying the autoregressive model (5.2) with
(As,t, Bs,t)0≤s≤t as defined in (5.19).
(a) Assume that H = {(k1, . . . , kd, hd+1, . . . , hm)⊥, hd+1, . . . , hm ∈ R} with 0 < d ≤
m and constants k1, . . . , kd ∈ R is an invariant, affine subspace of Rm with
respect to the model (5.2). Then, given that V0 ∈ H a.s., it holds Vt =
(
K
Vt
)
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with K = (k1, . . . , kd)
⊥ and Vt ∈ Rm−d and further it holds for all t ≥ 0
Xt =
(
X1t 0
X2t X
3
t
)
a.s. where X1t ∈ Rd×d and (5.26)
Yt =
(
Y1t
Y2t
)
=
(
X1tK
Y2t
)
a.s. where Y1t ∈ Rd. (5.27)
The process (Vt)t≥0 is a MGOU process driven by the Le´vy process(
X3t ,Y
2
t − X2tK
)
t≥0
(5.28)
in (R(m−d)×(m−d) × Rm−d,+). Further, if (Vt)t≥0 solves the SDE (5.16) with
respect to F, then we have a.s. for t ≥ 0
Ut =
(
U1t 0
U2t U
3
t
)
and Lt =
(
L1t
L2t
)
with U1t ∈ Rd×d,L1t ∈ Rd, (5.29)
where L1 = −U1K a.s. and (Vt)t≥0 solves the SDE
dVt = dU
3
tVt− + d(L
2
t + U
2
tK), t ≥ 0, (5.30)
with respect to F.
(b) Conversely, if (5.26) and (5.27) hold for K = (k1, . . . , kd)
⊥ ∈ R constant,
then the affine subspace H = {(k1, . . . , kd, hd+1, . . . , hm)⊥, hd+1, . . . , hm ∈ R}
of Rm is invariant with respect to the model (5.2) and for any starting random
variable V0 ∈ H the MGOU process defined by (5.20) can be written as Vt =(
K
Vt
)
a.s. where (Vt)t≥0 is a MGOU process driven by the Le´vy process (5.28).
If in the setting of Theorem 5.14 the invariant affine subspace H is not parallel to the
axes, then there exists an orthogonal transformation matrix O, such that OH ful-
fills the assumptions in Theorem 5.14 for the transformed MGOU process V ′ = OV .
The process (V ′t )t≥0 fulfills the random recurrence equation V
′
t = A
′
s,tV
′
s + B
′
s,t for
0 ≤ s ≤ t where A′s,t = OAs,tO−1 and B′s,t = OBs,t and hence is a MGOU process
driven by (OXtO
−1, OYt)t≥0. Thus the study of arbitrary invariant affine subspaces
reduces to the case treated in Theorem 5.14.
This observation and Theorem 5.14 together imply the following characterization of
irreducibility of the model (5.2).
Corollary 5.15. Suppose (Xt, Yt)t≥0 in (R
m×m × Rm,+) is a Le´vy process such
that (Xt)t≥0 fulfills (5.12). Then the autoregressive model (5.2) with (As,t, Bs,t)0≤s≤t
as defined in (5.19) is irreducible if and only if there exists no pair (O,K) of an
orthogonal transformation O ∈ Rm×m and a constant K = (k1, . . . , kd)⊥ ∈ Rd, 1 ≤
d ≤ m, such that a.s.
OXtO
−1 =
(
X1t 0
X2t X
3
t
)
and OYt =
(
X1tK
Y2t
)
where X1t ∈ Rd×d, t ≥ 0.
(5.31)
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Proof of Theorem 5.14. (a) We start by verifying (5.26) and (5.27). Since H
is an invariant affine subspace we deduce from (5.2) that for any t ≥ 0 and all
hd+1, . . . , hm ∈ R the equation
At(k1, . . . , kd, hd+1, . . . , hm)
⊥ +Bt = (k1, . . . , kd, gd+1, . . . , gm)
⊥ a.s.
has to admit a solution gd+1, . . . , gm ∈ R. This is equivalent to
d∑
j=1
kjA
(i,j)
t +
m∑
j=d+1
hjA
(i,j)
t + bi = ki, ∀i = 1, . . . , d
d∑
j=1
kjA
(i,j)
t +
m∑
j=d+1
hjA
(i,j)
t + bi = gi, ∀i = d+ 1, . . . , m.
Thus we can conclude that A
(i,j)
t = 0 holds a.s. for i ≤ d, j > d. Observe by simple
algebraic calculations that if two matrices M and N in Rm×m have a d × (m − d)
block of zero entries in the upper right corner, then so do M−1 and MN . More
detailed we have for
M =
(
M1 0
M2 M3
)
∈ GL(R, m) and N =
(
N1 0
N2 N3
)
∈ Rm×m, M1,N1 ∈ Rd×d
that M1 and M3 are non-singular and it holds
M−1 =
(
M−11 0
−M−13 M2M−11 M−13
)
and MN =
(
M1N1 0
M2N1 +M3N2 M3N2
)
.
Now recall that At =
←
E (X)−1t and thus we know that
←
E (X)t and
←
E (X)−1t a.s. admit
a d× (m− d) zero block for all t ≥ 0. Hence it follows from (5.13) that also Xt a.s.
has such a zero block which is (5.26). Thus we deduce from (5.9) that
←
E (X)t :=
(
E1t 0
E2t E
3
t
)
=
(
I +
∫ t
0
E1s−dX
1
s 0∫ t
0
E2s−dX
1
s +
∫ t
0
E3s−dX
2
s I +
∫ t
0
E3s−dX
3
s
)
, t ≥ 0, (5.32)
and observe in particular that E1t =
←
E (X1)t and E3t =
←
E (X3)t hold for t ≥ 0. Inserting
the previous results in (5.20) yields for all t ≥ 0 a.s.
Vt =
(
K
Vt
)
=
(
(E1t )
−1 0
−(E3t )−1E2t (E1t )−1 (E3t )−1
)[(
K
V0
)
+
∫
(0,t]
(
E1s− 0
E2s− E
3
s−
)
d
(
Y1s
Y2s
)]
=
(
(E1t )
−1K
−(E3t )−1E2t (E1t )−1K + (E3t )−1V0
)
(5.33)
+
(
(E1t )
−1
∫ t
0
E1s−dY
1
s
−(E3t )−1E2t (E1t )−1
∫ t
0
E1s−dY
1
s + (E
3
t )
−1[
∫ t
0
E3s−dY
2
s +
∫ t
0
E2s−dY
1
s]
)
.
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The first line of (5.33) is equivalent to
K +
∫
(0,t]
←
E (X1)s−dY1s =
←
E (X1)tK = K +
∫
(0,t]
←
E (X1)s−dX1sK a.s., t ≥ 0,
from where we deduce (5.27). From the second line of (5.33) we derive under use of
(5.27), (5.9) and (5.32)
Vt −
←
E (X3)−1t V0
=
←
E (X3)−1t
(∫
(0,t]
E3s−dY
2
s +
∫
(0,t]
E2s−dX
1
sK − E2t (E1t )−1
(
I +
∫
(0,t]
E1s−dX
1
s
)
K
)
=
←
E (X3)−1t
(∫
(0,t]
E3s−dY
2
s +
∫
(0,t]
E2s−dX
1
sK − E2t
←
E (X1)−1t
←
E (X1)tK
)
=
←
E (X3)−1t
(∫
(0,t]
E3s−dY
2
s +
∫
(0,t]
E2s−dX
1
sK −
(∫
0,t]
E2s−dX
1
s +
∫
(0,t]
E3s−dX
2
s
)
K
)
=
←
E (X3)−1t
∫
(0,t]
←
E (X3)s−d(Y2s − X2sK) a.s., t ≥ 0,
such that (5.28) is shown.
Finally let (Ut, Lt)t≥0 be the Le´vy process defined in (5.14) and (5.21) and assume
that (Vt)t≥0 solves the SDE (5.16) with respect to F. Observe that by the same
argumentation as for X or alternatively by (5.14) we deduce that for all t ≥ 0 it
holds U
(i,j)
t = 0 a.s. for i ≤ d, j > d. By inserting U and L as given in (5.29) in the
SDE (5.16) we obtain L1 = −U1K in the first and (5.30) in the second component.
This completes the proof.
(b) Inserting (5.26) and (5.27) in (5.20) directly gives the assumption by calculations
similar as under (a). 2
5.3.3 Stationary Solutions of MGOU Processes
In the following we investigate conditions for the existence of stationary solutions
of multivariate generalized Ornstein-Uhlenbeck processes. To maintain the flow we
will defer the proofs of the results in this section to Section 5.4.2.
Given some extra information on the limit behaviour of
←
E (U) and
←
E (X) our first
theorem provides necessary and sufficient conditions for the existence of stationary
solutions of MGOU processes.
Theorem 5.16. Suppose (Vt)t≥0 is a MGOU process driven by the Le´vy process
(Xt, Yt)t≥0 in (R
m×m × Rm,+) where (Xt)t≥0 fulfills (5.12). Let (Ut, Lt)t≥0 be the
Le´vy process defined in (5.14) and (5.21).
(a) Suppose limt→∞
←
E (U)t = 0 in probability. Then a finite random variable V0
can be chosen such that (Vt)t≥0 is strictly stationary if and only if the integral
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∫
(0,t]
←
E (U)s−dLs converges in distribution for t → ∞ to a finite random vari-
able. In this case, the distribution of the strictly stationary process (Vt)t≥0 is
uniquely determined and is obtained by choosing V0 independent of (Xt, Yt)t≥0
as the distributional limit of
∫
(0,t]
←
E (U)s−dLs as t→∞.
(b) Suppose limt→∞
←
E (X)t = 0 in probability. Then a finite random variable V0
can be chosen such that (Vt)t≥0 is strictly stationary if and only if the integral∫
(0,t]
←
E (X)s−dYs converges in probability to a finite random variable as t→∞.
In this case the strictly stationary solution is unique and given by
Vt = −
←
E (X)−1t
∫
(t,∞)
←
E (X)s−dYs a.s. for all t ≥ 0.
By adding the assumption of irreducibility of the underlying model the above theo-
rem can be sharpened as follows.
Theorem 5.17. Suppose (Xt, Yt)t≥0 in (R
m×m×Rm,+) with m ≤ 3 is a Le´vy process
where (Xt)t≥0 fulfills (5.12) and such that the corresponding autoregressive model
(5.2) with (As,t, Bs,t)0≤s≤t as defined in (5.19) is irreducible. If m > 3 assume that
there exists h > 0 for which the model Vnh = A(n−1)h,nhV(n−1)h + B(n−1)h,nh, n ∈ N,
is irreducible in the sense that there exists no affine subspace H ( Rm such that
V0 ∈ H implies Vh ∈ H a.s. Let (Vt)t≥0 be the MGOU process driven by (Xt, Yt)t≥0
and let (Ut, Lt)t≥0 be the Le´vy process defined in (5.14) and (5.21).
(a) A finite random variable V0, independent of (Xt, Yt)t≥0, can be chosen such
that (Vt)t≥0 is strictly stationary if and only if limt→∞
←
E (U)t = 0 in probability
and the integral
∫
(0,t]
←
E (U)s−dLs converges in distribution for t→∞ to a finite
random variable.
(b) A finite random variable V0 can be chosen such that (Vt)t≥0 is strictly stationary
and strictly non-causal in the sense that Vt is independent of (Xs, Ys)0≤s<t
for t ≥ 0 if and only if limt→∞
←
E (X)t = 0 in probability and the integral∫
(0,t]
←
E (X)s−dYs converges in probability as t→∞.
In the case that the underlying model is not irreducible, P − limt→∞
←
E (U)t = 0 is
not necessary for the existence of a causal strictly stationary solution as shown in
the following corollary of Theorems 5.14 and 5.16.
Corollary 5.18. Suppose (Xt, Yt)t≥0 is a Le´vy process in (R
m×m×Rm,+) such that
(Xt)t≥0 fulfills (5.12) and let (Vt)t≥0 be the MGOU driven by (Xt, Yt)t≥0 satisfying
the autoregressive model (5.2) with (As,t, Bs,t)0≤s≤t as defined in (5.19). Choose an
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orthogonal transformation O ∈ Rm×m such that (5.31) holds for K = (k1, . . . , kd)⊥,
0 ≤ d ≤ m. Define (Ut, Lt)t≥0 via (5.14) and (5.21), then we have
OUtO
−1 =
(
U1t 0
U2t U
3
t
)
and OLt =
(−U1tK
L2t
)
with U1t ∈ Rd×d (5.34)
and we obtain sufficient conditions for the existence of causal or strictly non-causal
strictly stationary solutions as follows.
(a) A finite random variable V0 can be chosen such that (Vt)t≥0 is strictly sta-
tionary and causal if P − limt→∞
←
E (U3)t = 0 and
∫
(0,t]
←
E (U3)s−d(L2s + U2sK)
converges in distribution to a finite random variable as t → ∞. A strictly
stationary solution can be obtained by choosing V0 independent of (Xt, Yt)t≥0
as the distributional limit as t→∞ of
O−1
(
K∫
(0,t]
←
E (U3)s−d(L2s + U2sK)
)
.
(b) A finite random variable V0 can be chosen such that (Vt)t≥0 is strictly stationary
and strictly non-causal if P−limt→∞
←
E (X3)t = 0 and
∫
(0,t]
←
E (X3)s−d(Y2s−X2sK)
converges in probability to a finite random variable as t → ∞. A strictly
stationary solution is given by
Vt = O
−1
(
K
−
←
E (X3)−1t
∫
(t,∞)
←
E (X3)s−d(Y2s − X2sK)
)
a.s. for all t ≥ 0.
Remark 5.19. The results in Section 5.3 remain valid if we treat a MGOU process
(Vt)t≥0 with Vt ∈ Rm×n and drop the condition of n = 1. As the value of n has no
influence on the proofs, apart from Theorem 5.14, we can simply replace the vector
valued processes (Yt)t≥0 and (Lt)t≥0 by R
m×n-valued processes. Theorem 5.14 may
be applied column-by-column or, alternatively, it is possible to interpret the MGOU
process (Vt)t≥0 in R
m×n driven by (Xt, Yt)t≥0, Xt ∈ Rm×m, Yt = (Y 1t , . . . , Y nt ) ∈
Rm×n as an MGOU process in Rmn driven by the Le´vy process
Xt 0. . .
0 Xt
 ,
Y
1
t
...
Y nt


t≥0
in Rmn×mn × Rmn.
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5.4 Auxiliary Results and Proofs
5.4.1 Properties of the Stochastic Exponential
We start this section by proving the one-to-one relationship between the stochastic
exponential and multiplicative Le´vy processes stated in Proposition 5.5.
Proof of Proposition 5.5. Due to similarity only the relation between left Le´vy
processes and left stochastic exponentials will be shown.
Since it seems more constructive to us, we start with the second part of the propo-
sition, so first suppose (Xt)t≥0 to be an additive Le´vy process with respect to F and
define Zt =
←
E (X)t by (5.9). Then Zt, t ≥ 0, is non-singular. Hence we can deduce
for the right-increment Zs,t, 0 ≤ s ≤ t of Z
Zs,t := Z
−1
s Zt =
(
I +
∫
(0,s]
Zu−dXu
)−1(
I +
∫
(0,s]
Zu−dXu +
∫
(s,t]
Zu−dXu
)
= I +
(
I +
∫
(0,s]
Zu−dXu
)−1 ∫
(s,t]
Zu−dXu
= I + Z−1s
∫
(0,t−s]
Zs+u−dXs+u
= I +
∫
(0,t−s]
Zs,s+u−dXs+u.
This integral equation yields that (Zs,s+r)r≥0 =
←
E (Xs+· −Xs)r≥0 and hence by the
stationarity of the increments of X we see directly that for all 0 ≤ s ≤ t it holds
Zs,t
d
= Z0,t−s such that the right increments of Z are shown to be stationary. On the
other hand for s ≥ 0 it follows from the Markov property of X that (Zs,s+r)r≥0 =
←
E (Xs+· − Xs)r≥0 is independent of Fs. Hence for any 0 ≤ s < t ≤ u < v the
increments Zs,t and Zu,v are independent and by an inductive argumentation this
yields that Z has independent right increments. Finally, remark that the integration
preserves the ca`dla`g-paths such that with X also the paths of Z are ca`dla`g and hence
Z is shown to be a left F-Le´vy process.
Conversely, suppose (Zt)t≥0 to be a left F-Le´vy process in (GL(R, m), ·). Since
every multiplicative Le´vy process admits an Itoˆ decomposition, i.e. an integral
representation, as shown in [28], it is a semimartingale with respect to its augmented
natural filtration and we can define (Xt)t≥0 by (5.13). Then it holds for all 0 ≤ s < t
Xt −Xs =
∫
(s,t]
Z−1u−dZu =
∫
(0,t−s]
Z−1(s+u)−dZs+u
=
∫
(0,t−s]
Z−1(s+u)−Zsd(Z
−1
s Zs+u)
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=
∫
(0,t−s]
(Z−1s Z(s+u)−)
−1d(Z−1s Zs+u) (5.35)
d
=
∫
(0,t−s]
Z−1u−dZu
where the last equality follows from the fact that the processes (Z−1s Zs+u)u≥0 and
(Zu)u≥0 are equal in distribution (see e.g. [45, Proposition 1.1]). Thus we have that
Xt −Xs d= Xt−s for all 0 ≤ s < t and hence X has stationary additive increments.
Additionally, since Z is a multiplicative Le´vy process, for 0 ≤ s < t ≤ u < v the
increment Xv −Xu is independent of Fu and hence of Xt −Xs as can be seen from
(5.35). Again, an inductive argument yields the property of independent increments
for X . As integration preserves the ca`dla`g paths, X is shown to be an additive Le´vy
process with respect to F. Observe that (5.13) is equivalent to dXt = Z
−1
t− dZt with
X0 = 0 and hence to (5.9). Thus it holds
←
E (X)t = Zt, the exponential Zt is an
F-semimartingale and since Zt is non-singular for all t ≥ 0 Equation (5.12) holds.
2
Next we introduce an approximation of the stochastic exponential which will be a
useful tool throughout this section. Namely, the following result is due to Emery [17].
Lemma 5.20. Let σ = (t0 = 0, t1, . . . , tj, . . .) with tj → ∞ and |σ| := supj∈N |tj −
tj−1| < ∞ be a subdivision of the positive real line. Let X be a Le´vy process. Then
the processes
←
E (X)σ given by
←
E (X)σ0 = I and
←
E (X)σt = (I +Xt1)(I +Xt2 −Xt1) · · · (I +Xtj −Xtj−1)(I +Xt −Xtj ) (5.36)
for tj < t ≤ tj+1 converge to
←
E (X) uniformly on compacts in probability when |σ|
tends to 0. Similarly, by (5.11) it follows that the approximating processes
→
E (X)σ0 =
I and for tj < t ≤ tj+1
→
E (X)σt = (I +Xt −Xtj )(I +Xtj −Xtj−1) · · · (I +Xt2 −Xt1)(I +Xt1) (5.37)
converge to
→
E (X) uniformly on compacts in probability when |σ| tends to 0.
Now we can easily show the following.
Lemma 5.21. Let (Xt)t≥0 be a Le´vy process in (R
m×m,+). Then for any t ≥ 0
fixed we have that
←
E (X)t d=
→
E (X)t.
In particular this implies
P − lim
t→∞
←
E (X)t = 0 ⇔ P − lim
t→∞
→
E (X)t = 0. (5.38)
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Proof. Fix t > 0 and for n ∈ N let σ = (0, t/n, 2t/n, . . .) be a subdivision of
the positive real line. Then the approximations of the left and right stochastic
exponential as defined in (5.36) and (5.37) are given by
←
E (X)σt = (I +Xt/n)(I +X2t/n −Xt/n) · · ·
· · · (I +X(n−1)t/n −X(n−2)t/n)(I +Xt −X(n−1)t/n) and
→
E (X)σt = (I +Xt −X(n−1)t/n)(I +X(n−1)t/n −X(n−2)t/n) · · ·
· · · (I +X2t/n −Xt/n)(I +Xt/n).
Since X is a Le´vy process it has stationary and independent increments, such that
←
E (X)σt d=
→
E (X)σt . Letting n tend to infinity yields the assumption by Lemma 5.20.
2
Apart from transposition and inversion, another connection between left and right
Le´vy processes on GL(R, m) is given via time reversal. Recall that for a fixed time
t > 0, the time reversal of an additive Le´vy process (Xs)0≤s≤t is defined by
X˜s :=

0, s = 0
X(t−s)− −Xt−, 0 < s < t
−Xt−, s = t,
(5.39)
and it has the same law as the process −X with respect to its natural filtration.
Then we can observe the following.
Lemma 5.22. Let t > 0 be fixed and suppose (Xs)s≥0 is a Le´vy process in (R
m×m,+)
which fulfills (5.12). Then it holds
→
E (X)t
→
E (X)−1(t−s)− =
←
E (−X˜)s a.s. for all 0 ≤ s ≤ t, (5.40)
while
→
E (X)−1(t+s)−
→
E (X)t =
→
E (Xt+· −Xt)s− a.s. for all s > 0. (5.41)
Proof. Due to similarity we only prove (5.40). For notational simplicity assume
t = 1. Let σ = (s0 = 0, s1 = 1/n, s2 = 2/n, . . .), n ∈ N, be a partition of the positive
real line. Then for any i = 0, . . . , n we have a.s. by (5.36)
←
E (−X˜)σ1−si = (I − X˜s1) · · · (I − X˜sn−i + X˜sn−i−1)
= (I − X˜s1−) · · · (I − X˜sn−i− + X˜sn−i−1−)
= (I +Xsn −Xsn−1) · · · (I +Xsi+1 −Xsi)
= (I +Xsn −Xsn−1) · · · (I +Xsi+1 −Xsi)
(I +Xsi −Xsi−1) · · · (I +Xs1)(I +Xs1)−1 · · · (I +Xsi −Xsi−1)−1
=
→
E (X)σ1 (
→
E (X)σsi)−1
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where we have used the fact that at fixed time si the process X and thus X˜ a.s. does
not jump. Hence we have established that
←
E (−X˜)σ1−s =
→
E (X)σ1(
→
E (X)σs )−1 holds for
all s ∈ {0, 1/n, 2/n, . . .}. Setting |σ| = 2k and taking the limit for k → ∞ gives us
←
E (−X˜)1−s =
→
E (X)1(
→
E (X)s−)−1 a.s. for all s ∈ Q ∩ [0, 1]. Finally the fact that left
and right exponential as multiplicative Le´vy processes have ca`dla`g paths yields the
assumption. 2
5.4.2 Proofs
Proofs for Section 5.3.3
The next is a proposition which will be needed to prove Theorem 5.16. It generalizes
Proposition 2.3 in [46] and its extension in Lemma 2.5 to a multivariate setting.
Remark the switch of direction of the exponential in the distributional equality
which results from a time change.
Proposition 5.23. Suppose (Xt, Yt)t≥0 is a Le´vy process in (R
m×m × Rm,+) such
that (Xt)t≥0 fulfills (5.12) and define the process (Ut, Lt)t≥0 by (5.14) and (5.21).
Then it holds
→
E (U)t
∫
(0,t]
→
E (U)−1s−dYs d=
∫
(0,t]
←
E (U)s−dYs +
[←
E (U), Y
]
t
a.s.
=
∫
(0,t]
←
E (U)s−dLs (5.42)
and analogously
→
E (X)t
∫
(0,t]
→
E (X)−1s−dLs d=
∫
(0,t]
←
E (X)s−dLs +
[←
E (X), L
]
t
a.s.
=
∫
(0,t]
←
E (X)s−dYs.
(5.43)
Proof. The almost sure equalities in (5.42) and (5.43) follow directly from (5.22) and
(5.24), respectively, under use of (5.6) and (5.9), while the distributional equalities
can be shown following the proof of [55, Theorem VI.22]. Due to similarity we
restrict on showing (5.42). Fix t > 0 and define for 0 ≤ s ≤ t
Uˆs := Ut − U(t−s)− and Yˆs := Yt − Y(t−s)−.
For n ∈ N let σ = (0, t/n, 2t/n, . . .) be a partition of the positive real line, set
Hs :=
←
E (Uˆ)s and Gs := Yˆs
and define the additional random variables
Aσ :=
n−1∑
i=0
Ht(i+1)/n(Gt(i+1)/n −Gti/n)
=
n−1∑
i=0
Hti/n(Gt(i+1)/n −Gti/n) +
n−1∑
i=0
(Ht(i+1)/n −Hti/n)(Gt(i+1)/n −Gti/n)
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Bσ := −
n−1∑
i=0
Ht(i+1)/n−(Gt(i+1)/n− −Gti/n−),
where we setG0− := 0. Since integral and quadratic variation are defined component-
by-component, letting |σ| tend to zero, we obtain by [55, Theorems II.21 and II.23]
Aσ
P−→
∫
(0,t]
Hs−dGs + [H,G]t =
∫
(0,t]
←
E (Uˆ)s−dYˆs + [
←
E (Uˆ), Yˆ ]t
d
=
∫
(0,t]
←
E (U)s−dYs + [
←
E (U), Y ]t
where the last equality follows from the fact that (Uˆs, Yˆs)0≤s≤t
d
= (Us, Ys)0≤s≤t which
yields (
←
E (Uˆ)s, Yˆs)0≤s≤t d= (
←
E (U)s, Ys)0≤s≤t. On the other hand remark that by def-
inition Gt(i+1)/n− − Gti/n− = Yt(n−i)/n − Yt(n−i−1)/n and since by (5.40) we have for
0 ≤ s ≤ t that Hs− =
←
E (−U˜)s− =
→
E (U)t
→
E (U)−1t−s, it holds
Bσ = −
n−1∑
i=0
→
E (U)t
→
E (U)−1t(n−i−1)/n(Yt(n−i)/n − Yt(n−i−1)/n)
= −
→
E (U)t
n∑
i=1
→
E (U)−1t(i−1)/n(Yt(i/n) − Yt(i−1)/n)
P→ −
→
E (U)t
∫
(0,t]
→
E (U)−1s−dYs, |σ| → 0.
A combination of Aσ and Bσ gives
Aσ +Bσ
=
n−1∑
i=0
Ht(i+1)/n(∆Gt(i+1)/n −∆Gti/n) +
n−1∑
i=0
∆Ht(i+1)/n(Gt(i+1)/n− −Gti/n−)
= 0 a.s.
since at fixed times G and H a.s. do not jump. Hence the limits of Aσ and Bσ add
to zero which gives the assumption. 2
With the above proposition at hand we can now prove the conditions for strict sta-
tionarity of MGOU processes stated in Theorem 5.16.
Proof of Theorem 5.16. Assume that limt→∞
←
E (U)t = 0 in probability and sup-
pose that (Vt)t≥0 is strictly stationary. Then by (5.38) we have that limt→∞
→
E (U)t =
0 in probability and obtain
V0 = d- lim
t→∞
Vt = d- lim
t→∞
(
→
E (U)tV0 +
→
E (U)t
∫
(0,t]
→
E (U)−1s−dYs
)
.
5.4. Auxiliary Results and Proofs 99
Thus by (5.42) we conclude that
∫
(0,t]
←
E (U)s−dLs d=
→
E (U)t
∫
(0,t]
→
E (U)−1s−dYs tends to
V0 in distribution as stated in (a).
Conversely, assume that limt→∞
→
E (U)t = 0 in probability and
∫
(0,∞)
←
E (U)s−dLs
converges in distribution and set V0 independent of (Ut, Lt)t≥0 such that L(V0) =
L(∫
(0,∞)
←
E (U)s−dLs). Then by (5.42), letting t tend to infinity, Vt converges in dis-
tribution to V0. Since (Vt)t≥0 satisfies (5.2) with (At,t+h, Bt,t+h) independent of Vt
this yields for all h > 0
V0 = d- lim
t→∞
Vt+h = d- lim
t→∞
At,t+hVt +Bt,t+h
d
= A0,hV0 +B0,h = Vh
such that (Vt)t≥0 is strictly stationary, since it is a time homogeneous Markov pro-
cess.
For (b) suppose that limt→∞
←
E (X)t = 0 in probability and that (Vt)t≥0 is strictly
stationary. Then we have that
←
E (X)tVt = V0+
∫
(0,t]
←
E (X)s−dYs → 0 in probability as
t tends to infinity. Hence V0 = P- limt→∞(−
∫
(0,t]
←
E (X)s−dYs) showing one direction
of (b).
Conversely, setting V0 = −
∫
(0,∞)
←
E (X)s−dYs yields directly that
Vt = −
←
E (X)−1t
∫
(t,∞)
←
E (X)s−dYs = −
∫
(t,∞)
→
E (U)t
→
E (U)−1s−dYs
and hence by applying the inverse of (5.41) we observe that for any t ≥ 0 it holds
Vt = −
∫
(0,∞)
→
E (Ut+· − Ut)−1s−d(Yt+s − Yt) d= −
∫
[0,∞)
→
E (U)−1s−dYs = V0.
Thus for any t ≥ 0, n ∈ N and 0 ≤ h1 ≤ . . . ≤ hn we obtain from (5.2) with
(A−1t,t+h, A
−1
t,t+hBt,t+h) independent of Vt+h that
(Vt, Vt+h1 , . . . , Vt+hn)
= (A−1t,t+hn(Vt+hn − Bt,t+hn), A−1t+h1,t+hn(Vt+hn − Bt+h1,t+hn), . . . , Vt+hn)
d
= (A−10,hn(Vhn − B0,hn), A−1h1,hn(Vhn − Bh1,hn), . . . , Vhn)
= (V0, Vh1, . . . , Vhn)
such that (Vt)t≥0 is strictly stationary. 2
Proof of Theorem 5.17. (a) In view of Theorem 5.16 and Proposition 5.13
it remains to show that given the irreducibility of the underlying discrete model
for h > 0 fixed, if (Vt)t≥0 is strictly stationary and causal, then
←
E (U)t tends
to 0 in probability as t → ∞. Therefore for n ∈ N set A¯n,h := A(n−1)h,nh =
→
E (U)nh
→
E (U)−1(n−1)h and B¯n,h := B(n−1)h,nh such that we have Vnh = A¯n,hV(n−1)h+B¯n,h.
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Since (A¯n,h, B¯n,h, V(n−1)h)n∈N is strictly stationary, we can extend it to a new station-
ary process (A¯n,h, B¯n,h, V(n−1)h)n∈Z and observe that (Vnh)n∈Z is a strictly stationary,
causal solution of the irreducible autoregressive model Vnh = A¯n,hV(n−1)h + B¯n,h,
n ∈ Z. Thus by [13, Theorem 2.4] we have that a.s. the product A¯0,hA¯−1,h · · · A¯−k,h
converges to 0 as k → ∞. By the stationarity of (A¯n,h)n∈Z this yields that the
product A¯k,hA¯k−1,h · · · A¯1,h tends to 0 in probability as k → ∞ which is equivalent
to P − limn→∞
→
E (U)nh = 0 and by (5.38) also to P − limn→∞
←
E (U)nh = 0, h > 0.
For any t ≥ 0, ǫ > 0 we now obtain
P (||
←
E (U)t|| > ǫ) ≤ P
(
||
←
E (U)⌊t/h⌋h|| · sup
⌊t/h⌋h≤s<(⌊t/h⌋+1)h
||
←
E (U)−1⌊t/h⌋h
←
E (U)s|| > ǫ
)
,
where || · || denotes some submultiplicative matrix norm. As
sup
⌊t/h⌋h≤s<(⌊t/h⌋+1)h
||
←
E (U)−1⌊t/h⌋h
←
E (U)s|| d= sup
s∈[0,h)
||
←
E (U)s||
is finite, we have limt→∞ P (||
←
E (U)t|| > ǫ) = 0 as had to be shown.
(b) We need to prove P − limt→∞
←
E (X)t = 0 given the irreducibility of the under-
lying discrete model for h > 0 fixed and provided that (Vt)t≥0 is strictly stationary
and strictly non-causal. Using the notations as introduced under (a) it can eas-
ily be seen that (A¯n,h, B¯n,h, V(n−1)h)n∈N is strictly stationary and thus can again be
extended to a strictly stationary process (A¯n,h, B¯n,h, V(n−1)h)n∈Z where by the pro-
vided strict non-causality Vn,h is independent of (A¯k,h, B¯k,h)k≤n. Defining the process
(Cn,h, Dn,h,W(n−1)h)n∈Z by Cn,h := A¯
−1
−n,h, Dn,h := −A¯−1−n,hB¯−n,h and Wnh := V−nh
we see that it is strictly stationary and obtain that Wnh fulfills the autoregressive
model
W(n+1)h = Cn,hWnh +Dn,h (5.44)
where Wnh is independent of (Ck,h, Dk,h)k≥n and hence it is non-anticipative. The
model (5.44) is irreducible since any invariant affine subspace of the model (5.44)
is also an invariant affine subspace of the initial discrete model. Namely, suppose
there exists an invariant affine subspace H of (5.44) then we have a.s. A¯−1−n,hH −
A¯−1−n,hB¯−n,h = H since the mapping x 7→ A¯−1−n,hx − A¯−1−n,hB¯−n,h is bijective. Thus it
follows A¯−n,hH+ B¯−n,h = H such that H is invariant under the initial model. Hence
we can again apply [13, Theorem 2.4] and an argumentation as under (a) yields the
result. 2
Proof of Corollary 5.18. Define (U ′t , L
′
t)t≥0 as the process corresponding to
(OXtO
−1, OYt)t≥0 via (5.14) and (5.21). Then (U
′
t)t≥0 and (L
′
t)t≥0 are of the form
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given in (5.29) as shown in Theorem 5.14. In particular we deduce from (5.14) that
U ′t = −OXtO−1 + [OXO−1, OXO−1]ct
+
∑
0<s≤t
(
(I +∆(OXsO
−1))−1 − I +∆(OXsO−1)
)
= −OXtO−1 +O[X,X ]ctO−1 +
∑
0<s≤t
O
(
(I +∆Xs)
−1 − I +∆Xs
)
O−1
= OUtO
−1, t ≥ 0,
and together with this, (5.22) yields
L′t = OYt + [OUO
−1, OY ]t = OYt +O[U, Y ]t = OLt, t ≥ 0,
such that (5.34) is shown.
Now Theorem 5.16 provides the sufficient conditions for the existence of strictly
stationary solutions as stated in (a) and (b) as well as the given form of the solutions.
2
Proof of Proposition 5.13
Finally, to show Proposition 5.13 we need to make a short excursion in affine geom-
etry. Taking up the notations as in [52] we say that the vectors v0, v1, . . . , vn ∈ Rm
are affine-independent if
λ0v0 + λ1v1 + . . .+ λnvn = 0 and λ0 + λ1 + . . .+ λn = 0, λi ∈ R
implies λ0 = λ1 = . . . = λn = 0. The affine span of (n+1) vectors v0, v1, . . . , vn ∈ Rm
is the set of vectors
{λ0v0 + λ1v1 + . . .+ λnvn, λ0 + . . .+ λn = 1, λi ∈ R}
and a subset of Rm is called an affine n-flat if it is the affine span of (n+ 1) affine-
independent vectors. Thus the affine n-flats are simply all sets a+W where a ∈ Rm
and W is an n-dimensional subspace of Rm.
Given K affine nk-flats Hk each of which is the affine span of the vectors v
nk
0 , . . . , v
nk
nk
,
we will shortly call the affine span of the vectors v10 , . . . , v
1
n1
, v20, . . . , v
nK
nK
the affine
span of H1, . . . , HK .
In the following we investigate a classification of affine flats which are invariant under
a given invertible affine transformation f : Rm → Rm, x 7→ Ax + B. Therefore we
will write Hd for the set of all affine d-flats H , 0 ≤ d < m, which are f -invariant
in the sense that we have f(H) ⊂ H (which by the bijectivity implies f(H) = H).
A first observation is the following Lemma which is a direct consequence of [52,
Corollary 12.3].
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Lemma 5.24. Suppose the affine transformation f : Rm → Rm, x 7→ Ax+B admits
m+ 1 affine independent fixed points. Then f is the identity.
The above lemma can also be concluded from the following one.
Lemma 5.25. Suppose we have H1 ∈ Hd1 , H2 ∈ Hd2 , 0 ≤ d1 ≤ d2 < m where H1
and H2 are parallel in the sense that there exists a ∈ Rm such that a + H1 ⊂ H2.
Then all affine d2-flats which are parallel to H1 and H2 and lie in the affine span of
H1 and H2 are in H
d2.
Proof. We can write
H1 = {a+ λ1h1 + . . .+ λd1hd1 , λi ∈ R} and
H2 = {b+ λ1h1 + . . .+ λd1hd1 + λd1+1hd1+1 + . . .+ λd2hd2 , λi ∈ R}.
As H1 and H2 are f -invariant, this yields that
A(a+ λ1h1 + . . .+ λd1hd1) +B = a+ µ1h1 + . . .+ µd1hd1
A(b+ λ′1h1 + . . .+ λ
′
d2
hd2) +B = b+ µ
′
1h1 + . . .+ µ
′
d2
hd2
admits a solution for all λ1, . . . , λd1, λ
′
1, . . . , λ
′
d2
. By substraction and setting λi =
λ′i = 0 we obtain that
A(a− b) = (a− b) + ν1h1 + . . .+ νd2hd2 .
Let H3 be an affine d2-flat, parallel to H2, in the affine span of H1 and H2. Then
we can represent H3 as
H3 = {b+ α(a− b) + λ1h1 + . . .+ λd2hd2 , λi ∈ R}.
Now observe that
A (b+ α(a− b) + λ1h1 + . . .+ λd2hd2) +B
= A (b+ λ1h1 + . . .+ λd2hd2) +B + αA(a− b)
= b+ µ1h1 + . . .+ µd2hd2 + α(a− b) + αν1h1 + . . .+ ανd2hd2
such that f(H3) ⊂ H3 as had to be shown. 2
An immediate consequence of the last lemma is the fact that H0 is either empty, a
single-point set or consists of all points in an affine d-flat, 1 ≤ d ≤ m.
To treat invariant affine d-flats, d ≥ 1, which do not consist of fixed points, we make
the following additional observations.
Lemma 5.26. Let f : Rm → Rm, x 7→ Ax+B be an invertible affine transformation
on Rm and suppose we have H1 ∈ Hd1 , H2 ∈ Hd2 .
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(a) If H1 and H2 intersect in an affine d3-flat, 0 ≤ d3 ≤ d1, d2, then the intersec-
tion is an f -invariant d3-flat and thus lies in H
d3.
(b) Suppose H1 and H2 are not parallel. Let d4, 0 ≤ d4 < d1, d2, be the dimension
of the intersection of the subspaces of Rm which are parallel to H1 and H2.
Then all affine (d1 + d2 − d4)-flats which are parallel to H1 and H2 and lie in
the affine span of H1 and H2 are in H
d1+d2−d4.
Proof. (a) For x ∈ H1 ∩H2 we obviously have f(x) ∈ H1 and f(x) ∈ H2 such that
the intersection of H1 and H2 is shown to be f -invariant.
(b) The general representations of H1 and H2 are
H1 = {a + λ1h1 + . . .+ λd4hd4 + λd4+1hd4+1 + . . .+ λd1hd1 , λi ∈ R} and
H2 = {b+ λ1h1 + . . .+ λd4hd4 + λd4+1gd4+1 + . . .+ λd2gd2 , λi ∈ R},
where 0 ≤ d4 < d1, d2. The f -invariance of H1 and H2 implies that
A(a− b+ (λ1 − λ′1)h1 + . . .+ (λd4 − λ′d4)hd4
+λd4+1hd4+1 + . . .+ λd1hd1 − λ′d4+1gd4+1 − . . .− λ′d2gd2)
= a− b+ µ1h1 + . . .+ µd1hd1 − µ′d4+1gd4+1 − . . .− µ′d2gd2.
Now let H3 be the affine (d1+ d2− d4)-flat which contains H1 and is parallel to H2,
i.e.
H3 = {a+ λ1h1 + . . .+ λd1hd1 + λ′d4+1gd4+1 + . . .+ λ′d2gd2 , λi, λ′i ∈ R},
and we have
A
(
a+ λ1h1 + . . .+ λd1hd1 + λ
′
d4+1
gd4+1 + . . .+ λ
′
d2
gd2
)
+B
= A
(
a− b+ λ1h1 + . . .+ λd1hd1 + λ′d4+1gd4+1 + . . .+ λ′d2gd2
)
+ A(b) +B
= a− b+ µ1h1 + . . .+ µd1hd1 − µ′d4+1gd4+1 − . . .− µ′d2gd2
+b+ νd4+1gd4+1 + . . .+ νd2gd2
such that f(H3) ⊂ H3. Finally Lemma 5.25 gives the assumption. 2
With the derived lemmata we can now prove Proposition 5.13.
Proof of Proposition 5.13. Let fn : R
m → Rm, x 7→ A0,hx+B0,h, n ∈ N0, be the
affine transformation on Rm corresponding to the model (5.25) for h = 2−n. Define
Hdn to be the set of all affine d-flats H , 0 ≤ d < m, which are fn-invariant. Observe
that obviously any affine subspace which is invariant under the model (5.25) for
h > 0 also is invariant for all kh, k ∈ N. Thus in particular we have Hdn+1 ⊂ Hdn for
all n ∈ N0, 0 ≤ d < m such that Hd∞ := limn→∞Hdn =
⋂∞
n=0H
d
n can be defined for
0 ≤ d < m.
We will prove the proposition by contradiction, hence we assume that for all h > 0
there exists an invariant subspace of the model (5.25) i.e. there exists no h > 0
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such that (5.25) is irreducible. It will be shown below that this assumption implies
H∞ =
⋃m−1
d=0 H
d
∞ 6= ∅, i.e. there exists an affine subspace H of Rm which is invariant
under fn for all n ∈ N. Thus it is also invariant under the model (5.25) for all
h = k2−n, k ∈ N, n ∈ N and hence for all h > 0, h ∈ Q. It then remains to show
that A0,tH + B0,t ⊂ H holds for all t > 0, i.e. that H is invariant under (5.2).
Therefore let t > 0 be non-rational and define a monotonely decreasing sequence
(tn)n≥0 with limn→∞ tn = t and tn ∈ Q for all n ∈ N. Denote the underlying
probability space by (Ω,F , P ). Then we have that for all n ∈ N there exists Ωn
with P (Ωn) = 1 such that A0,tn(ω)H +B0,tn(ω) ⊂ H for all ω ∈ Ωn. Taking Ω∞ the
infinite intersection of the Ωn, we have P (Ω∞) = 1 and
A0,tn(ω)H +B0,tn(ω) ⊂ H, ∀n ∈ N, ∀ω ∈ Ω∞.
Since A0,t(ω) and B0,t a.s. have ca`dla`g paths, A0,tn(ω) and B0,tn(ω) converge to
A0,t(ω) and B0,t(ω) for all ω ∈ C where P (C) = 1. Thus for all x ∈ H and
ω ∈ Ω∞ ∩ C it holds
A0,t(ω)x+B0,t(ω) = lim
n→∞
A0,tn(ω)x+ lim
n→∞
B0,tn(ω)
= lim
n→∞
(A0,tn(ω)x+B0,tn(ω))
∈ H
since H is closed. Hence the continuous time model (5.2) admits an invariant affine
subspace as had to be shown.
It remains to show that H∞ =
⋃m−1
d=0 H
d
∞ = ∅ implies the existence of some N such
that for all n > N we have
⋃m−1
d=0 H
d
n = ∅ for m = 1, 2 and 3.
We have characterized above that H0n is of one of the following types.
(1) H0n = ∅
(2) H0n = {x, x ∈ H} where H is an affine d-flat, 0 ≤ d ≤ m.
Thus, recalling again that H0n+1 ⊂ H0n, the assumption H0∞ =
⋂∞
n=0H
0
n = ∅ implies
the existence of some constant N0 such that for all n ≥ N0 we have H0n = ∅. Hence
for m = 1 the result is shown and in treating higher dimensions we can assume
without loss of generality that no fixed point exists.
Suppose m = 2. Then using H0n = ∅ and Lemmata 5.25 and 5.26(a) we can classify
H1n as follows.
(1) H1n = ∅
(2) H1n = {g} where g is an affine 1-flat.
(3) H1n = {h, h||g} where g and h are affine 1-flats and || denotes parallelism.
Hence H1∞ =
⋂∞
n=0H
1
n = ∅ implies the existence of some constant N1 ≥ N0 such
that for all n ≥ N1 we have H1n = ∅ which yields the result for m = 2.
In the case of m = 3 the assumption of H0n = ∅ and Lemma 5.25 lead to the follow-
ing classification of H1n.
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(1) H1n = ∅
(2) H1n = {g} where g is an affine 1-flat.
(3) H1n = {h, h||g, h ∈ H} where g and h are affine 1-flats and H is an affine 2 or
3-flat such that g ∈ H .
(4) H1n ⊃ {g, h} where g and h are two skew affine 1-flats, i.e. they do not
intersect and are not parallel.
The case (4) implies by Lemma 5.26(b) that H2n ⊃ {H,H||G} where G and H are
affine 2-flats. In fact we have H2n = {H,H||G} since given the existence of an-
other affine 2-flat K in H2n this one would intersect at least one of the 1-flats g
and h in a single point, i.e. in a fixed point in contradiction to our assumptions.
This observation allows us to argue as above such that H1∞ =
⋂∞
n=0H
1
n = ∅ and
H2∞ =
⋂∞
n=0H
2
n = ∅ imply the existence of some constant N1 ≥ N0 such that for all
n ≥ N1 we have H1n = ∅.
Finally given that H0n = H
1
n = ∅ for H2n only the following possibilities remain.
(1) H2n = ∅
(2) H2n = {G} where G is an affine 2-flat.
(3) H2n = {H,H||G} where G and H are affine 2-flats.
HenceH2∞ =
⋂∞
n=0H
2
n = ∅ implies that there exists N2 ≥ N1 such that for all n ≥ N2
we have Hn =
⋃m−1
d=1 H
d
n = ∅ and we are done. 2
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