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Abstract
In this note, we obtain some results for the Riccati differential equations u′ = A(z) + u2 with
nonentire meromorphic functions A(z). Some examples are given to illustrate our some results are
sharp.
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1. Introduction and the main results
In this note, by meromorphic function we always mean a function which is meromor-
phic in the whole complex plane, unless otherwise explicitness stated.
The Riccati differential equation
w′ = a(z)+ b(z)w+ c(z)w2, (1)
where a(z), b(z) and c(z) are meromorphic, has taken a special position in algebraic
differential equations in virtue of the works of Malmquist, Wittich, as well as Yosida and
so on. We know, by transformation
w = 1
c(z)
u− b(z)
2c(z)
− c
′(z)
2c2(z)
if c(z) ≡ 0, Eq. (1) can be transformed into the following normal form
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u′ =A(z)+ u2 (2)
with
A= ac− b
2
4
+ b
′
2
− 3
4
(
c′
c
)2
− b
2
c′
c
+ 1
2
c′′
c
.
Hence, the works of Bank et al. [1] and Zheng [4] on the normal Riccati differential
equation (2) deserves to be mentioned. They discussed the maximum number of distinct
meromorphic solutions of Eq. (2) where A(z) is meromorphic and nonentire in term of
the multiplicities of the poles of A(z). Their main results can be stated as the following
Theorem A in which β is the coefficient of the first term of the Laurent expansion of A(z)
at one double pole z0, i.e.,
A(z)= β
(z− z0)2 + · · · ,
and
E := {1− n2 | n is an integer 2}.
Theorem A. Suppose that A(z) is meromorphic and has at least one pole.
(i) If A(z) has only simple poles, then Eq. (2) admits at most one meromorphic solution
(cf. Theorem 6.1 in [1]).
(ii) If A(z) has at least one pole of odd multiplicity m 3, then Eq. (2) has no meromor-
phic solution. If all poles of A(z) with multiplicity m 3 are of even multiplicity, then
Eq. (2) admits at most two distinct meromorphic solutions (cf. Theorem 6.12 in [1]).
(iii) If A(z) has a double pole such that 4β ∈ E, then Eq. (2) admits at most two dis-
tinct meromorphic solutions. Moreover, if 4β = 1, then Eq. (2) admits at most one
meromorphic solution (cf. Theorem 6.4 in [1]).
If A(z) has at least one double pole and no poles of higher multiplicities, and for all the
double poles of A(z), 4β ∈E, then Eq. (2) admits either at most one meromorphic solution
or a one-parameter family of meromorphic solutions (cf. Theorem 2 in [4]).
In this note, we shall first prove Theorem 1 which improve results (i) of Theorem A.
Then we consider the case of A(z) being rational to get Theorem 4, which is a related
result of Theorem 4.1 in [1]. Theorem 5 below, as well as its proof, need some familiarity
with the Nevanlinna theory (cf. [2,3]) for notations and basic results. In particular, S(r,u)
denotes any quantity satisfying S(r,u)= o(T (r, u)) as r →+∞, possibly outside a set of
values r of finite linear measure. All proofs of the results will be given in Section 2. Finally,
in Section 3, we shall give some examples to illustrate that our some results are sharp. An
interesting result is Corollary 3 which gives us the sufficient and necessary conditions for
Eq. (2) that has a one-parameter family of meromorphic solutions,which are different from
the result given by Laine in [3].
Theorem 1. Suppose that A(z) is a meromorphic function with at least one simple pole.
Then Eq. (2) admits at most one meromorphic solution.
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From part (ii) of Theorem A and Theorem 1 we can get the following
Corollary 2. Suppose that A(z) is meromorphic and has at least one pole.
(1) If Eq. (2) has two distinct meromorphic solutions, then all poles of A(z) are of even
multiplicity.
(2) If Eq. (2) has a one-parameter family of meromorphic solutions, then A(z) has only
double poles with 4β ∈E.
From part (iii) of Theorem A, Theorem 1 and Corollary 2 we can obtain the following
Corollary 3. Suppose that A(z) is meromorphic and has at least one pole. Then the fol-
lowing conditions are equivalent:
(1) Eq. (2) has a one-parameter family of meromorphic solutions;
(2) Eq. (2) has two distinct meromorphic solutions and A(z) has only double poles with
4β ∈E;
(3) Eq. (2) has three distinct meromorphic solutions.
Theorem 4. Suppose that A(z) := S(z)/T (z) is rational, in which S(z) and T (z) are two
irreducible polynomials with degT > 0.
(1) If degT  degS + 2, then Eq. (2) has no transcendental meromorphic solutions.
(2) If degS − degT + 2 is an odd positive integer, then Eq. (2) has no rational solutions.
(3) If degS − degT + 2 is an even positive integer, then the number of rational solutions
that Eq. (2) admits is at most one. Moreover, given any finite set E1 of distinct points in
the complex plain C, and the other finite set E2 ⊂C\E1, there exist a rational function
A(z) with degS−degT +2 being an even positive integer and a rational solution u(z)
of the corresponding Eq. (2) such that both the set of simple poles and the set of even
multiplicity poles of u(z) are E1 and E2, respectively, and the set of simple poles of
A(z) coincides with E1.
Theorem 5. Suppose that A(z) is a transcendental meromorphic function of finite order.
(1) If δ(∞,A) > 0, then Eq. (2) admits at most two distinct meromorphic solutions of
finite order.
(2) If Eq. (2) has three distinct meromorphic solutions of finite order, then it has a one-
parameter family of meromorphic solutions of finite order. Moreover, δ(∞,A)= 0.
Remark. Theorem 5 is an improvement result of Corollary 5.2 in [1].
2. Proof of theorems
Proof of Theorem 1. We will first give an expression for the solution under the hypothesis.
Let u be a meromorphic solution of Eq. (2) and z0 is a simple pole of A(z). It is easy
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to know that z0 is a simple pole of u and the residue of u at z0 is −1. Thus there is a
neighborhood D of z0 such that on D both the function
g := (z− z0) exp
(
−
z∫
z0
φ dz
)
(3)
and the function φ are analytic, where φ satisfies the equation u = −1/(z − z0) + φ.
Therefore on D, g satisfies the linear differential equation
g′′ +A(z)g = 0. (4)
Now we will prove Theorem 1. If Theorem 1 is not true, we can suppose that Eq. (2)
has two distinct meromorphic solutions u1 and u2. From the former expression conclusion
we can see that there exist a neighborhood G and two pair of analytic functions gi and
φi (i = 1,2) such that on G, gi and φi satisfy Eq. (3) and Eq. (4), respectively. Obviously,
on G, g1 and g2 are linearly independent and (g′2g1 − g′1g2)′ = 0. Hence there exists a
constant c = 0 such that h′ = c/g21 , where h := g2/g1, and then we get that z0 is a simple
pole of h. However, by Eq. (3) we can obtain that h is analytic at z0, a contradiction.
The proof of Theorem 1 is complete. ✷
Proof of Theorem 4. Suppose that Eq. (2) has a meromorphic solution u(z). It follows
from Theorem A that A(z) has no poles of odd multiplicities > 1 and then T (z) has the
form T (z)= (P (z))2B(z), where both P(z) and B(z) are polynomials and B(z) may only
have simple zeros other than the zeros of P(z).
Clearly, all the zeros of P(z) are poles of u(z) with the same multiplicities. And then
there exists a polynomial Q with degQ< degP such that
w(z) := u(z)− Q
P
(5)
is analytic at all the zeros of P .
Part (1) of Theorem 4 has been proved in [4]. For the sake of completeness, we give the
proof here. If w(z)≡ 0, then u(z) is rational. If w(z) ≡ 0, it follows from Eq. (2) that u(z)
has only simple poles outside the zeros of P(z), and then w(z) has only simple poles with
the residue −1. Therefore there exists an entire function g(z) such that w(z)=−g′/g, i.e.,
u(z)= Q
P
− g
′
g
, (6)
and furthermore differentiating both the side of above equation gives
u′(z)= Q
′P −QP ′
P 2
− g
′′
g
+
(
g′
g
)2
. (7)
Substituting (6) and (7) into (2) gives
Tg′′ − 2BPQg′ + (S +BQ2 −BPQ′ +BP ′Q)g = 0. (8)
Since
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degT = 2 degP + degB > deg(Q′P −QP ′)+ degB
and
degT  deg
(
S +BQ2 −BPQ′ +BP ′Q)+ 2,
applying Wiman–Valiron theorem (cf. [2,3]) to (8) implies that the central index of the
power series of g(z) is finite, as |z| →∞, which gives that g(z) is a polynomial so that
u(z) is rational. Hence, part (1) of Theorem 4 follows.
Now we will prove part (2) of Theorem 4.
Let u be a rational solution of Eq. (2). We may follow the proof of part (1) of Theorem 4
up to the formula (8) if w(z) ≡ 0. Obviously, g(z) has only finite zeros and is of finite order.
Hence there exist two polynomials C(z) and D(z) such that g(z)= C(z) exp(D(z)).
If degS − degT + 2 = 1, then limz→∞A(z)= 0. From (6) we may set that D(z)≡ 0.
It is easy to verify from degS = degT − 1 > degT − 2  degB(Q2 −Q′P +QP ′) that
w(z) ≡ 0 and (8) does not hold for any polynomial g(z) ≡ 0. This is impossible.
If degS − degT + 2  3, then D(z) is a nonconstant polynomial and A(z) is form of
A(z)=A0(z)+ S0(z)/T (z), where A0(z) and S0(z) are polynomials with degS0 < degT .
Thus from the hypothesis of part (2) we know that degA0 = degS − degT is an odd
positive integer. Substituting g(z)= C(z) expD(z) into (8) we obtain that
A0
D′
+D′ = −D
′′
D′
− S0
D′T
− 2
(
Q
P
− C
′
C
)
− 1
D′
[(
Q
P
− C
′
C
)2
−
(
Q
P
)′
+
(
C′
C
)′ ]
. (9)
It is easy to know that the left side is zero as z→∞. Hence limz→∞(A0/D′ +D′) = 0
implies degA0 = deg(D′)2, and then gives that degA0 is an even integer, a contradiction.
Part (2) of Theorem 4 follows.
Next we will prove the first assertion of part (3) of Theorem 4
For any rational solution u(z) of Eq. (2), we have limz→∞ u(z) = 0.
Let u1 and u2 be two distinct rational solutions of Eq. (2), and let v(z) := u1−u2. Then
it is easy to verify that
v′
v
= u1 + u2. (10)
Hence, limz→∞(u1 + u2)= 0, and then limz→∞ v(z) = 0. Therefore, there exists at least
one zero z1 of v(z) such that both u1 and u2 are analytic at z1. Calculating residue at z1 in
(10), we can get a contradiction. Thus Eq. (2) admits at most one rational solution.
Finally, we will prove the second assertion of part (3) of Theorem 4.
Theorem 4.1 in [1] gives that there exist a nonconstant polynomial A1(z) and a rational
solutionw(z) of the corresponding Eq. (2) such that the set of finite poles ofw(z) coincides
with E1. Let P(z) be a nonzero constant if E2 = φ, or P(z) be a polynomial such that the
set of finite zeros of P(z) coincides with E2. It is easy to verify that
u(z)=w(z)+ 1
P(z)
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solves the Eq. (2) where
A(z)=A1 − P
′ + 2Pw+ 1
P 2
,
which satisfies the second assertion of part (3) of Theorem 4. Part (3) of Theorem 4 holds.
The proof of Theorem 4 is complete. ✷
Proof of Theorem 5. We will first prove part (1) of Theorem 5. Let u1, u2 and u3 be three
distinct finite order meromorphic solutions of Eq. (2). Obviously, they are transcendental.
By Theorem A and Theorem 1, we know that all poles of 2u1, if there are any of them, are
simple and the residue of 2u1 at all poles are integer. Therefore there exists an meromorphic
function g such that 2u1 =−g′/g. Note that(
1
u1 − ui
)′
− g
′
g
1
u1 − ui = 1 for i = 2,3;
we see that there exists a constant c0 such that
g(z)= c0
(
1
u1 − u2 −
1
u1 − u3
)
.
Therefore g(z) is of finite order.
Since g satisfies the equation
A(z)=−1
2
g′′
g
+ 1
4
(
g′
g
)2
,
we conclude that
m(r,A)=O(log r).
If δ(∞,A) > 0, then we obtain that
T (r,A)
(
1− 1
2
δ(∞,A)
)
T (r,A)+ S(r,A),
a contradiction. Part (1) of Theorem 5 follows.
Now we will prove part (2) of Theorem 5. If Eq. (2) has three distinct finite order
meromorphic solutions u1, u2 and u3, then Theorem A and Theorem 1 give that Eq. (2)
has a one-parameter family of meromorphic solutions. We may follow the proof of part (1)
of Theorem 5 up to the g(z) is of finite order. Let u(z) be any other meromorphic solution
of Eq. (2); then in the similar manner we can see that there exists a constant c such that
g(z)= c
(
1
u1 − u2 −
1
u1 − u
)
.
Since u1, u2 and g are of finite order, we conclude from above formula that u(z) is of finite
order. Part (1) of Theorem 5 implies that the second assertion holds. Part (2) of Theorem 5
follows.
The proof of Theorem 5 is complete. ✷
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3. Examples
To show that our results are sharp, we will give some examples below.
Example 1. The Riccati differential equation
u′ = −6
z
− 2
(z+ 1)2 + 1− u
2
admits only one meromorphic solution
u= 1
z
+ 2
z+ 1 + 1.
Example 2. The Riccati differential equation
u′ = 1
z(z2 − 1) + u
2
admits no meromorphic solution. In fact, let u(z) be a meromorphic solution of above
equation. Then there exists an entire function g(z) such that u = −g′/g and that g(z)
satisfies the linear differential equation
g′′ + 1
z(z2 − 1)g = 0. (11)
By the Wiman–Varilon theory, g(z) must be a polynomial, say
g(z)= anzn + an−1zn−1 + · · · + a0, an = 0.
Substituting g(z) into (11) we get
(z3 − z)[n(n− 1)anzn−2 + (n− 1)(n− 2)an−1zn−3 + · · ·]+ anzn + · · · + a0 ≡ 0.
By the term of degree n+ 1 we obtain n = 1. However, for any a1 = 0, g(z) = a1z+ a0
does not satisfy Eq. (11).
Example 3. The Riccati differential equation
u′ = 1
4z2
+ u2
admits a one-parameter family of rational solutions, namely
u1(z)=− 12z and u(z)= u1(z)−
(
cz3 − z
2
)−1
, c ∈ C.
Example 4. By the part (ii) of Theorem A, we can see that the Riccati differential equation
u′ = 1
z3(z+ 1) + z
2n + u2,
where n is a positive integer, admits no meromorphic solutions.
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Remarks. (1) Examples 1, 2 and 6 (cf. [1, p. 382]) show that the various possibilities of
Theorem 1 may occur.
(2) Examples 1 and 6 (cf. [1, p. 382]), Example 7 (cf. [1, p. 392]), and Example 8 (cf. [1,
p. 392]) illustrate that part (1) of Theorem 4 is sharp.
(3) Examples 2, 3 and 9 (cf. [1, p. 388]), and Example 10 (cf. [1, p. 396]) show that the
various possibilities in part (1) of Theorem 4 may occur.
(4) Example 11 (cf. [1, p. 387]), Example 12 (cf. [1, p. 388]), Example 13 (cf. [1,
p. 391]), and Example 14 (cf. [1, p. 389]) show that the various possibilities in part (3)
of Theorem 4 may occur excepting for the possibility of having one rational solution and
one-parameter family of transcendental meromorphic solutions.
(5) Example 15 (cf. [1, p. 379]), Example 16 (cf. [1, p. 396]), and Example 17 (cf. [1,
p. 380]) illustrate some possibilities in Theorem 5 that may occur. Hence the number of
exceptional solutions is the best possible in Theorem 5.
To illustrate the second assertion in part (3) of Theorem 4, we give the following
example.
Example 5. Set E1 = {−1,0,1}, E2 = {2,2}. The rational function
u=− 1
z− 1 −
1
z+ 1 −
1
z
+ 3z
2
+ 1
(z− 2)2
solves the Riccati differential equation
u′ = 21
2
− 9z
2
4
+ 6z
2 − 2
z(z2 − 1)(z− 2)2 +
35− 46z+ 20z2 − 3z3
(z− 2)4 + u
2.
An open question is: Can the other possibilities occur in our Theorems 4 and 5?
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