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Abstract
We describe parameterized complexity classes by means of classical complexity theory and descriptive com-
plexity theory. For every classical complexity class we introduce a parameterized analogue in a natural way. In
particular, the analogue of polynomial time is the class of all fixed-parameter tractable problems. We develop a
basic complexity theory for the parameterized analogues of classical complexity classes and give, among other
things, complete problems and logical descriptions. We then show that most of the well-known intractable parame-
terized complexity classes are not analogues of classical classes. Nevertheless, for all these classes we can provide
natural logical descriptions.
© 2003 Elsevier Inc. All rights reserved.
1. Introduction
Parameterized complexity theory provides a framework for a refined complexity analysis, which in
recent years has found its way into various areas of computer science, such as database theory [19,24],
artificial intelligence [17], and computational biology [3,26]. Central to the theory is the notion of fixed-
parameter tractability, which relaxes the classical notion of tractability, polynomial time computability,
by admitting algorithms whose runtime is exponential, but only in terms of some parameter that is usu-
ally expected to be small. As a complexity theoretic counterpart, a theory of parameterized intractability
has been developed. Remarkably, complexity theoretic assumptions from this theory of parameterized
intractability have recently been used to prove results in a purely classical setting [2,20], which gives
some significance to the theory beyond its obvious purpose of showing that certain problems are not
fixed-parameter tractable.
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Unfortunately, the landscape of fixed-parameter intractable problems is not as nice and simple as
the landscape of classical intractable problems provided by the theory of NP-completeness. Instead,
there is a huge variety of seemingly different classes of fixed-parameter intractable problems. Moreover,
the definitions of these classes are quite intractable themselves, at least for somebody who is not an
expert in the area. One reason for this is that the classes are not defined in terms of a simple machine
model, but as the closure of particular problems under parameterized reductions. Indeed, for the most
interesting of these classes there seem to be no nice descriptions in terms of, say, Turing machines.1
However, in this paper we give simple and uniform logical descriptions of the classes using variants of
logics that are also used in classical descriptive complexity theory. A related issue we address here
is the relation between parameterized and classical complexity classes. In particular when proving
classical results under assumptions from parameterized complexity theory, an understanding of these
assumptions in classical terms would be desirable. We develop a theory of parameterized complexity
classes derived from classical classes and set it in the context of the existing structural parameterized
complexity theory.
1.1. Fixed-parameter tractability
An instance of a parameterized problem is a pair (x, k) consisting of the actual input x and a pa-
rameter k.2 Thus formally a parameterized problem is a subset of ∗ ×N for some finite alphabet .
Often, parameterized problems P are derived from classical problems X ⊆ ∗ by choosing a suitable
parameterization p : ∗ → N and letting P = {(x, p(x)) | x ∈ X}. The idea is to choose the parame-
terization in such a way that for those instances that most often occur in practice the parameter value
is small. An illustrative example is the problem of evaluating a database query. Its input consists of
a relational database and a query, and a reasonable parameterization of this problem is by the length
of the input query, which can be expected to be small compared to the size of the input database. It
is important, however, to keep in mind that every classical problem has different parameterizations
that may lead to parameterized problems of drastically different (parameterized) complexities. Choos-
ing a natural and useful parameterization is part of the problem analysis and modelling, and it may
very well be the case that in different situations different parameterizations of the same problem are
appropriate.
Parameterized complexity theory is based on a more relaxed notion of tractability in which one con-
siders a runtime of an algorithm for a parameterized problem that is only exponential in terms of the
(presumably small) parameter as tractable. Let P ⊆ ∗ ×N be a parameterized problem. We always
denote the parameter by k and the length |x| of the input string x by n. The problem P is fixed-parameter
tractable if there is a computable function f : N → N, a constant c, and an algorithm deciding P in time
O(f (k) · nc). Our starting point is the observation that this notion of fixed-parameter tractability is very
robust and has other natural interpretations. The first of these is inspired by the database query evaluation
example. Instead of requiring a query to be evaluated in polynomial time, we may allow an algorithm
to first optimise the input query, that is, to transform it to an equivalent query that is easier to evaluate,
and then evaluate the optimised query in polynomial time (see [19]). In our abstract setting, we allow
1 Note added in proof: in the meantime, machine-characterisations using random access machines have been obtained for
many of these classes [6,7].
2 It is well known that for the general theory it represents no restriction to assume that the parameters are natural numbers.
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an algorithm to first do a pre-computation that only involves the parameter and then use the output of
the pre-computation and the original input to decide the instance in polynomial time. Formally, we say
that a parameterized problem P ⊆ ∗ ×N is in polynomial time after a pre-computation if there is an
algorithm P that, given a natural number k, produces some string P(k) and there is a polynomial time
algorithm A that for an instance (x, k) of P gets the input (x,P(k)) and decides whether (x, k) ∈ P .
Then P is fixed-parameter tractable if, and only if, it is in polynomial time after a pre-computation.
The following characterisation of fixed-parameter tractability is more technical, but it contributed a lot
to our intuitive understanding of fixed-parameter tractability: we say that P ⊆ ∗ ×N is eventually in
polynomial time if there is a computable function f and a polynomial time algorithm that, given an
instance (x, k) of P with n  f (k), decides if (x, k) ∈ P . Then P is fixed-parameter tractable if, and
only if, it is computable and eventually in polynomial time.
1.2. Parameterized classes derived from classical classes
If the class FPT is a parameterized version of PTIME, can we understand other parameterized com-
plexity classes in a similar way as being derived from classical complexity classes? This is the first prob-
lem we shall study in this paper. For every complexity class K we introduce a parameterized complexity
class para-K, taking FPT = para-PTIME as a prototype. Our mechanism of deriving a parameterized
complexity class para-K from a classical class K is closely related to a similar mechanism introduced
by Cai et al. [5]. We show that the classes para-K are quite robust; for all reasonable complexity classes
K, the class para-K can equivalently be characterised as the class of all problems being in K after a
pre-computation, the class of all computable problems being eventually in K, and by a resource bound
similar to that in the original definition of fixed-parameter tractability. After we have thus seen that the
classes para-K are quite natural, we develop a basic complexity theory of these classes. It turns out that
the classes para-K are closely related to the corresponding K: para-K is contained in para-K′ if, and only
if, K is contained in K′. Complete problems for the parameterized classes para-K under parameterized
reductions are essentially unparameterized problems that are also complete for the corresponding K
under standard reductions. Moreover, the classes para-K admit logical descriptions closely related to
such descriptions of the corresponding K.
Overall, we get a fairly accurate picture of the structure of these parameterized complexity classes; it
simply reflects the structure of the corresponding classical classes.
1.3. The W-hierarchy and other “inherently parametric” classes
The most important parameterized complexity classes of (apparently) intractable parameterized prob-
lems are the classes of Downey and Fellow’s W-hierarchy [8]. Other classes we shall study here are
AW[∗] [1] and the classes of the A-hierarchy [15]. Many natural parameterized problems that are not
known to be fixed-parameter tractable have been shown to be complete for one of these classes, most of
them for the first level W[1] or second level W[2] of the W-hierarchy. Therefore, the main goal of our
research in structural parameterized complexity theory is a better understanding of these classes. Re-
membering the previous paragraph, we may hope that the intractable parameterized complexity classes
are derived from intractable classical classes such as NP and the classes of the polynomial hierarchy.
Unfortunately, the situation is not so simple; we show that none of the classes Q mentioned above is of
the form para-K for a classical class K (unless Q = FPT). The classes turn out to be interwoven with
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para-NP, the parameterized classes para-Pt derived from the levels of the polynomial hierarchy, and
para-PSPACE in a non-trivial way.
So we cannot really use our structure theory for the classes para-K to understand the classes of
W-hierarchy, the A-hierarchy, and AW[∗]. However, we can extend our descriptive complexity theoretic
approach and give logical descriptions of all these classes in terms of finite-variable fixed-point logics.
For example, the class W[t], the t th level of the W-hierarchy, is defined to be the class of all problems
that are reducible to a parameterized version of the satisfiability problem for a certain class of Boolean
circuits. Our characterisation says that W[t] is the class of all problems slicewise definable in a certain
fragment of fixed-point logic. Descriptive characterisations of classical complexity classes have been
criticised for being merely simple translations of the original Turing machine based definitions of the
classes into a logical formalism and therefore not providing new insights. Although we do not entirely
agree with this criticism, it is certainly true that the logical characterisations are often very close to the
machine descriptions. However, in our context this is rather an advantage, because there are no known
simple and natural machine descriptions of the parameterized classes we characterise here.
1.4. Organisation and preliminaries
We have organised the paper following the outline given in this introduction. We assume that the
reader is familiar with the fundamentals of complexity theory (see, e.g. [25]) and logic (see, e.g. [13]).
We do not assume familiarity with parameterized complexity theory. For background in this area, we
refer to [9].
2. Parameterized classes derived from classical classes
Classical problems, which we usually denote by X, Y , are subsets of ∗ for some alphabet . Pa-
rameterized problems, which we denote by P,Q, are subsets of ∗ ×N. Of course, we may view any
parameterized problem P ⊆ ∗ ×N as a classical problem in some larger alphabet, say, the alphabet
obtained from  by adding new symbols ‘(’, ‘,’, ‘)’, and ‘1.’3 Conversely, with every classical problem
X ⊆ ∗ we can associate its trivial parameterization X × {0}. A classical or parameterized complexity
class is simply a set of classical problems or parameterized problems, respectively.
In this section, we associate a parameterized complexity class para-K with every classical complexity
class K and then discuss basic properties of these classes and their relation to the classical counterparts.
Definition 1. Let K be a classical complexity class. Then para-K is the class of all parameterized
problems P , say with P ⊆ ∗ ×N, for which there exists an alphabet , a computable function
f : N → ∗, and a problem X ⊆ ∗ × ∗ such that X ∈ K and for all instances (x, k) ∈ ∗ ×N
of P we have
(x, k) ∈ P ⇐⇒ (x, f (k)) ∈ X.
Intuitively, para-K consists of all problems that are in K after a pre-computation that only involves
the parameter. This means that a problem in para-K can be solved by two algorithms P and A, where P
3 Parameters are usually encoded in unary, although this is inessential.
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is arbitrary and A has resources constrained by K. The pre-computation P only involves the parameter;
it transforms k into some string f (k), presumably one that makes it easier to solve the problem. Then the
algorithm A solves the problem, given the original input x and the result f (k) of the pre-computation,
with resources constrained by the complexity class K.
Example 2. We give a typical example of a problem solution involving a pre-computation. We take
Büchi’s [4] well-known characterisation of regular languages by sentences of monadic second-order
logic (MSO) to evaluate MSO-sentences on strings. The input of this problem consists of a string x and
a sentence ϕ of monadic second-order logic. We assume that we have fixed a reasonable encoding [·] of
MSO-sentences by natural numbers. We parameterize the problem by the encoding [ϕ] ∈ N of the input
sentence ϕ. The pre-computation translates [ϕ] into an equivalent finite automatonA(ϕ). Then the main
algorithm runs A(ϕ) on the string x; this only requires polynomial time.4
We have just proved that the problem of evaluating a sentence of monadic second-order logic on a
string, parameterized by an encoding of the input sentence, is in FPT = para-PTIME.5
Our definition of para-K is almost the same as the definition of the class uniform K + advice, which
Cai et al. [5] introduced as a parameterized version of the complexity class K. Instead of considering
the result f (k) of the pre-computation as part of the input of the main computation, Cai et al. treat it
as an “advice string,” which is accessed as an “oracle.” Our model is slightly more general, because by
treating it as part of the input we do not have to worry about how the result of the pre-computation is
accessed, and we have to make no reference to a particular machine model. But of course the two notions
are equivalent for all natural complexity classes, in particular for all those called “regular” below.
We have mentioned in Section 1 that para-PTIME is precisely the class FPT of all fixed-parameter
tractable problems (formally, this is an immediate consequence of Theorem 4 below and also of the re-
sults of [5]). It seems somewhat arbitrary to use the pre-computation view on fixed-parameter tractability
as the basis of our generalisation of FPT = para-PTIME to other classes K. However, it turns out that
the equivalent characterisations of FPT given in the introduction have an analogue for any class para-
K derived from a “reasonable” complexity class K. In defining which complexity classes we consider
reasonable, we are not trying to be as general and abstract as possible, but we want to have a notion that
includes all the standard classes such as LOGSPACE, NLOGSPACE, PTIME, NP, Pi (the ith level of
the polynomial hierarchy) for i  1, PSPACE, etc. We first fix a machine model M, for our purposes
it seems best to use alternating Turing machines with some restriction put on the alternations that are
allowed. Our Turing machines have an input tape, if necessary an output tape, and an arbitrary finite
number of work tapes. For example, M may just be the class of deterministic Turing machines, or the
class of non-deterministic Turing machines, or maybe the class of alternating Turing machines with at
most five quantifier alternations starting with an existential state. Then we fix a resource R, either time
or space. For a function γ : N → N, we let K(M,R, γ ) be the class of all problems accepted by a
4 In fact, it only requires linear time, if as underlying machine model we take random access machines with a uniform cost
measure. Then our argument shows that the problem is in para-LINTIME.
5 Let us remark that the same is true for the more natural parameterization of the problem by the length of the input formula.
In fact, it is easy to see that the two parameterizations of the problem (by an encoding of the input formula and the length of the
input formula, respectively) yield parameterized problems that are equivalent with respect to suitable parameterized reductions.
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machine inM that on all inputs of size n uses an amount of at most γ (n) ofR, for all n ∈ N. For a class
 of functions we let K(M,R, ) = ⋃γ∈ K(M,R, γ ).
We call a class  of functions on the natural numbers regular, if for all γ ∈  we have:
• γ is computable.
• γ is monotone growing with limm→∞ γ (m) = ∞.
• For all c ∈ N there are functions γ1, γ2, γ3 ∈  such that for all m ∈ N we have c + γ (m)  γ1(m),
c · γ (m)  γ2(m), and γ (c · m)  γ3(m).
A regular complexity class is a class K(M,R, ) for a regular class  of functions. It is easy to see
that all the complexity classes mentioned above are regular.
Recall that n always denotes the length of the input x of a parameterized problem and k denotes the
parameter.
Definition 3. Let P ∈ ∗ ×N be a parameterized problem and K a classical complexity class. Then
P is eventually in K if there is a computable function f : N → N and a problem X ∈ K such that for all
(x, k) ∈ ∗ ×N with n  f (k) we have
(x, k) ∈ P ⇐⇒ (x, k) ∈ X.
Theorem 4. Let K = K(M,R, ) be a regular complexity class. Then for every parameterized problem
P ⊆ ∗ ×N the following three statements are equivalent:
(1) P is in para-K.
(2) P is computable and eventually in K.
(3) There is a computable function f and a function γ ∈  such that P ∈ K(M,R, f (k) + γ (n)).
Proof. In the following proof, we assume that the parameters are encoded in unary. This slightly sim-
plifies the arguments. The results would remain true if we would use a binary encoding.
To prove (1) ⇒ (3), suppose that P ⊆ ∗ ×N is in para-K, and that this is witnessed by the comput-
able function f : N → ∗, for some alphabet , and the problem X ⊆ ∗ × ∗ in K. Let MX ∈M
be a Turing machine that decides X with resourceR bounded by the function γ ∈ . Let Mf be a deter-
ministic Turing machine computing f . We construct a computable function h : N → N and a machine
M ∈M deciding P whose R-complexity is bounded by h(k) + γ (2 · n). By the regularity of , there
is a function γ ′ ∈  such that h(k) + γ (2 · n)  h(k) + γ ′(n), so our machine M witnesses (3).
On input (x, k), machine M first simulates Mf to produce f (k) on some worktape T . Then M simu-
lates MX on input (x, f (k)) on a set of additional worktapes. To be able to do this simulation, we have
to modify the input behaviour of MX in an appropriate way so that it can read x from the input tape and
f (k) from worktape T , instead of reading the pair (x, f (k)) from the input tape, but this can easily be
done by modifying the transition table of MX and adding states to simulate the correct behaviour at the
ends of the strings. It neither requires additional time nor space. Let g′ : N → N be the R-complexity
of Mf . Let g : N → N be defined by g(m) = max{|f (m)|, g′(m)}; clearly g is computable. (If R is
time, of course we have g′(m)  f (m) for all m and thus g = g′ but this is not clear for space because
the machine uses an output tape.) Then our machine M uses resources
g(k) + γ (|(x, f (k))|) = g(k) + γ (n + f (k) + c)
for some constant c. We let h(k) := g(k) + γ (2(f (k) + c)). Then if n  f (k) + c we have g(k)+
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γ (n + f (k) + c)  h(k) (since γ is monotone).6 If n > f (k) + c, then g(k) + γ (n + f (k) + c) 
h(k) + γ (2 · n).
To prove (3) ⇒ (2), let P ∈ K(M,R, f (k) + γ (n)), for some computable function f and a function
γ ∈ . Without loss of generality we can assume that f (k)  2k + 2. Let MP ∈M be a Turing machine
that decides P with resourceR bounded by the function f (k) + γ (n). Let Mf be a deterministic Turing
machine computing f . Let g′ : N → N be the R-complexity of Mf , and let g : N → N be defined by
g(m) = max{f (m), g′(m)}.
We construct a machine M as follows: on input (x, k), M simulates MP , until the end of string x is
reached. If this never happens, M just behaves like MP . If the end of x is reached, M uses additional
worktapes to test if n < g(k). If this is the case, M rejects. Otherwise, M continues to simulate MP .
Thus if n  g(k), M correctly decides P .
Let us analyse the R-complexity of M. We only give the argument for R being time, the argument
for space is similar. There are two cases. If MP never reads the whole input string x, than it behaves in
exactly the same way as it would on input (x, 1) instead of (x, k). Thus it needs at most f (1) + γ (n)
steps. Since in this case M behaves exactly like MP , it also needs f (1) + γ (n) steps. If MP reads
the whole string x, it needs at least n steps. In this case, M simulates at most all steps of MP and in
addition it needs at most 2(n + k + 1) steps to find out whether g(k)  n. To check whether g(k)  n,
M proceeds as follows: when the subroutine starts, the input head is on the symbol separating x and k.
M first copies k to a new worktape and moves the input head back to the symbol separating x and k;
this requires 2(k + 1) steps. Then it simulates Mf , but in each step it moves the input head once cell to
the left. If the input head of M reaches the left end of the input tape before Mf is finished, M just stops
and rejects. Since by the definition of g, Mf runs for g(k) steps, in this case we must have n < g(k).
Otherwise Mf finishes in at most n steps. In this case, M moves the input head back to the symbol
separating x and k and continues the simulation. Thus the overall runtime of M in this case is bounded
by f (k) + γ (n) + 2(n + k + 1). Since we have 2(k + 1)  f (k)  g(k)  n and n  γ (n), this term
is at most 5γ (n).
Taking both cases together, we see that the runtime of M is bounded by f (1) + 5γ (n), which is
bounded by a function in  by regularity.
It remains to prove (2) ⇒ (1). Suppose that P ⊆ ∗ ×N is computable and eventually in K and
that this is witnessed by the computable function f : N → N and the problem X ⊆ ∗ ×N in K. Let
MX ∈M be a Turing machine that decides X with resourceR bounded by the function γ ∈ .
There is a slight problem with the case thatR is time and γ is sublinear. We shall discuss this problem
later, for now let us assume that either R is space or R is time and γ (m)  m for all m  1. In both of
these cases, we have enough resources to read the whole input tape, so if the input is a pair (x, y), we
can skip over x and look at y first.
We shall define a computable function g : N → ∗, for some alphabet , and a Turing machine
M ∈M withR-complexity in  such that for all (x, k) ∈ ∗ ×N we have
(x, k) ∈ P ⇐⇒ M accepts (x, g(k)). (1)
Let χP be the characteristic function of P . We first define a function g′ by letting
g′(k) :=
(
k, f (k), (x, χP (x, k)) x∈∗
|x|<f (k)
)
.
6 Similar monotonicity arguments will be used several times implicitly in the following proof.
298 J. Flum, M. Grohe / Information and Computation 187 (2003) 291–319
Thus essentially g′(k) consists of k, f (k), and a table storing whether (x, k) ∈ P for all x ∈ ∗ with
|x| < f (k). Since P and f are computable, g′ is computable. Let h : N → N be a computable function
with the property that γ (h(k))  |g′(k)| and h(k)  |g′(k)|2 for all k ∈ N. Such an h exists because γ
and g′ are computable and limm→∞ γ (m) = ∞. Now we define g : N → ∗ for a suitable  ⊇  by
letting g(k) be the string g′(k) padded to length h(k) by adding ‘1’s in the end, that is,
g(k) = g′(k) 1 . . . 1︸ ︷︷ ︸
h(k)−|g′(k)| times
.
On input (x, g(k)), our machine M works as follows: it first compares f (k) and n = |x|. Recall that
f (k) occurs as part of the string g(k), so we do not have to compute it again. If n < f (k), machine
M looks up the the value χP (x, k) in the table g′(k) and accepts or rejects, depending on this value.
Otherwise, M simulates MX.
Clearly, M satisfies (1). We have to prove that it also obeys the required resource bounds. Let m denote
the length of the input (x, g(k)) and observe that m = n + h(k) + c for some constant c. Let us first as-
sume thatR is time. Clearly the comparison between n and f (k) only requires time O(n + k) ⊆ O(n +
h(k)) (the comparison requires time O(n); k additional steps are needed to move the input head over k,
which appears between x and f (k) in the input string). If n < f (k), we can find the entry χP (x, k) in
g′(k) in time O(n · |g′(k)|) ⊆ O(f (k) · |g′(k)|) ⊆ O(h(k)). If n  f (k), we can write (x, k) on a work-
tape, which requires time O(n), and then simulate MX in time γ (|(x, k)|). The overall time we need is
d1 · n + d2 · h(k) + γ (|(x, k)|)  dm + γ (m)  (d + 1)γ (m)
for suitable constants d1, d2, d. The last inequality holds by our assumption that γ (m)  m.
IfR is space, we have to argue in a different way. To compare f (k) and n, we copy f (k) on a worktape
and then do the comparison. This requires space f (k)  |g′(k)|  γ (h(k))  γ (m). Finding χP (n, k) in
g′(k) if n < f (k) requires space n < f (k)  γ (m), of course we can use the same space as before. Sim-
ulating MX requires space γ (n + k + c)  γ (m), so our machine M has space complexity at most γ (m).
We still have to handle the case that R is time and γ (m0) < m0 for some m0 ∈ N. If γ (m)  m − 2
for all m, we can simply work with the function 2 + γ instead of γ , which is bounded by a function in
 by regularity. So we can assume that γ (m0)  m0 − 3. This means that on all inputs (x, k) of length
m0, the machine MX reads at most the first m0 − 3 input symbols. In particular, this is the case for all
inputs of length m0 of the form (x, 0). For such inputs, MX can at most read the ‘(x’ part of the input,
and it never knows if it has read the full string x. M comes up with the correct answer by only reading
the first m0 − 4 symbols of x. This answer must also be correct for longer inputs, so MX can actually be
simulated by a Turing machine that works in constant time and space. Thus P can also be recognised by
such a machine. 
Remark 5. For certain complexity classes K = K(M,R, ), in particular for PTIME and PSPACE,
Cai et al. [5] have proved that for every parameterized problem P , P is in para-K if, and only if, there is
a computable function f and a function γ ∈  such that P ∈ K(M,R, f (k) · γ (n)).
However, there are interesting classes such as LOGSPACE for which this equivalence does not seem
to hold.7
7 In the meantime, it has been shown that the equality fails for LOGSPACE [7].
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Example 6. Besides FPT = para-PTIME, one of the most interesting classes of the form para-K seems
to be para-LOGSPACE. By Theorem 4, a parameterized problem P is in para-LOGSPACE if, and on-
ly if, there is a computable function f : N → N, a constant c, and an algorithm solving P in space
f (k) + c · log n. Cai et al. [5] have observed that the natural parameterization of the vertex cover prob-
lem (by the size of the vertex cover) is in para-LOGSPACE. In this example we shall prove that many
interesting properties of graphs of bounded degree are in para-LOGSPACE.
For a class D of structures and a class  of sentences of some logic, the -model-checking problem
on D, denoted by MC(D,), is the problem of deciding whether a given structure A ∈ D satisfies a
given sentence ϕ ∈ . This problem is naturally parameterized by the length of the input sentence. For
technical reasons that will become apparent later in this paper, we choose a slightly different parame-
terization (which can easily be seen to have the same parameterized complexity). We fix some encoding
[·] :  → N and parameterize the model-checking problem by [ϕ]. Formally, we let
p-MC(D,) = {(A, [ϕ]) | A ∈ D,ϕ ∈ }.
Denoting the class of all first-order sentences by FO and, for any g  1, the class of all graphs of degree
at most g by DEG(g), we claim:
p-MC(DEG(g), FO) ∈ para-LOGSPACE. (2)
This implies that the standard parameterized versions of problems like dominating set, subgraph isomor-
phism, or homomorphism restricted to graphs of bounded degree are in para-LOGSPACE.
Proof of (2). The following proof requires some familiarity with finite model theory. Background on
the techniques we use here can be found in [18].
We fix g. Suppose we are given a first-order formula ϕ and a graph G = (G,EG) of degree at most g.
Let n be the number of vertices of G.
For all vertices a, b ∈ G we let dG(a, b) denote the distance between a and b in G. For r  0 and
a ∈ G we let
NGr (a) := {b ∈ G | dG(a, b)  r},
and we let 〈NGr (a)〉 be the subgraph induced by G on NGr (a).
By Gaifman’s Theorem [16], we can assume that ϕ is of the form
∃x1 . . . ∃xk
( ∧
1i<jk
d(xi, xj ) > 2r ∧
∧
1ik
ψ(xi)
)
,
where ψ(x) is r-local, which means that for all a ∈ G we have
G |= ψ(a) ⇐⇒ 〈NGr (a)〉 |= ψ(a). (3)
Furthermore, d(xi, xj ) > 2r is a first-order formula saying that the distance between xi and xj is greater
than 2r .
Thus to check whether G |= ϕ, we have to find out if there exist vertices a1, . . . , ak ∈ G of pairwise
distance greater than 2r such that G |= ψ(ai) for 1  i  k. To do this, we are only allowed to use space
c · log n, for some constant c, and a certain amount of extra space that does not depend on n (but may
depend on ϕ). We refer to the extra space as the ϕ-space.
We assume that the vertices are numbered in some order, so we can address each by a binary number
of length log n. Moreover, it makes sense to speak of “the ith vertex” in some set S ⊆ V .
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The following claim is crucial. Note that it is not even obvious how to decide whether dG(a, b)  s
for some s depending only on ϕ under the memory restrictions described above.
Claim. For every s only depending on ϕ and for every a ∈ G we can compute an isomorphic copy of
〈NGs (a)〉 in the ϕ-space (obeying the memory restrictions).
The trick is to address vertices relative to a. For all b ∈ G and 1  i  g, let fi(b) denote the ith
neighbour of b (if b has at least i neighbours). Note that the vertex fi(b) can easily be computed in space
O(log i + log n). For every vertex b ∈ NGs (a) there exists a tuple (i1, . . . , ip) ∈ {1, . . . , g}p, for some
p  s, such that b = fip(· · · fi1(a) · · ·). Now to copy 〈NGs (a)〉 into the ϕ-space, we start by reserving a
memory cell for every tuple (i1, . . . , ip) ∈ {1, . . . , g}p and every p  s. Then we check for every such
tuple if there exists a corresponding vertex. For all pairs of tuples we check if the corresponding vertices
are identical and, if not, if there is an edge between them. At each time, we have to store at most three
vertices at the same time in our workspace. This proves the claim.
Using the claim and (3), we see that we can decide whether for a vertex a we have G |= ψ(a) under
our memory restrictions. Let S := {a ∈ G | G |= ψ(a)}. We call a set I ⊆ S of vertices of pairwise
distance greater than 2r a scattered set. We have to check whether there exists a scattered set of size at
least k.
We first check whether there is a vertex a ∈ S such that there is a scattered set I ⊆ NG4rk(a) of size at
least k, this can easily be done using the claim. If we find such a vertex, we are done. So let us assume
that it is not the case.
For every a ∈ S, let Sa be the connected component of a in the graph with vertex set S and an
edges (a, b) whenever a /= b and dG(a, b)  2r . Then Sa ⊆ NG4rk(a). To see this, suppose for contra-
diction that this is not the case. Then for 1  i  2k there must be at least one vertex bi in NG2ri(a) \
NG2r(i−1)(a). But then the vertices a, b2, b4, . . . , b2k−1 form a scattered set I ⊆ NG4rk(a) of size at least
k, a contradiction.
By the claim, for all a, b we can actually test within our resource bounds whether b ∈ Sa , which is
equivalent to Sa = Sb. Let ka be the size of the largest scattered subset of Sa . Observe that there is a scat-
tered set of size k if, and only if, there are vertices a1, . . . , al such that Sai ∩ Saj = ∅ for 1  i < j  l
and
∑l
i=1 kai  k.
Now we can proceed as follows: we keep a counter (in ϕ-space) that tells us how many scattered
vertices we have already found, initially this counter is set to 0. As soon as the counter reaches k, we
stop and accept. If the counter never reaches k, we eventually reject. We process the vertices in the order
of their indices. For each vertex, we check whether it belongs to S. Whenever we find an a ∈ S, we check
whether Sa contains a vertex b of lower index, if this is the case, Sa = Sb has already been processed,
and we continue with the next a. If not, we compute ka and add it to the counter. 
There is another natural way of associating a parameterized complexity class with a classical class.
For k  1, the kth slice of a parameterized problem P ⊆ ∗ ×N is the problem Pk = {x | (x, k) ∈
P } ⊆ ∗.
Definition 7. Let K be a classical complexity class. Then XK is the class of all parameterized problems
P all of whose slices are in K.
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To compare para-K and XK and to obtain further basic facts about these classes, we only require the
complexity class K to be robust, i.e., to satisfy the following two conditions (for all alphabets  and ):
• For every problem X ⊆ ∗ with X ∈ K and every word y ∈ ∗: X × {y} ∈ K.
• For every problem X ⊆ ∗ × ∗ with X ∈ K and every word y ∈ ∗: Xy = {x ∈ ∗ | (x, y) ∈
X} ∈ K.
Clearly, every regular class is robust. Moreover, for every robust complexity class K and every prob-
lem X ∈ K, the trivial parameterization X × {0} of X is in para-K. And para-K ⊆ XK holds for every
robust complexity class K.
Proposition 8. For robust complexity classes K and K′ the following are equivalent:
(1) K ⊆ K′.
(2) para-K ⊆ para-K′.
(3) para-K ⊆ XK′.
In particular, there is no robust K0 such that para-K0 is between para-K and XK.
Proof. The implications (1) ⇒ (2) and (2) ⇒ (3) are trivial. For (3) ⇒ (1), let Y ∈ K . Then the trivial
parameterization Y × {0} is in para-K. Thus, by the assumption para-K ⊆ XK′, Y ∈ K′. 
In Section 3, we shall use Proposition 8 to show that the classes of the W-hierarchy and other important
parameterized complexity classes, which are between FPT = para-PTIME and XPTIME, are “inherently
parametric,” that is, not of the form para-K for any robust K.
Remark 9. For regular complexity classes K the containment of para-K in XK is always strict just be-
cause we defined XK in a highly non-uniform way (so that it contains problems that are not computable).
For the standard, well-behaved complexity classes K, which are all of the form K(M,R, ) for a
simple class , we can define a uniform version of XK (see [9]). There are classes K for which this
uniform-XK coincides with para-K. An example is the class K of all linear time solvable problems.
For other classes K, such as LOGSPACE, PTIME, NP, or PSPACE, a simple diagonalisation shows that
para-K /= uniform-XK.
Remark 10. The previous remark highlights the issue of uniformity, which deserves some further dis-
cussion. Our definitions of the classes para-K and also the reductions defined in the next section are based
on what Downey and Fellows [9] call strongly uniformly fixed-parameter tractable. Recall that accord-
ing to this definition, a parameterized problem P is fixed-parameter tractable if there is a computable
function f : N → N, a constant c, and an algorithm deciding P in time O(f (k) · nc).
If we do not require f to be computable we get a notion that Downey and Fellows call uniformly
fixed-parameter tractable. While this notion seems to be perfectly reasonable at first sight, it mixes
computability and non-computability in a way that makes the class much less robust. For example, an
analogon of our Theorem 4 does not seem to hold for uniform fixed-parameter tractability (actually,
it is not even clear how to formulate such an analogon). We always felt that strongly uniform fixed-
parameter tractability was the more natural definition and used it in our earlier papers, and we believe
that the results presented here support this intuition.
There is also a non-uniform notion of fixed-parameter tractability. A problem P is non-uniformly
fixed-parameter tractable if there is a constant c such that for every k ∈ N the kth slice Pk of P is
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decidable in time O(nc). As strongly uniform fixed-parameter tractability, this notion is coherent and
admits a clean theory; indeed all results of the present paper can easily be adapted to non-uniform fixed-
parameter tractability (actually, this makes some of the proofs significantly simpler). There is a lot to be
said in favour of the non-uniform theory, especially when it comes to classes such as XP, whose natural
definition is the non-uniform one. The main backdraw of non-uniform fixed-parameter tractability is that
it is not very appealing to have a complexity theory whose “tractable” problems are not even necessarily
decidable.
2.1. Reductions and completeness
The following definition introduces the basic type of reduction on which much of the theory of
parameterized intractability is built:
Definition 11. Let P ⊆ ∗ ×N and P ′ ⊆ (′)∗ ×N be parameterized problems.
A para-PTIME-reduction, or FPT-reduction, from P to P ′ is a mapping R : ∗ ×N → (′)∗ ×N
such that:
(1) For all (x, k) ∈ ∗ ×N we have (x, k) ∈ P ⇐⇒ R(x, k) ∈ P ′.
(2) There exists a computable function g : N → N such that for all (x, k) ∈ ∗ ×N, say with R(x, k)=
(x′, k′), we have k′  g(k).
(3) There exists a computable function f : N → N and a constant c ∈ N such that R is computable in
time f (k) · nc.
We write P FPT P ′ if there is an FPT-reduction from P to P ′.
FPT-reductions are parameterized versions of polynomial time many one reductions. Of course we can
also introduce parameterized analogues of other types of reductions. Instead of doing this systematically,
we just introduce a parameterized analogue of LOGSPACE-reductions:
Definition 12. Let P ⊆ ∗ ×N and P ′ ⊆ (′)∗ ×N be parameterized problems.
A para-LOGSPACE-reduction, or PL-reduction, from P to P ′ is a mapping R : ∗ ×N → (′)∗ ×
N that satisfies conditions (1) and (2) of Definition 11 and
(3′) There exists a computable function f : N → N and a constant c ∈ N such that R is computable in
space f (k) + c · log n.
We write P PL P ′ if there is a PL-reduction from P to P ′.
Proposition 13. Let K be a complexity class that is closed under PTIME-reductions (LOGSPACE-
reductions, respectively). Then para-K is closed under FPT-reductions (PL-reductions, respectively).
Proof. We give the proof for PTIME-reductions, the statement for LOGSPACE-reductions is proved
analogously.
Let Q ⊆ ∗ ×N be in para-K, P ⊆ ∗ ×N, and P FPT Q. We have to show that P is in para-K.
By the assumption P FPT Q, there is an algorithm that, given (x, k) ∈ ∗ ×N, in time  f (k) · |x|c
computes (x′, k′) with
(x, k) ∈ P ⇐⇒ (x′, k′) ∈ Q
J. Flum, M. Grohe / Information and Computation 187 (2003) 291–319 303
and with k′  g(k) (where f, g are suitable computable functions and c ∈ N). Since Q ∈ para-K, Q is
in K after a pre-computation, i.e., there is Y ∈ K, Y ⊆ ∗ × ∗, and a computable p : N → ∗ such
that
(x′, k′) ∈ Q ⇐⇒ (x′, p(k′)) ∈ Y.
Let r be a computable function such that r(k)  f (k) and such that for all m  g(k), r(k) is greater
than the number of steps needed to compute g(m).
We shall define a problem X that is PTIME-reducible to Y , X ⊆ ∗ × (N×N), such that for arbi-
trary (x, k) ∈ ∗ ×N,
(x, (k, r(k)) ∈ X ⇐⇒ (x′, p(k′)) ∈ Y.
Then X is in K, because K is closed under PTIME-reductions. Therefore, since
(x, k) ∈ P ⇐⇒ (x′, p(k′)) ∈ Y ⇐⇒ (x, (k, r(k)) ∈ X,
P is in K after a pre-computation.
X is defined via the following algorithm A: given (x, (k, 	)) ∈ ∗ × (N×N), A first performs
	 · |x|c steps of the computation of (x′, k′); if this computation does not stop within this time, then
(x, (k, 	)) /∈ X. Otherwise, A performs 	 steps of the computation of p(k′). Again, if this computation
does not stop, then (x, (k, 	)) /∈ X. Otherwise, we fix:
(x, (k, l)) ∈ X ⇐⇒ (x′, p(k′)) ∈ Y.
Note that the algorithm A immediately yields a PTIME-reduction of X to Y : for this purpose choose
(y0, z0) /∈ Y . The PTIME-reduction assigns (y0, z0) to (x, (k, l)) if one of the “sub-computations” does
not stop in the required time; otherwise, it assigns (x′, p(k′)). 
We define hardness and completeness of a parameterized problem for a parameterized complexity
class under FPT-reductions or PL-reductions in the usual way.
So what are complete problems for our classes para-K? One might guess that suitable parameteriza-
tions of complete problems for K are complete for para-K. But it is not obvious which parameterizations
are suitable. It came as a surprise to us that essentially we do not need any parameterization—the trivial
parameterization of a complete problem for K is complete for para-K. So the parameterized complexity
classes para-K have complete problems that are essentially unparameterized.
Proposition 14. Let K be a robust complexity class, and let X be complete for K under PTIME-reduc-
tions (LOGSPACE-reductions, respectively). Then X × {0} is complete for para-K under FPT-reductions
(PL-reductions, respectively).
Proof. We give the proof for LOGSPACE-reductions and PL-reductions, the statement for PTIME-
reductions and FPT-reductions is proved analogously.
Let P ⊆ ∗ ×N be in para-K. Then there is a computable function f : N → ∗ for some alphabet
 and a problem Y ∈ K such that for all (x, k) ∈ ∗ ×N we have
(x, k) ∈ P ⇐⇒ (x, f (k)) ∈ Y.
Since X is complete for K, there is a LOGSPACE-reduction from Y to X, that is, a LOGSPACE comput-
able mapping R such that for all (x, y) ∈ ∗ × ∗ we have (x, y) ∈ Y ⇐⇒ R(x, y) ∈ X. We claim
that the mapping S defined by
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S(x, k) = (R(x, f (k)), 0)
is a PL-reduction from P to X × {0}. Clearly, we have
(x, k) ∈ P ⇐⇒ S(x, k) ∈ X × {0}.
It is also not hard to see that, given (x, k), S(x, k) can be computed in space g(k) + O(log n) for a
suitable function g. The other conditions are trivially satisfied. 
The following proposition shows that completeness for a class para-K is always based on a somewhat
trivial parameterization.
Proposition 15. Let K be a robust complexity class, and let P ⊆ ∗ ×N be complete for para-K under
FPT-reductions (PL-reductions, respectively).
Then there is an integer 	 ∈ N such that the problem P ∩ (∗ × {0, . . . , 	}) is complete for para-K
under FPT-reductions (PL-reductions, respectively).
Proof. We give the proof for PL-reductions, the statement for FPT-reductions is proved analogously.
Let P ⊆ ∗ ×N be complete for para-K under PL-reductions. Then P ∈ para-K, so there exists a
computable function f : ∗ → ∗ for some alphabet  and a problem Y ∈ K such that for all (x, k) ∈
∗ ×N we have
(x, k) ∈ P ⇐⇒ (x, f (k)) ∈ Y.
Since P is hard for para-K, for all Q ∈ para-K we have Q PL P . Thus in particular, for all X ∈ K we
have
X × {0} PL P. (4)
As a first step, we prove that Y is complete for K under LOGSPACE-reductions. Let X ⊆ ∗ be in K.
(4) implies that there exists an 	 ∈ N (	 = g(0) in the terminology of Definition 12) and LOGSPACE-
computable mappings R1 : 
∗ → ∗, R2 : 
∗ → {0, . . . , 	} such that for all x ∈ 
∗ we have
x ∈ X ⇐⇒ (R1(x), R2(x)) ∈ P.
Thus
x ∈ X ⇐⇒ (R1(x), f (R2(x))) ∈ Y.
Since the finite mapping f |{0,...,	} is LOGSPACE-computable, the mapping
x → (R1(x), f (R2(x)))
is a LOGSPACE-reduction from X to Y . This shows that Y is complete for K under LOGSPACE-
reductions.
By (4), we have Y × {0} PL P . A similar argument as above shows that there exists an 	 ∈ N
such that actually Y × {0} PL P0 := P ∩ (∗ × {0, . . . , 	}). Because, by Proposition 14, Y × {0} is
complete for para-K under PL-reductions, we have Q PL P0 for all Q ∈ para-K. Thus P0 is complete
for para-K under PL-reductions. 
Remark 16. We actually get a bit more out of the proof of Proposition 15. First of all, the proof shows
that if para-K has a complete problem P then K also has a complete problem. Moreover, it shows that
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P0 := P ∩ (∗ × {0, . . . , 	}), considered as a classical problem, is hard for K under PTIME-reductions
(LOGSPACE-reductions, respectively). Thus if P0 ∈ K, which is, for example, the case if K is closed
under finite unions, then P0 is complete for K under the respective reductions.
At first sight, Propositions 14 and 15 seem to indicate that the classes para-K are trivial from the
perspective of parameterized complexity theory. Of course this is not the case, these classes contain prob-
lems with interesting parameterizations. After all, the most important parameterized complexity class
FPT is of this form. As another example, we have seen that p-MC(DEG(g), FO) ∈ para-LOGSPACE, for
every g  1. It is worthwhile to note that the trivial parameterization of MC(DEG(g), FO) is
complete for para-PSPACE under PL-reductions (because MC(DEG(g), FO) is complete for PSPACE
under LOGSPACE-reductions [27]). Since LOGSPACE ⊂ PSPACE and thus para-LOGSPACE ⊂ para-
PSPACE, this implies that there is no PL-reduction from MC(DEG(g), FO)×{0} to p-MC(DEG(g), FO).
2.2. Logical descriptions
In this section, we show how to derive logical descriptions of the classes para-K from such descrip-
tions of the corresponding K.
2.2.1. Preliminaries from logic and descriptive complexity theory
A vocabulary is a finite set of relation, function, and constant symbols. Each relation and function
symbol has an arity. τ always denotes a vocabulary. A structure A of vocabulary τ , or τ -structure, con-
sists of a set A called the universe, and an interpretation T A of each symbol T ∈ τ : relation symbols and
function symbols are interpreted by relations and functions on A of the appropriate arity, and constant
symbols are interpreted by elements of A. We only consider structures whose universe is finite. An
ordered structure is a structure A whose vocabulary contains the binary relation symbol , the unary
function symbol S, and constant symbols min and max, such that A is a linear order of A, minA and
maxA are the minimum and maximum element of A, and SA is the successor function associated with
A, where we let SA(maxA) = maxA. To avoid notational overkill, we often omit superscripts A.
By Sk(min) we denote the term
S(S(. . . S︸ ︷︷ ︸
k times
(min) . . .)),
which is interpreted by the kth element of the ordering. By ORD we denote the class of all ordered
structures, and for a vocabulary τ , by ORD[τ ] we denote the class of all ordered τord := τ ∪ {
, S,min,max}-structures. In the following, we assume that vocabularies do not contain any function
symbols besides the successor function S.
In descriptive complexity theory, (classical) problems are identified with classes of ordered struc-
tures. A canonical way to do this is by associating with each word w ∈ ∗ an ordered structure W
whose vocabulary contains a unary relation symbol Pa for each letter a ∈ . Then a problem X ⊆ ∗
corresponds to a subclass of ORD[{Pa | a ∈ }]. It is one of the nice aspects of this framework that
usually we can encode problems in a more direct way than going through words. For example, we can
identify graph problems with classes of (ordered) {E}-structures, where E is a binary relation symbol.
Until the end of this section, and also in Subsection 3.1, classical problems are subclasses of ORD[τ ], for
a vocabulary τ , that are closed under isomorphism. Similarly, parameterized problems are subclasses P
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of ORD[τ ] ×N for a vocabulary τ , where for each k ∈ N the class Pk = {A ∈ ORD[τ ] | (A, k) ∈ P }
is closed under isomorphism.
We assume that the reader is familiar with first-order logic. The class of all formulas of first-order
logic is denoted by FO.
If ϕ(x1, . . . , xk) is a formula with free variables among x1, . . . , xk , A is a structure, and a1, . . . , ak ∈
A, then we write A |= ϕ(a1, . . . , ak) to denote that A satisfies ϕ if the variables x1, . . . , xk are in-
terpreted by a1, . . . , ak , respectively. We let ϕ(A) = {(a1, . . . , ak) ∈ Ak | A |= ϕ(a1, . . . , ak)}. Recall
that a sentence is a formula without free variables. Sentences define classes of structures. In particular, a
sentence ϕ whose vocabulary is contained in τ ord for some vocabulary τ defines the class
X(ϕ) = {A ∈ ORD[τ ] | A |= ϕ} ⊆ ORD[τ ]
of ordered structures. We say that a logic L captures a complexity class K, and write K = L, if for every
vocabulary τ and every problem X ⊆ ORD[τ ] we have:
X ∈ K ⇐⇒ There exists a sentence ϕ ∈ L[τord] such that X = X(ϕ).
Here a logic is simply a class of formulas (together with a semantics for these formulas). For a logic L
we denote by L[τ ] the class of formulas of L whose vocabulary is contained in τ .
The following theorem summarises the most important results from descriptive complexity theory:
Theorem 17 (cf. [14,21,22,28]).
(1) Deterministic transitive closure logic DTC captures LOGSPACE.
(2) Transitive closure logic TC captures NLOGSPACE.
(3) Least fixed-point logic LFP captures PTIME.
(4) Existential second-order logic 11 captures NP. Moreover, for every t  2, 1t captures Pt .(5) Partial fixed-point logic PFP captures PSPACE.
It would not make much sense to give a long list of definitions for all these logics here, and there really
is no need to do so, because in our proofs we basically just apply Theorem 17 (and a number of related
technical lemmas) together with the results of the previous section. Let us just give a brief description of
the logics here: transitive closure logic is an extension of first-order logic by an operator that essentially
formalises the directed graph reachability problem, and deterministic transitive closure logic is a variant
using deterministic reachability, that is, reachability through nodes of out-degree 1. Least fixed-point
logic extends first-order logic by a monotone fixed-point operator, and partial fixed-point logic extends
first-order logic by an arbitrary fixed-point operator. Second-order logic allows not only quantification
over elements of the universe of a structure, but also over relations on the universe. 1t is the fragment
of second-order logic whose formulas have at most t alternating blocks of existential and universal
second-order quantifiers, starting with a block of existential quantifiers (see [12] or [23] for details).
2.2.2. Capturing parameterized complexity classes
Recall that we view parameterized problems as subclasses of ORD[τ ] ×N.
Definition 18. Let L be a logic.
(1) A parameterized problem P ⊆ ORD[τ ] ×N is slicewise L-definable, if there is a computable func-
tion δ : N → L[τord] such that for all A ∈ ORD[τ ] and k ∈ N we have
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(A, k) ∈ P ⇐⇒ A |= δ(k).
(2) L captures a parameterized complexity class Q, if for every vocabulary τ and every parameterized
problem P ⊆ ORD[τ ] ×N we have
P ∈ Q ⇐⇒ P is slicewise L-definable.
If this is the case, we write Q = slicewise-L.
For well-behaved complexity classes K and logics L with K = L this equality holds “effectively”;
therefore, in view of Remark 9,
K = L ⇐⇒ uniform-XK = slicewise-L.
Proposition 19. Let K be a classical complexity class and Q a parameterized complexity class. If
para-K ⊆ Q ⊂ uniform-XK then there is no logic L with Q = slicewise-L.
Proof. We assume Q = slicewise-L and show K = L (and hence, uniform-XK = slicewise-L, a con-
tradiction). For ϕ ∈ L[τord] define the parameterized problem P ⊆ ORD[τ ] ×N by
(A, k) ∈ P ⇐⇒ A |= ϕ.
Then, P is slicewise L-definable, thus P ∈ Q. Therefore, Pk ∈ K, i.e., X(ϕ) ∈ K. Conversely, assume
X ⊆ ORD[τ ] and X ∈ K. Then X × {0} ∈ para-K (⊆ Q). As Q = slicewise-L, there is a ϕ ∈ L[τord]
with X(ϕ) = X. 
Remark 9 shows that most of the interesting parameterized complexity classes (including FPT) are
not of the form uniform-XK. Thus, by Proposition 19, if we want to describe any of these by logics, we
need a more refined notion of capturing.
Definition 20. A family (Ls)s∈N of logics captures a parameterized complexity class Q if for every
vocabulary τ and every parameterized problem P ⊆ ORD[τ ] ×N we have
P ∈ Q ⇐⇒ There is an s  1 such that P is slicewise Ls-definable.
If this is the case, we write Q = ⋃s1 slicewise-Ls .
The following result shows, for example for K = PSPACE and Q = para-PSPACE, that
para-PSPACE =
⋃
s1
slicewise-Ls
implies
⋃
s1 Ls ≡ PFP, i.e.,
⋃
s1 Ls and PFP have the same expressive power on ordered structures.
Proposition 21. Let K be a classical complexity class and Q a parameterized complexity class with
(1) Q ⊆ XK.
(2) If X ∈ K, then X × {0} ∈ Q.
Moreover, let Ls for s  1 be logics with Q = ⋃s1 slicewise-Ls . Then ⋃s1 Ls captures K.
Proof. First, assume that ϕ ∈ ⋃s1 Ls . Then, X(ϕ) ×N ∈ Q and hence by (1), X(ϕ) ∈ K. Conver-
sely, let Y ⊆ ORD[τ ] be a class in K. Then by (2), Y × {0} ∈ Q, so by the assumption Q = ⋃s1
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slicewise-Ls , there is an s  1 and δ : N → Ls[τord] with ((A, k) ∈ Y × {0} ⇐⇒ A |= δ(k)); thus,
Y = X(δ(0)). 
So to capture the parameterized versions of the complexity classes mentioned in Theorem 17 we have
to look for suitable “filtrations” of the corresponding logics. Recall that the quantifier rank of a first-
order formula is the maximum nesting depth of quantifiers in the formula. For s ∈ N, we denote by FOs
the set of first-order formulas of quantifier rank at most s and by FOs the set of first-order formulas that
contain at most s variables.
It is well known that every formula of least fixed-point logic LFP is equivalent to one of the form
[LFPx¯,X ϕ] t¯ , (5)
where ϕ is a first-order formula and t¯ a tuple of terms [21]. LFPs and LFPs denote the fragments of LFP
consisting of all formulas of the form (5) where ϕ ∈ FOs and ϕ ∈ FOs , respectively, and where t¯ has
length at most s.
On ordered structures, every formula of transitive closure logic TC is equivalent to one of the form
[TCu¯,v¯ ϕ] t¯1, t¯2 (6)
where ϕ is a first-order formula and t¯1, t¯2 are tuples of terms [22]. TCs denotes the fragment of TC
consisting of all formulas of the form (6) where ϕ ∈ FOs and t¯1, t¯2 are tuples of length at most s.
(11)
s and (11)s are the sets of formulas of the form ∃X1 . . . ∃Xm ϕ with ϕ ∈ FOs or ϕ ∈ FOs , re-
spectively. Similarly, we can define fragments DTCs , (1t )s and (1t )s , PFPs , and PFPs of the respective
logics.
We have proved a first parameterized capturing result in [15]. The second equality in the following
theorem has not been stated explicitly in [15], but follows easily from the proof.
Theorem 22 (cf. [15]). FPT = ⋃s1 slicewise-LFPs = ⋃s1 slicewise-LFPs .
The following theorem lifts the other statements of Theorem 17 to the parameterized classes:
Theorem 23.
(1) para-LOGSPACE = ⋃s1 slicewise-DTCs .
(2) para-NLOGSPACE = ⋃s1 slicewise-TCs .
(3) para-NP = ⋃s1 slicewise-(11)s = ⋃s1 slicewise-(11)s,
and for every t  2, para-Pt =
⋃
s1 slicewise-(1t )s =
⋃
s1 slicewise-(1t )s .
(4) para-PSPACE = ⋃s1 slicewise-PFPs = ⋃s1 slicewise-PFPs .
Before we turn to a proof of this theorem, we mention the following facts that are well known and
easily proved. To prove Lemma 25, just recall that we have a successor function S.
Lemma 24. Let τ be a vocabulary and s  1.
(1) There is an O(|ϕ| · ns)-algorithm that decides for every sentence ϕ ∈ FOs[τord] and every A ∈
ORD[τ ] if A satisfies ϕ.
(2) There is a space O(|ϕ| + log n)-algorithm that decides for every sentence ϕ ∈ FOs[τord] and every
A ∈ ORD[τ ] if A satisfies ϕ.
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Lemma 25. Let τ be a vocabulary. For every structure A ∈ ORD[τ ] there is a sentence ϕA ∈ FO0 ∩
FO0, that is, a sentence with no variables and therefore no quantifiers, such that for all B ∈ ORD[τ ] we
have:
B |= ϕA⇐⇒A∼=B.
Proof (of Theorem 23). By standard means one shows that if the parameterized problem P ⊆ ORD[τ ]
×N is slicewise definable in one of the logics mentioned on the right-hand sides of the equalities, then
P is in the corresponding complexity class. We exemplify this for para-NLOGSPACE. So, assume that
P is slicewise TCs-definable (for some fixed s) via δ : N → TCs[τord]. GivenA ∈ ORD[τ ] and k ∈ N,
one computes δ(k) ∈ TCs , say
δ(k) = [TCu¯,v¯ ϕ] t¯1, t¯2,
where the quantifier rank of ϕ is  s and |u¯| = m  s. Then
(A, k) ∈ P ⇐⇒ A |= [TCu¯,v¯ ϕ] t¯1, t¯2,
i.e., (A, k) ∈ P if and only if there is a sequence a¯1, a¯2, . . . , a¯m of tuples of elements of A such that
a¯1 is the interpretation of t¯1 in A, a¯m is the interpretation of t¯2 in A, and for 1  i  m − 1 we have
A |= ϕ(a¯i, a¯i+1). We call such a sequence a ϕ-path from t¯1 to t¯2. Using part (2) of Lemma 24, it is easy
to see that there is a a non-deterministic algorithmAk that, given a structureA of size n, decides whether
there is a ϕ-path from t¯1 to t¯2 in space O(|ϕ| + log n). Thus P is decidable in non-deterministic space
g(k) + c · log n, where c is a suitable constant and g(k) is c · |δ(k)| plus the space needed to compute
δ(k) and to obtain Ak .
For the converse inclusions, let K be one of the classes appearing on the left-hand side of the equal-
ities, and let P ⊆ ORD[τ ] ×N be a parameterized problem in para-K. By Theorem 4, P is eventually
in K, that is, there is a computable function f : N → N and a problem X ∈ K such that for all (A, k) ∈
ORD[τ ] ×N with n > f (k) we have
(A, k) ∈ P ⇐⇒ (A, k) ∈ X.
Without loss of generality we assume f (k)  k.
Let c be a new constant symbol. For A ∈ ORD[τ ] and k ∈ N with k < |A|, we denote by 〈A, k〉 the
τord ∪ {c}-structure obtained fromA by interpreting c by the kth element of the order inA; in particular,
〈A, 0〉 |= c = min. Let
Y := {〈A, k〉 | (A, k) ∈ X and k < |A|}.
Clearly, Y ∈ K. Therefore, there is a τord ∪ {c}-sentence ϕ of the logic capturing K such that
〈A, k〉 ∈ Y ⇐⇒ 〈A, k〉 |= ϕ.
Thus, for (A, k) ∈ ORD[τ ] ×N with n > f (k) we have
(A, k) ∈ P ⇐⇒ 〈A, k〉 |= ϕ.
At this point we have to consider each complexity class separately, although the arguments more or less
remain the same. For example, let us assume that K = NP. Then the sentence ϕ has the form
ϕ = ∃X1 . . . ∃Xm ψ,
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where ψ contains no second-order quantifiers and, say, contains s first-order quantifiers. Thus ψ ∈
FOs ∩ FOs . Then, for all (A, k) ∈ ORD[τ ] ×N we have
(A, k) ∈ P ⇐⇒ A |= δk,
where
δk := ∃X1 . . . ∃Xm
((
Sf (k)−1(min) /= max ∧ ϕ(Sk(min)/c)) ∨ ∨
(A,k)∈P, |A|f (k)
ϕA
)
.
Here, ϕ(Sk(min)/c)) is obtained from ϕ by substituting c by Sk(min) and the ϕA are formulas in FO0 ∩
FO0 chosen according to Lemma 25. Note that Sf (k)−1(min) /= max implies that the size of the structure
is greater than f (k). Thus δ : N → (11)s[τord] with δ(k) := δk is both a slicewise (11)s-definition of
P and a slicewise (11)s-definition of P .
The other cases are treated similarly. 
Remark 26. The reason that we do not get finite-variable versions of the results for LOGSPACE and
NLOGSPACE (i.e., versions using appropriately defined (D)TCs) is that we do not know whether pa-
rameterized model-checking for the finite-variable fragments FOs of first-order logic is in para-NLOG-
SPACE.
3. The W-hierarchy and other “inherently parametric” classes
In this section, we shall study the classes W[t], for t  1, forming the so-called W-hierarchy, the
classes A[t], for t  1, forming the A-hierarchy, and the class AW[∗]. Each of these classes is defined as
the closure of a particular problem or family of problems under FPT-reductions. For W[t], the defining
family of problems consists of parameterized versions of the satisfiability problems for circuits of weft
t (and varying depth). For A[t], the defining problem is a parameterized version of the halting problem
for alternating Turing machines with t alternations. For AW[∗], the defining problem is a parameterized
version of the satisfiability problem for quantified Boolean formulas.
Instead of giving these definitions in more detail, we characterise all the classes in a uniform way
by complete model-checking problems for fragments of first-order logic. We need some notation: recall
that FO denotes the class of all first-order formulas. For t  1, we let t be the class of all first-order
formulas of the form
∃x11 . . . ∃x1	1 ∀x21 . . .∀x2	2 ∃x31 . . . ∃x3	3 . . . Qxt1 . . .Qxt	t θ, (7)
where θ is a quantifier-free formula and Q = ∃ if t is odd, Q = ∀ if t is even. For u  1, we let t,u be
the class of all t formulas of the form (7) where 	2, 	3, . . . , 	t  u. Note that 1 = 1,1, but t /= t,u
for all t  2, u  1.
Recall from Example 6 that for a class D of structures and a class  of formulas, p-MC(D,)
denotes the model-checking problem for structures from D and sentences from  parameterized by the
input formula, that is, the problem{
(A, [ϕ]) ∣∣ A ∈ D,ϕ ∈ ,A |= ϕ},
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where [ϕ] is a natural number encoding of ϕ. If D is the class of all structures, we denote p-MC(D,)
by p-MC().
Theorem 27 [10,11,15].
Let τ be a vocabulary that contains at least one binary relation symbol.
(1) For all t  1 and every parameterized problem P we have
P ∈ W[t] ⇐⇒ There exists a u  1 such that P FPT p-MC(t,u[τ ]).
(2) For all t  1, p-MC(t [τ ]) is complete for A[t] under FPT-reductions.
(3) p-MC(FO[τ ]) is complete for AW[∗] under FPT-reductions.
Since for every fixed sentence ϕ ∈ FO there is a polynomial time algorithm deciding whether a given
structure satisfies ϕ, we have p-MC(FO) ∈ XPTIME. Thus all of the classes W[t], A[t], and AW[∗]
are contained in XPTIME. On the other hand, since they are closed under FPT-reductions, all of these
classes contain FPT. Thus by Proposition 8, none of these classes Q is of the form para-K for a closed
classical complexity class K, unless Q = FPT.
It is easy to see that for all t, u  1 the problem MC(t,u) is in NP. Thus p-MC(t,u) ∈ para-NP
and therefore by Proposition13, W[t] ⊆ para-NP. Unless PTIME = NP we actually have W[t] ⊂
para-NP. To this, suppose that W[t] = para-NP. Then W[t] = FPT by the considerations of the previ-
ous paragraph. But this implies FPT = para-PTIME = para-NP and thus, by Proposition 8, PTIME =
NP.
Similarly, the class A[t] is easily seen to be contained in Pt , the t th level of the polynomial hi-
erarchy, and unless PTIME = NP, this containment is strict. We do not know if A[t] ⊆ Pt−1 for any
t  2, but we conjecture that this is not the case. Finally, we have AW[∗] ⊆ para-PSPACE, and unless
PTIME = PSPACE this containment is strict.
Since 1 = 1,u for every u  1, we have A[1] = W[1]. It is not known whether A[t] = W[t] for
any t  2. The following example may help to understand the difference between A[2] and W[2] on
an intuitive level. Downey and Fellows [8] proved that the natural parameterization of the dominat-
ing set problem is complete for W[2]. We give a similar graph theoretic problem that is complete for
A[2].
We assume that a computable bijective pairing function 〈 , 〉 : N×N → N is given. Then, the pa-
rameterized dominating clique problem DC is defined by
(G, 〈k, l〉) ∈ DC ⇐⇒ G is a graph that contains a set of at most k vertices
which dominates every clique of size l.
Let X and Y be sets of vertices of the graph G = (G,EG). Y is a clique, if EGab holds for all a, b ∈ Y ,
a /= b. X dominates Y , if there are a ∈ X and b ∈ Y such that EGab. A vertex a dominates Y , if {a}
dominates Y .
Theorem 28. DC is complete for A[2] under FPT-reductions.
In comparison, for every fixed u  1 the problem of deciding whether a graph contains a set of k
vertices that dominates every clique of size u, parameterized by k, is in W[2].
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Proof. Since the 〈k, l〉-slice of DC is definable by the 2-sentence
∃x1 . . . ∃xk∀y1 . . .∀yl
(( ∧
1i<jl
Eyiyj
)
→
k∨
i=1
l∨
j=1
Exiyj
)
,
by Theorem 27 we have DC ∈ A[2].
We turn to the A[2]-hardness of DC. It has been proved in [15] that p-MC(GRAPH, 2) is com-
plete for A[2] under FPT-reductions. Here GRAPH denotes the class of all undirected, loop-free graphs,
considered as {E}-structures. Therefore, to obtain the A[2]-hardness of DC it would suffice to show
that p-MC(GRAPH, 2) FPT DC. It is easier to understand and to present the main idea of such a
reduction if we show that
p-MC(GRAPH, 2) FPT DCdir,
where DCdir is the parameterized dominating clique problem for directed graphs. Thereby, we take over
the definition of “Y is a clique” and of “X dominates Y ” from the undirected case. At the end of the
proof we mention the changes that are necessary for undirected graphs.
So, let a graph G and a 2-sentence ϕ be given. We may assume (by a pre-computation) that
ϕ = ∃x1 . . . ∃xk
∧
1ir
∀y1 . . .∀yl
∨
1js
ψij
with l  2 and with literals ψij , each of them containing exactly two variables. Set i := {ψij | j =
1, . . . , s} for i = 1, . . . , r . We construct a directed graph G′—within the time required by the definition
of FPT-reduction—such that
G |= ϕ iff
(
G′,
〈
k +
(
k
2
)
, l
〉)
∈ DC. (8)
Given a directed graphH = (H,EH) and a set Z of vertices ofH, by we add an l-clique to enforce that
an element of Z is chosen we mean: for new elements c1, . . . , cl we pass to a directed graph
H′ :=
(
H ∪ {c1, . . . , cl}, EH ∪ {(ci, cj ) | i, j = 1, . . . , l, i /= j} ∪ {(z, ci) | z ∈ Z, i = 1, . . . , l}
)
.
(Clearly, then every set of vertices ofH′ dominating all l-cliques must contain an element of Z.)
The set of vertices of the graph G′, we aim at, consists of two parts: the ∃-part and the ∀-part that take
care of the existential and of the universal quantifiers in ϕ, respectively. The ∃-part contains the vertices in
k⋃
u=1
{u} × G ∪
⋃
1u<vk
{(u, v)} × G2.
For u = 1, . . . , k we add an l-clique to enforce that an element of {u} × G is chosen; similarly, for
1  u < v  k we add an l-clique to enforce that an element of {(u, v)} × G2 is chosen. Moreover, we
add l-cliques to enforce that
the element (u, v, a, b) is chosen, if (u, a) and (v, b) have been chosen.
This can be achieved by adding, for u /= v and a, b ∈ G, an l-clique C{(u,a),(v,b)} and by adding the
edges
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((u, a), c) for u = 1, . . . , k, a ∈ G, and c ∈ C{(u,a′),(v,b)} for
some v /= u and some a′, b ∈ G with a′ /= a,
((u, v, a, b), c) for u, v = 1, . . . , k, u < v, a, b ∈ G and c ∈
C{(u,a),(v,b)}. (9)
Hence, already now, we know that every subset of G′ of size k + (k2) dominating all l-cliques must have
the form
D(a1, . . . , ak) :={(u, au) | u = 1, . . . , k} ∪ {(u, v, au, av) | 1  u < v  k}. (10)
We turn to the ∀-part. Its set of vertices is
r⋃
i=1
l⋃
t=1
{i} × G × {t}.
Here (i, a, t) “represents” the selection of the ith conjunct of ϕ and of a as the interpretation of yt . We
come to the edges:
for i = 1, . . . , r and t, t ′ = 1, . . . , l with t /= t ′, and a, b ∈ G
we add the edge ((i, a, t), (i, b, t ′)) iff G |=
∧
ψ∈i,ψ=ψ(yt ,yt ′ )
ψ(a, b).
Thus, the ∀-part is an (undirected) graph that contains a clique of size l if and only if there are
i ∈ {1, . . . , r} and a1, . . . , al ∈ G satisfying no literal in i with variables among y1, . . . , yl .
Finally, the following edges between the ∃-part and the ∀-part are added:
• for u = 1, . . . , k, i = 1, . . . , r , t = 1, . . . , l, and a, c ∈ G
the edge ((u, a), (i, c, t)) iff G |=
∨
ψ∈i,ψ=ψ(xu,yt )
ψ(a, c);
• for u, v = 1, . . . , k with u < v, for i = 1, . . . , r , t = 1, . . . , l, and a, b, c ∈ G
the edge ((u, v, a, b), (i, c, t)) iff G |=
∨
ψ∈i,ψ=ψ(xu,xv)
ψ(a, b). (11)
Now one verifies (8): by (10), every set of cardinality k + (k2) dominating all l-cliques of G′ must have
the form D(a1, . . . , ak) for suitable a1, . . . , ak . And, by the last part of the construction, we see that
G |=
∧
1ir
∀y1 . . .∀yl
∨
1js
ψij (a1, . . . , ak) ⇐⇒ D(a1, . . . , ak) dominates all l-cliques of G′.
This completes our proof that DCdir is A[2]-hard.
For undirected graphs, we essentially use the same construction. The only problem is that the undi-
rected graph underlying G′ may contain additional cliques of size l that we have not taken into account
so far. Specifically, such cliques (let us call them bad cliques) may be generated by the edges intro-
duced in (9) and (11). Therefore, each bad clique contains a vertex (u, a) ∈ ⋃ku=1{u} × G or a vertex
(u, v, a, b) ∈ ⋃1u<vk{(u, v)} × G2. To make sure that all bad cliques are dominated we add to the
undirected graph underlying G′ a clique D of new vertices d1, . . . , dl and a further vertex d together
with edges from d to d1 and to all elements of
314 J. Flum, M. Grohe / Information and Computation 187 (2003) 291–319
k⋃
u=1
{u} × G ∪
⋃
1u<vk
{(u, v)} × G2.
Then every set of vertices of the graph dominating all l-cliques must contain d. Now the proof goes
through for the new parameter 1 + k + (k2). 
3.1. Logical descriptions
In this section, we give logical descriptions of the classes introduced above. Let us first review Theo-
rem 27 in the light of slicewise definability. Observe that the problem p-MC(ORD[τ ],L[τ ]), for a logic
L, is in a sense the “canonical” slicewise L-definable problem; it is slicewise definable via a function
δ that simply decodes [ϕ] back to ϕ. Actually, it is not essential here to have ordered structures, for a
vocabulary τ that, without loss of generality, does not contain any of the symbols , min, max, S we
can simply identify p-MC(L[τ ]) with the problem
{(A, [ϕ]) | A ∈ ORD[τ ], ϕ ∈ L[τ ],A |= ϕ} ⊆ ORD[τ ] ×N.
So Theorem 27 at least shows that for the classes A[t], for t  1, and AW[∗] we have complete problems
that are slicewise definable in nice and simple logics. For the classes W[t], for t  1, the situation is
similar, though slightly more complicated. But of course these are not yet capturing results in the style
of Subsection 2.2.
Proposition 21 tells us that if A[t] = ⋃s1 slicewise-Ls or W[t] = ⋃s1 slicewise-Ls then⋃s1 Ls =
LFP. So again, we have to look for suitable “filtrations” of LFP. Recall that LFPs denotes the class of
formulas of least fixed-point logic of the form [LFPx¯,X ψ] t¯ , where ψ ∈ FOs and where t¯ has length
at most s. Let BOOL(LFPs) be the class of Boolean combinations ϕ of formulas in LFPs . Note that ϕ
itself may contain more than s variables. For t  1, we let t -BOOL(LFPs) be the class of all first-order
formulas of the form
∃x11 . . . ∃x1	1 ∀x21 . . .∀x2	2 ∃x31 . . . ∃x3	3 . . . Qxt1 . . .Qxt	t χ, (12)
where χ ∈ BOOL(LFPs) and Q = ∃ if t is odd, Q = ∀ if t is even. For u  1, we let t,u-BOOL(LFPs)
be the class of all t -BOOL(LFPs) formulas of the form (12) where 	2, 	3, . . . , 	t  u. Finally, we let
FO(LFPs) be the closure of LFPs under Boolean combinations and first-order existential and universal
quantification.
Theorem 29.
(1) For all t  1, we have W[t] = ⋃u1⋃s1 slicewise-t,u-BOOL(LFPs).
(2) For all t  1, we have A[t] = ⋃s1 slicewise-t -BOOL(LFPs).
(3) AW[∗] = ⋃s1 slicewise-FO(LFPs).
Proof. The following well-known Lemma can easily be proved using part (1) of Lemma 24. Recall that
for a structureA and a formula ϕ(x1, . . . , xk), ϕ(A) denotes the set of all tuples (a1, . . . , ak) ∈ Ak such
that A |= ϕ(a1, . . . , ak). 
Lemma 30. There is an algorithm that for every A ∈ ORD[τ ] and ϕ ∈ LFPs[τord] computes the set
ϕ(A) in time O(|ϕ| · |A|2s).
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We need another Lemma, which is a strengthening of some of the statements of Theorem 27. The
arity of a vocabulary τ is the maximum of the arities of the relation symbols in τ , or 1, if τ does not
contain any relation symbols. For a class  of formulas and an s  1 we let [s] denote the class of all
formulas in  whose vocabulary is at most s-ary.
Lemma 31 [15].
(1) For all s, t, u  1 we have p-MC(t,u[s]) ∈ W[t].
(2) For all s, t  1 we have p-MC(t [s]) ∈ A[t].
(3) p-MC(FO[s]) ∈ AW[∗].
Statement (1) of the Lemma does not appear in [15], but can easily be derived with the techniques
used there (specifically, in the proof of Lemma 3.2).
Proof (of Theorem 29). We just prove statement (1). The proofs of (2) and (3) are very similar (and
slightly simpler). Let s, t, u  1 and P ⊆ ORD[τ ] ×N.
First, assume that P is slicewise t,u-BOOL(LFPs)-definable via δ : N → t,u-BOOL(LFPs)[τord].
Let r be the arity of τord and s′ = max{r, s}. We shall prove that P FPT p-MC(t,u[s′]) and thus by
Lemma 31(1), that P ∈ W[t].
Let A ∈ ORD[τ ] and k ∈ N. Suppose that
δ(k) = ∃x¯1∀y¯2 . . .Qy¯t χ
with χ ∈ BOOL(LFPs). Then χ is a Boolean combination of the LFPs-formulas ϕ1(x¯1), . . . , ϕm(x¯m),
where x¯i has length si for some si  s. For i = 1, . . . , m let Ri be a new si-ary relation symbol. Let
χ(R1/ϕ1, . . . , Rm/ϕm) be the FO[τ ∪ {R1, . . . , Rm}]-formula obtained from χ by replacing ϕi(x¯i) by
Ri(x¯i) for i = 1, . . . , m. Then, δ(k)′ := ∃x¯1∀y¯2 . . .Qy¯tχ(R1/ϕ1, . . . , Rm/ϕm) is a t,u[s′]-formula.
Furthermore, let A′ be the τord ∪ {R1, . . . , Rm}-expansion of A obtained by setting RA′i := ϕi(A)
for i = 1, . . . , m. We claim that the mapping (A, k) → (A′, [δ(k)′]) is an FPT-reduction from P to
p-MC(t,u[s′]). Our construction immediately shows that
(A, k) ∈ P ⇐⇒ A |= δ(k) ⇐⇒ A′ |= δ(k)′ ⇐⇒ (A, [δ(k)′]) ∈ p-MC(t,u[s′]).
Moreover, the function k → [δ(k)′] is computable. It remains to show that the function (A, k) → A′ is
computable in time f (k) · |A|c for some computable function f and constant c. But this follows from
Lemma 30 and the fact that the mapping δ is computable.
For the converse direction, assume that P ⊆ ORD[τ ] ×N is in W[t]. Let E be a binary relation sym-
bol. By Theorem 27(1) there is a u  1 such that P FPT p-MC(t,u[{E}]). For notational simplicity,
we assume u = 1.
Thus, there are computable functions f, g : N → N, a constant c, and an algorithmA that with every
(A, k) ∈ ORD[τ ] ×N associates an {E}-structure G = G(A, k) and a sentence ϕ ∈ t,1, ϕ = ϕ(A, k),
in time at most f (k) · |A|c such that
(A, k) ∈ P ⇐⇒ G |= ϕ (13)
and [ϕ]  g(k). Without loss of generality we can assume f (k)  k for all k.
For k ∈ N let Ak be an algorithm that, on input A ∈ ORD[τ ], simulates A on input (A, k). Thus Ak
is an algorithm that accepts the kth slice of P . For A ∈ ORD[τ ] with |A| > f (k), the algorithm Ak
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works in time |A|c+1. Thus by (a slight extension of) Theorem 17(3), there is an s  1 (not depending
on k) such that the algorithm Ak can be simulated in A by LFPs-formulas. This means two things.
First, it means that there is a pair  = (ψuni(x¯), ψE(x¯, y¯)) of formulas in LFPs[τord] such that for all
A ∈ ORD[τ ] with |A| > f (k) the {E}-structure
A :=
(
ψuni(A), ψE(A) ∩
(
ψuni(A)
)2)
is isomorphic to the structure G(A, k). And second, it means that there is a formula ξ(x) ∈ LFPs[τord]
such that for all A ∈ ORD[τ ] with |A| > f (k), g(k) and all m we have
A |= ξ(Sm(min)) ⇐⇒ m = [ϕ(A, k)]. (14)
Moreover, the length 	 of x¯ and y¯ in ψuni(x¯), ψE(x¯, y¯) does not depend on k. We can assume that
there are distinct variables x1, . . . , xp(k), y2, . . . , yt such that all the sentences of the form ϕ(A, k) with
A ∈ ORD[τ ] have the form
∃z1 . . . ∃zq∀y2 . . .Qytρ (15)
for some quantifier-free ρ and with z1, . . . , zq ∈ {x1, . . . , xp(k)}. For all i  g(k), if the sentence χ with
[χ] = i is of the form (15), then let χi = χ , otherwise let χi be undefined. If χi is defined, let ρi be the
corresponding ρ in (15), otherwise let ρi = (x1 /= x1). Choose a sequence x¯1, . . . , x¯p(k), y¯2, . . . , y¯t of
disjoint 	-tuples of variables (recall that 	 denotes the length of x¯ and y¯ in ψuni(x¯), ψE(x¯, y¯)). Then
every ρj has a natural translation into a τord-formula ρj obtained by replacing atomic formulas of
the form Euv and u = v by ψE(u¯, v¯) and ∧i<	 ui = vi , respectively. Writing ∃x¯ ∈ ψuni ϕ instead of∃x¯(ψuni(x¯) ∧ ϕ) and ∀x¯ ∈ ψuni ϕ instead of ∀x¯(ψuni(x¯) → ϕ), we let
χi = ∃x¯1 ∈ ψuni . . . ∃x¯p(k) ∈ ψuni∀y¯2 ∈ ψuni∃y¯3 ∈ ψuni . . .Qy¯t ∈ ψuni ρi .
Then for all A ∈ ORD[τ ] with |A| > f (k) we have
A |= χi ⇐⇒ A |= χi. (16)
Next, we shall define a formula δk ∈ t,	-BOOL(LFPs) with the property that
(A, k) ∈ P ⇐⇒ A |= δk. (17)
Furthermore, we shall prove that the mapping k → δk is computable, which completes our proof that P
is slicewise t,	-BOOL(LFPs)-definable
We let
δ′k =
∨
ig(k)
(
ξ(Si(min)) ∧ χi
)
.
Then by (13), (14), (16), and the fact that G(A, k)∼=A , for all A with |A| > f (k), g(k) we have
(A, k) ∈ P ⇐⇒ A |= δ′k.
By standard means we can transform δ′k into an equivalent formula
δ′′k = ∃x¯1 . . . ∃x¯p(k)∀y¯2 . . .Qy¯t ζk,
where ζk is a Boolean combination of the formulas ξ(Si(min)), for 1  i  g(k), ψuni(x¯i), for 1  i 
g(k), ψuni(u¯i), for 2  i  t , and ρi , for 1  i  g(k). Then ζk ∈ BOOL(LFPs).
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We let
δ′′′k =
∨
(A, k) ∈ P
|A|  max{f (k), g(k)}
ϕA ∨
(
Sf (k)−1 /= max ∧ Sg(k)−1 /= max ∧ δ′′k
)
.
Then for all A we have
(A, k) ∈ P ⇐⇒ A |= δ′′′k .
Now we can easily transform δ′′′k into an equivalent formula
δk = ∃x¯1 . . . ∃x¯p(k)∀y¯2 . . .Qy¯t ζ ′k,
where ζ ′k is a Boolean combination of ζk and the formulas ϕA, for τ -structures A with (A, k) ∈ P and
|A|  max{f (k), g(k)}, Sf (k)−1 /= max, and Sg(k)−1 /= max. Then δk ∈ t,	-BOOL(LFPs). Since δk is
equivalent to δ′′′k (17) holds.
Finally, we have to show that the mapping k → δk is computable. To do this, we first note that for
every k we can compute an algorithmAk that accepts the kth slice of P in time f (k) · |A|c (because we
know A). Then we use the fact that the proof of Theorem 17(3) actually gives a computable translation
of polynomial time algorithms into LFP-formulas. Thus both  and ξ are computable from k. Since
g(k) is computable, we can compute the set of all FO-formulas χ with [χ]  g(k). Since f , g, and the
syntactical operations that were used to obtain a formula δk of the right form are also computable, the
formula δk can be computed from k. 
Remark 32. The results remain true if we replace LFPs by LFPs .
The following simple observation together with the above descriptive characterisations yields model-
theoretic versions of open complexity-theoretic problems.
Proposition 33. Let Q and Q′ be parametric classes with Q = ⋃s1 slicewise-Ls and Q′ = ⋃s1
slicewise-L′s . Moreover, assume that L′s[τord] is a computable set for every vocabulary τ and every
s  1. Then
Q′ ⊆ Q ⇐⇒ ∀τ ∀s  1 ∃r  1 : L′s[τord] ⊆ Lr [τord].8
Proof. The implication from right to left being trivial, we turn to the other direction: Fix a vocabu-
lary τ and s  1. Choose a computable and surjective function δ : N → L′s[τord]. Define the problem
P ⊆ ORD[τ ] ×N by
(A, k) ∈ P ⇐⇒ A |= δ(k).
Then, P ∈ Q′ and hence by assumption, P ∈ Q. Therefore, P is slicewise-Lr definable for some r  1.
But then L′s[τord] ⊆ Lr [τord]. 
8 For logics L and L′, L′[τord] ⊆ L[τord] means that every L′[τord] is equivalent to an L[τord]-sentence on ordered
structures.
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In particular, we get
Corollary 34.
(1) FPT = W[1] ⇐⇒ ∀τ ∀s  1 ∃r  1 : 1-BOOL(LFPs)[τord] ⊆ LFPr [τord].
(2) W[t] = A[t] ⇐⇒ ∀τ ∀s  1 ∃u, r  1 : t -BOOL(LFPs)[τord] ⊆ t,u-BOOL(LFPr )[τord].
4. Conclusions
We have approached parameterized complexity theory from the perspective of classical complexity
theory and descriptive complexity theory. By studying the parameterized analogues para-K of classi-
cal classes K and transferring results from the classical world to the parameterized world, we have
gained a good understanding of a large family of parameterized complexity classes, among them the
class FPT of fixed-parameter tractable problems. Our descriptive complexity theoretic approach took us
even further; we gave natural logical descriptions of most of the important parameterized complexity
classes.
In this paper, we were mainly concerned with the overall structure of parameterized complexity clas-
ses. Some of the particular classes para-K deserve further study. In particular, we would like to mention
the classes para-LOGSPACE and para-NLOGSPACE here. In Example 6, we have proved a quite general
result showing that many interesting properties of graphs of bounded degree are in para-LOGSPACE.
It would be interesting to see natural parameterized problems that are fixed-parameter tractable, but
can be proved to be not in para-LOGSPACE (under the complexity theoretic assumption that FPT /=
para-LOGSPACE). The interesting twist in this problem is that we cannot simply prove such problems
to be FPT-complete under PL-reductions, because by Proposition 15, FPT-complete problems are in
some sense trivial from a parameterized point of view.
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