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Abstract
We consider constrained minimization problems and propose to
replace the projection onto the entire feasible region, required in the
Projected Subgradient Method (PSM), by projections onto the indi-
vidual sets whose intersection forms the entire feasible region. Specif-
ically, we propose to perform such projections onto the individual
sets in an algorithmic regime of a feasibility-seeking iterative projec-
tion method. For this purpose we use the recently developed family
of Dynamic String-Averaging Projection (DSAP) methods wherein
iteration-index-dependent variable strings and variable weights are
permitted. This gives rise to an algorithmic scheme that generalizes,
from the algorithmic structural point of view, earlier work of Helou
Neto and De Pierro, of Nedic´, of Nurminski, and of Ram et al.
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1 Introduction
The problem: We consider constrained minimization problems of the form
minimize{φ(x) | x ∈ C}, (1)
where φ is a convex objective function mapping from the J-dimensional Eu-
clidean space RJ into the reals and C ⊆ RJ is a given closed convex con-
straints set. Such constrained optimization problems lie at the heart of opti-
mization theory and practice and constitute mathematical models for many
scientific and real-world applications. The Projected Subgradient Method
(PSM) for constrained minimization interlaces subgradient steps for objec-
tive function descent with projections onto the feasible region C to regain
feasibility after every subgradient step.
PSM generates a sequence of iterates {xk}∞k=0 according to the recursion
formula
xk+1 = PC
(
xk − tkφ
′(xk)
)
, (2)
where tk > 0 is a step-size, φ
′(xk) ∈ ∂φ(xk) is a subgradient of φ at xk, and
PC stands for the orthogonal (least Euclidean norm) projection onto the set
C. The underlying philosophy is to perform unconstrained objective function
descent steps by moving from xk to zk := xk − tkφ
′(xk) and then regain
feasibility with respect to C by projecting zk onto C.
Motivation: This projection onto C is a computational bottleneck in
applying the method due to the required inner loop of (quadratic) minimiza-
tion of the distance to the set C. Therefore the projected subgradient method
is mostly useful only when the feasible region is “simple to project onto”. To
alleviate this difficulty we consider the situation where C1, C2, . . . , Cm are
nonempty closed convex subsets of RJ , where m is a natural number, define
C := ∩mi=1Ci, (3)
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and propose to replace the projection PC in (2) by projections onto the indi-
vidual sets Ci executed in a specific algorithmic regime of a feasibility-seeking
iterative projection method. This is an important development because of-
ten the entire feasible region C is not “simple to project onto” whereas the
individual sets are. The class of projection methods is understood here as the
class of methods that have the feature that they can reach an aim related
to the family of sets {C1, C2, . . . , Cm} by performing projections (orthogo-
nal, i.e., least Euclidean distance, or others) onto the individual sets Ci. The
advantage of such methods occurs in situations where projections onto the
individual sets are computationally simple to perform or at least simpler than
a projection on the intersection C. Such methods have been in recent decades
extensively investigated mathematically and used experimentally with great
success on some huge and sparse real-world applications, consult, e.g., [2, 10],
the books [3, 8, 9, 17, 18, 21, 22, 26], and the recent paper [5].
Contribution: We employ here for the feasibility-seeking method the
String-Averaging Projection (SAP) scheme. This class was first introduced
in [12] (in a formulation that is not restricted to feasibility-seeking) and was
subsequently studied further in [4, 6, 13, 14, 15, 19], see also [3, Example 5.20].
SAP methods were also employed in applications [36, 40]. The Component-
Averaged Row Projections (CARP) method of [23] also belongs to the class
of SAP methods. Within the class of projection methods, SAP methods do
not constitute a single algorithm but rather an algorithmic scheme, which
means that by making a specific choice of strings and weights in SAP, along
with choices of other parameters in the scheme, a deterministic algorithm for
the problem at hand can be obtained.
Here we use the recently developed family of Dynamic String-Averaging
Projection (DSAP) methods of [16] wherein iteration-index-dependent vari-
able strings and variable weights are permitted (in all works prior to [16],
SAP methods were formulated with a single predetermined set of strings and
a single predetermined set of weights.)
Relation with previous works: The literature on subgradient mini-
mization is vast and we mention [29, 38] as reperesentatives. Specifically to
the research presented here, the introduction of DSAP to replace the projec-
tion PC in (2) gives rise to an algorithmic scheme that includes and gener-
alizes, from the algorithmic structural point of view, earlier recent work of
Helou Neto and De Pierro [24, 25], of Nedic´ [31], of Nurminski [32, 33, 34, 35],
and of Ram et al. [39].
Nurminski: The algorithms of Nurminski use Feje´r operators, that can
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be used in feasibility-seeking, and introduces into them disturbances with
diminishing step-sizes λk → 0 as k → ∞, where the rate of this tendency is
such that
∑
∞
k=0 λk = +∞. Under these conditions and a variety of additional
assumptions, Nurminski showed asymptotic convergence of the iterates gen-
erated by his algorithms to a minimum point of the constrained minimization
problem.
Helou Neto and De Pierro: The framework proposed by Helou Neto
and De Pierro uses interlacing of “feasibility operators” with “optimality op-
erators” with the aim of creating exact constrained minimization algorithms.
Similarly to Nurminski, they employ diminishing step-sizes. Under these con-
ditions and a variety of additional assumptions, different than those of Nur-
minski, they show asymptotic convergence of the iterates generated by their
algorithmic framework to a minimum point of the constrained minimization
problem.
However, when it comes to derivation of specific algorithms from the
general framework of [25, Equation (3)], their feasibility operator F invariably
takes the form
FF (x) = x− µ(x)∇F (x), (4)
where the function F (x), whose gradient is calculated, is “a convex function
such that the set of minima of this function coincides with the set X [in [25,
Equation (3)] X is the feasible set of the minimization problem and should be
identified with C = ∩mi=1Ci in our notation] when it is not empty and defines
a solution in an appropriate way (least squares for example) otherwise” and
µ(x) are some parameters that are restricted in a particular manner as in
[25, Lemma 7 or Corollary 8]. Our feasibility-seeking DSAP algorithms are
not limited to the form of (4).
Nedic´ and Ram et al.: The overall approach here is to apply gradient
and subgradient iterative methods for the objective function minimization
and interlace into them random feasibility updates. The resulting “random
projection method” [31, Equation (4)] bears structural similarity to our ap-
proach since it replaces the projection PC in (2) by projections onto individual
sets Ci but not in a DSAP regime which is more general. The randomness
refers to the way the constraints are picked up for the feasibility updates.
There are various differences among all the above works and between
them and our work, differences in overall setup of the problems, differences in
the assumptions used for the various convergence results, etc. This is not the
place for a full review of all these differences but the main contribution of our
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work presented here lies in the many more algorithmic possibilities revealed
by the use of DSAP general scheme, while retaining overall convergence to
an (exact) solution of the problem (1).
Paper layout: The DSAP algorithmic scheme is presented in Section
2 and our String-Averaging Projected Subgradient Method (SA-PSM) is pre-
sented in Section 3 and its convergence analysis is done in Section 4.
2 The dynamic string-averaging projection
method with variable strings and weights
Our main result in Theorem 9 below is obtained in the finite-dimensional
Euclidean space but the algorithms described in this section can be used in
the more general setting of an infinite-dimensional Hilbert space. We first
present, for the reader’s convenience and for the sake of completeness, the
string-averaging algorithmic scheme of [12]. Let H be a real Hilbert space
with inner product 〈·, ·〉 and induced norm || · ||. For t = 1, 2, . . . ,M, let the
string It be an ordered subset of {1, 2, . . . , m} of the form
It = (i
t
1, i
t
2, . . . , i
t
m(t)), (5)
with m(t) the number of elements in It. Suppose that there is a set S ⊆
H such that there are operators O1, O2, . . . , Om mapping S into S and an
additional operator O which maps SM into S.
Algorithm 1 The string-averaging algorithmic scheme
Initialization: x0 ∈ S is arbitrary.
Iterative Step: given the current iterate xk,
(i) calculate, for all t = 1, 2, . . . ,M,
Tt(x
k) = Oit
m(t)
· · ·Oit2Oit1(x
k), (6)
(ii) and then calculate
xk+1 = O(T1(x
k), T2(x
k), . . . , TM(x
k)). (7)
For every t = 1, 2, . . . ,M, this algorithmic scheme applies to xk succes-
sively the operators whose indices belong to the tth string. This can be
done in parallel for all strings and then the operator O maps all end-points
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Tt(x
k) onto the next iterate xk+1. This is indeed an algorithm provided that
the operators {Oi}
m
i=1 and O all have algorithmic implementations. In this
framework we get a (fully) sequential algorithm by the choice M = 1 and
I1 = (1, 2, . . . , m) or a (fully) simultaneous algorithm by the choice M = m
and It = (t), t = 1, 2, . . . ,M. Originally [12], Algorithm 1 can employ oper-
ators other than projections and convex combinations, therefore it is more
general than SAP. On the other hand, Algorithm 1 is formulated for fixed
strings and weights and this is generalized in the formulation of DSAP that
follows.
Next we describe the dynamic string-averaging projection (DSAP) method
with variable strings and weights. For i = 1, 2, . . . , m, we denote the projec-
tion onto the set Ci by Pi = PCi . An index vector is a vector t = (t1, t2, . . . , tq)
such that ti ∈ {1, 2, . . . , m} for all i = 1, 2, . . . , q, its length is denoted by
ℓ(t) = q, and we define the operator P [t] as the product of the individual
projections onto the sets whose indices appear in the index vector t, namely,
P [t] := PtqPtq−1 · · ·Pt1 , (8)
and call it a string operator.
Definition 2 A finite set Ω of index vectors is called fit if for each i ∈
{1, 2, . . . , m}, there exists a vector t = (t1, t2, . . . , tq) ∈ Ω where q is a natural
number such that ts = i for some s ∈ {1, 2, . . . , q}.
Note that in the above definition q can vary. For each index vector t the
string operator is nonexpansive, since the individual projections are, i.e.,
‖P [t](x)− P [t](y)‖ ≤ ||x− y|| for all x, y ∈ H, (9)
and also
P [t](x) = x for all x ∈ C. (10)
Denote by M the collection of all pairs (Ω, w), where Ω is a fit finite set
of index vectors and
w : Ω→ (0,∞) is such that
∑
t∈Ω
w(t) = 1. (11)
A pair (Ω, w) ∈M and the function w were called in [6] an amalgamator
and a fit weight function, respectively. For any (Ω, w) ∈M define the convex
combination of the end-points of all strings defined by members of Ω by
PΩ,w(x) :=
∑
t∈Ω
w(t)P [t](x), x ∈ H. (12)
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Fix a number ∆ ∈ (0, 1/m) and an integer q¯ ≥ m and denote by M∗ ≡
M∗(∆, q¯) the set of all (Ω, w) ∈ M such that the lengths of the strings are
bounded and the weights are bounded away from zero, namely,
M∗ := {(Ω, w) ∈M | ℓ(t) ≤ q¯ and ∆ ≤ w(t), for all t ∈ Ω}. (13)
We make the assumption that q¯ ≥ m because only in this case there ex-
ists (Ω, w) ∈ M∗ such that Ω is a singleton containing the index vector
(1, 2, . . . , m) so that our class of algorithms includes also the classical cyclic
projection algorithm.
The dynamic string-averaging projection (DSAP) method with variable
strings and variable weights can now be described by the following algorithm.
Algorithm 3 The DSAP method with variable strings and vari-
able weights
Initialization: select an arbitrary x0 ∈ H,
Iterative step: given a current iteration vector xk pick a pair (Ωk, wk) ∈
M∗ and calculate the next iteration vector x
k+1 by
xk+1 = PΩk,wk(x
k). (14)
The convergence properties and the, so called, perturbation resilience of
this DSAP method were analyzed in [16].
3 The string-averaging projected subgradient
method
Our proposed string-averaging projected subgradient method (SA-PSM) for
the solution of (1) performs string-averaging steps with respect to the in-
dividual constraints of (3) instead of the single projection onto the entire
feasible set C of (1) dictated by the PSM of (2).
Algorithm 4 The string-averaging projected subgradient method
(SA-PSM)
(0) Initialization: Let {αk}
∞
k=0 ⊂ (0, 1] be a scalar sequence and select
arbitrary vectors x0, s0 ∈ H,
(1) Iterative step: given a current iteration vector xk and a current
vector sk, pick a pair (Ωk, wk) ∈M∗ and calculate the next vectors as follows:
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(1.1) if 0 ∈ ∂φ(xk) then set sk = 0 and calculate
xk+1 = PΩk,wk(x
k). (15)
(1.2) if 0 /∈ ∂φ(xk) then choose and set sk ∈ ∂φ(xk) and calculate
xk+1 = PΩk,wk
(
xk − αk
sk
‖ sk ‖
)
. (16)
For each x ∈ H and nonempty set E ⊆ H define the distance
d(x, E) = inf{||x− y|| | y ∈ E}. (17)
Denoting the solution set of (1) by
SOL(φ, C) := {x ∈ C | φ(x) ≤ φ(y) for all y ∈ C}, (18)
we specify, in our convergence result presented in the sequel, conditions which
guarantee that for every ε ∈ (0, 1), and any sequence {xk}∞k=0, generated by
Algorithm 4, there exists an integer K so that, for all k ≥ K, the following
inequalities hold:
d(xk, SOL(φ, C)) ≤ ε (19)
and
φ(xk) ≤ inf{φ(z) | z ∈ SOL(φ, C)}+ εL¯, (20)
where L¯ is some well-defined constant. For each x ∈ H and r > 0 define the
closed ball
B(x, r) = {y ∈ H | ||x− y|| ≤ r}. (21)
Definition 5 Assume that C1, C2, . . . , Cm are nonempty closed convex sub-
sets of RJ , C = ∩mi=1Ci, and that C is nonempty. We call a finite set Ω
of index vectors M-fit with respect to the family {C1, C2, . . . , Cm}
(M-fit, for short) if Ω is fit (see Definition 2) and there exists an M > 0
such that for each t = (t1, t2, . . . , tℓ(t)) ∈ Ω there is a u ∈ {1, 2, . . . , ℓ(t)} such
that
Ctu ⊂ B(0,M). (22)
Denote the set M∗∗ := {(Ω, w) ∈M∗ | Ω is M-fit}.
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In the next theorem we establish the convergence of sequences generated
by Algorithm 3 with computational errors.
Theorem 6 Assume that C1, C2, . . . , Cm are nonempty closed convex subsets
of RJ , C = ∩mi=1Ci and C is nonempty. For some M > 0 let there exist an
index s ∈ {1, 2, . . . , m} such that
Cs ⊂ B(0,M). (23)
Further, let
{γk}
∞
k=1 ⊂ (0, 1] so that lim
k→∞
γk = 0, (24)
and ε > 0. Then there exists an integer K such that for any {(Ωk, wk)}
∞
k=1 ⊂
M∗∗ and any sequence {x
k}∞k=0, which satisfies for all integer k ≥ 1,∥∥xk − PΩk,wk(xk−1)∥∥ ≤ γk, (25)
the inequality d(xk, C) ≤ ε holds for all integers k ≥ K.
In order to prove Theorem 6 we need the following auxiliary lemma.
Lemma 7 Under the assumptions of Theorem 6, if {(Ωk, wk)}
∞
k=1 ⊂ M∗∗
and {xk}∞k=0 satisfies for all integer k ≥ 1,∥∥xk − PΩk,wk(xk−1)∥∥ ≤ 1, (26)
then
∥∥xk∥∥ ≤ 3M + 1 for all k ≥ 1.
Proof. Let z ∈ C, then, by (23),
‖z‖ ≤M. (27)
For any k ≥ 0 (12) implies
PΩk+1,wk+1(x
k) =
∑
t∈Ωk+1
wk+1(t)P [t](x
k). (28)
By (26), (27), (28) and (11),∥∥xk+1∥∥ ≤ ‖z‖ + ∥∥xk+1 − z∥∥ ≤M + ∥∥xk+1 − z∥∥
≤M +
∥∥z − PΩk+1,wk+1(xk)∥∥+ ∥∥PΩk+1,wk+1(xk)− xk+1∥∥
≤M + 1+ ‖ z −
∑
t∈Ωk+1
wk+1(t)P [t](x
k) ‖
≤M + 1 +
∑
t∈Ωk+1
wk+1(t)
∥∥z − P [t](xk)∥∥ . (29)
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Let t = (t1, t2, . . . , tℓ(t)) ∈ Ωk+1, then
P [t](xk) = Ptℓ(t)Ptℓ(t)−1 · · ·Pt1(x
k), (30)
and, since {(Ωk, wk)}
∞
k=1 ⊂ M∗∗, there is an index j ∈ {1, 2, . . . , ℓ(t)} for
which
Ctj ⊂ B(0,M). (31)
From (31), ∥∥PtjPtj−1 · · ·Pt1(xk)∥∥ ≤M. (32)
Thus, since z ∈ C and by (27), (30), (32) and properties of the projection
operator we have
∥∥z − P [t](xk)∥∥ ≤ ∥∥z − PtjPtj−1 · · ·Pt1(xk)∥∥ ≤ 2M, (33)
yielding, by (29) and (33),
∥∥xk+1∥∥ ≤ 3M + 1, (34)
which completes the proof of the lemma.
Now we are ready to prove Theorem 6.
Proof of Theorem 6. We use [16, Theorem 7]. All its assumptions
hold here. Indeed, Assumption (i) of [16, Theorem 7] follows from (23),
Assumption (ii) holds since our space is finite-dimensional, and Assumptions
(iii) and (iv) obviously hold. Therefore, there exists an integer k1 so that, for
each {(Ωk, wk)}
∞
k=1 ⊂M∗∗, any sequence {x
k}∞k=0, generated by Algorithm 3
with ‖x0‖ ≤ 3M + 1, converges, lims→∞ x
s ∈ C, and
‖xk − lim
s→∞
xs‖ ≤ ε/4 for all k ≥ k1. (35)
By (24) there is an integer k2 such that
γk ≤ (ε/4)(k1 + 1)
−1 for all k ≥ k2. (36)
Define
K := k1 + k2 + 2. (37)
We will show that d(xk, C) ≤ ε for all k ≥ K. To this end take some v ≥ K
and let
y0 := xv−k1 . (38)
10
For any k ≥ 1 let
yk := xk+v−k1 and (Ω˜k, w˜k) := (Ωk+v−k1 , wk+v−k1). (39)
By (24), and since {(Ωk, wk)}
∞
k=1 ⊂M∗∗ and the sequence {x
k}∞k=0 satisfies∥∥xk − PΩk,wk(xk−1)∥∥ ≤ γk, for all k ≥ 1, (40)
we can use Lemma 7 to obtain∥∥xk∥∥ ≤ 3M + 1 for all k ≥ 1. (41)
Therefore, ∥∥y0∥∥ = ∥∥xv−k1∥∥ ≤ 3M + 1. (42)
It follows that, for each k ≥ 1,∥∥yk − PΩ˜k,w˜k(yk−1)
∥∥ = ∥∥∥xk+v−k1 − PΩk+v−k1 ,wk+v−k1 (xk+v−k1−1)
∥∥∥
≤ γk+v−k1 ≤ (ε/4)(k1 + 1)
−1. (43)
Defining now
z0 := y0 and zk = PΩ˜k,w˜k(z
k−1) for all k ≥ 1 (44)
we obtain that
d(zk1 , C) ≤ ε/4. (45)
Next we show, by induction, that for all k = 0, 1, . . . , k1∥∥yk − zk∥∥ ≤ k(ε/4)(k1 + 1)−1. (46)
Clearly, for k = 0 (46) holds. Assume that 0 ≤ k < k1 and that (46) holds.
Then, by (43), (44), (46) and nonexpansivity of PΩ,w of (12),∥∥yk+1 − zk+1∥∥ = ∥∥∥yk+1 − PΩ˜k+1,w˜k+1(zk)
∥∥∥
≤
∥∥∥yk+1 − PΩ˜k+1,w˜k+1(yk)
∥∥∥+ ∥∥∥PΩ˜k+1,w˜k+1(yk − PΩ˜k+1,w˜k+1(zk))
∥∥∥
≤ (ε/4)(k1 + 1)
−1 + k(ε/4)(k1 + 1)
−1
= (ε/4)(k1 + 1)
−1(k + 1). (47)
Thus, we have shown by induction that (46) holds for all k = 0, 1, . . . , k1
and, in particular, that
∥∥yk1 − zk1∥∥ ≤ ε/4, which implies that
d(xk, C) = d(yk1, C) ≤
∥∥yk1 − zk1∥∥+ d(zk1 , C) ≤ ε/2, (48)
and Theorem 6 is proved. 
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4 Main convergence result for the string-
averaging projected subgradient method
We will make use of the following bounded regularity condition, see [2, Def-
inition 5.1], formulated in Hilbert space H .
Condition 8 For each ε > 0 and each M > 0 there exists δ = δ(ε,M) > 0
such that for each x ∈ B(0,M) satisfying d(x, Ci) ≤ δ, i = 1, 2, . . . , m, the
inequality d(x, C) ≤ ε holds.
It follows from [2, Proposition 5.4(iii)] (see also [16, Proposition 5]) that
if the Hilbert space H is finite-dimensional then Condition 8 holds.
Our main convergence result for the string-averaging projected subgradi-
ent method Algorithm 4 is the following theorem.
Theorem 9 Let the assumptions of Theorem 6 hold and assume that φ :
RJ → R is a convex function. Let
{αk}
∞
k=0 ⊂ (0, 1], such that lim
k→∞
αk = 0 and
∞∑
k=0
αk =∞, (49)
and let ε ∈ (0, 1). Then there exist an integer K and a real number L¯ such
that for any sequence {xk}∞k=0, generated by Algorithm 4 with {(Ωk, wk)}
∞
k=1 ⊂
M∗∗, the inequalities
d(xk, SOL(φ, C)) ≤ ε and φ(xk) ≤ inf{φ(z) | z ∈ SOL(φ, C)}+ εL¯ (50)
hold for all integers k ≥ K.
It is well-known that the function φ is continuous due to its convex-
ity. Clearly, φ is Lipschitz on bounded subsets of RJ , therefore, since C is
bounded, by the assumption (23), there exists a point x ∈ SOL(φ, C), i.e.,
SOL(φ, C) is nonempty. Furthermore, there exists a number L¯ > 1 such
that
|φ(z1)− φ(z2)| ≤ L¯||z1 − z2|| for all z1, z2 ∈ B(0, 3M + 2). (51)
We will need the following lemma.
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Lemma 10 Let x¯ ∈ SOL(φ, C) and let ∆ ∈ (0, 1] α > 0 and x ∈ RJ satisfy
‖x‖ ≤ 3M + 2, φ(x) > φ(x¯) + ∆. (52)
Further, let v ∈ ∂φ(x) and (Ω, w) ∈M∗∗. Then v 6= 0 and
y := PΩ,w
(
x− α||v||−1v
)
(53)
satisfies
‖y − x¯‖2 ≤ ‖x− x¯‖2 − 2α(4L¯)−1∆+ α2, (54)
where L¯ is as in (51). Moreover,
d(y, SOL(φ, C))2 ≤ d(x, SOL(φ, C))2 − 2α(4L¯)−1∆+ α2. (55)
Proof. From (52) v 6= 0. For x¯ ∈ SOL(φ, C), we have, by (51) and (23),
that for each z ∈ B(x¯, 4−1∆L¯−1),
φ(z) ≤ φ(x¯) + L¯||z − x¯|| ≤ φ(x¯) + 4−1∆. (56)
Therefore, (52) and v ∈ ∂φ(x), imply that
〈v, z − x〉 ≤ φ(z)− φ(x) ≤ −(3/4)∆ for all z ∈ B(x¯, 4−1∆L¯−1). (57)
From this inequality we deduce that
〈
||v||−1v, z − x
〉
< 0 for all z ∈ B(x¯, 4−1∆L¯−1), (58)
or, setting z¯ := x¯+ 4−1L¯−1∆‖v‖−1v, that
0 >
〈
||v||−1v, z¯ − x
〉
=
〈
||v||−1v, x¯+ 4−1L¯−1∆‖v‖−1v − x
〉
. (59)
This leads to 〈
||v||−1v, x¯− x
〉
< −4−1L¯−1∆. (60)
Putting y0 := x− α‖v‖
−1v, we arrive at
‖y0 − x¯‖
2 = ‖x− α‖v‖−1v − x¯‖2
= ‖x− x¯‖2 − 2
〈
x− x¯, α‖v‖−1v
〉
+ α2
≤ ‖x− x¯‖2 − 2α(4L¯)−1∆+ α2. (61)
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From all the above we obtain
‖y − x¯‖2 = ‖PΩ,w(y0)− x¯‖
2 ≤ ‖y0 − x¯‖
2
≤ ‖x− x¯‖2 − 2α(4L¯)−1∆+ α2, (62)
which completes the proof of the lemma.
Now we present the proof of Theorem 9.
Proof of Theorem 9. Fix an x¯ ∈ SOL(φ, C). It is not difficult to see
that there exists a number ε0 ∈ (0, ε/4) such that for each x ∈ R
J satisfying
d(x, C) ≤ ε0 and φ(x) ≤ φ(x¯) + ε0 we have
d(x, SOL(φ, C)) ≤ ε/4. (63)
Since {xk}∞k=0 is generated by Algorithm 4 and {(Ωk, wk)}
∞
k=1 ⊂M∗∗ we
know, from (16) and (9), that
∥∥xk − PΩk,wk(xk−1)∥∥ ≤ αk−1, for all k ≥ 1, (64)
holds. Thus, by Theorem 6 and (49), there exists an integer n1 such that
d(xk, C) ≤ ε0, for all k ≥ n1. (65)
This, along with (23), guarantees that
‖xk‖ ≤M + 1, for all k ≥ n1. (66)
Choose a positive ε1 for which ε1 < (8L¯)
−1ε0. By (49) there is an integer
n2 > n1 such that
αk ≤ ε1(32)
−1, for all k > n2, (67)
and so, there is an integer n0 > n2 + 4 such that
n0−1∑
k=n2
αk > 8(2M + 1)
2L¯ε−10 . (68)
We show now that there exists an integer p ∈ [n2 + 1, n0] such that
φ(xp) ≤ φ(x¯)+ ε0. Assuming the contrary means that for all k ∈ [n2+1, n0],
φ(xk) > φ(x¯) + ε0. (69)
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By (69), (49), (66) and using Lemma 10, with ∆ = ε0, α = αk, x = x
k,
y = xk+1, v = sk, for all k ∈ [n2 + 1, n0], we get
d(xk+1, SOL(φ, C))2 ≤ d(xk, SOL(φ, C))2 − 2αk(4L¯)
−1ε0 + α
2
k. (70)
According to the choice of ε1 and by (67) this implies that for all k ∈ [n2 +
1, n0],
d(xk, SOL(φ, C))2 − d(xk+1, SOL(φ, C))2 ≥ αk[(2L¯)
−1ε0 − αk]
≥ αk(4L¯)
−1ε0, (71)
which, together with (66) and (23), gives
(2M + 1)2 ≥ d(xn2+1, SOL(φ, C))2
≥
n0∑
k=n2+1
(
d(xk, SOL(φ, C))2 − d(xk+1, SOL(φ, C))2
)
≥ (4L¯)−1ε0
n0∑
k=n2+1
αk (72)
and
n0∑
k=n2+1
αk ≤ (2M + 1)
24L¯ε−10 . (73)
This contradicts (68), proving that there is an integer p ∈ [n2 + 1, n0] such
that φ(xp) ≤ φ(x¯) + ε0. Thus, by (65) and (63),
d(xp, SOL(φ, C)) ≤ ε/4. (74)
We show that for all k ≥ p, d(xk, SOL(φ, C)) ≤ ε. Assuming the contrary
that
there exists a q > p such that d(xq, SOL(φ, C)) > ε. (75)
We may assume, without loss of generality, that
d(xk, SOL(φ, C)) ≤ ε, for all p ≤ k < q. (76)
One of the following two cases must hold: (i) φ(xq−1) ≤ φ(x¯) + ε0, or (ii)
φ(xq−1) > φ(x¯) + ε0. In case (i), since p ∈ [n2 + 1, n0], (65), (66) and (63)
show that
d(xq−1, SOL(φ, C)) ≤ ε/4. (77)
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Thus, there is a point z ∈ SOL(φ, C) such that ‖xq−1 − z‖ < ε/3. Using this
fact and (64), (9), (10) and (67), yields
‖xq − z‖ ≤
∥∥xq − PΩq ,wq(xq−1)∥∥+ ∥∥PΩq,wq(xq−1)− z∥∥
≤ αq−1 +
∥∥xq−1 − z∥∥ ≤ ε/4 + ε/3, (78)
proving that d(xq, SOL(φ, C)) ≤ ε. This contradicts (75) and implies that
case (ii) must hold, namely that φ(xq−1) > φ(x¯) + ε0. This, along with (66),
(67), the choice of ε1, (76) and Lemma 10, with ∆ = ε0, α = αq−1, x = x
q−1,
y = xq, shows that
d(xq, SOL(φ, C))2 ≤ d(xq−1, SOL(φ, C))2 − 2αq−1(4L¯)
−1ε0 + α
2
q−1
≤ d(xq−1, SOL(φ, C))2 − αq−1(2L¯)
−1ε0 − αq−1)
≤ d(xq−1, SOL(φ, C))2 ≤ ε2, (79)
namely, that d(xq, Cmin) ≤ ǫ. This contradicts (75), proving that, for all
k ≥ p, d(xk, SOL(φ, C)) ≤ ε. Together with (23) and (51) this implies that,
for all k ≥ n0,
φ(xk) ≤ inf{φ(z) | z ∈ SOL(φ, C)}+ εL¯} (80)
and the proof of Theorem 9 is complete.
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