ABSTRACT
INTRODUCTION
Huge amounts of biological data need to be organized and analyzed (Baxevanis, 2000; Frishman et al., 1998) . Extracting information from these resources can be difficult because it requires knowledge of query formulation following the implicit assumptions underlying the schemata which were used to create the datasets. Also, classification and selection of subsets * To whom correspondence should be addressed.
with certain features can become very involved for large amounts of data. Therefore, visualization tools are particularly important to the biological user because they enable interactive exploration of data.
Visualization tools exist for various purposes, such as genetic networks (Kolpakov et al., 1998) , genomic information (see for example, Stein and Thierry-Mieg, 1999; Fischer et al., 1999; Pook et al., 1998) , or the integrated display of multiple datasets (Robinson and Flores, 1996) . Trees are widely used for displaying hierarchical structures such as phylogenies or taxonomies. Existing approaches for the visualization of trees are manifold: the most common are unrooted or rooted dendrograms (Herman et al., 2000) . Further examples are TreeTool (Maciukenas, 1992) , TREEVIEW (Page, 1996) , NJplot (Perriere and Gouy, 1996) , DRAWGRAM (Felsenstein, 1993) , and HyperTree (Bingham and Sudarsanam, 2000) . These tools are well suited to handle relatively small trees but usually fail for trees with more than a thousand nodes and do not allow display of additional features. The ATV tool (Zmasek and Eddy, 2001 ) is tailored to display and manipulate annotated phylogenetic trees. It can handle relatively big trees but as it always tries to show the whole tree at once it does not support any abstraction principles in order to get an overview of arbitrarily shaped trees with several thousand nodes. Furthermore, it does not allow filtering of a tree with respect to a certain feature. Zhong et al. (1999) presented a tool (HICLAS) for displaying biological classifications and the interactive construction of datasets. Biological classifications require slightly different approaches from phylogenetic trees since inner nodes may have one child only, need correct alignment and contain actual information about the class.
On the other hand, most general approaches which were developed to display large trees are not adequate for biological data representation. TreeMaps (Shneiderman, 1992) , and Cheops (Beaudoin et al., 1996) , for example, assume that all edges have the same length. However, weighting edges, for example according to evolutionary distances, can be important. In addition, tools often do not preserve the hierarchical structure since they use, for example, slices stacked in alternating directions (TreeMaps) or area-efficient drawing algorithms to arrange nodes evenly on the available space of the display (Garg et al., 1993) . Techniques like Cone Trees work best for balanced trees with a nearly constant fanout (the number of child-branches at a node) between 10 and 30. This is rarely the case for biological data which are strongly biased towards 'model organisms' or frequent proteins, such as coiled coils, for example.
Most biological data can be classified according to more than one criterion and it can be particularly intriguing to visualize their relationship using additional features. Examples are the multiple possibilities to classify protein sequence data according to overall sequence similarity, domain composition, the hosting organism, function, and so forth. While some features such as sequence similarity can be easily measured, others, such as function, may be biologically more relevant but difficult to capture. Yet others, such as the co-occurrence of domains in sequences, can be both formally exact and functionally more indicative. Therefore, displaying an additional level of information can be very useful. However, visualizing multiple overlapping classification hierarchies is a computational challenge (Graham et al., 1999) , and for large trees virtually not feasible. Since to the best of our knowledge no program exists which enables interactive handling of huge trees for typical biological datasets and provides display of additional information, we have designed and implemented TreeWiz (an abbreviation for Tree Wizard). It is based on a range of new schemes which are tailored specifically for biological problems. The structure of TreeWiz obeys the principle of 'Overview first, zoom and filter, then details-on-demand' (Shneiderman, 1992) . We will now describe its features following this guideline. We exemplify these features for the SYSTERS tree, which contains ≈74 000 hierarchically clustered protein sequences from the SWISS-PROT (Bairoch and Apweiler, 2000) database to which Pfam (Bateman et al., 2000) domains were added as features. By an application to a hierarchical classification of transcription factors we show the versatility of the approach. We close with a brief discussion on the generality of the approach using phylogenies and taxonomies.
SYSTEM AND METHODS

Overview
To display a complete tree we use a standard layout algorithm. It first calculates the necessary dimensions from the depth of the tree and from the number of leaves. In the second step the algorithm recursively calculates the (Wingender et al., 2000) .
coordinates for all nodes and edges. The tree is thereby drawn from left to right with the root node on the left side.
For a tree which is too big to fit on the screen we have introduced a new mechanism to display a representative part of it. This layout algorithm generates a so-called restricted view. It shows the nodes up to a certain depth of the tree only and preserves the overall structure of the tree. The decision whether a node is shown or not is dynamically computed by the layout algorithm. The algorithm divides the display pane in proportion to relative sizes of the subtrees until, for at least one node, the remaining space is no longer sufficient to display all its children. Also, using a colour code, TreeWiz indicates the number of leaves beneath the node. Figure 1 demonstrates this principle by showing a small tree in full resolution with the corresponding restricted view in a smaller window where the structure, with respect to the different sizes of the subtrees, is well preserved.
Zooming
TreeWiz supports zooming in and zooming out, which are important features for interactive exploration of a tree. For zooming in, any inner node can be used to spawn a new viewer for the subtree, which is rooted by the selected node. The user may choose between a full and a restricted view for the resulting subtree. Zooming out is possible by displaying the super-tree, which is rooted by the immediate parent of the current root node. Figure 2 shows an example for a zooming process. , and a list of all 246 leaves found beneath the node that is marked red (in the corresponding greyscale) in the second viewer window (bottom right). The arrows point from the node from which the new viewer spawned to the new viewer (both arrows were added to the figure). In the restricted views the biggest subtrees can be easily identified as they are always represented by branches reaching far to the right.
The tree can be reshaped by collapsing whole subtrees into single nodes. Collapsed nodes can be re-expanded to their full size in any of the windows which show the same tree. It is possible to assign different colours to single nodes or whole subtrees. This way subtrees can be well distinguished from each other.
Filtering
Visualizing the structure of a subtree which represents a subset of leaves with certain features only can be intriguing. An example could be the subset of all proteins of a given family which contain a certain domain or several subclasses in a taxon tree with some common phenotype. Using TreeWiz it is possible to display the tree that is derived from a user-defined subset L(s i ) of all leaves. TreeWiz requires the list of leaves as input, extracts and displays the corresponding subtree but preserves its original topology. When a node has only one child-node left, it is subsumed by the parent node.
We introduce the compactness value
is the number of leaves in the (sub) tree s i , that have a certain feature f , and l(s i ) is the overall number of leaves in the subtree. A user-definable threshold value t (0 < t 1) w.r.t. l f (s i ) is used during the filtering process. This asset makes it possible to focus only on those parts of a tree that contain a cetain feature (such as a domain) at a certain fraction of its leaves. Such an approach can be meaningful in suggesting sequences which are significantly similar when measured by overall sequence similarity but escaped domain annotation with automatic procedures such as HMMs. The filtering algorithm works as follows: first the Least Common Ancestor (LCA) of all leaves in the user specified list L(s i ) is calculated. The resulting node n L(s i ) defines the root of the tree from which a substructure must be filtered out and which needs to be further analyzed. In the next step only those subtrees s j rooted by a child of n L(s i ) are considered which contain leaves that are members of L(s i ). For each of the according subtrees s j it is checked whether its compactness value is higher than the threshold or not. If it is higher, the subtree is copied fully from the original tree. Otherwise, the LCA of all the leaves in L(s i ) which can be found in the subtree s j is calculated and then treated in the same way as the first LCA. This procedure is iterated until all children considered for a certain LCA are roots of compact subtrees or the leaf level is reached. Finally, the LCA nodes are connected with their predecessors and get an updated length value in order to preserve the structural relationship.
This procedure is particularly useful if, given a large super-tree which is difficult to visualize in full, one intends to display the tree-topology connecting a selected set of leaves only. Also, it is possible to phase out smaller families with fewer representatives but still display larger sub-families with occasional 'drop-outs', i.e. when only a few leaves were not on the original input list. All leaves originating from this list are highlighted in red. An example for the outcome of such a procedure, using a threshold of 0.5 for the compactness value, for the family of Sigma factors is shown in Figure 3 .
Biological systems are incredibly complex and may require the examination of additional features other than those that were used to create the tree. In TreeWiz, it is possible to analyze how various sets of leaves are related to each other, i.e. whether their members have certain features in common or not. The user can first specify clusters by marking some inner nodes. The leaves which can be found in the corresponding subtrees are used to define a cluster. After the interactive selection procedure, TreeWiz can spawn a so-called cluster view, which shows the relationships between the clusters. In the main window of the cluster viewer, all clusters are represented by rectangles, which are arranged on a circle and have different colours. Lines connect any two clusters when each of these two clusters contains at least one element with a common feature. Such a feature may be a domain which is common to at least some sequence of either cluster (see Figure 4 for an example) or a phenotype which is observed in different subclasses of a taxon tree. Features that appear at least once as a connection and the contents of the clusters are shown in a window. Assignment of clusters in the cluster view to the subtrees in the tree view is accomplished by colour-coding.
Details
To obtain more detailed information about every node its content can be displayed separately or, when an inner node is chosen, in summary for the list of leaves that constitute the corresponding subtree. All leaves can be linked to the database that was used to create the tree. The leaves of the SYSTERS protein tree, for example, originate from the SWISS-PROT database and entries can be viewed through the web or retrieved from a local copy of the database.
Leaves can be located by specifying their names. The leaf or, if it is not visible because the tree is not fully resolved, the first visible parent node is highlighted.
IMPLEMENTATION AND APPLICATION
Performance
To obtain platform independency TreeWiz is implemented in Java. All input data, i.e. the tree-in Newick formatand feature files, are parsed and loaded into the main memory when the program is started. Keeping data in memory speeds up user interactions, such as filtering, but requires more memory. However, memory requirements are still moderate, being less than 400 MB on a 32 Bit processor Linux machine (2 × 400 MHz) for the SYSTERS tree (Rel. 2) and the Pfam database. The most time consuming step is the initial parsing of the tree. While this takes only a few seconds for trees with a few thousand nodes it requires up to 6 min for the SYSTERS tree and the Sun JVM 1.3.1-b24.
The display process is fast because we use the ModelView approach. First a list of all graphical objects, such as rectangles for the nodes and the lines connecting them, is created. Tree drawing is then accomplished by displaying the elements from the lists without the need to perform any further time-consuming geometric calculations. Thus, displaying trees with ≈1500 leaves usually takes less than 1 s.
Exploring the SYSTERS tree
We demonstrate the functionality of the TreeWiz Tool by analyzing the SYSTERS tree (Krause et al., 1999) . This tree is based on a modified single linkage clustering procedure using similarity values from an all-againstall comparison of the sequence data in SWISS-PROT (Bairoch and Apweiler, 2000) . The resulting forest has more than 10 000 trees with more than 75 000 leaves and more than 60 000 inner nodes. The edges are weighted and the length of each edge between two nodes directly corresponds to the distance of the child node to its parent. This distance is measured by the difference of similarity values of the leaves in the subtree descending from the child and the according value of its parent subtree. Lengths range from less than 0.01 to 185. Displaying such a tree is indeed a challenge: the tree is 'totally unbalanced' as the heights of different subtrees of one node can differ by a factor of 500. It is mostly binary, meaning that most of the nodes have exactly two children. However, due to cutoff values which are used during tree construction, the fanout goes up to numbers as high as 362. Using the information from Pfam a feature list was added to each protein (Bateman et al., 2000) , describing which domains it hosts.
A more specific example is shown in Figure 4 . The LIM and the POU domain which, according to Pfam annotation, occur in several homeo-proteins, are known to mediate interaction of their hosting proteins in mouse. Without the features of TreeWiz it would be difficult to get an overview of where these domains occur, and whether or not they occur together in at least one protein. This Fig. 3 . Left: a tree that was filtered from the SYSTERS tree (Krause et al., 1999) . The filtering process is based on all proteins that, according to Pfam Rel. 4.1, host a Sigma-70 factor and are also included in SWISS-PROT 37. All leaves from this list are marked red (light grey) in the TreeWiz window. The blue (dark grey) nodes are near neighbours to them which show up if a compactness threshold of 0.5 is used. In order to get an overview of the sequence similarity of the subtrees all inner nodes are annotated by the according E-values. The right window shows the list of all leaves in the filtered tree. While the tree viewer window on the left side only shows the SWISS-PROT accession numbers, the list in the right window contains the full names of the proteins as specified in this database. is often the case for domains which were fused together. LIM is widely spread over several protein families (it occurs in 33 SYSTERS clusters), while POU occurs only in eukaryotic transcription factors (5 SYSTERS clusters). Choosing the right nodes from the tree shows that both domains occur in well defined branches of the huge homeo-domain sub-tree (Figure 4a ) but never together in the same protein (Figure 4b ). This suggests that these two domains were never fused and LIM, unlike POU, did not co-evolve with the homeo-domain but rather invaded the family at some point during the long evolutionary history of this family.
DISCUSSION
We have presented TreeWiz, a new visualization program for displaying huge trees. The program is more advanced than existing approaches in that it can handle trees of several tens of thousands of leaf nodes. Furthermore, the user can interactively select and inspect subsets of data and customize a view of the tree by filtering out selected parts of the tree using methods that were developed specifically for biological data. Also, the program is able to reveal a further level of relationships that are present in the leaves and are described by some additional features.
TreeWiz has been primarily designed to explore the domain distribution in protein families, as we have demonstrated for the Pfam domains over the SYSTERS dataset. However, TreeWiz can also be used for any set of data comprising a tree structure, as there are no presumptions about the structure and size of the tree. Additional attributes for analyses can be any feature, such as the appearance of certain characteristics in an organism, or a phenotype in a selected subset of leaves which corresponds to a taxa. The generality has been shown by displaying a classification tree (Figure 1) . Therefore, TreeWiz is a rather generic tool which can be easily adapted to many other common tasks in biological data visualization. As further developments we are planning the support of other file-formats, the inclusion of suggestions through user-feedback and the integration with an interactive multiple sequence alignment editor. Since TreeWiz is programmed in Java, portability to different platforms and adaptability is provided as far as possible.
