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AbsTrAcT
Drowsiness detection plays a vital role in accidents avoidance systems, thereby saving many precious lives. 
Many attempts were made to detect the drowsiness by the physiological features such as Electroencephalogram (EEG), 
Electrooculogram (EOG), and Heart Rate Variability, etc., but a reliable index to determine the drowsiness is not yet a 
reality. This study contributes in identifying the drowsiness levels by an index called Drowsiness Index (DI) from the EEG 
signal analysis of the drivers. In this report, the EEG signal is processed to detect the behavioural patterns of the brain 
and drowsiness state of the drivers while performing monotonous driving for long distances. An eight-channel EEG data 
acquisition system is used to acquire the EEG data from thirteen male volunteers. The EEG signal is pre-processed and 
decomposed into various rhythms by applying a digital filter in MATLAB 2007b. Time-Frequency domain analysis has 
been done to extract certain features namely power within spectrogram, power within the root mean square deviation which 
are statistically significant (ρ < 0.05) in the detection of drowsiness. The driving profile is classified into active and drowsy 
by a separable marker with a range of 0.4-0.6, and linear regression analysis has been performed on the features extracted. 
A Drowsiness index is proposed stating a positive correlation (0.8-0.9) between the Total mean and the drowsy mean of the 
subject. The final features extracted from the data are classified using an ANN-based classifier system and has achieved a 
sensitivity of 99.82 per cent and specificity of 99.78 per cent.
Keywords: Drowsiness; Power within spectrogram; Power within the root mean square deviation
1. INTroDucTIoN
In the globally expanding network of transportation, 
road traffic accidents were marked as one of the primary 
causes of death. It is estimated that 2.2 per cent of all deaths 
across the globe are caused by road accidents1. Regrettably, 
drivers recurrently miscalculate the risk and embellish their 
competence to resist drowsiness. Many drivers are initially 
alert, but drowsiness induces with prolonged driving . There 
are some drivers with insomnia and sleep apnoea who are at 
greater risk of road accidents.  The National Highway Traffic 
Safety Administration estimates that 1,00,000 police-reported 
crashes are due to driver fatigue and drowsiness every year 2. 
Recent statistics report that India was ranked 8th in the 
world based on traffic index3. It is proclaimed that 40 per cent 
of fatalities on the road across the world are due to driver 
error which is induced because of fatigue4. The National 
Transportation Safety Board (2010) has adumbrated that driver 
fatigue credibly causes crashes on the way which engenders 
injuries and capital loss.
Four major factors that often trigger the driver fatigue are 
sleep, specific time of the day, hectic work, and physical strain. 
In this professional world, people opt for a race against time 
which results in insufficiency of sleep. The specific time of 
day strongly influences the driver to attain drowsiness. People 
on certain medications can become drowsy. Additionally, a 
person with high stress can be fatigued quicker5. Many of the 
current drowsy detection techniques depend on behavioural 
parameters, vehicle-based parameters, and physiological 
parameters6. 
The behavioural methods for drowsy driving detection 
include video tracking, which is an unobtrusive way to 
examine the drowsiness state of a driver. This video monitoring 
comprises of two techniques, i.e., face and eye tracking 
to detect the drowsiness signs of the driver and per centage 
closure of the eyes (PERCLOS). It has been has reported that 
PERCLOS is one such critical parameter to detect drowsy 
driving. PERCLOS is the per centage of the time when the eyes 
are occluded over a specified time interval. Face orientation, 
Distance of an eyelid from the camera, and lighting conditions 
can also impact video tracking in behavioural methods for 
drowsiness detection7-10.
The vehicle-based method primarily focuses on lane 
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tracking for drowsy driving detection. Vehicle lane position 
captured in the cameras focused out onto the road estimates the 
lane tracking as the fatigued driver has the high probability of 
deviating the lane. Lane tracking has critical limitations since 
roads cannot seldom match analyst model and the atmospheric 
changes can block the clear view of markings11.
Physiological signals such as EOG, EMG, and EEG 
are used to detect the drowsiness, which are reliable as 
they convey the physiological status of the brain. Blink 
parameters such as eye opening time (EOT), eye closing 
time (EcT), and blink duration (BD) derived from the EOG 
signal clearly distinguishes the Active and drowsy stages12-13. 
Recent research evaluated multiple fatigue parameters such 
as surface electromyography (sEMG), EEG, seat interface 
pressure, blood pressure, heart rate, oxygen saturation level [14]. 
Researchers claimed a significant (ρ < 0.05) decrease in the 
β activity with a simultaneous increase in α and θ activities 
during the monotonous driving task. These results also showed 
the significant (ρ < 0.05) fatigue in the muscle groups of 
backbone and shoulder [15]. 
A group has used non-linear features extracted from EEG 
and EOG and correspondingly classified through soft computing 
techniques. A neuro-fuzzy information system is proposed to 
detect drowsiness level based on EEG signal. Although EEG 
analysis was extrapolated to various applications of drowsiness 
detection erstwhile, the quantification of drowsiness states 
is still not yet a reality16-17. This study bridges this gap and 
proposes a new index to quantify the drowsiness using the 
features of EEG signals.
2. METhoDoloGy
2.1 study Protocol
Thirteen male subjects volunteered to help in this study 
and performed the driving task. Their mean height, weight and 
ages were 1.72±0.08 m, 62.7±11.2 kg, and 27.76±10.77 years, 
respectively. The participants included professional licensed 
drivers with more than two years of driving experience and 
normal drivers more than two years of driving experience on 
light motor vehicles (LMV). The experimental procedure and 
all the risks involved were clearly explained to the volunteers. 
All the participants performed the driving tasks on a static 
driving simulator (Logitech G29) in the laboratory.
2.2 Driving simulator
The driving simulator consists of a steering wheel with 
force feedback, foot pedals (acceleration, break, and clutch), 
gear shift lever (manual and automation) and a monitor for 
visual feedback of the driving environment. All the participants 
have undergone a training session for 30 minutes to get 
themselves acquainted with the controls on the simulator. 
After a break of 30 minutes each participant performed the 
driving task for 60 minutes on a monotonous driving track. 
All the driving tasks were recorded using a video camera 
(16 MP: inbuilt-simulator). These recordings were used in the 
subjective analysis for drowsiness detection.
2.3 safety
The calibration of instruments was performed and the 
electrical safety of the operator and volunteers was ensured 
using the Fluke-Electrical Safety Analyser (ESA615) based on 
the standards IEC-60601-1 (Fluke Electronics Corporation., 
United States).
2.4 Physiological signal Analysis
Brain functions coherently to control the activities of the 
human beings. The different lobes of the brain are organised 
for performing several functions such as driving, cognition, 
reasoning, and speech, etc. The frontal lobe is associated with 
higher level of cognition, reasoning, parts of speech, motor 
skills, and emotions, problem-solving. The parietal lobe is 
related to orientation, processing tactile sensory stimulus, 
movement and recognition. The occipital lobe is associated 
with visual processing. The perietal lobe is associated with 
memory, perception and recognition of auditory stimulus, 
speech[18]. It is possible that the activities in these lobes are 
affected by drowsiness to different extents. These signals 
were analysed thoroughly by many researchers in prognosis 
and diagnosing various neurological disorders. This study is 
devoted to the detection of drowsiness by EEG signal analysis 
in both time and frequency domains as shown in Fig. 2.
The EEG signals were acquired by eight channel octal 
bio-amplifier (AD Instruments: Lab Chart 8) at a sampling 
frequency of 1000 Hz. The electrodes were positioned on 
the four lobes of the cerebral cortex, i.e., Frontal (F3, F4), 
parietal (P3, P4), occipital (O1, O2) and temporal (T3, T4) 
lobe based on the standard 10-20 electrode system of EEG. 
Figure 3 shows the normalised EEG signal acquired from the 
parietal lobe. The raw data was pre-processed by applying 
Chebyshev Filter with cut-off frequencies of 0.5 and 40 Hz. 
The normalised EEG signal was classified into four 
different rhythms namely Delta (δ: 0.5-3.5 Hz), Theta 
(θ: 4-7 Hz), Alpha (α: 8-13 Hz) and Beta (β: 14-30 Hz) by 
using digital filters and as shown in Fig. 4. Such classification 
was done for the EEG signal derived from the temporal lobe, 
occipital lobe, and frontal lobe. These rhythms are analysed 
in time and frequency domain by using root mean square 
deviation (RMSD) and short-time fourier transform (STFT), 
respectively.
2.4.1 Time-Domain Analysis
The RMSD is an aggregation of the magnitudes of the Figure 1. Experimental setup.
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errors in predictions for several times into a single measure of 
predictive power.
RMSD [r (n)] was estimated of the beta (β) and Alpha (α) 
rhythms by using Eqn. (1)
(1)
where xn denotes the EEG signal,  is the mean of the signal, 
N is the length of the window, n is the index of the samples, and 
r(n) is the RMSD of EEG signal.
A window of length 128 k (k = 1024) with 50 per cent 
overlap between successive samples was chosen to find the 
predictive power (PRMSD) within RMSD using the Eqn. 
(2). The predicted power (PRMSD) was normalised with the 
maximum power in the window. The Power Pt(n) in the Alpha 
and Beta waves within the RMSD vs time is shown Fig. 5.(a) 
and Fig. 5.(b).
  (2)
where r(n) is the RMSD of the signal, Pt(n) Power within the 
RMSD signal, M is the length of the window, N is the length 
of the signal.
Figure 3. Normalised EEG signal acquired from parietal lobe.
Figure 2.  Data acquisition and feature extraction in both time 
and frequency domain.
Figure 4.  Normalised EEG rhythms of parietal lobe based on 
frequency bands: Delta, Theta, Alpha, beta.
2.4.2  Frequency-Domain Analysis
The Alpha and Beta rhythms (Time-domain) were 
transformed to frequency domain (Spectrogram) by using 
Short-Time Fourier Transform (Eqn. (3)). A window of length 
M (128K) with 50 per cent overlap was chosen to compute the 
STFT.
 (3)
where X (k, w) is STFT, x (n) is ignal, w (n) is rectangular 
window, k is length of the window.
The magnitude of power Pf(n) within the STFT was 
estimated using the  Eqn. (4). The power signal was normalised, 
Figure 5.  Drowsiness state using normalised power estimated for 
beta and Alpha rhythms. (a) rMsD of beta and  




dabbu, et al.: def. Life SCi. J., VoL. 2, No. 4, oCtober 2017, doi : 10.14429/dlsj.2.10370
and a drowsiness state is proposed in frequency-domain for 
both Beta (Fig. 6(a) and Alpha rhythms (Fig. 6(b)).
 (4)
where the Pf(n) is the power within the spectrogram, X is the 
STFT of EEG signal
2.4.4 Statistical Analysis
The EEG signals from the three lobes namely occipital, 
temporal, parietal were analysed using Matlab™ 2007b 
(Math works, Inc., USA).A normality test was performed with 
logarithmic transformation on the extracted features from the 
EEG analysis; the results of this appeared positive. The level 
of statistical significance was tested using Friedman test for 
60mins of driving. Linear Regression Analysis, Wilcoxon-
signed rank test and Post-hoc analysis through Tukey’s 
Honestly Significant Difference (HSD) Test was performed 
on the outcomes of EEG analysis to verify the level of 
significance and estimated that as (ρ < 0.05). The licensed 
2.4.3 Analysis by the Neuro-physicians
The EEG data was evaluated by three neuro-physicians 
who are sleep experts [I Mporas et al.].  The experts examined 
the complete EEG waveforms and divided them into segments 
of various stages of alertness (scale 1-5) after correlating with 
the video recordings. A score of “1” as sleepy and the score of 
“5” as extremely active has been chosen. Figure 6 shows the 
scoring given by the experts for the EEG data recorded from 
a subject clearly indicates the drowsiness levels range from 
1-5. These ratings are used to compare and validate the results 
obtained by using PRMSD and PSG. 
The experimental results obtained from the two methods 
by using RMSD & PSG (Fig. 3.2 and 3.3) are validated against 
the ratings given by the neuro-physicians (Fig. 3.1) and 
comparison is made as shown in the Table 2.1.
Each epoch of the EEG signal is analysed from the 
values obtained from PRMSD & PSG and correlated with 
the ratings given by the subjective assessment. The results 
are in complete agreement with the ratings given by the 
subjective assessment. The results of these three analyses 
are consistent.
Figure 9.  EEG signal is classified into active and drowsy by the 
PsG of beta waveform.
Figure 7.  EEG signal is classified into active and drowsy by the 
subjective assessment.
Figure 8.  EEG signal is classified into active and drowsy by the 
PrMsD of beta waveform.
Figure 6.  Drowsiness index using normalised power estimated 
for beta and Alpha rhythms: (a) spectrogram of beta; 
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version of SPSS v10.0.1 complete package was used for all 
these statistical tests.
3. DrowsINEss DETEcTIoN
The EEG analysis shows significant (ρ < 0.05) results in 
corroboration with the subjective assessment, subject’s self-
monitoring scale and Simulator results of driver’s performance. 
The parameters PRMSD and PSG which constitutes the 
power within the EEG rhythms decrease with increase in the 
drowsiness state of the subjects.
The power within the spectrogram of Beta rhythm of one 
subject as shown in Fig. 7 indicates a significant (ρ < 0.05) 
decrease in the beta activity in accordance with the cortico-
neural activity of the Brain. PRMSD and PSG have shown 
similar trends of decreasing power with drowsiness state over 
a period. 
It is found that the drowsiness index derived from 
PRMSD and PSG during the active stage is 0.65-1, drowsy 
stage is 0.01-0.4, and during the transition stage is 0.4-0.6. This 
analysis is consistent among all the subjects with a significance 
level of p<0.005. Drowsiness and alertness are then separable 
with the index of 0.4-0.6 being a clear marker of separation. 
Table 2. shows the average indices and their variance in active 
and drowsy states. The drowsiness index ranges obtained for 
both PSG and PRMSD are clearly different in both active and 
drowsy states for all the subjects. It is statistically significant 
(ρ < 0.05) as the deviation from the mean is minimum. (Figs. 
11 and 12).
Figure 11 shows the PSG of subjects in both Active 
and Drowsy cases after evaluating the threshold, and it is 
Figure 10.  Power within the spectrogram of beta rhythm of a 
subject is plotted against the time.
Figure 11.  Drowsiness index derived from the PsG within beta 
rhythm for both active and drowsy cases.
validated against the subjective assessment, which is also 
proved for PRMSD. The complete driving profile of all the 
subjects was analysed by using PRMSD, PSG and the total 
mean of subjects in Beta and Alpha are plotted in Fig. 12. 
and Fig. 13, respectively. The trend line shows a positive 
correlation between the total mean for all the subjects with R2 
ranging from 0.82 to 0.96 for PSG and PRMSD of both beta 
and alpha rhythms. This study also reports that the PRMSD 
and PSG of the beta and alpha show the same trend over the 
entire driving profile for all the subjects (Figs.12 and 13). 
This study creates an insight into the relation between the 
PSG & PRMSD and has the scope of extrapolating it into 
different fields.
Figure 14 ratify the significant (ρ < 0.05) difference 
in power levels within Beta, Alpha and Theta in Active and 
Drowsy levels of the subjects recorded from the parietal lobe. 
A similar trend was observed in both Temporal and Occipital 
lobes. In contrary to the above observation, several peaks were 
observed for a minute period during the onset of drowsiness 
along with certain phases of the three lobes mentioned earlier. 








0-4 mins 5 0.99 0.99 Extremely 
Active
4-6 mins 4 0.78 0.78 Active
6-7 mins 3 0.55 0.55 Neither 
drowsy 
nor active
7-8 mins 2 0.35 0.35 Drowsy
Table 2. Drowsiness index derived from PrMsD and PsG
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The main reason for these formidable peaks was the sudden 
and minimal reactions either corresponding to the behavioural 
patterns or due to the motor imagery.
Figures 15(a)-15(d) show the correlation between 
the total mean of drowsiness index derived from PSG and 
PRMSD versus Drowsy mean. The study shows a positive 
correlation of R2 of 0.83-0.96 between the total mean 
and Drowsy mean, which is significant (ρ < 0.05) with a 
confidence interval of 11.
4.  ArTIFIcIAl NEurAl NETworKs bAsED 
clAssIFIcATIoN
Artificial neural networks (ANNs) are nonlinear mapping 
structures in view of the capacity and working of the human 
brain. An artificial neural system is a computational structure 
that is roused by observing the process in neural systems of 
biological neurons in the brain. It comprises of straight forward 
computational units called neurons, which are exceptionally 
Figure 12.  Drowsiness index corresponding to the total driving 
profile of the subjects from the Beta Rhythm
Figure 13.  Drowsiness index corresponding to the total driving 
profile of the subjects from the alpha rhythm.
Figure 14.  Drowsiness index based upon the mean and errors of 
alpha, beta, and theta of parietal lobe.
Figure 15.   (a) and (b) Time-domain, the power within beta and 
alpha rhythms was classified into active and drowsy 
stages based upon PrMsD, and drowsy-mean was 
plotted against total-mean. (c) and (d) Frequency-
domain, the power within beta and alpha rhythms was 
classified into active, and drowsy stages based upon PsG 
and drowsy-mean was plotted against total-mean.  
interconnected. ANNs are presently being progressively perceived 
in the territory of classification and prediction, where regression 
model and other related statistical procedures have generally been 
utilised. The most generally utilised learning algorithm in a neural 
system is the back propagation algorithm. Figure 16 demonstrates 
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In this study, the data obtained from 13 different subjects 
is combined in-order to normalise any subject to subject 
variations, it is this data is being used in the design of neural 
network system for classification into active EEG and drowsy 
EEG. This set of data is analysed and the following features 
are extracted from entire set to describe the basic features in a 
study. The two main features analysed here are: PRMSD and 
PSG helping us to quantify summaries about the sample and 
the measures such as maximum/minimum values of variables, 
mean value being the measure of central tendency and standard 
deviation as a measure of variability. 
Table 3. Design parameters of ANN
Parameters
No. of Hidden neurons 2
Train Function Trainlm + Trainscg
Activation function for hidden layer Tansig
Activation function for output layer Purelin
Network Performance MSE (cross-entropy)
The results of our experiment on EEG signal classification 
problem into drowsy or active state with the best yielding 
neural network are summarised in Table 4. The Mean Square 
Error (MSE) has the objective function to design the neural 
network classifiers. 
The experimentation results have shown optimal values 
for the chosen hidden neurons in hidden layer. The classifier 
model consists of 2 inputs, 2 hidden neurons and 1 output 
neuron. This ANN model (2-2-1) with back propagation 
learning (BPNN) has produced the results accounting to trail 
error as shown in Table 2. Figure 17 shows the learning curve, 
Fig. 18 the confusion matrix and Fig. 19 the Receiver operating 
characteristics (ROC) with a percentage MSE of 2.04213e-1. 
The proposed classification system has achieved 100 per cent 
training accuracy, less simulation time and good generalisation 
given the high no. of samples close to nine lakhs in number. 
Based on the classification results, that this method 
has the specificity of 99.78 per cent and sensitivity of 
99.82 per cent.
Thereby, given the methodology to acquire data and 
process it to find critically distinguishable parameters such as 
PRMSD and PSG has yielded a system with accuracy of 100 
per cent classification. 
Figure 16. Artificial neural network model.
These extracted features also called elements have 
been used as the inputs to design the neural network. It has 
been observed that it is these values of features that are 
clearly distinguishable for classification of active EEG and 
drowsy EEG signals. These two parameters are estimated 
for the 13 subject’s EEG data both for alpha and beta states. 
The entire data is combined for normalisation and divided into 
training, validation and testing groups. The proposed study 
suggested is through a feed forward neural network designed 
as a classifier with single hidden layer at output. Also, the 
back propagation learning algorithm has been proposed for 
various structures of ANNs. Instead of considering a range of 
hidden neurons, two hidden neurons were selected. This is to 
secure the ability of the network to generalise, which can be 
achieved by keeping the number of nodes as low as possible. If 
large excess of nodes is present, network becomes a memory 
bank that can recall the training set to perfection, but does not 
perform well on samples that was not part of the training set. 
Also, careful attention is to be paid in selecting these hidden 
layers in order to avoid over-fitting or under-fitting. This can 
only be increased if the error for training data is significantly 
smaller than for the cross-validation data set. Table 3 shows 
the design parameters for the desired neural network classifier. 
NN Classifier cross-entropy 
(testing)
% MsE No. of epochs simulation time Training accu-
racy
Testing accuracy
2-2-1 (2 hidden 
neurons)
10.21361e-0 2.04213e-1 177 00:04:04 99.806779 99.795787
Table 4. Results of ANN classifier
Figure 17. learning curve of bPNN.
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5. DIscussIoNs
This study has attempted to detect drowsiness state of a 
subject in both time and frequency domains. Two parameters 
PRMSD and PSG were evaluated from the EEG signal, and 
a drowsiness state ranging from 0 to 1 is proposed. These 
results are in total agreement with the subjective assessment 
of the participants. The results are in total agreement with 
the drowsiness index in the scale 1-5 proposed by sleep 
experts19-20. Thus this makes a quantitative approach to 
identify behavioural patterns and drowsiness state of a 
subject while performing monotonous driving task for long 
periods of time.
made to study the effect of sleep music (Delta waves) on the 
participants. The results show that there is a significant (ρ < 
0.05) decrease in levels of beta activity after listening to the 
sleep music for all the subjects.
A group of researchers have used independent component 
analysis (ICA) and Log Power Spectrum of EEG by using Fast 
Fourier Transform (FFT) to classify the driving performance 
into active and drowsy16-17. 
It has been reported by a group of researchers that there 
is a significant (ρ < 0.05) change in the Beta, alpha and theta 
activities within the temporal lobe. A ratio between slow waves 
and fast waves is proposed by them and is significant (ρ < 0.05) 
in the detection of drowsiness15. A similar attempt was made 
by us, but the ratio tends to change and not significant. This is 
because that group has recorded the EEG only before and after 
the driving task, and where as in in this study the EEG recordings 
were made while performing the driving task.
6. coNclusIoNs
EEG-based drowsiness detection was implemented in 
this study for a highway driving scenario in a virtual driving 
environment. Time-frequency domain analysis of Beta, Alpha, 
and Theta were carried out and two parameters PRMSD, and 
PSG were found to be significant (ρ < 0.05) with a positive 
coefficient of correlation 0.82-0.96 for Beta and Alpha rhythms. 
The total driving profiles of all the subjects were classified into 
Active and Drowsy state and were validated by the subjective 
assessment. Drowsiness index has been derived from PRMSD 
and PSG of Beta and Alpha. The spectrogram of subjects 
shows there is a significant (ρ < 0.05) change (p<0.0001) in the 
attention levels of all the subjects, with the linear regression 
Figure 19. Plot of receiver operating characteristics.
Figure 18. confusion matrix of ANN.
A group of researchers has reported that the spectral power-
based indices γ/δ and (γ+β)/(δ+α) evidences the significant 
changes in the alert/drowsy transitions of 20 subjects taken 
from the sleep EDF (European Data Format database)21. Our 
study also reports a drowsiness index computed from PSG and 
PRMSD, which indicates a significant change during drowsy 
to alert-drowsy transition on the real-time data acquired. 
It has been reported that the valuable indicator of drowsiness 
is the decrease in beta activity, which was also validated by this 
study. A significant decrease was observed in the levels of beta, 
alpha, theta activities within parietal, temporal and occipital 
lobe by other researchers14-17,21-22. However a quantitative 
approach to drowsiness state was attempted in this study.
A study has reported that the subject’s energy levels of 
the EEG vary while listening to music23. An attempt was 
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analysis of correlation coefficient of 0.59 against time for a 
subject.  It is observed that the drowsiness index from PRMSD, 
PSG in active and drowsy stages of Alpha and Beta as shown 
in Table 2, are statistically significant (ρ < 0.05). 
A relationship is proposed between the Total mean of 
PRMSD, PSG and Drowsy mean of PRMSD, PSG for Alpha 
and Beta. There is a strong correlation between the (0.83 - 0.92) 
the total mean and drowsy mean of PRMSD and PSG. This 
study has shown that the data is classified by a robust ANN 
based classifier yielding an accuracy of 99.8 per cent with a 
sensitivity of 99.82 per cent and specificity of 99.78 per cent. 
Among the two methods PSG is easy to implement in real time 
compared to the PRMSD as PRMSD is computationally more 
complex. The detection of drowsiness and the validation of it in 
real time scenario is yet to be carried out. Wireless sensors with a 
DSP processor could be a potential tool for easy implementation 
in the real time situations thereby decreasing the road accidents.
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