T he treatment of medical problems through the removal or repair of malfunctioning or abnormal parts has traditionally required that large incisions are made in and around the body part that needs the attention. However, the incision, and subsequent dissection needed to allow the surgeon to visualise the field, are the procedures that cause most of the pain and contribute to delays in patient recovery 1 .
T he treatment of medical problems through the removal or repair of malfunctioning or abnormal parts has traditionally required that large incisions are made in and around the body part that needs the attention. However, the incision, and subsequent dissection needed to allow the surgeon to visualise the field, are the procedures that cause most of the pain and contribute to delays in patient recovery 1 .
Minimally Invasive Surgery (MIS) is a relatively new approach to this surgical problem, first used less than 15 years ago. With a MIS procedure, essentially the same operations are performed as in open surgery; however, specialised instruments are used that are designed to fit into the body through several tiny punctures (canula) instead of one large incision. Rather than looking directly at the part of the body being treated, the physician monitors the procedure via a Laparoscope inserted through one of the small punctures. By eliminating the large incision and extensive dissections, the benefits are substantial: minimising surgical trauma and damage to healthy tissue, resulting in lower cost, shorter hospital stays, much quicker recovery, less infection, and less cosmetic damage 1, 2 . Since its introduction in the 1980s, the growth in the use of this technique has been staggering and it is estimated that by the year 2000 from 60 to 80% of abdominal surgeries are performed laparoscopically 3 .
Unfortunately, the procedures do have some potential disadvantages, primarily for the surgeon, due to the reduced dexterity, workspace, and sensory (visual and tactile) input and feedback. In addition, learning laparoscopic techniques can be much more difficult than learning open surgery procedures, particularly in operations requiring the use and co-ordination of multiple instruments 4 .
The co-ordination and dexterity problems associated with learning the new MIS techniques have prompted studies of different approaches to the training of clinicians, with a greater appreciation of the potential benefits of computerbased simulations. This increased recognition of the prospects for realism in computer simulation has been due to recent developments in computer graphics, Virtual Reality and robotic systems. It is now possible to produce images of surgical procedures that are beginning to emulate many of the features of the real experience, and in so doing a channel has been opened for improving the training procedures for new or inexperienced laparoscopic surgeons 1 .
This paper will present work on the development of hardware and software systems that will contribute to the user experience of virtual training for MIS procedures. In particular the work will look at the development of haptic feedback to augment the simulated experience and improve the level of fidelity, and realism and permit improved skills acquisition in situations involving dexterity and co-ordination. The paper will initially consider some of the background needs of MIS and virtual training. This will be followed by a study of the hardware and software system contained with the Virtual Haptic Training environment. Experiments will be presented representing three procedures: (i) a whole torso to show the gross simulation of forces (ii) a simulation of clamping and cutting a vein/artery/tendon (iii) an arthroscopic procedure (knee surgery). The paper will draw conclusions with regard to the results obtained and future directions for this and VR haptic training in general.
Initially the paper will consider the current status and potential of computer-based surgical simulation and will outline the current limitations with regard to tactile fidelity. The design of the system hardware and software will be considered in the next two sections followed by experiments on the performance of the systems and appraisal by the users. The paper will conclude by looking at future work and the potential for technology of this type.
Virtual surgical training
Traditionally the open surgical approach to the development of basic clinical technique has relied on practising on cadaver or human tissues, and subsequently performing many procedures on real patients, under the supervision of an expert surgeon. For laparoscopic training there is a similar skill development route, but with cadaver training being impractical, basic skills acquisition involves either: (i) training during actual operations, which can cause an increased risk to the patient and slow the operation, resulting in greater cost or (ii) training in the animal laboratory, but animal training is expensive and cannot duplicate human anatomy.
Clearly the problems created by the demands of MIS techniques have produced a unique opportunity to develop a new approach to the surgical training. In developing this approach it is clear that systems previously developed for other highly technically demanding tasks (flight and tank simulators) may serve as a template 13 , suggesting that simulations could have a role in the training and the assessment of surgeons in new surgical techniques [5] [6] .
It is believed that computer simulation can have significant benefits in training new medics and retraining those who have never used MIS techniques because: (i) It is interactive, yet an instructor's presence is not necessary, so students may practise in their free time, reducing the training period and increasing expertise. (ii) Pathology or anatomical variations that are unusual and therefore seldom seen during training can be created and responses/identification tested , (iii) Simulated positions and forces can be recorded to compare with established performance metrics for assessment. iv) Students can try different techniques and look at anatomy from perspectives that would be impossible during surgery on a live patient or even a cadaver.
This identification of the benefits of simulation in surgical training has led to the development of several research and commercial systems during the past 5-10 years 7-12 .
MIST VR (Minimally Invasive Surgery by Virtual Reality) is a human-computer interface tool designed to mimic the procedures of minimally invasive surgery. It is used to assess surgical skills needed for MIS. The system consists of a metal frame supporting a pair of surgical instruments linked electronically to a PC which monitors and displays the movements of the instruments in a virtual space, allowing surgeons to practise and evaluate their performance 16, 17 .
Through the use of sophisticated computer hardware and software, Ciné-Med has pioneered the integration of virtual reality techniques and surgical simulations with the Virtual Clinic skills simulation. The Ciné-Med Virtual Clinic simulates endoscopic skills and procedures by providing computergenerated sensory feedback based on a physically accurate model of human anatomy and biomechanical functionality 13 .
VEKTAS (Virtual Environment Knee Arthroscopy Training) offers trainee surgeons an effective environment to acquire skills such as triangulation, orientation and dexterity, which are needed to perform an arthroscopic procedure. VEKTAS is trying to integrate the advantages of videodiscbased and computer graphics-based surgical simulators in order to serve diagnostic as well as operative purposes 15 .
Whilst the systems outlined above can undoubtedly produce increasingly realistic visual sensations, there has been only limited work in introducing tactile features into the simulation. This lack of tactile feedback is often cited as one of the major differences between MI and 'open' surgery. When this is compounded in training by total (or almost total) removal of tactile feedback, the quality of the experience can be significantly degraded, reducing the value of the training. There is therefore a profound need to introduce effective force and touch sensation into the MIS training simulators with the particular goals of replicating contact with soft tissue, bone, arteries, the manipulation of the flesh and the cutting of tissue 11 .
To start to address this shortfall researchers in Karlsruhe have been developing an Endoscopic Surgery Trainer involving the development of a virtual abdominal cavity in the form of a 'phantom box', with electromechanical instrument guidance and tracking systems, linked to a graphics workstation. 'KISMET' 12 is used as the core software performing all the necessary calculations and generating the virtual endoscopic view in real-time. Imitation of soft tissue with its physical behaviour, which leads to deformable objects, has been developed as have some typical surgical tasks including grasping, cutting, coagulation and setting of clips. A prototypical cholecystectomy was realised at 18 frames per seconds making interactive manipulation of the virtual tissue possible 12 .
The HIT Force Feedback device (a 5 dof instrument with 3 dof providing force feedback) has been integrated into the "Karlsruhe Endoscopic Surgery Trainer", with the goal of supporting the teaching and training of the operators with a computer-based simulation system. Movements of the instrument are transferred to the graphics workstation using a PC-based measurement system. If an interaction between a simulated instrument and a deformable object occurs, the simulation system software, KISMET, calculates the forces acting on the tip of the instrument. This data is transformed into forces/torques acting on each degree of freedom and these forces/torques are used as inputs for a microcontroller operating the motors. As a result the surgeon experiences contact forces 12 .
Of the commercial versions of force reflection systems the best known is the Laparoscopic Impulse Engine by Immersion Corp. 14 . This device which is purely a force reflection system has 5 degrees of freedom although again only three with active force feedback. It can produce a maximum force output of 8.9N, with a claimed resolution of 0.00225 mm.
This instrument and the HIT device form a useful first step in providing haptic feedback for surgical simulation. However, the limitations on the rotation of the tooling and particularly the lack of feedback sensation during cutting are features that have been added to a bespoke design to be studied in this work. This instrument will also allow for two-handed (co-ordination training) operation-permitting training in 'awkward' manipulative and hand-eye co-ordination procedures over an area equivalent to the size of the human body from neck to knee.
System design and operational concept
The basic hardware of the VR trainer consists of: (i) A Force reflection master. Two systems were used for this operation: a commercial Impulse Engine and a newly developed force reflection system designed to replicate additional force sensations (tooling rotation, cutting, etc) permit two handed and 'awkward' positioning operation simulation. (ii) A PC to control, monitor and feedback signals to the Force reflection masters. (iii) A Silicon Graphics O2 used to display the images of the virtual organ.
The PC and O2 machines each run independent segments of software to fulfil their operational needs and have a serial link to communicate common data.
Each of the components outlined above will be studied in detail in the following sections.
Hardware configuration

Force reflection system (laparoscopic trainer)
Initial tests of systems for force reflection made use of a laparoscopic Impulse engine. However, limitations on work volume, two-handed operation and the number of active feedback axes meant that this system was used only in early testing but subsequently replaced in more detailed trials.
The primary system providing interaction between the user and the virtual environment was a custom-designed and built surgical interface, Figure 1 , called SalFSAR (Salford University Force Feedback Laparoscopic Simulator). This laparoscopic simulation tooling is a 3-D human interface specifically designed for virtual reality simulations of laparoscopic, arthroscopic and endoscopic surgical procedures. To permit learning of the co-operative activities that are typically identified as of particular concern in training, the instrument has been designed with two tools that can be operated by one surgeon (left and right www.instmc.org.uk 176 hand) or by two surgeons in co-operation.
Each of these basic tools has 5 degrees of freedom for motion and tracking with 4 degrees of freedom providing force feedback. The motions available to the tooling are x, y, and z, rotation about the z axis and handle open and closing. Rotation about the z-axis does not have any force feedback. In this configuration the system allows a user to wield modelled surgical tools and manipulated them as if performing real surgical procedures. The work volume of the device (excluding the movement frame discussed later) is 30cm by 75cm by 75cm with a maximum force of over 100N and continuous forces of over 20N. The user grasps a scissor input handle that is used as the input stick. This scissor handle has force feedback and force/torque sensing to detect the forces input by the user and respond to these actions. In addition, each tool is mounted onto a moveable frame that permits the instruments to be located at any x, y position over the torso or limbs of the simulated patient. The motion of the frame permits the tools to be placed and manoeuvred in alignment, offset or in any configuration that the trainee wishes to emulate. This permits duplication of the often awkward manipulation and non-kinematically aligned visual/motor sites. The location of each frame is recorded by high-resolution potentiometers. The range of motions within the frame is over 1m in length and 60cm in width, permitting modelling of most sizes of patient.
Haptic/control PC
In its basic form the haptic feedback system used in this work was controlled by the surgeon inputs from the laparoscopic tools, connected to the main computer -a Pentium II 350MHz. This "Haptic" PC was responsible for reading positional information from the MIS tooling and sending this information to the SGI O2 that displayed the graphical image. The "Haptic" PC was also responsible for reading information from the O2 regarding the contact between the simulated instruments and the structures of the 'body'. Calculation of the feedback forces when an organ or segment of tissue was stretched, compressed, cut or manipulated in some fashion was also undertaken on the "Haptic" control computer.
Virtual display machine
The graphical display was generated on a SGI 02 with a MIPS® R5000® 180 MHz processor and 64MB RAM. This machine has a 17-inch monitor with a 1280x1024 resolution. The O2 was used as the remote site virtual body display system. This machine was running version 7 of Sense8 VR simulation software -"WorldToolKit". The communication between this "Graphics" machine and the "Haptic/control" PC was implemented using an RS-232 serial communication for these VR training applications. A similar set-up has been used for tele-surgery assessment applications, but in these instances other communication medium including ISDN, PSTN and internet connections have been used.
Software configuration
Within this VR training design application, the Haptic/control PC ran software written in Visual C++ to control all external operations, while the 3D graphic software running on the O2 (also written in C), used functions provided in WorldToolKit, to generate the virtual environment easily and quickly.
Software description
The basic VR environment was created under the following conditions: 1. Virtual worlds were constructed, consisting of: (i) the human body/torso and body segment (primary organs); (ii) a vein; (iii) the knee. The models included the surgical tooling that would be associated with a 'typical' procedure; 2. Established the communication link between the Haptic PC and the Graphics computer. 3. Detect the motion of the tooling and pass this information from the Haptic computer to the Graphics system where the virtual motions are viewed. 4. Detected contacts between the virtual tools and the other virtual objects. 5. Obtain the attributes of any objects that were in contact with the tooling. 6. Computed the resulting kinaesthetic forces on the tooling and the distortion in the display image caused by the manipulation of the tissue. 7. Send the force feedback and tactile feedback information back to the haptic PC for transmission to the force refection tooling and ultimate detection by the surgeon.
Although there are many suggested models of soft tissue 18 , none of these have yet proved totally acceptable and for the purposes of these simulations of haptic behaviour simple spring damper models have been used with the option of controlling the spring and damping constant to achieved different subjective 'feels'. The tuning of the parameters has be purely empirical, based on experience with soft tissue contacts
The software running on the O2 was responsible for construction of the virtual world, graphics updating, and the collision detection between the MIS instruments and the other virtual objects in real-time. At the same time, the Haptic/Control PC was responsible for the monitoring of the user's motions with the instrumented tools, and for the calculation of the forces exerted from the virtual objects on the Laparoscope. 
Virtual body simulations
Two forms of haptic simulation have been developed during the course of this work: (i) A model of the torso with the primary internal organs;
(ii) A model of a vein.
The first model served to show the basic utility of haptic systems and displays for surgical training while the second model was used in the creation of a realistic surgical procedure with appropriate visual and force attributes relayed to the surgeon. Each of these models will be considered in the following sections.
Virtual human body
The main aim of the virtual modelling in this section was to create a human body with the major organs, i.e. stomach, liver, lungs, kidneys, gallbladder and heart and a simulated set-up for arthroscopic surgery. This was used as a basic design environment and to permit user's to explore the use of the instrumentation and obtain a 'feel' for the system. The model of the virtual body/knee was produced in 3D Studio MAX. Figure 2 shows the model of outer human body and Figure 3 shows the internal organs of the body. Initial experiments conducted using the body model studied: (i) the reflection of forces during contact between the tooling and a virtual organ; (ii) the transmission of data between the Haptics PC and the O2 Graphics machine; (iii) the visual image produced and; (iv) the overall initial impression provided by the system.
Experimental Tests
Several experiments have been conducted. The experiment environment showing all the equipment involved is shown in Figure 4 . From the figure we can see the SalFSAR (with force feedback handle), a control/haptic PC, an Internet PC, a graphics workstation, the ECU interface and the foot pedals.
Modelling of the Surgical Tooling
The surgical tooling is modelled as shown in Figure 2 and 3. For each degree of freedom of the instrument, a byte is sent from the Haptic PC to the O2 workstation. These values represent the angular or linear position of the tool and have an accuracy of better than 0.5∞ or 1mm respectively. Where (if) higher precision is needed to model the motions this can be obtained by allocating two or four bytes for each degree of freedom. The summary of these representations is presented in Table 1 .
Five subjects were asked to perform three experiments. The experiments consist of testing with each of the above mentioned byte representation of data ( Table 1) . Each type was numbered 1, 2 and 3, and randomly chosen such that the subjects had no knowledge, of which was which. Each subject was asked to manipulate the laparoscopic tooling and monitor the movement on the VR machine. The following questions were asked to each of the subjects:
(i) Can you feel any difference between the three manipulation tests in terms of controlling of the tooling and the motion of the tooling in the virtual environment (e.g. visual delays)? (ii) If the answer to number (i) was yes, they were asked which one of the three was the best, fair and worst.
Three repetitions of the above experiments were taken but with randomly chosen sequences and again the same questions as in (i) and (ii) were asked.
From the response of the users, observation and direct manipulation, there was no substantial 'user' improvement in the tooling's motion between the single, double and four bytes implementations. The motion of the Laparoscope, was in all three cases smooth and continuous. All the subjects were unable to tell the difference between the three. This shows that there is no need for increased precision for the data that corresponds to the tool's motion. The onebyte implementation was enough for the mentioned application. A disadvantage with the higher precision is that it has a greater data stream and longer data transmission format (that make-up a frame). It will also increase the execution time. Further experiments show that the average time taken for each program loop for the single, double and four bytes implementations were 2.27 msec, 3.34 msec and 5.24 msec respectively ( Table 2) .
Force feedback during tissue manipulation
Force feedback is one of the elements that effects the realism of a virtual environment for medical applications. In the VR experiments that have been presented so far, this element has not been integrated into the system. This section will present experiments that combine the force sensation in the VR environment.
The objective of this section is to make a comparison in terms of depth of penetration between no force feedback and with force feedback made during operation. In addition, a study will be made in terms of the contribution of the force feedback towards the completion time and manoeuvring of the tooling. Five subjects (all males, age between 20 to 30 years old), performed two types of experiments -the first one was without force and the second was with force feedback. One of the subjects has a lot of experience in VR tool manipulation. The experiment procedure with the index (as will be explained in Manipulation of the Tooling section) was used for both types of experiments. Each was repeated three times and selected at random between the force and no force feedback. The subjects were requested to manoeuvre the tool and try to touch the five different spots on the objects. The penetration depth was calculated and captured during the testing.
The results of the first experiments (without force feedback) are shown, in Figure 5 . Comparisons between two subjects were shown i.e. the one without much experience in tool manipulation in VR training and the other one with a lot of experience. The former subject has made about ten counts of touching, with the depth of penetration up to 11mm. The later subject made only five counts of touching (the minimum required) with the depth of penetration up to 5mm and a better completion time. The results show that the experienced user was able to control the tooling more competently.
The results of the second experiment (with force feedback) are shown in Figure 6 . Performance of the same two subjects as in the previous experiments is plotted. The important observation to be made here is in the penetration depth made to complete the tasks for the two subjects. Both subjects made good improvements when there was force feedback on the tooling. With force feedback the inexperienced user made only up to 5.5mm of penetration depth to complete the tasks (compared to 11mm without force feedback). For the experienced user, the penetration depth was only up to 3.5mm (compared to 5mm without force feedback).
The results for the rest of the subjects are shown in Figure 7 and Figure 8 , for the no force feedback and with force feedback respectively.
With this kind of experiment, there was no immediate proof to say that the force feedback feeling helped the user to complete the task faster. This can be seen from the completion time made by the two subjects ( Figure 5 and Figure 6) i.e. around 51sec (without force feedback) and 67sec (with force feedback) for the inexperienced user. For the experienced user the completion time is around 28sec (without force feedback) and 21sec (with force feedback). There was also no proof to say that there is any 
Experiment
Single Double Four 1 0.002191s 0.003526s 0.005323s 2 0.002316s 0.003325s 0.005000s 3 0.002171s 0.003249s 0.005296s 4 0.002445s 0.003158s 0.005247s 5 0.002211s 0.003424s 0.005324s Average 0.002267s 0.003336s 0.005238s improvement in terms of total counts of touching made (out of supposedly five touching). The first subject has shown good improvement, i.e. from 10 touching to 6 touching, but the second subject has declined, i.e. from 5 touching to 6 touching.
Manipulation of the tooling
The fulcrum effect of the body wall on surgical instrument manipulation is a major hurdle for novice endoscopic surgeons 19 . For example, when the surgeon moves his hand to the patient's right (left), the operating end of the instrument moves to the patient's left (right). The aim of this experiment was to determine how much this fulcrum effect impedes the performance of a user, particularly an inexperienced user, e.g. trainee surgeons. Further, will the fulcrum affect the performance continuously even as the user gains experience, or will that effect only be present during the initial stages of the training and become less obvious with practice?
The experiment environment consists of a virtual laparoscopic tool and an endoscopic view of the surface of a stomach inside of an abdomen (Figure 9 ). For this experiment an 'index' was attached to the virtual laparoscopic tool. The index is simply a green cylindrical extension to the tool, which is used to help in depth perception and direction of penetration. In addition, the tip of the tool was made to change its colour from white to red if the tool was in contact with the stomach tissue. The experiment required each subject to manoeuvre the virtual laparoscopic tool using the Laparoscopic Impulse Engine and try to touch the markers (represented as a dark colour) on the simulated skin of the stomach. Five different markers were be revealed one after another and the sequence of these marks can be changed between experiments. Measurements recorded were: (i) The completion time -time taken to finish all the tasks. (ii) Percent of errors -percentage of the 'total error loops' over 'total loops'. Each program cycle is counted as one loop and the counter for 'total loops' is increased each time. When the tool is touching the virtual skin other than the requested mark, the counter for 'total errors loops' is increased.
This experiment will study the performance of the new users who have to manipulate the instrument with the fulcrum effect artificially removed. These users have never (a) (b) Figure 6 : The experiment with force feedback. Again comparison was made to show the performance of the same two users; (a) a user without much experience; (b) a user with a lot of experience with manipulating laparoscopic tooling in VR training. had any experience of tool manipulation before. This method of operating does not intend to change the way the training is done but rather as a comparison to the normal way of operating and to determine in some quantitative manner the effect that the fulcrum has on the performance of new users and whether the performance of the users is better when they control the tooling this way. In addition, if this method is found useful, it can be integrated into a tele-surgery application in which a surgeon will manipulate with the fulcrum effect removed but the robot will actually operate in the normal operating way (i.e. with the fulcrum effect). For example, when the surgeon moves his hand forward (the tooling tip moves backward), the tip of the robot will also move forward.
In the first set of experiments, five subjects (all male, age between 20 to 25 years old) who had no previous experience with tool manipulation took part. These subjects had no previous experience manipulating the laparoscopic tool or the simulation. The result of the experiment is shown in Figure 10 .
Another experiment was conducted with the normal way of operating (with fulcrum effect). Another group of subjects (eight people, aged between 20 to 26 years), who also had no previous experience whatsoever with the laparoscopic tool manipulation, were involved in this experiment. The result of the experiment is shown in Figure 11 .
From observations, all the subjects tend to move the tool in a natural way of operating following their common sense. For example, they tend to move the laparoscopic tool to the right when the tip of the tool was intended to touch an area to the right of tool's lever. From the result in Figure 10 , with this way of operating most users were able to perform the tasks more easily as can be seen from the result in the first experiment. As shown the average time to complete the task was 42.25s and the error made was 4.74% (compared to 45.3s and 8.4s). Toward the end of the experiments, all the users showed some progress in their operating skill, with the average completion time reducing to 29.0s and the error rate falling to 0.66% (compared to 28s and 0.94%).
Based on observations and comments from the users, several important conclusions can be made: (i) The lever of motion of the tooling caused some difficulties (for the non-medical operators) as would be expected. This was both in terms of the direction of motion and the scaling of the motions. However, all co-ordinate motions did correspond with visual motions. This is a typical co-ordination problem with laparoscopic training. (ii) In both instances there is a learning effect with both methods showing progress in terms of the number of errors made and the time taken to complete a given task.
(iii) Even touch shows good initial results, towards the end; however, both experiments have shown good learning effect with no significant advantage between the experiment with fulcrum effect and without fulcrum effect. (iv) The VR training system developed is especially good for error improvement (particularly in tool manoeuvring) in which the users can practise as many times as they like and try to minimise errors.
Cutting simulation
The first models of the body and instrumentation did not have active feedback to the scissor-based input handles and this meant that it was not possible to emulate grasping and cutting of tissue. As previously described, however, there is scissor force feedback in the bespoke force reflection system. Testing of the scissor grip feedback mechanism revealed that it could generate a maximum force of approximately 6N with a angle of travel of 10°2 0 .
The first step in the testing is to define a control method for simulating the stiffness and viscosity sensation during clamping/grasping. The PD control method has been employed where varying the proportional constant, Kp, controls the stiffness sensation, and varying the derivative constant, Kd, controls the viscosity sensation. In the inital test, an arbitrary trial and error for the selection of the two constants (Kp and Kd) was made, while in the actual testing third parties were involved.
To test the ability to clamp and cut through tissue and the quality of the experience, a simple experiment was conducted whereby a virtual image of a vein/artery/tendon, Figure 12 , was constructed together with a MIS tool with appropriate end section. Within the virtual environment the tooling could be manipulated to grasp the tissue or to dissect it. During the clamping and cutting operations the forces on the scissors were measured and recorded, Figure  13 . In addition 6 test subjects (none of whom have medical experience) were asked to perform a series of grasping and cutting operations. From Figure 13 , it can be seen that during clamping, the forces rise quickly to a peak of 6N. The rate of rise of the force gives an indication of how hard or soft the object is and can be varied to simulate different tissue. For the cutting procedure the force rises and drops almost instantaneously to zero at dissection. As with the clamping, the rate of force increase can be controlled as can the peak force needed to 'cut' through the tissue.
The test subjects reported that the cutting felt 'realistic'; however, the small range of travel and friction meant that clamping was apparent but not convincing. Based on this, the actual mechanism for scissor force control is being redesigned. 
Conclusions/future work
The activities reported in this paper have been prompted by the medical requirements to train and assess physicians in the new skills associated with MIS. Although a similar training need could be identified for all surgical skills, laparoscopic procedures are particularly receptive since it is a relatively new technique within historic 'baggage' and the constrained operation is constrained by a restrictive field of view and limited haptic interaction between the surgeon and the patient. One reason why the focus of surgical simulation has been on minimally invasive procedures is that they pose the fewest technical challenges for surgical skill simulation, and at present are more compatible with the available computer technology.
Learning laparoscopic technique is said to be much more difficult compared to open surgery. Traditional methods of training to master this technique are by observation, practising on cadaverous animals and humans, using endotrainer, and finally performing the surgery under supervision of experienced surgeons. However these methods of training have many associated disadvantages and problems.
VR training has opened up new ways of training to the surgeon after the success of training pilot on flight simulators. VR simulation allows more realistic training than do cadavers. However, there is a need to impose the feel of tactile sense to the surgeons hand manipulating the laparoscopic instruments in addition to realistic simulation.
The paper has shown the development of systems for these needs and the commonality of hardware and software for these applications. The work has also started to address some of the operational performance features that move beyond the simple development of the hardware and software. The work has in particular concentrated on the systems associated with haptic feedback (force and tactile data).
Experiments have shown that, after a little training, operators will be able to perform specified actions easily. The system has some limitations and drawbacks which need to be improved further, but the general impression given to the operator is of realistic haptic feedback although, not necessary truly representative of the human organ sensations. Work is underway to add texture to the skin to give a further enhancement to the surgeon. Future work will also include: (i) More realistic virtual organs with realistic physical behaviour and interactions.
(ii) Integrating with advance medical diagnostic systems such as X-ray Computed Tomography (CT) and Magnetic Resonance Imaging (MRI). These medical devices enable us to build 3D models of the human body. 
