Abstract
Introduction
Location tests are arguably the most important statistical tests, which are used to determine, if the location parameter is equal to a given constant (one-sample problem), or if the location parameters of two populations are the same (two-sample problem). Most commonly, the location parameter of interest is the expected value, although in some cases the median or some other measures of location may be used.
We will focus on two very common statistical problems: the one-sample location test with the expected value being the location parameter and the variance of the population being unknown, and the Behrens-Fisher problem concerning difference between expected values of two random variables with unknown variances, which are not assumed to be equal.
Undoubtedly the most popular tests regarding these two problems are the one-sample Student's t-test and the approximate two-sample Welch's t-test. However, both these parametric tests were derived under a couple of assumptions, which may not be met in real world applications. Namely, we assume that the random sample come from populations that follow a normal distribution and the data are sampled independently (i.e. the observations in the sample from any population are assumed to be independent and identically distributed following a normal distribution with the same expectation and the same variance).
The main aim of this article is a simulation study that will examine the consequences of non-normality, mainly its negative effect on type I and type II errors. The results obtained by parametric t-tests will be then compared with those of appropriate nonparametric tests, specifically with the Wilcoxon signed-rank and rank-sum tests, as well as the tests based on bootstrap methodology.
Parametric and nonparametric approach to location tests
When dealing with location tests, the most popular approach of many statisticians, researchers or data analysts is the parametric one, i.e. using the Student's t-test when dealing with a one-sample problem or the Welch's t-test when dealing with a two-sample problem.
Let's assume we have a one-sample problem and we wish to determine, whether the population mean μ is equal to a specified value μ0. The Student's t-test uses the statistic n s
where x is a sample mean, s is a sample standard deviation and n is a sample size. If the observations are independent, identically distributed and follow a normal distribution then it can be easily shown that under the null hypotheses H0: μ = μ0 the statistic t follows a Student's t distribution on n -1 degrees of freedom. Therefore, if we state the two-tailed alternative hypothesis H1: μ ≠ μ0, we will reject the null hypothesis in favor of the alternative hypothesis when the absolute value of the statistic t is greater than a critical value from the Student's t distribution. Moreover, it can be shown that the Student's t-test is in fact a uniformly most powerful unbiased test, for details see Lehmann and Romano (2005) . Although the statistic t follows under the null hypothesis the Student's t distribution exactly only under the assumption of normality, this test is also often used for larger samples (e.g. 30  n ). The reason for this is the fact that by the central limit theorem the mean of a sufficiently large number of iterates of independent and identically distributed random variables will be approximately normal, even if the underlying distribution is not. However, in this case the t-test may not be the most powerful.
For a Behrens-Fisher problem the two-sample Welch's t-test is probably the most often used parametric solution. Let μ1 and μ2 be the population means in first and second population, respectively, and let the null hypothesis be of the form H0: μ1 -μ2 = Δ. Then the test statistic for the Welch's test is n are sample sizes for respective populations. Although, unlike the one-sample Student's t test, this test statistic does not follow under the null hypothesis the Student's t distribution on a given degrees of freedom exactly, Welch (1947) proposed an approximation of the degrees of freedom associated with this statistic via the Welch-Satterthwaite equation 
For details on derivation of the Welch-Satterthwaite equation refer to Satterthwaite (1946) and Welch (1947) . Although other solutions to the Behrens-Fisher problem have been developed, the Welch's test still tends to be the most often used. In the R programming language, both Student's and Welch's tests are computed by t.test function. Probably the best known nonparametric alternatives to the aforementioned parametric t-tests are the one-sample Wilcoxon signed-rank test and the two-sample Wilcoxon rank-sum test, which were both proposed by Wilcoxon (1945) . However, these tests based on ranks assume the median rather than the expected value as the location parameter, i.e. they may not be a suitable alternative for the t-tests in case of an asymmetric underlying distribution. In the R programming language, both Wilcoxon tests are performed by wilcox.test function.
Another nonparametric approach to location tests is based on bootstrap methodology. Bootstrap as a computer-intensive method has an obvious advantage of being free of assumptions concerning underlying distribution, i.e. location tests based on bootstrap methodology can be used for any distribution and even for any measure of location besides the expected value. Bootstrap hypothesis testing is often derived from respective bootstrap confidence intervals, however the coverage probabilities of these intervals are only asymptotically accurate, i.e. for a small sample sizes bootstrap hypothesis testing can lead to a type I error that is higher than the given significance level.
In this article we will consider four bootstrap confidence intervals described by Efron and Tibshirani (1993) . The first one, called a bootstrap-t confidence interval, is a modification of the Student's t interval, which in case of a one-sample location problem has the form
where t1-α/2 is 100(1-α/2)th percentile of Student's t distribution on n -1 degrees of freedom and α is the given significance level. The bootstrap modification is achieved by the sample standard deviation s being replaced by a bootstrap estimate of a standard deviation and the percentiles t1-α/2 being replaced by the empirical percentiles of the bootstrap t statistic
where B is a number of bootstrap samples, ) ( . For details see Efron and Tibshirani (1993, chapter 12.5).
The biggest disadvantage of the bootstrap-t interval is that this method of confidence interval estimation is neither transformation-respective nor range-preserving. The percentile interval proposed by Efron (1979) on the other hand has both these properties. After generating B independent bootstrap data sets, the percentile interval is given by the 100(α/2)th and 100(1-α/2)th empirical percentile acquired from the ) (
values. This interval tends to 183 be less erratic then the bootstrap-t interval in actual practice, but in some cases may have less satisfactory coverage properties. Another modification of the percentile method called the BCa (bias-corrected and accelerated) interval was proposed by Efron (1987) . The last bootstrap method to be considered in this article is the ABC method, which generates only approximate bootstrap confidence intervals, but significantly reduces the amount of computation needed for the BCa intervals. For details on the BCa and ABC methods see Efron and Tibshirani (1993, chapter 14) . In the R programming language, the bootstrap confidence intervals can be computed by using the boott, bootstrap, bcanon and abcnon functions of the bootstrap package. Another option is the boot.ci function of the boot package.
Simulation study
The following simulation study will focus on the Monte Carlo estimation of type I and type II errors of the location tests shortly discussed in the previous section under various violations of normality. For this purpose we will simulate data from the following distributions:
 normal distribution: X ~ N(μ = 100; σ 2 = 100)  modified Student's distribution: X ~ 100 + 5,7735 t(ν = 3)  uniform distribution: X ~ U(a = 82,6795; b = 117,3205)  gamma distribution: X ~ Γ(κ = 100; θ = 1)  log-normal distribution: X ~ LN(μ = 4,6002; σ 2 = 0,00995)  skew normal distribution: X ~ SN(ξ = 88,417; ω = 15,303; α = 3)  shifted exponential distribution: X ~ 90 + Ex(λ = 0,1)  contaminated normal distribution: X ~ (1 -ε) N(100; 100) + ε N(100; 10 000). Without the loss of generality, all of these distributions (except for a contaminated normal distribution, which has larger variance) were calibrated so that they have the population mean 100 and the variance also 100. The first three distributions (normal, modified Student's and uniform) are symmetric around the population mean and the other four distributions (gamma, log-normal, skew normal and shifted exponential) are asymmetric with a gamma distribution being the least skewed (γ1 = 0,2) and a shifted exponential distribution being the most skewed (γ1 = 2). The skewness of the other two distributions is only moderate (γ1 = 0,301 for a lognormal distribution and γ1 = 0,667 for a skew normal distribution). Lastly, the contaminated normal distribution is a mixture distribution, where the majority of the population comes from a specified normal distribution, whereas a small proportion of the population (ε = 0,05) comes from a normal distribution with the same mean but much larger variance, i.e. outliers can be drawn from such a population.
The simulation study consisted of 10 000 simulated data sets so that the Monte Carlo error was sufficiently low (see Figure 1 comparing the exact power function of the Student's t-test under a normal distribution, which was derived using a non-central t distribution, and the Monte Carlo estimate of this power function). For the bootstrap methods 5 000 bootstrap samples were generated.
The simulation study was computed in the programming language R version 2.15.3. Figure 1 Exact vs estimated power function of Student's t-test (normal distribution, n = 10)
One-sample location test
Based on a Monte Carlo simulation study, it is simply possible to estimate the power function of particular tests under the given violations of normality. Apart from type I and type II errors, the average length of relevant confidence intervals was computed. If several tests have type I error equal to or less than a chosen significance level (for the purpose of this study we will use a significance level 0,05), the test having the shortest length of the relevant confidence interval can be preferred, as such tests tend to be more powerful in most situations. Table 1 provides estimates of type I errors for various one-sample two-tailed location tests, underlying distributions and sample sizes. It is quite obvious that for small sample sizes different violations of normality can have a different effect on type I errors of the Student's t-test. When dealing with symmetric distributions, it seems that distributions with higher kurtosis (such as a Student's t distribution) tend to make the Student's t-test more conservative (having type I error lower than the significance level), whereas the distributions with smaller kurtosis (such as a uniform distribution) tend to make the Student's t-test more liberal (having type I error higher than the significance level). On the other hand, skewed distributions always tend to make the Student's t-test more liberal, nevertheless, unless the skewness is substantial (e.g. in case of an exponential distribution), the effect of skewness is relatively small. And, as expected, with larger sample sizes the type I errors get closer to the nominal significance level.
The only exception, when the Student's t-test was too conservative even for large sample sizes, is the case of a contaminated normal distribution. This is no surprise, as outliers can have a very big influence on the sample mean. Consequently, when we are dealing with symmetric distributions with substantially long tails or with possible outliers, the Wilcoxon test should always be preferred (see Table 2 comparing the average length of relevant confidence intervals and Figure 2 comparing power functions of the Student's and Wilcoxon tests for a contaminated normal distribution).
On the other hand, the only exception, when the Student's t-test was too liberal even for large sample sizes, is the case of a shifted exponential distribution, i.e. a distribution with substantial skewness. In such cases, bootstrap-t can give better results.
Another conclusion that can be inferred from the simulation study is that the bootstrap percentile method, BCa method and ABC method should not be recommended for small and even moderate sample sizes, as the coverage probability of the relevant confidence intervals is significantly lower than the required confidence level. However, for larger sample sizes (n > 50) the type I error is reasonably close to the given significance level and these tests tend to have indeed more power than the Student's t-test, although the difference in power is slim ( Table 3 provides the average length of Student's and bootstrap tests for n = 100). Although all of these bootstrap methods tend to give very similar results for the considered location problem, from theoretical point of view the BCa method should be preferred when available. Figure 2 Power functions of the t-test and Wilcoxon test (contaminated distribution, n = 100)
Two-sample location test
In order to examine the mere effects of non-normality on the two-sample location tests, the sample sizes and all the distribution parameters were kept the same for both samples. The conducted simulation study showed that the effects of non-normality on the Welch's t-test are quite similar to the ones of the Student's t-test in the one-sample case (see Table 4 for estimated type I errors). However, some small differences were found.
First of all, there seems to be a smaller effect of skewness or kurtosis on type I errors of the two-tailed Welch's t-test, when a sample size is small. For larger samples (n ≥ 50), the only time the Welch's t-test was proved to be conservative was the case of a contaminated normal distribution. On the other hand, most of the results that were point out for the nonparametric one-sample tests remain valid also for the Behrens-Fisher problem, i.e. the Wilcoxon rank-sum test should always be preferred for contaminated or mixture distributions (or in presence of outliers, which cannot be omitted) and the bootstrap methods cannot be recommended for smaller sample sizes. Furthermore, the asymptotic nature of the bootstrap methods seems to work only for very large sample sizes (n > 100), as these tests were a bit liberal even at n = 100. Hence, the preference of the bootstrap methods in case of mere asymmetry of the two underlying distributions seems to be less justified.
Problem of symmetry of the Student's confidence intervals
The conducted simulation study showed that there is only a small effect of skewness on the type I error of the two-tailed Student's t-test. However, this is not true in case of one-tailed t-tests. In fact, the simulation study showed, inter alia, that for a skew normal distribution and a quite large sample size (n = 100) the estimated type I error of the one-tailed Student's test is 0,0579 in case of a left-tailed alternative hypothesis H1: μ < μ0 and 0,0440 in case of a righttailed alternative hypothesis H1: μ > μ0. This means that, even though the overall coverage probability of the corresponding two-tailed confidence interval is good, in case of positively skewed data the coverage probability of the left-tailed confidence interval will be significantly larger than the coverage probability of the right-tailed one. On the other hand, the coverage probabilities of the one-tailed confidence intervals based on the bootstrap BCa and ABC methods are very similar to the coverage probability of the respective two-tailed interval.
For better understanding of this problem, we will use an example data set, which provides annual income data of 143 highly-educated male employees, who had a percentile score on the AFQT intelligence test more than 0,9. The data come from the National Longitudinal Study of Youth and were also published by Ramsey and Shafer (2013) .
As expected for income data, the underlying distribution is substantially skewed. In fact, the sample skewness is 2,3 and the sample kurtosis is 9,8. From the large positive skewness it can be inferred that both the Student's t-test and the test based on the bootstrap BCa method will have type I error a little bit higher than the nominal significance level 0,05. If we compare Student's 95% confidence interval for the population mean (89 962; 117 444) and the corresponding BCa confidence interval (91 790; 119 490), we see that the length of both confidence intervals is quite similar, but the Student's interval is shifted to the left compared to the BCa interval. As the sample size is sufficiently large, so that the type I error of the bootstrap interval will be reasonably close to the nominal significance level, the BCa confidence interval, as well as the corresponding location test, should be preferred.
Practical aspects of liberalness or conservativeness of a testing procedure
In the previous section we demonstrated on a simple example that the BCa method should be preferred, when dealing with skewed data, provided a sample size is sufficiently large. Another practical aspect of the results obtained by the simulation study was the information that the classical one-sample t-test tend to be liberal for skewed data, whereas it is conservative for longer-tailed data, especially when a sample size is small. On the other hand, Welch's two-sample t-test showed no tendency to being liberal, although it can be conservative for both long-tailed and skewed distributions in case of a small sample. This information can be quite useful in real world applications (incl. economic ones) that deal with non-normal data -while the rejection of a null hypothesis by a liberal test may be spurious, the conservativeness of a testing procedure should not invalidate the rejection of a null hypothesis. Consequently, when the t-test is deemed to be liberal, it is recommended to check the rejection of a null hypothesis by alternative methods. Similarly, acceptance of a null hypothesis should not be based solely on a parametric test that is proven to be conservative.
Conclusion
The classical location tests -the one-sample Student's t-test and the two-sample Welch's t-test -are derived under the assumption that the observations from the random sample are independent and identically distributed following a normal distribution. The aim of this article was to examine the effect of non-normality on type I and type II errors of these tests.
The conducted simulation study showed that both the Student's and Welch's two-tailed t-tests are a bit sensitive to even moderate deviations from normality, esp. in case of a small sample size, and can become liberal or conservative depending on a form of non-normality. When the sample size gets larger the type I error gets closer to the nominal significance level, however, for skewed data and the one-sample t-test there still might be a small problem with undesirable type I errors in case of one-tailed alternative hypotheses caused by inherent symmetry of the classical methods. This problem can be circumvented by the BCa method provided a sample size is large. Furthermore, the classical tests cannot be recommended for contaminated data and the use of Wilcoxon tests should be considered instead.
