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Abstract
The long spin lifetimes observed in n-type semiconductors, in particular in
n-GaAs, make them highly suitable for novel spintronic devices. Therefore it is
of great importance to understand the spin dynamics in these semiconductors
We study the spin transport in a bulk GaAs using the ensemble Monte Carlo
method, recently equipped for dealing with spin transport. This is a diffi-
cult many-body problem which involves the interactions of the electrons with
acoustic phonons, polar optical phonons and single-charge impurities. The
spin dephasing source which we include is the Dyakonov-Perel mechanism.
This is the main decoherence mechanism in the regime we consider. We esti-
mate the spin relaxation times at high temperatures (280 ≤ T ≤ 400 K) and in
doping concentrations (n = 1016 to 2.5 · 1017 cm−3), i.e., in the nondegenerate
regime.
Our calculations are in very good agreement with experimental results with
no adjustable parameters. Morevoer we include the electron-electron interac-
tion which is still a big issue in ensemble Monte Carlo. Our results show that
the electron-electron interaction plays an important role in spin transport in
the same regime. This seems to extend the theoretical predictions made for a
two-dimensional electron gas in GaAs to the three-dimensional case.
We introduce a method which reduces the probability of a three-body scat-
tering event in the case of electron-electron collisions. This method works well
in the high electronic concentration regime (ne & 1017 cm−3) .
We also study the effect of varying temperature and applied bias on spin
relaxation times without electron-electron interaction. Our results show that
the spin relaxation times are longer at low temperatures and that increasing
the applied bias yields enhancement of the spin polarization in the system.
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Chapter 1
Thesis Overview
1.1 Motivation
Spintronics is an active field that encompasses both fundamental research in
physics and practical applications. Its goal is to study and exploit spin-related
properties in condensed matter, i.e., metals, semiconductors and semiconduc-
tor heterostructures [1, 2, 3, 4, 5, 6], and more exotic structures such as topo-
logical insulators probably in the far future [4]. Despite the fact that electrons
have charge and spin, the latter being an internal degree of freedom with no
classical counterpart, only recently have physicists started to look at them sep-
arately [7].
The discovery of the Giant Magneto Resistance (GMR) effect in 1988 by A.
Fert and P. Gru¨nberg for which they were awarded the Nobel Prize in Physics
in 2007, is considered the beginning of this promising field. From the GMR
effect, a new device, the spin-valve sensor was created allowing IBM to re-
place the traditional sensors in magnetoresistive hard disk drive read heads
and increase rapidly up to 100% the data storage areal density.
As Fert stated in his Nobel lecture [7], the idea of the effect of spin on the
electronic mobility in ferromagnets, which is related to the GMR effect, was
already proposed by N. Mott in 1964. This is not a such a surprising fact in
spintonics. For instance in 1971 M. I. Dyakonov and V. I. Perel predicted the
Spin Hall Effect (SHE) which has been observed only after nearly thirty years.
The reason is that only the recent considerable progress in material fabrication
and engineering can test some previous and new, maybe wild, theoretical ideas
about spin physics. It should also be noted that spintronics could not be so
successful without the contribution of sophisticated experimental techniques,
commonly known as optical orientation [8], which allow us to observe the spin
dynamics in semiconductors.
12
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The observation of spin dynamics on a sub-picosecond time scale and of the
degree of spin polarization is made via photoluminescence, improved with
the Hanle effect, or via more recent and innovative time-resolved techniques,
based on time-resolved Faraday and time-resolved Kerr effects [8]. The latter
techniques are pump and probe methods which produce a pulsed excitation
through picosecond or femtosecond lasers followed by measurement. In gen-
eral the interpretation of the signals from these experimental techniques is sub-
tle according to R. T. Harley [8]. Therefore the experimental physicists who use
these state-of-the-art techniques, need extremely good skills to give us reliable
results for comparison with the theory.
Thus quantum mechanics machinery, optical orientation and material tech-
nologies together make this recent field very active, innovative and also chal-
lenging addressing new theoretical and engineering problems.
Roughly spintronics can be split in two sub-fields: metallic spintronics and
semiconductor spintronics. The metallic spintronic field has already produced
marvellous novel devices, especially for the data storage industry: spin-valve
sensors, magnetic tunnel junctions and a heap of other important applications
[2, 4]. The semiconductor spintronic field seems more rich for fundamental
research but so far has not yet shown its potential practical applications for
industrial and information technologies. An example is given by the spin-
transistor idea proposed by S. Datta and B. Das in 1989 that has not yet found
a suitable viable realization.
The spin-transistor exploits one of the most important features of semicon-
ductors, the spin-orbit interaction [9]. This is also the origin of the SHE which
consists in the separation of spin-up and spin-down currents along the oppo-
site edges of the semiconductor slab, somewhat analogous to the Hall effect
for electron (charge) current [10]. In materials the spin-orbit coupling may of-
ten increase the energy scale at which quantum effects become important [11]
giving rise to interesting phenomena.
Besides potential novel faster, more energy efficient and smaller devices there
is another aspect that makes the electron spin so appealing. Like the spin states
of photon, or polarization states [12], the electron spin is a two-state quantum
system and therefore an ideal candidate for Quantum Computation (QC) [13].
The quantum states are often called spin-qubits, or simply qubits, in strict anal-
ogy to the binary bits of classical computers. In order to manipulate the qubits
efficiently QC processes require that they exhibit quantum coherence [12, 14]
for a long enough time to perform quantum operations. Recently experimen-
tal physicists observed relatively long spin lifetimes in n-type semiconductors
[15, 16, 17], making them suitable hardware for quantum computers. Unfor-
13
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tunately the interaction of qubits with the environment affects their dynamics,
i.e., their spin orientation is no longer conserved in time and space, and leads
to spin dephasing or decoherence [18]. The sources of spin dephasing can
be various. For instance in the case of a GaAs semiconductor there may be
the Bir-Aronov-Pikus mechanism, the hyperfine interaction, the Elliott-Yafet
mechanism and the Dyakonov-Perel mechanism [19].
In order to work properly, a semiconductor spintronic device should allow
us to perform efficiently the following operations: spin injection, manipula-
tion, storage, transfer of the spin information and its detection [20]. It is also
important that we are able to convert electrical signals into spin signal and
vice versa in a way that spintronics can be integrated into the conventional
electronics [21].
We conclude this section mentioning the brilliant idea proposed by H. Ohno
in 1998 [22] which is an typical example of how spintronics can be an excit-
ing field which combines fundamental physics and technology. The traditional
semiconductor devices use the electron charge meanwhile electron spin is used
in recording information in magnetic materials. Ohno then suggested to com-
bine both functionalities in the same material; he created new materials intro-
ducing a concentration of magnetic elements in nonmagnetic III-V semicon-
ductors. Nowadays the study of dilute magnetic semiconductors is an active
and promising field.
1.2 Thesis Aim and Objectives
This thesis focuses on many-body effects in spin-polarized transport, and espe-
cially on the role of electron-electron interaction. An example of a many-body
effect is the Spin Coulomb Drag in which a spin current will decay due to the
Coulomb interaction between the spin up and spin down populations [23]. In
the present work we study the spin dephasing of an initially fully polarized
electron ensemble via the Dyakonov-Perel mechanism. This is the dominant
spin decoherence source for a n-GaAs semiconductor at the electron densities
and temperatures of interest. We assume that it is possible to achieve an initial
fully spin polarized configuration, despite the fact that for the electrical in-
jection of spin-polarized electrons from a ferromagnetic metal into a semicon-
ductor there is a well known obstacle denoted as the conductivity mismatch
[20, 24].
The spin dephasing due to the Dyakonov-Perel mechanism can be thought
of as a result of the action of varying effective magnetic fields, which depend
14
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on the electrons’ velocities and cause spin precession [8]. This mechanism is
due to a type of spin-orbit interaction, the so called Dresselhaus term, which
arises from the lack on inversion symmetry in bulk GaAs [25].
In order to understand the effects of the interacting electrons, phonons and
impurities on the spin dynamics we resort to the Ensemble Monte Carlo method
that very recently has been equipped for dealing with spin transport [26]. The
Ensemble Monte Carlo method is a stochastic method devised to solve nu-
merically the Boltzmann equation for charge transport in semiconductors [27].
This method allows us to calculate the spin relaxation times which we com-
pare with the experimental results obtained by optical orientation techniques
[28]. In this way we are able to understand if the many-body interactions, i.e.,
the strengths of the interactions, calculated through the scattering rates, and
our way of modelling them are reasonable. In particular we are interested in
the electron-electron interaction which is notoriously difficult to treat by the
Ensemble Monte Carlo approach. As far as we know there are no previous
results for the three-dimensional case when the electron-electron interaction is
included.
1.3 What is the Electron Spin?
Before outlining the thesis, we want to say a few words about the main ingre-
dient of this work, i.e., the electron spin. In general many physicists feel con-
fortable to work with concepts that can be represented or understood through
familiar objects in everyday life. A particle of spin 1 like a photon for example,
can be understood through its polarization vector and the way this transforms
for rotations in three-dimensional space [29]. What about a particle of spin 1/2
? From Stern-Gerlach experiment type or from the theoretical formalism one
can easily infer that a rotation of an angle θ in the configuration space is related
to a rotation θ/2 in the internal spin state space [30]. This happens because the
electron wavefunction is a spinor, a mathematical object which gives another
representation of the group of rotations. Despite the fact that we can apply
successfully the quantum mechanics formalism of spin 1/2 , this still remains
a puzzling object. This happens because in our world there is no other object
or a macroscopic physical system with the same rotational symmetry.
More importantly spin being a quantum angular momentum, we can argue if
an electron really rotates around its axis. We asked this question and also if the
spin may affect the electron’s motion to G. ’t Hooft who won the Nobel Prize
in Physics in 1999 for his work which showed that the electro-weak theory is
15
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renormalizable.
“Although we usually talk of ”spin” of a particle, atom or molecule, what
we really mean is ”angular momentum”, which usually equals the quantity
ρxv integrated over space, where ρ is the mass density, x the coordinate and
v the local velocity. Now in case of a particle such as an electron, angular
momentum is just an abstract property that, when added to the orbital angular
momentum, is conserved in the interactions. The electron is also pointlike, and
in the early days, first half of the 20th century, this indeed caused concern. The
electron spin, discovered by the Dutch physicists Uhlenbeck and Goudsmit,
was thought to be something impossible, because, precisely as you said, how
can a pointlike object rotate so fast? One can assign a finite size to the electron
by observing that it cannot be smaller than a ball where all its electric charge,
if distributed on the surface, would generate an electric field with more energy
than represented by the mass of the electron, multiplied with c2. But this ball
is so small that the surface would have to spin faster than the speed of light,
so this is not the right answer. The right answer is that one should not ask the
question how fast the electron’s surface rotates, because the electron has no
surface in the classical sense. It’s the way the electron behaves in its equations
that counts, and as long as that is free from contradictions we have no problem
with its description.
Spin does not affect the motion of a free particle, but does affect the way it
interacts with other things. A tennis ball interacts with the floor and the racket;
it also interacts with the air, but electrons are usually studied when moving in
vacuum - there, also spinning electrons move straight. ”
(G. ’t Hooft, Universiteit Utrecht, Private Communication, September 2, 2013)
1.4 Thesis Structure
Chapter 2 provides the basic concepts and useful results of nonrelativistic scat-
tering theory. Our calculations are based on the Ensemble Monte Carlo al-
gorithm which strongly relies on scattering rates calculated from first order
perturbation theory (Fermi’s Golden Rule). Fermi’s Golden rule entails the
so-called Born approximation. The Born approximation can be defined in dif-
ferent ways, but its exact definition arises from the Born series which itera-
tively solves the Schwinger-Lippmann equation. The concept of the differ-
ential cross-section is also used to analyse our numerical calculations which
include the electron-electron scattering in Chapter 5. We did not include the
results of nonrelativistic scattering theory derived by the method of partial
16
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waves which is commonly used for low energy collisions. The last section
contains a brief discussion of the overlap integrals involved in the calculation
of scattering rates for electrons in solids due to the periodic structure of the
solid lattice (Bloch states).
In Chapter 3 we discuss the many-body problem of the screened Coulomb
interaction in the ensemble of conduction band electrons in the random phase
approximation. The physical system in this study can be simply thought of
as a jellium model. We calculated the finite temperature dielectric function
for a three-dimensional interacting electron gas in the random phase approx-
imation. How we implemented the finite temperature Lindhard function, is
shown in the Appendix B. Then we briefly discuss the validity of the random
phase approximation which neglects exchange and correlation effects for the
physical system we consider. As for small perturbations the Thomas-Fermi
theory is a good approximation of the dielectric function, we resorted to use
it. As the latter relies on the Fermi-Dirac integrals then we had to find a way
to implement some relatively recent algorithms [31] for their calculations. In
the last section we explain in detail how we obtained the final result for the
calculation of the screening length.
Chapter 4 is dedicated to the spinor formalism for the ensembles of spin 1/2.
The spin-orbit interaction is also considered together with its derivation from
the Dirac’s equation. We introduce the standard concepts of spin dephasing
and recall the more important mechanisms of decoherence in GaAs semicon-
ductors. Among them the dominant one for the regime in this study, is the
Dyakonov-Perel mechanism. The so-called Dresselhaus term which causes it,
is then introduced without using the group theory formalism, the latter being
beyond the scope of this thesis. We explain how the ensemble Monte Carlo
method works. Finally we show our results of spin relaxation times versus
temperature and applied bias through the ensemble Monte Carlo method. We
found that the spin relaxation times are longer at low temperatures and that
increasing the applied bias yields enhancement of the spin polarization in the
system. These calculations do not include electron-electron interaction.
In Chapter 5 we discuss how we tackle the electron-electron scattering in
ensemble Monte Carlo method. We accomplish this in a rather different way
from previous literature [27], by using some simple physical assumptions. The
electron-electron scattering as far as we know, is still a big issue in the en-
semble Monte Carlo method. Importantly we also improved over the Born
approximation using a scattering method which prevents multiple collisional
events from happening (third-body rejection). This is done in strict analogy
to the method proposed for the electron-impurity scattering [32]. The spin
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time-evolution is also developed in a different way with respect to the previ-
ous results we obtained by a density matrix approach in Chapter 4, see Ap-
pendix E. Then we compare our theoretical results with the ones obtained
by Oertel et al. via optical orientation techniques [28] . Our calculations for
the spin relaxation times against electron density and temperature, are in very
good agreement with the experimental data without using any free adjustable
parameter. In particular we take the spin-orbit coupling value for the sys-
tem under investigation from [28]. Moreover our calculations show that the
electron-electron scattering in the nondegenerate regime, slows down the spin
relaxation time. This result suggests that a theoretical prediction [33], derived
solving the kinetic equation for a nondegenerate two-dimensional electron gas,
can be extended to the three-dimensional case. On the basis of a discussion
of the Born approximation, the random phase approximation, and the bare
Coulomb electron-electron differential cross-section we give a plausible expla-
nation of these results. This involves a calculation of a quantity, that we shall
call “statistical integral ”as it is related to the Boltzmann distribution.
Chapter 6 contains an interesting idea which may improve the previous re-
sults in higher electronic concentrations, retaining the same physical model.
This is based on the Friedel sum rule and is work in progress. We also show
how third-body rejection can be better understood from the point of view of
an inverse problem in scattering theory. We also discuss briefly how it may be
possible to improve further the ensemble Monte Carlo for the present model.
Finally notice that the International System of Units (SI units) will be used
throughout this thesis.
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Scattering Theory
Since the discovery of the positive nuclei in the atoms by E. Rutherford in 1911
the scattering experiments have become one of the most effective and succes-
ful method used by physicists to investigate the structure of condensed matter.
Indeed many phenomena in Nature can be explained in terms of collisions, for
example, the blue color of the sky is due to the Rayleigh scattering of photons
from the sun off the molecules of the atmosphere and in general the interaction
of light with matter is high accurately described in terms of scattering between
photon and electron fields in Quantum Electrodynamics (QED) [34] . Further-
more the breakthroughs of scattering experiments and theory (S-matrix the-
ory) in hadronic physics in 1960s convinced some physicists, notably G. Chew
among them, that it was possible to explain completely the strong interaction
by a form of S-matrix theory only, called bootstrap model [35]. The failure
of this too much optimistic expectation caused the physicists to leave it and
pursue new roads. Curiously G. Veneziano studying the so-called Regge tra-
jectories in S-matrix theory discovered in 1968 that a string may describe the
strong interacting particles. It was the birth ot the first string theory [36]. In this
chapter we recall the definitions and the main results of the potential scatter-
ing theory. As the speed of the electrons in semiconductors is small compared
to speed of light only non-relativistic scattering is considered here.
2.1 The Total Cross-Section
The scattering total cross-section σtot which has the dimensions of an area, is
the characteristic quantity in the collision experiments. Its definition arises
naturally from the typical way the experimental physicists perform scattering
experiments in their laboratories. Basically a collimated beam of particles A
of well-defined energy E scatters off a macroscopic sample (the target) made
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by the particles B and then the particles deflected into different directions are
counted by means of suitable detectors. We shall consider only elastic colli-
sions where the particles A and B are scattered without any change in their
internal structure. In order to assume that only binary collisions between the
particles A and the scattering centres B of the target are likely to happen, two
assumptions are needed. Firstly the beam should have low particle density
making the interactions between them negligible, secondly we wish to avoid
multiple scattering events between the incoming particles and the target, there-
fore the latter must be thin enough to satisfy this assumption. If in a collision
experiment these conditions are satisfied, then it is possible to define the cross-
section σtot in the following way: “The total cross-section σtot of a certain type
of event in a given collision is the ratio of the number of events of this type per unit
time and per unit scatterer, to the relative flux of the incident particles with respect
to the target ”[37]. Here the relative flux of the incident particles relative to the
target is the number of the particles A crossing per unit time a unit area per-
pendicular to the direction of the incident beam and at rest with respect to the
target. Therefore the quantity σtot gives roughly the probability of the inter-
action between the particles A and B and must depend only on the energy of
the collision and the microscopic properties of the physical system at study.
Pictorially σtot can be interpreted as an effective area which the incoming par-
ticle may pass through to be scattered. Clearly we should not give too much
importance to this simple geometrical picture as σtot may vary greatly even in
a small energy range.
In a typical collision experiment the detectors count the number of the scat-
tered particles in each direction, denoted by polar angles (θ ,φ), at large dis-
tance from the scattering centre. Studying this angular distribution we get
more information about the nature of the interaction and moreover we can use
the useful concept of differential cross-section σ(θ ,φ) 1 a quantity which gives
approximately the probability of a particle of energy E to be scattered in the
differential solid angle dΩ along the direction (θ ,φ). Its relation with the total
cross-section σtot is obtained integrating it over all directions
σtot =
∫
σ(θ ,φ)dΩ=
∫ 2pi
0
dφ
∫ pi
0
σ(θ ,φ)sinθdθ . (2.1)
Finally we have to mention how the collisions are usually described using
two different convenient systems. The laboratory system (LS) is defined as the
frame of reference where the target particles B are at rest before the collision
1A very common notation for the differential cross-section used in many Quantum Me-
chanics books is the following σ(θ ,φ) = dσdΩ (θ ,φ)
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meanwhile the center of mass (CoM) is the frame of reference where the center
of mass of the system is always at rest. The latter is more useful for theoret-
ical calculations as the two-body problem is reduced to the problem of one
particle in a scattering potential, see next section 2.2. Clearly the two descrip-
tions should be equivalent as the physics must be coordinate-independent or
in other words the total cross-section σtot is invariant under a Galileian trans-
formation. Then as the same number of particles are scattered in the solid angle
dΩL about (θL,φL) in laboratory as in the solid angle dΩCoM about (θCoM,φCoM)
in the center of mass, it is straightforward to relate the differential differential-
cross sections calculated in LS and CoM respectively. In fact let us consider the
elastic collision of two particles A and B, the latter being at rest. If vA is the
speed of the particle A in the laboratory system, then the speed of the center of
mass vCoM is [38]
vCoM =
mAvA
mA+mB
, (2.2)
where mA and mB the masses of particles A and B respectively. The speed vrA of
the particle A in the CoM system is [38]
vrA = vA− vCoM =
mBvA
mA+mB
. (2.3)
The geometric configuration of the velocities vA, vrA and vCoM is shown in Fig-
ure 2.1. From Figure 2.1 the relation between the polar angles in the laboratory
system and the CoM system, assuming that there is no dependence on the az-
imuthal angles ( φL=φCoM), can be found from the two following equations
vrA cosθCoM+ vCoM = vA cosθL , (2.4)
vrA sinθCoM = vA sinθL . (2.5)
Eliminating vA from equations (2.4) and (2.5), one gets [38]
tanθL =
sinθCoM
ζ + cosθCoM
, (2.6)
where ζ = vCoM/vrA = mA/mB. Because the same number of particles should
be scattered into the differential solid angles dΩL and dΩCoM, the following
relation must hold
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σ (θL,φL )sinθLd θLd φL = σ (θCoM,φCoM )sinθCoMd θCoMd φCoM , (2.7)
and finally using (2.6) one obtains the following relationship [38]
σ (θL,φL ) =
[ζ 2+2ζ cosθCoM+1]
3
2
|1+ζ cosθCoM| σ (θCoM,φCoM ) . (2.8)
In the limiting case mBmA, as θL = θCoM, the differential cross-sections in the
two frames of reference give the same result.
2.2 Potential Scattering Theory
In the potential scattering theory the aim is to relate the scattering amplitude, a
theoretical concept, to the differential cross-section which is determined by the
scattering experiment. The non-relativistic scattering problem of two particles
which interact through a real potential V (r) depending only on their relative
coordinate r, becomes simpler as the Hamiltonian of the whole system is split
in two parts by a suitable change of coordinates. We recall here the main the-
oretical results assuming the whole system reaches a stationary state after a
long-time action of a steady colliding beam. Let’s define H the classical Hamil-
tonian of the whole system A+B as the sum of the kinetic energies of particles
A and B and their interaction potential
H =
PA2
2mA
+
PB2
2mB
+V (rA− rB) , (2.9)
vA
vrA θCoM
vCoM
θL
Figure 2.1: This geometrical construction shows the relations between the po-
lar angles θL and θCoM in the LS and CoM reference systems respectively. The
vectors vA and vrA are the colliding particle velocities in the LS andCoM respec-
tively. The center of mass velocity is the vector vCoM. Notice that there is no
dependence on the azimuthal angle.
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where rA,rB,PA,PB are respectively the coordinates and momenta of the par-
ticles A,B. Given the usual quantum mechanics prescription for momentum
operators in coordinate representation pA→−ih¯∇rA , pB→−ih¯∇rB and solving
the time-dependent Schro¨dinger equation, one gets the following relation for
the two-body wave function φ(rA,rB) [37]
[
− h¯
2
2mA
∇2rA−
h¯2
2mB
∇2rB+V (rA− rB)
]
φ(rA,rb) = Etotφ(rA,rB) , (2.10)
where Etot is the total energy. As the potential V depends only on the differ-
ence of the coordinates, one introduces new suitable coordinates r , R in the
following way {
R= mArA+mBrBmA+mB
r= rA− rB .
Clearly R is the center of mass coordinate vector, while r denotes the relative
coordinate vector. By means of this change of variables (rA,rB)→ (R,r) the
Hamiltonian operator Hˆ , see (2.10), becomes
Hˆ =− h¯
2
2M
∇2R−
h¯2
2µr
∇2r+Vˆ (r) , (2.11)
where M = mA+mB is the total mass of the system and µr is the reduced mass
of the particles A and B
µr =
mAmB
mA+mB
. (2.12)
It is now straightforward to separate the motion of the center of mass and the
relative motion of a particle with a reduced mass µr in a scattering potential
V (r). We search for a complete set of solutions of the following type
φ(R,r) =Φ(R)ψ(r) , (2.13)
and we get the following time-independent Schro¨dinger equations
− h¯
2
2M
∇2RΦ(R) = ECoMΦ(R) , (2.14)
and (
− h¯
2
2µr
∇2r+V (r)
)
ψ(r) = Erψ(r) , (2.15)
with
Etot = ECoM+Er . (2.16)
Equation (2.14) shows that the center of mass behaves like a free particle of
mass M and energy ECoM and (2.15) describes the relative motion of a particle
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of reduced mass µr and energy Er in a potential V (r). In a scattering problem
the known energy Er associated with the relative motion, belongs to the contin-
uous spectrum of the Hamiltonian operator Hˆ and can be related to the energy
E of the incoming particles A in the (LS) from the following relation [38]
Er =
mB
mA+mB
E . (2.17)
This shows that only a part of the colliding energy E in the (LS) is available
for the collision of the so-called “relative ”particle. Finally in order to solve the
equation (2.15) we need the physical boundary conditions for the scattering
problem. Far away from the scattering centre before the collision the motion is
that of a free particle of definite initial momentum pi that we assume along the
z-axis whose origin is the same of the vector r and where there is the scattering
centre. Then the energy dispersion is parabolic
Er =
p2i
2µr
=
h¯2k2i
2µr
, (2.18)
where the relation between the initial momentum pi and the initial wavevector
ki is
pi = h¯ki . (2.19)
We denote the magnitudes of the vectors pi and ki with pi and ki respectively.
On the physical basis a particular solution of (2.15), called stationary scatter-
ing wavefunction ψ(+)ki is assumed to have the following asymptotic boundary
condition, valid for r→ ∞ where V (r) can be neglected [37]
ψ(+)ki ' exp(iki · r)+ f (θ ,φ)
exp(ikir)
r
. (2.20)
the angular function f (θ ,φ) is called the scattering amplitude and the θ , φ are
the polar and azimuthal angles respectively in a polar coordinate system set up
according to the geometric configuration for the scattering events described
above. The scattering amplitude is also an energy-dependent function, so it
may be written as f (θ ,φ ; E) as well. From the relation (2.20) we see that well
far away from the localized scattering centre (the target) the scattered wave-
function ψ(+)ki is a superposition of the incident plane-wave of the wavevector
ki and an outgoing spherical wave with an amplitude depending on the direc-
tion (θ ,φ) and decreases with the distance as r−1.
The boundary condition (2.20) holds provided that the scattering potential
V (r) goes to zero faster than r−1 for r→ ∞. Therefore the potential scattering
theory cannot be applied to a pure coulombic potential but only for short-
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range ones such as the so-called Yukawa potential. Moreover we will consider
here only local potentials, i.e., potentials which are diagonal in the coordinate
representation 〈
r′
∣∣V |r〉=V (r)δ (r− r′) , (2.21)
where δ is the delta function of Dirac. It is worthwhile to observe that in many
situations there is no dependence of the scattering upon the azimuthal angle
φ as the system is axially symmetric about the direction of ki. This always
happen for spherically symmetric potentials, i.e., coulombic-type potentials.
Some considerations are now necessary to explain the use of the plane-wave
description for particle states in the formalism above. It is evident from what
we said about the boundary conditions of the scattering problem, that the col-
liding relative particle is not localized in space having a definite momentum
during all the scattering process. This is in agreement with the Heisenberg’s
uncertainty principle. As the incident and scattered waves are spread out over
all the space, this picture seems in contrast with our physical idea of a particle
traveling towards a scattering centre and then scattered by it along any direc-
tion. It is possible to recover this physical picture, building up a normalized
wave-packet, i.e. gaussian wave-packet, with an approximate momentum ki
and finite spatial extent. The calculations using the wave-packet are shown
to give the same results of the formalism we have just discussed insofar the
spread of the wave-packet due to its time-evolution is small and the momen-
tum is sufficiently well determined [37], [39]. One assumes that the transverse
size of the wave-packet is small compared to the size of the region of detection,
its longitudinal size is greater than the linear dimension of the the scatterer
and eventually the time of the scattering event is not too long. The constrains
given by the wave-packet scattering analysis are usually met by most of the
experiments [37]. In addition the use of wave-packets has the advantage to
avoid the complicated matter of the scattering wavefunctions normalization,
as clearly plane-waves and ψ(+)ki they are not square integrable [37]. Eventu-
ally K. Huang explains the equivalence of the two approaches on a physical
basis. When two particles collide, their wavefunctions overlap and both the
particles see each other like a plane-wave of definite momentum instead of a
well localized wavepacket [40]. We shall discuss the case of time-dependent
potential scattering theory in the case of one of the most important and useful
result of physics, the so-called the Fermi Golden Rule (FGR), in section 2.6.
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2.3 The Scattering Amplitude
The scattering amplitude f (θ ,φ) contains all our theoretical knowledge and is
the brigde between theory and experiments as it can be related to the differen-
tial cross-section σ(θ ,φ) via the probability current density j(r, t) . Let us first
recall the definition of j for a general wavefunction ψ(r, t) of a particle of mass
m [41]
j(r, t) =−
(
ih¯
2m
)
[ψ∗∇ψ− (∇ψ∗)ψ] , (2.22)
or, equivalently
j(r, t) =
(
h¯
m
)
Im(ψ∗∇ψ) , (2.23)
where ψ∗ is the complex conjugate of wavefunction ψ . It should be noted that
(2.22) holds only if the potential operator Vˆ is hermitian operator or equiva-
lently the function V is real [41]. According to the probabilistic interpretation
given by Max Born the squared wavefunction gives the probability density ρ
which satisfies the following continuity equation
∂ρ
∂ t
=−∇ · j , (2.24)
which assures the conservation of probability. Applying these general results
to the stationary scattering wavefunction ψ(+)ki and writing the gradient oper-
ator ∇ in spherical polar coordinates we find that the current probability den-
sity j along any direction, denoted by the unit vector rˆ can be written as sum
of three terms
j · rˆ= (jinc+ jout+ jint) · rˆ , (2.25)
where jinc, jout are the contributions from the incident wave and outgoing
spherical wave in ψ(+)ki respectively, while jint is the result of their interference.
It can be shown still using a wave-packet description that in any direction, ex-
cept in the forward direction scattering (θ = 0), the latter gives no contribution
to the current probability density due to their destructive intereference [37]. In
other words there is no intereference between the incident plane-wave and the
outgoing spherical wave for θ 6= 0. Then calculating the flux of the scattered
particles through in the differential solid angles dΩ far away from the scatter-
ing centre and dividing it by the incident flux one eventually finds the desired
fundamental relations between the scattering amplitude and the cross-sections
σ(θ ,φ) = | f (θ ,φ)|2 , (2.26)
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and
σtot =
∫
σ(θ ,φ)dΩ=
∫ 2pi
0
dφ
∫ pi
0
| f (θ ,φ)|2 sinθdθ . (2.27)
For the sake of completeness we conclude this section talking about the rea-
son for which there should be interference in the forward direction (θ = 0) and
its important consequence, i.e., the so-called optical theorem or Bohr- Peierls-
Placzek relation. Looking at the stationary scattering wavefunction (2.20) it
seems there is no depletion of the incident wave after the scattering. Clearly if
some scattering events happen the number of the particles in the incident flux
shoud be diminished in the forward direction and then in order to conserve the
probability there should be an expected intereference between the two wave
terms in (2.20) for θ = 0.
We shall recall an important and useful relation in the scattering theory, the
optical theorem [37, 39]. Let us write the left-hand side of the equation (2.25)
corresponding to the wavefunction ψ(+)ki explicitly [37]
j · rˆ= Re
[
A∗A
h¯
mi
(
e−ikir cosθ + f ∗ (Ω)
e−ikir
r
)
∂
∂ r
(
eikir cosθ + f (Ω)
eikir
r
)]
, (2.28)
where A is the normalization coefficient of the incoming plane wave, i.e.,
ψki = Aexp(iki · r) . (2.29)
Then the flux through a unit area normal to the incident unit vector kˆi is
given by [37]
jinc · kˆi = Re
[
A∗A
h¯
mi
exp(−ikiz) ddz exp(ikiz)
]
= A∗A
h¯ki
m
. (2.30)
The outgoing spherical wave alone gives the following probability flux
jout · rˆ= Re
[
A∗A
h¯
mi
f ∗ (Ω)
exp(−ikir)
r
∂r
(
f (Ω)
exp(ikir)
r
)]
. (2.31)
If now we neglect terms of higher order in 1/r, (2.31) can be written [37] as
jout · rˆ= A∗Ah¯kim | f (Ω) |
2+ · · · (2.32)
Then the interference probability flux defined by the equation (2.25) is
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jint · rˆ= Re
[
A∗A
h¯
mi
(
e−ikir cosθ∂r
(
f (Ω)
eikir
r
))
+ f ∗ (Ω)
e−ikir
r
∂reikir cosθ
]
, (2.33)
which neglecting terms of higher order in 1/r again, becomes [37]
jint · rˆ= Re
[
A∗A
h¯
mi
(
iki f (Ω)
eikir(1−cosθ)
r
+ iki cosθ f ∗ (Ω)
e−ikir(1−cosθ)
r
)]
+ · · ·
(2.34)
We wish to study the radial flux in the forward direction (θ = 0). Let us con-
sider an area r2δΩ centered about the z axis, see Figure 2.2. Now we integrate
the intereference term given by (2.34) over the small angular interval sketched
in Figure putting all the smoothly varying factors equals to their value at θ = 0,
then we obtain [37]
∫ 1
cosδθ
d (cosθ)exp [ikir (1− cosθ)] = i/kir+oscillating terms , (2.35)
and recalling that the scattering amplitude is independent of φ in the forward
direction, we have [37]
r2
∫
δΩ
dΩ jint · rˆ=−4piA∗A h¯m Im f (θ = 0) . (2.36)
Then the continuity equation ∇ · j= 0 provides
r2
∫
δΩ
dΩ j · rˆ= 0 . (2.37)
Now using the equation (2.25), noting that the flux by jinc is zero, and letting
r→ ∞ one obtains [37]
A∗A
h¯
m
(
ki
∫
| f (Ω) |2dΩ−4pi Im f (θ = 0)
)
= 0 . (2.38)
Finally with the help of (2.27) one finds the following important and useful
relation (the optical theorem) [37, 39].
σtot =
4pi
ki
Im f (θ = 0) . (2.39)
The optical theorem says that the amount of the removed particles in the
incident flux by the scattering events in the forward direction which is pro-
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portional to f (θ = 0) is in turn proportional to the total cross-section σtot as
required by the conservation of the probability according to the continuity
equation (2.24) that in the stationary case reduces to ∇ · j= 0.
r2δΩ
z
δθki
o
Figure 2.2: Geometrical configuration of the optical theorem.
2.4 The Lippmann-Schwinger Equation
The Lippmann-Schwinger (L-S) equation replaces the original time-independent
Schro¨dinger equation (2.15) with an integral equation for the stationary scat-
tering wavefunction ψ(+)ki which also incorporates the boudary condition (2.20)
[37][41]. The L-S gives a formal solution to the potential scattering problem;
using some approximate methods like the Born series is possible to work out
its solutions at any desired perturbation order. Let us define the reduced po-
tential U(r)
U(r) =
2µr
h¯2
V (r) . (2.40)
This gives the following time-independent Schro¨dinger equation for the wave-
functionψ(k,r), which is a function of magnitude of the momentum k or equiv-
alently energy [
∇2+ k2i
]
ψ(k,r) =U(r)ψ(k,r) . (2.41)
Using the standard Green function theory for the differential equation is then
possible to find the following integral equation [37] for the solution ψ(+)ki of
(2.41)
ψ(+)ki (r) =
exp(iki · r)
(2pi)3/2
+
∫
G+0 (r,r
′)U(r′)ψ(+)ki (r
′)dr′ , (2.42)
The previous notation is consistent with the choice of G+0 (r,r
′), the Green’s
function, solution of the Helmholtz equation
[
∇2+ k2i
]
G+0 (r,r
′) = δ (r− r′) . (2.43)
G+0 (r,r
′) can be written explicitly using the boundary condition (2.20) which re-
quires that the stationary scattering wavefunction is an outgoing wavefunction
far away from the scattering centre. This is the way that the integral equation
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(2.42) contains the boundary condition together with the Schro¨dinger equa-
tion. The Green function then becomes [37]
G+0 (r,r
′) =− 1
4pi
exp(iki |r− r′)|
|r− r′| . (2.44)
Clearly G+0 is translationally invariant as it derived from the Hamiltonian of a
free particle, moreover is invariant for rotations as well. There is still a tech-
nical issue about the normalization of the plane-waves in the derivation of
L-S equation. The choice of the normalization for a general plane-wave Φk of
wavevector k is the following
Φk =
exp(ik · r)
(2pi)3/2
, (2.45)
and introducing the Dirac’s bra and ket formalism
Φk(r)≡ 〈r | k〉= exp(ik · r)
(2pi)3/2
. (2.46)
Then the orthogonality relation between two plane-wavesΦk andΦk′ of wavevec-
tors k, k′ respectively is
〈Φk |Φk′〉 ≡
〈
k | k′〉= δ (k−k′) , (2.47)
and the closure relation in Dirac’s notation becomes∫
dk |k〉〈k|= 1 . (2.48)
The L-S gives only a formal solution of the potential scattering problem as the
stationary scattering wavefuntion appears in both sides of (2.42), therefore we
need some approximate methods to solve it, for example the Born series. We
conclude this section giving an integral expression of the scattering amplitude
suitable for the Born series method. Firstly, let us choose the normalization
constant (2pi)−3/2 for the expression of ψ(+)ki in (2.20) for r→ ∞
ψ(+)ki '
1
(2pi)−
3
2
[
exp(iki · r)+ f (θ ,φ)exp(ikir)r
]
. (2.49)
Secondly, let us write the final wavevector kf
kf = k f rˆ , (2.50)
where rˆ is the unit vector which points in the direction of the detector and then
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the final wavevector has spherical polar coordinates (k f ,θ ,φ). The integral
representation of the scattering amplitude is [37]
f =−(2pi)
3/2
4pi
∫
exp(−ikf · r′)U(r′)ψ(+)ki (r
′)dr′ , (2.51)
or equivalently if we introduce the plane-wave Φkf corresponding to the final
wavevector kf
Φkf(r) =
1
(2pi)−3/2
exp(ikf · r) , (2.52)
it can be written as
f =−2pi2 〈Φkf∣∣U |ψ(+)ki 〉 . (2.53)
2.5 The Born Approximation
The Born series is a perturbative expansion of the wavefunction ψ(+)ki , or equiv-
alently of the scattering amplitude f , in powers of the scattering potential. It
arises from the attempt to solve L-S equation (2.42) by iteration. Let us consider
the free plane-wave Φki as the zero order approximation, then the iterative so-
lution is given by the following ansatz
ψ(+)ki (r) =
∞
∑
m=0
φm(r) . (2.54)
This is the Born series for the scattering wavefunction and its convergence is
discussed later. Its terms are given by
φ0(r) =Φki(r) , (2.55)
φ1(r) =
∫
G+0 (r,r
′)U(r′)φ0(r′)dr′ , (2.56)
...
φn(r) =
∫
G+0 (r,r
′)U(r′)φn−1(r′)dr′ , (2.57)
...
The integral representation of the scattering amplitude (2.51) yields the Born
series for the scattering amplitude, whose terms are given by
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fB1 =−2pi2
〈
Φkf
∣∣U |φ0〉 , (2.58)
fB2 =−2pi2
〈
Φkf
∣∣U |φ0+φ1〉 , (2.59)
...
fBn =−2pi2
〈
Φkf
∣∣U |φ0+φ1+ · · ·+φn−1〉 . (2.60)
The series terms fB1, fB2, · · · , fbn are called respectively the first Born approxi-
mation, the second Born approximation and so on to the scattering amplitude.
The quantity fB1 is usually referred to the scattering amplitude in the Born Ap-
proximation (BA) . We shall now give the most important results about the BA
as it is greatly exploited in the present work. Firstly let us write fB1 explicitly
fB1 =−2pi2
〈
Φkf
∣∣U |Φki〉=− 14pi
∫
U(r)ei(ki−kf)·r dr , (2.61)
then let us define the wavevector transfer q
q= ki−kf , (2.62)
in a way that the momentum transfer in the scattering process is
h¯q= h¯(ki−kf) = pi−pf . (2.63)
As we consider real potentials here, the scattering is an elastic process and then
|ki|= |kf|= k. Therefore the magnitude of the vector q is
q= 2k sin
1
2
θ , (2.64)
where θ is the scattering angle, see the Figure 2.3.
Finally using the equation (2.61) we can write the scattering amplitude in
Born approximation as
kf q
ki
θ
Figure 2.3: The vector q is the momentum transfer in Born approximation
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fB1(k,θ ,φ) =− 14pi
∫
U(r)eiq·r dr . (2.65)
which is evidently proportional to the Fourier transform of the potential cor-
responding to the momentum transfer q during the collision.
Then the differential cross-section σ1(θ ,φ) in BA follows from (2.26)
σ1(θ ,φ) = | fB1|2 , (2.66)
which shows that in BA there is no difference between an attractive and repul-
sive potential of the same strength, as U(r) or −U(r) do not make any differ-
ence in (2.66). Moreover if we consider a central potentialU(r) which is spher-
ically symmetric, choosing the vector q along the polar axis and performing
the angular integrals 2, (2.65) becomes
fB1(q) =−1q
∫ ∞
0
r sin(qr)U(r)dr . (2.67)
Therefore we conclude that the scattering amplitude for a central potential is
real and depends on the scattering angle θ and the wavevector k only via the
magnitude of the wavevector transfer q .
Because for a central potential fB1 = f ∗B1, we see that Im fB1(0) = 0. Evidently
the first Born scattering amplitude does not satisfy the optical theorem. How-
ever for the scattering amplitude fB2 in second Born approximation there is an
important result. In fact the optical theorem in BA gives the total first Born
cross-section σ1tot via fB2 [37]
σ1tot =
4pi
k
Im fB2(θ = 0) , (2.68)
which shows the non-linear character of the optical theorem. This equation is
very useful to check the calculations in second Born approximation.
We shall conclude this section giving some important criteria for the con-
vergence of the Born series. A sufficient condition for the convergence at all
energies is given by [37]
1
4pi
max(r)
∫ |U(r)|
|r− r′| dr
′ < 1 , (2.69)
where max(r) denotes the maximum obtained by varying r. In the case of a
2The Jacobian of the spherical coordinates is given by r2 sinθ .
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central potential which satisfies the two following conditions∫ ∞
0
r |U(r)|d r < ∞ , (2.70)
r2 |U(r)| ≤M < ∞ , (2.71)
where M is a positive constant, the inequality (2.69) becomes∫ ∞
0
r |U(r)|d r < 1 . (2.72)
According to Bargmann “for a central potential U(r) satisfying the conditions (2.70)-
(2.71), the Born series converges for all energies if the potential −|U(r)| does not sup-
port any bound state ”[37].
Another sufficient condition for the validity of BA is obtained assuming that
the incident plane-wave is slightly distorted by the scattering potential, yield-
ing the following inequality to be satisfied [37]
1
4pi
∣∣∣∣exp(ikr′)r′ U(r′)exp(iki · r′)dr′
∣∣∣∣ 1 . (2.73)
Applying the above inequality to a central potential of strength |U0(r)| that can
be thought as the depth or height of square well or square barrier respectively
and range a, which roughly is defined as the distance from the origin such that
the effect of the scattering potential can be neglected for values of r larger than
a, (2.73) becomes [37]
|U0(r)|
4k2
∣∣∣e2ika−2ika−1∣∣∣ 1 . (2.74)
In the low energy limit ka→ 0 it gives
1
2
|U0|a2 1 , (2.75)
and at high energies,
|U0|a
2k
 1 , (2.76)
The low energy condition (2.75) says the potential −|U0(r)| is not sufficiently
attractive to form bound states.
The previous analysis of the validiy of BA can be applied to short-range po-
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tential, i.e., a Yukawa-type potential V (r) 3
V (r) =−Ze
2
r
e−r/a , (2.77)
where e is the elementary charge and Z is a multiple of e that denotes the prod-
uct of the charges involve in the interaction. Unfortunately it can be shown
that in low energy limit BA is not a good approximation for the potential in
(2.77) [37]. This means that more terms in Born series are needed for an ac-
curate evaluation of the scattering amplitude and then the differential cross-
section. Instead the good news comes from the calculation of the differential
cross-section in BA of (2.77) as it gives the correct differential cross-section for
the pure Coulomb potential (Rutherford formula) once we let the range a in
(2.77) go to infinity (no screening case). The derivation of Rutherford was clas-
sical but he got the same result from the quantum mechanical calculation. The
explanation of this fact is that the scattering amplitude may not have negiglible
corrections arising from higher order terms in the Born series, but in the case
of the pure Coulomb potential these corrections only change the phase of the
scattering amplitude [39]. Therefore we conclude that the BA gives the correct
differential cross-section σ c(θ) for the Coulomb potential, that is [37]
σ c(θ) =
Z2e4
16E2r
1
sin4
(1
2θ
) . (2.78)
As expected from BA the formula (2.78) does not depend on the sign of the
potential. Moreover the σ c(θ) is infinite in forward direction (θ = 0) and also
the total cross-section is infinite. The reason is that the pure Coulomb potential
is an infinite range potential which goes to zero slowly, like 1/r and hence the
particles still experience scattering even at great distance from the scattering
centre. We should not be concerned about this divergence as in actual physical
situations the Coulomb field is always shielded by other charges and becomes
a screened Coulomb potential.
2.6 Fermi’s Golden Rule
Actually in every real collision process there is a time-dependence, therefore
the scattering potential should be considered a time-dependent functionV (r, t).
Generally we may think that during a scattering event the interaction poten-
tial V is switched on at t = t0 and then switched off at a later time t = t0+∆t
remaining constant during the time-interval ∆t. Another important case is that
3Notice that here the finite range of the potential is roughly a, the screening length.
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of an adiabatic interaction. Then the potential can be written as [37]
V (r, t) =V (r)exp(−ε |t|) , (2.79)
where we assume that t0 = 0 and ε is a small positive real number. The time-
dependent potential scattering theory is formulated through the causal or time-
retarded Green’s function, also called propagator [37]. Here we are interested
in one of most important results of the time-dependent potential theory, the
Fermi Golden Rule formula as E. Fermi called it for its uselfulness in solving
time-dependent problems. FGR can be simply derived by the standard quan-
tum mechanics time-dependent perturbation theory. Let us assume that the
Hamiltonian Hˆ of a system can be written the following way
Hˆ = Hˆ0+Vˆ (t) , (2.80)
where Hˆ0 is the time-independent Hamiltonian and Vˆ is small enough to be
considered a perturbation. Moreover we assume we know the eigenstates |n〉
and their eigenvalues En of the eigenvalue equation
Hˆ0 |n〉= En |n〉 , (2.81)
then an arbitrary state represented by the ket |α〉 at time t0= 0 can be expanded
in eigenstates of Hˆ0
|α〉=∑
n
cn(0) |n〉 . (2.82)
Due to the time-evolution, the state |α, t0 = 0, t〉 at time t > 0 can be written as
[41]
|α, t0 = 0, t〉=∑
n
cn(t)e−iEnt/h¯ |n〉 , (2.83)
(2.83) says that time-dependence of the expansion coefficients cn(t) is merely
due to the potential Vˆ time-dependence. This is more evident in the Interaction
Picture (I.P) representation of the time evolution of the system [42] . Eventually
a coupled system of differential equations is obtained for the cn(t)
ih¯
d
dt
cn(t) =∑
n
Vnm(t)eiωnmtcm(t) , (2.84)
where Vnm denotes the matrix elements
Vnm = 〈n|V |m〉 , (2.85)
36
Chapter 2 Scattering Theory
and we define the frequencies ωnm as
ωnm =
En−Em
h¯
. (2.86)
The coupled system of the differential equations (2.84) can be solved exactly
for only a few cases. In general one has to resort to approximate solutions
using perturbation expansions
cn(t) = c
(0)
n + c
(1)
n + c
(2)
n + · · · (2.87)
where the c(k)n represent the contribution to the amplitude cn at the order k in
the Dyson’s perturbation expansion for the evolution operator in I.P [41]. If
at t0 = 0 the system is in one of the eigenstates of Hˆ0, let us say |i〉, then it is
straightforward to write down explicitly the terms in the series (2.87) as in [41]
c(0)n = δni , (2.88)
c(1)n (t) =
1
ih¯
∫ t
0
eiωnit
′
Vni(t ′)dt ′ . (2.89)
Therefore according to the quantum probabilistic meaning of the squared
amplitude, we can say that
∣∣∣c(1)n (t)∣∣∣2 is the probability in first order perturba-
tion theory that at time t the system is in the state |n〉 or, in other words, that
the transition |i〉 → |n〉 has happened. The validity of first order perturbation
relies on the fact that these transitions are very small, that is that the initial state
|i〉 is only slightly depleted,
∣∣∣c(1)i (t)∣∣∣2 ≈ 1 [43]. Now let us consider a constant
perturbation turned on at t = 0, i.e.,
V (t) =
{
0 for t < 0 ,
V for t 0 , (2.90)
assuming that the system is initially in the state |i〉, then (2.89) gives
c(1)n (t) =
Vni
En−Ei
(
1− eiωnit) , (2.91)
and ∣∣∣c(1)n (t)∣∣∣2 = 4 |Vni|2|En−Ei|2 sin2
[
(En−Ei) t
2h¯
]
. (2.92)
In most of cases of physics of scattering, the final states have energy E ∼ En
and thus they form a continuum of states with nearly the same energy. Let us
define the function f from the equation (2.92)
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f (ω) = 4
sin2 (ωt/2)
ω2
, (2.93)
where ω = (En−Ei)/h¯. If for fixed t, the time interval during which the per-
turbation acts on the system, we plot the function f , see Figure 2.4, we can see
that the height of central peak is t2 and its width is proportional to 1/t. Thus
it becomes evident that
∣∣∣c(1)i (t)∣∣∣2 ≈ 1 is appreciable only for the final states that
satisfy
ω
t2
f(ω)
Figure 2.4: The height of the middle peak at ω = 0 is t2, meanwhile its width is
proportional to 1/t. The zeros of f (ω) shown in Figure are ±2pi/t, ±4pi/t.
t ∼ 2pi|ω| . (2.94)
If ∆E denotes the energy involved in the transition, then the time-energy
uncertainty relation [43] gives
t∆E ∼ h¯ , (2.95)
which says that only long time interval perturbations can guarantee energy
conservation. In the case of energy conservation processes, i.e., En = Ei, from
(2.92) one obtains
∣∣∣c(1)n (t)∣∣∣2 = 1
h¯2
|Vni|2 t2 , (2.96)
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which is a probability quadratic in time and not linear as we would expect. Ap-
parently this seems an odd result because the transition rate, i.e., the transition
probability for unit time becomes proportional to the time interval t during
which the perturbation has been turned on. Actually this quadratic depen-
dence is removed if we recall that in most of the realistic situations the final
states form a continuous energy spectrum in the neighbourhood of Ei [41]. In
fact we need to calculate the transition probabilities summed over the final
states with En ' Ei [41]
∑
n,En'Ei
∣∣∣c(1)n ∣∣∣2 . (2.97)
In order to calculate the probability (2.97), we need to introduce the concept of
the density of final states (DOS) per unit energy with energy E in the neigh-
bourhood of the initial state energy Ei, denoted by ρ f (E). The quantity ρ f (E)dE
gives the number of the states with energy in the interval E to E+dE, see for-
mula (A.2) in Appendix A for the case of a three-dimensional electron gas.
Then we can write [41]
∑
n,En'Ei
∣∣∣c(1)n ∣∣∣2 = ∫ dEnρ f (En) ∣∣∣c(1)n ∣∣∣2 , (2.98)
which gives
∑
n,En'Ei
∣∣∣c(1)n ∣∣∣2 = 4∫ dEnρ f (En) |Vni|2|En−Ei|2 sin2
[
(En−Ei) t
2h¯
]
. (2.99)
Now letting t→ ∞ and recalling the following mathematical relation [41]
lim
α→∞
1
pi
sin2αx
α2x
= δ (x) , (2.100)
one finds
lim
t→∞
1
|En−Ei|2
sin2
[
(En−Ei) t
2h¯
]
=
pit
2h¯
δ (En−Ei) . (2.101)
Within this narrow energy range of the final states, the quantities ρ f (En) and
|Vni|2 can be taken constant making the integral in the equation (2.99) easy to
solve. Finally one finds
lim
t→∞
∫
dEnρ f (En)
∣∣∣c(1)n ∣∣∣2 = (2pih¯
)
|Vni|2ρ f (En) t , (2.102)
where En ' Ei. Then we get the probability per unit time w(1)f i of the transition
39
Chapter 2 Scattering Theory
from the initial state |i〉 to the final | f 〉 [37]
w(1)f i =
2pi
h¯
∣∣Vf i∣∣2ρ f (E f ) . (2.103)
The equation (2.103) is the useful Fermi Golden Rule. w(1)f i is also called transi-
tion rate. FGR is often written in the following equivalent way [43]
w(1)f i =
2pi
h¯
∣∣Vf i∣∣2 δ (E f −Ei) , (2.104)
where the Dirac delta function implies an integration over a continuum of
states ρ f (E f )dE f . The transition rates give by FGR are clearly time indepen-
dent. Moreover from the form (2.104) of the FGR it is evident that in the tran-
sitions the final states must have the same energy of the initial state as the
Dirac delta function automatically enforces the energy conservation. In order
to achieve it in the derivation of the formula (2.104) one assumes that the tran-
sition occurs in an infinite time interval t, or formally for t→ ∞. At finite times
it is found that the spread in energy of final states (the so-called collisional
broadening of states) ∆E is given by the following relation [37]
∆E ' 2pi h¯
t
, (2.105)
that says that the energy is not conserved exactly at short times. In systems
where the collision events are very frequent, the limit t → ∞ can no longer
be legitimate as the final states may have short lifetime due to the successive
scattering event. In this case the Dirac delta function must be replaced by a
proper finite energy width function. This effect is called Collisional Broaden-
ing and it may be relevant to some semiconductor devices [44]. We conclude
this section recalling the important relation between the FGR and the differ-
ential cross-section. In a scattering event, there are many final states
∣∣k f 〉 with
energy E = h¯2k2/2m corresponding to different directions of the wavevector k f .
If we denote with ρ f (E)dΩdE the number of the states whose k f lies within the
solid angle dΩ and whose energy belongs to the interval (E,E+dE), then 4[37]
ρ f (E)dΩdE = dk f = k2dkdΩ , (2.106)
or equivalently
ρ f (E) = k2dk/dE . (2.107)
Therefore the transition rate corresponding to the particles scattered within
4The formula (2.106) depends on the choice of the normalization , see formula (2.45).
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a solid angle dΩ is given by [37]
dw(1)f i =
2pi
h¯
∣∣Vf i∣∣2ρ f (E f )dΩ , (2.108)
and dividing (2.108) by the incident flux with speed v,Φ= (2pi)−3v, one obtains
the differential cross-section σ1 in the Born approximation corresponding the
transition ki→ k f [37]
σ1(θ ,φ) =
(2pi)4
h¯v
∣∣Vf i∣∣2ρ f (E f )dΩ . (2.109)
We find finally (using natural units)
σ1(θ ,φ) =
1
16pi2
∣∣∣∣∫ exp(i∆ · r)U (r) d r∣∣∣∣2 (2.110)
where ∆= kf−ki.
2.7 Overlap Integrals
In the present work we deal with electrons in a n-type bulk GaAs semiconduc-
tor, therefore due to the translational invariance of the crystalline structure,
we expect that the electronic states should be Bloch states. We are consider-
ing the electrons within a single independent particle approximation consis-
tent with a mean field theory and with the Born-Oppenheimer approximation.
Then according to the Bloch theorem the wavefunction ψnk of an electron with
wavevector k in an energy band of index n is [45]
ψnk(r) = eik·runk(r) . (2.111)
The Bloch function unk has the the same periodicity of the crystal lattice
unk(r+ l) = unk(r) , (2.112)
where l denotes a Bravais Lattice vector 5. From the previous discussion it
is clear that the subject of the scattering rate calculations in semiconductors
becomes more complicated than in the free case. Now in general the plane
waves are slightly modified by the periodic Bloch functions (2.112), the scat-
tering rates need to include a new factor, the so-called overlap integral G over
the unit cell Vc . Let us consider the scattering of electrons by the lattice. Then
5The Bloch theorem is a direct consequence of the abelian structure of the group of the
translations [46].
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a quantum state |α〉 of the the electron-lattice system can be written in the fol-
lowing way [27]
|α〉= |k;n〉 |c〉 (2.113)
where |c〉 denotes a Fock state of the lattice in occupation number formalism of
Second Quantization (S.Q) . Phonons are sound waves quantized into bosonic
collective excitations. In the spirit of the S.Q the electron-phonon interact-
ing potential which enters in the matrix element of FGR is written as a lin-
ear combination of annihilation and creation operators of phonons aˆk, aˆ
†
k . In
the present work we consider two possible interactions of the electrons with
the lattice, the electron-acoustic phonon and the electron-polar optical phonon
interactions, the latter due to the polar nature of GaAs. In the first case the
acoustic deformation potential Vˆe−ap [27, 47] is given by
Vˆe−ap = i∑
q
3
∑
l, j=1
[
h¯
2ρmVωq
]1/2(
aˆq+ aˆ
†
−q
)
eiq·rEl jqlξ j , (2.114)
whereV is the crystal volume, ρm the mass density of the GaAs, ωq the phonon
angular frequency relative to mode q, ξ its polarization vector and El j is a stress
tensor which gives the shift of the electronic band per unit deformation due to
the propagation of the acoustic waves in the semiconductor. The interaction
with polar optical phonons (POP) is determined by the potential Vˆe−pop from
the so-called Fro¨hlich Hamiltonian [47], i.e.,
Vˆe−pop = i
(
h¯e2ωLO
2V
)1/2[ 1
ε0 (ε∞− εb)
]1/2
∑
q
1
q
(
aˆqeiq·r+ aˆ†−qe
−iq·r
)
, (2.115)
where ωLO is the longitudinal POP mode frequency, ε0 is the vacuum permit-
tivity, ε∞ is the high-frequency dielectric constant, εb is the static dielectric con-
stant and the dielectric constants are related via the so-called Lyddane-Sachs-
Teller relation [32]
εb
ε∞
=
ω2LO
ω2TO
. (2.116)
where ωTO is the transverse POP mode frequency. The numerical values of
these constants together with other important GaAs parameters are given in
the table in Appendix A.
Fermi’s Golden Rule applied to electronic systems in crystalline lattice gives
for a general potential Vˆ provides the following scattering rate [27]
w
(
k,c;k′,c′
)
=
(2pi)4
h¯V 2
∣∣∣∣∣G∑q 〈c′∣∣Vˆ |c〉
∣∣∣∣∣
2
δ
[
E
(
k′,c′
)−E (k,c)] , (2.117)
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where G denotes the so-called overlap integrals 6
G (kf,ki) =
∫
Vc
u∗n′kf(r)unki(r)e
iG·r d r . (2.118)
G is a reciprocal lattice vector. Here n′ = n as we consider only intravalley
scattering events. The collisions in which G= 0 are called normal processes (or
“N ”processes) meanwhile in the other case they are called Umklapp processes
(or “U ”processes). In general the latter are negiglible in semiconductors and
especially in GaAs [32]. Therefore in principle in our simulations of carriers in
n-GaAs we should deal with the following overlap integrals of Bloch functions
G (kf,ki) =
∫
Vc
u∗nkf(r)unki(r)d r . (2.119)
The calculations of these integrals is very important in the electron collisions in
solids and the band-to-band Auger recombination in semiconductors [48]. In
some cases the calculations can be performed using only the information from
the energy gap and the effective mass provided by the semiconductor band-
structure avoiding the use of some approximation for the modulating parts of
the Bloch functions [48].
In general the calculations of these integrals depend upon the magnitude
and direction of kf and ki in reciprocal space. As in this study we shall consider
only the electronic dynamics in a neighbourhood of the centre of the Brillouin
Zone (BZ) , it results that [32]
G (kf,ki) = 1 . (2.120)
This happens because the periodic Bloch functions do not vary rapidly with k
in that region, i.e., uk ≈ uk+q with |q| small. In general it can be shown that the
integrals (2.119) have values smaller than unity [27, 48].
6Notice that the functions unk(r) are normalized over the unit cell.
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Screened Coulomb Interaction in
RPA
When physicists study condensed matter systems, they have to tackle a huge
number of interacting particles. This is referred to as “the many-body prob-
lem ”. At first sight it seems an almost impossible task to solve, even con-
sidering just a classical system of three interacting particles. For the latter
the mathematical-physicist Henry Poincare´ showed that in general there is no
analytical solution. Instead in solids it is found that many systems of inter-
acting particles can be mapped into systems of weakly interacting (or non-
interacting) fictitious bodies called elementary excitations of the system and
then the methods of nonrelativistic quantum field theory QFT and density
functional theory (DFT) can often be applied successfully to solve the many-
body problem [49]. The elementary excitations can be quasiparticles, i.e. quasi-
electrons, Majorana fermions [50], etc or collective excitations like plasmons,
phonons, etc that involve collective motions of all particles in the system. Quasi-
particles can be thought like the real individual particles ( “bare ”particles) of
the system in study surrounded by a cloud that screens them [49]. Then quasi-
particles are in general characterized by an effective mass, different from the
bare mass, and a lifetime. According to this physical picture of a many-body
system one realizes that also the interparticle interaction potential becomes dif-
ferent from the bare potential, usually screened or, defined in a more appealing
term, “renormalized ”. In the present chapter we shall give the main theoret-
ical results of Linear Response Theory (LRT) [51] that help us to determine
the renormalized interaction potential in the Random Phase Approximation
(RPA) [51]. LRT can be applied to any physical system insofar its premises
hold. One of its most important results for an electron gas in RPA is the dielec-
tric function. In the last part of the chapter we will present the Thomas-Fermi
approximation which gives a very good approximation of the dielectric func-
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tion in the case of the long-wavelength limit [52, 53]. Finally the theoretical
results will be applied to a n-type GaAs semiconductor.
3.1 Linear Response Theory in a Nutshell
If we observe a physical system on which a small perturbation, for example an
external electrostatic potential, is acting we can gain some useful information
about the system itself. Linear Response Theory allows us to get this informa-
tion via “linear response functions ”which depend on the properties of the un-
perturbed system. Let us consider a system described by a time-independent
Hamiltonian Hˆ on which acts an external time-dependent field F(t). Moreover
F(t) couples linearly to an observable Bˆ, so that we can define the following
total Hamiltonian HˆF
HˆF(t) = Hˆ+F(t)Bˆ . (3.1)
Let Aˆ be another observable of the system. Its equilibrium thermal average
value 〈Aˆ〉0 up to the time t0 is
〈Aˆ〉0 =∑
n
Pn
〈
ψn
∣∣ Aˆ ∣∣ψn〉 , t ≤ t0 , (3.2)
where |ψn〉 are the eigenstates of the total Hamiltonian Hˆ relative to the eigen-
values En, and Pn are their occupation probabilities given by
Pn =
e−βEn
Z
, (3.3)
where β = 1/kBT , kB is the Boltzmann constant, T is the temperature of the
system and Z is the usual partition function
Z =∑
n
e−βEn . (3.4)
Now if we apply the external perturbation we may ask how much the expec-
tation value 〈Aˆ〉F(t) of the observable Aˆ at time t later than t0 differs from the
above equilibrium average (3.2). At first order in the perturbative expansion
of the time-evolution operator in powers of F(t) it is found [51]
〈Aˆ〉F(t)−〈Aˆ〉0 =− ih¯
∫ t
t0
〈[
Aˆ(t), Bˆ(t ′)
]〉
0F(t
′)d t ′ , (3.5)
where the time-dependent operators Aˆ, Bˆ are in the Heisenberg picture and[
Aˆ, Bˆ
]
is the usual commutator of two operators. Then the retarded or causal
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linear response function χAB is defined by [51]
χAB(τ) =− ih¯Θ(τ)
〈[
Aˆ(τ), Bˆ
]〉
0 , (3.6)
where τ = t− t ′ > 0 and Θ(τ) is the Heaviside step-function. Then the linear re-
sponse at first order Aˆ1(t) for the observable Aˆ due to the the system invariance
for time-tranlation can be written as [51]
Aˆ1(t) = 〈Aˆ〉F(t)−〈Aˆ〉0
=
∫ t−t0
0
χAB(τ)F(t− τ)dτ , (3.7)
As there is no dependence on the initial time t0 in (3.7), provided that the per-
turbation goes to zero for t→−∞, then it is possible to write the linear response
in the following way [51]
Aˆ1(t) =
∫ ∞
0
χAB(τ)F(t− τ)dτ . (3.8)
In the case of a periodic perturbing potential F(t)with an adiabatic switching-
on eη0t where η0 is positive quantity then we can write
F(t) = Fωe−i(ω+iη0)t+ c.c , (3.9)
where Fω is a complex number amplitude and c.c stands for complex conju-
gate. Therefore in this case Aˆ1(t) becomes
Aˆ1(t) = χAB(ω)Fωe−iωt+ c.c , (3.10)
where χAB(ω) the Fourier transform of the response function, i.e.
χAB(ω) =− ih¯ limη0→0
∫ ∞
0
〈[
Aˆ(τ), Bˆ
]〉
0 e
i(ω+iη0)τ dτ , (3.11)
Extending the frequency ω to the complex plane, due to the fact that χAB is
analytic in the upper half complex ω-plane, the following important relation is
found [51]
χAB(ω) =− ipiP
∫ ∞
−∞
χAB(ν)
ω−ν dν , (3.12)
where P is the principal part of the integral in the Cauchy sense. The equa-
tion (3.12) is called Kramers-Kro¨nig (K-K) dispersion relation and it is gen-
erally written using the real part ℜeχAB(ω), also called polarizability, and the
immaginary ℑmχAB(ω) , also called absorption, of the causal response function
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respectively
ℜeχAB(ω) =
2
pi
P
∫ ∞
0
νℑmχAB(ν)
ν2−ω2 dν , (3.13)
and
ℑmχAB(ω) =−2ωpi P
∫ ∞
0
ℜeχAB(ν)
ν2−ω2 dν , (3.14)
The analytic properties of χAB ensure the causality which means no response
before there is a perturbation. This is clearly evident in the definition of χAB
itself, see (3.6), as it contains the temporal step-function Θ(t).
3.2 The Jellium Model for the Electron Gas
In the present work we study the dynamics of the electrons in the conduction
band (CB) of a n-type bulk III-V semiconductor. Therefore the electrons move
in a positive background provided by the host semiconductor which in turn
due to its bandstructure renormalizes their bare mass me and their Coulomb
interaction. In the case of GaAs which is a direct band gap semiconductor, see
Figure 3.1, the effective electron mass m∗ is determined by the curvature of the
bandstructure, that is by the inverse effective-mass tensor [27](
1
m∗
)
i j
=
1
h¯2
(
∂ 2E(k)
∂ki∂k j
)
, (3.15)
where E(k) is the energy-wavevector relationship given by the semiconductor
bandstructure E − k diagram as in Figure 3.1. Here we consider the electron
dynamics in the Γ-valley only, that is around the symmetry point Γ in BZ.
Around the minimum Γ we can assume a parabolic dispersion relation for E
versus k
E(k) =
h¯2k2
2m∗
, (3.16)
that gives a scalar effective mass, m∗ = 0.067me in the case of GaAs.
It is also possible to include the nonparabolicity of the valley trough the Kane
relation [27]
h¯2k2
2m∗
= E (1+αE) , (3.17)
In the case of the Γ valley, the nonparabolicity parameter α is given by [27]
α =
1
Eg
(
1− m
∗
me
)
. (3.18)
The numerical values of the energy gap Eg and α can be found in Appendix A.
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Figure 3.1: Schematic Bandstructure of bulk GaAs. The figure shows the en-
ergy valleys Γ, L,X in CB. The Γ valley in the centre of the BZ, the L valley is
along the direction < 111 > and the X valley is along the direction < 100 >.
The bands for holes are also shown: heavy hole (hh) valence band, light hole
(lh) valence band and split-off (so) band . The values of the energy gap Eg , the
spin-orbit splitting ∆so and other relevant parameters are given in the table A.1
in Appendix A
The bare Coulomb interaction is reduced from its value in the free space by
the static dielectric constant or relative permittivity εb. These modifications
of the bare mass and the interelectronic potential due to the semiconductor
lattice, in the first approximation allow us to ignore the structure of the host
semiconductor and imagine an electron gas moving in a smeared-out homo-
geneous positive charge background. This is the so-called jellium model. It
is translationally invariant. This model, suitable for an ideal metal, together
with the random phase approximation is widely used for Ensemble Monte
Carlo (EMC) simulations, see [27]. Even though it is a very simple model, it is
used successfully for semiconductor systems [51].
The Hamiltonian for a jellium model ofN electrons which interact via Coulomb
potential is [51]
Hˆ =∑
i
Pˆi
2m∗
+
1
4piε ∑i6= j
e2∣∣∣~ˆri−~ˆr j∣∣∣ + Hˆe−b+ Hˆb−b , (3.19)
where ε = εbε0 is the permittivity. The first term gives the kinetic energy of the
electronic system, the second term gives the interaction between the electrons
through a bare Coulomb potential, finally Hˆe−b and Hˆb−b give the electron-
background and background-background interactions respectively. We do not
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need here to write them explicitly, meanwhile it is worthwhile to note that
due to the long range Coulomb interaction, He−b and Hb−b diverge. The proce-
dure to remove this unpleasant problem is named Coulomb interaction regu-
larization [51]. In this procedure at the beginning one assumes that a Coulomb
interaction of Yukawa form with a finite range, namely δ−1, then the Hamil-
tonian (3.19) is rewritten according to this assumption. Then it can be shown
that in the thermodynamic limit V → ∞ and after taking the limit µ → 0, the
q = 0 component of the electronic electron-electron interaction Hamiltonian
He−e, see the second term in the equation (3.20) below, cancels the last two di-
vergent terms out exactly. The Coulomb interaction regularization gives the
following Hamiltonian for jellium model in S.Q [51]
Hˆ =∑
kσ
h¯2k2
2m∗
cˆ†kσ cˆkσ +
e2
2εV ∑q6=0
vq ∑
k1σ1,k2σ2
cˆ†k1+qσ1 cˆ
†
k2−qσ2cˆk2σ2 cˆk1σ1 , (3.20)
where vq ∝ 1/q2 is the Fourier component of wavevector q of the bare Coulomb
potential (see Appendix B) and cˆ†kσ , cˆkσ are the fermionic creation and annihi-
lation operators respectively, of a particle with momentum h¯k and σ the z-
component of the spin in units of h¯/2 1.
For the jellium model, there are two important quantities which can give us
a lot of information about the behaviour of the system itself, one is the aver-
age distance between two electrons and the second one, defined in the case
of weakly interacting electrons, is the Fermi wavevector. The effective Bohr
radius a∗b is defined by [51]
a∗0 =
4piεbε0h¯2
m∗e2
=
εb
(m∗/me)
a0 . (3.21)
where a0 is the Bohr radius 2. From Table A.1 a∗0 = 192.5a0 = 101.9A˚.
Then the average distance between two electrons can be express by the di-
mensionless parameter rs in effective Bohr radius units from the following re-
lation [51]
1
ne
=
4pi
3
(rsa∗0)
3 , (3.22)
being ne the electron density. The parameter rs against electronic densities of
interest at T = 300K for GaAs is plotted in Figure 3.2. The importance of this
parameter is due to the fact that it can be shown, that it is roughly the ratio
of the average potential energy to the average kinetic energy of the system
1The single-particle normalized wave function corresponding to the state |kσ〉 can be writ-
ten as φσ (r,s) = 1√V e
ik·rδsσ .
2The Bohr radius is given by a0 =
4piεbε0h¯2
m∗e2 = 0.529A˚ [43].
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[51]. Therefore rs estimates the coupling strength and in particular we can
distinguish two limiting regimes. When rs is small the kinetic energy rules the
physics and therefore the system behaves like a non-interacting Fermi gas; in
the opposite case the potential energy dominates the kinetic energy and the
system behaves like a classical ensemble of charged particles. In this case the
system becomes highly non-uniform and for some critical values of rs, which
depend on the physical system under study, can give rise to a crystalline state,
named Wigner crystal [54].
1
1.4
1.8
2.2
2.6
3
0 50 100 150 200 250
r s
electron density ne [1015 cm-3]
Figure 3.2: The parameter rs against electronic densities of interest at T = 300K
for GaAs.
We conclude this section recalling the important concepts of Fermi sphere
and Fermi wavevector kF of an ideal Fermi gas whose Hamiltonian is given by
the first term of equation (3.20). Its ground state is built from a Slater determi-
nant of lowest energy single particle states labelled by their wavevector k and
spin σ . Due to the Pauli exclusion principle, they form a sphere in wavevec-
tor space, named Fermi sphere, of radius kF , whose relation with the electron
density in the paramagnetic state, i.e., equal number of up and down spins, is
given by [51]
kF =
(
3pi2n
) 1
3 . (3.23)
kF is called Fermi wavevector. This spatially homogeneous state is often re-
ferred to as the paramagnetic Fermi sea.
Another important useful concept for an ideal electron gas is the Fermi tem-
perature TF , given by
EF = kBTF , (3.24)
where the Fermi energy EF is given by an E = h¯2k2F/2m
∗ and kB is the Boltz-
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mann constant. For an electron gas at equilibrium at a certain temperature T ,
a comparison of T with TF can give information about which statistics better
describes the system. Then we can state that an electronic system behaves like
a classical (nondegenerate regime) or quantum gas (degenerate regime) when
T  TF and T  TF respectively.
3.3 The Lindhard Function
Now we consider an (noninteracting) electron gas in the GaAs conduction
band. We wish to apply the previous results of Linear Response Theory to
this physical system. Let Aˆ and Bˆ be two operators, then we can calculate the
expectation value of Aˆ when there is a time-dependent perturbation F(t)which
couples linearly to Bˆ. The total Hamiltonian is then
Hˆ (t) = Hˆ0+F(t)Bˆ , (3.25)
where Hˆ0 is the first term in equation (3.20). Then in this case the Fourier
transform of the linear response function χ0AB (t) is given by [51]
χ0AB (ω) =∑
αβ
nα −nβ
h¯ω+Eα −Eβ + ih¯η
AαβBβα . (3.26)
Here nα , nβ denote the average occupation probabilities of single particle state
labelled by α and β respectively 3, given by Fermi-Dirac statistics. Aαβ , Bβα
are the matrix elements of the operators Aˆ and Bˆ and finally Eα and Eβ are the
energies of the states labelled by α , β respectively.
We are interested in the calculation of the density-density response function
for a homogeneous non-interacting paramagnetic electron gas which describes
the response of the expectation value of the number density operator at posi-
tion~r
nˆ(~r) =∑
i
δ (~r−~ri) , (3.27)
when a scalar potentialVext(~r′, t) couples linearly to the density operator nˆ(~r′) at
a point~r′. In order to do this we can use the equation (3.26) once we identifyAˆ,
Bˆ with nˆ~q and nˆ ~−q respectively being the latters the Fourier transforms of the
density operator written in S.Q. Then one finds the so-called Lindhard function
3The Fermi-Dirac distribution gives the average occupation probability nα = 1eβ (Eα−µ)+1
where Eα is the energy of the state |α〉, µ the chemical potential and β = kBT where T is the
temperature.
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χ(0)nn [51]
χ(0)nn (q,ω) =
1
V ∑
~kσ
n~kσ −n~k+~qσ
h¯ω+E~kσ −E~k+~qσ + ih¯η
. (3.28)
which depends upon the wavevector~q only through its magnitude q. We shall
denote it simply as χ0 (q,ω) . The analytical expression for T = 0 was derived
by Lindhard in 1954, see [49]. We shall give the expression for the Lindhard
function at finite temperature χ0 (q,ω,T ), firstly derived by Maldague for the
case of a two-dimensional gas [55]. The real part ℜeχ0 and immaginary part
ℑmχ0 can be found for example in [51] and for the three-dimensional gas are
ℜeχ0 (q,ω,T )
N(0)
=−
∫ ∞
0
d x
F (x,T )
2q¯
(
ln
∣∣∣∣x− v−x+ v+
∣∣∣∣− ln ∣∣∣∣x− v+x+ v+
∣∣∣∣) , (3.29)
ℑmχ0 (q,ω,T )
N(0)
=−pi
2
(
ω
qvF
+
kBT
h¯qvF
ln
1+ eβ [v
2−EF−µ]
1+ eβ [v
2
+EF−µ]
)
, (3.30)
where we have introduced the following function F (x,T )
F (x,T ) =
x
eβ [x
2EF−µ] +1
, (3.31)
and the total density of states per unit volume at the Fermi energy for a non-
interacting electron gas N(0)
N(0) =
mkF
pi2h¯2
, (3.32)
and finally the useful dimensionless quantities q¯ and v± are given respectively
by
q¯=
q
kF
, (3.33)
v± =
ω
qvF
± q
2kF
, (3.34)
vF = h¯kFm∗ being the Fermi velocity . The implementation of χ0 (q,ω,T ) is de-
scribed in Appendix B. The plots of −χ0(q,ω,T )N(0) for temperatures T = 5,77,300K
and q= 0.5kF are shown in Figures 3.3, 3.4, 3.5 respectively. We notice that the
functions ℜeχ0 and ℑmχ0 flatten increasing the temperature T . This happens
because at finite temperature the Fermi-Dirac distribution is smeared out over
an interval of width kB/T around the Fermi energy [64].
The immaginary part of χ0 (q,ω,T ) differs from zero only in the shaded re-
gion in the plane (q,ω), see Figure 3.6, whose boundaries are defined in Ap-
pendix B. This region is called the electron-hole continuum and it relates to the
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Figure 3.3: The real part (black line) and immaginary part (blue line) of
−χ0(q,ω,T )N(0) against the dimensionless variable Ω = h¯ω2EF for n-GaAs at electron
density ne = 2.8×1016 cm−3 and T = 5K (TF = 58.2K).
electron-hole excitation energies.
3.4 The Dielectric Function for the Interacting Elec-
tron Gas in RPA
Let us now consider an interacting electron gas. An external electron which
moves fast or an external pointlike single charge impurity gives rise to a per-
turbing potentialVext (~r, t). As a consequence the density deviates from its equi-
librium value. The resulting screened potentialVsc (~r, t) that affects a test charge
for a homogeneous interacting electron liquid within the random phase ap-
proximation, is given by [51]
Vsc (q,ω) =
Vext (q,ω)
ε (q,ω)
. (3.35)
Here ε (q,ω) 4 denotes the dielectric function in RPA defined by the following
equation
ε (q,ω) = 1− vqχ0 (q,ω) , (3.36)
4We may also write ε (q,ω,T ) if temperature dependence is included.
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Figure 3.4: The real part (black line) and immaginary part (blue line) of
−χ0(q,ω,T )N(0) against the dimensionless variable Ω = h¯ω2EF for n-GaAs at electron
density ne = 2.8×1016 cm−3 and T = 77K (TF = 58.2K).
where vq are the bare Coulomb potential Fourier components, in our case
vq = e
2
εq2 . Within the RPA the density-density response function is obtained
by a geometric series whose terms come from a limited subset of Feynman di-
agrams in many-body perturbation theory, see [51, 56]. RPA neglects exchange
and short-range correlation effects in the motions of the electrons [51]. It is a
high density approximation being good for rs ≤ 1 [57]. In the case of n-GaAs
we plot rs against the electron density in Figure 3.2 for the range of densities
of interest and temperature T = 300K. We can see that RPA starts to break-
down going towards low concentrations, ne ≈ 1016 cm−3. Within the range of
its validity, RPA provides a good description of the effective screened Coulomb
interaction. It may be improved by introducing the so-called many-body local
field factors which include exchange and correlation effects [51]. These con-
cepts are beyond the scope of this thesis. For the sake of completeness we
need also to recall that being n-GaAs a multicomponent system there is a con-
tribution to the dielectric function in RPA from the lattice charges [51, 53]. We
shall not include the lattice screening in our calculations.
We conclude this section recalling how the Thomas-Fermi (T-F) screening
comes from the dielectric function ε (q,ω) in the case of static perturbing po-
tential, as it is the case of an impurity, and in the long wavelengths, i.e., q kF .
In this case, the dielectric function becomes [51]
ε (q,0) = 1+
β 2TF
q2
. (3.37)
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Figure 3.5: The real part (black line) and immaginary part (blue line) of
−χ0(q,ω,T )N(0) against the dimensionless variable Ω = h¯ω2EF for n-GaAs at electron
density ne = 2.8×1016 cm−3 and T = 300K (TF = 58.2K).
βTF is called the Thomas-Fermi inverse screening length. Its calculation will
crucial for this study. From (3.35) the Fourier transform provides
Vsc (r) =
e2
4piε
e−βTF r
r
. (3.38)
Equation (3.38) has the form a Yukawa screened potential, that means that
the impurity is screened out within distances of λTF = β−1TF . It is worthwhile
to recall here that T-F screening, and also the Yukawa potential, provides a
good approximation of the screening and the effective potential only for the
long wavelengths. In fact it is well known, that due to the singularity of the
dielectric function at k = 2kF , the latter being a signature of the Fermi surface,
the potential Vsc goes like [45]
Vsc ∼ 1r3 cos(2kFr) (3.39)
which exhibits oscillatory behaviour (Friedel oscillations) at large distances
and clearly it cannot be longer considered a merely Yukawa potential.
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Figure 3.6: The electron-hole continuum in the plane (q,ω). The curves ω− and
ω+ which determine the boundaries are defined in Appendix B.
3.5 A Finite Temperature Thomas-Fermi Approxi-
mation for Semiconductors
In the case of the n-type semiconductors neglecting the exchange and correla-
tion effects Dingle has calculated the screening effects of the conduction elec-
trons on a positive single-charge donor [58] . We shall not give here all his
derivation but only his assumptions and the final result obtained. He assumed
that in the presence of an external bare Coulomb potential Vext , due to the im-
purity, the chemical potential µ is modified by µ+eVext (r). Then he calculated
the electronic density ne (r) near the donor and expanded it in order to find the
screened potentialVsc at large distances where he assumed it would be weaker.
Finally solving the Poisson’s equation for the screened potential
∇2Vext (r) =−ρε , (3.40)
where ρ is the charge density, assumed to have a spherical symmetry around
the donor, he got a Yukawa-type potential with T-F screening length given by
β 2TF =
nee2
εkBT
F−1/2(ηF)
F1/2(ηF)
. (3.41)
Here F j which denotes the Fermi-Dirac (F-D) integral of order j, see next
section and the quantiy ηF is defined in Appendix C. We shall refer to Dingle’s
result as a finite temperature Linearized Thomas-Fermi Approximation (LTFA)
[52, 53]. LTFA is equivalent to Thomas-Fermi theory, indeed the final result is
the same, a screened Yukawa potential. Moreover the Thomas-Fermi theory is
usually derived assuming T = 0K meanwhile the equation (3.41) holds for any
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temperature.
The Debye-Hu¨ckel inverse screening length 5 in the electrolyte theory is
given by [27]
βDH =
√
nee2
εkBT
(3.42)
then we can write the equation (3.41) as
β 2TF = β
2
DH
F−1/2(ηF)
F1/2(ηF)
(3.43)
We shall assume that LTFA is a good approximation for screening insofar the
momentum transfer q in electron-impurity (e-i) scattering is small, q→ 0 [52]
and clearly small compared to kF [45]. In Figure 3.7 we plot the histogram of
electron-impurity scattering angles obtained from an Ensemble Monte Carlo
simulation of N = 5,000 electrons at T = 300K which shows that the major-
ity of e-i collisional events cause small scattering angles and therefore small
momentum transfers.
3.6 Calculation of Fermi-Dirac Integrals
Here and in the following sections we shall show how we calculated the in-
verse screening length from (3.41). Equation (3.41) looks like a harmless math-
ematical object, but its results are very difficult to work out.
In equation (3.41) the fundamental ingredient is Fermi-Dirac integral. The
general mathematical definition of F-D integral of order j is
F j(x) =
1
Γ( j+1)
∫ ∞
0
t j
et−x+1
dt (3.44)
where x ∈ R and Γ(n) is Euler’s Gamma function. In our case we will need to
calculate only F-D integrals with j =±1/2, see (3.41), that is
F1/2(ηF) =
1
Γ(3/2)
∫ ∞
0
ε1/2
eε−ηF +1
dε , (3.45)
and
5The Debye-Hu¨ckel inverse screening length comes directly from T-F theory when the val-
ues of the chemical potential become those of a classical ideal gas [54].
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Figure 3.7: Histogram of the number of the electron-impurity scattering events
against the polar angle θ from an EMC simulation of 5,000 electrons at room
temperature when electron-electron scattering is included. The electronic con-
centrations are ne = 1016 cm−3 (main panel), and ne = 2.5× 1017 cm−3 (inset).
Note the different scales on the y-axis.
F−1/2(ηF) =
1
Γ(1/2)
∫ ∞
0
ε−1/2
eε−ηF +1
dε . (3.46)
One important reference which gives very accurate and reliable numerical
evalution tables of F-D integrals is Cloutman’s paper [59]. This is used inten-
sively in the field of astrophysics. Notice that the definition of F-D integral in
[59] is slightly different as you can see below
Fj(ηF) =
∫ ∞
0
ε j
eε−ηF +1
dε , (3.47)
which differs from the definition (3.44) for lacking the prefactor Γ( j+1)−1.
The F-D integrals are improper integrals and can be evaluated accurately by
numerical integration, for example, the composite trapezoidal rule [60]. They
can also be written as series on the domains of j and x [31]. In [31] there are
different expansions of Fj(x). The principal expansions are the following ones
F j(x) =
n
∑
i=1
(−1)n−1 e
nx
n j+1
, (3.48)
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which is convergent for x≤ 0, and
F j(x) =
x j+1
Γ( j+2)
{
1+
∞
∑
n=1
(−1)n−1[( j+1)U(1, j+2,nx)−M(1, j+2,−nx)]
}
,
(3.49)
convergent for x> 0. M and U represent Kummer’s confluent hypergeomet-
ric functions, see next section 3.7. There is also a Taylor series expansion for
F j(x), convergent for |x|< pi where [31]
F j(x) =
∞
∑
n=0
η( j+1−n)x
n
n!
. (3.50)
Here η(s) = (1−21−s)ζ (s) where ζ (s) denotes the Riemann zeta function. This
was actually the first expression which we tried to implement. Unfortunately
we found that (3.50) for different values of ηF > 0 was numerical unstable
when j = −1/2. The problem was related to a CERN subroutine we use to
calculate ζ (s). We could not retrive its documentation. There was also another
drawback using the formula (3.50) as the integer overflow is easily reached
due to the presence of the factorial (function) in the expression. This may also
create problems in the accuracy of the calculation of F-D integrals, as we can
keep only few terms in the series.
The asymptotic limits of F-D integrals provide some useful expressions for
comparison with the previous expressions. They are given by [61]
F j(ηF)∼ eηF , ηF  0 , (3.51)
and
F j(ηF)∼ η
j+1
F
( j+1)Γ( j+1)
, ηF  0 . (3.52)
In the next section we shall explain how we implemented the formula (3.47).
3.7 Kummer’s Confluent Hypergeometric Functions
The Kummer’s confluent hypergeometric function of first kind M(a,b,z) or
1F1(a,b,z) 6 is an entire function of a,b and z, except for poles at b= 0,−1,−2, · · · .
It is given by a generalized hypergeometric series [62]
6Notice that the German word Kummer means grief, sorrow.
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M(a,b,z) =
∞
∑
n=0
a(n)zn
b(n)n!
, (3.53)
where
a(n) = a(a+1)(a+2) · · ·(a+n−1) , (3.54)
is the rising factorial. The Tricomi confluent hypergeometric functionU(a,b,z)
or Ψ(a,b,z) is given by [62]
U(a,b,z) =
pi
sinpib
[
M(a,b,z)
Γ(1+a−b)Γ(b) − z
1−bM(1+a−b,2−b,z)
Γ(a)Γ(2−b)
]
. (3.55)
There are many algorithms in order to calculate the Kummer function of the
first kind M(a,b,x), see e.g. [63]. We chose the Method 1 described in [63].
M(a,b,x) may be computed using the following steps. Let’s define
MI =
I
∑
i=0
(a)i
(b)i
xi
i!
(3.56)
Let T0 = 1 and, for i> 0,
Ti+1 = Ti
(a+ i)
(b+ i)
x
(i+1)
(3.57)
Then M0 = 1 and, for i> 0, use the recurrence relationship to compute
Mi+1 =Mi+Ti+1 (3.58)
The process stops with sufficiently small |Ti+1/Mi+1| or, if |Mi+1| ≈ 0, or suf-
ficiently small |Ti+1|. In some cases Ti increases in size before beginning to
decrease. It is recommended using it if |x| < 50, and otherwise one needs to
resort to the asymptotic approximations, see [63]. The function M(a,b,x) is
implemented as a Fortran 90 function according to the previous algorithm.
The implementation of the Tricomi functionU(a,b,z) comes straightforwardly
from its expression in equation (3.55). Once j is fixed, i.e., j = ±1/2 one has
to evaluate Γ(n) function for the corrispondent values of a,b. This allows us
to determine the numerical coefficients in (3.55). According to the previous
observation two Fortran 90 functions must be implemented for j = +1/2 and
j = −1/2 respectively. For the case j = +1/2 the relative coefficients of (3.55)
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Table 3.1: Coefficients for U(a,b,z) when j =+1/2,a= 1,b= 5/2.
j =+1/2,a= 1,b= 5/2
Γ(a) Γ(1) 1
Γ(b) Γ(5/2) 3pi/4
Γ(1+a−b) Γ(−1/2) −2√2
Γ(2−b) Γ(−1/2) −2√2
Table 3.2: Coefficients for U(a,b,z) when j =+1/2,a= 1,b= 5/2.
j =+1/2,a= 1,b= 3/2
Γ(a) Γ(1) 1
Γ(b) Γ(3/2)
√
pi/2
Γ(1+a−b) Γ(1/2) √pi
Γ(2−b) Γ(1/2) √pi
are shown in Table 3.1, and U(a,b,z) becomes
U(a,b,z) = pi
[
− 2
3
M(a,b,z)
pi
− z1−bM(1+a−b,2−b,z)
2
√
pi
]
. (3.59)
For the case j=−1/2 the relative coefficients of (3.55) are shown in Table 3.2,
and U(a,b,z) becomes
U(a,b,z) =−pi
[
2
pi
M(a,b,z)
pi
− z1−bM(1+a−b,2−b,z)√
pi
]
. (3.60)
The evaluation of the coefficients can be found in Appendix B.
The number of terms retained in the series (3.47) is chosen in order to give
the same accuracy of the numerical calculations of F-D integrals given in Clout-
man’s tables [59]. Also many values of M(a,b,x) and U(a,b,x) have been com-
pared with those given byWol f ram c©Mathematica software. We found a very
good agreement.
3.8 Computing the Inverse Screening Length
Finally we can check whether the previous mathematical machinery gives the
correct results. We expect that LTFA gives the Debye-Hu¨ckel theory screening
in the limit of low electronic densities or more generally when the system be-
comes nondegenerate. A comparison of the inverse screening lengths βTF cal-
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culated by equation (3.41) and βDH from equation (3.42) at T = 300K is given
in Table 3.3 for different electronic concentrations.
Table 3.3: Values of βTF and βDH calculated T = 300 K for n-GaAs.
ne (cm−3) βTF (m−1) βDH (m−1) TF (K)
1014 2329276.33 2329370.94 1.3
1015 7363127.59 7366117.69 6.3
5×1015 16437799.26 16471139.89 18.4
1016 23199723.08 23293709.43 29.3
5×1016 51062809.02 52086317.74 85.7
1017 70856800.72 73661176.96 136.0
5×1017 139732111.16 164711398.99 397.8
1018 175899113.26 232937094.32 631.5
It is evident from the values of the Table 3.3 that βTF → βDH in the low den-
sity limit. In the present study we shall consider the carrier dynamics in the
nondegenerate or intermediate regime. Nevertheless we can check if we get
the correct answer for the degenerate regime. In this case we have to compare
βTF from Dingle’s theory with Thomas-Fermi theory of screening [45, 54, 64]
In the remainder of this chapter we shall give the derivation of T-F screening
from Ashcroft and Mermin’s book [45] and then we will compare our results
to T-F theory. Let us place a positive charge at a given position in the electron
gas. This charge is a source of an external electrostatic potential φ ext . In order
to find the charge density in the presence of the total potential φ 7
φ = φ ext+φ ind , (3.61)
one must solve the one-electron Schro¨dinger equation [45]
− h¯
2
2m
∇2ψi (r)− eφ (r)ψi (r) = Eiψi (r) , (3.62)
and from one-electron wavefunction electronic density it is possible to con-
struct the electronic density ρe
ρe (r) =−e∑
i
|ψi (r)|2 . (3.63)
The Thomas-Fermi theory assumes that the total potential φ (r) is a very
slowly function of (r). Therefore in the spirit of the semiclassical approxima-
tion the spatially varying energy E (k) is given by this relation [45]
7The full physical potential φ is produced by both the positive charge and the cloud of the
screening electrons.
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E (k) =
h¯2k2
2m
− eφ (r) . (3.64)
We see from (3.64) that the free electron energy is modified by the total local
potential. The electron density ne is given by [45]
ne =
∫ dk
4pi3
fFD (E (k)) , (3.65)
where fFD denotes the Fermi-Dirac distribution, see the equation (C.1) in Ap-
pendix C. Inserting the new electronic energy dispersion relation (3.64) into
(3.65) one finds
ne (r) =
∫ dk
4pi3
1
exp
[
β
((
h¯2k2/2m
)− eφ (r)−µ)]+1 . (3.66)
The induced charged is −ene (r) + ene where ene is the charge density of the
uniform positive background. The density of the background is the density of
the electron ensemble when φ ext vanishes 8
ne (µ) =
∫ dk
4pi3
1
exp
[
β
((
h¯2k2/2m
)−µ)]+1 . (3.67)
The basic equation of nonlinear Thomas-Fermi theory is obtained from equa-
tions 9 (3.66) and (3.67) [45] 10
ρ ind (r) =− e
4piε
[ne (µ+ eφ (r))−ne (µ)] , (3.68)
where ρ ind is the charge density induced in the electron gas by the presence of
the external charged particle. Assuming that in (3.68) φ is small enough for an
expansion, one finds the following result in leading order [45]
ρ ind (r) =− e
2
4piε
∂ne
∂µ
φ (r) . (3.69)
Now according to the linear response theory in the Fourier space
ρ ind (q) = χ0 (q)φ (q) , (3.70)
8Notice that in this case the total potential φ also vanishes.
9The chemical potential µ in (3.66) and (3.67) can be assumed the same insofar that φ (r) is
appreciable only in a finite region, see [45].
10Notice we are writing the formulae of Ashcroft and Mermin’s book in S.I units.
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and therefore comparing (3.69) with (3.70) one finds
χ0 (q) =− e
2
4piε
∂ne
∂µ
(3.71)
which shows that in the linearized Thomas-Fermi theory χ0 is independent of
q. Recalling the definition of the dielectric function in RPA given in [45]
ε (q) = 1− 4pi
q2
χ0 (q) , (3.72)
and using the formula (3.71) finally ones finds
ε (q) = 1+
e2
εq2
∂ne
∂µ
. (3.73)
Comparing (3.73) to the relation (3.37) the Thomas-Fermi inverse screening
length 11 can be calculated by
β 2TF = 4pie
2∂ne
∂µ
. (3.74)
One useful approximation for (3.74) can be derived for the electron gas when
T  TF . In this case ∂ne/∂µ is the total density of states per unit volume at
Fermi energy N(0), see formula (3.32), and then we can estimate (3.74) using
this simple relation [45]
k0 = 0.815kFr
1/2
s . (3.75)
A simple check confirms that in the degenerate regime there is convergence.
For electronic densities greater than 5×1018 cm−3 the difference (relative error)
between βTF and k0 is much smaller than 1%. In Figure 3.8 we plot the λTF
according to equation (3.41) against the electronics densities at T = 300K for
n-type GaAs semiconductor.
11Notice that βTF is called Thomas-Fermi wavevector and denoted by k0 in Ashcroft and
Mermin’s book [45].
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Figure 3.8: Finite temperature Thomas-Fermi Screening Length at T = 300K
against the electronic densities of interest at T = 300K .
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Chapter 4
Spin-Orbit Interaction in
Semiconductors
The concept of the spin, the intrinsic angular momentum, which has no clas-
sical equivalent originated from the fundamental experiment of O. Stern and
W. Gerlach in 1922. They measured the effect of a magnetic field on a beam of
silver atoms passing between the poles of a magnet. They observed two spots
on the screen behind the magnet corresponding to two possible magnetic mo-
ments values. As in the case of a silver atom the only contribution to orbital
angular moment is due to the 47th electron (5s), then it is possible to relate the
oberved magnetic moments to the electron spin, indeed they are proportional
[41]. Its existence well explains the observed spectral lines of atoms in the
Zeeman effect for instance. The explanation of the Stern-Gerlach experiment,
introducing the “wild ”idea of the electron intrinsic angular momentum, was
given in 1925 by P. Ehrenfest’s young students G. Uhlenbeck and S. Goudsmit
who were told by their professor “you are both young enough to be able to
afford a stupidity ”. In Quantum Mechanics (QM) the spin states are repre-
sented by a special mathematical object, called spinor or spinor wavefunction
in a two-dimensional complex Hilbert space. This object is related to the sim-
plest non-trivial irreducible unitary representation of the rotation group [41].
Curiously Pauli added the electron spin to the nonrelativistic Schro¨dinger’s
equation 1before Dirac discovered his famous relativistic equation 2 where the
electron spin was “built into the theory from the beginning ”[38]. The Dirac’s
equation for an electron in atoms or solids gives rise to the spin-orbit interac-
tion (SOI) which plays an important role in spintronics.
1W. Pauli: Zur Quantenmechanik des magnetischen Elektrons, Zeitschrift fu¨r Physik 43 (1927)
601623.
2P.A.M. Dirac: The quantum theory of the electron, Proceedings of the Royal Society of London
A117 (1928) 610624; 118 (1928) 351361.
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4.1 Nonrelativistic Spin Formalism
The electron has spin angular momentum s = 1/2 in units of h¯ which means
that its components along any direction are h¯/2 or −h¯/2. The Stern-Gerlach
experiment determines the quantized electron intrinsic magnetic momentum
µs [43] which takes the values ±µB where the Bohr magneton µB is defined as
µB =
eh¯
2me
. (4.1)
The relation between spin S and its magnetic moment µs is
µs =− emeS , (4.2)
where the ratio e/me is twice of that one expected from the orbital magnetic
moment. This is a result from relativistic Dirac’s equation. Netherless QED
gives very accurate corrections to the electron magnetic moment [42]. Consid-
ering the angular momentum S as a Hermitian operator in a two-dimensional
Hilbert Space, then
Sˆ=
h¯
2
σˆ , (4.3)
where σˆ is understood as a vector operator whose components are the Pauli
matrices σx, σy, σz , explicitly written as
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
. (4.4)
The Pauli matrices are Hermitian, unitary and
Trσi = 0 , (4.5)
where Tr denotes the trace of a matrix and the indexes i= 1,2,3 stand for x,y,z-
components respectively. They satisfy the following anticommutator and com-
mutator relationships {
σi,σ j
}
= 2δi j , (4.6)
[
σi,σ j
]
= 2iεi jkσk , (4.7)
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where δi j is the usual Kronecker symbol and εi jk is the Levi-Civita symbol 3.
The previous two formulae can be combined in a single expression
σiσ j = δi j+ iεi jkσk . (4.8)
Using the previous matrix identies it is straightforward to show that the three
components Sˆi of spin operator Sˆ satisfy the following commutation relation-
ship [
Sˆi, Sˆ j
]
= ih¯εi jkSˆk . (4.9)
At once from (4.9) one recognizes that the operators Sˆi behave like the the ordi-
nary (orbital) angular momentum operators Lˆx, Lˆy, Lˆz in QM. Indeed they form
the same Lie Algebra of the group of rotations SO(3) and as usual the operator
Sˆ2
Sˆ2 = Sˆ2x+ Sˆ
2
y+ Sˆ
2
z , (4.10)
is the Casimir operator of the algebra and commutates with all the Sˆi opera-
tors [41]. Clearly all the machinery of the angular momentum theory of QM,
i.e., ladder operators, angular momentum addition theorem, etc can then be
applied succesfully to the spin operators. Let us recall the physical meaning
and the geometrical interpretation of the eigenstates of the spin operators Sˆi.
As the operator Sˆz is already diagonal, its eigenvalues are immediately given
by
Sˆz
(
1
0
)
=
h¯
2
(
1
0
)
. (4.11)
Sˆz
(
0
1
)
=− h¯
2
(
0
1
)
. (4.12)
The eigenstates (4.11) and (4.12) correspond to states with spin parallel (spin
up: ↑) and spin antiparallel (spin down: ↓) states to the z-axis respectively. We
shall denote them using Dirac’s ket notation as well, |↑〉 and |↓〉 for spin up
and spin down respectively and |χ〉 for a general state. As a spin state is a
vector in a 2- dimensional Hilbert space it can always be expressed as a linear
combination of the eigenstates |↑〉 and |↓〉
|χ〉= c1 |↑〉+ c2 |↓〉 , (4.13)
where c1,c2 are in general complex numbers and the normalization of the prob-
ability gives
|c1|2+ |c2|2 = 1 . (4.14)
3εi jk gives 1 for an even permutation of (123), −1 for an odd one and otherwise zero.
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Using spherical polar coordinates the spin operator Sˆn in any direction de-
termined by the spherical polar angles (θ ,φ ) and denoted by the unit vector nˆ
is
Sˆn = Sˆ · nˆ , (4.15)
where nˆ is
nˆ= sinθ cosφ xˆ+ sinθ sinφ yˆ+ cosθ zˆ , (4.16)
where xˆ, yˆ, zˆ are the unit vectors along the Cartesian axes. Then the eigenstates
corresponding to spin up and spin down along the direction (θ ,φ ) are given
by [41]
|↑〉=
(
cos
(θ
2
)
e−iφ
sin(θ2 )
)
, |↓〉=
(
−sin(θ2 )e−iφ
cos(θ2 )
)
. (4.17)
The two-components objects like the |χ〉 in (4.13) are called spinors 4 as they
do not transform like ordinary vectors under rotation. In the section 1.3 of
Chapter 1 we said that we need a 4pi rotation for a spinor wavefunction to
get back to the same state. Here we shall show how it happens. In QM a
general unitary rotation operator D(nˆ,ϕ) of a finite angle ϕ rotation about the
direction determined by the unit vector nˆ = (nx,ny,nz) has the following 2× 2
matrix representation for the spin 1/2 particle [41]
D(nˆ,ϕ) = exp
(−iS · nˆϕ
h¯
)
= exp
(−iσ · nˆϕ
2
)
. (4.18)
It can be shown that [41]
exp
(−iσ · nˆϕ
2
)
= 1cos
(ϕ
2
)
− iσ · nˆsin
(ϕ
2
)
, (4.19)
where 1 is the 2×2 identity matrix. We can also write the relation (4.19) explic-
itly [41]
exp
(−iσ · nˆϕ
2
)
=
(
cos
(ϕ
2
)
+ inz sin
(ϕ
2
)
(−inx−ny)sin
(ϕ
2
)
(−inx+ny)sin
(ϕ
2
)
cos
(ϕ
2
)
+ inz sin
(ϕ
2
)) . (4.20)
Then the rotation operator D(nˆ,ϕ) acts on the spinor |χ〉 in the following way
[41]
|χ〉 → exp
(−iσ · nˆϕ
2
)
|χ〉 , (4.21)
and we see that a rotation of 2pi does not bring the spinor back to the same
4“No one fully understand spinors. Their algebra is formally undestood but their geomet-
rical significance is mysterious. In some sense they describe the ‘square-root ’of geometry and,
just as understanding the concept of the square root of −1 took centuries, the same might be
true for spinors ”. M.Atiyah
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initial state, but gives a minus sign to it 5. In fact it is evident from (4.20) that
for ϕ = 2pi and any nˆ 6[41]
exp
(−iσ · nˆϕ
2
)
ϕ=2pi
=−1 . (4.22)
There is a useful and simple geometrical picture of any spin state of a spin-
1/2 particle. If we draw a 3 -dimensional sphere and we identify its north
and south poles with states |↑〉, |↓〉, we can think of any direction in space as
a direction of a general spin state S, see Figure 4.1. This geometrical picture is
called Riemann sphere [65, 66].
Moreover the direction of any spin state can be mapped to a point of a com-
plex plane obtained via the stereographic projections from the south pole |↓〉
to the equatorial plane of the Riemann sphere. This complex plane contains
all the points given by the ratio of the quantum-mechanical amplitude c2/c1,
allowing the infinity, of the spin state |χ〉 in (4.13) [65]. The Riemann sphere
can be related to a unit sphere called Bloch sphere 7 a very useful concept for
representations of qubits and quantum operations on them, see [12].
5This happen because the special unitary group SU(2) and the special orthogonal group
SO(3) of rotations, are locally isomorphic which means that only for infinitesimal rotations,
they appear the same [65].
6Notice that we are assuming that the spinors |χ〉 are eigenvectors of σ · nˆ.
7The representation of 1/2 spin by a point on the surface of the Bloch sphere, has the ad-
vantage to be independent of the overall normalization and phase of the spinor state. A useful
generalization of the Bloch sphere is the Majorana sphere, see [65, 67].
0
|↑
|↓
S
Figure 4.1: A general spin state S of spin-12 particle has an actual direction in
space that is determined from the centre of the sphere to a point on the sphere
surface.
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4.2 Spin-Orbit Interaction
Dirac combining the principles of QM and of relativistic invariance obtained
an equation for the wavefunction of a free electron ψ that can be written as [43]
ih¯
∂ψ
∂ t
=
[
cα · (−ih¯∇)+βmec2
]
ψ(x) , (4.23)
where c the speed of light, x the four dimensional space-time coordinate of the
particle, and the matrices α = (α1,α2,α3) and β are 4× 4 Hermitian matrices
satisfying
{
αi,α j
}
= 2δi j {αi,β}= 0 β 2 = 1, i, j = 1,2,3 . (4.24)
We do not need here to give an explicit representation of these matrices. In-
stead it is worthwhile to notice that the equation (4.23) even if it is not written
in the usual covariant form, is Lorentz invariant. Moreover the interpretation
of ψ as a single particle wavefunction is no longer strictly correct. Now ψ is a
four-component object called Dirac’s spinor o bispinor that can be written as
|ψ〉=
(
χ
ϕ
)
, (4.25)
where χ and ϕ are two spinors called the large and small components respec-
tively as in the nonrelativistic limit χ is bigger than ϕ .
An electron inside an atom or a solid is in general in a potential field Vˆ that
here we shall assume to be central and spin-independent. In this case the Dirac
equation (4.23) for stationary solutions |ψ〉 of energy E becomes
(
cα · Pˆ+βmec2+Vˆ
) |ψ〉= E |ψ〉 , (4.26)
where Pˆ is the linear momentum operator of QM. This provides two coupled
differential equations
(
E−Vˆ −mec2
)
χ− cσˆ · Pˆϕ = 0 , (4.27)
(
E−Vˆ +mec2
)
ϕ− cσˆ · Pˆχ = 0 , (4.28)
and eliminating ϕ from these equations, one gets
(
E−Vˆ −mec2
)
χ = cσˆ · Pˆ
[
1
E−Vˆ +mec2
]
cσˆ · Pˆχ . (4.29)
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Given the nonrelativistic energy E˜, E˜ mec2,
E˜ = E−mec2 , (4.30)
then the term in parentheses in (4.29), assuming also that the potential is weak,
i.e.,
∣∣Vˆ ∣∣ mc2, can be written as
1
E−Vˆ +mec2
≈ 1
2mec2
− E˜−Vˆ
4m2ec2
. (4.31)
Finally inserting it into (4.29) and after some algebraic manipulation one ob-
tains the following eigenvalue equation[
Pˆ2
2me
+Vˆ − Pˆ
4
8m3ec2
− Pˆ ·
[
Pˆ,Vˆ
]
4m2ec2
− iσˆ · Pˆ×
[
Pˆ,Vˆ
]
4m2ec2
]
χ = E˜χ . (4.32)
The equation (4.32) is called the Pauli equation [38]. The first two terms give
the Hamiltonian of the Schro¨dinger equation, the third is a relativistic correc-
tion to the kinetic energy, the fourth is simply an energy shift, and the last term
is the spin-orbit coupling or spin-orbit interaction. The latter can be written in
the following way
HˆSOI =
µB
h¯meec2
1
r
∂V (r)
∂ r
Sˆ · Lˆ , (4.33)
which clearly clarifies the origin of its name. Notice that (4.33) is derived from
Dirac’s equation (4.23) keeping terms of order 1/c2. The equation (4.33) for a
noncentral potential is often written as
HˆSOI =
h¯
4m2ec2
∇rV (r)× Pˆ · σˆ . (4.34)
M.I. Dyakonov says that one does not need Dirac’s equation nor QM to un-
derstand SOI because the electron has a magnetic moment [8]. In fact if an
electron moves with velocity v in an external electric field E it will see a mag-
netic field [68]
B=
1
c2
E×v , (4.35)
that couples with the electron magnetic moment µs explaining the physical
origin of SOI. It should be noted that starting from these premises, another
ingredient is needed to derive SOI because the correct result is twice as big as in
(4.33). This is why one needs a multiplication of SOI by the so called “Thomas’
one half ”factor. Its origin is the Thomas precession, again a relativistic effect.
An elementary derivation of the Thomas precession can be found in [69, 70]. It
is here sufficient to say that Thomas precession is a consequence of the fact that
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the composition of two successive Lorentz boosts 8 that are not collinear, is no
longer a pure boost but rather the product of a boost and a spatial rotation. In
other terms the Lorentz boosts do not form a subgroup of the Lorentz group
[71] In conclusion Dirac’s equation leads naturally to the correct SOI and in the
next section we will consider how SOI appears in semiconductors.
4.2.1 Spin-Orbit Coupling and the Dresselhaus Term
In presence of SOI the Hamiltonian Hˆ of an electron in a semiconductor be-
comes
Hˆ =
Pˆ2
2me
+Vˆ − h¯
4m2ec2
σˆ · Pˆ×∇rV (r) , (4.36)
where Vˆ is the periodic lattice potential energy. Within this single particle pic-
ture one wishes to solve the time independent Schro¨dinger equation for the
Hamiltonian above in order to find the energy spectrum. There are two meth-
ods for tackling this problem, one is the group theory [25, 46] , the other is the
Kane model [72]. Here we shall give only the basic physics behind the spin-
orbit coupling, the subject being very technical and beyond the scope of this
thesis.
The motions of the electrons in a semiconductor is characterized by the re-
lation between the energy band En(k) and the wavevector k. The presence
of SOI modifies the bandstructure of semiconductors, see for example the top
most valence bands of GaAs. Thus the SOI affects the orbital motions of the
electrons. It may affect also the spin dynamics through the combination of
two symmetry operations in semiconductors, inversion and time-reversal (TR)
symmetries.
The time-reversal (TR) plays an important role in semiconductors and in gen-
eral for the physics of materials.
TR symmetry can be defined by the operator T [73]
T : t→−t , (4.37)
i.e., a transformation which reverses the arrow of time. Wigner who intro-
duced this concept in 1932, called it reversal of motion [41]. TR is a fundamen-
tal symmetry and here briefly we shall give the results for physical systems,
both spinless and with spin 1/2. If a system is TR invariant, then its Hamilto-
nian Hˆ commutates with T [
Hˆ,T
]
= 0 . (4.38)
8A Lorentz boost is a Lorentz transformation which does not involve any rotation.
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Notice that the Hamiltonian (4.36) is TR invariant even when spin-orbit cou-
pling is absent. A general representation for the antiunitary operator T is [73]
T =UK , (4.39)
where K is the complex-conjugation operator and U is an unitary matrix [73].
In the spinless case T = K, while in the spin half case it can be written as [46]
T = Kσy . (4.40)
When spin is considered there is the twofold Kramers degeneracy [41, 73].
In fact let us denote with |n〉 the eigenstate of the operator Hˆ relative to the
energy En, then the state T |n〉 is also an eigenstate of Hˆ with the same energy
En. Kramers theorem says that these two states are distinct for systems with
half-integer spin, i.e., systems with an odd number of electrons [41]. Moreover
if the lattice has inversion symmetry then [46]
En↑ (k) = En↓ (k) , (4.41)
see Figure 4.2. Instead when the lattice lacks of inversion symmetry as it is the
case for a bulk GaAs the previous degeneracy (4.41) is removed, giving rise to
a spin-dependent energy splitting in BZ [25, 46], see Figure 4.3.
In the case of the bulk GaAs, the SOI has been calculated in 1955 by G. Dres-
selhaus. He has found that in the neighbourhood of the Γ -point, k= 0, and to
the lowest order in the wavevector k , the SOI Hamiltonian becomes HD , the
so-called Dresselhaus term, [5, 46, 74]
HD = h¯Ω ·σ , (4.42)
where the vector quantity Ω(p), Larmor frequency vector, is defined by
Ω=
γso
h¯4
{px(p2y− p2z ), py(p2z − p2x), pz(p2x− p2y)} , (4.43)
In the equation (4.43) we assume a parabolic energy momentum dispersion re-
lation, i.e., p = h¯k 9. The coupling strength γso of this cubic Dresselhaus term
has values in the range from 8.5 to 34.5 eV A˚, its exact value being not yet de-
termined [74].
9The px, py, pz denote the momentum components along the cubic crystal axes.
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E(k)
k
0
Figure 4.2: A sketch of a solid bandstructure where both spin-orbit interac-
tion and inversion symmetry are present. The energy levels become doubly
degenere.
E(k)
k
0
Figure 4.3: A sketch of a solid bandstructure where the spin-orbit interaction
is present but there is lack of the inversion symmetry. The degeneracy is re-
moved.
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4.3 Density Matrix for an Ensemble of Spins
In QM some systems can be represented by a single state vector, i.e., a ray in
Hilbert space and are called pure states. It is the case of systems prepared by
performing a maximal measurement which determines the values of a com-
plete set of commutating observables. The maximal measurement is not possi-
ble in systems which are prepared in such a way that some quantum numbers
may be known only through a probability distribution. This is the case of a
beam of particles which, for example, have 60% spin up and 40% spin down.
In order to treat these physical systems, called mixed states, J. Von Neumann
in 1927 introduced the density matrix formalism [37, 41].
Let us consider an ensemble of subsystems α = 1,2, · · ·N. Moreover let us
assume that each subsystem is in a pure state |α〉 that can be expanded into
orthonormal eigenvectors |n〉 of some complete set of operators, then
|α〉=∑
n
c(α)n |n〉 , (4.44)
with
c(α)n = 〈n |α〉 ∑
n
|c(α)n |2 = 1 . (4.45)
The expectation value of an operator Aˆ in the pure state |α〉 is then
〈A〉α =
〈
α
∣∣ Aˆ ∣∣α〉=∑
n
∑
n′
c(α)∗n′ c
(α)
n
〈
n′
∣∣ Aˆ ∣∣n〉 , (4.46)
and its average value over the ensemble is
〈A〉=
N
∑
α=1
Pα 〈A〉α , (4.47)
where Pα denotes the probability to obtain the subsystem α among the ensem-
ble. Clearly being a probability the quantities Pα need to be such that
0≤ Pα ≤ 1 ,
N
∑
α=1
Pα = 1 . (4.48)
Then the density operator ρˆ is defined as [37, 41]
ρˆ =
N
∑
α=1
|α〉Pα 〈α| , (4.49)
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and the density matrix
ρnn′ = 〈n| ρˆ
∣∣n′〉= N∑
α=1
〈n |α〉Pα
〈
α
∣∣n′〉 . (4.50)
The advantage of the density matrix comes from the fact that its knowledge
allows us to calculate the statistical average of any operator Aˆ via [41]
〈A〉=
N
∑
α=1
〈
n
∣∣ ρˆAˆ ∣∣n〉= Tr(ρˆAˆ) . (4.51)
We recall that the density operator is positive semidefinite Hermitian, i.e.,
ρˆ = ρˆ† , ρnn = 〈n| ρˆ |n〉 ≥ 0 , (4.52)
where ρˆ† is the Hermitian conjugate of ρˆ . Furthermore
Tr
(
ρˆ2
)≤ Trρˆ = 1 . (4.53)
The relation (4.53) holds for any density matrix representation as the trace is
basis-independent. If the system is in a pure state |λ 〉 then the density operator
becomes a projection operator
ρˆ = |λ 〉〈λ | . (4.54)
The time-evolution of the density operator in the Schro¨dinger picture is given
by the so-called Liouville-Von Neumann equation
ih¯
∂ ρˆ
∂ t
= [Hˆ, ρˆ(t)] , (4.55)
where Hˆ is the Hamiltonian operator relative to the physical system consid-
ered. In the case of a time-independent Hamiltonian, the differential equation
(4.55) is readily solved, giving
ρˆ(t) = e
−iHˆt
h¯ ρˆ(0)e
iHˆt
h¯ . (4.56)
We conclude this section, specializing in the previous formalism for a system
of spin 12 particles. Let us consider only the spin
1
2 case, in a way that the 2×2
density matrix is evaluated over the eigenstates |χ〉 of the spin operator along
any direction Sˆn, i.e., 〈χ | ρˆ |χ ′〉. Then for a well known property of the Pauli
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matrix, [41], the density matrix can be written as
ρ = a0I+axσx+ayσy+azσz , (4.57)
where I is the unit 2×2 matrix and a0 = 12 and ax,ay,az are three complex num-
bers. Defining the three-component vector a= (ax,ay,az), then (4.57) becomes
ρ = a0I+a ·σ . (4.58)
It follows from the above definitions and the properties of the Pauli matrices
that
ρ =
1
2
(
I+σ · P˜) , (4.59)
where the spin polarization vector P˜ is defined by
P˜= 〈σ〉 . (4.60)
The physical meaning of the spin polarization vector can be understood if we
diagonalize the matrix ρ in (4.59), finding [37]
ρ =
[
1
2(1+ P˜) 0
0 12(1− P˜)
]
, (4.61)
where P˜ is the magnitude of the spin polarization vector. Clearly from (4.61)
the eigenvalues 12(1+ P˜) and
1
2(1− P˜) of ρ are the probabilities to find the pure
states |↑〉 and 〈↓| respectively in the ensemble. In this case as P˜ = (0,0, P˜) and
because a general spin state can be written as
|χ〉= a+ |↑〉+a− |↓〉 , (4.62)
one finds
P˜= |a+|2−|a−|2 (4.63)
and therefore if P˜ = 0 the two probabilities are equal to 12 and the system is
completely unpolarized. If P˜ = 1 or P˜ = −1 then the system is completely po-
larized and for the pure states |↑〉 and |↓〉 the density matrix becomes
ρ+ 12 =
[
1 0
0 0
]
, for P˜= 1 , (4.64)
and
ρ− 12 =
[
0 0
0 1
]
, for P˜=−1 , (4.65)
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Notice that for completely polarized pure states Tr
(
ρ2
)
= 1. If 0< |P˜|< 1 then
the system is said partially polarized. So it is common to call |P˜| the degree of
polarization of the system [37].
4.4 Spin Relaxation Mechanisms in n-type GaAs
Let us assume that it is possible to inject an ensemble of spins, fully polar-
ized, namely in the z− direction, into a bulk nonmagnetic semiconductor. We
observe that there are always some physical processes which lead to spin re-
laxation. Physicists describe the decoherence mechanisms using terms and
concepts borrowed from Nuclear Magnetic Resonance (NMR). For a spin en-
semble of mobile electrons there are two quantities T1 , T2 called spin relaxation
time (also called longitudinal or spin-lattice time) and spin dephasing time
(also transverse or decoherence time or spin-spin relaxation time) defined via
the Bloch-Torrey equations [5, 12]. In NMR experiments a sample of spin 1/2
nuclei is placed between the poles of a strong static magnetic field of strength
B0, let us say along the z- direction, and is inserted inside a coil driven by a
pulsed radio frequency oscillator [12]. The overall magnetic B field acting on
the nuclear spin is then
B= B0zˆ+B1(t) , (4.66)
where the magnetic oscillating field B1 is perpendicular to the unit vector zˆ.
The phenomenological Bloch-Torrey equations for the total magnetization M,
relative to an ensemble of mobile electron spins [5] are given by
∂Mx
∂ t
= γ (M×B)x−
Mx
T2
+D∇2Mx , (4.67)
∂My
∂ t
= γ (M×B)y−
My
T2
+D∇2My , (4.68)
∂Mz
∂ t
= γ (M×B)z−
Mz−M0z
T1
+D∇2Mz , (4.69)
where γ = gµb/h¯ is the electron gyromagnetic ratio, g is the effective electron
g-factor, D is the diffusion coefficient that for cubic semiconductors can be as-
sumed a scalar quantity, M0z = χB0 is the thermal equilibrium magnetization,
and χ is the system static magnetic susceptibility. The Bloch-Torrey equations
well describe the experimental results of optical orientation and electron spin
resonance. The terms containing T1, T2 in the above equations were introduced
by F. Bloch in 1946 as he realized that a nuclear spin system was subject to
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two different types of damping. The time constant T1 is the time necessary for
the longitudinal magnetization to reach equilibrium. In the case of longitu-
dinal relaxation, there is change in energy accompanynig the variation of Mz
typically due to the interaction of the electron spins with the crystalline lattice
phonons, hence the name spin-lattice relaxation. In the absence of a magnetic
field, T1 describes the relaxation of a nonequilibrium spin population, i.e., the
diagonal elements in the spin density matrix, towards equilibrium. The time
constant T2 is the time during which the ensemble of transverse electron spin
components, initially in phase, lose their phase precessing about the longitudi-
nal field, due to spatial and temporal fluctuations of the precessing frequencies
[5]. The latter is in general a decay of coherent spin oscillations, or off-diagonal
spin density matrix elements. As the energy-conserving changes in the trans-
verse components of M, can occur only trough the interactions within the spin
system itself, the name spin-spin relaxation is also used [12].
For mobile electrons a contribution to T2 comes from the so-called inhomo-
geneous broadening, due to the g-factor spatial inhomogeneities that make the
electrons to experience different spin precession rate and giving rise to dephas-
ing. However in many situations this contribution is cancelled out by the so-
called motional narrowing which is an inhibition of phase change by random
fluctuations [5, 19], see the section 5.4 for a quantitative discussion.
In the present study we shall denote the spin dephasing time by one time-
constant τs and call it spin relaxation time (SRT). The way in which τs is calcu-
lated in our case is shown in Appendix E .
In the case of GaAs there are four important spin relaxation mechanisms:
the Bir-Aronov-Pikus (BAP) mechanism , the hyperfine interaction, the Elliott-
Yafet (EY) mechanism and Dyakonov-Perel (DP) mechanism. In following a
brief review of these decoherence processes is given.
A spin polarized electron population can trigger a dynamic nuclear polariza-
tion of lattice nuclei that have nonzero spin, like in GaAs. This process is very
slow compared to characteristic electron time scale, i.e., a few picoseconds. Its
effect is to create a random effective magnetic nuclear field that can have a
magnitude of a few Tesla. This field influences only the spin dynamics, not the
orbital motion, causing spin relaxation. This process is called Hyperfine Inter-
action [8]. It increases with the atomic number of the atoms. In bulk GaAs the
experiments show that it is the main source of spin relaxation at low temper-
atures and for electronic concentrations below the metal-insulator transition,
i.e. , about 5×1016 cm−3 [15, 16].
Bir-Aronov-Pikus is the dominant spin relaxation mechanism in p-doped
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semiconductors. In this case the electrons with spin up exchange their spin
with holes with spin down. The spin relaxation rate is proportional to the
number of holes [8, 19]. In n-type III-V semiconductors clearly this mechanism
is ineffective due to the lack of holes.
Elliot-Yafet mechanism arises from the fact that SOI mixes the spin states of
the electron wavefunction in the conduction band. In this case the single Bloch
wavefunctions of an electron in the CB of index n can be written as [5]
ψkn↑(r) = [akn (r) |↑〉+bkn (r) |↓〉]eik·r , (4.70)
ψkn↓(r) =
[
a∗−kn (r) |↑〉+b∗−kn (r) |↓〉
]
eik·r , (4.71)
where akn, bkn are complex lattice-periodic coefficients. Clearly they are not
eigenstates of σˆz even if we still label them using |↑〉, |↓〉. This notation is used
as in most of cases |akn| ≈ 1 meawhile |bkn|  1 [5]. Because the electronic
states in conduction band are no longer spin eigenstates, any perturbing po-
tential even if spin-independent can cause electron spin-flip. Thus it follows
that electron spin-flips may happen in electron scattering off the ionized impu-
rities and phonons [75]. It was believed that EY becomes important in narrow
band-gap III-V n-type semiconductors, for instance, n-InSb (Eg = 0.2355 meV ),
at low temperature. Recently it was found using the kinetic spin Bloch equa-
tion (KSBE) that instead DP is still the dominant spin relaxation mechanism
even at low temperature in the range of densities where the two mechanisms
compete [76].
Finally the main source of spin relaxation in n-GaAs in the regime under
our investigation is the Diakonov-Perel mechanism. The spin energy splitting
due to the bulk inversion asymmetry of GaAs, is equivalent to an effective
magnetic field whose Larmor frequency Ω(k) defined in (4.43), is electron mo-
mentum dependent. In this case during their motion the electrons undergo a
spin precession given by the Dresselhaus term HD in (4.42). Roughly we can
say that spin relaxation due to DP happens as a result of the action of fluctu-
ating effective magnetic fields. These fields cause spin precession at frequency
ω and have a characteristic correlation time τc over which the fields can be
approximately considered constant [8].
4.5 Ensemble Monte Carlo for Spin Dynamics
The Ensemble Monte Carlo method has been used extensively in modeling
charge transport in semiconductor materials and devices. It can be used to
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simulate specific devices and to include various scattering mechanisms, ma-
terial properties and different boundary conditions, which makes it a highly
flexible technique [26, 27].
This Monte Carlo method is a semiclassical approach in which the basic
transport simulation in any semiconductor device begins with the random
generation of free flight time for each particle which ends with a scattering
event changing the energy and momentum of the particle. The process is
then repeated for the next set of free flights. The free flight time is given by
τ =−ln(r)/Γ where r is any random number between 0 and 1 and Γ is the total
scattering rate (including self-scattering 10) calculated at the beginning of the
simulation. In between the scattering events the charge carriers are considered
to propagate along a classical trajectory and are influenced by external forces
due to applied electric and magnetic fields. The equations of motion for the
free flight make use of the electric field obtained by solving the Poisson equa-
tion consistent with the device boundary conditions, see [27]. At the end of
each free flight the type of scattering responsible for terminating it is chosen
by using a random number between 0 and Γ, and then the new energy and mo-
mentum of the particle are calculated, see Appendix D. In order to update the
momentum in an efficient way we implement a different algorithm described
in Appendix D.
The scattering mechanisms considered in our simulation are scattering be-
tween electrons and phonons and scattering of electrons with ionized impu-
rities. Phonon scattering involves both acoustic and optical modes as well as
absorption and emission of phonons. The corresponding scattering rates are
calculated using Fermi’s Golden rule. Data sampling is done at regular time
intervals ∆t to allow for estimation of dynamic carrier parameters like position,
velocity, energy as well as to update potentials and fields. The choice of this
time interval ∆t depends on the stability criteria [27].
The next step is to integrate the spin dynamics in the Monte Carlo simulation.
At the beginning of the simulation when positions and velocities are assigned
to carriers, a single electron spin density matrix ρi is defined for each particle
as
ρi(t) =
[
ρi ↑↑ (t) ρi ↑↓ (t)
ρi ↓↑ (t) ρi ↓↓ (t)
]
. (4.72)
During the free flight sequence the spin of each particle evolves coherently
which can be represented as
10Self-scattering is a fictitious scattering where actually nothing happens to the carrier. It is
a scheme devised to greatly facilitate the calculation of the carrier time of flight [27].
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ρi(t+ τ) = e−i(HD)τ/h¯ρi(t)ei(HD)τ/h¯. (4.73)
Here, HD is the spin dependent Hamiltonian (4.42) to incorporate the spin-
orbit mechanism responsible for the relaxation of spin polarization. In the
present calculations we have included only Dyakonov-Perel mechanism for
spin relaxation as in n-type GaAs is the dominant one [15, 28, 76], at least in the
range of temperatures and densities we consider. In DP mechanism, between
the scattering events, electron spins precess with an effective, momentum de-
pendent, Larmor frequency Ω. The direction of the momentum p changes due
to electron scattering events, which results in spin reorientation. In our simu-
lation the Hamiltonian HD is given by the formula (4.42). Thus, the evolution
operator in equation (4.73) is given by
e−i(HD)τ/h¯ =
 cos(Aτ)− i
C
Dsin(Aτ) −i BDsin(Aτ)
−iB∗D sin(Aτ) cos(Aτ)+ iCDsin(Aτ)
 . (4.74)
In the above equation,
A= γso
h¯3
{[px(p2y− p2z )]2+[py(p2z − p2x)]2+[pz(p2x− p2y)]2}1/2,
B= [px(p2y− p2z )]− i[py(p2z − p2x)],
C = [pz(p2x− p2y)], and
D= {[px(p2y− p2z )]2+[py(p2z − p2x)]2+[pz(p2x− p2y)]2}1/2.
The normalized spin polarization density can be written as
Pα = ΣiTr(σαρi)/ΣiTr(ρi). (4.75)
After each scattering event the particle momentum is updated and hence
its Larmor frequency Ω. The spreading of these frequencies as the simulation
proceeds ultimately causes the spin polarization to decay. In our simulation
we consider the lowest conduction band in the effective mass approximation.
4.6 Results
This section is based on work done by S. Kapoor, myself, F. Rossi and I. D’Amico.
We wish to analyze the effects of temperature and applied bias on electrically
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injected spin polarization for the previous physical model where we discard
the electron-electron interaction. We have simulated a simple spin-transport
device consisting of a 3-dimensional n-type GaAs sample sandwiched between
a ferromagnet (FM) and a non-magnetic material (NMS) as shown in Figure
(4.4). It is a layered structure with electrical spin injection from the ferromag-
net into the semiconductor layer. The presence of the FM and NM layers is
simulated by implementing a fully polarized
(
ρi(0) =
[
1 0
0 0
])
and an un-
polarized
(
ρi(0) =
[
0.5 0
0 0.5
])
spin reinjection from the left and right-end
side respectively, into the GaAs layer. A bias is applied to the GaAs layer.
Charge neutrality condition is implemented i.e. when an electron exits the
GaAs layer, a new particle is reinjected at the other end of the device with a
thermal velocity. The electric- field profile along the x direction is computed
self-consistently at each time step via a coupled Poisson-Monte Carlo solution.
Spin dynamics is calculated via the evolution of the spin polarization vector
according to the equations (4.73-4.75).
Values of the spin-orbit coupling parameter γso, reported in the literature
show a wide variation. Our studies on the temperature dependence of spin re-
laxation time in n-type bulk GaAs yields similar results to the ones obtained
recently by Jiang et al. [76] using a kinetic spin Bloch equations approach
when the same values of γso are used. Similar to [76], we also find a good
agreement with experimental results in [15] for temperatures greater than 20
K with γso = 8.2 eV A˚3. Following [76] have used γso = 23.9 eV A˚3 for the range
of temperatures and densities considered in the simulation results presented
here.
In this section we analyze the effect of varying temperature and applied bias
on the spin relaxation time in an n-type GaAs sample. The GaAs layer is uni-
formly doped with a carrier density of 1×1017 cm−3 and its length is taken as
Figure 4.4: Sketch of the studied system
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Figure 4.5: Variation of spin polarization with bias at the start of the simulated
n-type GaAs layer at different temperatures after 20ps.
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Figure 4.6: Variation of spin polarization with bias at the end of the simulated
n-type GaAs layer at different temperatures after 20ps.
0.1 µm. The total number of simulated particles is 200000 and the sampling
time step is ∆t = 0.1 f s. Each simulation is run for 200000 time steps, i.e. for
20 ps. Figures 4.5 and 4.6 show the temperature and bias dependence of spin
relaxation for the n-doped GaAs layer. The spin polarization decreases with
the increasing temperature. For a particular temperature an increase in ap-
plied field enhances the spin polarization in the system. Figure 4.5 is plotted
for the spin polarization (as defined by the equation (4.75) ) at the left end of
the GaAs layer whereas Figure 4.6 shows the residual spin polarization at the
right end of the GaAs layer after a simulation time of 20 ps. Our results agree
with the experimental [15, 77] and theoretical [76, 78] results which also pre-
dict that spin relaxation time decreases with increase in the temperature of the
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Figure 4.7: Spin polarization over the device length after 20 ps at 300 K and for
varying applied bias.
system. In the high temperature regime, the effect of temperature on DP mech-
anism of spin relaxation is mainly determined by inhomogeneous broadening
which is proportional to T 3 [76]. The spin dephasing is considerably affected
by the applied fields. For no applied bias, at the start of the device the carriers
show high spin-coherence which can be estimated in terms of approximately
80% spin polarization sustained in the device. We note that even though the
injection condition from the FM interface is 100% polarization, the spin polar-
ization close to the FM interface is decreased to less than 80% for no applied
fields due to particle diffusion. This value decreases to about 20% at the end
of the device. This can be seen in Figure 4.7 in which we have plotted the spin
polarization over the whole length of the device after 20 ps, for a temperature
of 300 K and for varying applied bias. At high applied fields the spin polar-
ization is enhanced and at the end of the simulation more spin-coherence is
retained in the system (approx. 50% at the right end of the GaAs sample for a
bias of 0.036 V). This seems in agreement with the high-field effect predicted
in [79]. We also have calculated the average spin polarization in the system at
the end of the simulation time and this is shown in Figure 4.8. It is seen that
for zero applied bias the system has an average of 50% spin polarization and
this increases to nearly 80% for high bias (0.036 V) at 300 K. A similar trend
is seen for lower temperatures but the system retains more spin-coherence in
these cases, up to ∼ 85% at 200 K.
In conclusion our results show that increasing temperature reduces the spin
relaxation times whereas high applied bias corresponds to a longer spin mem-
ory in the system.
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Figure 4.8: Spin polarization averaged over the device vs bias after 20 ps and
for three different temperatures.
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Chapter 5
The Effect of Electron-Electron
Scattering on Spin Relaxation Time
The electron-electron (e-e) collisions are considered of minor importance for
charge transport in semiconductors and in metals. As the total momentum of
the electron gas is not changed by e-e collisions, the e-e scattering has a negli-
gible effect on the mobility [80]. This is the reason why generally e-e scattering
is not included in EMC calculations for charge transport, being also a diffi-
cult task, especially in the past when large computational resources were not
available. In the metallic regime the Fermi gas with many-body Coulomb in-
teraction is well describe by the framework of the Landau theory of the Fermi
Liquid [45]. In this case the e-e scattering is very weak due to the Pauli exclu-
sion principle and partly to the screening of the Coulomb interaction. This ex-
plains the success of the free electron model of metals (Drude Model) [10, 45].
However the e-e scattering affects the mobility in an indirect way as it mod-
ifies the energy distribution function and in particular is responsible for the
thermalization of the non equilibrium carrier distribution. In fact from our
EMC simulations we observed that without e-e scattering our system cannot
reach the equilibrium even after a long time. The only dissipative scattering
mechanism in our model is the POP scattering but its action evidently is not
enough for the thermalization of the simulated electron ensemble. Despite
the fact that the e-e scattering may be discarded for charge transport, some
recent theoretical studies have shown that e-e interaction plays an important
role in spin relaxation in III-V semiconductors [33, 76]. In particular Glazov
and Ivechenko [33] have shown that e-e interaction slows down the spin relax-
ation due to the DP mechanism. In this chapter we shall present and discuss
our results about the SRT due to DP mechanism in a n-type bulk GaAs.
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5.1 The Electron-Electron Scattering in the Nonde-
generate Regime
Within the RPA, Bohm and Pines [81] have shown that it is possible to describe
the Coulomb interaction between the electrons as a result of two contributions.
One is from the collective long-range behaviour (the electron-plasmon inter-
action) and the other comes from the individual electron-electron scattering.
In the present work we consider only the latter as plasmon energies are very
small compared to the other quasiparticles involved in collisions. For instance
in GaAs plasmon energies becomes of the order 35 meV , i.e. likewise polar op-
tical phonons, for electronic concentrations ne ∼ 5× 1017 cm−3. Here we shall
consider the following range of electron densities (ne = 1016 to 2.5×1017 cm−3)
at relatively high temperatures (280 ≤ T ≤ 400K) in order to compare our re-
sults with the experimental ones obtained by Oertel et al. [28]. However for
the sake of completeness we should recall that for electronic concentrations
greater than ne∼ 5×1017 cm−3 the electron-plasmon scattering can no longer be
ignored 1. Moreover because GaAs is a polar semiconductor the situation be-
comes more complicated. In fact in the degenerate regime the longitudinal op-
tical phonons becomes coupled via long-range polarization fields to the elec-
tronic system giving rise to plasmon-phonon coupled modes that are damped
by the particle-hole excitations, the so-called Landau damping [82, 83]. From
the phyiscal assumptions given in [81] the short range component of the e-
e interaction can be approximated by the following screened (Yukawa-type)
Coulomb potential for distances shorter than the screening length
v12(|r1− r2|) = e
2
4piε|r1− r2|e
−βTF |r1−r2| (5.1)
r1,r2 are the (spatial) coordinates of the colliding electrons. Only binary electron-
electron collisions are considered here as they are the most likely and effective
scattering events. Indeed multiple scattering events can also happen, mainly in
high carrier concentrations. The quantum states of the mobile electrons should
be localized wavepackets but as it was already discussed in Chapter 2, they can
be equivalently represented by plane wave states which we assume to hold in
the following. Then the electron-electron (intravalley) scattering rate in the
nondegenerate regime in EMC can be calculated by 2 [27]
1The plasmon energy is given by h¯ωp where the plasma frequency is ωp =
√
nee2
ε0m∗ [10].
2For convenience the formula (5.2) can be transformed to an integral using the continuum
limit ∑k→ V(2pi)3
∫
dk.
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wee(k0) =
m∗e4
h¯3Vε2∑k
fk
|k−k0|
β 2TF
[|k−k0|2+β 2TF]2 , (5.2)
where V is the volume of crystal, fk is the carrier distribution function, in
general unknown except at equilibrium, k0 is the wavevector of the colliding
electron and the sum runs over all the other states in the electon ensemble.
Once the electron partner of wavevector k involved in the collision is chosen,
the new updated states k′0, k
′ of the colliding electrons can be determined from
the conservation of total energy and momentum and from the normalized scat-
tering angular distribution [27]
P(θ)dθ =C
sinθdθ[
g2 sin2 (θ/2)+β 2TF
]2 , (5.3)
where C is the following normalization constant
C =
β 2TF
(
g2+β 2TF
)
2
, (5.4)
g denotes the magnitude of the vector g = k− k0, θ is the angle between g
and its updated g′ = k′−k′0 after the collision. A parabolic energy-momentum
dispersion is assumed throughout.
The formula (5.2) needs to be given a careful consideration. From its deriva-
tion in [84] one realizes that the form of wee is due to our complete ignorance
of the electron partner involved in the collision. This causes the necessity to in-
clude the distribution function of the electronic ensemble. Moreover the sum
over all momenta of the carriers in conduction band is still a consequence of
the ignorance about the scattering partner and makes (5.2) cumbersome and
computationally demanding as the number of the carriers simulated in our
case is at least 25,000 particles. In Ensemble Monte Carlo simulations eventu-
ally one must choose randomly the scattering partner in the ensemble in order
to update the dynamical variables of the scattered electron and its partner. So
from this perspective we can argue about the actual necessity of (5.2) in EMC
simulations. Once the scattering partner is given in some way, then consid-
ering the following facts it is possible to use a different formula for including
the electron-electron scattering rate. Firstly we notice that (5.2) is derived by
FGR as for all the scattering mechanisms in EMC. This is a constraint of the
Ensemble Monte Carlo algorithm. Then if we consider the scattering between
two electrons or between an electron and a single ionized impurity by look-
ing at the matrix element in FGR, which gives the strength of the interaction,
we realized there is no difference between an attractive and repulsive poten-
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tial. This is a consequence of the BA. In other words Born approximation is
not sensitive to the sign of the scattering potential. Therefore we may consider
to use the electron-impurity scattering rate insofar some additional physical
assumptions hold. In our model the internal structure of a single ionized im-
purity will be ignored. Also the antisymmetry of the colliding electrons will
be ignored. Then that the Brooks-Herring for electron-impurity scattering rate
(see formula (D.8) in Appendix D) can be used for the electron-electron case.
Keeping in mind that now the masses involved in the collision are the same, in
the following analysis we shall have E =Elab/2 and m∗=m∗lab/2, i.e., the energy
and the effective mass of the colliding electron associated to the relative mo-
tion and Elab is the electron energy in the laboratory frame, see equation (2.17)
. In (D.8) we must identify the impurity doping concentration ni with the elec-
tronic concentration ne. The final scattering rate wee in BA for e-e scattering in
EMC is then
wee(E) =
2
5
2pinee4
(4piε)2
√
m∗E2β
√
E
1+4E/EβTF
. (5.5)
EβTF is defined by the relation (D.9), see Appendix D.
In the following we shall denote equivalently wee(k) or wee(E) or wee(v) when
referring to scattering rates expressed in terms of wavevector, energy or ve-
locity variables, respectively. In Figure 5.1 it is shown the behaviour of the
electron-electron scattering rates for two different electronic concentrations at
T = 300 K. The maxima of the scattering rates happen at enery values EβTF/4.
It is evident that the scattering rates becomes very peaked towards low den-
sities. This is a direct consequence of assuming that a Yukawa screend po-
tential can describe the interelectronic potential even at low densities. The
electron-electron scattering time τee is of the order of few ps at room tempera-
ture and for the densities considered here.
It is important for the later discussion to recall here, in analogy with electron-
impurity scattering, the angular scattering probability distribution for electron-
electron scattering P(θ ,E)
P(θ ,E)dθ =
(
1+ EEβTF
)
sinθdθ
2
[
1+ EEβTF
sin2 θ2
]2 , (5.6)
being θ the scattering angle in CoM 3.
3P(θ ,E) can be derived from (5.6) or also from the scattering angular probability distribu-
tion for electron-impurity, see [27].
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Figure 5.1: Comparison of the electron-electron intravalley scattering rates for
different electronic concentrations, ne = 1016 cm−3 (dashed line) and ne = 1017
cm−3 (solid line) at room temperature in GaAs.
Let us now define the following parameter
ηE =
4E
EβTF
, (5.7)
then P(θ ,E) becomes
P(θ ,ηE)dθ =
2(4+ηE)sinθdθ[
4+ηE sin2 θ2
]2 . (5.8)
The scattering angular distribution (5.8) is shown in the Figure 5.2 for differ-
ent values of ηE . In comparison to (5.8) we notice that the scattering angular
distribution of a pure Coulombic potential is energy independent, see Ruther-
ford formula [37]
P(θ)dθ =
dθ
sin4 12θ
, (5.9)
and it diverges for small scattering angles. This is also the reason why the total
cross-section of a pure Coulombic potential is infinite.
We show that for our model of the interelectronic potential, i.e., a screened
Yukawa potential V (r) = −(Ze2/4piεr)e−r/a whose screening length a is given
by a finite temperature LTFA, the Born approximation is never satisfied at low
energies. The BA requires that close to the scattering centre at r = 0 there is a
distortion of the colliding particle wavefunction that we can assume roughly
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Figure 5.2: The scattering angle probability distribution P(θ ,ηE) for different
values of ηE , ηE = 100 (solid line) and ηE = 0.01 (dashed line). It is evident
that increasing the parameter ηE , i.e., the energy of the colliding electron, the
distribution becomes peaked at small angles. In other words the collisions in
forward direction become favoured.
a plane wave. For a spherically symmetric potential V (r) this condition can be
written as [38, 43]
µr
h¯2k
∣∣∣∣∫ ∞0
(
e2ikr−1
)
V (r)d r
∣∣∣∣ 1 , (5.10)
and substituting the screened Coulomb potential (2.77) into (5.10) we obtain
[38]
2µrZe2a
h¯2k
∣∣∣∣∫ ∞0 sinxx eix−x/kad x
∣∣∣∣ 1 , (5.11)
where x = kr is a new variable of integration. In the low energy limit, ka 1,
the inequality (5.11) becomes [38]
2µrZe2a
4piε h¯2
 1 . (5.12)
The low energy condition 4 (5.12) assuming that the interaction range a' λTF
4The low energy limit within BA requires that ka 1. We can express it in term of the
colliding carrier energy E . Then it becomes E  EβTF which may be barely satisfied by the
most likely colliding electrons, recalling that the maxima of the scattering rates are at energy
values E = Eβ/4.
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and recalling that in our case, Z = 1, µr = m∗/2 becomes
R=
m∗e2λTF
4piε h¯2
=
λTF
a∗0
 1 , (5.13)
where we used the definition of the effective Bohr radius (3.21). The inequality
(5.13) is never satisfied for λTF calculated at T = 300 K in the range of the
electronic densities of interest, see Figure 5.3 5
This confirms that the BA is not a good approximation for low energy col-
lisions. One may think that including the second term of the Born series that
the situation can improve. Unfortunately it has been shown that for a Yukawa
potential the second Born approximation fails miserably[37]. The comparisons
for the differential cross-section have been done with the exact results calcu-
lated using the partial wave method. The calculated differential cross-section
in BA for a Yukawa gives values that in general can be slightly smaller or
greater relative to the exact value. We do indeed conclude that clearly we
cannot trust them too much.
How much the scattering is overstimated is a complicated issue which relies
on the true knowledge of the interelectronic potential. Kukkonen and Smith
[85] using the method of phase shifts assuming a scattering potential like (5.1)
in metals have found that the electron-electron cross section is overstimated by
a factor 2. As in the present work the antisymmetry of the colliding carriers is
not taken into account, we should expect that in our case the electon-electron
scattering probability overstimates by more than twice the actual probability
in high density limit when the semiconductor becomes metallic.
5.2 Third-Body Rejection
The standard theory of scattering relies on the assumption that only binary
collisions are likely to happen, this is why one requires that in the scattering
experiments the target is thin enough. In nuclear and atomic physics, non-
relativistic three-body scattering, in contrast to the three-body problem in clas-
sical mechanics, can be solved iteratively as done by Faddeev equations [37].
Instead of treating three-body collisions, it may be easier to exclude the third
body. In the field of semiconductor physics this task has been accomplished
by Ridley [86]. Requiring that only two particles are involved in a scattering
event, Ridley has introduced a probability that weights a two-body scattering
5The right-hand term in the inequality (5.13) is nothing but than a rescaling of screening
length.
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Figure 5.3: The ratio R in (5.13) is plotted against the electronic densities of
interest at T = 300 K.
event in a way that there is no third-body within the impact parameter b of
the colliding particles. Ridley did it in order to reconcile the calculations of the
mobility in semiconductors which use two different scattering formulae for
electron-impurity scattering, the Conwell-Weisskopf and Brooks-Herring for
pure Coulombic potential and for a Yukawa screened potential, respectively.
As we do not include the (fermionic) antisymmetry of the colliding electrons,
we can extend a similar analysis to the electron-electron scattering in the non-
degenerate regime. Then the probability P(tbr) is defined as [86]
P(tbr) = e−pineab
2
, (5.14)
and the following quantity a, roughly the average distance between the scat-
tering centres, is defined by [32]
a=
4
pi
1
3
√
ne
. (5.15)
Notice that the impact parameter b is essentially a classical concept, see Fig-
ure 5.4, as we need to know the actual trajectory of scattered particles to de-
termine the differential cross-section. Clearly the classical concept of trajec-
tory clashes with the Heisenberg’s uncertainty principle. In classical physics
in some cases it is possible to give the functional dependence of b upon the
scattering angle θ .
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Figure 5.4: The scattering of a classical particle. The position of the colliding
particle A with velocity vA can be defined by the cylindrical coordinates (b,φ ,z).
B is the scattering centre and θ is the scattering angle. The impact parameter b
is the distance of the asymptotic particle path from the line of head-on collision.
The general differential relation between b and θ is [37]
bdb= b
∣∣∣∣ bd (cosθ)
∣∣∣∣ |(cosθ)| , (5.16)
and recalling the definition of the differential solid angle, the differential cross-
section can be written as
σ (θ) =
b
sinθ
∣∣∣∣ dbdθ
∣∣∣∣ . (5.17)
The determination of b(θ) is not an easy task. In classical mechanics for
central force problems it is determined from the orbit equation. For a pure
Coulombic potential the following simple result is given [87]
b(θ) =
Z1Z2e2
2(4piε)E
cot
θ
2
. (5.18)
In the case of a Yukawa potential the relation is 6[86]
b2 (θ) =
C2(
1+β 2TF
) (1− sin2 θ2 )(
sin2 θ2 +β
2
TF
) (5.19)
where C is defined as
C2 =
4e2
(4piε)2 (4E)2
. (5.20)
For Ensemble Monte Carlo simulations we need a scattering rate w(tbr)ee for
the third-body rejection (tbr) . Van de Roer and Widdershoven derived the
following formula [88]
6Notice that it may be useful to use this integral relation pib2 =
∫ pi
θ σ (E,θ ′)sinθ ′dθ ′, see [88].
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w(tbr)ee (v) =
v
a
[
1− e
(
− awee(v)v
)]
. (5.21)
Van de Roer and Widdershoven stated that the scattering rate given by (5.21)
should reduce the number of scattering events with large impact parameters,
i.e., with small scattering angles [88]. Clearly in our model there may not be
large arbitrary impact parameters. In fact the collisions of electrons happen in
distances of order λTF according to model we consider here. There is also a
bound for the impact parameter, i.e., b< λTF .
Now we shall give the reason for which we think third-body method is
suitable in our model. In the scattering theory, see Chapter 2, the differen-
tial cross-section assumes that the collisions involve only two particles. Our
electron-electron scattering rate is also derived assuming two-body collisions.
When the electronic densities increase and consequently the average distance
between the electrons in the conduction band decreases the ideal condition of
two-body scattering on which the concept of cross-section is built probably
is no longer satisfied. In strict analogy to electron-impurity scattering there
are reasons for believing that scattering processes which involves more than
two electrons simultaneously become important [32, 89]. In the case of the
three-body collisions 7, there exist already some methods to treat them. For ex-
ample, one can calculate the cross-section for a multi-potential scattering due
to an electronic pair [90] or otherwise can resort to Faddeev equations [37].
As far as we know these quite difficult techniques are not yet implemented
in Ensemble Monte Carlo. From this point of view it seems easier to use the
method devised by Ridley. Basically the third-body method introduces an ad-
ditional probability factor, “third-body exclusion factor ”which assures that the
collision are truly two-body processes. We can visualize how the third-body
method works. In an ideal collision only two particles A and B are involved
and σAB gives the probability of the collision, see Figure 5.5. Let us add a third-
bodyC to the system, see Figure 5.6. If we now look at the subsystem A+B we
realize that the scattering of particle A with B has smaller probability because
there is also a probability that A will scatter with C. Thus the cross-section
σAB should decrease and its new value is given by a new cross-section σ
(tbr)
AB
obtained by the previous one multiplied by the exponential factor in (5.14).
7Notice that the fermion antisymmetry is not considered in our model. This means that we
are treating the electrons like distinguishable classical particles.
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Figure 5.5: The collision of two particles A and B. The area of σAB is approxi-
mately proportional to the scattering probability of the system A+B.
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Figure 5.6: When a third bodyC is present, σAB is smaller and its value σ
(tbr)
AB is
now obtained by the third-body method.
5.3 Ensemble Monte Carlo Simulations
This work has been done together with Matthew Hodgson. My main contri-
butions among the others were the implementation of scattering and screening
theory and the final analysis of the results.
Let us summarize briefly the physical model which we consider for our sim-
ulations. We study carrier and spin dynamics in n-type bulk GaAs consid-
ering a single parabolic energy band, the central valley which determines an
effective isotropic electron mass. This approximation is justified as we do not
consider highly energetic electrons excited by laser pulse or by strong elec-
tric field, so that intervalley collisions are negligible. We include only normal-
type scattering events as Umklapp processes are negligible in direct gap doped
semiconductors. The scattering mechanisms considered are electron-acoustic
phonon scattering, electron-polar optical phonon scattering, electron-single
charged ionized impurity scattering in Brooks-Herring approach and finally
electron-electron scattering. The polar optical phonon scattering which in-
cludes absorption and emission with a threshold energy of 35 meV is the only
dissipative process. Phonons are considered at equilibrium at the lattice tem-
perature T . The scattering rates of electrons from an initial state |i〉 and a final
state | f 〉 are calculated to first order according to the Fermi Golden Rule. The
screened Coulomb potential for electron-electron and electron-impurity inter-
actions are determined in the static limit and for a small momentum transfer
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by LTFA as explained in Chapter 3. The scattering rates for each collisional
mechanism are described in section 5.1 and Appendix D.
The carrier and spin transport are simulated through Ensemble Monte Carlo
method. The initial electron positions and momenta are chosen in the fol-
lowing way. The electron positions are generated randomly inside the bulk
semiconductor by the generation of uniform pseudorandom numbers. Their
momenta are generated according to a Maxwell-Boltzmann distribution at T =
130K. After an initial transient period the system reaches thermal equilibrium
at a given temperature T . The thermalization is mainly due to the strong POP
collisions and the energy conserving e-e scattering. The first mechanism is the
only source of the thermal contact with the enviroment in our simulated sys-
tem.
In this work we improve over previous EMC schemes [27] for e-e scatter-
ing and allow electrons to scatter only with electrons which are within one
screening length of each other. In our scheme both particles scatter and their
momenta are both updated. This approach prevents the unphysical accumu-
lation of energy or momentum prevalent in other methods, and the scattering
of electrons at opposite ends of the device.
To implement this we effectively discretized the space into a grid of cubes
of one screening length. We kept track of the number of potential scattering
events, which include each particle scattering off any in the same grid or in
any of the neighboring grids. Each time an electron- electron event is required
we chose randomly from each of these potential pairings, checked that they
were within one screening length of each other, and if they are we carry out
the scattering, if they are not within one screening length of each other we
choose a different electron as second particle in the scattering.
In order to ascertain that the thermalization is reached, we have to check
whether the carriers’ energy distribution is a Boltzmann one. In our simula-
tions for lattice temperature T = 300K we notice that the system reaches the
equilibrium after the first 20 picoseconds. At this point we set the electronic
spins fully polarized along one direction, namely, the z-axis, and then we start
to collect the data from the simulations.
We are interested in the calculations of spin relaxation times τs during the
spin dynamics. The spin dephasing in a bulk n-GaAs is mainly due to Dyakonov-
Perel mechanism, see Chapter 4, in the range of the moderate doping concen-
trations (n= 1016 to 2.5 ·1017 cm−3) and the high temperatures (280≤ T ≤ 400 K)
considered here due to the availability of the experimental data obtained by
Oestreich’s group [28].
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In the present work the spin dynamics is implemented in a different way
with respect to our previous work discussed in section 4.5. We present this dif-
ferent method based on Crank-Nicholson algorithm and the way we estimate
the spin relaxation times in Appendix E.
Thus in the following sections we shall compare our results from EMC sim-
ulations with the experimental ones obtained by Oertel et al. [28].
5.4 Results and Comparison with Experiments
Apart from assuming an exponential decay of the total spin polarization in
the z-direction, we note that our simulations have no fitting parameters. In par-
ticular the spin orbit coupling value used is not fitted, but we use the value
suggested by Oertel et al. [28] for their experimental data: γso = 21.9eV A˚
3 .
In Figure 5.9 we plot results from simulations with (τees ) and without (τno ees )
electron-electron scattering to examine the effect that the inclusion of electron-
electron scattering has on τs at room temperature. When we plot τs against
the range of densities ne = 1× 1016cm−3 to ne = 2.5× 1017 cm−3, we see that
the inclusion of electron-electron scattering causes a net increases of τs at all
densities. Glazov and Ivchenko [33] predicted a similar result in the case of a
two-dimensional non-degenerate electron gas in GaAs, explaining it with ad-
ditional motional narrowing caused by the e-e scattering. Our result suggests
that this effect is present also in the three-dimensional case.
Here we need to say a few words about the physics behind the motional nar-
rowing, a term borrowed from nuclear spin resonance research in liquids [19].
Let us consider a spin wich precesses about the z axis with Larmor frequency
Ω. Let us assume that the frequency changes randomly between Ω and −Ω
with correlation time τc. This means that after time τc, the spin has the same
probability to continue its precession in the same direction or in the opposite
one. During τc the phase accumulated is δϕ = Ωτc [19]. If now we consider
the spin precession like a random walk with step δϕ , after N steps the spread
of the phase is given by the standard deviation [19]
ϕ = δϕ
√
N . (5.22)
We define the spin dephasing time τs the time at which the standard deviation
ϕ ≈ 1 [19]. Since N = t/τc, one obtains
1= δϕ2
τs
τc
, (5.23)
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and then the spin relaxation rate is given by
1
τs
=Ω2τc . (5.24)
The equation (5.24) explains how the DP mechanism works. In fact the
Dyakonov-Perel spin dephasing can be understood as a random precesssion
of the electron spin due to the fluctuations of the orientations and the preces-
sion frequencies [19].
For instance if we look at Figure 5.9 we can interpret the greater spin relax-
ation times when we include the e-e scattering due to the fact that the number
of the collisions in the system is now increased and therefore the correlation
time τc is smaller, see the relation (5.24).
If now we look at the curve τees only in Figure 5.9, we can still intepret
its monotonic behaviour within the counterintuitive motional narrowing phe-
nomenon. In fact in the nondegenerate regime the electron-electron scattering
rate is proportional to the electron density ne [76] 8 therefore the increasing of
the e-e collisions in the high concentration region slows down the spin relax-
ation time rate.
Finally we notice that the percentage increase of τs with respect to its non-
interacting approximation decreases with increasing density, from about ∼
90% to about ∼ 70%, remaining though always very substantial even for ne =
2.5× 1017 cm−3. Its absolute increment τees − τno ees instead increases with the
electronic density.
We observe that, when including e-e interaction, our results for densities
1016cm−3 ≤ ne
∼
< 1017cm−3 are in very good agreement with the experimental data
reproduced in Figure 5.7 which we also included in Figure 5.9.
However, at higher densities, our results for τees start to overestimate the ex-
perimental data for τs, reaching ∼ 20% overestimate when ne = 2.5×1017cm−3.
5.4.1 Effect of Including the Third-Body Rejection Correction
We speculate that the overestimate of τs for ne
∼
> 1017cm−3 is due to the BA over-
estimating the e-e scattering rate, as discussed in section 5.1 ; in the following
we will then check if including corrections due to third-body-rejection to the
e-e interaction improves our results.
In Figure 5.10 we compare calculations of the spin relaxation time when we
8Notice that the e-e scattering rate (5.5) we use in our calculations has a more complicated
behaviour with the electron density, as EβTF depends also on ne.
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Figure 5.7: Experimental spin relaxation times τs versus electron density ne
measured at T = 300 K. Data are extracted from Oertel’s original curve in Fig-
ure E.2 in Appendix E.
include e-e interactions with (τee,tbrs ) and without (τees ) corrections due to third-
body rejection. As expected, the reduction of the e-e scattering rate due to the
inclusion of third-body rejection results in a reduction of the spin relaxation
time at all densities, which, for the range of densities studied, becomes more
significant with increasing density.
In Figure 5.10, we observe that, at relatively high densities, τee,tbrs signifi-
cantly improves over τees , giving results within the experimental error bars for
1.5×1017 ≤ ne ≤ 2.5×1017.
However for decreasing densities we see that τee,tbrs departs from the exper-
imental results, underestimating τs, and significantly so for the density range
where τees has a good agreement withdifferent the experimental data.
5.4.2 Temperature Dependence
We wish now to focus on the effect of temperature on the spin relaxation time.
To make contact with the experimental results reproduced in Figures 5.11
and 5.12 , we consider the temperature range 280 K ≤ T ≤ 400 K and two
(fixed) densities, n = 2.7× 1016cm−3 and n = 3.8× 1016cm−3. In both cases we
will consider interacting carriers, but with and without third-body-rejection
corrections.
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Figure 5.8: Experimental spin relaxation times τs versus temperature T mea-
sured at two different densities (doubly logarithmic scale). Data are extracted
from Oertel’s original curve in Figure E.3 in Appendix E.
In Figure 5.11 we present our results for n = 2.7× 1016cm−3, and in Figure
5.12 when the carrier density is n = 3.8× 1016cm−3. We find good agreement
over the entire temperature range between τees and the experimental data; how-
ever when corrections due to the third-body rejection are included, our results
for the lowest temperatures for each density underestimate the experimental
results, remaining compatible with them at the highest temperatures.
This is in agreement with the results shown in Figure 5.10 where, for T = 300
K and the two values of ne the considered here, third-body rejection becomes
less important, and τee,tbrs converges towards τees .
The agreement between τees and the experimental results – good at all tem-
peratures – improves for increasing temperature. This could be explained with
the fact that increasing the temperature, the colliding (thermal) electrons are on
average more energetic and therefore the accuracy of the Born Approximation
should be improving.
5.4.3 Dependence on the Value of the Spin-Orbit Coupling
In our model there may be only one potentially free parameter, the spin-orbit
coupling due to its experimental uncertainty [74]. In fact the values of the spin
orbit coupling for GaAs found in the literature vary greatly [74]; one of the
103
Chapter 5 The Effect of Electron-Electron Scattering on Spin Relaxation Time
20
30
40
50
60
70
80
90
100
0 50 100 150 200 250
τ
s[p
s]
electron density ne [1015 cm-3]
e-ewithout e-eexp
Figure 5.9: Results for τs vs electronic density calculated with and without
electron-electron interaction. Here: N = 25,000, T = 300 K and γso = 21.9 eV A˚3.
main points in our work is that we do not treat γso as an adjustable parameter,
but simply use the value provided by experimentalists [28]. In order to let the
reader appreciate how valuable this is, and in this respect how surprising is
the very good agreement between our data and the experimental ones, in this
section we wish to show how sensible our simulations are with respect to the
value of γso. In Figure 5.13 we plot τees for three different values of γso, all within
the range suggested in the literature. It can be seen that by varying γso, results
for the spin relaxation time would vary within one order of magnitude, and this
for the whole density range here considered. We think that this is a convincing
proof that the very good agreement between our results and the experiments is
not accidental, but derives from the improvements we have devised in treating
the e-e interaction within the EMC method. These improvements allow us to
account properly for the electron-electron interaction within the simulations.
5.4.4 The Effectiveness of Third-Body Rejection in Higher Elec-
tronic Concentrations
We implemented third-body rejection in the following way. In ensemble Monte
Carlo the carriers during the free flight between two consequent scattering
events have a certain average speed v. The average interparticle distance a in
formula (5.21) can be thought of as the distance between two scattering centres.
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Figure 5.10: Spin relaxation time versus electron density. All data include e-
e scattering, with (lower curve, τee,tbrs ), and without (upper curve, τees ) third-
body rejection corrections. Parameters: N = 25,000 , T = 300 K, and γso = 21.9
eV A˚3.
From this perspective the e-e scattering time, i.e., the average collision time, is
roughly a/v. Thus in our EMC implementation, the formula for third-body
rejection (5.21) becomes
w(tbr)ee ' wee
[
1− e(− aweev )
]
. (5.25)
Now the probability w(tbr)ee on the left hand side is equivalent to a probability,
wee, multiplied by a weighting factor, the term in the parentheses on the left
hand side. We expect the w(tbr)ee as given by the relation (6.2) where an expo-
nential factor multiplies the Yukawa differential cross-section, decreases the
e-e scattering probability. This seems also evident from our results for SRT,
see Figure 5.10. In order to ascertain how effective the reduction is, we evalu-
ated the term in the parentheses of (5.25) for different energies of the colliding
electrons. We plotted it versus the electronic density ne in Fig. 5.14.
In Figure 5.14 it is evident that tbr method reduces the e-e scattering rate
strongly in the higher electronic concentration region. This explains its effec-
tiveness in the calculations of the spin relaxation times in that region. Inciden-
tally tbr method seems to confirm that BA overestimate the e-e scattering at
least in that region because τee,tbrs is in good agreement with the experimental
data meanwhile τees is overestimated as we discussed in the section 5.4.
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Figure 5.11: Spin relaxation time versus temperature (log-log scale). All data
include e-e scattering, with (lower curve, τee,tbrs ), and without (upper curve,
τees ) third-body rejection corrections. Parameters: N = 25,000 , ne = 2.7× 1016
cm−3, and γso = 21.9 eV A˚3.
Besides, in Figure 5.14 we can see that at low electronic densities there is
convergence of the plots only for collisional electron energies lower than the
thermal energy Eth (∼ 19.39 meV ) associated to the relative motion. If now we
look at the convergence of the τee,tbrs and τees values at low electronic densi-
ties in Figure 5.10, we may speculate that in that region only “slow ”electrons,
i.e., electrons with energy smaller than the thermal energy are likely to be in-
volved in e-e collisions. This also seems to be consistent with the feature of
the e-e scattering rate (5.5) we have implemented in the code. In fact the e-e
scattering rate becomes peaked at lower energies than the thermal energy in
low electronic concentrations, see Figure 5.1.
5.4.5 Statistical Analysis of Spin Relaxation Times against Elec-
tron Density via Coulombic Differential Cross-Sections
We wish to understand better the results relative to the e-e curve in Figure 5.9.
To do so we focus only on the e-e scattering mechanism, assuming that the
other scattering mechanisms give a correct collisional probability. By compar-
ing our calculations with the experimental data we see that the e-e scattering
overestimates τs at higher concentrations. This may be due to the fact that the
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Figure 5.12: Spin relaxation time versus temperature (log-log scale). All data
include e-e scattering, with (lower curve, τee,tbrs ), and without (upper curve,
τees ) third-body rejection corrections. Parameters: N = 25,000 , ne = 3.8× 1016
cm−3, and γso = 21.9 eV A˚3.
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Figure 5.13: Spin relaxation time τees versus density and for three different val-
ues of the spin-orbit coupling, γso = 11, 21.9, 34.5 eV A˚3. Other parameters:
N = 25,000 and T = 300K.
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Figure 5.14: The ratio w(tbr)ee /wee estimated from the term in parentheses of
(5.25) versus ne at T = 300 K. Here E1 = 10−3 × Eth, E2 = 10−2 × Eth, E3 =
10−1×Eth and E4= Eth ∼ 19.39 meV .
e-e scattering itself is overestimated because the BA is not such a good ap-
proximation for low energy carriers. Surprisingly, though, we find very good
agreement with experimental data for densities lower than 1017 cm−3, while,
as BA worsen at lower densities, we would expect that the SRT curve we ob-
tained from our calculations lies above the experimental curve for the entire
range of densities.
To explain this good agreement in the low density limit, we make some gen-
eral considerations about Coulomb scattering, RPA and screening. Going to-
wards low densities the RPA starts to break down, which means that in our
model we are no longer allowed to split the e-e interaction in two parts. This
can be also understood by looking at rs as a criterion for the validity of RPA is
[57]
rs . 1. (5.26)
Form Figure 3.2 we see that in our system RPA criterion starts to break down
for ne
∼
< 1.5× 1017 cm−3, interestingly a range comparable to the one in which
we find agreement between our results for τees and the experimental data. This
shows that, at low densities, the potential energy starts to dominate over the
kinetic energy. In other words the long-range component of the Coulomb in-
teraction becomes relevant, and a Yukawa-type potential may be no longer
sufficient to realistically describe the inter-electronic potential.
The breakdown of RPA in low electronic densities may affect also the screen-
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ing length whose calculation strongly relies on this approximation in our model
and consequently making the scattering probability less reliable.
The RPA breaking down means that e-e scattering should in the real system
be more effective. However we still use a Yukawa potential in our calculations,
so, as the density decreases, we should be underestimating the e-e scattering
and so we should obtain a τees smaller than the real τs. However the lower range
of density we consider corresponds to the regime where RPA starts to break
down (which is compatible with the system rs values) so that the e-e scattering
which results from our simulations is accidentally correct. We can think of 3
regimes: in the first, with ne
∼
> 1.5×1017 cm−3, RPA is appropriate as rs
∼
< 1, BA
works well enough as R ∼ 1, and as a result our simulations overestimate the
e-e scattering, i.e. τees > τs.
In the opposite limit (rs 1) RPA is completely inadequate: here the dom-
inant part of the e-e scattering comes from the long range component of the
Coulomb interaction, and, if a Yukawa potential would still be used, the sim-
ulations would under-estimate the e-e scattering and, as a result τees < τs. From
the trend of rs (see Figure 3.2) this should happen for densities ne < 1016 cm−3,
which we do not simulate and are not realistic because the system becomes an
insulator.
The third regime is intermediate, and corresponds to rs of the order of 1, with
rs > 1. In this regime RPA has not completely broken down, but the long-range
part of the Coulomb interaction starts to become relevant. Using a Yukawa
potential then underestimates the e-e interaction but at the same time the use
of BA (which overestimating the e-e interaction) compensates for this, and we
get as a result that τees ∼ τs. By looking at the values of rs versus density (Figure
3.2) rs
∼
> 1 for the density range 1×1016 cm−3 ∼< ne
∼
< 1.5×1017 cm−3. We indeed
find that τees ∼ τs for the density range 1×1016 cm−3
∼
< ne
∼
< 1.2×1017 cm−3 (see
Figure 5.9).
Another way of looking at the previous considerations is that, for low elec-
tronic densities, the system differential cross-section, as described by our sim-
ulations, is in some way mimicking a bare Coulomb potential one. Because the
later is the exact differential cross-section of the system [39], if our simulations
are mimicking it the related scattering probability would not be overestimated
and the quantitative agreement with the experimental result explained.
We will now demonstrate that indeed in our simulations and for the low den-
sity range, σbare ≈ σY , with σbare the bare Coulomb differential cross-section
and σY Yukawa differential cross-section in BA. To do so we will then consider
the ratio σ ratio = σY/σbare and determine the conditions such that σ ratio ≈ 1.
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The Yukawa differential cross-section in BA is given by [43]
σ y (θ) =
e4
(4piε)4
1(
EβTF +4E sin
2(θ/2)
)2 , (5.27)
where θ is the scattering angle associated to the relative motion. The bare
Coulomb differential cross-section is obtained from (5.27) in the limit of βTF →
0, i.e. no screening. Then σ ratio is
σ ratio(θ ,ξ ) =
ξ 2 sin4(θ/2)
(1+ξ sin2(θ/2))2
(5.28)
=
s2(ξ ;θ)
[1+ s(ξ ;θ)]2
, (5.29)
where we have defined the dimensionless quantities ξ = 4E/EβTF = 2Elab/EβTF
and s = ξ sin2 (θ/2). From (5.28) we note that σ ratio ≤ 1 always. For a given set
of energies E of the collisional electrons and a threshold value σ∗ of σ ratio close
to unity, there may exist the set of scattering angles Iθ∗ = {θ ∈ [θ ∗,pi] : σ∗ ≤
σ ratio ≤ 1}. From the angular probability distribution P(θ ,E), see the equation
(5.6), we can determine the probability Fθ∗ that, for a given E, σ∗ ≤ σ ratio ≤ 1
Fθ∗ (E) =
∫ pi
θ∗
P(θ ,E)d θ . (5.30)
This integral can be solved analytically and we get
Fθ∗ (ξ ) =
cos2
(
θ∗
2
)
1+ ξ4 sin
2 (θ∗
2
) (5.31)
=
4
4+ s(ξ ;θ ∗)
ξ − s(ξ ;θ ∗)
ξ
. (5.32)
Because the system is at equilibrium we can use the Boltzmann distribution
fB(E) to weight the function Fθ∗ over the whole energy spectrum, giving the
probability that an e-e collisional event gives σ∗ ≤ σ ratio ≤ 1. By using that for
fixed σ∗, s(ξ ;θ ∗) becomes a constant, s∗, which can be determined from the
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equation (5.29), this probability is given by the integral I 9
I(E∗lab) = 2
√
1
pi
1
(kBT )3/2
∫ ∞
E∗lab
√
Elabe−Elab/kBTFθ∗(Elab)dElab (5.33)
=
8α3/2√
pi
4
(4+ s∗)
∫ ∞
2E∗lab
EβTF
ξ − s∗√
ξ
e−αξdξ , (5.34)
where α = EβTF/(2kBT ) and the lower integral limit E
∗
lab must be determined.
This is the the smallest energy for which it is still possible to obtain σ ratio(θ ,ξ )
as large as σ∗. In the limit Elab → E∗lab, we have that θ ∗ → pi . Imposing the
condition σ ratio(θ ∗,ξ )≥σ∗we obtain s(ξ ;θ ∗)≥ σ∗+
√
σ∗
1−σ∗ from which, in the limit
θ ∗→ pi , we get
2E∗lab
EβTF
=
σ∗+
√
σ∗
1−σ∗ . (5.35)
The integral I is function of the electronic density through α , so it is possible
to compare the probabilities for different electronic densities at T = 300K. We
calculate I for σ∗ = 0.7 and σ∗ = 0.9, see Figure 5.15. The results indicate that
the e-e collisions with differential cross-section close to the bare one are more
favored at lower densities, which proves our point. The curves in Figure 5.15
show that, for density as high as ne = 2.5× 1017 cm−3, only 8% of the total
number of carriers would scatter with a differential cross section such that
0.7≤ σ ratio ≤ 1.
9Here we are assuming that it is possible to multiply the two probability distribution, i.e.,
we are assuming they are independent.
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Figure 5.15: The statistical integral I versus electron density at T = 300 K for
two different values of σ∗, i.e., 0.7 and 0.9.
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Conclusions
Despite the simple physical jellium model we used for our calculations we
found in general a good agreement of our results with the experimental data.
This is also remarkable if we consider there is no free adjustable parameter in
our system, including the spin-orbit coupling parameter γso. We tried also to
understand the effect of the electron-electron interaction on the spin relaxation
times with the help of the differential cross-section concept. It is evident from
our results that the electron-electron interaction plays an important role in spin
transport slowing down the spin relaxation times. Moreover it seems possible
that we can gain some information on the interelectronic potential from the
spin dynamics observing the spin relaxation times.
We wish to understand better the validity of RPA in our model as unfor-
tunately there is no feasible way to improve the Born Approximation for a
Yukawa potential. This is crucial as we determine the interelectronic potential
from it. In the distant future we may consider to include the exchange and cor-
relation effects through the the many-body local field factors [51] to see what is
really happening in the low electronic concentration regime where RPA starts
to breakdown. This should be accomplished in a way that is consistent with
the ensemble Monte Carlo method. As far as we know, this has not been done.
We can argue whether it is possible to improve our results retaining this model.
In the high concentration regime where the third-body method becomes effec-
tive probably it may be quite easy to exploit the Friedel Sum Rule to get new
results.
In the last section we shall also say a few words about the third-body rejec-
tion method as we wish to understand how it really works.
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6.1 Further Works
6.2 The Friedel Sum Rule
We have already discussed about the validity of the first BA approximation in
our model. Including the second BA approximation for the Yukawa potential
scattering rate is a very difficult and not rewarding task, because the formula
involved is very complicated [37] and completely unreliable. The reason of this
unexpected result is explained in [37]. One then needs to resort to the third
BA which is extremely complicated, in order to obtain the correct scattering
probability. In conclusion, improving the BA directly may not be such a good
idea. But surprisingly going beyond of the first BA by the method of partial
waves may be very rewarding for improving the screening length.
The method of partial waves allows us to find a complete solution of the scat-
tering problem for central scattering potentials where the angular momentum
is conserved [43]. This method calculates the scattering amplitude through
some quantities called phase shifts [37, 43].
Firstly let us make some physical considerations. We noticed that the τees
curve starts to deviate from the experimental data at ne = 1017 cm−3. Indeed
this problem was fixed by the third-body rejection which diminishes the scat-
tering probability where multiple scattering events may become likely. But if
we now look at our results in that region from the perspective of the screen-
ing we should expect that the Yukawa potential to become more reliable and
consequently its scattering rate, for two simple reasons. One is the validity
of the RPA which we investigated in the previous chapter. The second one is
physical. Increasing the electronic densities the number of the itinerant elec-
trons available in the conduction band for screening also increases, making the
screening more effective and likely to be complete. The screening is complete
when the total induced electronic charge completely neutralize the perturbing
impurity charge. The latter condition can be enforced by the Friedel sum rule
(FSR) [91].
The FSR states that the electric charge of the impurity must be neutralized
by the free moving electrons within a short distance and the Fermi wavevector
kF at large distances from the impurity should be the same as for an ideal
electron gas [91]. The first requirement that the impurity should appear neutral
at large distances constrains the phase shifts ηl for a given angular momentum
l [37, 38] and in turn also constrains the scattering potential considered [89].
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For a semiconductor with one parabolic band, FSR is given by [89]
pi−1∑
l
(l+1)
∫ ∞
−∞
fFD (E)
dηl
dE
dE =−Z , (6.1)
where for single-charge impurity Z = 1. In general it is easy to calculate the
phase shifts ηl for a Yukawa potential in the Born approximations whose ex-
ponential factor, let us call it β , is assumed unknown. Therefore we can use
the equation (6.1) to determine the new inverse screening lengths, β (1) in the
first BA, β (2) in second the BA and etc, all consistent with the FSR. Then it will
be interesting to compare the new results with the βTF calculated in LTFA. We
should expect that in the first BA they give the same value according to [52]. In
the second BA the small differences between the inverse screening lengths can
give rise to an important effect on spin relaxation times because the differential
cross-section may be very sensitive to small variations of the inverse screening
length. More importantly this can make third-body rejection not necessary as
we expect FSR should work propertly in the same electronic density region.
6.3 An Inverse Problem for Third-Body Rejection
We wish to understand better and maybe generalize the third-body rejection
method. The third-body rejection method provides a new differential cross-
section σ tbr given by the following relation [32]
σ tbr (θ) = σ y (θ)exp(−pineab2) , (6.2)
where σ y (θ) is the Yukawa differential cross-section in BA. It is evident from
equation (6.2) that tbr method reduces the scattering probability. Let us see the
problem from a different perspective. In (6.2) we can assume that the scattering
potential from which we calculate σ tbr (θ) is unknown. We shall call it V tbr(r)
assuming it also central. Then from the right hand side of (6.2) it is possible
to determine a quantity equivalent to a scattering amplitude. Inverting the
general relation between the scattering amplitude and the scattering potential
in BA, see definition(2.65), it is then in principle possible to work out V tbr(r).
We can interpret this new scattering potential as the result of applying the tbr
method. What should we expect from applying it? Let us see the Figures 6.1
and 6.2 where for simplicity we consider the case of scattering by a potential
well.
The Figures 6.1 and 6.2 are very suggestive. Surely we shall expect a weaker
potential after applying the third-body rejection, but for its new range, we
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C
vA
Figure 6.1: Before the applying tbr. The third-body C is in the range of the
scattering potential well.
C
vA
Figure 6.2: After applying tbr. The potential well is clearly weakened. If the
range becomes shorter, as we wish, then the scattering potential does not see
the third-body C anymore.
must solve the inverse problem. A new weaker potential V tbr(r) which also
“expels ”a third-body outside of its range remains a desirable feature for im-
proving the scattering where multiple collision are likely to happen.
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A.1 Bulk GaAs Parameters
GaAs is III-V cubic polar semiconductor with zincblende crystal structure. Its
basis consists of two different atoms, gallium and arsenic. This fact implies
that the GaAs structure lacks the inversion symmetry. Its BZ is a truncated
octahedron. In BZ there are some important points, denoted by Γ, X , L, etc
and lines as well according to the point group symmetry of the lattice [46].
Γ identifies the zone center (k = 0), X denotes the zone end along a < 100 >
direction, and L denotes the zone end along a < 111> direction.
The second rank tensor Ei j in the acoustic deformation potential Vˆe−ap, see
the equation (2.114), in the center of the Brillouin Zone of a cubic semiconduc-
tor, is diagonal, i.e.,
Ei j =
 E1 0 00 E1 0
0 0 E1
 . (A.1)
The numerical values for the relevant parameters of a bulk GaAs semicon-
ductor in Table A.1 are taken from [76, 92].
A.2 Density of States
Assuming a parabolic energy dispersion and including a factor two for the
spin degeneracy, the density of energy states (DOS) per unit volume and per
unit energy ρ f (E) , is [43]
ρ f (E) =
1
2pi2
(
2m∗
h¯2
)3/2
E1/2 . (A.2)
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GaAs Parameters Recommended Values
E1 (eV ) 7.0
εb 12.90
ε∞ 10.92
ρm (Kg/m3) 5.36×103
vs (cm/s) 5.24×105
a (A˚) 5.6533
ωLO (Thz) 53.7139
ωLO/ωT0 1.07
Eg(eV) 1.519
EXg (eV ) 1.981
ELg (eV ) 1.815
∆so (eV ) 0.341
α (eV )−1 0.61
m∗/me 0.067
me (Kg) 9.1×10−31
Table A.1: vs is the longitudinal sound velocity, a is the lattice constant. ωLO
value holds for the long wavelength limit. m∗ is the electron effective mass at
the bottom of Γ valley. The energy gaps are measured at T = 300 K.
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B.1 Fourier Transform
In the present work we adopted the following convention for the Fourier trans-
form f˜ of a function f (r, t)
f˜ (k,ω) =
∫ ∫
dω dr f (r, t) e−ik·reiωt , (B.1)
and the relative inverse transform is then
f (r, t) =
1
(2pi)3
∫ ∫
dt dk f˜ (k,ω) eik·re−iωt , (B.2)
where the integration is understood extended to the entire spatial and tem-
poral domains of f (r, t). It is also customary to use the same notation for the
functions and their Fourier transforms, as we can distinguish them writing
their variables explicitly. We shall follow this convention in the main text of
the thesis.
For convenience here we give the result for the Fourier transform of a general
Yukawa potential f (r) = (V0/r)e−λ r where V0, λ are two positive constants.
Then its Fourier transform is
f˜ (q) =V0
4pi
q2+λ 2
. (B.3)
In the case of a bare Coulomb potential, (B.1) is not applicable as the function
which defines the potential is not square integrable function. Despite of this
fact, one can use the result (B.3) for a Yukawa potential and then take the limit
λ → 0 which gives
vq =
e2
ε
1
q2
. (B.4)
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where vq stands for f˜ (q). In (B.4) we also assume that
V0 =
e2
4piε
. (B.5)
B.2 Implementation of Finite Temperature Lindhard
Function
Here we shall show how we implemented the finite temperature Lindhard
function χ0(q,ω,T ). For convenience let’s recall the definition and some useful
symmetry properties of this function.
χ0(q,ω,T ) =ℜeχ0(q,ω,T )+ iℑmχ0(q,ω,T ) , (B.6)
where q, ω , T are the wavevector, the frequency and the temperature respec-
tively. ℜeχ0 and ℑmχ0 are the real and imaginary part of the Lindhard function
respectively. We shall use this shorthand notation for them
χ ′0 =ℜeχ0(q,ω,T ) , (B.7)
χ ′′0 = ℑmχ0(q,ω,T ) . (B.8)
The functions χ ′0 and χ
′′
0 are related to each other by K-K relations due to
causality assumption. K-K relations provide the real part through the principal
value integral below [51]
χ ′0(q,ω,T ) =−
1
pi
PV
∫ +∞
−∞
dω ′
χ ′′0 (q,ω,T )
ω−ω ′ (B.9)
Notice that the integration is over the frequency. The useful symmetries with
respect to the frequency are given by
χ ′0(q,−ω) = χ ′0(q,ω) , (B.10)
and
χ ′′0 (q,−ω) =−χ ′′0 (q,ω) . (B.11)
In other words χ ′0 and χ
′′
0 are the even and odd functions of ω respectively.
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B.2.1 Some Useful Dimensionless Units
Some tricky but useful dimensionless units are introduced in [51] to deal with
the Lindhard function properly. The relations between the new and the old
units are
Q=
q
kF
, Ω=
h¯
2EF
ω, t =
kBT
2EF
, µ∗ =
µ
2EF
(B.12)
where Q,Ω, t,µ∗ denote the wavevector, the frequency, the temperature and
the chemical potential in the new units. In these units the imaginary part of
the finite temperature Lindhard function becomes 1
χ ′′0
N(0)
=−pi
{
Q
Ω
+
t
Q
ln
1+ e
1
t A−
1+ e
1
t A+
}
, (B.13)
where for convenience we have defined the following quantities A± and v± as
A± =
v2±
2
−µ∗ , (B.14)
v± =
Ω
Q
± Q
2
. (B.15)
B.2.2 The Calculation of the Integral
Integrals like (B.9) can be calculated by the subtraction of the singulariy pro-
vided the function that appears on the numerator of the integrand has contin-
uous derivative in the singularity [93]. If a function f (y) in the interval (a,b)
possesses a continuous derivative at y= x then
PV
∫ b
a
f (y)
y− xdy=
∫ b
a
f (y)− f (x)
y− x dy+ f (x) ln
∣∣∣∣b− xx−a
∣∣∣∣ (B.16)
In our case it is straightforward to apply (B.16) identifying f with χ ′′0 as the
latter satisfies the conditions above. We calculate it by means of an adpative
Simpson method implemented in a Fortran 90 subroutine. The integration in-
terval (a,b) in the frequency domain is defined by the electron-hole continuum
domain in the (ω,q) plane. The electron-hole continuum is the set of points on
which χ ′′0 differs from zero.
1Notice that the dimensions of the total density of states per unit volume are [N(0)] = 1EL3 =
[χ0]
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B.2.3 Temperature Dependence of the Electron-Hole Contin-
uum Domain
For a three-dimensional electron gas the electron-hole continuum in the (ω,q)
plane is defined by the following inequalities for the frequency ω at T = 0 K,
see [51]
max(0,ω−(q))≤|ω| ≤ ω+(q) , (B.17)
where
ω±(q) =
h¯q2
2m∗
± vFq . (B.18)
In the new units the relation (B.18) becomes
Ω±(Q) =
Q2
2
±Q . (B.19)
When T > 0 the function χ ′′0 is always non zero, but decays exponentially to
zero outside a given range. We have implemented this numerically by setting
χ ′′0 = 0 for
Ω+ (Q) =
Q2
2
+Q+10Q
√
t . (B.20)
Therefore the temperature dependent frequency domain of integration (a,b)
of integral (B.9) when T > 0, due to the symmetry of χ ′′0 is defined by the fol-
lowing curves in the (Q,Ω) plane
a(Q) =−Ω+(Q) , (B.21)
b(Q) = +Ω+(Q) . (B.22)
A sketch of the integration domain is shown in the Figure B.1. For each
fixed value Q¯ the integral is evaluated along a line which passes through it
and is parallel to the frequency Ω axis and whose endpoints are given by the
intersections with the curves a(Q) and b(Q).
In Figure B.2 we also plot the result of the integration for the wavevector
q= 2.5kF at T = 5 K.
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Ω
Q0
Ω−
Ω+
−Ω+
−Ω−
Q¯
Figure B.1: The shaded region in the first quadrant of the plane (Q,Ω) is the
electron-hole continuum. The curves a and b defined by equations (B.21) and
(B.22) are labelled by −Ω+ and Ω+ respectively.
B.3 Evaluation of The Coefficients of the Tricomi
Function U(a,b,z)
For ν > 0, the Gamma function Γ is defined by
Γ(ν) =
∫ ∞
0
e−ttν−1dt . (B.23)
If ν is a positive integer, then
Γ(ν) = (ν−1)! . (B.24)
In our case the most useful results are Γ(1) = 0! = 1, Γ(1/2) =
√
pi , Γ(3/2) =√
pi/2, Γ(−3/2) = 4√pi/3, Γ(5/2) = 3√pi/4 and using the following useful rela-
tion
Γ
(
1/2−ν)= (−4)nn!√pi
(2n)!
, (B.25)
we can evaluate the remaining coefficients of U(a,b,z).
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Figure B.2: The real part (black line) and immaginary part (blue line) of
−χ0(q,ω,T )N(0) against the dimensionless variable Ω = h¯ω2EF for n-GaAs at electron
density ne = 2.8×1016 cm−3 , T = 5 K and q= 2.5kF .
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C.1 The Chemical Potential for Semiconductors with
Parabolic Band
At equilibrium, for a non-interacting system of fermions, the Fermi-Dirac (F-D)
statistics holds. The F-D distribution fFD is
fFD(E) =
1
e(E−µ)/kBT +1
, (C.1)
which gives the probability to find a fermion such as an electron, in a single
particle state of energy E. Notice that if E = µ , then the probability is just 1/2.
The quantity µ is the chemical potential. In statistical mechanics the chemi-
calpotential is defined by [40]
µ =
(
∂F
∂N
)
T,V
, (C.2)
where N is the number of the electrons, V and F are the volume and the free
energy of the system respectively. The free energy is defined as [40]
F =U−TS . (C.3)
Here U is S the internal energy and S the entropy of the electronic system.
In order to calculate the chemical potential of a semiconductor with parabolic
band whose carrier concentration is given some approximate espressions are
given in Nilsson’s paper [94].
The reduced chemical potential η , assuming the energy zero at the edge of
the conduction band, is defined by [94]
η =
µ
kBT
. (C.4)
125
Appendix C
At equilibrium the electronic concentration ne in a semiconductor with parabolic
band, is [94]
ne = N0F1/2 , (C.5)
where N0 is the effective electron density of states, given by
N0 =
1
4
(
2mkBT
pi h¯2
)3/2
(C.6)
and F1/2 is the Fermi-Dirac Integral of order 1/2, see section 3.6.
Defining the following quantity u= ne/N0, a simple expression is obtained in
[94], which allow us to use it at least up to η = 5
η = lnu+
u
(64+3.6u)1/4
. (C.7)
The error from (C.7) is less then 10−2 up to η = 5.7 compared to tabulated
values [94]. If it is necessary to compute η accurately for even higher values,
for example, in the case of high doped semiconductors (metallic regime) then
the previous approximation can be extended to [94]
η = lnu+
u[
64+0.05524u(64+u1/2)
]1/4 . (C.8)
The error of (C.8) is less than 5× 10−5 up to η = 12.7 compared to the tabu-
lated values [94]. Both formulae (C.7) and (C.8) are implemented in our code.
The calculations of some values η and µ , at room temperature for common
concentrations are shown, for convenience, in the table C.1 below.
It is evident from the data in the table C.1 that the range of η is in the interval
(−6,2) for ordinary n−type GaAs semiconductors.
n (cm−3) η µ (meV)
1015 −6.07 −157.05
5×1015 −4.46 −115.35
1016 −3.76 −97.33
5×1016 −2.12 −54.88
1017 −1.38 −35.92
5×1017 0.53 13.92
1018 1.62 41.88
Table C.1: Values of η and µ calculated at T = 300 K.
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When µ is in the semiconductor energy gap, and is separated by more than
several thermal energy kBT from the edges of either the conduction band or va-
lence band, namely (ECB−µ > 3kBT ), the semiconductor is called non-degenerate
(Boltzmann statistics, η << 0). When µ enters either conduction or valence
bands, the semiconductor is called degenerate (Fermi-Dirac statistics, η >> 0).
A comparison between the previous criterion with the inequality T  TF
shows that at room temperature T = 300K a semiconductor can be considered
non-degenerate for doping density of about 1015 cm−3. We found in fact that
ECB−µ = 115.35 meV and 3kBT = 77.5 meV meanwhile TF = 18.4K.
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The following scattering rates, calculated through the FGR, of electrons off the
lattice hold if the lattice can be considered in equilibrium at temperature T . As
the phonons are bosonic particles, then they obey Bose-Einstein distribution
fBE(E) =
1
exp(E−µ/kBT )−1 . (D.1)
In the case of phonons (D.1) becomes [32]
N0(ωq) =
1
exp(h¯ωq/kBT )−1 , (D.2)
where N0 (ω) denotes the average number of phonons with energy E = h¯ωq.
In the case of acoustic phonons which scatter with thermal electrons in nonde-
generate regime, the equation (D.2) can be approximated in the following way
[32]
N0(ωq)≈ kBTh¯ωq
h¯ωq
kBT
 1 . (D.3)
This is called equipartition approximation.
D.1 Electron-Longitudinal Acoustic Phonon Scatter-
ing Rate
FGR for electron-longitudinal acoustic phonons intravalley collisions, assum-
ing a parabolic band and a deformation potential (see 2.7), gives the following
scattering rate we,ac [27]
we,ac(E) =
√
2(m∗)3/2 kBTE 21
pi h¯4v2sρm
√
E . (D.4)
Here we assume the equipartition approximation to be valid. As the electron-
acoustic phonon collision processes result elastic, there is no distinction of the
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electronic final states due to either phonon absorption or phonon emission.
Further the scattering is isotropic. For the meaning of the physical constants in
(D.4), see the table A.1 in Appendix A. This scattering rate is implemented in
our EMC code. For the sake of completeness we should mention another pos-
sible scattering mechanism in III-V and II-VI semiconductors which involves
emission and absorption of acoustic phonons. It is called piezoelectric scat-
tering and it may arise from strain-induced macroscopic electric fields due to
the lacking of the inversion symmetry [32]. It becomes important at low tem-
peratures and for pure compound semiconductors and therefore we do not
consider it in the present work.
D.2 Electron-Longitudinal Polar Optical Scattering
Rate
The GaAs is a polar crystal therefore lattice vibrations are accompanied by
oscillating electrics fields. FGR from the Fro¨hlich Hamiltonian (see 2.7), gives
in this case the following scattering rates [32, 95]
wabs(E) =C
N0√
E
ln
(√
E+ h¯ωLO+
√
E√
E+ h¯ωLO−
√
E
)
, (D.5)
wem(E) =C
(N0+1)√
E
ln
(√
E+
√
E− h¯ωLO√
E−√Eh¯−ωLO
)
, (D.6)
for absorption and for emission processes respectively. Here the constant C is
defined as
C =
√
m∗e2ωLO
16
√
2pi2ε0h¯
[
1
ε∞
− 1
εb
]
, (D.7)
and N0 is given by Bose-Einstein distribution (D.2). This scattering mechanism
is anisotropic and favours small angle scattering events. It is inelastic and very
important for GaAs at room temperature and for II-VI semiconductors. These
formulae are implemented together with EMC algorithm in our code.
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D.3 Electron-Impurity Scattering Rate
The scattering rate for electron-impurity wei, assuming a parabolic band and
Yukawa screened potential, is given by [27]
wei(E) =
2
5
2pinie4Z2
(4piε)2
√
m∗E2β
√
E
1+4E/EβTF
. (D.8)
Here Ze is the charge of the ionized impurity whose internal structure is ig-
nored, i.e., we assume they are point-like particles and Eβ is defining by
Eβ =
h¯2β 2TF
2m∗
. (D.9)
In our work we shall consider only single ionized impurities and therefore
Z = 1. The equation (D.8) is referred to as Brooks-Herring approach in the liter-
ature, see Chattopadhyay ’s paper [96] for an exhaustive treatment of electron-
impurity scattering mechanism in semiconductors. We use this scattering rate
for our EMC code.
D.4 Scattering Angular Distributions and its EMC
Implementations
EMC algorithm includes the angular probability according to the type of inter-
action involved in the scattering event. This is necessary for updating the mo-
mentum of the scattered carrier after a collision. For isotropic scattering, like
the case of electron-acoustic phonon scattering considered here, every scat-
tering direction after a collision event is equivalent and independent of the
interaction. Then the polar angles θ , φ are given by
cosθ = 1−2r1 , (D.10)
φ = 2pir2 , (D.11)
where r1, r2 are random numbers uniformly distributed between 0 and 1 [27].
The relation (D.11) is assumed to hold for every scattering mechanism in present
work. In other words there is no dependence on the azimuthal angle. The
equations (D.10) and (D.11) are equivalent to an arbitrary rigid rotation of the
carrier’s momentum. From a geometric point of view, this rotation determines
a sphere with a radius equal to the magnitude of the momentum. Then we can
work out the updated momentum in a way equivalent to choosing a point on
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this sphere. Thus we can exploit some efficient methods devised by Marsaglia
for choosing a point on a sphere [97]. After a comparison of the different meth-
ods proposed in [97], we found that the most efficient for a numerical imple-
mentation is the following one. We generate two independent pseudo random
numbers r1, r2 on (−1,1) until
S= r21+ r
2
2 < 1 , (D.12)
then the point on the sphere surface has the following cartesian coordinates(
2r1 (1−S)
1
2 ,2r2 (1−S)
1
2 ,1−2S
)
. (D.13)
In the case of the electron-impurity scattering the angular probability distri-
bution for the polar angle θ is [27]
cosθ = 1− 2(1− r)
1+δ r
, (D.14)
where δ = 4E/EβTF and r is a pseudo random number in the interval (0,1].
Finally in the case of electron-POP scattering the angular probability distri-
bution is [95]
cosθ =
(1+ξ )− (1+2ξ )r
ξ
, (D.15)
where r is a pseudo random number in the interval (0,1) and
ξ =
2
√
E± h¯ωLO(√
E−√E± h¯ωLO
)2 , (D.16)
where the signs + and − in (D.16) refer to POP absorption and POP emission
processes respectively.
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E.1 Spin Evolution
In the following we neglect dipole-dipole interaction between the spins. In this
way, during free-flight the spin of each electron undergoes individual coherent
evolution according to the Schro¨dinger equation.
Initially each electron spin is assumed to be polarized in the z direction, af-
ter which the spin relaxes via the Dyakonov-Perel mechanism, whereby each
spinor wavefunction is acted upon by the time evolution operator generated
by the Dresselhaus Hamiltonian HD (4.42).
The time-evolution operatorU in spin space for a single particle spinor wave-
function Ψ over the timestep δ t is
U(δ t) = e−iHDδ t/h¯ , (E.1)
so that the spinor wavefunctionΨ(t) at time δ t is related to its value at initial
time, t = 0 by
Ψ(δ t) =U(δ t)Ψ(0) . (E.2)
In order to integrate numerically equation (E.2) we resort to the Crank-Nicolson
(C-N) method [98]. This numerical method integrates by interpolating be-
tween two consecutive timesteps, hence
Ψn+1 =Ψn− iδ t
2h¯
HD(Ψn+Ψn+1) , (E.3)
whereΨn=Ψ(nδ t) denotes the spinor wavefunction at the nth-timestep. Then
the C-N method leads to the solution
Ψn+1 =
(
1+
iδ t
2h¯
HD
)−1(
1− iδ t
2h¯
HD
)
Ψn, (E.4)
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which is correct up to O(δ t4).
The C-N method is particularly good for the problem of spin evolution as
it gives a unitary evolution of the spinor wavefunction in time, hence it con-
serves its norm. In contrast to the commonly used Heun scheme, the C-N
method has the advantage that we do not need to renormalise the spinor wave-
function after each timestep. The exact numerical scheme is
Ψ(t = δ t) =C
(
1− h2δ t24 − ihz ihx+hy
ihx−hy 1− h2δ t24 + ihz
)
Ψ(t = 0) , (E.5)
where
C = 1+h2
δ t2
4
, (E.6)
and hi are the i-components of the effective field, given by the Hamiltonian
(4.42),
hi = 2Ωi , (E.7)
and finally h2 = ∑3i=1 h2i .
At any given time we can extract the expectation values of the Sx, Sy and Sz
components of the individual electron spin operator S to get the probability
that the spin is aligned along each direction. Finally this can be averaged over
all spins to give the net spin in any direction. As in this work we are starting
from an electronic ensemble fully polarized in the z direction, we will be inter-
ested in looking at the time evolution of the z-component of the total spin Sz,tot .
At the n-th timestep this is given by
Sz,tot (nδ t) =
1
N ∑i=1,N
〈Sz〉i (E.8)
=
h¯
2N ∑i=1,N
〈Ψi (nδ t) |σz|Ψi (nδ t)〉, (E.9)
where N is the number of electrons in the simulation, and σz the z-Pauli matrix.
E.2 Estimating the Spin Relaxation Time
Using the above methodology we are capable of simulating the time evolution
of the total electronic spin and of its components in the sample. The quantity
of interest to us is the characteristic spin relaxation time of the material. This
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can be extracted from the time evolution of Sz,tot .
We assume that, after a transient period, the spin relaxation behavior in the
bulk semiconductor takes the form
Sz,tot = AeBt . (E.10)
It is then possible to fit the data from the simulation of the spin time evolution
to such a curve, and produce values for the parameters A and B in the expo-
nential fit. In particular, the parameter B has units of s−1 and is identified as
the characteristic spin relaxation time of the sample, B = 1/τs. The spin relax-
ation curve has characteristics different from an exponential during the first
picoseconds: it in fact starts from a maximum at t = 0 where it then displays a
quadratic behavior, see Figure E.1.
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Figure E.1: Sz,tot against time at T = 300 K and ne = 1016cm−3.
We then fit the simulation data exponentially only after this initial transient
period. From the analysis of the data in the parameter range we are interested
in, we see that neglecting the first 10 ps after thermalization is sufficient for
this scope.
E.3 Experimental Curves from Oestreich’s group
In this section we show the original experimental curves obtained by Oertel
et al. in [28] and from which we extracted the data for the discussion of our
results in Chapter 5.
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Figure E.2: (b). Spin relaxation times τs versus electron density ne measured at
T = 300 K by Oertel et al. Reprinted with permission from S. Oertel, J. Hu¨bner
and M. Oestreich, APPLIED PHYSICS LETTERS, 93,132112 (2008). Copyright
[2008], AIP Publishing LLC.
Figure E.3: (b). Spin relaxation times τs versus temperature T at two different
densities (doubly logarithmic scale) measured by Oertel et al. Reprinted with
permission from S. Oertel, J. Hu¨bner and M. Oestreich, APPLIED PHYSICS
LETTERS, 93,132112 (2008). Copyright [2008], AIP Publishing LLC.
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