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Abstract
In this paper, we present the benefits of exploring different topologies with
equal connectivity measure, or iso-connectivity topologies, in relation to the multi-
agent system dynamics. The level of global information sharing ability among
agents in a multi-agent network can be quantified by a connectivity measure, called
as the Algebraic Connectivity of the associated graph consisting of point-mass
agents as nodes and inter-connection links between them as edges. Distinct topolo-
gies with the same connectivity play profound role in multi-agent dynamics as they
offer various ways to reorganize agents locations according to the requirement dur-
ing a cooperative mission, without sacrificing the information exchange capability
of the entire network. Determination of the distinct multi-agent graphs with iden-
tical connectivity is a multimodal problem, in other words, there exist multiple
graphs that share the same connectivity. We present analytical solutions of deter-
mining distinct graphs with identical connectivity. A family of isospectral graphs
are found out by utilizing an appropriate similarity transformation. Moreover, a
zone of no connectivity change in a dense graph is unraveled where an agent can
move freely without causing any change in the global connectivity. The proposed
solutions are validated with the help of sufficient examples.
Mathematics Subject Classification (2010). 05C40, 05C50, 05C62, 93A30, 94C15.
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1 Introduction
Realization of multi-agent topologies facilitates in understanding network characteris-
tics, agents interactions and group dynamics in wide range of engineering applications
as well as in pedagogical courses [1, 3]. In network control and dynamics research
community, the analysis and synthesis of multi-agent topologies have drawn serious
attention over the past [1, 4, 9]. Most of the real world network topologies can be rep-
resented mathematically by using their corresponding graphs. For instance, in cooper-
ative robotics applications [1], a multi-agent system is represented by a graph where
nodes are the point-robots and edges are the inter-connections between them. In a
decentralized network of multiple agents, the group performance and task accomplish-
ment depend on agents information sharing ability to their neighbors. The connectivity
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measure of a graph, i.e. the algebraic connectivity, plays vital role in group dynamics
as it determines how well the agents can communicate to each other. A connectivity
value above zero guarantees that there exists at least one spanning tree [21] or an infor-
mation flow path among the members in a group. Earlier research shows a fair amount
of contributions [1, 12, 19] dedicated to maintaining, controlling and maximizing con-
nectivity of a multi-agent network, during cooperative tasks such as target tracking and
formation control [8].
Isospectral systems [5] exhibit similar dynamic characteristics since they resonate
at the same natural frequencies. The family of graphs that share the same spectrum
are called isospectral [6]. Isospectral graphs also have identical connectivity, however,
the converse is not true always. This is because the connectivity of a graph can be
measured just by computing one eigenvalue of the corresponding Laplacian; the entire
spectrum is not required. There exist different multi-agent graphs that have the same
connectivity measure, and so the inverse problem of identifying a particular topology
from just the connectivity is not unique. The present work focuses on finding distinct
graphs with the same connectivity. These graphs [7] have significant applications in
topology categorization and reconfiguration [11] during a cooperative mission. Topol-
ogy categorization offers a variety of formation options to the agents in a group, which
can be selected according to the specific application, constraints or surrounding envi-
ronment during a cooperative task.
The relationship between a multi-agent system dynamics and its corresponding
graph properties is critical in terms of the network controllability and stability [2], [16].
For a multi-agent network with one(multiple) leader(s), Rahmani et. al. established
how the symmetry structure of a network characterized by automorphism group, re-
lates to the controllability of such network. Tanner [17] investigated the effects of net-
work connectivity and size on its dynamic controllability in presence of a single leader,
considering neighborhood based inter-connection topology structure. In multi-agent
cooperative tasks, an increase in the network connectivity helps in faster convergence
of the consensus [4]. The author in [17] derived sufficient conditions for the overall net-
work controllability, and also showed that high connectivity may cause adverse effect
on network controllability. In [18], the structural controllability problem of multi-agent
network with single leader was investigated under switching topologies.
The rest of the paper is organized as follows. In Section 2, we brief the mathemat-
ical representation of a multi-agent graph and state the problem objective. Section 3
presents an analytical method of generating graphs with identical spectrum using the
similarity transformation. In Section 4, we describe how to find graphs with the same
connectivity in a network with just one mobile agent. Finally, Section 5 concludes the
present work.
2 Problem Formulation
2.1 Graph Theory Preliminaries
A graph G consisting of n agents can be captured mathematically [21] by the associ-
ated Laplacian matrix Ln(G) of order n. In this work, all the graphs are assumed as
undirected with bidirectional inter-agent communication links.
The Laplacian matrix is the difference between the diagonal matrix of vertex degrees
and the adjacency matrix of inter-agent connections, i.e. Ln(G) = Dn(G) − An(G).
Laplacian is a symmetric positive semi-definite matrix and its smallest eigenvalue is
2
zero. Let, the eigenvalues of Ln(G) in ascending order are λ1 < λ2 ≤ λ3 ≤ ... ≤
λn and the corresponding eigenvectors are v1,v2, ...,vn, respectively. The spectrum
of a graph sn(G) is defined by the set of all Laplacian eigenvalues, i.e. sn(G) =
{λ1, λ2, ..., λn}.
The elements of a Laplacian matrix depend on the relative distances between the
corresponding pair of nodes. A state dependent Laplacian matrix can be given by
Ln(x) = Dn(x)−An(x) , (1)
where x denotes the vector containing agents states, Dn(x) is the Degree matrix, and
An(x) is the Adjacency matrix.
An weighted state dependent Adjacency matrix [19] elements are given as
aij =
{
f(‖rij‖) for i 6= j ;
0 for i = j , (2)
where rij denotes the relative distance vector between (i, j), and f(‖rij‖) is a de-
creasing function with relative distance magnitude. In accordance with an exponential
communication model [8], the function f can be expressed as
f(‖rij‖) =
{
e−
σ
R
‖rij‖ if ‖rij‖ ≤ R ;
0 if ‖rij‖ > R . (3)
where σ is a large positive constant representing the rate of decay of communication
quality over distance. An inter-agent connection strength decays exponentially within
the communication range R, and the connection is lost beyond this range. Note that
every agent in the network has equal communication range.
The Degree matrix Dn(G) is diagonal with elements given as
di =
n∑
j( 6=i)=1
aij ,
Using equation (1), the elements of Laplacian Ln are expressed as
lij =


−aij for i 6= j;
n+1∑
j( 6=i)=1
aij for i = j (4)
The second smallest eigenvalue λ2 of a Laplacian Ln is known as the algebraic
connectivity of the related graph of n agents, and the corresponding vector is known
as the Fiedler vector [14] . This eigenvalue provides a quantitative measure of the
global communication strength of a multi-agent system. A multi-agent graph with pos-
itive λ2 has at least one spanning tree ensuring an information flow path among agents,
whereas with null λ2 there exists no spanning tree and so the information exchange gets
interrupted. A higher value of λ2 indicates more connections among agents, which is
useful in cooperative missions like multi-agent tracking [4] and formation control [8]
for maintaining, improving or controlling time-varying connectivity during the dynam-
ics.
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2.2 Objective
The goal of the present work is to explore different multi-agent topologies that have
the same connectivity measure as that of a given one. In mathematical words, given a
multi-agent graph Gbase with connectivity measure λ2(Gbase) = λbase2 , we attempt to
find out a family of distinct graphs {Gi} such that λ2(Gi) = λbase2 , where the index i
stands for the number of solutions.
The following presents various analytical techniques of determining distinct graphs
that have the same connectivity.
3 Generation of Isospectral Graphs
In this section, we present an elegant way of finding isospectral graphs [7] which not
only have the same algebraic connectivity but also have the entire spectrum same.
3.1 Application of Similarity Transformation
Theorem 3.1 Distinct graphs with identical spectrum are called isospectral, and so
the corresponding Laplacian matrices associated with the graphs are isospectral as
well. On applying the similarity transformation with appropriate choice of the or-
thonormal matrix, i.e. L2 = QTL1Q where L1, L2, Q ∈ ℜn×n with Q.1 = 1, gener-
ates an isospectral Laplacian L2 from a base Laplacian L1.
Proof. It is well known that the similarity transformation [22] preserves eigenvalues of
an original matrix. Obviously, under such transformations applied to a base Laplacian
matrix L1, the newly generated matrix L2 possesses the same set of eigenvalues.
L2 = Q
TL1Q (5)
where Q is an orthonormal matrix [22], i.e. QTQ = QQT = I . Note that the trans-
formed matrix L2 can be any symmetric positive semi-definite matrix which may not
be of Laplacian matrix structure. In order to get a distinct Laplacian matrix on applying
similarity transformation to a base Laplacian matrix, we need to search for a special
class of orthonormal matrices that not only preserves the eigenvalues of a Laplacian
matrix but also preserves its properties and structure.
The eigenvector v1 corresponding to the smallest eigenvalue λ1 = 0 is along the
direction 1 always, due to the fact that every row sum or column sum of a Laplacian
matrix is zero. Note that the fixed eigenvector v1 always belongs to the null space of
the Laplacian L1, i.e. L1.1 = 0. Similarly, the transformed Laplacian matrix L2 has
to meet the following condition.
L2.1 = 0 (6)
or (QTL1Q).1 = 0 (7)
or L1Q.1 = 0 (8)
An obvious solution to equation (8) is determined by exploiting the property of a Lapla-
cian matrix [21], as follows.
Q.1 = 1 (9)
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The above condition (9) leads to the fact that in order to get a distinct Laplacian with
same eigenvalues from a base Laplacian by similarity transform, the class of real or-
thonormal matrices Q 6= I have to have every row sum or column sum as 1. 
3.2 Example
An example of such orthogonal matrix Q is any permutation matrix J because it satis-
fies the condition (9). The use of permutation matrix J [15] to get a different Laplacian
from a base Laplacian, is described below.
Consider a group of four agents, where the corresponding Laplacian matrix of order
4 takes shape as
L1 =


3 −1 −1 −1
−1 2 −1 0
−1 −1 3 −1
−1 0 −1 2

 . (10)
On applying similarity transformation to the base LaplacianL1 by a permutation matrix
J1, we get
J1 =


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

 , (11)
L2 = J
T
1 L1J1 =


2 −1 0 −1
−1 3 −1 −1
0 −1 2 −1
−1 −1 −1 3

 . (12)
On applying similarity transformation to the same LaplacianL1 by another permutation
matrix J2, we get
J2 =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 , (13)
L3 = J
T
2 L1J2 =


3 −1 −1 −1
−1 3 −1 −1
−1 −1 2 0
−1 −1 0 2

 . (14)
The above two distinct Laplacians L2 and L3 have the same set of eigenvalues as that
of the base Laplacian L1. Let, the graphs corresponding to the Laplacian matrices L1,
L2, and L3 are G1, G2, and G3, respectively. Then, these graphs G1, G2, and G3
possess the same spectrum and so they are isospectral.
The above example shows that the rearrangement of multiple agents in a group can
generate different topologies having the same spectrum. Thus, the reconfiguration of
a multi-agent group by permuting agent locations has potential of switching between
formations without affecting connectivity, during a cooperative task. Figure 1 shows
three isospectral graphs G1,G2, and G3, respectively.
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Figure 1: Isospectral graphs with permuted agent locations.
4 Concerns in Multi-agent Dynamics
In the following, we explain how different multi-agent topologies with equal connec-
tivity measure facilitate in analyzing and controlling the agent dynamics during the
entire network evolves to accomplish a group mission.
4.1 Preserving Connectivity with a Mobile Agent
Theorem 4.1 In a dynamic network, if the differential of the corresponding Laplacian
associated with the multi-agent graph becomes zero, then the network connectivity
remains unchanged.
Proof. Consider a graph G of n agents which corresponds to a Laplacian matrix Ln.
The modal equation corresponding to the second smallest eigenvalue of Ln is given by
LnvF = λ2vF . (15)
where λ2 is the second smallest eigenvalue of Ln, and vF = v2 is the corresponding
eigenvector, i.e. the Fiedler vector [13]. The algebraic connectivity λ2 of G can be
mathematically expressed as
λ2 = v
T
F Ln vF . (16)
To begin with, the graph G has an algebraic connectivity of λin2 , and after moving an
agent the new graph has an algebraic connectivity of λfin2 . We move the nth agent
from its original position Pin to new position Pfin. If all the states associated with
the agent dynamics are continuous, then the change in connectivity caused by an agent
movement, can be given by
λin2 +
∫ Pfin
Pin
dλ2 = λfin2 . (17)
By taking differential to both sides of equation (15), we obtain
(dLn)vF + LndvF = (dλ2)vF + λ2dvF . (18)
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We now intend to determine an explicit expression of the differential of the algebraic
connectivity, by pre-multiplying both sides of equation (18) with vTF as shown below.
v
T
F (dLn)vF + v
T
FLndvF = (dλ2)v
T
FvF + λ2v
T
F dvF (19)
As the Laplacian Ln is a symmetric matrix, its right and left eigenvectors do not differ
[22], and so the relation vTFLn = λ2vTF follows from equation (15). Also, it is to be
remembered that the Fiedler vector is normalized, i.e. vTFvF = 1, and so equation (19)
leads to the following expression of the differential of the algebraic connectivity.
dλ2 = vTF dLn vF . (20)
Thus, by using the calculus of variation [20], the differential of the algebraic connectiv-
ity can be expressed in relation to the differential of the corresponding Laplacian ma-
trix. According to the equations (17) and (20), the connectivity λ2 will be unchanged
(λin = λfin) even with a mobile agent if
dLn = 0 .  (21)
After segregating the nth agent, the Laplacian Ln can be expressed as follows.
Ln =
[
Ln−1 +Bn−1 −bn−1
−bTn−1 γ
]
(22)
where γ =
n−1∑
j=1
ajn ∈ ℜ1, bn−1 = [a1n, a2n, a3n, ...]T ∈ ℜn−1, Bn−1 = diag(bn−1) ∈
ℜn−1×n−1, Ln−1 ∈ ℜn−1×n−1, and Ln ∈ ℜn×n. It is noteworthy that the movement
of nth agent will cause change in bn−1, γ and Bn−1 usually, however, there will be no
change in Ln−1.
4.1.1 Example
Now, consider the nth agent is connected to only agents 1 and 2. In this case, referring
to the block matrix representation (22) of Laplacian, the scalar γ, vector bn−1 and
diagonal matrix Bn−1 become
γ = a1n + a2n ,
bn−1 = [a1n, a2n, 0, 0, ..., 0]
T ,
andBn−1 = diag(a1n, a2n, 0, 0, ..., 0) ,
respectively. The Laplacian matrix Ln takes shape as
Ln =


Ln−1 +


a1n 0 0 . . 0
0 a2n 0 . . 0
0 0 0 . . 0
. . . . . .
0 0 0 . . 0




−a1n
−a2n
0
.
0


( −a1n −a2n 0 . 0 ) (a1n + a2n)


, (23)
where a1n = e−
σ
R
√
(x1−xn)2+(y1−yn)2
, a2n = e
− σ
R
√
(x2−xn)2+(y2−yn)2
, and [xi, yi] ∀ i ∈
[1, n] denotes the ith agents’s position in two dimensional coordinates.
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Suppose the nth agent moves from its original position [xn, yn] to a new position
[x
′
n, y
′
n], and the Laplacian Ln corresponding to the multi-agent graph changes to L
′
n.
The new Laplacian L′n is given by
L
′
n =


Ln−1 +


a
′
1n 0 0 . . 0
0 a
′
2n 0 . . 0
0 0 0 . . 0
. . . . . .
0 0 0 . . 0




−a′1n
−a′2n
0
.
0


( −a′1n −a′2n 0 . 0 ) (a′1n + a′2n)


, (24)
where a′1n = e−
σ
R
√
(x1−x
′
n)
2+(y1−y
′
n)
2
, a
′
2n = e
− σ
R
√
(x2−x
′
n)
2+(y2−y
′
n)
2
. In order to
satisfy condition (21), the new Laplacian elements have to be a′1n = a1n and a
′
2n =
a2n, respectively, which leads to
‖r1n‖ = ‖r2n‖ , (25)
or (x1 − x′n)2 + (y1 − y
′
n)
2 = (x2 − x′n)2 + (y2 − y
′
n)
2 . (26)
The above indicates that if the nth agent is located at any of the two intersection points
of two circles, one with center [x1, y1] of radius ‖r1n‖ and another with center [x2, y2]
of radius ‖r2n‖, then there is no change in the Laplacian Ln and so the connectivity is
preserved.
Figure 2 shows two graphs with identical connectivity,G({1, 2, 3, 4}) andG({1, 2, 3, 4′}),
where in each graph the 4th agent is located at either of the intersection points of the
range circles of agents 2 and 3.
1
2
4
4'
Figure 2: An alternative node placement without changing connectivity ; 24 = 24′ and
34 = 34′.
4.2 Freedom of Moving an Agent in Dense Graphs
Theorem 4.2 In case different Laplacian matrices associated with distinct graphs share
the same algebraic connectivity and the same Fiedler vector vF , then that very Fiedler
8
vector lies in the null space of the difference between corresponding Laplacians, i.e.
∆L.vF = 0.
Proof. Consider two distinct graphs G1 and G2, which are not isospectral but have
equal connectivity. Let, the Laplacian matrices corresponding to the graphs G1, G2
are L1, L2, respectively. Here, we study a specific case where different Laplacians not
only share the same 2nd smallest eigenvalue or algebraic connectivity but also share
the corresponding eigenvector or Fiedler vector [14]. The eigenvector equations of two
Laplacian matrices are given by
(L1 − λ2I).vF = 0 (27)
(L2 − λ2I).vF = 0 (28)
Subtracting (27) from (28), we get
(L2 − L1).vF = 0 , (29)
or ∆L.vF = 0. (30)
Equation (30) reveals that the Fiedler vector lies in the null space of the difference
between two Laplacian matrices associated with two different graphs. 
Suppose the Laplacians L1 and L2 correspond to distinct graphs G(t) and G(t +
∆t) representing a dynamic multi-agent system at time instants t and (t + ∆t), re-
spectively. The above theorem shows the possibility of arising an unusual scenario
in a group dynamics, where agent movements do not affect the network connectivity.
To this end, in a dense graph with sufficient inter-agent connections, the above phe-
nomenon may exhibit [17], where the movement of one agent do not cause any change
in the global connectivity. Preserving both the connectivity and the Fiedler vector in
distinct graphs can be beneficial in multi-agent dynamics, which is described below
using an example.
4.2.1 Geometric Realization
Here, we consider a graph of 4 agents where everybody is connected to each other, and
the connection strengths vary depending on the relative distances between (according
to the locations of) corresponding pairs of agents. The Laplacian matrix L4 associated
with the graph, is given by
L4 =


2 + α −1 −1 −α
−1 2 + β −1 −β
−1 −1 3 −1
−α −β −1 1 + α+ β

 . (31)
where α, β > 0 are the parameters that vary during the motion of agent 4. Note that
only the last agent in the network is mobile while others are fixed.
The eigenvalues and eigenvectors of the above matrix (31) can be determined ana-
lytically [22] by solving (L4 − λiI)vi = 0 ∀ i ∈ [1, n], where λi is the ith eigenvalue
and vi is the corresponding eigenvector. The eigenvalues of Laplacian L4 are the roots
of its characteristic polynomial, which is given as follows.
PL4(λ) = λ(λ − 4)(λ2 − 4λ− 2αλ− 2βλ+ 3 + 5α+ 5β + 3αβ) = 0 (32)
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By solving the characteristic polynomial (32), the Laplacian spectrum is evaluated as:
s4 = {0, 4, 2+α+β±
√
1− α+ α2 − β − αβ + β2}. The eigenvectors of L4 cor-
responding to the eigenvalues 0, 4 are fixed, which are [1, 1, 1, 1]T and [1, 1,−3, 1]T ,
respectively; the other two eigenvectors are parameter dependent and change accord-
ingly.
In order to make sure that λ2 = 4 is the second smallest eigenvalue always, i.e. λ1 <
λ2 ≤ λ3 ≤ λ4, the parameters α, β have to satisfy the following inequality
2 + α+ β +
√
1− α+ α2 − β − αβ + β2 > 4. (33)
Now, we choose a set of parameters α = 2, β = 3 and α = 3, β = 4 satisfying (33),
and then validate the claim stated above.
The Laplacian matrix (31) with parameters α = 2, β = 3 becomes
L
′
4 =


4 −1 −1 −2
−1 5 −1 −3
−1 −1 3 −1
−2 −3 −1 6

 = 10×


0.4 −0.1 −0.1 −0.2
−0.1 0.5 −0.1 −0.3
−0.1 −0.1 0.3 −0.1
−0.2 −0.3 −0.1 0.6

 .
The eigenvalues of the Laplacian L′4 are 0, 4, 5.2679, 8.7321, and the modal matrix
M
′
4 consisting of the eigenvectors of L
′
4 is given as
M
′
4 =


0.5000 −0.2887 0.7887 −0.2113
0.5000 −0.2887 −0.5774 −0.5774
0.5000 0.8660 0.0000 0.0000
0.5000 −0.2887 −0.2113 0.7887

 .
The Laplacian matrix (31) with parameters α = 3, β = 4 becomes
L
′′
4 =


5 −1 −1 −3
−1 6 −1 −4
−1 −1 3 −1
−3 −4 −1 8

 = 10×


0.5 −0.1 −0.1 −0.3
−0.1 0.6 −0.1 −0.4
−0.1 −0.1 0.3 −0.1
−0.3 −0.4 −0.1 0.8

 .
The eigenvalues of the Laplacian L′′4 are 0, 4, 6.3542, 11.6458, and the modal matrix
M
′′
4 consisting of the eigenvectors of L
′′
4 is given as
M
′′
4 =


0.5000 −0.2887 0.7651 −0.2852
0.5000 −0.2887 −0.6295 −0.5199
0.5000 0.8660 0.0000 0.0000
0.5000 −0.2887 −0.1355 0.8052

 .
It can be noticed easily that the LaplaciansL′4 and L
′′
4 have the common algebraic con-
nectivity as λ2 = 4 and the common Fiedler vector as v2 = vF = [−1,−1, 3,−1]T ,
and these matrices satisfy the condition (30). The corresponding graphs with same
connectivity, G({1, 2, 3, 4′}) and ({1, 2, 3, 4′′}) , are shown in Figure 3. In this case,
the movement of an agent doesn’t influence the global connectivity which is counter
intuitive [2]. In fact, these topologies offer freedom of moving an agent in a network
without compromising its connectivity.
10
12 3
4'
4''
Figure 3: No change in connectivity zone in a graph ; 31 = 32 = 34′ = 34′′.
5 Conclusion
In this work, we developed analytical methods of determining distinct multi-agent
topologies with the same spectrum as well as distinct topologies with the same con-
nectivity. We find out a family of graphs isospectral to a given one, by applying an
appropriate similarity transform to the base Laplacian matrix corresponding to a given
graph. A proper choice of the orthonormal matrix in the similarity transformation,
leads to generate useful alternatives from a base graph while preserving connectiv-
ity. We also presented elegant strategies for preserving connectivity in a network with
single mobile agent while other members are stationary. Using a simple example, we
established the fact how a single agent can move freely in dense graphs without causing
any change in the connectivity.
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