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Abstract—In this paper, we try to solve the problem of
temporal link prediction in information networks. This implies
predicting the time it takes for a link to appear in the future,
given its features that have been extracted at the current
network snapshot. To this end, we introduce a probabilistic non-
parametric approach, called Non-Parametric Generalized Linear
Model (NP-GLM), which infers the hidden underlying probability
distribution of the link advent time given its features. We then
present a learning algorithm for NP-GLM and an inference
method to answer time-related queries. Extensive experiments
conducted on both synthetic data and real-world Sina Weibo
social network demonstrate the effectiveness of NP-GLM in
solving temporal link prediction problem vis-a`-vis competitive
baselines.
I. INTRODUCTION
Link prediction is the problem of prognosticating a certain
relationship, like interaction or collaboration, between two
entities in a networked system that are not connected already
[1]. This problem has attracted a considerable attention and
has found its application in various interdisciplinary domains,
such as viral marketing, bioinformatics, recommender systems,
and social network analysis [2]. For example, suggesting new
friends in an online social network [3] or predicting drug-target
interactions in a biological network [4] are two quite different
tasks that both rely on link prediction.
The problem of link prediction has a long literature and
is studied extensively. In recent years, newer studies have
shifted from traditional link prediction toward new domains,
such as time-aware link prediction [5], link prediction in
heterogeneous networks [6], and multi-network link prediction
[7]. Most of these works have ultimately formulated the
link prediction problem as a binary classification task, i.e.
predicting whether a link will appear in the network in the
future. However, an interesting problem, which we call it
temporal link prediction in this paper, could be predicting
when a link will emerge between two entities in the network.
Examples of this problem includes predicting the time that
two individuals become friends in a social network, or the
time that two authors collaborate on writing a paper [8].
Inferring the link formation time in advance can be very
useful in many concrete applications. For example, if a social
network recommender system could predict the relationship
time between two people, then it can suggest a friendship
close to that time since it has a relatively higher chance to
be accepted.
The temporal link prediction is a challenging problem
which cannot be solve trivially for three main reasons. First,
the formulation of temporal link prediction is quite different
from traditional binary link prediction due to the involvement
of time and the necessity of considering network evolution
time-line. As opposed to the works concerning the binary
link prediction, there are very little works on temporal link
prediction that aim to answer the “when” question. Second, we
only know the creation time of links that are already present at
the network and for those links that are yet to happen, which
are excessive in number versus the existing ones, we lack such
information. Finally, a common approach to this problem is
to infer a probability distribution over time for each pair of
nodes given their features, and answer time-related queries
about the link creation time between the two nodes using the
inferred distribution. In this case, the underlying distribution
of the link’s time is unknown and considering any specific
distribution as a priori may be far from reality or limit the
solution generality.
In this paper, we propose a probabilistic non-parametric
approach to solve the problem of temporal link prediction and
address its challenges. To this end, we first define the temporal
link prediction problem formally and formulate the approach
to solve it generally. Next, we present Non-Parametric Gener-
alized Linear Model (NP-GLM) which models the distribution
of link creation time given its feature vector. The strength
of this non-parametric model is that it is capable of learning
the underlying distribution of the data as well as the amount
of contribution of each extracted feature for the link advent
time in the network. Inferring such probability distribution, we
propose an inference method to answer queries, like the most
probable time by which a link will appear between two nodes,
or the probability of link creation between two nodes during
a specific period. Extensive experiments on both synthetic
dataset and real-world social network data demonstrate that the
proposed method works well in predicting the link’s apparition
time versus the relevant ones.
The rest of this paper is organized as follows. In Section
II, we provide introductory concepts and formally define the
problem of temporal link prediction. Next, we introduce our
proposed NP-GLM method in Section III, explaining its learn-
ing method and how to answer inference queries. Experimental
results are described in Section IV. Section V discusses related
works and finally in Section VI, we conclude the paper.
II. PROBLEM FORMULATION
In this section, we formulate the temporal link prediction
problem and introduce some important concepts and defini-
tions used throughout the paper.
A. Temporal Link Prediction
The aim of this paper is to predict the time of link creation
in social networks. Formally, given the feature vector xl for
a missing link l extracted in time t0, we want to predict tl,
which shows how long after t0 the link l will appear in the
network. A probabilistic approach to this problem is to model
the conditional distribution fT (tl | xl).
B. Data Description
Suppose that we have a snapshot of the network at the
time t0, and we have seen the evolution of the network (the
emergence of new links) in the time interval [t0, te] called time
window. Based on the existence state of the links prior to t0,
between t0 and te, and after te, we can classify links in the
following categories:
1) Links that are already present at time t0.
2) Links that do not exist at t0, but will appear during the
time window.
3) Links that remain missing all the time when we reach te.
Those links that fall within the 2nd and the 3rd categories
form our data samples and will be used in the learning
procedure. For these links, we extract their feature vectors at
time t0. For a link l of the 2nd category, we have seen that it is
created at a time like tc ∈ [t0, te]. So we set tl = tc−t0 as the
time it takes for the link l to appear after t0, and yl = 1 which
indicates that we have observed its exact creation time. If l is
of the 3rd category, we haven’t seen its exact creation time,
but we know it is definitely after te. For such samples, which
we call the censored ones, we set tl = te − tf and yl = 0 to
indicate that the recorded time is in fact less than the real one.
These type of links are also of interest because their features
will give us some information about their time falling after te.
As a result, each link l is associated with a triple (xl, yl, tl)
representing its feature vector, its observation status, and the
time it takes to appear, respectively. In Section III, we propose
NP-GLM which is a supervised method to relate xl to tl by
estimating fT (tl | xl) in a non-parametric fashion.
C. Basic Concepts
Here we define some essential concepts that are necessary
to study before we proceed to the proposed method. Generally,
the formation of a link between two nodes in the network can
simply be considered as an event with its occurring time as
a random variable T coming from a density function fT (t).
Regarding this, we can have the following definitions:
Definition 1 (Survival Function). Given the density fT (t), the
survival function denoted by S(t), is the probability that an
event occurs after a certain value of t, which means:
S(t) = P (T > t) =
∫
∞
t
fT (t)dt (1)
Definition 2 (Intensity Function). The intensity function (or
failure rate function), denoted by λ(t), is the instantaneous
rate of occurring the event at any time t given the fact that
the event has not occurred yet:
λ(t) = lim
∆t→0
P (t ≤ T ≤ t+∆t | T ≥ t)
∆t
(2)
The relations between the density, survival, and intensity
functions come directly from their definitions as follows:
λ(t) =
fT (t)
S(t)
(3)
S(t) = exp(−
∫ t
0
λ(t)dt) (4)
III. PROPOSED METHOD
In this section we introduce our proposed model, called
Non-Parametric Generalized Linear Model, to solve the prob-
lem of temporal link prediction. As we talked about in previous
sections, we are going to model the distribution fT (t | x) so
that we can answer the time-related queries using the feature
vector x for a missing link in the network. The recent approach
[8] has considered a specific distribution for t (e.g. Exponential
distribution) and then related x to t using a Generalized Linear
Model. The major drawback of this approach is that we need
to know the exact distribution of time, or at least, we could
guess the best one that fits. The alternative way that we follow
is to learn the shape of fT (t | x) from the data using a non-
parametric solution.
A. Model Description
Looking at the Eq. 3, we see that the density function can
be specified uniquely with its intensity function. Since the
intensity function often has a simpler form than the density
itself, if we learn the shape of the intensity function, then
we can infer the entire distribution eventually. Therefore,
we focus on learning the shape of the conditional intensity
function λ(t | x) from the data, and then accordingly infer
the conditional density function fT (t | x) based on the
learned intensity. In order to reduce the hypothesis space of the
problem and avoid the curse of dimensionality, we assume that
λ(t | x), which is a function of both t and x, can be factorized
into two separate positive functions as the following:
λ(t | x) = g(wTx)h(t) (5)
where g is a functions of x which captures the effect of
features via a linear transformation using coefficient vector
w independent of t, and h is a function of t which captures
the effect of time independent from x. This assumption,
referred to as proportional hazards condition [9], holds in
GLM formulations of many event-time modeling distributions,
such as Exponential, Rayleigh, Power-Law, and so on. Our
goal is now to fix the function g and learn the coefficient
vector w and the function h from the training data. We begin
by the likelihood function of the data which is as follows:
N∏
i=1
fT (ti | xi)
yiP (T ≥ ti | xi)
1−yi (6)
The likelihood consists of the product of two parts: The
first part is the contribution of those samples for which
we have seen their exact formation time in terms of their
density function. The second part on the other hand, is the
contribution of the censored samples. For these samples, we
use the probability of the formation time being greater than
the recorded one. Applying the Eq. 3, 4, and 5, the likelihood
function becomes:
N∏
i=1
[
g(wTxi)h(ti)
]yi
exp{−g(wTxi)
∫ ti
0
h(t)dt} (7)
Since we don’t know the form of h(t), we cannot directly
calculate the integral appeared in the likelihood function. To
deal with this problem, we approximate h(t) with a piecewise
constant function that changes just in ti s. Therefore, the
integral over h(t), denoted by H(t), becomes a series:
H(ti) =
∫ ti
0
h(t)dt ≃
i∑
j=1
h(tj)(tj − tj−1) (8)
assuming samples are sorted by t in increasing order, without
loss of generality. The function H(t) defined above plays an
important role in both learning and inference phases. In fact,
both the learning and inference phases rely on H(t) instead
of h(t), which we will see later in this paper. Replacing the
above series in the likelihood, we end up with the following
log-likelihood function:
logL =
N∑
i=1
{
yi
[
log g(wTxi) + log h(ti)
]
− g(wTxi)
i∑
j=1
h(tj)(tj − tj−1)
} (9)
The log-likelihood function depends on the vector w and the
function h(t). In the next part, we explain an iterative learning
algorithm to learn both w and h collectively.
B. Model Learning
Maximizing the log-likelihood function (Eq. 9) rely on the
choice of the function g. There are no particular limits on
the choice of g except that it must be a non-negative function.
For example, both quadratic and exponential functions of wTx
will do the trick. Here, we proceed with g(wTx) = exp(wTx)
since it yields a convex optimization function with respect to
w. Subsequent equations can be derived for other choices of
g in the same way.
Setting the log-likelihood derivative with respect to h(tk)
to zero, yields a closed form solution for h(tk):
h(tk) =
yk
(tk − tk−1)
∑N
i=k exp(w
Txi)
(10)
Applying Eq. 8, we get the following for H(ti):
H(ti) =
i∑
j=1
yj∑N
k=j exp(w
Txk)
(11)
which depends on the vector w. On the other hand, we
cannot obtain a closed form solution for w from the log-
likelihood function. Therefore, we turn to use Gradient-based
optimization methods to find the optimal value of w. The
negative log-likelihood function with respect to w, denoted
by NL(w) is as follows:
NL(w) =
N∑
i=1
{
exp(wTxi)H(ti)− yiw
Txi
}
(12)
which depends on the function H . As the learning of both
w and H depends on each other, they should be learned
collectively. Here, we use an iterative algorithm to learn w
and H alternatively. We begin with a random vector w(0).
Then in each iteration τ , we first update H(τ)(ti) via Eq. 8
using w(τ−1). Second, we optimize Eq. 12 using the values
of H(τ)(ti) to obtain w
(τ). We continue this procedure until
convergence.
C. Model Inference
In this part, we come across answering the common
inference queries after learning the vector wˆ and the function
Hˆ estimated using N training samples. For a test link l with
feature vector xl, the following queries can be answered:
Ranged Probability. What is the probability for the link l
to be formed between time tα and tβ? This is equivalent to
calculating P (tα ≤ T ≤ tβ | xl), which by definition is equal
to:
P (tα ≤ T ≤ tβ | xl) = S(tα | xl)− S(tβ | xl)
= exp{−g(wˆTxl)Hˆ(tα)} − exp{−g(wˆ
Txl)Hˆ(tβ)}
(13)
The problem here is to obtain the values of Hˆ(tα) and Hˆ(tβ),
as tα and tβ may not be among tis of the training samples,
for which Hˆ(.) is estimated. To calculate Hˆ(tα), we find k ∈
{1, 2, . . . , N} such that tk ≤ tα < tk+1. Due to the piecewise
constant assumption for h(.), we get:
hˆ(tα) =
Hˆ(tα)− Hˆ(tk)
tα − tk
(14)
On the other hand, since h(.) only changes in tis, we have:
hˆ(tα) = hˆ(tk+1) =
Hˆ(tk+1)− Hˆ(tk)
tk+1 − tk
(15)
Combining Eq. 14 and 15, we have:
Hˆ(tα) = Hˆ(tk) + (tα − tk)
Hˆ(tk+1)− Hˆ(tk)
tk+1 − tk
(16)
Following the similar approach, we can calculate Hˆ(tβ),
and then answer the query using Eq. 13. The dominating
operation here is to find the value of k. Since we have tis
sorted beforehand, this operation can be done using a binary
search with O(logN) time complexity.
Quantile. By how long the link l will be formed with
probability α? This question is equivalent to find the time
tα such that P (T ≤ tα | xl) = α. By definition, we have:
1− P (T ≤ tα | xl) = S(tα | xl) = exp{−g(wˆ
Txl)Hˆ(tα)}
= 1− α
Taking logarithm of both sides and rearranging, we get:
Hˆ(tα) = −
log(1− α)
g(wˆTxl)
(17)
To find tα, we first find k such that Hˆ(tk) ≤ Hˆ(tα) <
Hˆ(tk+1). We eventually have tk ≤ tα < tk+1 since H(.)
is a non-decreasing function due to the function h being non-
negative. Therefore, we again end up with Eq. 16, which by
rearranging we get:
tα = (tk+1 − tk)
Hˆ(tα)− Hˆ(tk)
Hˆ(tk+1)− Hˆ(tk)
+ tk (18)
By combining the Eq. 17 and 18, we can obtain the value
of tα which is the answer to the quantile query. It worth
mentioning that if α = 0.5 then tα becomes the median of
the distribution fT (t | xl). Here again the dominant operation
is to find the value of k, which due to the non-decreasing
property of Hˆ(.) can be found using a binary search with
O(logN) time complexity.
IV. EXPERIMENTS
We conduct extensive experiments on both synthetic and
real-world datasets to evaluate the effectiveness of NP-GLM.
A. Experiments on synthetic data
We use synthetic data to verify the correctness of NP-
GLM and its learning algorithm. Since NP-GLM is a non-
parametric method, we generate synthetic data using various
parametric models with previously known random parameters,
and evaluate how can NP-GLM learn the parameters and the
underlying distribution of the generated data.
Experiment Setup. We consider generalized linear models
of two widely used distributions for event-time modeling,
Rayleigh and Gompertz, as the ground truth models for
generating the synthetic data. To generate a total of N data
samples with d-dimensional feature vectors, consisting No
non-censored (observed) samples and remainingNc = N−No
censored ones, we use the following procedure:
1) Draw a weight vector w ∼ N (0, Id), where Id is the
d-dimensional identity matrix.
2) Draw scalar intercept b ∼ N (0, 1).
3) For i = 1 . . .N do
i Draw feature vector xi ∼ N (0, Id).
ii Set distribution parameter αi = exp(w
Txi + b)
iii Draw time ti based on the distribution:
Rayleigh: ti ∼ αi t exp{−0.5αit2}.
Gompertz: ti ∼ αi et exp{−αi(et − 1)}.
4) Sort pairs (xi, ti) by ti in ascending order.
5) For i = 1 . . . No set yi = 1
6) For i = (No + 1) . . . N set yi = 0
For all synthetic experiments, we generate 10-dimensional
feature vectors (d = 10) and set g(wTx) = exp(wT x). We
repeat every experiment 100 times and report the average.
Experiment Results. As NP-GLM’s learning is done in an
iterative manner, we first analyzed whether this algorithm
converges as the number of iterations increase. We recorded
the log-likelihood of NP-GLM, averaged over the number of
training samples N in each iteration. We repeated this exper-
iments for N ∈ {1000, 2000, 3000} with a fixed censoring
ratio of 0.5, which means half of the samples are censored.
The result is depicted in Fig. 1. We can see that the algorithm
successfully converges with a rate depending on the underlying
distribution. For the Rayleigh distribution, it requires about
100 iterations to converge but for Gompertz, this reduces to
about 30. Also, we see that using more training data results
in achieving more log-likelihood as expected.
In Fig. 2, we fixed N = 1000 and performed the same ex-
periment this time using different censoring ratios. According
to the figure, we see that by increasing the censoring ratio, the
convergence rate increases. This is because NP-GLM infers the
values of H(t) for all t in the time window. Therefore, as the
censoring ratio increases, the time window is decreased, so
NP-GLM has to infer a fewer number of parameters, leading
to a faster convergence. Note that as opposed to Fig. 1, here a
higher log-likelihood doesn’t necessarily indicate a better fit,
due to the likelihood marginalization we get by the censored
samples.
Next, we evaluated how good NP-GLM can infer the pa-
rameters used to generate the synthetic data. To this end, we
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Fig. 1. Convergence of NP-GLM’s average log-likelihood (logL) for
different number of training samples (N ). Censoring ratio has been set to
0.5.
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Fig. 2. Convergence of NP-GLM’s average log-likelihood (logL) for
different censoring ratios with 1K samples.
varied the number of training samples N and measured the
mean absolute error (MAE) between the learned weight vector
wˆ and the ground truth. Fig. 3 illustrates the result for different
censoring ratios. It can be seen that as the number of training
samples increases, the MAE gradually decreases. The other
point to notice is that more censoring ratio results in higher
error due to the information loss we get by censoring.
Finally, we investigated whether censored samples are in-
formative or not. For this purpose, we fixed the number of
observed samples No and changed the number of censored
samples from 0 to 200. We measure the MAE between wˆ
and the ground truth for No ∈ {200, 300, 400}. The result is
shown in Fig. 4. It clearly demonstrates that adding more of
censored samples causes the MAE to dwindle up to an extent,
after which we get no substantial improvement. This threshold
is depended on the underlying distribution. In this case, for
Rayleigh and Gompertz it is about 80 and 120, respectively.
B. Experiments on real data
We apply NP-GLM on real-world dataset to evaluate its
effectiveness and compare its performance in predicting the
time of link creation vis-a`-vis different parametric models.
Dataset. We use a dynamic real-world dataset from Sina
TABLE I
PROPERTIES OF THE WEIBO SUB-NETWORK
# Nodes # Relations
User 3,000 follow 56,441
Post 28,900 mention 6,662
Word 1,177,343 contain 926,033
Link (URL) 7,524 include 7,521
Time 24 write/possess 28,900
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Fig. 3. NP-GLM’s mean absolute error (MAE) vs the number of training
samples (N ) for different censoring ratios.
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Fig. 4. NP-GLM’s mean absolute error (MAE) vs the number of censored
samples (Nc) for different number of observed samples (No).
Weibo, which is a Chinese microblogging social network. This
dataset, provided by [10], is a heterogeneous social network
whose meta structure is shown in Fig. 5. It is composed of a
static and a dynamic part: The static part describes the overal
state of the network at the very first timestamp t0 = September
27th 2012; and the dynamic part reflects the new following
links along with their times occurred in a time window of 32
days, between September 28th to October 29th, 2012. Since
the original dataset is too massive to process (having about 2
million users and 400 million following links), we confine the
number of users to 3000 via random edge sampling with graph
Post
User
Word Link
Time
follow
writemention
include
contain
possess
Fig. 5. Schema of the Weibo network.
TABLE II
SIMILARITYMETA-PATHS USED FOR FEATURE EXTRACTION
Meta-Path Semantic Meaning
U → U ← U Common followee
U ← U → U Common follower
U → P → U ← P ← U Common mentioned user
U → P → W ← P ← U Common word in posts
U → P → L← P ← U Common referenced URL
U → P → T ← P ← U Common posting time
induction; a network sampling method which is shown to
well preserve the topological structure of the original network
[11]. The demographic statistics of the sampled network is
presented in Table I.
Experiment Setup. All pairs of users that establish a follow-
ing relationship in the time window form our non-censored
samples, whose number is about 57,000 pairs. We then ran-
domly pick an equal number of user pairs who do not establish
a following relationship, neither at the very first timestamp nor
in the time window, as censored ones.
As the Weibo dataset is a heterogeneous social network,
we use meta-paths [12] to extract features for each pair of
users. Regarding the network schema shown in Fig. 5, we
consider the symmetric similarity meta-paths presented in
Table II, where User, Post, Link, Time, and Word node types
are denoted by U , P , L, T , and W , respectively. For each
sample pair of users, we apply the Path-Count measure [12]
on each meta-path to obtain a unique feature vector. Due to
having different scales for different meta-paths, we normalize
the obtained features using z-score.
To challenge the performance of the NP-GLM, we use or-
dinary generalized linear models with Exponential, Rayleigh,
Power-Law, and Gompertz distributions, denoted as EXP-
GLM, RAY-GLM, POW-GLM, and GOM-GLM, respectively.
We use 10-fold cross-validation and report the average results
for all the experiments in this section.
Experiment Results. We evaluated the prediction perfor-
mance of different methods using different sets of measures.
First, for each test sample xtest, we considered the median of
the distribution fT (t | xtest) as the predicted time for that
sample and then compared it to the ground truth time ttest.
Mean absolute error (MAE) and mean relative error (MRE) are
used to measure the accuracy of the predicted values. Second,
we inferred three different confidence intervals for each test
sample and checked whether the ground truth time falls within
these confidence intervals or not. Thereby, for each confidence
interval, we calculated the percentage of the test samples for
which their true times belong to that interval.
Table III presents the results obtained for each model under
different settings. We can see that our NP-GLM method
performs better than other ones under all measures. Comparing
to its closest competitor, POW-GLM, our method has reduced
both MAE and MRE by about 13% and 23%, respectively. For
confidence interval prediction, NP-GLM has gained a consid-
erable accuracy in all three cases, which is far better than
the other’s. In 25%-75% confidence interval, NP-GLM has
improved the accuracy by about 44% relative to POW-GLM.
Under 20%-80% confidence interval, again an improvement of
about 44% has been achieved. Finally in 15%-85% confidence
interval, NP-GLM can improve the accuracy of POW-GLM
by about 36%. These results confirms that the NP-GLM can
better cope with the hidden underlying distribution of link
creation time given the link features and it can well estimate
this distribution and utilize it to do predictions.
V. RELATED WORKS
Previous works on time-aware link prediction have mostly
considered temporality in analyzing the long-term network
trend over time [5]. Authors in [13] have shown that temporal
metrics are an extremely valuable new contribution to link
prediction, and should be used in future applications. [14]
incorporated temporal information available on evolving social
networks for link prediction tasks and proposed a novel node-
centric approach to the evaluation of link prediction. [15]
focused on the problem of periodic temporal link prediction.
They considered bipartite graphs that evolved over time and
also considered weighted matrix that contained multilayer data
and tensor-based methods for predicting future links. [16]
solved the problem of cross-temporal link prediction, in which
the links among nodes in different time frames are inferred.
they mapped data objects in different time frames into a
common low-dimensional latent feature space, and identified
the links on the basis of the distance between the data objects.
[17] proposed a novel link prediction method for evolving
networks based on NARX neural network. They take the
correlation between the quasi-local similarity measures and
temporal evolutions of link occurrences information into ac-
count by using NARX for multivariate time series forecasting.
[18] developed a novel temporal matrix factorization model to
explicitly represent the network as a function of time. They
provided results for link prediction as an specific example and
showed that their model performs better than the state-of-the-
art techniques.
Most of the above works answered the question of whether a
link will appear in the network. To the best of our knowledge,
the only work that has focused on the when problem, have
proposed a generalized linear model based framework to
model the time of link creation [8]. They consider the building
time of links as independent random variables coming from
a pre-specified distribution and model the expectation as a
function of a linear predictor of the extracted topological
features. A shortcoming of this model is that we need to
exactly specify the underlying distribution of times. We came
over this problem by learning the distribution from the data
using a non-parametric solution.
VI. CONCLUSION
In this paper, we studied the problem of temporal link
prediction and proposed a probabilistic non-parametric
method, NP-GLM, to predict the time of link creation in
social networks. Our method does not impose any significant
assumption on the underlying distribution of the link’s advent
time given its features, but tries to infer it from the data via
a non-parametric approach. Extensive experiments conducted
on both synthetic dataset and real-world data from Weibo
social network demonstrated the correctness of our method
and its effectiveness in predicting the formation time of links.
TABLE III
PERFORMANCE OF DIFFERENT METHODS ON THE WEIBO DATASET UNDER DIFFERENT MEASURES
Median Prediction Error Confidence Interval Prediction Accuracy (%)
Model MAE MRE 25%-75% 20%-80% 15%-85%
NP-GLM 10.59± 0.18 4.41± 0.50 73.83± 0.48 78.98± 0.45 84.27± 0.51
EXP-GLM 13.12± 0.09 6.79± 0.05 47.78 ± 0.19 49.28± 0.18 51.03± 0.24
RAY-GLM 14.44± 0.07 9.51± 0.07 48.84 ± 0.10 49.16± 0.08 49.55± 0.07
POW-GLM 12.17± 0.10 5.77± 0.11 51.19 ± 0.31 54.83± 0.30 61.83± 0.51
GOM-GLM 16.18± 0.02 11.07 ± 0.04 43.73 ± 0.17 45.58± 0.21 46.66± 0.15
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