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Efficient Preference Clustering via Random Fourier Features
Jingshu Liu, Li Wang , and Jinglei Liu
Abstract: Approximations based on random Fourier features have recently emerged as an efficient and elegant
method for designing large-scale machine learning tasks. Unlike approaches using the Nyström method, which
randomly samples the training examples, we make use of random Fourier features, whose basis functions (i.e.,
cosine and sine ) are sampled from a distribution independent from the training sample set, to cluster preference
data which appears extensively in recommender systems. Firstly, we propose a two-stage preference clustering
framework. In this framework, we make use of random Fourier features to map the preference matrix into the feature
matrix, soon afterwards, utilize the traditional k-means approach to cluster preference data in the transformed
feature space. Compared with traditional preference clustering, our method solves the problem of insufficient
memory and greatly improves the efficiency of the operation. Experiments on movie data sets containing 100 000
ratings, show that the proposed method is more effective in clustering accuracy than the Nyström and k-means,
while also achieving better performance than these clustering approaches.
Key words: random Fourier features; matrix decomposition; similarity matrix; Nyström method; preference
clustering

1

Introduction

With the rapid development of information technology,
data storage has been made relatively inexpensive and
abundant, resulting in extremely large data sets. Data
mining provides us with an effective way to explore
and analyze hidden patterns behind these data. Usually,
these data sets share one prominent feature: which is
enormity in size with tens of thousands of objects and
features. In addition, data sets are often sparse, so, how
to excavate hidden patterns is a particularly important
problem. Fortunately, clustering is an effective method
which groups a set of objects in such a way that objects
in the same group are more similar to each other than to
those in other groups[1] . Recently, clustering problems
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have become increasingly popular in machine learning
and data mining[2, 3] , and many experts and scholars are
now interested in studying clustering approaches[4] . For
data analysis, clustering is one of the most effective
methods, especially for large-scale data[5] , such as film
rating data sets. Clustering has gained attention as
a crucial problem with many applications: machine
learning, text mining, etc.[6] In this paper, we study the
user clustering problem in movie ratings datasets, in
which users who have similar preferences are classified
into one class or cluster. The best indication of effective
clustering is having the objects within a cluster as
similar as possible, while the gap between different
clusters is as large as possible. In this way, a variety
of seemingly disorganized movies can be divided into
several different clusters, such that each cluster of
movies has similar characteristics. In the information
age, the film industry is developing rapidly, especially
with the development of the Internet as distribution
method. As a result, the number of films and the size
of audiences are also increasing constantly. A proper
clustering method can effectively separate the types of
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user preference, not only providing theoretical support
for decision making, but also promoting the continued
development of film production.
In recent years, spectral clustering has become one
of the most popular modern clustering algorithms,
since it often outperforms traditional clustering
algorithms, such as k-means, in many clustering
tasks[7] . Nevertheless, it has limited applicability to
large-scale data due to its computational complexity
of O.n3 / (where n is the number of data points).
Applying spectral clustering to large-scale data has
been a hot topic in recent years, and a vital way to
alleviate the memory and computation burdens of
spectral clustering is to generate a low-rank matrix
approximation[8] . Traditional spectral clustering is
limited to small data sets[9] . When computing k-rank
eigenvalue decomposition of an n  n matrix, the
time complexity and space complexity are O.n2 k/
and O.n2 /, respectively. But for large-scale data sets,
especially when they are scattered (as are film rating
data sets), we need to find ways to reduce the time
and space complexity in order to make the calculation
process as simple as possible. For a matrix of size
n  n, the time complexity of Gauss regression is
O.n3 /, and the space complexity is O.n2 /[10] . As
the scale of data increases, so do the necessary time
and space resources, such that it becomes difficult to
provide sufficient computing and storage capacity[11] .
Traditional spectral clustering needs to store the entire
similarity matrix and the eigenvalue decomposition,
which limits it to smaller data sets. Recently, many
scholars have shown great interest in studying this
problem. Chen and Cai[12] proposed a parallel spectral
clustering algorithm, in which the matrix is parallelized
by preserving the nearest neighbor method of a
sparse matrix. Wang and Dong[13] summarized some
common kinds of spatial clustering methods. Because
high-dimensional data are generally distributed in
a low-dimensional sub-space, and are sparse under
proper dictionary sequence representation, using the
sparse representation coefficient of high-dimensional
data can construct a similarity matrix when clustering
a sparse subspace. Finally, using spectral clustering
methods clusters the data subspace. Therefore, how
to produce a low-rank approximation matrix is an
important problem for large-scale machine learning.
There are many traditional sampling methods, such
as uniform sampling and random sampling. Uniform
sampling is the most widely used method and, also
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one of the most mature. But the traditional uniform
sampling method has its drawbacks, being that when
the likelihood of each column being sampled is equal,
for large data, such as a sparse rating data set of film
viewers, uniform sampling features high levels of
uncertainty.
The problem to be solved in this paper is to find
the features of users and films from a large number
of users and film ratings, then cluster according to the
features of the user or film. The aim is for the features
of the objects in the same cluster to be as similar as
possible, while the gap between different clusters is as
large as possible. For the same movie, different users
give different scores, because there is more than one
standard being applied. As the number of films and
the audience are increasing, so is the complexity of
the work. Identifying the various features from a large
number of data sets is also difficult. Similar features
are classified into one class, while different features
are classified into another. We will do further analysis
of the similar features of the data, therefore, giving a
concrete solution to this problem in this paper.
Compared with the traditional preference
clustering approach, this paper makes the following
contributions:
(1) We present a two-stage framework for clustering
preference data. Firstly, we use a random Fourier
feature to map the massive user-film matrix A into the
random Fourier feature matrix X, and compute two
matrices G D XT X and K D XXT . In the second stage,
we use the k-means approach to cluster preference data
in the random Fourier feature space.
(2) In light of the relationship between the Grim
matrix G and kernel matrix K, we can obtain
the eigenvector of kernel matrix K by solving the
eigenvector of the smaller matrix G. In this way, we
can get the eigenvector of K easily, which can then be
used for the spectral clustering.
(3) Extensive experiments, performed on a largescale preference data set, specifically a movie data
set containing 943 users’ ratings for 1682 films, and
100 000 scoring records with scores ranging from 1 to 5,
show that the proposed clustering algorithm is effective
and efficient, compared to k-means and the state-of-theart Nyström approach.
The remainder of the paper is organized as follows.
After giving an introduction in Section 1, we briefly
review the related work in Section 2. In Section 3, we
give the method for the random Fourier feature and
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clustering. In Section 4, we describe the preference
clustering algorithm. Section 5 is devoted to our
experiments. Finally, we conclude and outline some
possible future research in Section 6.

2

Related Work

In this section, we introduce some necessary
background work on clustering and low-rank
approximation.
2.1

Basic symbols and definitions

Definition 1 (Singular value) Given a matrix Y 2
Rmn and given that eigenvalues of the matrix YT Y are
1 > 2 >    r > rC1 D    D m D 0, we can
p
call i D i .i D 1; 2;    ; r/ the positive singular
value of matrix Y. The number of positive singular
values of Y equals the rank of Y.
Definition 2 (Laplacian matrix) If graph G has n
vertices, the Laplacian matrix L of G can be defined as
L D D T:
We represent the degree matrix of graph as D, and the
adjacency matrix of graph as T.
The undirected graph, shown in Fig. 1, can be
converted into the form of an adjacency matrix and
denoted as matrix T. The vertex degree di of vertex
P
Vi is defined as di D j D1 Tij ; putting each di on the
diagonal of the diagonal matrix D (other elements are
zero), we can construct the diagonal matrix D. Thus,
the Laplacian matrix L is constructed as L D D T.
The Laplacian matrix of Fig. 1 is as follows:
0
1
2
1
1 0
0
0
B 1 2
0
1 0
0C
B
C
B 1 0
2
0
0
1C
B
C
LDB
C:
B0
1 0
2
1 0C
B
C
@0
0
0
1 2
1A
0
0
1 0
1 2
Definition 3 (Pseudo inverse) Assuming data matrix

Fig. 1

An undirected graph.
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W with a size of kc  c, the SVD!of matrix W can then
M 0
be expressed as W D U
VT , where U and V
0 0
are orthogonal matrix, M is a diagonal matrix which
contains the non-zero singular value on the diagonal of
matrix W. The inverse of matrix W is a matrix with the
size of c  kc .
!
W D V

M 1 0
UT
0
0

(1)

W and the transpose of W have the same dimension.
Especially, when the matrix W is a square matrix with
the size of c  c, its pseudo inverse is the real inverse,
W D W 1 .
2.2

Symmetric positive semi-definite matrix

Assuming matrix S is a symmetric matrix, and arbitrary
vector x 2 Rn and x ¤ 0, matrix S is a Symmetric
Positive Semi-Definite (SPSD) matrix if it satisfies
the condition xT Sx > 0. The necessary and sufficient
condition for a real symmetric matrix to be positive
definite is that all the principal minors of matrix
S are nonnegative. Symmetric positive semi-definite
matrices, such as Lapacian and kernel matrices, have
been very popular in data analysis and machine learning
over recent years[14] . Spectral clustering, kernel PCA,
and manifold learning are required to perform k-rank
eigenvalue decomposition, with time complexity and
memory are O.n2 k/ and O.n2 /, respectively. For large
data sets, eigenvalue decomposition not only takes up a
lot of memory, but also requires more time. Therefore,
we use a random Fourier feature to get the approximate
matrix of S, SPSD matrix approximation method
is widely used to speed up large-scale eigenvalue
computation and kernel learning methods[15] .
2.3

k-means clustering

k-means is a very popular method for general
clustering[16] , usually using Euclidean distance to
cluster some objects, and has been used to identify
clusters that are non-linear in input space. Through the
k-means approach, clusters are represented by centers
of mass of their members, and it can be shown that, the
k-means algorithm, which assigns cluster membership
for each data vector to the nearest cluster center, and
computes the center of each cluster as the centroid
of its member data vector, is equivalent to finding
the minimum of a sum-of-squares cost function using
coordinate descend to solve Ref. [17].
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3
3.1

Clustering and Random Fourier Features
Clustering and spectral clustering

Clustering learning has become a very common
technology, for data analysis, playing an important
role in machine learning and artificial intelligence[18] .
The basic idea behind any clustering algorithm is
to classify a set of data samples, finding potential
features from a large data set in accordance with
some similarity scale to gather similar data in the
same cluster while spearating data with different
properties into different clusters. Clustering learning
has attracted the attention of many researchers[19] .
There are many clustering methods, including hybrid
clustering, spectral clustering, and clustering based on
matrix decomposition[3] . Hybrid clustering algorithm
assumes that data items from distributions (Gauss
distribution), and what we should do is to try to estimate
the features of these distributions. The expectation
maximization algorithm proposed by Dempster[20] is
used to solve the problem of feature estimation.
Spectral clustering has been widely used in machine
learning and computer vision[21] , it makes use of the
eigenvalues and eigenvectors of the similarity matrix
computed from the datasets to perform dimensionality
reduction. Clustering based on matrix decomposition
has been applied to many research fields, such as highdimensional data and multimedia data analysis in text
mining.
Given a data set that consists of n points, according to
the pairwise similarity of data points we can construct
a similarity matrix with the size of n  n. The spectral
method is based on the eigenvectors and eigenvalues of
similarity matrix to cluster. Using these eigenvectors,
we can map the data points to a low-dimensional
embedding space and use the k-means algorithm
to group them. Although there are many clustering
algorithms, traditional clustering algorithms are applied
in many domains, such as text documents and manifold
learning. But the k-means algorithm is the most useful,
based on convex spherical sample space. Although
the k-means algorithm is highly effective, it does
have some drawbacks. Especially, when the sample
space is not convex, the accuracy of the algorithm
will decline[22] . Recently, spectral clustering learning is
becoming more and more popular[23] . After computing
eigenvalues and eigenvectors for the similarity matrix,
the data points are then divided into different clusters
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according to the similarity of the eigenvectors[24] .
The spectral method firstly solves the eigenvalues and
eigenvectors of the similarity matrix, and constructs a
low-dimensional subspace based on these eigenvectors.
The last step of spectral clustering uses the traditional
k-means method to cluster the original data points
in the subspace[25] . Imagine an undirected weighted
graph G.V; E/, as shown in Fig. 2, where nodes V
represent data points, and the weight of the edge
E is the pairwise similarity of data points, these
similarity values then form a symmetric matrix M 2
RN N . Let V1 and V2 represent the two parts of
V , namely V1 [ V2 D V , V1 \ V2 D ∅. Let cut.X; Y /
represent the total weights between V1 and V2 , namely
P
cut.V1 ; V2 / D i 2A;j 2B mij . The i -th node’s degree
P
is defined as di D j wij , and the degree matrix D is a
diagonal matrix with the diagonal elements Di i D di .
Normalized Laplace matrix is defined as
L D D 1=2 LD 1=2 D I D 1=2 TD 1=2
(2)
D is a diagonal matrix whose element Dii D di . But
no matter how the matrix W changes, the matrix L is
always a positive semi-definite matrix. The eigenvalues
are within the ranges of [0, 2], so the eigenvalues of
D 1=2 TD 1=2 are limited to Œ 1; 1.
3.2

Preference clustering and the Nyström method

Despite the popularity of k-means clustering, one of its
major drawbacks is that the coordinate descend search
method is prone to local minima. Much research has
been done on computing refined initial points for kmeans clustering so that the search can converge to a
better local minimum[26] . In this paper, we research
user preferences for movies, in which the audience has
given rating for the films that interest them. Because
the standard by which different audience members rate

Fig. 2

Partition of graph.
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a film varies, the film scores are different. However,
the number of factors which affect the audience rating
is limited (participating personnel, plot, theme song,
etc.) such that these can be used as reference factors
for audience ratings. In this paper, the idea of clustering
is to pre-process the user’s scoring matrix, then apply
the distance formula. The user-to-movie score matrix is
converted into a user similarity matrix. Lastly, we can
cluster according to the features of the user. So, features
are very important to improve the precision and quality
of clustering. In order to solve this problem efficiently,
we propose large-scale preferences based on a random
Fourier feature map method.
The Nyström method is a sampling-based algorithm
for approximating larger kernel matrices and their
eigensystems. It originated from solving integral
equations and was later introduced to the data mining
and machine learning communities. The standard
Nyström method was originally introduced to solve
approximation for numerical integration in integral
equations. It can be seen in quadrature methods
for integral equation approximation. Sampling is the
key aspect of Nyström, which is based on spectral
clustering. Traditional sampling selects a set of
landmark points from a whole and focuses on how
to lower the matrix approximation error. However, the
matrix approximation error does not have a direct
impact on the clustering performance. In this article, we
propose the Nyström method. The standard Nyström
method can be regarded as an integral approximate
method, and we can use the standard Nyström method
to get approximate eigenfunctions. Without loss of
generality, by sampling, the columns and rows of matrix
can be rearranged as follows:
"
#
W BT21
B21 B22
"
#
W
CD
B21

BD

(3)
(4)

Since B is SPSD, the submatrix W is also SPSD.
Let W k be the best rank-k approximation of W
and the eigenvalue decomposition of W is Wk D
Uw;k ˙ w;k UTw;k . Therefore, the rank-k approximation
Q is obtained by the standard Nyström.
of B named B
Q DU
Q k ˙Q̇ k U
Q Tk D CW CT  B
B
(5)
k
Wk represents the pseudo inverse of Wk . The
Nyström method is similar to the singular value ˙ k and
singular vector Uk of matrix B.

3.3
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Random Fourier features

In order to mitigate this serious computational
limitation, recently randomized constructions have
been proposed in Ref. [27]. Random Fourier Features
(RFF) are among the most popular and widely applied
constructions, they provide an easily computable, lowdimensional feature representation for shift-invariant
kernels.
The main disadvantages of Nyström’s approximation
are that it is data dependent and requires training[28] .
Random Fourier features is a method for approximating
kernels, these random features consist of random
! x C b/ where ! 2 Rd and b 2 R
Fourier bases cos.!
are variables drawn randomly from the some probability
distribution. The feature map .x/ projects data x onto
a random direction ! drawn from the Fourier transform
! / of k.x y/, and wraps this line onto the unit circle
p.!
in R2 through a sinusoidal function.
The following classical theorem provides the key
insight and guarantee about this Fourier transformation.
Theorem 1 A continuous kernel function k.x;
y/ D .ıı /ı Dx y on Rd is positive definite if and only
if .ıı / is the Fourier transform of a non-negative
measure[29] .
We first approximate the preference matrix X by RFF
X  E.x/[29] , and subsequently K  E.x/T E.x/, where
E.x/ is the random Fourier features defined by the
following.
r 
2
! T1 x/I sin.!
! T1 x/I    I
.x/ D
cos.!
D

T
T
! D=2
! D=2
cos.!
x/I sin.!
x/

(6)

where ! is the frequency chosen randomly from
N .0;  2 /.
Theorem 2 Let X 2 RnD , then, define the n 
n kernel matrix K as K D XXT[30] , and define the
D  D Grim matrix G as G D XT X. If K and  K
are the eigenvalue and eigenvector of kernel matrix K,
respectively, and G and  G are the eigenvalue and
eigenvector of Grim matrix G, respectively, then
K D G
(7)
1=2
 K D K X G
(8)
Theorem 2 indicates that, we can solve the eigenvalue
and eigenvector of the larger kernel matrix K from the
eigenvalue and eigenvector of the smaller Grim matrix
G. Therefore, Theorem 2 allows us to use significantly
fewer entries of matrix G to solve the eigenvector of
K. With this beneficial property in mind, it is natural
to devise an efficient preference clustering algorithm as
shown in Section 4.
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Preference Clustering Algorithm

In this paper, we utilize the method based on Fourier
features for preference clustering. At first, we transform
the preference data x into the feature space data .x/.
4.1

Algorithm design

We summarize our preference clustering method in
Algorithm 1. It should be noted that, the proposed
algorithm solves the approximate feature matrix X
firstly, then performs spectral clustering on the kernel
matrix K constructed from X.
A user rating matrix for the film is shown in Fig. 3.
4.2

Algorithm properties analysis

Theorem 3 (Time complexity) The time complexity
of the proposed Algorithm 1 is O.nDm C D 3 /, where
m is the dimension of matrix, D denotes the number of
Fourier features, and n is the size of the original large
matrix.
Algorithm 1 Preference clustering based on random Fourier
features
Input: User-film rating matrix A 2 Rnm , the number of cluster
16k6n
Output: User clustering results A1 ; : : : ; Ak
Step 1:
// Using random Fourier features map to get the kernel matrix K
1.1 Calling Algorithm 2 to get the approximate feature matrix X
from user-film rating matrix A
1.2. Constructing Grim matrix G D XT X, solving its eigenvalue
 G and eigenvector  G by singular value decomposition
approach
1.3. Solving the eigenvalue K and eigenvector  K of K
according to Theorem 2
Step 2:
// k-means method is used to cluster the kernel matrix K
2.1. Computing the first k eigenvectors u1 ; : : : ; uk of K, and
let U 2 Rnk be the matrix which make vectors u1 ; : : : ; uk as
columns
2.2. Let Yi .1 6 i 6 n/ 2 Rk be the vector corresponding to the
i-th row of K
2.3. k-means method is used to cluster points fYi ; : : : ; Yn g into
clusters C1 ; : : : ; Ck
2.4. Let Ai D fj j Yj 2 Ci g
Return Cluster A1 ; : : : ; Ak
Algorithm 2 Random Fourier features map
Input: User-movie matrix A
Output: Feature space matrix X 2 RnD of input space A
1. Inputting the user-movie data set A
2. Solving the Feature space matrix X D .A/ by Eq. (6)
Return X

Fig. 3

Score of users to movies.

Proof Time consumption of Algorithm 1 has two
main aspects. One is the explicit feature map of random
Fourier transform by calling Algorithm 2, the time
consumption of this step is O.nDm/. The second step is
to compute the eigenvalue of G D XT X which will cost
O.D 3 /. So, the whole time complexity of Algorithm 1
is O.nDm C D 3 /.

Theorem 4 (Space complexity) The memory
requirement of Algorithm 1 is O.nD/.
Proof Obviously, we only need to store the Fourier
feature map matrix X 2 RnD , because the cost of
storing X is O.nD/, the space cost of Algorithm 1 is
O.nD/.


5

Experimental Evaluation

In this section, some experimental tests are carried
out to validate the efficient of proposed preference
clustering algorithm and compare the performance of
some clustering algorithm on some publicly available
data sets.
5.1

Experimental environment and data sets

The experiment is carried out on a personal computer.
The computer system is Windows 7 32-bit, with 4 GB
memory. The CPU is an Intel Core i5-3470 with a
dominant frequency of 3.2 GHz. The software used is
MATLAB. Each experiment is repeated 5 times, and we
take the average of the 5 experiments as the final result.
In order to ensure the accuracy and persuasion of
the test results, experiments were performed using 4
different types of data sets. The first data set is a dataset
of jokes provided by the University of Berkeley (called
the Joke data set in the following experiment). This
data set contains 73 496 users rating on 101 jokes, for
a total of 4.1 million consecutive scores. The second
data set is the Movielen 1M data set provided by the
GroupLens project team at the Department of Computer
Science and Engineering at the University of Minnesota
(in the following experiment called the Movielen data
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set). This data set contains 943 users rating 1682 films.
The third data set is user ratings of goods provided
by the www.epinions.com e-commerce site (in the
following experiment called the Epinion data set). This
data set contains 49 290 user ratings for 139 738 items.
Because the data set is large, the scale of the score
matrix is converted into a user product to reach 50 GB,
while the computer uses only 8 GB memory, such that
the experiment took only a small part. 1069 users
were selected to evaluate their preferences on 63 718
items. Each item was scored at least once, so the total
number of scores is 264 824. The fourth is a Reuter
data set which contains 21 578 Reuter’s news papers
from 1987, manually marked by Reuters staff into
5 different categories, including “character”, “place”,
“theme”, and others by Reuters staff. The total number
of categories is 672.
The characteristics of the four preference datasets
used in this paper are shown in Table 1.
5.2

Algorithm performance metrics

Three measurement metrics are employed to evaluate
the characteristics of the preference cluster.
(1) Accuracy (Acc): We first compute the confusion
matrix Mcon , then the rows and columns are rearranged
so that the sum of the diagonal element of confusion
matrix reaches the maximum. Finally, Acc is calculated
as
Pkc
Mcon .i; i /
Acc D i D1
(9)
n
where Mcon is the confusion matrix, kc is the number of
clusters, and n is the total number of data points.
(2) Normalized Mutual Information (NMI): The NMI
value is calculated from the confusion matrix Mcon
based on the true and predicted cluster labels.
Pk .t/ Pk .p/
nnh;l 
lD1 nh;l log n.t/ n.p/
hD1
h
l
NMI D r
.t/  P .p/
.p/ 
Pk .t/ .t /
nh
n
.p/
k
log ln
hD1 nh log n
lD1 nl
(10)
.t/
.p/
where k and k are cluster numbers in, respectively,
Table 1

Characteristic of preference datasets.
Number
Number
Data set name
Type
of rows
of columns
Joke
Real data
24 938
101
Movielen
Real data
943
1682
Epinion
Real data
1069
63 718
Reuter
Real data
1000
672
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the true and predicted clustering results, nh;l is the
value of h-th row l-th column in confusion matrix,
/
n.t
and n.p/
represent the number of objects in the
h
h
h-th cluster of, respectively, the true and predicted
clustering. The range of NMI values are [0, 1]. The
higher an NMI value is, the better is the clustering
result. The NMI metric measures the match degree
between the predicated cluster and the ground truth
label.
The confuse matrix, also known as an error matrix,
is a specific table layout that allows for visualization
of the performance of an algorithm. Each row of
Mcon represents the instances in a predicted cluster,
while each column represents the instances in an actual
cluster. Assuming a sample of 10 people— 5 young, 3
middle-aged, and 2 elderly, the confusion matrix Mcon
between the predicted and true clusters is shown in
Table 2.
In the confusion matrix represented by Table 2, for
the 5 actual young, the system predicts that there exists
3 young, 1 middle-aged person, and 1 elderly person.
All correct predictions are located in the diagonal of the
confusion matrix, so it is easy to visually inspect the
table for prediction errors, as they will be represented by
values outside the diagonal. Thus, the confusion matrix
can be used to prove the accuracy of the preference
clustering.
5.3

Parameter influence for preference clustering

In order to illustrate the advantage of our proposed
algorithm, we compare it with the k-means and
Nyström algorithms. For the k-means approach, we
need to find the center of each cluster, then calculate
the distance from the center point to the center of the
cluster. Points that are close to the center are classified
into a class, then the center of the new clustering is
recalculated. The iterations stop until the center of the
cluster no longer changes. In addition, when the data
size is large, the time and space complexity is high.
The clustering effect is not very good in that the cluster
size varies, the density is uneven, or the data set is non
spherical.
Table 2
True results
Youth
Middle-aged
Elderly

A confusion matrix.
Predicted results
Youth
Middle-aged
3
1
1
1
0
1

Elderly
1
1
1
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The movie data set we used contains 943 users and
1682 movies, so it is obviously not possible for any user
to watch all of the movies. Therefore, each user can
only see a limited number of films, which causes the
film scoring matrix user-movie to be some what sparse.
Experiments were conducted to obtain the Acc and
NMI measures on each data set, as shown in Fig. 4.
Figure 5 represents the four data sets with100, 200, : : : ,
800 random features adopted, and the effect of sampling
fixed features on accuracy and NMI.
Finally, the real data sets were evaluated using our
PCRFF method. The effects of different methods on
the NMI measure were tested, the results are shown in
Figs. 6 and 7. We can see that for the same data set,
our PCRFF approach is superior to the k-means and
Nyström approaches.
5.4

Comparison of algorithms for preference
clustering

0.8

k-means
N
Nystrom
PCRFF

0.7
0.6
0.5
NMI
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0.4
0.3
0.2
0.1
0

100

200

300
400
500
600
Number of fixed sampling

700

800

Fig. 6 NMI of different clustering methods by fixed
sampling.
0.8

k-means
Nystrom
PCRFF

0.7

The experiment on Acc and NMI is reported in Table 3.
0.6

NMI

0.5
0. 4

A

0.3
0. 2
0.1
0
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Table 3 Performance comparison on different preference
clustering methods.
Data set
d n
Method
Acc
NMI
PCA-k-means
0.4231 0.51
Joke
24 938  101 Semi-NMF-PCA 0.3420 0.52
PCRFF
0.4666 0.56
PCA-k-means
0.3915 0.63
Movielen
943  1682
Semi-NMF-PCA 0.5434 0.66
PCRFF
0.6132 0.76
PCA-k-means
0.3456 0.62
Epinion
1069  63 718 Semi-NMF-PCA 0.4222 0.64
PCRFF
0.5342 0.67
PCA-k-means
0.5123 0.65
Reuter
1000  672
Semi-NMF-PCA 0.4345 0.71
PCRFF
0.7124 0.76

Jingshu Liu et al.:

Efficient Preference Clustering via Random Fourier Features

Among these methods, it is obvious that our preference
clustering algorithm, PCRFF (Preference Clustering
based Random Fourier Features), has higher accuracy
in many data sets. Note that some data sets include some
complex, sparse, and high-dimensional data. Therefore,
different samplings (large-scale noise data) may lead to
poor quality of the low-rank approximation matrix and
may also result in suboptimal clustering results. With
the arrival of the big data era, the amount of information
is increasing and the number of audience ratings in film
data sets will increase. We can translate the audience
scoring data set into the form of matrix A, then the
Fourier feature matrix X of feature space is obtained by
using Fourier feature transition. Finally, by using the
k-means approach, we can get the result of preference
clustering.

6

[2]
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[5]

[6]

[7]

Conclusion and Prospect

We have presented randomized features whose
inner products uniformly approximate many popular
matrices, and demonstrated that these features are a
powerful and economical tool for large-scale preference
clustering tasks.
(1) We will test its validity and correctness for other
preference learning tasks, such as preference ranking
and preference recommendation. Meanwhile, we will
empirically and analytically evaluate random features
on these learning tasks. That is to say, we aim to explore
the scalability of our proposed random Fourier Features
approach on preference processing tasks.
(2) Compared with the traditional k-means algorithm
and the Nyström method, our approach may not be
optimal to all situations. Therefore, in future work,
we will continue to compare the randomized features
method with other preference clustering techniques.
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