ABSTRACT We are becoming more reliant on multi-hop wireless networks (MWNs) for public safety, tactical/military, and last mile Internet communications. The architecture of an MWN can be flat, as in ad-hoc networks or hierarchical, as in mesh or sensor networks. Today, the lower cost and smaller size of radios enables multiple radios to exist in a device. Hence, simultaneous transmissions on orthogonal channels are possible, which multiplies the performance of MWNs. However, an efficient communication is only possible if every device has reliable connection. A connected MWN can be created using a meticulous channel assignment (CA) scheme that reduces congestion and interference. In addition, CA needs to handle jamming attacks. The medium access control (MAC) layer is responsible for CA related tasks. However, CA results in topology changes that affect routing decisions taken at the routing layer, which could lead to unreliable network. This strong interrelationship requires a cross-layered approach to ensure reliable connectivity. In this paper, we formulate this cross-layer problem as network-path cost optimization. Because the problem is NP-hard, we propose a dynamic and distributed heuristic CA and routing scheme that is applicable for both flat and hierarchical MWNs and that is also resistant to jamming attacks. We call it distributed jamming resilient channel assignment and routing (DJ-CAR) scheme. The performance of DJ-CAR, with that of existing schemes, is compared using an OPNET simulator.
I. INTRODUCTION
Research on Multi-hop Wireless Networks (MWNs) originally focused on last mile Internet access and military communication, networks that had little or no infrastructure. Today, there are new commercial applications for MWNs such as Device-to-Device (D2D) communications and Internet of Things (IoT) [1] , [2] . Even though an infrastructure is present, MWNs can still be deployed to either offload traffic or quickly re-establish communication when infrastructure fails due to technical or natural disaster [3] . 1 Devices in MWNs can form a flat architecture (F-MWN), where all devices have a homogeneous type/rank (see Fig. 1a ), or 1 Parts of this work were published in ''International Conference on Information and Communication Technology Convergence (ICTC)'' under the title ''Channel assignment for multi-interface multi-hop wireless networks'' [4] . This work includes a complete cross-layer formulation, channel assignment and routing heuristic algorithm together with extensive evaluation results. a hierarchical network of devices (H-MWN) with heterogeneous rank (see Fig. 1b ). 2 The reduction in terms of cost and size of radio interfaces has enabled devices to be equipped with multiple interfaces that can operate on multiple non-interfering channels. This enhances the performance of MWNs by allowing simultaneous transmissions. For instance, a device can have multiple IEEE 802.11 radios to operate on the multiple orthogonal channels available in the 2.4 and 5GHz bands. However, setting up an MWN of devices with multiple interfaces accessing multiple channels (MIMC) can result in a disconnected network, unless devices have a way of effectively sharing a channel with their neighbors. Therefore, channel assignment (CA) scheme is required to ensure that adjacent devices set at least one of their interface to identical channel to establish a communication link, which in turn could lead to a connected network.
The task of CA, handled at the medium access control (MAC) layer, is to assign the best channel for each interface of a device such that it has a strong link with its neighbours. This is accomplished by considering the number of neighbours as well as associated signal strength with each neighbour and the rank of neighbours. Utilizing channels efficiently, while reducing interference and congestion, improves performance of MWNs.
Interference in MWNs is classified as follows. Internalinterference occurs when the same channel is assigned to more than one interface of a device. External interference is caused by hidden and exposed terminals inherited from systems such as IEEE 802.11, or caused by incompatible standards operating on the same channel. Lastly, jamming interference is the result of a malicious attack. Here, we consider both external and jamming interference as jamming. This is because signals in both cases does not have meaningful interpretation at the device (i.e. noise). In addition, the interference due to these sources cannot be avoided/reduced by CA or exchange of control messages with the source.
During CA, there are combinations of channels that are assigned to multiple interfaces of each device that would create a connected network. However, selecting the one that yields an optimal performance is computationally complex. Therefore, in most cases, CA begins with a simple assignment and improves the performance iteratively [4] - [6] .
However, in a connected network resulting from CA, there are multiple paths through which a certain source-destination pair can establish communication. Selecting a path that guarantees successful packet delivery rely on routing decisions. The most reliable path is constructed using intermediate devices that have strong link quality with their neighbours. The CA values of the MAC layer, which measure the quality of a link a device has with its neighbor, can be used to develop a metric to evaluate the quality of a path.
On the other hand, the process of CA is bound to cause a topology change, which will impact a path that is currently being used by a certain source-destination pair. Therefore, CA needs to consider the routing decisions before changing the assigned channels. This strong relationship between the two layers requires a cross-layered solution to provide reliable connectivity 3 and to enhance performance of MWNs.
As proposed in [7] and [8] , CA and routing for MWNs should be distributed and it should be dynamic as suggested in [9] , to adapt to changes in the network. However, as we will discuss in section II, previous works require knowledge of topology, links, control channel, or central entity, and furthermore, support only one type of architecture.
However, the main differences between the architectures can be boiled down to devices' specifications (e.g. as power, buffer capacity and mobility), which are equated to signal strength. In addition, in both F-MWN and H-MWN, the absence of an infrastructure, multi-hop nature of the network, device and standard specifications used in the network, CA decisions, and routing algorithm designs are similar.
Therefore, we propose a distributed and dynamic multipurpose scheme that can be applied to both types of network architectures. First, we formulate the CA and routing problem as a joint optimization problem. Owing to the NP-hardness of the problem, we present a heuristic distributed cross-layered algorithm called Distributed Jamming resistant, Channel Assignment and Routing (DJ-CAR). Here, we modified the beacon message of the IEEE 802.11 DCF protocol to include the CA information. The proposed scheme collects neighbours' information from the beacon broadcast messages and then maps it to tables.
Each device makes channel assignment decision based on a channel utilization value (calculated using the number, signal strength. and rank of its neighbours), and its impact on the routing decision. A routing metric that evaluates the cost of a path is then developed using the channel utilization of each intermediate devices in a path. In the case of a jamming attack, devices make a decision based on the number of neighbours with which it needs to re-establish a communication link. Our contributions to the literature are summarized as follows.
• We propose a dynamic and distributed CA scheme that does not require central decision making or a control interface/channel.
• Our multi-purpose algorithm can be applied to both flat and hierarchical architecture.
• We provide a new scalable routing metric that considers its neighbour capacity and signal strength.
• The proposed scheme is jamming resistant and, thus can avoid malicious jamming and external interference. The rest of this paper is organized as follows. Section II outlines previous works on this subject. We then state the problem formulation in section III. The proposed heuristic algorithm is presented in section IV, after which we present our analysis and results in section V. Finally a conclusion is presented in section VI.
II. RELATED WORKS
In this section, we discuss existing related studies. Because we have already summarized the problems common to these works, we focus here on the working principles of each scheme. The most noteworthy work in this field is the IEEE 802.11 standard amendment (802.11s), which addresses MWNs [10] . The 11s amendment was developed using a multi-hop MAC, which uses beacon and other probe messages to discover a network and a hybrid wireless mesh protocol (HWMP) for path selection. Ding et al. [11] propose a dynamic CA and congestion-aware routing scheme with static and dynamic interfaces. Their proposed scheme improves the throughput of the gateway and the links to neighbours on demand. To select a path, they propose a bandwidth-based cost metric. In [12] , the proposed scheme solves CA, routing, and rate allocation jointly in order to achieve proportional fairness. After determining a loadbalancing path, a load-aware CA is performed for each path. The scheme then allocates a rate to each link of a path. The work in [13] develops a conflict graph called a multidimensional conflict graph (MDCG) to identify all interfering links. It assigns channels to links that are found to be non-interfering, according to the MDCG, but can result in a disconnected network. Xing et al. [14] suggested the use of superimposed codes to obtain interference-free CA in H-MWN. Each device has a unique predetermined primary and secondary channel information generated from the superimposed code. A device then maps a channel from its primary set to its interface in such a way that no other neighbor will be interfering in this channel. However, if all the primary channels have an interfering neighbor, the device will start using the secondary list.
Chiu et al. [15] propose an ad hoc on-demand distance vector (AODV)-based joint CA and routing algorithm. Each device has one fixed control interface, whereas other interfaces alternate between a send and a receive mode. Neighboring devices exchange HELLO messages on the control interface in order to connect. Every time a device wants to transmit, it appends the channels of its send and receive interfaces and then sends a request on the control channel. Devices on the discovery path that accepted the proposed channels append their channels and rebroadcast the message. When the destination receives the request, it selects the widest path and sends a reply, which includes the channels to be used. An improved a greedy maximal-scheduling algorithm designed for a single channel to support MIMC is suggested in [16] . The idea is to sort and find non-interfering link and channel pairs based on the associated queue length, after which it schedules these pairs together. Each path is selected on top of the scheduled links. Jembre and Choi [17] address a similar problem using the number of neighbours per interface to make CA and jammer-mitigation (CA-JAM) decisions. They focus on flat architectures and the number of neighbours does not fully capture the wireless environment. The work in [18] starts with assigning a separate virtual queue for each session passing through a device and sharing available channels on control channels. A link utility function is then formulated using the virtual queue. The goal of the crosslayered channel assignment and routing algorithm is then to maximize the utility function. A joint routing and scheduling algorithm based on back-pressure algorithm to optimize the throughput is proposed in [19] .
A greedy CA based on signal strength and the interference received at the device is proposed in [20] . The scheme considers all possible CAs for a link in the network and selects the CA that results in the highest signal-to-interferenceplus-noise ratio. This approach maximizes the number of operative links under certain link-preservation requirements. Almotairi and Shen [21] propose a frequency-hopping-based protocol, where devices use periodic HELLO messages to exchange a hopping sequence, synchronization time, and next channel-switching time. Deng et al. [22] use two interfaces per device, one for control and the other for transmission, to avoid hidden/exposed terminal problems. Control messages sent over the control interface are used to avoid interference. A group-based CA is proposed in [23] , where the group comprises devices with similar transmission rates, after proving that there is a performance anomaly.
A learning automata based CA for H-MWNs that defines a utility function to measure user satisfaction is proposed in [24] . Each device is a learning unit, where the aim of the proposed scheme is to maximize the payoff which depends on the utility function. A cellular automata based crosslayered CA and routing scheme for H-MWNs, by which homogeneous devices collaborate to create a complex system is proposed in [25] . Devices (i.e. vertices of a undirected graph/MWN) are represented by cells. The objective in this work is to maximize the throughput of the network To sum up, topology and link information is hard to determine in a mobile MWN. Even though a control channel can be used to share this information, which can easily be congested and jammed. On the other hand, if the central entity is designated for channel assignment and routing decision, network topology and link information might be changed by the time it is ready to disseminate the decision. On top of that, most of the works discussed can only work either for F-MWNs or H-MWNs and lack jamming mitigation techniques.
III. PROBLEM FORMULATION
In this section, we first define the constraints, and then we formulate the cross-layer optimization. We denote the physical network setup using a graph G(V , L), where V represents the set of devices L represents the links/edges in the MWN. Here, G defines the physical network topology. Let I and C denote the number of interfaces per device and the number of orthogonal channels in the network, respectively. However, there are logical typologies created based on the mapping of channels to interfaces, and there can be more than one link between two devices. Table 1 summarizes the rest of the notations.
The interface-to-channel mapping variables of device u are given as, x i,k u = 1 if it transmits on channel k with interface i; otherwise 0; y i,k u = 1 if it receives on channel k with interface i; otherwise 0; and z i,k u = 1 if it is neither transmitting nor receiving, i.e. it is either scanning or idle on channel k with interface i; otherwise 0 i.e. it is transmitting or receiving on channel k.
We assume there is a device, called a portal device (PD). Every device must reach the PD directly with at least one of its interfaces, or must have a neighbour that reaches the PD with one or more hops. Thus, if all devices can reach the PD, then any source can reach any intended destination through the PD. For simplicity, we define the PD as the device with the highest rank in an H-MWN and as a designated device in an F-MWN (e.g., the device with the smallest ID). In addition, the PD can provide other functionality according to the application of the MWN. 4 To account for both types of architecture, devices are associated with ranks. These ranks are predetermined based on a device's buffering, transmitting, and mobility specification. Note that the ranks of all devices in an F-MWN are the same. The highest rank is 1. In other words, for the PD, R u = 1. However, the lowest rank depends on how many types of nodes there are in the network. For instance, if there are four types of devices, we can rank devices from 1 to 4 based on their characteristics, in such a way that rank 1 has the highest transmission power/range and buffer plus it is less mobile. And rank 4 has the smallest transmission power/range and buffer while it is highly mobile. For example, an H-MWN can have a station with R u = 4, access point with R u = 3, 4 For instance, in public safety and last-mile Internet access networks, a PD can be a device on the edge of the network that can access the Internet (e.g., a gateway). In military networks, a PD can be a device belonging to the highest leader, and in sensor networks, a PD can be a sink.
router with R u = 2, and gateway with R u = 1. However, deciding how many diverse types/ranks of devices should be in the network is up to the implementer.
A. CONSTRAINTS 1) REACHABILITY CONSTRAINT
Define π k i,u such that, if u can reach the PD on interface i and channel k then π k i,u = 1; otherwise it is 0. Reachability constraint then indicates whether a device can reach PD with one of its interfaces (directly or through multiple hops), is stated as follows:
2) INTERFACE CONSTRAINT
The number of channels a device uses cannot be less than the number of interfaces it has. Furthermore, to avoid selfinterference, no two interfaces of a device can have the same channel. Thus, the constraint is given as follows:
3) LINK CONSTRAINT Let δ represent the minimum distance between two devices required to establish a link. There is a link l between u and v on channel k, if the distance between u and v is less than δ and u is transmitting whereas v is receiving on channel k:
4) LINK SYMMETRY CONSTRAINT
A link is assumed to be symmetric on channel
For a given link l k u,v the signal-to-noise (SNR) ratio from device u to v is denoted by S k u,v . Allowing P k u to denote the transmission power of device u on channel k, the S k u,v can be expressed as follows:
where N k 0 is the white noise in channel k, and γ is the path loss exponent.
5) RATE CONSTRAINT
The rate of a link is always less than the maximum capacity the channel can support. Under ideal channel conditions, suppose the bandwidth and the maximum capacity of channel k are k B and k C , respectively. Given SNR from u to v with eq. (5), the rate constraint of a link between u and v on channel k, r l u,v , is given by r
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6) NEIGHBOUR INTERFERENCE CONSTRAINT
As in 802.11 systems, we consider two conditions of interference from adjacent neighbours, namely, hidden and exposed terminal interference. A device can communicate simultaneously with multiple neighbours if the neighbours are on different channels. That is, a device can have as many concurrent transmissions as its number of interfaces, given that all links are on different channels. This is expressed as follows:
and lk e,v = 1 and k =k, 0 otherwise.
For given links l k v,u and l k e,f between devices u to v and e to f , these two links can simultaneously transmit on channel k, if the following three conditions are satisfied: i) both the transmitter and the receiver of each link are within the transmission distance of each other; ii) the transmitter of one link is out of the transmitter or receiver range of the other link; and iii) the receiver of one link is out of the transmitter or receiver range of the other link.
The limitation in the number of interfaces means devices are required to map the best channel to each interface. For device u using channel k, let | ... ν u,k | represent the number of neighbours of a device on that channel and interface. To capture the device proximity, we use the standard deviation of the SNR, which determines whether the device's neighbours on this channel are close by or far away. First we define the mean of the SNR on channel k of device u from its neighbours as follows:
deviation of the SNR of channel k of device u is:
Using 9 and mean of SNR, we can define the channel utilization (CU) of interface i on channel k of device u, as follows:
This expression is used to compute the quality of the link that device u has on channel k with interface i with its neighbors. A device should assign the channel that has fewer number of neighbours (i.e. less congested) and higher ranked neighbours (i.e. high power (longer transmission range), more buffer space and less mobility). That means, due to the numerator, if a smaller number of neighbors with higher rank are connected to a device, CU increases. Even when a device has many neighbors, as long as neighbours are within close proximity (σ s u,k ) and have higher SNR (reduce interference), CU increases due to the denominator. This leads to the following CA optimization problem where each device strives to maximize the utilization of each interface while satisfying the above constraints: max CU (u i,k ) subject to Constraints (1, 2, 3, 4, 6, 7, 8) .
In many cases, solving CA optimization problems have proven to be NP-hard [2] , [8] , [17] , [26] . Although solutions to these problems greatly reduce the interference and result in a network where each device is reachable, they do not guarantee reliable connectivity for a given source-destination pair by selecting a path with good intermediate devices. This makes cross-layered or joint problem formulations a more appropriate approach to characterizing MWNs. Therefore, each device should use the best possible channel, taking all alternative channels into consideration, and formulate a problem that includes the routing issue.
1) CHANNEL UTILIZATION CONSTRAINT
This constraint ensures that all interfaces are mapped to the best possible channel, given all channels that can be assigned to this interface, and is expressed as follows:
For instance, consider a network of three devices, three channels, and two interfaces: {A(2, 1) | B(1, 3) | C(1, 2)}. For the first interface of device C, the alternative channels are 2 and 3. However, channel 2 is already used by the second interface of C. Therefore, device C compares CU (C 1,1 ) with CU (C 1,3 ), to determine whether it can achieve a better CU by assigning channel 3 rather than channel 1 to the first interface.
C. ROUTING COST OPTIMIZATION PROBLEM
A reliable path that guarantees connectivity for a given source-destination pair is a path constructed from intermediate devices that have assigned the best possible channels to their interfaces. Therefore, using the CU, we develop a cost metric for selecting a route/path. In addition to the CU, the path cost is also dependent on the number of devices and the number of interfaces of the intermediate devices. Thus, the cost of a single path ϕ p t is given as follows:
The cost indicates the quality of a path. When the number of interfaces of intermediate devices (hops) increases, the cost decreases as it means more channels the intermediate nodes can choose from to create the path. For instance, if one intermediate device has one neighbor on two of its interfaces, it can choose the best link to forward the data based on CU on each link. On the other hand, if a path is constructed from devices that have a better CU, then this path experiences less interference and congestion and guarantees delivery because the CU takes into account the SNR, rank, and number of neighbours. However, there is a minimum cost incurred if pairs share a direct link. In (13), CU (n p i,k ) = CU (n i,k ), which can be obtained using eq. (10) . In addition, if the number of hops increases the cost of a path also increases.
Assuming the destination can only select one path among multiple options, the cost of a path for a source-destination pair θ t can be defined as
where Ψ t,p , takes the value of 1 if path p is selected for θ t , and 0 otherwise. Finally, we can get the path cost of all transmissions in the network as follows:
As more paths are selected in which intermediate devices have a higher CU, the total cost of the paths decreases. Thus, minimizing the path cost of all transmissions under all the constraints results in reliable connectivity, which enhances the performance of MWNs. This relationship presents an interesting cross-layer optimization problem. The goal is to minimize the total transmission path cost of the network, while satisfying the above constraints, which we express as follows:
min C Φ subject to Constraints (1, 2, 3, 4, 6, 7, 8, 12) .
Solving this cross-layer optimization problem is complex, as pointed out in [12] , [27] , and [28] , owing to the mixed integer non-linear programming nature of the problem, which is NP-hard. Even though it is possible to find a sub-optimal solution for a very small number of devices in a centralized network, it is difficult to find a near-optimal solution for a large network in a short time that is available to make transmission decision. Or devices would have moved by the time the solution is available, which may render is useless. Therefore, we develop a cross-layer heuristic solution that enhances the CU of each interface of a device, while obtaining the minimum path cost for a given pair.
IV. DISTRIBUTED HEURISTIC SCHEME
In this section, we discuss the proposed protocol. Similar to [17] , the proposed protocol uses the IEEE 802.11 framework and relies on the beacon exchanged between neighbours to create a connected network that has less interference. In [17] , the authors model a beacon and data-transmission interval. The proposed scheme has four modules that are explained in greater detail in the following subsections. The pseudo-code of the main module is given in Table 2 .
At the end of the beacon duration/interval, other modules are invoked from the main module, following certain conditions. However, the contents of the beacon are modified to fit the scheme, (see Fig. 2) . A device includes all channels assigned to interface C 1 , C 2 . . ., C I , its rank R and whether it is a PD or can reach PD f π .
A. NETWORK DISCOVERY
In this section, we address the reachability and interface constraints, which include avoiding self-interference. First, a device maps a distinct random channel to each of its interfaces, which will avoid self-interference. Then it broadcasts a beacon containing information about the channel assignment, rank, and PD status on all interfaces. We use f π as a flag that indicates whether a device is a PD or is connected to the PD. During initialization, only a PD will set its f π to 1 with the rest setting it to 0. Then neighbours that receive the PD's beacon set their f π field to 2 on the next beacon transmission time. On the receiving end, the neighbour's information extracted from the beacon is organized into a table as shown in Fig. 3 . For each interface of device u and its neighbours v, ID the field indicates a unique neighbour address, R nbr contains the neighbour's rank, π nbr holds the values of f π , v i,k represents the neighbour channel operating on each interface, and S k u,v represents the SNR measured from the received power of each neighbour's channel.
In line 6 of the Main Procedure, we check if i π nbr ≥ 1 is true in at least one of its interfaces, which means this device can reach the PD (i.e. network discovery is completed). When this condition fails, the Network Discovery procedure given in Table 3 is invoked at the end of every beacon duration. At this point, the device clears all information on the interface, utilization, and degree tables, as shown in line 1 in the discovery procedure. Then, the device switches to any unused distinct random channel, as in lines 3-5. Then the device broadcasts the new information on all interfaces, line 9-11. Eventually, the device will be guaranteed to be connected to the PD, because it will visit all of the channels. Note that this is not a centralized approach; a PD neither decides which channel should be mapped to the interface of the device in the MWN, nor does it require a dedicated control channel or message. 
B. UTILIZATION BASED CA
This module handles congestion and interference. In this stage, a device decides to assign new channels to its interfaces or not. First, each device computes the channel utilization of one of the interfaces and also the utilization of channels of its neighbors on that interface. For this, the device uses interface table and applies (10) . Based on the result, the device constructs a utilization scale table as in Fig. 4 , which sorts the channels according to their utilization. Lines 12 and 13 in the Main Procedure show the process, which is executed at the end of the beacon duration. The device then calls the Assignment Procedure to decide the interface's operating channel, as shown in Table 4 . The device iteratively checks all channels that have better utilization than the current channel, which satisfies the CU constraint. If this comparison does not yield any channels, then no channel change occurs. When there is a channel k with a better utilization, the device switches to that channel if the following conditions are met:
• the channel k is not currently assigned.
• the channel k has not been jammed since the last beacon duration.
• there is at least one other link with all the neighbours in this channel k.
• the device is not an intermediate device of active path on this channel k.
• the PD is can be reached with other interfaces. These conditions check that no link is lost owing to the CA, self-interference is still avoided, the reachability constraint is not violated, and the routing is not affected. In terms of graph theory, this idea can be explained intuitively as follows: assign one colour to a clique in the graph. Since the devices in a clique can all listen to each other, hidden/exposed node problems can be avoided, which fulfills the interference constraint. On the other hand, few devices on the same channel can create a better chance of transmission/forwarding than having only two devices that share a channel.
Several devices in an MWN can simultaneously find a channel with higher CU, which could create a ripple effect. However, the devices cannot all change their channels when they find a channel with better utilization, because of the conditions stated above, which avoids the ping-pong effect. This leads implicitly to a stable and connected MWN.
C. JAMMER RESILIENCE
Because jamming detection in wireless networks is a broad research topic on its own, we assume that devices are capable of detecting a jammer. When a channel is exposed to malicious or unintentional jamming, links associated with it are broken. In this case, the device should re-establish a communication link with as many of its neighbors as possible. Alternative channels can be used to reconnect a device to its neighbors because these are channels of other interfaces of its neighbors. From the interface table, we can easily obtain the number of neighbors on an alternative channel deg(u i,k ), and sort the channels accordingly. This information is then sorted and stored in the degree scale table, as shown in Fig. 5 (lines 14 and 15 in the Main Procedure). During jamming attacks, if this channel is used to reach the PD, the device executes the Discovery Procedure with all of its interfaces (line 14). However, when other interfaces of the device have a path to the PD, from degree table, the channel with the highest degree will be selected for the jammed interface and the following two conditions are checked:
• the channel is not currently assigned.
• the channel has not been jammed since the last beacon. If the conditions are met device assigns that channel to the jammed interface. This occurs in the Jamming Resistance procedure (lines 4-7 in Table 5 ). If that does not satisfy the condition, the channel with the second highest scale is selected. This is repeated until all channels in the degree table are exhausted. If no alternative channel can be used, then the device randomly assigns an unassigned channel (lines 8-10). In addition, because each device's interface has an independent degree table, it is difficult for the jammer to guess which channel to jam next. This makes our scheme more resilient to jamming attacks. Every time a channel of an interface is re-assigned owing to the protocol or to jamming, all information in the interface table is discarded.
D. PATH SELECTION
Prior to this work, other metrics have been proposed for selecting a reliable path. One of the most prominent metrics in MIMC MWNs, which also has several enhanced versions, is the weighted cumulative expected transmission time metric [29] , which takes into account the bandwidth and the loss rate of intermediate devices. This metric is best suited to H-MWNs, because it assumes an MWN with stationary nodes and infrequent topology changes, which are very strong assumptions. As a result, despite its popularity, it is not included in the IEEE 802.11s standard [10] , which was designed for an H-MWN. The standard points out that the frequent topology changes due to mobility and the changes in wireless medium conditions require a new metric. The airtime link metric considers the test-frame transmission time, bit rate, overhead of the PHY implementation, and probability of retransmission to serve as a reliable path selection metric. However, this metric is best applied in a network of up to 32 devices, which means it suffers from scalability issues.
The simplest form of path metric is the hop-count, which was introduced with the AODV. Although the hop-count does not capture the wireless medium condition, it has been praised for its simplicity in terms of implementation and for incurring a minimum overhead. The works in [30] and [31] survey many routing algorithms and metrics for MWNs. The authors conclude that most of these suit a specific scenario, and suggest that each scenario requires a careful analysis before deployment. This is because no single multipurpose metric has yet been designed.
Our goal in this subsection is to find the route with the minimum cost between any source and destination. Because it is difficult to find the global optimal path cost, each pair is responsible for selecting a strong path using eq. 13. With reachability and the potential to select strong intermediate devices that construct a strong path, devices can achieve reliable connectivity. Assuming a routing protocol similar to AODV, a source device with a packet to send adds the sum of the CUs of its interfaces I i=1 CU (n i,k ) to the cost field of the route request, and then broadcasts it. Every neighbor that receives this request adds its utilization sum to the current cost value, and rebroadcasts the message. Eventually the destination device receives the request. Note that it is possible that several requests arrive through multiple paths. The destination then uses the number of devices on the path N p , number of interfaces per device I , and the value in the cost field to calculate the cost of a path, C p,t ϕ . After obtaining the cost for each path, the destination device selects the path with the minimum cost and sends a route reply message on the selected path. Note that all devices in this work have the same number of interfaces I . However, eq. 13 can be extended easily to support different numbers of interfaces per device by taking I after the summation.
E. EXAMPLE
First, we present an illustration of the DJ-CAR using an H-MWN (Figs. 6a to 6g) . Then, Fig. 6h displays the result of the DJ-CAR in an F-MWN under similar conditions.
There are eight devices with four ranking levels, where 1 is the highest rank, and 4 is the lowest rank (e.g.A 1 indicates device A is of rank 1). In this demonstration, we assume A 1 is a PD. Each device is equipped with two interfaces, which can be configured on one of the four available channels. We further assume there are two communicating (source-destination) pairs, which are devices A to C and D to F Fig. 6a .
Initially, the device assigns two random channels if their interfaces are as shown in Fig. 6b . However, this assignment violates the reachability constraint. Each device now assigns a new channel to the interface, which has a list of its neighbors. The network is now more connected and, in fact, satisfies the reachability constraint (Fig. 6c) . Now, suppose communication takes place between A and C, as well as between D and F. Each pair would have two paths (Fig. 6d) . Because each request message includes the sum of the CUs of the devices along the path, C and F can easily compute the cost of a path using 13. Accordingly, pair A ↔ C select the direct path and D ↔ F select the path that has a better ranking devices Fig. 6e . At the same time, device F realizes that there are two many devices using channel 3. In figure 6e, notice that, F changes the channel of this interface to 1. However, the change is possible because the following conditions are satisfied: i) is there no transmission/reception on this interface; ii) this interface is not used as a path by other transmissions; iii) the utilization of channel 1 is better than that of 3; iv) this interface is not the only one that can reach the PD; and v) F is able to maintain communication with all neighbours on channel 3, whether directly or in a multi-hop, even if it changes to channel 1. Note that, all devices perform the same action for each interface. In addition, owing it to the conditions, only a few of the devices are able to change channels, which avoids the oscillation issue. In addition, observe that there are eight device links on channel 3, and that this reduces to four after the change. This reduces congestion and prevents hidden/exposed terminal problems on channel 3. Now, suppose, there is a jamming attack on channel 3 as shown Fig. 6f . Then, G changes to channel 4 to establish a link with I, because G can communicate with H on channel 1. However, device I assigns channel 1 to the jammed interface to re-establish the links with its neighbours that it lost because of the jamming (Fig. 6g) . Note that this action might cause congestion on channel 1. Nevertheless, if it does, it will be reduced during the next channel assignment.
V. RESULTS
In this section, we assess the performance of the proposed scheme using OPNET [32] . We modify the WLAN modules of OPNET to support multiple interfaces and extra beacon information. For the routing, we modify the request and the reply messages of the AODV to include the cost metric. We randomly deploy devices, each equipped with three interfaces, in an area of 1500 m × 1500 m. The parameters are summarized in Table 6 .
We examine both hierarchical and flat architectures. To create the architectures, we define a rank based on the specifications (power, buffer, and mobility), as in Table 7 . The flat architectures are created using devices of rank four, except for a single device of rank one that serves as the PD. The composition of the hierarchical architecture is given in Table 8 . For instance, among 30 devices, 23 are of rank four, four are rank three, two are rank two, and one is rank one. In both the F-MWN and the H-NWN, the rank one device serves as the PD.
This simulation is conducted to determine whether the proposed heuristic solution improves the performance. We compare the solution with those of MDCG and CA-JAM, which are hierarchical and flat architecture solutions, respectively. In both architectures, the throughput increases as the number of devices increases. Each scheme performs well when coupled with the cost metric rather than with the traditional hop-count used by the AODV, as depicted in Figs. 7 and 8. It is important to observe solid lines only to understand the isolated improvement of DJ-CAR without the cost metric. Furthermore, comparing previously suggested algorithms, MDCG_hop and MDCG_cost shows how the cost metric not only improves the proposed algorithm but previously suggested schemes also.
In the F-MWN, CA-JAM coupled with the cost metric performs slightly better than DJ-CAR with the hop-count. However, in the H-MWN, DJ-CAR outperforms both solutions when coupled with the cost metric and with the hop-count. Here, MDCG with the cost metric shows better throughput than that of CA-JAM. This shows that the performance of schemes that are designed for only one of the architectures can be improved by the cost metric for that specific MWN.
Figs. 9 and 10 show the delays for the flat and hierarchical networks, respectively. Comparing the cost metric against the hop-count, the proposed scheme shows a smaller delay time with the hop-count. Nevertheless, the proposed scheme shows a smaller delay with both metrics compared with those of CA-JAM and MDCG. Although the cost metric affects CA-JAM and MDCG in the designated F-MWN and H-MWN architectures, MDCG for the flat architecture and CA-JAM for the hierarchical architecture exhibit the highest delays when used with the hop-count.
The reason behind the longer delay in the cost metric can be explained by the hop-count, as depicted in Figs. 11 and 12 . Because the goal of our metric is to select the strongest path rather than the shortest path, packets travel longer hops, which results in the longer delay. However, the packets are delivered successfully. This is supported by the results displayed in Figs. 13 and 14 , which show the numbers of successful replies from the destinations. It is clear from these results that the cost metric provides a more reliable path than when using the hop-count. However, DJ-CAR provides a reliable path, even when coupled with the hop-count. This is because the proposed scheme provides at least one path for any given source-destination pair through the PD, as discussed earlier.
The proposed solution also seeks to overcome jamming attacks. To understand the performance of DJ-CAR under jamming, we set the number of devices to 30 and vary the number of jammed channels. As the number of jammed channels increases, the throughput of the F-MWNs degrades quickly (Fig. 15 ), whereas that of the H-MWNs degrades gradually (Fig. 16 ). DJ-CAR outperforms both MDCG and CA-JAM, whether using the hop-count or the cost metric to determine the path. Figs. 17 and 18 show the delays for a jammed F-MWN and H-MWN, respectively. When there is no jammer, the hopcount metric has a short delay. However, as soon as a single jammer is introduced, the cost metric immediately shows a better performance. With regard to the performance of each solution, DJ-CAR shows the smallest delay in both architectures.
VI. CONCLUSION
We can improve the performance of MWNs by equipping each device with multiple radio interfaces. However, connectivity, interference, jamming, and routing issues hinder MWNs from improving their performance further. These issues are common to both flat ad hoc architectures and hierarchical mesh networks. Whereas most prior studies provide a solution that works in a specific architecture, we have sought a channel assignment and routing solution that can be applied to both architectures. We first formulated the problem as a path-cost-optimization problem. Owing to the NP-hardness of the problem, we developed a heuristic protocol.
We have taken advantage of multi-interface devices to propose a distributed and jammer-resilient channel assignment and routing solution. The absence of a central entity is addressed by allowing devices to make distributed decisions. Instead of a control interface/channel, which can easily become congested, we use a beacon. The reachability gap created by the absence of a central entity and control channel is closed by using network discovery and a PD. Interference is reduced using CA and CU, which considers the SNR and the number and rank of a device's neighbours. The crosslayer design of DJ-CAR unfolds in two ways. First, the CA decision, handled by the MAC layer, checks whether a device is involved in a routing in order to avoid a topology change for paths that are currently active. Second, in order to select a path that guarantees packet delivery, we formulated a cost metric based on CU, which is computed by the MAC layer.
Furthermore, the MWN is designed to resist jamming attacks and can be applied to both flat and hierarchical MWNs.
Lastly, we verified that the proposed scheme works effectively for both types of MWNs from the perspectives of stability, connectivity, and robustness to interference under both normal and jammed conditions.
