Abstract: Liquid column separation (LCS) in pressurized pipelines may occur if a water hammer event drops the local pressure to the liquid's vapor point. Numerical simulations of LCS have traditionally been based on one-dimensional (1D) transient flow theory; here, a two-dimensional (2D) computational fluid dynamics (CFD) model is used to investigate the complicated nature of LCS and to help characterize the limitations of the traditional 1D models. To this end, the Schnerr-Sauer cavitation model with a shear-stress transport (SST) k − ω turbulence model is employed, whereas the Unsteady Reynolds-Averaged Navier-Stokes (URANS) equations are solved for the mixture of liquid and vapor. 2D model results are compared to both experimental data and to those of the 1D discrete vapor-cavity model (DVCM), thus demonstrating that the 2D method effectively simulates the pressure variations while helping to visualize the associated physical processes. More specifically, the 2D simulations vividly reveal the growth and the collapse of the cavity, including the formation of an intermediate cavity and both the location and shape of the region undergoing distributed vaporous cavitation.
Introduction
Sudden control actions in pressurized pipeline systems, whether caused by pumps or valves, can sometimes induce dramatic flow and pressure fluctuations. When pressures drop to the vapor pressure and nucleation sites are present, the liquid can evaporate and the resulting vapor pocket may sometimes enlarge sufficiently to fill the pipe's cross section, creating the phenomenon of liquid column separation (LCS). Two distinct types of LCS are recognized: the formation of a localized (discrete) vapor cavity at a specific location and distributed vaporous cavitation, which may occur simultaneously over an extended length of pipe (Bergant and Simpson 1999; Simpson 1986 ). Overall, the pipe system may experience the combined effects of water hammer and LCS during transient events, and in this way may experience maximum pressures greater than the Joukowsky pressure. It is estimated that as much as 70-80% of damage-causing events are associated with LCS related effects (Bonin 1960; List et al. 1999) .
Many researchers have investigated LCS both experimentally and numerically (Bergant et al. 2006) . Joukowsky (1900) himself experimentally identified and experimentally observed column separation. Martin's (1983) experiments showed that the maximum pressure may exceed the Joukowsky pressure rise in the form of a short-duration pressure peak. Simpson (1986) designed and constructed a reservoir-upward sloping pipeline-valve system to investigate the short duration pressure pulses associated with cavity collapse. A more flexible experimental apparatus for investigating water hammer and column separation events in pipeline water was later designed and constructed by Simpson (1995, 1999) . However, the complexity of the physical processes during column separation creates a number of vexing computational challenges.
The existing numerical methods for the transient LCS are almost one-dimensional (1D). Wylie and Streeter (1978a, c) developed the discrete vapor cavity model (DVCM) based on 1D method of characteristics (MOC), which is widely used in commercial software packages. The following extensive set of assumptions are adopted in the development of DVCM (Simpson and Bergant 1994; Wylie and Streeter 1978a, c) : (1) when the pressure at any of the computational sections calculated by the MOC reaches or is below the liquid vapor pressure, the vapor cavity is assumed to form; (2) pure liquid with a constant wave speed is assumed to occupy the reach between two computational sections; (3) the cavity acts as an internal condition and is assumed to occupy the entire cross section of the pipe; (4) the pressure in the cavity is exactly equal to the liquid vapor pressure until the cavity collapses; (5) once formed, the discrete cavity will not move; (6) the volume of cavity is calculated based on the difference between the discharge at the upstream and downstream side of the cavity; (7) when the calculated volume becomes less than zero the cavity collapses, and the single-phase flow is reestablished and the water hammer solution is valid again; and (8) the ratio of the maximum cavity volume to the volume of liquid in the reach is assumed to always be less than about 10%. The major drawback of DVCM is that unrealistic pressure spikes may be generated because of the collapse of multicavities. In order to overcome this difficulty, many researchers have proposed various improved models based on DVCM. First, the one-dimensional unsteady friction term is introduced to provide greater physical damping (Bergant et al. 2001 (Bergant et al. , 2008 Wylie 1997) . Second, some researchers (Cannizzaro and Pezzinga 2005; Pezzinga 1999 Pezzinga , 2003 Pezzinga and Cannizzaro 2014) consider the quasi-two-dimensional unsteady friction term, in which the velocity profile in the cross sections is taken into account. Third, a small amount of noncondensable gas is introduced into the standard DVCM to provide numerical damping, which is named the discrete gas cavity model (DGCM) (Malekpour and Karney 2014; Mosharaf Dehkordi and Firoozabadi 2010; Provoost and Wylie 1982) .
Another drawback of classical DVCM is that it cannot readily distinguish between localized vapor cavity formation and distributed cavitation. Streeter (1983) was the first to develop a combined model by considering local liquid column separations at high points and regions of distributed vaporous cavitation. Simpson (1986) proposed a combined cavity-vaporous cavitation model to describe local column separations and vaporous cavitation in upward sloping pipelines. Compared with the classic DVCM, the combined model more accurately decribes the phenomenon of column separation, but it is an extremely complex and computationally expensive algorithm. Bergant and Simpson (1992) developed a simpler interface model, referred to as the generalized interface vaporous cavitation model (GIVCM). Sadafi et al. (2012) proved that GIVCM is more accurate than both classic DVCM and Simpson's combined model in terms of the opening time, collapsing of cavities, and damping of pressure.
The existing numerical models of LCS are dominantly 1D. By contrast, the actual phenomenon of liquid column separation and collapse is a complex transient vapor-liquid two-phase flow involving phase changes, heat transfer, compressibility, and turbulence effects. Existing 1D models are fundamentally incapable of representing the shape, location, and dynamics of cavities in pipeline systems, and in particular neglect the influence of radial changes. In addition, unsteady friction and turbulence are also inherently 3D, whereas the influence of turbulence on the cavitation and their interplay are not clear (Coutier-Delgosha et al. 2002 , 2003a Reboud et al. 1998) . Consequently, it is desirable that appropriate multidimensional cavitation and turbulence models be developed for LCS. At the very least, such an exploration will allow researchers and practitioners to better understand the nature of the flow and have a sense of how much is missed when 1D models are employed.
Although multidimensional numerical studies and simulations for cavitation have been pursued for years, accurate prediction remains a difficult and challenging task. Many previous studies have focused on steady and/or unsteady processes associated with sheet cavitation in nozzles, hydrofoils, underwater bodies, etc. (Chunekar 2009; Coutier-Delgosha et al. 2003b; Frikha et al. 2008; Kunz et al. 1999; Margot et al. 2012; Mohan et al. 2014; Singhal et al. 2002) . In addition, Timperi et al. (2004) adopted the 3D CFD methods to simulate a rapidly condensing steam bubble in a water pool. However, few multidimensional CFD methods have yet been applied to the study of LCS.
In this paper, a 2D CFD numerical simulation method is used to predict the transient phenomenon of liquid column separation and rejoining in pipelines. This study serves two purposes: (1) to introduce a robust CFD method for the liquid column separation and rejoining in water pipelines; (2) to explore the dynamic behavior of LCS. In the 2D CFD model, the Unsteady Reynolds-Averaged Navier-Stokes (URANS) equations for the mixture of liquid and water associated with the void fraction transport equation for the vapor phase are solved. The cavitation model proposed by Schnerr and Sauer (2001) is employed here. The solution of these equations could be efficiently implemented in the commercial software Fluent or Visual FORTRAN. In order to verify the proposed 2D model, comparisons of calculated and observed pressure oscillation patterns from the LCS experiments of Simpson (1986) and Simpson (1995, 1999) are conducted. Moreover, the 2D CFD model is used to investigate the nature and mechanism of LCS.
Physical Model
The experimental apparatus designed and constructed by Simpson (1986) is used here to further investigate LCS and column rejoining. A simplified schematic of the apparatus is shown in Fig. 1 . The system consists of an upstream pressure tank, a copper pipe with a right-angle bend, a downstream one-quarter-turn ball valve, and a downstream pressure tank. The pipe is 36 m long with an inside diameter of 19.05 mm. The wave speed was measured at 1,280 m=s. Water hammer with LCS was induced by suddenly closing the indicated ball valve.
Two experimental cases that generated a small and large vapor cavity respectively at the upstream of the valve were selected to assess the ability of the CFD numerical methods in simulating the LCS. For the first case (Case 1), a narrow short duration pressure pulse is generated following the separated column rejoining at the valve, which is higher than the water hammer pressure before cavitation occurs. The parameters used in Case 1 were as follows: initial velocity = 0.332 m=s, H in ¼ 23.41 m, water temperature ¼ 24.4°C, and valve closure time = 0.022 s. For the second case (Case 2), there is no discernible short-duration pressure pulse following the collapse of the first cavity at the valve, and the maximum pressure is the water hammer pressure before cavity occurs. The experimental conditions of Case 2 were initial velocity = 1.125 m=s, H in ¼ 21.74 m, water temperature = 23.9°C, and valve closure time = 0.024 s.
Another physical model (Case 3) used in this study is a similar experimental apparatus to that which was designed and constructed by Simpson (1995, 1999) . The pipe is 37. Simpson (1986) Numerical Models
Governing Equations
The vapor-liquid two-phase mixture model assumes that the working medium is a single fluid. Therefore, only one set of URANS equations is solved for the mixture fluid (ANSYS). Denoting the volume fraction of vapor in a mixture-flow cell by α υ , the density of the mixture fluid can be expressed as
in which the subscripts m, v, and l correspond to the mixture, vapor, and liquid phases respectively. For each mesh cell, if it contains only vapor, then α υ ¼ 1; if it contains only liquid, then α υ ¼ 0; for the cell contains the liquid-vapor interface, 0 < α υ < 1.
If there is no slip velocity between liquid and vapor phases, the continuity equation and momentum equation for the mixture can be written respectively as follows (ANSYS):
in whichυ = fluid velocity; p = static pressure;g = gravitational acceleration;F = body force; μ m = viscosity of the mixture
Cavitation Model
Void Fraction Transport Equation
With the multiphase cavitation modeling approach, a basic twophase cavitation model consists of the standard viscous flow equations governing the transport (mixture model) and a conventional turbulence model. In cavitation, the liquid-vapor mass transfer (evaporation and condensation) is governed by the vapor transport equation (ANSYS)
in which the source terms R e and R c account for the mass transfer between the vapor and liquid phases in cavitation.
Bubble Dynamics Considerations
In most engineering situations, it is assumed that there are plenty of nuclei for the inception of cavitation. Thus, the primary focus is on proper counting of bubble growth and collapse. In a flow with zero velocity slip between the fluid and bubbles, the bubble dynamics equation can be derived from the generalized Rayleigh-Plesset equation (Brennen 1995; Singhal et al. 2002) as
in which R B = bubble radius; ν l = liquid kinematic viscosity; σ = liquid surface tension coefficient; P B = bubble surface pressure; P = local far-field pressure. Neglecting the second-order terms, the viscous damping, and the surface tension terms, Eq. (6) can be simplified to
This equation physically introduces the effects of bubble dynamics into the cavitation model. In practical cavitation models, the local far-field pressure P is usually taken to be the same as the cell center pressure. The bubble pressure P B is equal to the saturation vapor pressure in absence of dissolved gases, mass transport, and viscous damping, i.e., P B ¼ P sat . Considering the effect of turbulence-induced pressure fluctuations on cavitating flows, the bubble pressure P B becomes (ANSYS; Singhal et al. 2002 )
in which P V = actual vapor pressure, 1=2 ð0.39ρkÞ = local value of the turbulence pressure fluctuations; k = turbulence kinetic energy.
Schnerr-Sauer Cavitation Model
The cavitation model used in this paper is developed by Schnerr and Sauer (2001) . The source terms describing the mass transfer between liquid and vapor have the following forms:
When P V < P The relation between bubble radius and the volume fraction of vapor is expressed by
in which n b = bubble number density; the default value of 1e þ 13 (ANSYS) appears to work well in the current context.
Physical Properties of Fluid
For the mixture model in Fluent, only one of the phases can be defined as a compressible ideal gas (ANSYS). There is no limitation on using compressible liquids using a user-defined function (UDF). In this paper, the density of vapor is evaluated by using ideal gas law. For the density of compressible liquid, it is described by using a UDF. By bringing the bulk modulus of elasticity K l of the liquid, defined by Wylie and Streeter (1978a, c) 
Then, the state equation for a slightly compressible liquid can be written
in which ρ l ¼ ρ l − ρ l 0 and p Ã ¼ p Ã − p Ã 0 ; ρ l 0 and K l are the density and bulk modulus at reference liquid pressure, p Ã 0 (absolute), respectively;ρ l is the density at liquid absolute pressure, p Ã .
The wave velocity for a slightly compressible fluid is calculated as (Wylie and Streeter 1978c)
in which E = Young's modulus of elasticity of the pipe wall; D = pipe diameter; e = pipe wall thickness; and c = dimensionless pipe constraint parameter.
Turbulence Modeling
The standard two-equation eddy-viscosity models (k-ε and k-ω class) based on the Boussinesq relation are originally developed for the single-phase noncavitating flows. For the simulation of sheet cavitation that appears on hydrofoils, they have a tendency to overpredict the turbulence viscosity at the closure of a cavity and its downstream region, which reduces the development of the re-entrant jet and two-phase structure shedding (Coutier-Delgosha et al. 2002 , 2003b Li et al. 2009 Li et al. , 2010 Reboud et al. 1998 ). However, when the LCS occurs in pipelines, it is not clear whether the cavities in the pipe have similar characteristics to sheet cavitation. And the interplay between turbulence and cavitation regarding the unsteadiness and the structure of the flow is complex and poorly understood. As the first attempt to simulate LCS with multidimensional CFD methods, the shortcomings discussed previously were provisionally accepted. Therefore, the shear-stress transport (SST) k-ω model without compressibility corrections developed by Menter (1994) is implemented to provide turbulence closure.
Numerical Methods
The pressure-based coupled algorithm solver is selected to solve the coupled system of equations comprising the momentum equations and the pressure-based continuity equation, which can more easily deal with the coupling relationship among the pressure, velocity, and the density in compressible flow.
The discretization is based on a finite volume approach. The first-order implicit scheme for temporal term is adopted. The pressure staggering option (PRESTO) discretization scheme is used for pressure, whereas the quadratic upwind interpolation of convective kinematics (QUICK) scheme is adopted for other spatial discretization.
2D Grids and Boundary Conditions
The 2D simulation domain, boundary conditions, and grids that in the initial steady-state and in the closing period of valve for Simpson's (1986) experimental pipe systems are shown in Fig. 2 . The boundary conditions are defined straightforwardly as follows: the upstream inlet and downstream out are both set as pressure boundaries, and the pipe wall is treated as "Wall" with a nonslip condition. The "Pipe 1=4 Point," "Mid-Point," and "Pipe 3=4 Point" are the pressure monitor points located at 1=4, 1=2, 3=4 of the pipe's length from the upstream inlet, respectively. "Point-v" is set to monitor the transient pressure at the upstream 0.02 m of the valve.
The valve's closure is realized by using dynamic meshes methods. Here the motion of the valve is specified with the linear velocity by using UDF. Furthermore, because of the large pressure gradient involved in the transient cavitation flow, the structure of the flow field greatly changed. To accurately capture the flow field structure and improve the accuracy of the calculation, the dynamic mesh gradient adaptation approach is used, which allows the mesh to refine or coarsen automatically based on the pressure Fig. 2 . Schematic of the 2D simulation domain, boundary conditions, and grids for Simpson's experiment (1986) : (a) initial steady state; (b) the valve is closing; (c) the valve has closed gradient. In order to meet the resolution requirements of the SST k-ω turbulence model and to accelerate the convergence of iterative, the number of initial mesh elements to simulate Simpson's case is 160,140, and the time step is set as 0.0001 s.
The 2D simulation domain, boundary conditions for Case 3 of Simpson (1995, 1999) are similar to those of Case 1 and Case 2 of Simpson (1986) . The computation time of 2D simulations in the three cases would be 150 to 200 h by using a typical desktop computer (for example, with an AMD Athlon X4 640 CPU running at 3.01 GHz).
Results and Discussion
This section has three aims: (1) to verify the proposed 2D model; (2) to analyze the changes of flow structure during the closing period of the valve; and (3) to investigate the dynamic behavior of the cavitation associated with the LCS phenomenon. The results of the 2D CFD model are first compared with the observed pressures as well as those of the 1D classical DVCM. The achieved results demonstrate that the introduced 2D CFD model is capable of accurately predicting the transient pressures during the LCS process. The most important benefit is that the 2D CFD model can realize the visualization of LCS, which cannot be reached by the existing 1D model. After this, the change of the velocity field and the adjustments to the pressure contours during the time the valve is closing are discussed. Finally, the 2D model is used to explore the nature and mechanism of the LCS results. The three cases are simulated by the 2D CFD method and the 1D classical DVCM. In the calculations, the number of reaches in the 1D DVCM model is 32.
Model Verification by Experimental Results
Examination of Figs. 3-5 reveals that the 2D simulation results are in good visual agreement with the experimental data and the 1D model. Results calculated by 2D CFD and 1D DVCM for Case 2 display an overestimated pressure peak and more time lag after the first peak. Meanwhile, excessive damping is obtained with the 2D model in Case 2 at the pipe 3=4 point and pipe 1=4 point. The possible reasons are likely that the size and the duration time of cavity for Case 2 are much greater than those for Case 1 and Case 3, and the interaction of the vapor cavity and the turbulence tend to be stronger. It seems that the turbulence effect delays the cavity's collapse. Further studies are needed to explain the interaction between the cavitation and turbulence.
The 2D model avoids the unrealistic pressure spikes, which characteristically appear in the 1D classic DVCM. The most important benefit is that the 2D CFD model can clearly visualize the changes of the flow structure during the closing process of the valve and the inception-grow-collapse process of the vapor bubbles during the LCS, which cannot be realized by the existing 1D model. Consequently, the proposed 2D CFD model is a robust method to simulate the transient pressures of the LCS process.
Flow Structure during the Valve Closing Period Fig. 6 shows the changes of the velocity field and pressure field during the closing period of the valve in Simpson's (1986) experimental Case 1. During the closing process of the valve, a highspeed jet forms around the flow gap because of the sharp reduction in cross-sectional area. And in the region with high velocity and low pressure, vortex flow always forms. On the other hand, the rotation of the valve imposes a velocity circulation on the water and induces a larger-scale vortex. Movement of the vortex itself and the interaction among vortices intensify the complexity of the flow field. In addition, obviously a pressure gradient was present in the flow channel during the closing period of the valve. In the early time of shutdown process of the valve, the pressure contour of the upstream side pipe of the valve is not perpendicular to the pipe wall, which implies that the compression wave is not simply spreading upstream layer by layer.
Dynamic Behavior of Liquid Column Separation
Because of the inherent limitations of 1D models, they cannot represent the shape and location of a cavity in a pipeline system or the radial variations. The proposed 2D CFD model is introduced to investigate the dynamic behavior of cavitation during the LCS process. The vapor distribution and vapor volume, pressure, and velocity fields are analyzed simultaneously for the LCS. Simpson's (1986) experimental Case 1 is now used to explore the mechanism of LCS. Fig. 7 gives the total vapor volume in the pipe and the pressure oscillation curve at the valve calculated by 2D CFD model for the experimental Case 1. It illustrates that there are four episodes of production-collapse of the vapor bubbles in the 2D simulation: LCS occurs four times. Several researchers (Simpson 1986; Bergant and Simpson 1999 ) have presented careful investigations on the Fig. 3 . Comparisons of calculated and measured pressure oscillations for Case 1: (a) valve; (b) pipe 3=4 point; (c) pipe 1=4 point pressure oscillations after the liquid column rejoined. This section focuses on the details of vapor bubbles' inception, growth, and collapse during each period of LCS. A complete productioncollapse process of the vapor phase is named a "cycle," as shown in Fig. 7 . Fig. 8 displays the vapor volume fraction adjacent to the valve over the first cycle, and Fig. 9 gives the location evolution curves in the length direction of the vapor bubbles, corresponding to the sequence of (a) to (e) of Fig. 8 . The sequence of events in Cycle 1 is described as follows: (a) the pressure near the valve first drops to the vapor pressure and a localized cavity forms at the top of pipe wall at 1,317.5 ms; (b) as the newly formed cavity grows, a vaporous cavitation region begins to form upstream, expanding toward the reservoir but eventually stops expanding at 1,321 ms, and the largest length of the vaporous region is approximately 4.3 m; (c) coinciding with the maximum size of the vaporous region, a shock wave forms and moves into the vaporous region, eliminating successively the tiny bubbles in this region, while the rest of the bubbles continue to grow; (d) although the maximum volume of the vapor phase occurs at 1,365 ms, the vaporous region itself is still gradually being eliminated, and many bubbles continue to grow; (e) following the complete elimination of the vaporous zone, the localized cavity adjacent the valve also begins to collapse, reaching a complete collapse at 1,378 ms; (f) by 1,379 ms, all the vapor phase has condensed back to liquid phase, ending the first cycle. Based on the 2D simulations, some conclusions can be drawn, which also are compared with the assumptions used in the 1D model, as follows: 1. Vapor bubbles form along the top of the pipe wall, and far from the pipe bottom, though the pressure of all these pipe sections drops to the vapor pressure. Thus, overall, achieving vapor pressure is not a necessary condition for the LCS process. This is also different from the 1D assumption that "the cavity occupies the entire cross section of the pipe." 2. The vapor bubbles move along the pipe top, which counters the 1D assumption that the discrete cavity does not move. 3. The vapor bubbles are not completely isolated, and actually form a distinct vapor zone. This contradicts the 1D assumption of that each cavity in the computational grid is discrete. 4. The ratio of the maximum cavity volume to the volume of liquid in a grid is larger than 10% (the 1D model assumes that the value is less than 10%). Moreover, the vaporous cavitation zone has an influence on the total vapor volume in this case, which is invariably neglected in the 1D classical DVCM models. Fig. 10 shows the values of the vapor volume fraction, velocity vectors field, and pressure field around the vapor-liquid interface when the vaporous cavitation zone is being eliminated (t ¼ 1,342 ms). It is observed that the flow direction is from the valve to the upstream reservoir and the pressure where tiny bubbles collapsed is slightly above the vapor pressure of liquid, which implies that the collapse of tiny bubbles in this region is mainly attributed to the passage of the shock wave. Fig. 11 shows the velocity vector field around the collapsing vapor-liquid interface after the total vapor volume reaches the maximum value. The forward liquid column coming from the upstream reservoir catches up with the collapsing vapor-liquid interface at 1,365 ms [ Fig. 11(a) ]; after this time, the collapse of vapor Fig. 12 displays the location evolution curves in the length direction of the vapor bubbles for two stages of Cycle 2. In the first stage of Cycle 2 in Fig. 12(a) , intermediate cavity and distributed vaporous cavitation regions form somewhere far from the upstream of the valve, when the pressure drops to the vapor pressure. Once the vaporous cavitation zone has expanded up to the valve, the total vapor volume begins to increase again, and Cycle 2 moves into the second stage.
First Cycle

Second Cycle
In the first stage: (1) at the time t ¼ 1,460.2 ms, two decompression waves traveling in opposite directions meet between x ¼ −26.7 m and x ¼ −25.6 m, the pressure head falls below the vapor head of the liquid, and as a result, an intermediate cavity forms at the top of the wall; (2) vaporous cavitation regions begin to form in both directions away from the intermediate cavity, expanding toward the reservoir and the valve. At 1,462 ms, the vaporous zone expanding toward the reservoir stops at x ¼ −30.76 m and a shock wave forms almost simultaneously; (3) similar to the first cycle, the vaporous zone expanding toward the reservoir begins to eliminate by the passage of a shock wave, and the total volume of the vapor phase reaches a maximum value at 1,469 ms; (4) at 1,471.5 ms, the For the second stage of Cycle 2: (6) the reflection of the low pressure from the valve leads to the vapor bubbles adjacent to the valve growing quickly; (7) the maximum vapor volume is reached at 1,491 ms; (8) the bubbles near the valve collapse at the time 1,500 ms, and by the time of the next millisecond, all vapor phase has condensed back to liquid phase, ending the second cycle. It is noted that the forward liquid column coming from the upstream reservoir catches up with the collapsing vapor-liquid interface at the time of 1,495 ms; after this time, the collapse of vapor bubbles will suffer the impact effect of the liquid column coming from the upstream reservoir simultaneously.
Subsequent Cycles
Similar to the first stage of Cycle 2, in the third cycle, an intermediate cavity that is much milder than the one in Cycle 2 is formed between x ¼ −26.348 m and x ¼ −25.639 m at the top of the wall at the time 1,584.6 ms. Then, tiny vapor bubbles begin to form in both sides of the intermediate cavity, expanding toward the reservoir and the valve. At the time of 1,585.6 ms, the vaporous zone that moves toward to the reservoir stops expanding and a shock wave forms at the upstream interface of the last bubble. Different from the second cycle, the vaporous zone that moves toward to the valve also stops expanding almost simultaneously. The elimination velocity on the upstream side is slightly faster. The total vapor volume keeps growing to a maximum value of 3.09 × 10 −8 m 3 at 1,589 ms. After 1 ms, all vapor has condensed back to the liquid, ending the third LCS cycle. Same as in the first stage of Cycle 2, the condensation of vapor phase is all attributed to the passage of the shock wave.
Similar to the first cycle, in the fourth cycle, a cavity that is much smaller is firstly formed adjacent the valve at 1,601 ms. After that, vaporous cavitation regions begin to form in the upstream direction away from the cavity, expanding toward the reservoir. The duration time of this cycle is 15 ms.
Conclusion
A 2D CFD method is used to simulate and explore the LCS phenomenon in pipelines. The simulated results are compared both to those from a 1D model and the experimental data from the literature. The vapor distribution and vapor volume, pressure, and velocity fields are analyzed simultaneously. Based on the results, the conclusions may be drawn as follows: 1. The proposed 2D model is a feasible method for the liquid column separation and collapse in a pressurized pipeline. The new model is superior to the existing models, both in physical meanings and in numerical accuracy. The most important benefit is that the 2D CFD model can better visualize of the LCS, something that existing 1D model cannot do. 2. The proposed 2D model does not restrict the cavity size in the simulations. By contrast, an important assumption in the 1D model is that the ratio of the maximum cavity size to the reach volume is kept below 10%. Moreover, the vaporous cavitation zone has an influence on the total vapor volume in the small cavity case (Case 1), which is always neglected in the 1D classical DVCM models. 3. Having the average pressure drop fully to the vapor pressure is not a necessary condition for liquid column separation. Interestingly, vapor bubbles are predicted to form directly along the top of the pipe wall, far removed from the pipe bottom, even though the pressure within the whole section of pipe has dropped to vapor pressure. This is quite different from 1D assumption that "the cavity occupies the entire pipe cross section." 
Notation
The following symbols are used in this paper: A = wave speed (m=s); c = dimensionless pipe constraint parameter; D = pipe diameter (m); E = Young's modulus of elasticity of the pipe wall (Pa); e = pipe wall thickness (m); F = body force (N); g = gravitational acceleration (m=s 2 ); K = bulk modulus of elasticity (Pa); k = turbulence kinetic energy (m 2 =s 2 ); n b = bubble number density; P = local far-field pressure (Pa); P B = bubble surface pressure (Pa); P sat = saturation vapor pressure of liquid (Pa); P V = actual vapor pressure (Pa); p = static pressure (Pa); p Ã = absolute pressure (Pa); R B = bubble radius (m); R e ; R c = mass transfer source terms connected to the growth and collapse of the vapor bubbles, respectively; t = time (s); υ = fluid velocity (m/s); α v = volume fraction of vapor phase in one control cell; μ = dynamic viscosity (Pa · s); ν = kinematic viscosity (m 2 =s); λ = Poisson's ratio; ρ = density (kg=m 3 ); σ = liquid surface tension coefficient; Δp Ã = change in absolute pressure; and Δρ = change in density. Subscripts l = liquid phase; m = mixture phase; v = vapor phase; and 0 = reference state.
