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Abstract
Computing the epipolar geometry from feature points be-
tween cameras with very different viewpoints is often error
prone, as an object’s appearance can vary greatly between
images. For such cases, it has been shown that using mo-
tion extracted from video can achieve much better results
than using a static image. This paper extends these earlier
works based on the scene dynamics.
In this paper we propose a new method to compute the
epipolar geometry from a video stream, by exploiting the
following observation: For a pixel p in Image A, all pix-
els corresponding to p in Image B are on the same epipo-
lar line. Equivalently, the image of the line going through
camera A’s center and p is an epipolar line in B. There-
fore, when cameras A and B are synchronized, the momen-
tary images of two objects projecting to the same pixel, p,
in camera A at times t1 and t2, lie on an epipolar line in
camera B. Based on this observation we achieve fast and
precise computation of epipolar lines.
Calibrating cameras based on our method of finding
epipolar lines is much faster and more robust than previ-
ous methods.
1. Introduction
The fundamental matrix is a basic building block of mul-
tiple view geometry and its computation is the first step in
many vision tasks. This computation is usually based on
pairs of corresponding points. Matching points across im-
ages is error prone, especially between cameras with very
different viewpoints, and many subsets of points need to be
sampled until a good solution is found. In this paper, we
address the problem of robustly estimating the fundamental
matrix from line correspondences in dynamic scenes.
The fundamental matrix is a 3 × 3 homogeneous rank
two matrix with seven degrees of freedom. The best-known
algorithm for computing the fundamental matrix is the eight
point algorithm by Longuet-Higgins [13] which was made
practical by Hartley [7, 8], and is the heart of the Gold Stan-
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dard algorithm [8]. The overall method is based on nor-
malizing the data, solving a set of linear equations and en-
forcing the rank 2 constraint [15]. However, it suffers from
decreased accuracy when the angle between the cameras be-
comes wide as corresponding points become dissimilar and
hard to detect, making it unsuitable for very wide angles.
In such cases, if videos of moving objects are available,
the fundamental matrix can still be computed using motion
cues.
Usually, the first step for calibrating cameras from mov-
ing objects is feature tracking, using e.g. deep features
[1]. Khan and Shah[10] tracked features on a plane (peo-
ple viewed from multiple surveillance cameras), and used
their trajectories to compute a planar homography between
the cameras. For this, they had to assume temporally syn-
chronized cameras, long videos (minutes), and very partic-
ular movement patterns of the tracked objects. Our method
shares only the first of these assumptions.
Following other papers based on motion [19, 3, 9] (and
[2] for still images), we use epipolar lines instead of points
to compute the fundamental matrix. The use of correspond-
ing epipolar lines instead of corresponding points has a
number of good attributes; a) The exponent in RANSAC ex-
ecution time depends on the size of the minimal set needed
to compute the model, which is no more than 3 for epipo-
lar lines, as opposed to 7 for points, b) Line pairs can be
filtered with motion barcodes even in very disparate views
where points cannot. Indeed, three corresponding pairs of
epipolar lines are enough to compute the fundamental ma-
trix [8]. The epipolar lines in each image intersect at the
epipole, and the one-dimensional homography between the
lines can be recovered by the 3 line correspondences. The
3 degrees of freedom for the 1D homography, together with
the 4 degrees of freedom of the epipoles, yield the 7 param-
eters needed to compute the matrix.
Sinha and Pollefeys [19] used the silhouette of a single
moving object to find corresponding epipolar lines to cal-
ibrate a network of cameras. Ben-Artzi et al. [3] acceler-
ated Sinha’s method using a similarity measure for epipolar
lines based on motion barcodes defined in [4, 17]. This line
motion barcode was also used in [9] to find corresponding
epipolar lines and is the most relevant paper to ours. In that
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Figure 1. A motion barcode b of a line l is a vector in {0, 1}N .
The value of bl(i) is “1” when a moving object intersects the line
in frame i (black entries) and “0” otherwise (white entries).
paper, they found corresponding epipolar lines by match-
ing all pairs of lines between the images using the motion
barcode. We propose to accelerate this process by drasti-
cally reducing the search space for matching epipolar lines,
utilizing pixels which record multiple depths.
On top of that, we use centroids of detected foreground
areas as a proxy for an object’s location, following Mein-
gast et al. [16] who used it as features for correspondences
of tracks from a multi-target tracking algorithm. Theoreti-
cally, estimating geometric properties based on fuzzy mea-
surements such as areas resulting from foreground segmen-
tation, or their centroids could be error prone. However, as
shown by [16], and again by our experiments, this method
is robust and accurate, and when followed by a global op-
timization step its accuracy can be further increased. We
propose such a step to refine the epipole, by better approx-
imating the intersection of the epipolar lines. To this end,
we develop a general efficient algorithm that, given a set of
lines, finds a point with the minimal sum of distances to all
the lines (L1 metric), in addition to the usual sum of squared
distances (L2 metric).
As in previous methods, we assume stationary cameras
and that moving objects have been extracted by background
subtraction.
The contributions of this paper are: i) A novel algorithm
to calibrate a pair of synchronized video cameras, based on
motion barcodes with much smaller complexity compared
to the state-of-the-art, while maintaining robustness and ac-
curacy; ii) An epipole refinement procedure, which leads to
more accurate camera calibration.
2. Motion Barcodes
Motion barcodes of lines are used in the case of syn-
chronized stationary cameras recording a scene with mov-
ing objects. Following background subtraction we have a
binary video, where “0” represents static background and
“1” moving objects.
Given such a video of N binary frames, the motion bar-
code of a given image line l is a binary vector bl in {0, 1}N
where bl(i) = 1 iff a moving object intersects l in the ith
frame, [3]. An example of a motion barcode is shown in
Figure 1.
The case of a moving object seen by two cameras is il-
lustrated in Figure 2. If the object intersects the epipolar
plane pi at frame i, and does not intersect the plane pi at
frame j, both motion barcodes of lines l and l′ will be 1, 0 at
frames i, j respectively. Corresponding epipolar lines there-
Figure 2. Illustration of a scene with a moving object viewed by
two video cameras. The lines l and l′ are corresponding epipolar
lines, and pi is the 3D epipolar plane that projects to l and l′. At
time t = 1 the object does not intersect the plane pi, and thus does
not intersect l or l′ in the video. At times t = 2, 3 the object inter-
sects the plane pi, so the projections of this object on the cameras
intersect the epipolar lines l and l′. The motion barcode of both l
and l′ is the same: (0, 1, 1)
fore have highly correlated motion barcodes, and the sim-
ilarity measure between motion barcodes b and b′ is their
normalized cross correlation [4].
3. Epipolar Lines
Corresponding epipolar lines are projections of epipolar
planes, 3d planes that go through both camera centers. Pix-
els are projections of 3d rays through a camera center.
The search for corresponding epipolar lines in this pa-
per is based on finding two different corresponding pixels
in camera B to a given pixel in camera A. These two corre-
spondences are necessarily on an epipolar line in the other
camera. The cue for matching, if there is no auxiliary infor-
mation, such as tracking, color, or reliable shape features, is
co-temporal movement.
The following notation is used throughout the paper:
p, q, r pixels
ptA pixel p imaged in camera A at time t←−−−→qB rB line between pixels q and r in camera B
Given a pixel pA imaged at times t and s, the correspond-
ing pixels in Image B, qtB and r
s
B are on the epipolar line,←−−−→qB rB . Likewise, pA is a point on the epipolar line in im-
age A corresponding to the epipolar line←−−−→qB rB in image
B.
The algorithm for finding pairs of corresponding epipo-
lar lines has two main steps, (i) finding two different pixels
inB corresponding to a single pixel p inA, which results in
a single epipolar line inB and (ii) finding the corresponding
epipolar line in A, chosen from the pencil of lines through
p, which gives a corresponding pair of epipolar lines.
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Figure 3. Basic building blocks of our algorithm. (a) Two pixel
correspondences of a single pixel lie on an epipolar line which is
the projection of the ray from camera A through pA. (b) A third
pixel qtkB is found on the line. A matching pixel p
tk is chosen from
cameraA by exploiting the similarity of motion barcodes between
matching epipolar lines.
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Figure 4. Recovering epipoles from two pairs of epipolar lines.
4. Algorithm
Our algorithm assumes background subtraction, and the
only pixels we are interested in are the centers of mass of
the detected moving objects. Therefore, for the rest of this
paper, whenever we refer to a pixel p it is assumed to be the
center of mass of some moving object.
4.1. Point to Line
For two frames in camera A taken at times ti, tj ,
and both containing the same pixel pA, we will look at
all the pixels from these frames in camera B, that is:
{qtiB,1, qtiB,2 . . . } and {qtjB,1, qtjB,2 . . . }. Each ordered pair of
pixels (qtiB,m, q
tj
B,n) from the two frames gives an epipolar
line candidate, and let ΛB = {
←−−−−−−→
qtiB,m q
tj
B,n} be the set of
all such lines, see Figure 3(a).
We now turn to find a matching line in A for each can-
didate line in ΛB . For each lB ∈ ΛB , we attempt to find a
third frame at time tk 6= ti, tj containing an additional pixel
qtkB on lB . Such points usually exist in real videos. Now for
such a tk, let {ptkA,1, ptkA,2 . . . } be all the pixels in camera
A at time tk, and let ΛA be the lines in camera A between
pA and every such pixel, that is: ΛA = {
←−−−−→
pA p
tk
A,s}, Fig-
ure 3(b). Finally, the line lA ∈ ΛA whose motion barcode
has the highest normalized cross-correlation to our lB’s bar-
code is chosen as lB’s partner, and partners with normalized
cross-correlation above a certain threshold are considered a
pair of possible corresponding epipolar lines. In order to
proceed to the next stage we need at least two pairs of can-
didate lines.
It is worth noting that although the correspondence rela-
tion between each pair of line candidates is itself symmetric
with respect to the roles of cameras A and B, the process
producing these pairs is not; reversing the roles of cameras
A and B and running the same algorithm as above, may
result in a different set of pairs of line candidates.
When there is enough motion in the scene, using pixels
in A that have 3 or more corresponding pixels in B pro-
duces much better matches, and with far fewer false posi-
tives, since we can easily check if all these correspondences
in B are indeed co-linear. In such cases our algorithm runs
much faster and is more robust; first, because we have fewer
line candidates to check, and second, the chances of coinci-
dentally having 3 pixels on the same line in 3 given frames
are very low, thereby reducing the probability of errors.
4.2. Third Line
We use RANSAC to estimate the location of the
epipoles. We sample two pairs of putative correspond-
ing epipolar lines from the previous step, lA,1, lB,1 and
lA,2, lB,2, with the probability to sample a pair proportional
to its matching score (normalized cross-correlation). The
intersection of the pairs lA,1, lA,2 and lB,1, lB,2 suggests
two epipoles locations, eA and eB respectively (Figure 4).
In order to compute the 1D line homography, a third pair of
lines is required. If such a pair is available we skip the fol-
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Figure 5. Scheme of planar motion. There is no other pixel im-
aged on the epipolar line in A containing the pixel pA. To match
the pixel to the corresponding epipolar line ←−−−→rB qB in image B
we compute NCC between a point barcode around p and the line
barcode of←−−−→rB qB .
lowing step and move directly to the validation step. Other-
wise, we pick a random frame s and connect all foreground
objects to the epipoles with lines TA = {←−−−→psA eA}, and
TB = {←−−−→qsB eB}. The third correspondence is found by
matching the barcodes of lines from TA with those of TB
and taking the best candidate to be the third pair.
These three pairs determine the 1D line homography,
which together with the epipoles is sufficient to compute
the fundamental matrix.
4.3. Validation
The validation step is carried out for each RANSAC iter-
ation, to evaluate the quality of the estimated epipoles and
homography. Similarly to [2], we compute the 1D line ho-
mography between the 3 pairs of lines, sample uniformly 10
lines from the pencil around eA, transform them to the pen-
cil around eB , and compute the barcode cross-correlation
between the 10 pairs of lines. The epipoles and homography
with the highest score are used to compute the fundamental
matrix between the cameras.
5. Extensions
5.1. Planar motion
Our algorithm does not work on pure planar motion due
to the major requirement of two distinctive objects having
different depths on a single ray from the camera. However,
in the special configuration of one camera on the plane and
the other off it, the location of the epipole in the off-plane
camera frame may be recovered. In this variant of the algo-
rithm, We compute candidate lines Λp in B for a point pA,
where the on-plane camera plays the role of camera A. We
exploit the following facts, (i) there is no motion outside the
plane, and (ii) camera B is off the plane. As a consequence,
all the motion visible on the epipolar line through p is con-
centrated around p (see Figure 5). We then sample p’s bar-
code from a disc around it, instead of sampling from a line,
and use NCC with the barcodes of Λp. The one with highest
score is kept. We only recover epipolar lines in B, which
is not enough to run the validation step, to choose the cor-
rect epipole among all intersections of lines. Instead, we ig-
nore all lines whose matching score with their correspond-
ing point falls under a certain threshold, and vote for the
epipole by maximal consensus voting among the remaining
lines. This step is carried out using RANSAC, where two
lines are drawn in every iteration, their intersection yields
the candidate epipole, and the number of lines which agree
with the epipole is counted. The candidate with the maxi-
mal set of inliers is chosen as the epipole. A common def-
inition for inliers in this scenario is the one introduced by
[9], which we adopt for our controlled experiments. That
being said, when the epipole is inside the image boundaries
a simpler approach which works well is measuring whether
the perpendicular distance between the epipole and a line
is below a certain threshold. As a side effect, this process
allows camera A to be wide-angle with extreme lens dis-
tortion, a useful attribute for such a scenario (see the scene
coverage of the planar camera in Figure 6). We do not mea-
sure image lines in A, thus lens distortion does not affect
the computations, because from the point of view of camera
A we are only interested in rays through pixels, and those
are not altered by lens distortion. This side effect may even
benefit accuracy, which is improved by incorporating the
increased amount of epipolar lines in B imaged in A, and
possibly larger angles between pairs of lines.
5.2. Static objects
In certain cases, features of multiple objects projected
to the same point may be extracted. A dynamic object can
occlude a static one, for which a different kind of feature
(e.g. SIFT[14]) can be detected, or the scene can even be
fully static with multiple objects detected at the same image
point, such as semi transparent surfaces. Various algorithms
exist to separate reflections from transmitted light (for ex-
ample [11, 12, 18]). Two features extracted from the sepa-
rated layers at the same location, with their matched corre-
sponding points on different locations in the other camera,
will produce an epipolar line. See example in Figure 11.
5.3. Coupling with other features
In addition to motion barcodes other types of features
can guide the matching process. For example, two objects
imaged on p having certain colors (identifiable from other
viewing points) will constrain the search in B for objects
with matching colors. More complex features such as deep
features could be used, for example in a natural scene with
a large number of moving objects, we can isolate one kind
of moving object, e.g. butterflies, and process only their
locations.
6. Epipole Refinement
We refine the estimated epipoles and epipolar geometry
using inlier lines. Line pairs are defined as inliers if they
agree with the epipoles via the measure Kasten et. al intro-
duced in [9]. They measure the area between a given line
and a true epipolar line intersecting it at the central vertical
line of the image. We use the same threshold of 3 times
the width of the frame, as the threshold below which the
line is an inlier. For the refinement process we do not have
the true epipoles, but use instead our estimated ones from
the validation process. Note that the inlier percentage in the
controlled experiments in Tables 1 and 2 is computed using
the ground truth epipoles, in order to get the true number of
inliers.
Point-line distance The perpendicular (signed) distance
between a line l = (l1, l2, l3) and a point p = (p1, p2, p3)
can be expressed as a dot product l ·p, where l is normalized
such that ‖(l1, l2)‖ = 1, and p is normalized such that p3 =
1 [6].
L2 refinement This is simply least-squares, used to com-
pute a refined epipole eL2 minimizing
eL2 = arg min
e
∑
i
(li · e)2 (1)
given the inlier lines {l1, . . . }. The complexity is linear in
the number of lines.
L1 refinement The L1 loss
lossL1(e) =
∑
i
|li · e| (2)
is a convex function, and is linear inside each of the cells
of the line arrangement, hence its global minimum eL1 is
obtained on an intersection of two of the lines, which is a
vertex of a cell. In general, in the presence of outliers, L1
refinement is more robust than L2.
Iterative L1 minimization The complexity of using
Brute Force to find eL1 is O(n3) where n is the number of
lines, since there are O(n2) intersections, requiring O(n)
calculations each. We propose an efficient iterative algo-
rithm to find eL1 in O(n2). First, we compute the arrange-
ment of the lines, a process that can be done by topological
sweeping in O(n2) [5]. Next, we pick an intersection q at
random, and split the lines to two sets neg and pos, com-
posed of the lines with li · q < 0 and li · q ≥ 0, respectively.
We get
lossL1(q) =
∑
li∈pos
li·q−
∑
li∈neg
li·q = (
∑
li∈pos
li−
∑
li∈neg
li)·q
(3)
Moving to a neighbor r of q might cause a line lj to switch
between pos and neg, as the line is incident to q but not to
r, i.e. lj · q = 0 and lj · r 6= 0. As a consequence, after
moving lj from pos to neg (or vice versa) if necessary, and
updating the sums, we can efficiently compute lossL1(r).
At each step, updating the sum requires changing the sums
by adding/subtracting at most one line, thus taking O(1).
We examine the neighbors of q, and move to the one with
lowest loss. We traverse the arrangement until the minimal
point is found, visiting at most n2 intersections, where at
each we spend O(1) computations.
Fundamental matrix refinement Our refinement algo-
rithm works as follows; (i) Compute refined epipole loca-
tions based on inlier pairs of lines. Recall that since we
do not know the true epipoles we rely on our estimated
epipoles to identify inlier lines. (ii) Perform RANSAC it-
erations similar to the ’third line’ step (section 4.2), but in
which we sample all three frames at every iteration. In each
of the frames we connect lines from the pixels to the re-
fined epipoles, and take the best matching pair of lines. (iii)
The three best pairs (one pair of lines for each frame) are
sufficient to compute the epipolar geometry, which gets a
score using the validation process described in section 4.3.
To overcome errors introduced by outlier lines, we com-
pare the validation score of the initial fundamental matrix
with those computed using L2 refinement and L1 refine-
ment. The final epipoles and homography are those with
the highest validation score.
7. Experiments
We evaluated our algorithm on real and simulated video
streams. Since this approach is novel, there are no existing
suitable real datasets with ground truth calibration.
The authors of [9] provided us with their synthetic
datasets cubes and thin cubes, comprised of 5 and 7 cam-
eras, respectively. We adopted their area measure and used
the same threshold for defining inliers.
Our algorithm shares with theirs the RANSAC pro-
cedure, whereas the acceleration in our algorithm stems
mostly from the first step in which we find putative cor-
responding epipolar line pairs. We reimplemented their
method with our barcode sampling and matching, to allow a
fair comparison. We tested our method on all camera pairs
from both datasets (see Tables 1 and 2 for quantitative com-
parison with state of the art). Kasten et al. [9] sampled
a constant number of line barcodes, spaced equally on the
image boundaries. On average, their number of barcodes
is 20x-75x the amount of barcodes we sample. The tables
also show the percent of inliers among the line candidates,
which are all candidates in our method, and the 1000 line
pairs with top matching score in [9]. Our average Symmet-
ric Epipolar Distance (SED) is comparable to [9], and even
Running Average Number Percent Mean With L2 L1+L2
Time of Barcodes of Inliers Error Refinement Refinement
Kasten et. al [9] 583.6 sec. 36928 67.8% 0.79 – –
Ours 2.5 sec. 480.1 31.1% 0.83 0.78 0.76
Table 1. Results on the thin cubes dataset. Mean symmetric epipolar distance was calculated over 21 camera pairs.
Running Average Number Percent Mean With L2 L1+L2
Time of Barcodes of Inliers Error Refinement Refinement
Kasten et. al [9] 557.6 sec. 36928 71.67% 0.31 – –
Ours 9.8 sec. 1894.9 31.7% 0.31 0.31 0.30
Table 2. Results on the cubes dataset, comprised of 10 camera pairs.
outperforms their method when applying global refinement,
while reducing the time complexity by two orders of mag-
nitude. The run time increase caused by L2 refinement is
negligible, and the increase due to L1 refinement depends
on the actual number of lines taken into calculation, but it
never took more than a second to optimize.
The code was written in Python, and all experiments
were conducted on a standard desktop computer with no
GPU acceleration.
7.1. Real videos
To validate our method on real video examples, we cap-
tured several scenes with various types of motion.
Figure 6 shows an example from a real video with pla-
nar motion. A wide angle camera A (GoPro Hero 3+) is
mounted at a height of about a meter above ground and fac-
ing towards a busy square (right image). Another camera,
B, captured the same scene from a typical surveillance an-
gle from a nearby roof (left image).
An example of images of a static scene with a semi trans-
parent surface is shown in Figure 11. Behind the flat win-
dow, part of a corridor with two doors and a painting on the
wall is visible. The reflection on the glass consists of the
two cameras with tripods, and the buildings behind. The
difference in colors between the cameras is due to different
white balance. The two red dots marked on the left image
(A) are points where two corner points were detected on
different surfaces (one behind the glass and one reflected
on it), and the two layers have been separated and shown
individually. The two black boxes show a detected corner
point on a door and a point on the tripod of camera A. The
same points are marked with red dots on the right image
(B). Since the reflecting surface is flat, the virtual location
of the reflected tripod is the same for A and B. Thus, its
projection on B must lie on the same epipolar line as the
corner of the door. A second line is obtained by applying
the same to the second marked point in A, and their inter-
section yields the epipole. For visualization, the reflections
of the two camera centers, which of course share an epipolar
line, have also been marked and connected by a line.
Representative samples from other real video experi-
ments are shown in Figures 7, 8, 9, and 10. The original
videos are given in the supplementary material.
8. Conclusion
We introduced a method for finding corresponding
epipolar lines from multiple pixel correspondences in one
camera to a single pixel in the other. We conducted exper-
iments with real and synthetic videos, where our method
was shown to calibrate cameras with state of the art accu-
racy while consuming far less computation time, compared
to existing methods on a standard dataset.
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(a) (b)
Figure 6. An example from the Square sequence. (a) An image from the off-plane camera (B), with recovered epipolar lines overlayed.
The small box zooms-in on the cameraman of the on-plane camera (A). (b) A frame from the on-plane wide angle camera, taken at the
same time. The area around the other camera is enlarged for convenience.
Figure 7. A pair of representative frames from the Threads sequence. Recovered pairs of epipolar lines share the same color. Note that
although part of the background is visible in both videos, the epipoles cannot be recovered using only corresponding points from the
background, since it’s essentially planar.
Figure 8. A pair of representative frames from the Fish sequence with overlaying corresponding epipolar lines. Notice that the camera
visible in each of the images is not the other camera, but its reflection on the aquarium wall. The two camera reflections are located on
corresponding epipolar lines (turquoise). Best viewed in color.
Figure 9. A representative pair of frames from the Balls sequence. When an object is a perfect sphere its 3D centroid projects exactly to
the center-of-mass of the detected silhouette (up to the precision of the foreground detection).
Figure 10. A representative pair of frames from the Drones sequence. Each camera is visible in the other’s field of view.
(a) (b)
Figure 11. In still images of semi transparent surfaces such as windows, multiple objects may be visible at the same image location. (a)
Separating the reflections from the transmitted light results in two images (highlighted black boxes), features extracted from these images
will correspond to (different) points on an epipolar line in the right image. (b) The two corresponding epipolar lines are shown, as well as
a third one, namely the line connecting the reflections of both camera centers.
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