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Resumen
Este trabajo esta´ dedicado al estudio de los elementos
semidefinidos positivos (los psd) y las sumas de cuadrados
(las sos) de los anillos anal´ıticos reales de dimensio´n 2, es
decir, de los ge´rmenes de superficie anal´ıtica real. Los dos
resultados principales que obtenemos son los siguientes:
I. La finitud del nu´mero de Pita´goras de un germen de
superficie arbitrario, que acotamos en funcio´n de la multi-
plicidad y la codimensio´n, y
II. La determinacio´n de todos los ge´rmenes de super-
ficie sumergida para los que psd = sos, y que segu´n de-
mostraremos tienen todos nu´mero de Pita´goras 2.
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Preliminares
1. Planteamiento general.
En el estudio de los ge´rmenes semidefinidos positivos (= psd) y de las sumas de cuadra-
dos (= sos) los dos problemas principales son:
• Problema cualitativo: Estudiar si todo germen semidefinido positivo es suma de
cuadrados.
• Problema cuantitativo: Estudiar si existe p ∈ N tal que todo elemento que es suma
de cuadrados se puede expresar como suma de p cuadrados.
Estos dos problemas se pueden formular en un anillo arbitrario A mediante el espectro
real.
Sea A un anillo conmutativo unitario. Un cono primo de A es un par α = (pα,≤α)
formado por un ideal primo pα de A y un orden ≤α del cuerpo residual κ(α) = cf(A/pα);
denotaremos k(α) la clausura real del cuerpo ordenado (κ(α),≤α). Si a ∈ A, denotamos
por a(α) la imagen de a por el homomorfismo cano´nico de A en k(α), de modo que las
expresiones
a(α) ≥ 0,
a(α) > 0,
a(α) = 0
tienen un significado evidente. El espectro real de A, que se denota Specr(A), es el espacio
topolo´gico cuyos puntos son los conos primos de A y cuya topolog´ıa viene dada por la base
de abiertos
U(a1, . . . , an) = {α ∈ Specr(A) | a1(α} > 0, . . . , an(α) > 0}
donde a1, . . . , an es una familia finita de elementos de A. Para la teor´ıa general del
espectro real nos remitimos a [BCR] y [AnBrRz].
As´ı, los conos primos forman un espacio en el que los elementos de A se ven como
funciones. Para formular el problema cualitativo en este a´mbito general consideramos el
conjunto P(A) ⊂ A de los f ∈ A tales que f(α) ≥ 0 para todo cono primo α ∈ Specr(A)
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y el conjunto Σ(A) ⊂ A de los elementos f ∈ A que son suma de cuadrados en A;
los elementos de P(A) son los psd de A, y los de Σ(A) los sos de A. Evidentemente,
Σ(A) ⊂ P(A) y el problema consiste en determinar si P(A) = Σ(A) o en caso de que no
se de la igualdad, estimar la diferencia P(A) \ Σ(A). Para el problema cuantitativo, se
define el nu´mero de Pita´goras p(A) de A como el nu´mero
p(A) = min{q ∈ N | Σ(A) = Σq(A)}
siendo Σq(A) el conjunto de los elementos de A que son suma de q cuadrados en A; en el
caso de que tal nu´mero no exista, decimos que p(A) es infinito.
Determinar si p(A) es finito es ya un problema delicado. Adema´s, si lo es, digamos
p(A) = p, el problema cualitativo P(A) = Σ(A) se reduce a ver si P(A) = Σp(A), esto es,
a determinar cua´ndo las ecuaciones
f = Y 21 + . . .+ Y
2
p para f psd
tienen solucio´n.
2. Algunos resultados conocidos.
Como es bien sabido todo esto tiene su origen en el ce´lebre problema decimose´ptimo
de Hilbert, que consist´ıa en estudiar si todo polinomio ≥ 0 sobre Rn es suma de cuadrados
de funciones racionales (pues puede no serlo de polinomios como probo´ el propio Hilbert)
y que fue afirmativamente resuelto por E. Artin en 1927 ([E.Ar]).
De modo natural, el mismo problema se plantea para otras funciones: regulares, de
Nash, anal´ıticas,. . . en variedades reales, y tambie´n para ge´rmenes. Que la formulacio´n
natural para funciones equivalga a la abstracta mediante el espectro real es una conse-
cuencia, fundamentalmente, del Principio de Tarski, como se explica con detalle en [BCR]
y [AnBrRz].
Mencionemos brevemente algunos resultados destacables acerca del problema decimo-
se´ptimo de Hilbert. E. Artin demostro´ que si V ⊂ Rn es un conjunto algebraico irreducible,
entonces toda funcio´n polinomial sobre V no negativa en un abierto Zariski no vac´ıo de V
es suma de cuadrados de funciones racionales de V ([E.Ar]). Por otra parte, si M ⊂ Rn
es una variedad de Nash conexa, entonces toda funcio´n de Nash sobre M es suma de
cuadrados en el cuerpo de fracciones del anillo de las funciones de Nash ([Ms]). En lo
referente a variedades anal´ıticas reales y conexas, se sabe que si M es compacta entonces
toda funcio´n anal´ıtica no negativa en M es suma de cuadrados de funciones meromorfas
en M ([Jw],[Rz2]).
Para referirnos al problema cuantitativo, sea V ⊂ Rn un conjunto algebraico irre-
ducible, P[V ] su anillo de funciones polino´micas y K(V ) = cf(P[V ]) su cuerpo de funciones
racionales. Consideramos los nu´meros de Pita´goras p[V ] = p(P[V ]), p(V ) = p(K(V )), y
se cumple:
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• Si dimV = 1 entonces p[V ] < +∞. Por ejemplo, p[R] = 2, ([Ch et al ]).
• Si dimV = 2 se piensa que p[V ] = +∞, pues p[R2] = +∞ ([Ch et al ]).
• Si dimV ≥ 3 entonces p[V ] = +∞ ([Ch et al ]).
• Si dimV = n entonces n + 2 ≤ p(V ) ≤ 2n, con lo que para n = 2 se tiene que
p(V ) = 4 ([Pf], [Ca et al ]).
Por otra parte, si M ⊂ Rn es una variedad de Nash conexa de dimensio´n d entonces el
nu´mero de Pita´goras del cuerpo de funciones racionales de Nash es ≤ 2d ([BCR]). En lo
referente a variedades anal´ıticas reales cabe destacar que si M es una superficie conexa
no compacta (resp. compacta) entonces toda funcio´n psd es suma de dos (resp. tres)
cuadrados de funciones anal´ıticas en M ([BoKuSh]).
En esta memoria vamos a estudiar los dos problemas para ge´rmenes anal´ıticos. Em-
pecemos introduciendo la terminolog´ıa y notacio´n ba´sica que emplearemos en lo sucesivo.
Sea X un germen de conjunto anal´ıtico en el origen; denotaremos por O(X) al anillo de
ge´rmenes de funcio´n anal´ıtica sobre X y por M(X) a su anillo total de fracciones. En
particular, O(Rn) = R{x}, x = (x1, . . . , xn); el orden de una serie f ∈ K{x}, con K = R o
C, se denotara´ por ω(f) y el cuerpo de fracciones de K{x} por K({x}). Si X ⊂ Rn se tiene
queO(X) = R{x}/I, siendo I el ideal de ge´rmenes de funcio´n anal´ıtica que se anulan sobre
X. Un germen f ∈ O(X) es semidefinido positivo o psd si algu´n representante de f es ≥ 0
en algu´n representante de X (resp. de X \ {0}); denotaremos P(X) al conjunto de todos
los ge´rmenes psd en X . Adema´s denotaremos por Σ(X) (resp. Σq(X)) al conjunto de los
f que son suma de cuadrados (resp. q cuadrados) de elementos de O(X). Finalmente,
denotaremos por p[X] al nu´mero de Pita´goras de O(X) y por p(X) al de M(X).
Para los ge´rmenes anal´ıticos de dimensio´n 2 se sabe que p(R2o) = p[R2o] = 2 ([BoRi]).
Adema´s, se tiene el siguiente resultado (que puede considerarse folklore) que proporciona
una acotacio´n superior de p(X).
Proposicio´n 0.1 Si X ⊂ Rn es un germen anal´ıtico de dimensio´n 2, entonces
p(X) ≤ 2 dimM(R2)M(X).
Demostracio´n. En primer lugar, como dimX = 2, se cumple que O(X) es un O(R2)-
mo´dulo finitamente generado (ve´ase [Rz3, II]) y M(X) es un M(R2)-espacio vectorial de
dimensio´n finita digamos m. Para demostrar que Σ(M(X)) = Σ2m(M(X)) basta con
probar que toda forma cuadra´tica Q =
Pr
i=1 Li(z1, . . . , zm)
2 sobre M(R2) = R({x, y}) se
puede expresar como suma de 2m cuadrados de formas lineales sobre R({x, y}).
Para ver eso, como Q es una forma cuadra´tica sobre R({x, y}) existe una matriz M ∈
Mm(R({x, y})) tal que Q = zMzt, z = (z1, . . . , zm). Por el teorema de diagonalizacio´n
sobre un cuerpo, existen D,P ∈ Mm(R({x, y})), D diagonal y P invertible, tales que
M = PDP t. Adema´s, como D = P−1M(P−1)t y Q =
Pr
i=1 Li(z1, . . . ,zm)
2, entonces los
3
elementos de la diagonal principal de D son suma de cuadrados, y como p[R2o] = 2, de dos
cuadrados. De esta forma, como Q = (zP )D(zP )t, se tiene
Q = (zP )D(zP )t = (H1, H2 . . . ,Hm)
0BBB@
a21 + b
2
1
a22 + b
2
2
. . .
a2m + b
2
m
1CCCA
0BBB@
H1
H2
...
Hm
1CCCA
siendo H1(z), . . . , Hm(z) formas lineales sobre R({x, y}). As´ı,
Q =
mX
i=1
H2i (a
2
i + b
2
i ) =
mX
i=1
H2i a
2
i +
mX
i=1
H2i b
2
i
y por tanto, Q se expresa como suma de 2m cuadrados de formas lineales sobre R({x, y})
como se quer´ıa. ¥
Es importante observar que este mismo argumento se podr´ıa utilizar para acotar p(X),
en dimensio´n cualquiera d, si conocie´semos una cota para p(Rdo). Pero, aunque se conjetura
que 2d−1 es tal cota, so´lo se sabe que p(R3o) ≤ 8 ([Jw]).
3. Finitud del nu´mero de Pita´goras.
Vamos a analizar ahora el invariante p[X]. En primer lugar, tenemos:
Teorema 0.2 ([Ch et al ]) Si A es un anillo local regular de dimensio´n mayor o igual que
3, entonces p(A) = +∞.
De este importante resultado se deduce fa´cilmente el siguiente.
Corolario 0.3 ([Rz4]) Si X ⊂ Rn es un germen anal´ıtico de dimensio´n mayor o igual
que 4, o de dimensio´n 3 y regular, entonces p[X ] = +∞
Adema´s, como los anillos locales regulares de dimensio´n 3 tienen nu´mero de Pita´goras
infinito, se espera que lo mismo ocurra para todos los anillos anal´ıticos locales de dimensio´n
3. En lo referente a la dimensio´n 1 hay informacio´n ma´s precisa: el nu´mero de Pita´goras
de un germen de curva es menor o igual que su multiplicidad ([Qz]). Por lo anterior, en
dimensio´n > 1 los ge´rmenes con nu´mero de Pita´goras finito deben buscarse en dimensio´n
2, y algunos ya se conocen ([Rz4]). El ejemplo ma´s antiguo es el ya mencionado antes:
p[R2o] = 2.
El resultado central del cap´ıtulo I de esta memoria es la acotacio´n del nu´mero de
Pita´goras de cualquier germen anal´ıtico de dimensio´n 2, mediante el teorema que enun-
ciamos a continuacio´n. La demostracio´n de dicho teorema, en la seccio´n I.4, se inspira en
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el argumento de la Proposicio´n 0.1 anterior, pero requiere la diagonalizacio´n de formas
cuadra´ticas sobre R{x, y} que desarrollamos en la seccio´n I.2.
Teorema 0.4 Si X ⊂ Rn es un germen anal´ıtico de dimensio´n 2, entonces
E
£
log2(ω(I(X)) + 1)
⁄ ≤ p[X] ≤ 2multT(X)codim(X)
donde E
£
.
⁄
representa la parte entera.
Aqu´ı ω(I(X)) es el m´ınimo orden de un elemento de I(X) y multT(X) la multiplicidad
total de X, es decir, la suma de las multiplicidades de todas sus componentes irreducibles
y no so´lo de sus componentes de dimensio´n ma´xima. Explicaremos esto u´ltimo con detalle
en la seccio´n I.3.
Si ω(I(X)) ≤ 2, la cota inferior no dice nada, pero tenemos:
Proposicio´n 0.5 Si X es un germen anal´ıtico de dimensio´n ≥ 2 se cumple que p[X ] ≥ 2.
Demostracio´n. Supongamos que existe X ⊂ Rn germen anal´ıtico de dimensio´n ≥ 2 tal
que p[X] = 1. Entonces para cada germen de curva Y ⊂ X se cumple que p[Y ] = 1
(pues O(Y ) es un cociente de O(X)) y, por [CaRz], mult(Y ) = emb dim(Y ) ≤ n. Esto
contradice el hecho de que en cualquier germen anal´ıtico de dimensio´n ≥ 2 existen curvas
de multiplicidad arbitrariamente alta. ¥
En la seccio´n I.5 veremos que no se puede obtener una cota superior del nu´mero de
Pita´goras que dependa so´lo de la multiplicidad y por tanto, es necesario introducir el
concepto de la multiplicidad total.
4. El problema cualitativo, en general.
De nuevo tenemos un resultado especial para dimensio´n ≥ 3 que reduce la cuestio´n a
dimensio´n ≤ 3 y de hecho ≤ 2.
Teorema 0.6 ([Sch1]) Sea A un anillo local regular de dimensio´n ≥ 3. Entonces Σ(A) 6=
P(A).
Segu´n dec´ıamos, de este resultado deducimos:
Corolario 0.7 Si X ⊂ Rn es un germen anal´ıtico de dimensio´n d ≥ 4 entonces Σ(X) 6=
P(X).
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Demostracio´n. En efecto, si Xd es una componente irreducible de X de dimensio´n d, por
el lema de seleccio´n de curvas, existe un germen de curva γ ⊂ X tal que γ 6⊂ SingX y
el ideal de γ es un ideal primo de O(X) de altura d − 1, tal que A = O(X)p es un anillo
local regular de dimensio´n d − 1 ≥ 3. Por 0.6 existe f/g ∈ P(A) \Σ(A) con g 6∈ p.
Sea h ∈ O(X) una ecuacio´n del germen de conjunto anal´ıtico formado por la unio´n de
las componentes irreducibles de X que no contienen a γ y del lugar singular de Xd. El
elemento F = h2g2f/g pertenece, claramente, a P(A) y es, por tanto, positivo en todos los
o´rdenes de cf(A), que es, de hecho, el cuerpo de funciones meromorfas de Xd. As´ı, F ≥ 0
en Xd y 0 en el resto de las componentes irreducibles de X, con lo que F ∈ P(X). Pero
F 6∈ Σ(X), pues si F es sos en O(X), como hg 6∈ p es unidad en A, resultar´ıa f/g ∈ Σ(A).
¥
Digamos tambie´n que se espera Σ 6= P para cualquier germen de dimensio´n 3. En
cuanto a dimensio´n 1 se sabe que una curva X ⊂ Rn cumple Σ(X) = P(X) si y solo si
es la unio´n de n rectas independientes. Esto es fa´cil de probar para curvas del plano, y
en todo caso es consecuencia de un teorema general para anillos locales de dimensio´n 1
([Sch2]).
5. El problema cualitativo para ge´rmenes de superficie.
Vemos pues, que los ge´rmenes para los que Σ = P, deben tener dimensio´n 2. Sin
embargo, se conocen numerosos ejemplos para los que Σ 6= P y muy pocos para los que
Σ = P, todos ellos ge´rmenes de superficie en R3 de multiplicidad 2. Comentemos en
este punto que presentamos en la seccio´n II.6, u´ltima de la memoria, algunos ejemplos
ma´s, diferentes por ser ge´rmenes de superficie con dimensio´n de inmersio´n y multiplicidad
arbitrariamente grandes. En todo caso, es razonable empezar por caracterizar los ge´rmenes
de superficie de R3 para los que P = Σ. Hacemos esto en el cap´ıtulo II probando el teorema
que sigue:
Teorema 0.8 Los ge´rmenes de superficie singular X ⊂ R3 tales que P(X) = Σ(X) son
exactamente los siguientes
(i) z2 − x3 − y5 = 0 (Singularidad de Brieskorn)
(ii) z2 − x3 − xy3 = 0
(iii) z2 − x3 − y4 = 0
(iv) z2 − x2 = 0 (Par de planos)
(v) z2 − x2 − y2 = 0 (Cono)
(vi) z2 − x2 − yk = 0, k ≥ 3 (Deformaciones del par de planos)
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(vii) z2 − x2y = 0 (Paraguas de Whitney)
(viii) z2 − x2y + y3 = 0
(ix) z2 − x2y − (−1)kyk = 0, k ≥ 4 (Deformaciones del Paraguas de Whitney)
Adema´s, en todos estos casos p[X ] = p(X) = 2.
La primera parte del enunciado anterior, esto es, que si P(X) = Σ(X) el germen X
esta´ en la lista anterior, esta´ parcialmente en [Rz4]. Para completar los argumentos all´ı
dados necesitamos el siguiente lema general.
Lema 0.9 Sea X ⊂ Rn un germen anal´ıtico tal que P(X) = Σ(X). Entonces
ω(I(X)) = 2.
Demostracio´n. Empezamos elegiendo una serie F ∈ I(X) de orden r > 0. Despue´s de
un cambio lineal podemos suponer
F = xrn + ar−1x
r−1
n + · · ·+ a1xn + a0,
donde aj ∈ R{y}, y = (x1, . . . , xn−1) y ω(aj) ≥ r − j para 0 ≤ j ≤ r − 1. Adema´s, existe
M > 0 tal que |aj | < M‖y‖r−j .
En efecto, digamos que f = a1, . . . , ar−1 tiene orden ≥ s. Como ω(f2) = 2s podemos
escribir f2 =
P
|ν|=2s aν(y)y
ν, y as´ı, en un entorno del origen se tiene que
|f(y)|2 ≤
X
|ν|=2s
cν|y|ν =
X
|ν|=2s
cν‖y‖2s|z|ν = ‖y‖2s
X
|ν|=2s
cν|z|ν
siendo cν = 1 + |aν(0)| y z = y/‖y‖. La funcio´n
P
|ν|=2r cν|z|ν esta´ acotada en ‖z‖ = 1,
digamos por M > 0, y as´ı ‖f‖2 < M‖y‖2s con lo que ‖f‖ < M‖y‖s. Esto muestra nuestra
afirmacio´n.
Ahora, para cada entero k ∈ N consideramos la forma cuadra´tica
gk = k
2(x21 + · · ·+ x2n−1)− x2n
y afirmamos que para k suficientemente grande gk es psd en X .
En efecto, en caso contrario X contiene una sucesio´n x(k) = (y(k), x
(k)
n ) → 0 tal que
gk(x
(k)) < 0, o sea
0 ≤ kρk < |x(k)n |, con ρk = ‖y(k)‖.
Como F ∈ I(X), es F (x(k)) = 0, y se tiene
|x(k)n |r = |
r−1X
j=0
aj(y
(k))(x(k)n )
j| ≤
r−1X
j=0
|aj(y(k))||x(k)n |j ≤
M
r−1X
j=0
ρr−jk |x(k)n |j < M
r−1X
j=0
|x(k)n |r
kr−j
= M |x(k)n |r
r−1X
j=0
1
kr−j
.
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Al ser |x(k)n |r > 0 obtenemos 1 < M
µ
1
k
+ · · ·+ 1
kr
¶
, contradiccio´n.
Una vez visto que gk ∈ P(X) para k suficientemente grande, veamos que gk 6∈ Σ(X)
si ω(I(X)) ≥ 3. En efecto, si gk fuera suma de cuadrados en O(X) entonces
gk = h
2
1 + · · ·+ h2s + h,
con hi ∈ R{x}, h ∈ I(X) y ω(h) ≥ 3. De este modo, igualando formas iniciales en la
expresio´n anterior encontramos a1, . . . , ar ∈ R[x1, . . . , xn] tales que
gk = a
2
1 + · · ·+ a2r ,
lo que es imposible. ¥
Del resultado anterior se deduce que si X ⊂ R3 tiene la propiedad P(X) = Σ(X)
entonces ω(I(X)) = 2 y podemos aplicar [Rz4], donde se prueba que en ese caso X esta´
en la lista.
La segunda parte del enunciado de 0.8, y la ma´s delicada, es probar P = Σ2 para
los ge´rmenes de la lista. En [Rz4] se hace esto para la singularidad de Brieskorn, el par
de planos y el paraguas de Whitney. La demostracio´n para la singularidad de Brieskorn
es completamente ana´loga a la del plano y utiliza esencialmente que es factorial y su
complexificado tambie´n (una propiedad que la caracteriza, [Br]). Para el par de planos y
el paraguas de Whitney las demostraciones son espec´ıficas de cada caso.
Nosotros desarrollamos un me´todo que nos permite demostrar la propiedad P = Σ2
para todos los ge´rmenes de la lista anterior, a partir del caso factorial (el plano y la
singularidad de Brieskorn). La demostracio´n se desglosa en varias etapas:
1. Reduccio´n polinomial (II.2): consideramos la superficie algebraica asociada al germen
dado, es decir, la superficie de R3 con la misma ecuacio´n que ese germen, y probamos
que el conjunto de polinomios definidos positivos en esa superficie es denso en el
conjunto de germenes de funcio´n psd de dicho germen.
2. Explosio´n: utilizando una explosio´n adecuada, obtenemos una equivalencia birregu-
lar entre un abierto denso de la superficie asociada al germen y un abierto denso
del plano o de la superficie de Brieskorn. Esto agrupa los ge´rmenes anteriores de la
siguiente manera:
(a) Explosiones de la singularidad de Brieskorn (II.3): que son z2 − x3 − xy3 = 0
y z2 − x3 − y4 = 0.
(b) Familia del par de planos (II.4): formada por el cono, las deformaciones del par
de planos y el propio par de planos.
(c) Familia del paraguas de Whitney (II.5): formada por z2 − x2y + y3 = 0, las
deformaciones del paraguas de Whitney y el propio paraguas.
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3. Solucio´n en el caso polinomial: utilizando la equivalencia birregular anterior, el
hecho de que el plano y la singularidad de Brieskorn poseen la propiedad P = Σ2 y
ciertas ecuaciones esta´ndar de sumas de cuadrados, demostramos que todo polinomio
definido positivo sobre la superficie es suma de dos cuadrados de ge´rmenes de funcio´n
anal´ıtica.
4. Solucio´n en el caso general: extendemos la propiedad anterior de polinomios a
ge´rmenes de funcio´n anal´ıtica utilizando el Teorema de Aproximacio´n de M. Artin
([Ku et al , II], [M.Ar]), que enunciamos a continuacio´n.
Teorema 0.10 Sean K = R o C y F = (F1, . . . , Fr) ∈ K{x}[y]r, x = (x1, . . . , xn),
y = (y1, . . . , ym) un sistema de polinomios. Entonces existe una funcio´n ν : N → N
con la siguiente propiedad:
Para cada c ≥ 1, si by = (by1, . . . , bym) ∈ K{x}m cumple F (by) ≡ 0 mod mν(c),
entonces existe y ∈ K{x}m tal que F (y) = 0 e y ≡ by mod mc.
Para el par de planos y el paraguas de Whitney, la nueva demostracio´n es una especie
de paso al l´ımite del resultado que cumplen sus deformaciones.
Sen˜alamos que primero trataremos el cono de forma independiente (II.1). Lo hacemos
por dos motivos: (i) esta demostracio´n directa fue anterior en el tiempo e ilustra bien
algunas ideas ba´sicas de la reduccio´n polinomial; (ii) la demostracio´n se basa en la prueba
de Polya ([PoSz]) de que todo polinomio sobre la circunferencia es suma de dos cuadrados
de polinomios; nuestro tratamiento directo del cono es una especie de parametrizacio´n
respecto al radio de este argumento, lo que es tal vez la razo´n intuitiva ma´s poderosa para
esperar el resultado.
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Cap´ıtulo I
Nu´meros de Pita´goras
1 Sumas de dos cuadrados en dos variables
El objetivo de esta seccio´n es demostrar que todo elemento semidefinido positivo (=psd)
de R{x}[y] se puede expresar como suma de dos cuadrados de elementos de R{x}[y].
Notaciones 1.1 Dado K = R o C, denotaremos por ΩK al anillo de series de Puiseux
convergentes con coeficientes en K, por ΦK a su cuerpo de fracciones y por K({x}) al
cuerpo de fracciones de K{x}. Si α ∈ ΩK denotaremos q(α) = min{n ∈ N| α ∈ K{x1/n}}
y ω(α) = r/n si α = arx
r/n + ar+1x
(r+1)/n + · · · ; si ϕ = αβ ∈ ΦK con α, β ∈ ΩK entonces
q(ϕ) = min{n ∈ N| α ∈ K({x1/n}}) = m. c.m{q(α),q(β)} y ω(ϕ) = ω(α)− ω(β)
Observacio´n 1.2 El cuerpo R({x}) admite dos u´nicos o´rdenes que son los siguientes:
• (R({x}),<) orden en el que x es positivo y cuyo cierre real es (ΦR, id).
Si f = arx
r + ar+1x
r+1 + · · · , entonces f > 0 para este orden si y so´lo si ar > 0, y
f/g > 0 si y so´lo si fg > 0.
• (R({x}),≺) orden en el que x es negativo y cuyo cierre real es (ΦR, σ), siendo σ :
R({x}) → ΦR : f(x) 7→ f(−x).
Si f = arx
r+ar+1x
r+1 + · · · , entonces f Â 0 para este orden si y so´lo si (−1)rar > 0,
y f/g Â 0 si y so´lo si fg Â 0.
La unicidad de estos o´rdenes es debida a que todo elemento f ∈ R{x} admite una expresio´n
del tipo f = εxpg2 siendo ε = ±1, p = 0, 1, g ∈ R{x}.
Proposicio´n 1.3 Sea f ∈ R({x})[y], f 6= 0. Las afirmaciones siguientes son equivalentes:
a) f es un elemento psd del anillo R({x})[y].
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b) f es un elemento psd del cuerpo cf(R{x}[y]).
c) Existen r ∈ N, ε > 0 tales que x2rf ∈ R{x}[y] y esta´ definida y es ≥ 0 en la regio´n
(−ε, ε)×R.
d) Para cada ξ ∈ ΦR las series de Puiseux f(x, ξ), f(−x, ξ) son elementos positivos de
ΦR.
Demostracio´n.
Vamos a probar la siguiente cadena de implicaciones a) ⇒ b) ⇒ c) ⇒ d) ⇒ b) ⇒ a).
a) ⇒ b) Trivial.
b)⇒ c) Como f es psd en cf(R{x}[y]), entonces f ≥ 0 en todos los o´rdenes de este cuer-
po y por tanto, es suma de cuadrados ([BCR, 1.1.11]); con lo que existen a1, . . . , am, b ∈
R({x})[y], b 6= 0 tales que
b2f = a21 + · · ·+ a2m.
Luego existen ε > 0 y r ∈ N tales que x2rf ∈ R{x}[y] y b2f ≥ 0 en la regio´n (−ε, ε)× R,
x 6= 0. De esta forma, como b 6= 0 se deduce que x2rf es, por continuidad, ≥ 0 en
(−ε, ε)× R.
c) ⇒ d) Sea ξ ∈ ΦR. Si f(x, ξ) = 0 ya hemos terminado, por tanto podemos suponer
que f(x, ξ) 6= 0. Existen series h1, h2 ∈ R{t}, q ∈ N y 0 < δ < ε1/q tales que ξ =
h1(x1/q)
h1(x1/q)
∈ ΦR, q = q(ξ) y las series h1, h2 convergen en el intervalo (0, δ). Como x2rf ≥ 0
en (−ε, ε)×R entonces para 0 < t = x1/q < δ se cumple que
t2rqf
µ
tq,
h1(t)
h2(t)
¶
=
art
r + ar+1t
r+1 + · · ·
ts
con r, s ≥ 0
y por tanto ar > 0, con lo que
f(x, ξ) =
arx
r/q + ar+1x
(r+1)/q + · · ·
x2r+(s/q)
≥ 0
Ana´logamente, f(−x, ξ) ≥ 0.
d) ⇒ b) Supongamos ahora que existe un orden en R({x})[y] tal que f < 0,. Entonces,
por el Teorema de Artin-Lang, ve´ase por ejemplo [La, XI], existe un R({x})-homomorfismo
ϕ : R({x})[y] → ΦR tal que ϕ(f) < 0. Ahora, por la descripcio´n en I.1.2 de los dos
u´nicos o´rdenes de R({x}) y sus respectivos cierres reales, si ϕ(y) = ξ, resulta que ϕ(f) =
f(εx, ξ) < 0 con ε = ±1, contradiccio´n.
b) ⇒ a) Sea α = (pα,≤α) un cono primo del anillo R({x})[y], veamos que α induce un
orden en R({x})[y] y por tanto, en su cuerpo de fracciones. Recordamos que pα es un ideal
primo de R({x})[y] y que ≤α es un orden del cuerpo residual κ(α) = cf(R({x})[y]/pα).
En efecto, como R({x})[y] es un DIP entonces existe Pα ∈ R({x})[y] polinomio mo´nico
irreducible tal que pα = (Pα). Sea, ahora, g ∈ R({x})[y], g 6= 0; al ser R({x})[y] un DIP y
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en particular un DFU, entonces existen k(g) ∈ N y hg ∈ R({x})[y] tales que g = hgP k(g)α
y Pα - hg. De esta forma, decimos que g ≥α 0 si hg + pα ≥α 0 como elemento de κ(α).
Es claro que ≥α es un orden de R({x})[y], y as´ı, como f es psd en cf(R({x})[y]) en-
tonces f ≥α 0 y por tanto f + pα ≥α 0, es decir, f(α) ≥ 0. Como esto ocurre para todo
cono primo de R({x})[y], entonces f es psd en R({x})[y]. ¥
Para demostrar el resultado que anunciabamos al inicio de esta seccio´n, necesitamos
el siguiente lema previo.
Lema 1.4 Sea P ∈ R({x})[y]. Entonces, si ξ = g(x1/q), q = q(ξ), es ra´ız de P se cumple
que ηk = g(e
kpii/qx1/q) es ra´ız de P ((−1)kx, y) para cada k ∈ N .
Demostracio´n. Como ξ es ra´ız de P , si hacemos t = x1/q obtenemos que:
P (tq , g(t)) = P (x, g(x1/q)) = P (x, ξ) = 0
Consideramos ahora ηk para k ∈ N. Si hacemos s = ekpii/qx1/q resulta
P ((−1)kx, ηk) = P ((−1)kx, g(ekpii/qx1/q)) = P (sq, g(s)) = 0,
como pretend´ıamos. ¥
Definicio´n y Proposicio´n 1.5 Para cada ξ ∈ ΦC, escrita como ξ = xp/q(a0 + a1x1/r +
a2x
2/r + · · · ) con p/q ∈ Q y a0 + a1x1/r + a2x2/r + · · · ∈ C{x1/r}, se define la serie
conjugada de ξ como
ξ = xp/q(a0 + a1x
1/r + a2x
2/r + · · · ).
De esta forma la aplicacio´n σ(ξ) = ξ es un automorfismo de ΦC, cuyo cuerpo fijo es ΦR.
Teorema 1.6 P(R{x}[y]) = Σ2(R{x}[y]).
Demostracio´n. Sea f = an(x)y
n + an−1(x)yn−1 + · · · + a1(x)y + a0(x) ∈ P(R{x}[y]).
Como f ≥ 0, entonces existe ε > 0 tal que f esta definida y es psd en (−ε, ε)× R.
Vamos a demostrar en varias etapas que f ∈ Σ2(R{x}[y]):
Paso I: Veamos que grady(f) es par y que an ≥ 0 en (−ε, ε). De esta forma, en particular,
an = u
2 con u ∈ R{x}.
En efecto, sea x0 ∈ (−ε, ε) tal que an(x0) 6= 0, entonces el polinomio f(x0, y) =
an(x0)y
n + an−1(x0)yn−1 + · · · + a1(x0)y + a0(x0) es ≥ 0 en R y tiene grado n. Pero,
para |y| suficientemente grande se cumple que sign(f(x0, y)) = sign(an(x0)yn) de donde
se deduce que n es par y an(x0) > 0. Por tanto, grady(f) es par y an ≥ 0 en (−ε, ε).
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Paso II: Consideramos el polinomio
g =
f
an
= yn + bn−1yn−1 + · · ·+ b1y + b0 ∈ R({x})[y]
siendo bj =
aj
an
. La descomposicio´n en polinomios irreducibles de g en R({x})[y] es de la
forma:
g =
rY
i=1
Q2λi+1i
sY
j=1
P
2µj
j =
0@ rY
i=1
Qλii
sY
j=1
P
µj
j
1A2 rY
i=1
Qi = H
2
rY
i=1
Qi
siendo λj , µj ≥ 0, Qi, Pj polinomios mo´nicos irreducibles del anillo R({x})[y] (todos dis-
tintos) y H =
Qr
i=1Q
λi
i
Qs
j=1 P
µj
j .
Para demostrar que f ∈ Σ2(R{x}[y]) vamos a comprobar que cada Qi = A2i + B2i
siendo Ai, Bi ∈ R({x})[y] ya que entonces
f = anH
2
rY
i=1
Qi = anH
2
rY
i=1
(A2i + B
2
i ) = anH
2(A2 + B2)
= u2H2(A2 +B2) = (uHA)2 + (uHB)2,
siendo A2 +B2 =
Qr
i=1(A
2
i + B
2
i ), A,B ∈ R({x})[y]. Adema´s,
0 ≤ ωx(f) = 2min{ωx(uHA), ωx(uHB)}
con lo que ωx(uHA), ωx(uHB) ≥ 0 y por tanto uHA,uHB ∈ R{x}[y], lo que hace que
f ∈ Σ2(R{x}[y]).
Paso III: Veamos, pues, que Qi = A
2
i + B
2
i con Ai, Bi ∈ R({x})[y].
En primer lugar, Qi no tiene ra´ıces en ΦR. Supongamos que Qi tiene una ra´ız ξ ∈ ΦR;
como cada Qi es irreducible sobre R({x}), entonces ξ es una ra´ız de multiplicidad impar
de g y por tanto de f . Pero esto es imposible ya que:
• Si ω(ξ) > 0 entonces f no es psd en un entorno del origen.
• Si ω(ξ) = 0 entonces ξ = c0 + ζ siendo c0 ∈ R, ω(ζ) > 0 con lo que f no es psd en
un entorno del punto (0, c0).
• Si ω(ξ) < 0 entonces el polinomio wnf(x, 1/w) es psd y tiene una ra´ız de multiplici-
dad impar en ΩR, y esto ya hemos visto que es una contradiccio´n.
Por tanto, Qi no tiene ra´ıces en ΦR.
En segundo lugar, Qi es reducible sobre C({x})[y]. Supongamos que Qi fuera irre-
ducible; como Qi ∈ R({x})[y], si ξ es ra´ız de Qi tambie´n lo es ξ. Adema´s, por [Che, 8.3],
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al ser Qi irreducible sobre C({x})[y], se cumple que si ξ = g(x1/q) con q = q(ξ) es ra´ız de
Qi, entonces
Qi =
q−1Y
j=0
(y − g(e2jpii/qx1/q)).
Como ξ es ra´ız de Qi entonces existe j ∈ {0, . . . , q − 1} tal que ξ = g(e2jpii/qx1/q) y por
tanto g(s) = g(e2jpii/qs). Por I.1.4, ηk = g(e
kpii/qx1/q) es ra´ız de Qi((−1)kx, y) para cada
k ∈ N. Ahora
ηj = g(ejpii/qx1/q) = g(ejpii/qx
1/q) =
g(e2jpii/q(e−jpii/qx1/q)) = g(e(2j−j)pii/qx1/q) = g(ejpii/qx1/q) = ηj .
As´ı ηj ∈ ΦR y es ra´ız de Qi((−1)jx, y), y por tanto ra´ız de multiplicidad impar de
f((−1)jx, y) en ΦR, lo que es imposible, como ya hemos visto, porque f((−1)jx, y) es
≥ 0 en R2.
Por tanto, Qi es reducible en C({x})[y]: Qi = RiSi, siendo Ri el irreducible de ξ y Si
el irreducible de ξ, y tales que Si = Ri. As´ı Qi = RiRi = A
2 + B2 con Ri = Ai +
√−1Bi
y Ai, Bi ∈ R({x})[y]. ¥
2 Diagonalizacio´n sobre dos variables
El objetivo de esta seccio´n es demostrar que las formas cuadra´ticas semidefinidas positivas
sobre R{x}[y] son diagonalizables y, como consecuencia, que un anillo A que es un mo´dulo
con n generadores sobre R{x}[y] o R{x, y} cumple p(A) ≤ 2n.
La demostracio´n de este resultado esta basada en las ideas desarrolladas por Djokovic´
en [Dj] para demostrar que dada una matriz a ∈ Mn(R[x]) psd existen b1, b2 ∈ Mn(R[x])
tales a = bt1b1 + b
t
2b2. En lo sucesivo, una matriz diagonal a se denotara´ a = 〈a1, . . . , an〉
siendo a1, . . . , an los elementos de la diagonal principal de a. Utilizaremos el siguiente
resultado ba´sico de dominios de ideales principales ([Hu, VII.2]):
Teorema 2.1 Sean R un dominio de ideales principales y a ∈ Mn(R) una matriz de
rango r. Entonces existen dos matrices invertibles u, v y una diagonal
e = 〈e1, . . . , er, 0, . . . , 0〉,
tales que e1|e2| . . . |er y a = uev; adema´s, los ideales (e1), (e2), . . . , (er) son u´nicos, y los
elementos e1, e2, . . . , er de la diagonal de e se llaman factores invariantes de a. La matriz
diagonal e = 〈e1, . . . , er, 0, . . . , 0〉 es una matriz de factores invariantes de a.
Dada una matriz a = (aij)1≤i,j≤n con coeficientes en C({x})[y] consideramos su tras-
puesta conjugada a∗ = at = (aji)1≤i,j≤n. A lo largo de toda la seccio´n utilizaremos
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frecuentemente que C({x})[y] es un dominio de factorizacio´n u´nica (DFU). Empezamos
con el siguiente lema.
Lema 2.2 Sea a una matriz con coeficientes en C({x})[y] de rango r tal que a = a∗.
Entonces existen a1 ∈ Mr(C({x})[y]) y u ∈ Mn(C({x})[y]) invertible, tales que a =
u∗
µ
a1 0
0 0
¶
u y det(a1) 6= 0.
Demostracio´n. Si a = uev como en el teorema anterior, entonces a = uev(u∗)−1u∗ =
uepu∗ con p = v(u∗)−1 invertible. Como a = a∗ entonces ep = p∗e∗ y como e =
〈e1, . . . , er, 0, . . . , 0〉 es diagonal, tenemos
ep =
0BBBBBBBB@
e1p11 e1p12 · · · e1p1n
...
...
...
erpr1 erpr2 · · · erprn
0 0 · · · 0
...
...
...
0 0 · · · 0
1CCCCCCCCA
=
0B@p11e1 · · · pr1er 0 · · · 0... ... ...
pn1e1 · · · prner 0 · · · 0
1CA = p∗e∗
y por tanto p =
µ
p1 0
∗ p2
¶
siendo p1 y p2 matrices invertibles; pues det p = det p1 det p2 6=
0, al ser p invertible. De este modo, si e′ = 〈e1, . . . , er〉 entonces ep =
µ
e′p1 0
0 0
¶
y
det(e′p1) = det(e′) det(p1) 6= 0. Adema´s, e′ es una matriz de factores invariantes de
a1 = Ire
′p1. ¥
Observacio´n 2.3 Sea a una matriz con coeficientes en C({x})[y] tal que a = a∗; entonces
podemos suponer que los factores invariantes de a son elementos de R({x})[y].
En efecto, por I.2.1 existen dos matrices invertibles u, v y una matriz diagonal e =
〈e1, . . . , er, 0, . . . , 0〉 de factores invariantes, tales que a = uev. Como a = a∗ = v∗e∗u∗
entonces e∗ = 〈e1, . . . , er, 0, . . . , 0〉 es tambie´n una matriz de factores invariantes de a, con
lo que (ei) = (ei) para i = 1, . . . , r. De este modo, para cada i existe ui ∈ C{x}, ui 6= 0 tal
que ei = uiei. Es sencillo comprobar que uiui = 1, con lo que ui es de hecho una unidad
de C{x} y as´ı, existe wi ∈ C{x} tal que w2i = ui, y en particular wiwi = 1. Ahora,
wiei = wiei = wiuiei = (wiwi)wiei = wiei.
Consideramos, finalmente, la matriz diagonal be = 〈w1e1, . . . , wrer, 0, . . . , 0〉 y la matriz
invertible q = 〈w1, . . . , wr , 1, . . . , 1〉. Entonces,
(i) a = ube(qv)
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(ii) be es una matriz de factores invariantes de a con coeficientes en R({x})[y].
Definiciones 2.4 Sea a una matriz con coeficientes en K({x})[y], con K = R o C. En-
tonces:
• Si a = a∗, para cada z ∈ K({x})n se tiene que z∗az ∈ R({x})[y]. Decimos que a ≥ 0
si y so´lo si z∗az ≥ 0, es decir, es psd en R({x})[y] (I.1.3) para cada z ∈ K({x})n.
• Decimos que a es aniso´tropa si para cada z ∈ K({x})n, z 6= 0, se cumple que z∗az 6=
0.
Observaciones 2.5 (a) Sean b, c ∈ Mn(C({x})[y]) tal que det(b) 6= 0 entonces si a =
b∗cb se cumple que a ≥ 0 si y so´lo si c ≥ 0.
En primer lugar, a ≥ 0 significa en particular que a = a∗ y as´ı, como adema´s det(b) 6= 0,
se tiene que c = c∗. Sea z0 ∈ C({x})n y consideramos y0 = Adj(bt)z0. Se tiene
0 ≤ y∗0ay0 = z∗0 Adj(bt)∗b∗cbAdj(bt)z0 = det(b) det(b)z∗0cz0 = |det(b)|2z∗0cz0.
Ahora como |det(b)|2 6= 0 concluimos que z∗0cz0 ≥ 0 y as´ı c ≥ 0. El rec´ıproco es trivial.
(b) Si a ≥ 0, entonces para cada z ∈ C({x})[y]n se cumple que z∗az ≥ 0.
En efecto, si z ∈ C({x})[y]n, z 6= 0, tomamos b ∈ Mn(C({x})[y]) una matriz con
determinante no nulo cuya primera columna es z. Por la observacio´n anterior c = b∗ab ≥ 0
y entonces z∗az = c11 ≥ 0.
(c) Si a = a∗ ∈ Mn(C({x})[y]) cumple que det(a) 6= 0 y a ≥ 0, entonces a es
aniso´tropa.
Sean z0 ∈ C({x})n, z0 6= 0, y b ∈ Mn(C({x})) una matriz invertible, cuya primera
columna es z0. Como a ≥ 0 y b es invertible, entonces c = b∗ab ≥ 0 y det(c) 6= 0.
Adema´s, z∗0az0 = u∗1cu1 = c11 ≥ 0 (siendo ui, el vector cuya coordenada i-e´sima es 1 y
todas las dema´s son nulas). Si c11 = 0 veamos que entonces c1j = 0 para 2 ≤ j ≤ n y
por tanto det(c) = 0 lo cual es una contradiccio´n. Si existiera 2 ≤ j ≤ n tal que c1j 6= 0
(digamos j = 2) tomamos z∗0 = (−c22− 12 , c12, 0, . . . , 0) 6= 0 y, como c ≥ 0, obtenemos que
z∗0cz0 = −(c22 + 1)|c12|2 ≥ 0 y por tanto, al ser c12 6= 0, tendr´ıamos que 1 + c22 ≤ 0 lo que
es falso, pues c22 = u
∗
2cu2 ≥ 0.
Lema 2.6 Sea ξ ∈ ΦR ⊂ ΦC, entonces el polinomio irreducible de ξ sobre C({x}) pertenece,
de hecho, a R({x})[y].
Demostracio´n. En efecto, si ξ ∈ ΦR entonces existe g ∈ R({x}) tal que ξ = g(x1/q)
siendo q = q(ξ), y el irreducible de ξ sobre C({x}) es Q(x, y) = Qq−1k=0(y − g(e2kpii/qx1/q)).
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Adema´s, se tiene que
Q(x, y) =
q−1Y
k=0
(y − g(e2kpii/qx1/q)) =
q−1Y
k=0
(y − g(e2kpii/qx1/q))
=
q−1Y
k=0
(y − g(e2kpii/qx1/q)) =
q−1Y
k=0
(y − g(e−2kpii/qx1/q))
=
q−1Y
k=0
(y − g(e2(q−k)pii/qx1/q)) = Q(x, y)
Con lo que, en efecto, Q ∈ R({x})[y]. ¥
Proposicio´n 2.7 Sea a ≥ 0 con det(a) 6= 0 y supongamos que a = ep siendo e ∈
Mn(R({x})[y]) una matriz de factores invariantes de a y p ∈ Mn(C({x})[y]) invertible.
Entonces para cada 1 ≤ i ≤ n existe εi = +1 o − 1 tal que εiei ≥ 0. De este modo,
reemplazando ei por εiei podemos suponer que ei ≥ 0 para todo i.
Demostracio´n. Supongamos que existen ı´ndices i tales que ei no es definido, y sea i = m
el primero de ellos. Como em no es definido, tiene una ra´ız ξ ∈ ΦR de multiplicidad impar
λ(m) y, por tanto, el polinomio irreducible Qm de ξ sobre C({x})[y] divide a em.
Denotamos por λ(k) la multiplicidad (posiblemente 0) de ξ como ra´ız de ek, es decir,
λ(k) = max{r ∈ N : Qrm|ek}. Dado que e1, . . . , em−1 ≥ 0 y e1| . . . |en, se tiene λ(1) ≤
. . . ≤ λ(m− 1) < λ(m) ≤ λ(m+ 1) ≤ . . . ≤ λ(n).
Veamos que Qm|pij si 1 ≤ i ≤ m ≤ j ≤ n.
En primer lugar, como a ≥ 0 entonces amm = empmm ≥ 0 y as´ı, como λ(m) es impar,
se tiene que Qm|pmm. Por otro lado, como
ep =
0BBBBBBBB@
e1p11 e1p12 . . . e1p1m . . . e1p1n
e2p21 e2p22 . . . e2p2m . . . e2p2n
...
...
...
...
empm1 empm2 . . . empmm . . . empmn
...
...
...
...
enpn1 enpn2 . . . enpnm . . . enpnn
1CCCCCCCCA
y ep = p∗e∗ entonces eipij = ejpji = ejpji y as´ı, si i < m ≤ j se obtiene que Qm|pij , ya
que λ(i) < λ(m) ≤ λ(j).
Veamos ahora que si i = m < j entonces Qm|pmj . En efecto, como ep ≥ 0 si
vj(ρ, µ) = (0, . . . , 0,
(m)
ρ , 0, . . . , 0,
(j)
µ , 0, . . . , 0)
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con ρ, µ ∈ C({x})[y] se tiene que
0 ≤ vj(ρ, µ)∗epvj(ρ, µ) = (ρ, µ)
µ
empmm empmj
ejpjm ejpjj
¶µ
ρ
µ
¶
= (ρ, µ)
µ
empmm empmj
empmj ejpjj
¶ µ
ρ
µ
¶
Ahora, por I.2.5 (b), si tomamos ρ = −empmj, µ = empmm obtenemos
empmm(empmmejpjj − e2mpmjpmj) ≥ 0.
Adema´s, como a = ep ≥ 0 y det(a) 6= 0 entonces por I.2.5 (c) a es aniso´tropa. Por tanto,
se tiene que empmm 6= 0 y empmm ≥ 0 con lo que empmmejpjj − e2mpmjpmj ≥ 0.
De esta forma, como em|ej se tiene que ej = emdj y as´ı djpmmpjj −|pmj |2 ≥ 0. Ahora,
como ξ es ra´ız de pmm entonces −|pmj(ξ)|2 ≥ 0, con lo que |pmj(ξ)|2 = 0, lo que implica
que Qm|pmj o Qm|pmj (pues Qm es irreducible). Pero, como ξ ∈ ΦR entonces (por I.2.6)
Qm ∈ R({x})[y] y por tanto Qm|pmj.
Finalmente, como
p(ξ) =
0BBBBBBBBBB@
p11(ξ) . . . p1,m−1(ξ) 0 . . . 0
...
...
...
...
pm−1,1(ξ) . . . pm−1,m−1(ξ) 0 . . . 0
pm1(ξ) . . . pm,m−1(ξ) 0 . . . 0
pm+1,1(ξ) . . . pm+1,m−1(ξ) pm+1,m(ξ) . . . pm+1,n(ξ)
...
...
...
...
pn1(ξ) . . . pn,m−1(ξ) pnm(ξ) . . . pnn(ξ)
1CCCCCCCCCCA
se tiene que det(p)(ξ) = det(p(ξ)) = 0, ya que las m primeras filas son linealmente de-
pendientes. Sin embargo, como p es invertible entonces det(p) = g ∈ C({x}) \ {0} y por
tanto, 0 = det(p)(ξ) = g, contradiccio´n. ¥
Lema 2.8 Sean e1, . . . , en ∈ R({x})[y] tales que e1|e2| . . . |en y ei ≥ 0 para 1 ≤ i ≤ n.
Entonces existen l1, . . . , ln ∈ C({x})[y] tales que l1| . . . |ln y ei = lili para 1 ≤ i ≤ n.
Demostracio´n. Para demostrarlo vamos a proceder por induccio´n:
Para n = 1, como e1 ≥ 0 entonces e1 = d1t2r1 con r1 ≥ 0, d1 ∈ P(R{x}[y]). Por
I.1.6, d1 ∈ Σ2(R{x}[y]) y existen ξ1, η1 ∈ R{x}[y] tales que d1 = ξ21 + η21 , y, por tanto,
e1 =
ξ1
tr1
2
+ η1tr1
2. De este modo, basta tomar l1 =
ξ1
tr1 + i
η1
tr1 .
Supongamos el resultado cierto para n− 1: existen l1, . . . , ln−1 ∈ C({x})[y] tales que
l1| . . . |ln−1 y ei = lili para 1 ≤ i ≤ n − 1. Entonces, como en−1|en tenemos en = en−1vn
y as´ı, como en−1, en ≥ 0, tambie´n vn ≥ 0. Por ello, al igual que antes, vn = qnqn con
qn ∈ C({x})[y]. De esta forma, en = ln−1ln−1qnqn = (ln−1qn)(ln−1qn) y basta tomar
ln = ln−1qn. ¥
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Teorema 2.9 Sea a ∈ Mn(C({x})[y]) tal que a ≥ 0 y det(a) 6= 0. Entonces existen
b, c ∈ Mn(C({x})[y]) tales que det(b) 6= 0, c es invertible, c ≥ 0 y a = b∗cb.
Demostracio´n. Por I.2.2, I.2.3 y I.2.7 existen u, p ∈ Mn(C({x})[y]) invertibles y e ∈
Mn(R({x})[y]) matriz de factores invariantes de a tal que a = u∗epu y los elementos de
la diagonal de e son psd. De esta forma, por I.2.8 existen l1, . . . , ln ∈ C({x})[y] tales que
l1| . . . |ln y ei = lili para 1 ≤ i ≤ n. As´ı construimos la matriz l = 〈l1, . . . , ln〉 que cumple
que e = l∗l y l1|l2| . . . |ln. Como ep = p∗e∗ entonces
ep = l∗lp =
0BBB@
l1l1p11 l1l1p12 . . . l1l1p1n
l2l2p21 l2l2p22 . . . l2l2p2n
...
...
...
lnlnpn1 lnlnpn2 . . . lnlnpnn
1CCCA
=
0BBB@
l1l1p11 l2l2p21 . . . lnlnpn1
l1l1p12 l2l2p22 . . . lnlnpn2
...
...
...
l1l1p1n l2l2p2n . . . lnlnpnn
1CCCA = p∗l∗l = p∗e∗
Nuestro objetivo es encontrar una matriz q ∈ Mn(C({x})[y]) tal que
l∗lp = l∗ql =
0BBB@
l1q11l1 l1q12l2 . . . l1q1nln
l2q21l1 l2q22l2 . . . l2q2nln
...
...
...
lnqn1l1 lnqn2l2 . . . lnqnnln
1CCCA
Igualando las dos expresiones anteriores, y teniendo en cuenta que l1|l2| . . . |ln, se deduce
qij =
8>><>>:
pji
lj
li
si i < j
pii si i = j
pij
li
lj
si i > j
Finalmente, como
det(e) det(p) = det(ep) = det(l∗ql) = det(l∗) det(q) det(l) = det(e) det(q)
y det(e) 6= 0, entonces det(p) = det(q) y, por tanto, q es invertible.
Si tomamos b = lu y c = q obtenemos el resultado deseado. ¥
A continuacio´n vamos a demostrar que todo elemento a ∈ Mn(C({x})[y]) que es in-
vertible y psd admite una expresio´n del tipo a = b∗b siendo b ∈ Mn(C({x})[y]). Para ello
procederemos de forma ana´loga a la utilizada por Djokovic´ en [Dj]. Empezamos con unos
preliminares:
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Definicio´n 2.10 Sea a ∈ Mn(C({x})[y]), decimos que a tiene diagonal dominante si
aii 6= 0 para 1 ≤ i ≤ n y para i 6= j se tiene
grady(aii) > grady(aij),
(si grady(aii) = 0, esto significa aij = 0).
Observaciones 2.11 (a) Si a tiene diagonal dominante, entonces
grady(det(a)) =
nX
i=1
grady(aii)
y, en particular, det(a) 6= 0.
En efecto, det(a) = a11 . . . ann +
P
σ 6=id a1σ(1) . . . anσ(n) y como a tiene diagonal domi-
nante grady(a11 . . . ann) > grady
‡ P
σ 6=id a1σ(1) . . . anσ(n)
·
, con lo que
grady(det(a)) = grady(a11 . . . ann) =
nX
i=1
grady(aii)
(b) Una matriz a ∈ Mn(C({x})) ⊂ Mn(C({x})[y]) con diagonal dominante es, de
hecho, diagonal.
Lema 2.12 Sea a ∈ Mn(C({x})[y]) una matriz con diagonal dominante y sea Wk el
C({x})-subespacio de Mn×k(C({x})[y]) formado por las matrices z tales que grady(zij) <
grady(aii) ∀i, j. Entonces Mn×k(C({x})[y]) = a Mn×k(C({x})[y])⊕Wk.
Demostracio´n. Es suficiente con probar el caso k = 1, es decir, que
C({x})[y]n = a C({x})[y]n ⊕W
donde W = W1.
En primer lugar, observamos que si z ∈ C({x})[y]n \ {0} entonces y = az 6∈W .
En efecto, sea 1 ≤ r ≤ n tal que zr 6= 0 y grady(zr) ≥ grady(zi) para todo 1 ≤ i ≤ n.
Como a tiene diagonal dominante entonces para i 6= r
grady(arizi) ≤ grady(ari) + grady(zr) < grady(arrzr)
y por tanto, como yr = ar1z1 + ar2z2 + . . .+ arrzr + . . .+ arnzn se tiene que grady(yr) =
grady(arrzr) ≥ grady(arr), con lo que y 6∈W .
Esto muestra ya que a C({x})[y]n∩W = {0} y para completar la demostracio´n veamos
ahora que a C({x})[y]n +W = C({x})[y]n.
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Para cada d ∈ N sea W (d) el C({x})-subespacio de C({x})[y]n formados por todos los
vectores z ∈ C({x})[y]n cuyas coordenadas zi satisfacen que grady(zi) < grady(aii) + d
para 1 ≤ i ≤ n. Claramente:
W = W (0) ⊂W (1) ⊂ W (2) ⊂ · · · y dimC({x})(W (d+ 1)/W (d)) = n
Como cada z ∈ C({x})[y]n esta´ en algu´n W (d) basta ver que W (d+ 1) ⊂ a C({x})[y]n +
W (d).
Sea ei el vector tal que todas sus coordenadas son nulas excepto la i-e´sima que es
1. Como det(a) 6= 0, los vectores {ae1, ae2, . . . , aen} son C({x})-linealmente indepen-
dientes y t =
P
i λiaei = a (
P
i λiei) 6∈ W , entonces el C({x})-subespacio vectorial de
aC({x})[y]n ∩ W (d + 1) ⊂ C({x})[y]n generado por {ydae1, ydae2, . . . , ydaen} corta a
W (d) u´nicamente en el origen. Por tanto, como dimC({x})(W (d+ 1)/W (d)) = n entonces
se obtiene que W (d + 1) ⊂ a C({x})[y]n +W (d). ¥
Teorema 2.13 Sea a ∈ Mn(C({x})[y]) una matriz aniso´tropa tal que a = a∗. Entonces
existen u, d ∈ Mn(C({x})[y]), u invertible y d con diagonal dominante, tales que a = u∗du.
Demostracio´n. Como el resultado es trivial para n = 1, supondremos que n ≥ 2. Sea S
el conjunto de todos los pares (b, s) ∈ Mn(C({x})[y])× {1, 2, . . . , n} tales que:
1. b es congruente con a: existe u ∈ Mn(C({x})[y]) invertible tal que b = u∗au. En
particular b = b∗.
2. 0 ≤ grady(b11) ≤ grady(b22) ≤ . . . ≤ grady(bss) y, si s > 1, la submatriz b ∈
Ms−1(C({x})[y]) en la esquina superior izquierda de a tiene diagonal dominante.
En el caso en el que s = 1, esto se reduce a que b11 6= 0
Es claro que S es no vac´ıo, ya que como a es aniso´tropa, entonces a11 6= 0 y por tanto
(a, 1) ∈ S. Ahora definimos en S la siguiente relacio´n equivalencia:
(b, s) ∼ (c, r) si y so´lo si s = r y grady(bii) = grady(cii) para 1 ≤ i ≤ r.
Denotemos por R al conjunto cociente S/ ∼, y por [b, s] a sus elementos. Dados
dos elementos [b, s] y [c, r] de R diremos que [b, s] ≤ [c, r] si se cumple una de las dos
condiciones siguientes:
1. Existe k ≤ min{s, r} tal que grady(bii) = grady(cii) para 1 ≤ i < k y grady(bkk) <
grady(ckk).
2. s ≥ r y grady(bii) = grady(cii) para 1 ≤ i ≤ r
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La relacio´n ≤ esta´ bien definida y es, de hecho, una relacio´n de orden en R. Adema´s, toda
cadena decreciente [b1, s1] > [b2, s2] > · · · en R es necesariamente finita, con lo que R es
inductivo y, por el lema de Zorn, tiene un elemento minimal que denotaremos por [b, s],
siendo (b, s) uno cuaquiera de sus representantes.
En primer lugar, vamos a demostrar que necesariamente s > 1. Supongamos que s = 1,
entonces grady(b22) < grady(b11) porque si no [b, 2] ∈ R y [b, 2] < [b, 1]. Sea b′ la matriz
que se obtiene a partir de b intercambiando las dos primeras filas de b y despue´s las dos
primeras columnas. Entonces [b′, 1] ∈ R y [b′, 1] < [b, 1], lo cual es una contradiccio´n. Por,
tanto s > 1.
Dividimos la matriz b en submatrices de la siguiente manera
b =
µ
b1 b2
b∗2 b3
¶
, b1 ∈ Ms−1(C({x})[y]),
donde b1 tiene diagonal dominante. Por I.2.12, existe z ∈ M(s−1)×(n−s+1)(C({x})[y]) e
y ∈W tal que b2 = b1z + y. Sean
d =
µ
1 −z
0 1
¶
, v = d∗bd =
µ
b1 y
y∗ c
¶
Intercambiando simulta´neamente las u´ltimas n − s + 1 filas y columnas de v, podemos
suponer sin pe´rdida de generalidad que
grady(c11) ≤ grady(c22) ≤ . . . ≤ grady(c(n−s+1)(n−s+1)).
Ahora distinguimos dos casos:
• grady(c11) < grady(bs−1,s−1). Entonces, sea r ≤ s − 1 tal que
grady(br−1,r−1) ≤ grady(c11) < grady(brr)
Intercambiando en a las filas r-e´sima y s-e´sima y despue´s las columnas r-e´sima y
s-e´sima obtenemos un elemento [v′, r + 1] ∈ R tal que [v′, r + 1] < [b, s] lo cual es
una contradiccio´n.
• grady(c11) ≥ grady(bs−1,s−1), con lo que la submatriz s × s en la esquina superior
izquierda de v tiene diagonal dominante. Si s < n entonces [v, s+1] ∈ R y [v, s+1] <
[b, s] con lo que llegamos a contradiccio´n.
De esta forma s = n y, dado que v es sime´trica, tiene diagonal dominante. ¥
Dada una matriz a ∈ Mn(C({x})[y]), denotamos δ(a) = grady(det(a)). Es claro, que
si a = u es invertible entonces det(u) es una unidad de C({x})[y], y por tanto δ(u) = 0.
Teorema 2.14 Sea a = a∗ ∈ Mn(C({x})[y]) una matriz aniso´tropa e invertible. Entonces
a es congruente a una matriz diagonal d ∈ Mn(R({x})).
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Demostracio´n. Por el teorema anterior, existen u, d ∈ Mn(C({x})[y]) tales que u es
invertible, d es una matriz con diagonal dominante y a = u∗du. Como d es una matriz
con diagonal dominante entonces, por I.2.11,
0 = δ(a) = 2δ(u) + δ(d) = δ(d) = grady(d11) + grady(d22) + . . .+ grady(dnn)
Por tanto, cada dii ∈ C({x}) \ {0}. Ahora, por I.2.11(b) d es diagonal. Finalmente, como
d = (u−1)∗a(u−1) y a = a∗, se tiene que d = d∗, y por tanto, dii = dii para 1 ≤ i ≤ n. De
este modo, d es una matriz diagonal de Mn(R({x})). ¥
Ya podemos demostrar el siguiente teorema que nos permitira´ acotar el nu´mero de
Pita´goras segu´n anunciabamos al principio.
Teorema 2.15 Sea a ∈ Mn(C({x})[y]) tal que a ≥ 0. Entonces existe b ∈ Mn(C({x})[y])
tal que a = b∗b.
Demostracio´n. Por I.2.2 existen u ∈ Mn(C({x})[y]) invertible y a′ ∈ Mr(C({x})[y])
(r = rg(a)) tales que a = u∗
µ
a′ 0
0 0
¶
u, a′ ≥ 0 y det(a′) 6= 0. Adema´s, por I.2.9 existen
b1, c ∈ Mr(C({x})[y]) tales que det(b1) 6= 0, c es invertible, c ≥ 0 y a′ = b∗1cb1. Ahora,
como c es ≥ 0 e invertible, entonces por I.2.5 (c) es aniso´tropa, y as´ı por I.2.14 existen
matrices v ∈ Mr(C({x})[y]) invertible y d ∈ Mr(R({x})) diagonal y ≥ 0 (por I.2.5 (a)),
tales que c = v∗dv. Como cada di ∈ R({x}) es psd, existe gi ∈ R({x}) tal que di = g2i .
Por tanto, si g = 〈g1, . . . , gr〉 entonces a′ = b∗1v∗ggvb1 = (gvb1)∗(gvb1). As´ı, si tomamos
b =
µ
gvb1 0
0 0
¶
u, obtenemos el resultado deseado. ¥
Corolario 2.16 Sean L1, L2, . . . , Lr formas lineales en n variables sobre R = R({x})[y],
R{x}[y] o´ R{x, y}, y ϕ = L21 + L22 + · · · + L2r. Existen formas lineales Q1,Q2, . . . , Q2n
sobre R tales que ϕ = Q21 +Q
2
2 + · · ·+Q22n.
Demostracio´n. Supongamos primero R = R({x})[y]. Sea a ∈ Mn(R({x})[y]) la matriz
asociada a la forma cuadra´tica ϕ. Como a ≥ 0 entonces para cada z ∈ R({x})n se tiene que
ztaz ≥ 0. Esto vale tambie´n para z ∈ C({x})n. En efecto, si tomamos y = u+iv ∈ C({x})n
tenemos que (u+ iv)∗a(u+ iv) = (ut − ivt)a(u+ iv) = (utau+ vtav) + i(utav − vtau) =
utau+ vtav ≥ 0.
As´ı, por el teorema anterior existe b ∈ Mn(C({x})[y]) tal que a = b∗b. Como b = b1+ib2
con b1, b2 ∈ Mn(R({x})[y]) entonces a = (bt1 − ibt2)(b1 + ib2) = bt1b1 + bt2b2 + i(bt1b2 − bt2b1)
y por tanto:
a = bt1b1 + b
t
2b2
bt1b2 = b
t
2b1
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De este modo, ϕ = zazt = zbt1b1z
t+zbt2b2z
t (siendo z = (z1, . . . ,zn)) y as´ı, existen formas
lineales Q1, Q2, . . . ,Q2n sobre R({x})[y] tales que ϕ = Q21 +Q22 + . . .+Q22n.
Pasemos ahora al caso R = R{x}[y]. Sea a ∈ Mn(R{x}[y]) ⊂ Mn(R({x})[y]) la
matriz asociada a la forma cuadra´tica ϕ. Como acabamos de ver existen dos matrices
b1, b2 ∈ Mn(R({x})[y]) tales que a = bt1b1 + bt2b2.
Sean, ahora, c1, c2 ∈ Mn(R{x}[y]), r ≥ 0 tales que bk = ck
xr
. Operando tenemos
aii =
(c
(1)
i1 )
2 + · · ·+ (c(1)in )2 + (c(2)i1 )2 + · · ·+ (c(2)in )2
x2r
∈ R{x}[y]
con lo que necesariamente xr |c(k)ij para cualesquiera i, j, k, y en consecuencia b1, b2 ∈
Mn(R{x}[y]). As´ı, podemos terminar como antes, pero ahora sabemos que las formas
Qi esta´n definidas sobre R{x}[y].
Finalmente supongamos R = R{x, y}. Sean m ≥ 0, Aim el jet de grado m de Li
para 1 ≤ i ≤ r, y consideramos la forma cuadra´tica ϕm = A21m + A22m + · · · + A2rm
sobre R{x}[y], que es semidefinida positiva. Por el caso anterior, existen formas lin-
eales Q1m,Q2m, . . . ,Q2n,m sobre R{x}[y] tales que ϕm = Q21m + Q22m + · · · +Q22n,m ≡ ϕ
mod (x, y)m+1.
Como esto lo podemos hacer para cada m ≥ 0, por el Teorema de Aproximacio´n
de M. Artin (0.10), existen Q1,Q2, . . . ,Q2n formas lineales sobre R{x, y} tales que ϕ =
Q21 +Q
2
2 + · · ·+Q22n. ¥
Teorema 2.17 Sea A un anillo que es un mo´dulo finitamente generado, digamos por n
generadores, sobre R = R({x})[y], R{x}[y] o´ R{x, y}. Entonces p(A) ≤ 2n.
Demostracio´n. Sean y1, y2, . . . , yn los generadores de A y
f = (a11y1 + · · ·+ a1nyn)2 + (a21y1 + · · ·+ a2nyn)2 + · · ·+ (ar1y1 + · · ·+ arnyn)2 ∈ ΣA2.
Consideramos la forma cuadra´tica
ϕ = (a11z1 + · · ·+ a1nzn)2 + (a21z1 + · · ·+ a2nzn)2 + · · ·+ (ar1z1 + · · ·+ arnzn)2,
que abreviamos ϕ = zbzt, z = (z1 . . . ,zn) y b ∈ Mn(R); ϕ es claramente semidefinida
positiva. Entonces, por I.2.16, existen formas lineales Q1,Q2, . . . , Q2n tales que ϕ =
Q21 +Q
2
2 + · · ·+Q22n. Finalmente, si denotamos y = (y1, . . . , yn) resulta
f = ϕ(y) = Q1(y)
2 +Q2(y)
2 + · · ·+Q2n(y)2
que es una suma de 2n cuadrados en a. ¥
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3 Multiplicidades
En esta seccio´n, recordamos algunas propiedades generales de la multiplicidad de un anillo
local, y deducimos una descripcio´n particular para anillos anal´ıticos.
(3.1) Multiplicidad en un anillo local. Sea A un anillo local con cuerpo de coefi-
cientes κ e ideal maximal m. Si M es un mo´dulo finitamente generado sobre A tenemos
la funcio´n caracter´ıstica de M
LM : k 7→ dimκ(M/mkM).
Se demuestra que existe QM ∈ Q[T ] tal que
LM (k) = QM (k)
para k suficientemente grande; este QM se denomina polinomio caracter´ıstico de M ([Ei,
12.1]). El polinomio caracter´ıstico de M tiene grado d = dimA(M), siendo esta la di-
mensio´n de Krull del anillo A/(annM), ([Ei, 10.1,12.1]). Su coeficiente director se denota
e(M). En fin, la multiplicidad de M es
mult(M) = d! e(M)
que es un nu´mero entero ≥ 1.
(3.2) Multiplicidad total. Supongamos M = A/I siendo I un ideal radical de altura
r. Escribimos
I = p1 ∩ . . . ∩ ps ∩ ps+1 ∩ . . . ∩ pl
siendo p1, . . . , ps los asociados primos de altura r, y ps+1, . . . , pl los de altura > r. Uti-
lizando las sucesiones exactas habituales
0 →M ′ = A/(a ∩ b) →M = A/a⊕A/b →M ′′ = A/(a + b) → 0
se relacionan los polinomios caracter´ıticos de los tres mo´dulos M,M ′,M ′′ del modo sigu-
iente
QM = QM ′ +QM ′′ −Q∗
con grad(Q∗) < dimM ′ ([Ei, 12.2]). De esto se deduce fa´cilmente:
mult(M ) =
sX
i=1
mult(A/pi).
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As´ı pues, la nocio´n habitual de multiplicidad olvida los asociados primos que no tienen
altura m´ınima, y para poder tenerlos en cuenta se introduce la nocio´n de multiplicidad
total:
multT(M) =
lX
i=1
mult(A/pi).
Nosotros necesitamos estas nociones cuando A es el anillo de series convergentes R{x},
x = (x1, . . . , xn) y M es un cociente de este anillo. Para describir en este caso la multi-
plicidad de forma ma´s geome´trica, es preciso cierto trabajo previo. Empezamos con una
terminolog´ıa afinada sobre cambios transversales de coordenadas. En lo sucesivo deno-
taremos On = R{x} y mn al ideal maximal (x1, . . . , xn)On.
Definicio´n 3.3 Un polinomio P ∈ R{x1, . . . , xn−1}[xn] se llama especial (con respecto a
xn) si es distinguido con repecto a xn, y ω(P ) = grady(P ).
Proposicio´n y Definicio´n 3.4 Sea I un ideal de On de altura r. Entonces tras un
cambio lineal de coordenadas I ∩ On−r = (0), y existen polinomios especiales Pi ∈ I ∩
On−i[xn−i+1], 1 ≤ i ≤ r, tales que ω(Pi) = ω(I ∩ On−i[xn−i+1]). As´ı, el homomorfismo
ϕ : On−r i↪→On p→ On/I
es finito e inyectivo. En esta situacio´n, diremos que I esta´ bien sumergido.
Adema´s, si el ideal I = p es primo, entonces los polinomios especiales P1, . . . , Pr son
irreducibles como elementos de On−i[xn−i+1] y sus grados (con respecto a xn−i+1) son
≤ [cf(On/p) : cf(Od)].
Este cambio lineal de coordenadas se puede hacer de forma simulta´nea para una familia
finita de ideales.
Demostracio´n. Para un ideal general I rep´ıtase la demostracio´n de [Rz3, II.2.3] eligiendo
en cada paso los Pi ∈ I ∩ On−i[xn−i+1] de orden mı´nimo.
Veamos, ahora, que si I = p es un ideal primo entonces los Pi son irreducibles en
On−i[xn−i+1] de grados ≤ [cf(On/p) : cf(Od)] para 1 ≤ i ≤ r. En efecto, sea d = n− r,
entonces para cada d + 1 ≤ j ≤ n consideramos el diagrama
Od → Od[θj ] → On/p
↓ ↓ ↓
cf(Od) → cf(Od)[θj] → cf(On/p)
siendo θj = xj + I . Sea, adema´s, Qj el polinomio irreducible de θj sobre cf(Od). Como
Od es ı´ntegramente cerrado, entonces Qj ∈ Od[T ] y por tanto, Qj(xj) ∈ p. Pero, por co´mo
hemos elegido los Pi, se cumple que
gradxj (Pn−j+1) = ω(Pn−j+1) ≤ ω(Qj) ≤ gradxj (Qj) ≤ [cf(On/p) : cf(Od)].
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Veamos, finalmente, que los Pi son tambie´n irreducibles. Por reduccio´n al absurdo, supong-
amos que Pi no es irreducible en On−i[xn−i+1]. Entonces existen polinomios mo´nicos
F,G ∈ On−i[xn−i+1] de grados estrictamente menores que el grado de Pi tales que Pi =
FG. De este modo,
gradxn−i+1(F ) + gradxn−i+1(G) = gradxn−i+1(Pi) = ω(Pi) = ω(F ) + ω(G)
y por tanto,
gradxn−i+1(F ) = ω(F )
gradxn−i+1(G) = ω(G)
con lo que F,G son especiales y ω(F ), ω(G) < ω(Pi). Finalmente, como p es primo, se
cumple que F ∈ p o G ∈ p, contradiccio´n. ¥
Proposicio´n 3.5 Sea p un ideal primo de On de altura r = n − d, bien sumergido.
Entonces
mult(On/p) = [cf(On/p) : cf(Od)].
Demostracio´n. Como p esta´ bien sumergido, la aplicacio´n
ϕ : Od i↪→ On p→ On/p
es finita e inyectiva. Sea q = (x1, . . . , xd)On. Por [ZaSa, VIII.§10], se cumple que existe
un polinomio Qq de grado d y coeficiente director [cf(On/p) : cf(Od)]/d! tal que para k
suficientemente grande
Qq(k) = dimR
‡
On
.
[qk + p]
·
As´ı, basta demostrar que para k suficientemente grande la diferencia
dimR
‡
On
.
[mkn + p]
·
− dimR
‡
On
.
[qk + p]
·
esta´ acotada por un polinomio de grado ≤ d−1. O equivalentemente, dado que la sucesio´n
0 → [mkn + p]
.
[qk + p] → On
.
[qk + p] → On
.
[mkn + p] → 0
es exacta, que para k suficientemente grande
dimR
‡
[mkn + p]
.
[qk + p]
·
esta´ acotada por un polinomio de grado ≤ d − 1. Comprobemos, pues, esta u´ltima afir-
macio´n.
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Como p esta´ bien sumergido existen polinomios especiales Pi ∈ p ∩ On−i[xn−i+1],
1 ≤ i ≤ r, irreducibles en On−i[xn−i+1] y de grados di ≤ [cf(On/p) : cf(Od)] = m.
Entonces, cualquier f ∈ mkn + p se puede dividir sucesivamente por ellos hasta obtener
f =
rX
i=1
HiPi + g, g =
X
0≤νd+1,... ,νn<m
aν′(x
′)xνd+1d+1 · · ·xνnn ,
siendo x′ = (x1, . . . , xd) y ν ′ = (νd+1, . . . , νn).
Afirmamos que ω(g) ≥ ω(f) y as´ı ω(aν′) ≥ k−(νd+1+· · ·+νn) si 0 ≤ νd+1, . . . , νn < m.
Para ver esto, basta con demostrar que el resto R de la divisio´n de Weierstrass de una serie
h entre un polinomio especial P ∈ On−i[xn−i+1] cumple que ω(R) ≥ ω(h). Esto u´ltimo se
ve por reduccio´n al absurdo.
En efecto, supongamos que ω(h) > ω(R) y que las descomposiciones en componentes
homoge´neas de P,Q,R (siendo Q el cociente de la divisio´n anterior) son:
P = Pµ + Pµ+1 + · · ·
Q = Qλ +Qλ+1 + · · ·
R = Rs + Rs+1 + · · ·
Como ω(h) > ω(R), discutiendo las posibilidades encontramos λ+µ = s y PµQλ+Rs = 0.
Por tanto,
µ− 1 ≥ gradxn(Rs) = gradxn(Pµ) + gradxn(Qλ) ≥ µ,
contradiccio´n.
As´ı, todo elemento de [mkn + p]
.
[qk + p] tiene un representante de la forma
g + qk + p =
X
1≤νd+1,... ,νn<m
aν′(x
′)xνd+1d+1 · · ·xνnn + qk + p,
con k − |ν ′| ≤ ω(aν′) ≤ k− 1 si 1 ≤ νd+1, . . . , νn < m. En consecuencia,
dimR
‡
[mkn + p]
.
[qk + p]
·
≤
X
0≤νd+1,... ,νn<m
dimR LR[x
ν1
1 · · · xνdd : k− |ν ′| ≤ ν1 + · · ·+ νd ≤ k − 1]
=
X
0≤νd+1,... ,νn<m
"µ
k − 1 + d
d
¶
−
µ
k − |ν′| − 1 + d
d
¶#
=
X
0≤νd+1,... ,νn<m
"
k · · · (k + (d− 1))
d!
− (k− |ν
′|) · · · (k − |ν′|+ (d− 1))
d!
#
.
La penu´ltima igualdad es consecuencia inmediata de [Ei, 1.10]. De la u´ltima igualdad se
deduce que dimR
‡
[mkn + p]
.
[qk + p]
·
esta´ acotada por una suma finita de polinomios de
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grados ≤ d − 1, con lo que concluye la demostracio´n. ¥
Ejemplo 3.6 Si F ∈ On, entonces mult(On/(F )) = ω(F ).
Mediante un cambio lineal de coordenadas, podemos suponer que F es regular con
respecto a xn de orden ω(F ) y, de hecho, que F es un polinomio especial con respecto a
xn. En primer lugar, vamos a calcular para k > ω(F )
dimR(On/[(F ) + mkn])
Para ello hay que observar que todo elemento de On/[(F )+mkn] tiene un u´nico representante
del tipo
g + (F ) + mkn =
ω(F )−1X
i=0
aix
i
n + (F ) + m
k
n
siendo ai ∈ R[x1, . . . , xn−1] y grad(ai) ≤ k − i− 1. De este modo,
dimR(On/[(F ) + mkn])
=
ω(F )−1X
i=0
dimR LR[x
ν1
1 · · · xνn−1n−1 : 0 ≤ ν1 + · · ·+ νn−1 ≤ k − i− 1]
=
ω(F )−1X
i=0
µ
m− i− 1 + n− 1
n− 1
¶
=
ω(F )−1X
i=0
(k − i) · · · (k − i+ n− 2)
(n− 1)! .
Este sumatorio es un polinomio de grado n− 1 y coeficiente principal ω(F )(n−1)! , y por tanto
mult(On/(F )) = ω(F ).
4 Acotaciones
Despue´s del trabajo preparatorio de las secciones anteriores, ya es posible acotar el nu´mero
de Pita´goras de un germen de superficie en funcio´n de algunos de sus invariantes nume´ricos.
Comenzamos con la acotacio´n inferior.
Teorema 4.1 Sea X ⊂ Rn un germen anal´ıtico, n ≥ 3. Entonces
p[X ] ≥ E£log2(ω(I(X)) + 1)⁄
siendo E
£
.
⁄
la parte entera.
Demostracio´n. Consideramos un polinomio f ∈ R[x, y] de grado q = 2p − 2 que sea
suma de cuadrados de polinomios, pero no menos de p ([Ch et al ]). Homogeneizando f
obtenemos
g(x1, . . . , xn) = x
q
nf
µ
x1
xn
,
x2
xn
¶
.
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Claramente g es sos en Rn, luego tambie´n en X . Si p[X ] < p, entonces
g = h21 + · · ·+ h2p−1 +h
con h ∈ I(X). Si ω(I(X)) > q, entonces igualando formas iniciales obtenemos
g = g21 + · · ·+ g2p−1
con g1, . . . , gp−1 ∈ R[x1, x2, xn] homoge´neos. Deshomogeneizando resulta que f es suma
de p− 1 cuadrados, contradiccio´n.
Por tanto, si p = E
£
log2(ω(I(X)) + 1)
⁄
, entonces p[X] ≥ p, como quer´ıamos. ¥
Observaciones 4.2 (a) Si ω(I(X)) ≥ 3, p[X ] ≥ n. En efecto, se puede repetir el
argumento anterior con g = x21 + · · ·+ x2n que no es suma de n− 1 cuadrados.
(b) Para dimensio´n de inmersio´n n = 3 existen ge´rmenes de curva y de superficie
con nu´mero de Pita´goras arbitrariamente alto. En la seccio´n I.5, veremos como obtener
ge´rmenes de curva en R3 cuyos ideales tiene o´rdenes arbitrariamente altos.
Como cota superior tenemos la siguiente:
Teorema 4.3 Sea X ⊂ Rn un germen de superficie. Entonces
p[X ] ≤ 2multT(X)codim(X).
Demostracio´n. Denotaremos por γX al mı´nimo nu´mero de generadores de O(X) como
Od-mo´dulo. Afirmamos que se cumple que
γX ≤ multT(X)codim(X).
Por comodidad, vamos a suponer que X es un germen anal´ıtico de dimensio´n d. En
primer lugar, sea I(X) = p1 ∩ · · · ∩ ps la descomposicio´n primaria reducida de I(X) con
ht(pi) = ri = n− di. Por I.3.4 podemos suponer que los ideales pi esta´n bien sumergidos,
y entonces por I.3.5 se cumple que
[cf(On/pi) : cf(Odi)] = mult(On/pi) para 1 ≤ i ≤ s.
Sea Pij el polimomio irreducible de elemento θij = xj + pi ∈ On/pi sobre cf(Odi) para
1 ≤ i ≤ s, d + 1 ≤ j ≤ n; entonces, por [Rz3, II.3], se cumple que los Pij son polinomios
distinguidos de Odi [T ] de grados ≤ [cf(On/pi) : cf(Odi)] = mult(On/pi).
Consideramos, a continuacio´n, los polinomios Pj(x
(i), xj) =
Qs
i=1 Pij(x
(i), xj), x
(i) =
(x1, . . . , xdi) que son claramente elementos de p1 ∩ . . . ∩ ps = I(X) y cuyos grados (con
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respecto a xj) son ≤
Ps
i=1 mult(On/pi) = multT(X). Por divisio´n sucesiva por estos Pj,
vemos que
G = {xνd+1d+1 · · ·xνnn : 0 ≤ νd+1, . . . , νn < multT(X)}
es un sistema de generadores de O(X) como Od-mo´dulo, y por tanto, γX ≤ multT(X)n−d.
Una vez probado lo anterior, el enunciado resulta inmediatamente de I.2.17. ¥
5 Ejemplos
Aqu´ı mostraremos que no se puede obtener una cota superior del nu´mero de Pita´goras
de un germen de superficie so´lo en funcio´n de la multiplicidad, lo que explica el uso de la
multiplicidad total en la seccio´n anterior. Empezamos demostrando el siguiente resultado
previo.
Proposicio´n 5.1 Para cada q ∈ N existen ge´rmenes de curva Y ⊂ R3 cuyo nu´mero de
Pita´goras es ≥ q.
Demostracio´n. Como consecuencia de I.4.1 basta demostrar que para cada k ≥ 1 existe
un germen de curva irreducible Yk, cuyo ideal primo I(Yk) = pk cumple que ω(pk) > k; de
hecho, de I.4.1 se deduce que el germen de curva Y = Y2q tiene nu´mero de Pita´goras ≥ q.
Para ello, consideramos tres enteros ak < bk < ck primos entre si, y afirmamos que
podemos elegirlos para que el germen de curva parametrizado por x = tak , y = tbk , z = tck
cumpla esa condicio´n.
En efecto, simplifiquemos la notacio´n escribiendo a = ak, b = bk, c = ck, y p = pk
que es el nu´cleo del homomorfismo R{x, y, z} → R{t} : x, y, z 7→ ta, tb, tc. Buscamos un
sistema de generadores de p como sigue. Sea
F =
X
ν
aνx
ν1yν2zν3 ∈ R{x, y, z}
tal que
F (ta, tb, tc) =
∞X
d=1
0@ X
aν1+bν2+cν3=d
aνt
d
1A = 0.
Consideramos los polinomios
Fd =
X
aν1+bν2+cν3=d
aνx
ν1yν2zν3 ∈ I(Yk),
de modo que F =
P∞
d=1 Fd. Ahora, se sabe que existen tres binomios
Pα = x
α1 − yα2zα3 , Pβ = yβ2 − xβ1zβ3, Pγ = zγ3 − xγ1yγ2
32
(con aα1 = bα2 + cα3, bβ2 = aβ1 + cβ3, cγ3 = aγ1 + bγ2) que generan el nu´cleo del
homomorfismo R[x, y, z] → R[t] : x, y, z 7→ ta, tb, tc (ve´ase, por ejemplo, [Kz, V.§3]). De
este modo, para cada d ∈ N existen polinomios Ad, Bd, Cd ∈ R[x, y, z] tales que Fd =
AdPα + BdPβ + CdPγ , y por tanto F = Pα
P
dAd + Pβ
P
dBd + Pγ
P
d Cd, con lo que
I(Yk) = (Pα, Pβ, Pγ). Veamos que los o´rdenes ωα = ω(Pα), ωβ = ω(Pβ), ωγ = ω(Pγ) son
≥ k para la siguiente eleccio´n: a = p un nu´mero primo ≥ k2 + 2, b = p(p − 1) + k y
c = p2 + 1.
(i) ωα ≥ k: Como aα1 = bα2 + cα3 ≥ b(α2 + α3) y a < b, entonces α1 ≥ α2 + α3, y por
tanto ωα = α2 + α3. Por otro lado, sustituyendo los valores de a, b y c obtenemos
que
pα1 = ((p− 1)α2 + pα3)p+ kα2 + α3
y as´ı, p ≤ kα2 + α3 ≤ k(α2 + α3) = kωα, lo que significa que ωα ≥ p/k ≥ k.
(ii) ωβ ≥ k: Como bβ2 = aβ1 + cβ3 ≥ cβ3 y b < c, entonces β2 > β3. Adema´s, tenemos
la expresio´n
(pβ3 + β1 − (p− 1)β2)p = kβ2 − β3 > 0
con lo que kβ2 ≥ p y β2 ≥ p/k ≥ k. Si ωβ = β2 ≤ β1 + β3 hemos terminado.
Por tanto, supongamos que ωβ = β1 + β3 y β1 ≤ k (en caso contrario no hay
nada que probar). Entonces pβ3 + β1 > (p − 1)β2 ≥ (p − 1)p/k y as´ı, ωβ ≥ β3 ≥
(p− 1)/k − β1/p ≥ (p− 1)/k − k/p ≥ (p− 2)/k ≥ k.
(iii) ωγ ≥ k: Como cγ3 = aγ1 + bγ2 ≤ b(γ1 + γ2) y c > b, entonces γ1 + γ2 ≥ γ3 = ωγ.
Por otro lado
(pγ3 − (p− 1)γ2 − γ1)p = kγ2 − γ3
y tenemos tres subcasos:
(a) kγ2 < γ3. Entonces ωγ = γ3 ≥ p ≥ k.
(b) kγ2 = γ3. Entonces γ2 ≥ 1 y ωγ = γ3 ≥ k.
(c) kγ2 > γ3. Entonces kγ2 ≥ p y pγ3 > (p − 1)γ2 ≥ (p − 1)p/k, con lo que
ωγ = γ3 ≥ (p− 1)/k ≥ k.
¥
Corolario 5.2 Para cada q ∈ N existen un ge´rmenes de superficie anal´ıtica X ⊂ R3 de
multiplicidad 1 y nu´mero de Pita´goras ≥ q.
Demostracio´n. Por el teorema anterior, existe un germen de curva Y ⊂ R3 cuyo nu´mero
de Pita´goras es ≥ q. Sea, ahora, X = Y ∪ {z = 0} que es un germen anal´ıtico de di-
mensio´n 2, tal que mult(X) = mult({z = 0}) = 1 (como consecuencia de 3.2, aunque su
multiplicidad total es mult(Y ) + 1 y por tanto alta), y p[X ] ≥ p[Y ] ≥ q por ser O(Y ) un
cociente de O(X). ¥
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Cap´ıtulo II
Sumas de dos cuadrados
1 El cono
El objetivo de esta seccio´n es demostrar el siguiente teorema, que resuelve el problema
P = Σ para el germen del cono.
Teorema 1.1 Sea X : z2 = x2 + y2 la singularidad del cono. Entonces cualquier germen
anal´ıtico no negativo sobre X se puede expresar como suma de dos cuadrados de ge´rmenes
anal´ıticos.
Demostraremos este resultado en tres etapas. En primer lugar, observamos que O(X) =
R{x, y, z}/(z2 − x2 − y2) es un R{x, y}-mo´dulo libre de rango 2 con base 1, z. En efecto,
dividiendo por z2−x2−y2 los elementos de O(X) se escriben en la forma f(x, y)+zg(x, y)
con f, g ∈ R{x, y}. Con esta escritura, tenemos el siguiente resultado parcial:
Proposicio´n 1.2 Sean f, g ∈ R[x, y] tales que f + zg es psd sobre X. Entonces existe un
entero m ≥ 0, tal que zm(f + zg) es suma de dos cuadrados de ge´rmenes anal´ıticos en X.
Demostracio´n. Estimemos primero los o´rdenes de las series f, g. Para ello, observamos
que un germen de curva plana (at, bt) se eleva a dos ge´rmenes de curva en el cono, que
son (at, bt,±ct) con c = √a2 + b2. Como f + zg ≥ 0 en el cono cerca del origen, entonces
0 ≤ f(at, bt)± ctg(at, bt) = (fp(a, b)tp + · · · )± (cgq(a, b)tq+1 + · · · ),
donde fp y gq son las formas iniciales de f y g respectivamente. Si elegimos (a, b) adecua-
dos, tenemos que fp(a, b) 6= 0 y gq(a, b) 6= 0, con lo que la igualdad anterior implica que
p ≤ q+1, y p es par: p = 2n. De esta forma las descomposiciones de f y g en componentes
homogeneas son de la forma
f = f2n + · · ·+ fr, g = g2n−1 + · · ·+ gr−1.
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En particular, la forma inicial de f + zg es f2n + zg2n−1, y podemos suponer que no se
anula sobre el cono (en caso contrario, reemplazamos f por f − f2n y g por g − g2n−1 y
obtenemos la misma funcio´n sobre el cono).
Consideramos, a continuacio´n, la explosio´n ϕ : x = ut, y = vt, z = t, que aplica el
cilindro Y : u2 + v2 = 1 sobre el cono. De hecho, ϕ aplica el germen de Y a lo largo de la
circunferencia t = 0, u2 + v2 = 1 sobre el germen de X en el origen. Componiendo con f
obtenemos
f ◦ ϕ = f (tu, tv) + tg(tu, tv) = t2nh(u, v, t),
donde
h(u, v, t) =
¡
f2n(u, v) + g2n−1(u, v)
¢
+ t
¡
f2n+1(u, v) + g2n(u, v)
¢
+ · · ·
+ tr−2n
¡
fr(u, v) + gr−1(u, v)
¢
.
Como f2n(x, y) + zg2n−1(x, y) no se anula sobre el cono z2 = x2 + y2, entonces f2n(u, v) +
g2n−1(u, v) no es ide´nticamente cero sobre u2 + v2 = 1. Adema´s, como f + zg es psd sobre
z2 = x2+y2 cerca del origen, se cumple que ht(u, v) ≥ 0 en u2+v2 = 1, y |t| suficientemente
pequen˜o. En lo sucesivo, nuestro argumento es una especie de revisio´n parametrizada de
la demostracio´n cla´sica de que todo polinomio psd sobre la circunferencia es suma de dos
cuadrados de polinomios, como se puede ver en [PoSz].
Consideramos los polinomios trigonome´tricos para u = cos θ, v = sen θ:
cos(kθ) = Pk(u) donde Pk tiene grado k, y
sen(kθ) = vQk−1(u) donde Qk−1 tiene grado k − 1.
Entonces, para u2 + v2 = 1 tenemos la expresio´n:
h(u, v, t) = γ0(t) + λ1(t)P1(u) + · · ·+ λr(t)Pr(u)
+ v
¡
µ1(t) + µ2(t)Q1(u) + · · ·+ µr(t)Qr−1(u)
¢
,
donde γ0, λk, µk ∈ R[t] tiene grado ≤ r− 2n, y λr , µr no son los dos cero. En lo que sigue
denotaremos por < la parte real, y por = la parte imaginaria (see [Rz1]). De las igualdades
Pk(u) = <
¡
(u+
√−1v)k¢, vQk−1(u) = =¡(u+√−1v)k¢,
deducimos que
h(u, v, t) = γ0 +
X
k
λk<
¡
(u+
√−1v)k¢ + µk=¡(u+√−1v)k¢
= γ0 +
X
k
1
2(λk +
√−1µk)(u−
√−1v)k + 12(λk −
√−1µk)(u+
√−1v)k.
Sea ahora w = u+
√−1v, con lo que ww = 1 y
wrh(u, v, t) = wr(γrw
r + · · ·+ γ1w + γ0 + γ1w + · · ·+ γrwr)
= γr + · · ·+ γ1wr−1 + γ0wr + γ1wr+1 + · · ·+ γrw2r = G(t, w),
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donde γk =
1
2(λk +
√−1µk) para k ≥ 1. No hay que olvidar que las igualdades anteriores
so´lo se cumplen si u = cos θ, v = sin θ, pero independientemente de esto hemos obtenido
este polinomio G(t, w) ∈ C[t, w], y por construccio´n
G(0, w) = wr
¡
f2n(u, v) + g2n−1(u, v)
¢
para u2 + v2 = 1, es decir G(0, w) 6= 0; por tanto, como serie en t, este polinomio tiene
orden 0. A continuacio´n, vamos a estudiar G(t, w) como polinomio en w, cuyas ra´ıces son
series de Puiseux en la variable t.
En primer lugar, dichas ra´ıces esta´n relacionadas por la siguiente propiedad:
(1) Ninguna ra´ız de G es cero, y si ζ es ra´ız, entonces 1/ζ es tambi´en ra´ız de la misma
multiplicidad.
Sea ζ una ra´ız de G. Como G(t, 0) = γr =
1
2(λr +
√−1µr), y λr ,µr no son las dos cero,
entonces ζ 6= 0. Adema´s, tenemos que
w2rG(t, 1/w) = G(w),
y la substitucio´n w = 1/ζ nos da que G(t, 1/ζ) = 0. La afirmacio´n acerca de la multiplici-
dad se deduce, de forma sencilla, derivando la igualdad anterior con respecto w y haciendo
de nuevo la substitucio´n w = 1/ζ.
Vamos a distinguir un caso especial de ra´ıces, estudiando para ello la conjugacio´n sobre
C{t}.
(2) Si ζ y 1/ζ son conjugadas, entonces ambas ra´ıces tienen orden 0 y multiplicidad par,
y sus polinomios irreducibles pertenecen a C{t}[w].
Intercambiando ζ y 1/ζ (si es necesario) podemos suponer ζ = ξ(t1/q) para una serie
convergente ξ. Recordamos que las series conjugadas de ζ = ξ(t1/q) son las series ζk =
ξ(e
2pii
q
k
t1/q), 1 ≤ k ≤ q, y que el polinomio irreducible de ζ es el producto Qk(w− ζk), que
es siempre un elemento de C{t}[w]. Supongamos, ahora, que ζk = 1/ζ. Esto implica que
1 = ξ(e
2pii
q
k
t1/q)ξ(t1/q) = ξ(e
pii
q
k
t1/q)ξ(e
−pii
q
k
t1/q)
(tras la substitucio´n t1/q 7→ e−piiq kt1/q), y si hacemos η = ξ(epiiq kt1/q), obtenemos que
η = ξ(e
−pii
q
k
t1/q) y que 1 = ηη. Adema´s, ξ debera´ tener orden 0.
Estudiemos ma´s detenidamente la serie de Puiseux η. En primer lugar, como
¡
e
− pii
q
k¢q
=
(−1)k, la substitucio´n t1/q 7→ e−piiq kt1/q transforma el polinomio G(t, w) en el polinomio
G((−1)kt, w), y ζ en η. As´ı, η es ra´ız de G((−1)kt, w) y todo se reduce a probar que η
tiene multiplicidad par.
Para ello, consideramos la funcio´n real:
Γ(t, θ) = h(cos θ, sin θ, (−1)kt) = e−irθG((−1)kt, eiθ).
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Para s ∈ R tenemos la funcio´n anal´ıtica Γs : θ 7→ Γ ((−1)ks, θ). Deriva´ndola sucesivamente
obtenemos que
∂k
∂θk
Γ (s, θ) =
kX
`=0
ck`
∂`
∂w`
G((−1)ks, eiθ),
con ckk 6= 0. De estas identidades se deduce que si eiθ ∈ C es ra´ız del polinomio Gs =
G((−1)ks, w) ∈ C[w], entonces θ ∈ R es ra´ız de la misma multiplicidad de Γs. Pero
por construccio´n, la funcio´n real Γs es ≥ 0 para θ ∈ R, de donde se deduce que todas
las ra´ıces reales tiene multiplicidad par. Ahora, si η tiene multiplicidad p, entonces una
especializacio´n adecuada nos da una ra´ız eiθ ∈ C de multiplicidad p de Gs para algu´n s, y
concluimos que p es par.
As´ı finaliza la demostracio´n de (2), y factorizamos:
(3) G(t, w) = cQ2
Q
`(w − ζ`)
¡
w − 1
ζ`
¢
,
donde c = γr ∈ C[t], y el factor Q(t, w) ∈ C{t}[w] corresponde a todas las ra´ıces de G de
orden 0 y multiplicidad par, con lo que Q tiene orden 0. Adema´s, intercambiando algunas
ζ` y 1/ζ` si es necesario, podemos suponer que todas las ζ`’s tiene orden ≥ 0. Hay que
sen˜alar que, por (2), las ra´ıces ζ` y 1/ζ` no son conjugadas.
Despue´s de estas observaciones previas, ya podemos probar que:
(4) El producto
Q
`(w − ζ`) es, de hecho, un polinomio de C{t}[w].
Para demostrar la afirmacio´n, estudiaremos detalladamente las ra´ıces conjugadas de las
ζ`’s. Sean ζ` y ζ
′ series conjugadas. Si ζ ′ es conjugada de alguna 1/ζ`′ , entonces `′ 6= ` y el
orden de ζ`′ es cero, con lo que podemos intercambiar ζ`′ y 1/ζ`′ . Por tanto, garantizamos
que ninguna ra´ız de
Q
`(w − ζ`) es conjugada de una ra´ız de
Q
`
¡
w − 1
ζ`
¢
. Adema´s, por
la estructura de nuestra factorizacio´n, ninguna ra´ız de
Q
`(w− ζ`) es conjugada de alguna
ra´ız de Q. De este modo, concluimos que
Q
`(w − ζ`) es el producto de los polinomios
irreducibles de las ζ`’s, todos ellos de orden ≥ 0, y, en consecuencia, es un producto de
polinomios de C{t}[w], con lo que es un elemento de este anillo.
Como h(u, v, t) ≥ 0 para |w| = u2 + v2 = 1 y t real pro´ximo a 0, podemos escribir:
h(u, v, t) = |h(u, v, t)| = |wrh(u, v, t)| = |G(t, w)| = |c| flflQ2flfl Y
`
|w − ζ`|
flflflw − 1
ζ`
flflfl
=
flflfl cQ
` ζ`
flflfl flflQ2flfl Y
`
|w − ζ`||ζ`w − 1| =
flflfl cQ
` ζ`
flfl flflQ2flfl Y
`
|w − ζ`|2 ,
la u´ltima igualdad es debida a que |w−ζ`| = |ζ`w−1| para |w| = 1 y t real. As´ı, obtenemos
que
(5) h(u, v, t) =
flflfl cQ
` ζ`
flflflflflQQ`(w − ζ`)flfl2.
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Para finalizar, debemos demostrar que el primer factor de la fo´rmula anterior es, en
realidad, un elemento de C{t}. Para ello, analizamos el producto
c
Y
`
(w − ζ`)
¡
w − 1
ζ`
¢ ∈ C{t}[w].
Supongamos que Y
`
(w − ζ`) = wp + αp−1wp−1 + · · ·+ α1w + α0,
entonces un ca´lculo sencillo muestra queY
`
‡
w − 1
ζ`
·
= wp +
α1
α0
wp−1 + · · ·+ αp−1
α0
w +
1
α0
.
Esto, nos permite obtener una expresio´n expl´ıcita de los coeficientes βk = ηk/α0 de
P (t, w) =
Y
`
(w − ζ`)
¡
w − 1
ζ`
¢
= w2p + β2p−1w2p−1 + · · ·+ β1w + β0.
Recordamos que G(t, w) = cQ2P es una serie de orden 0 en t, y de hecho, lo mismo se
cumple para cP . En consecuencia, el orden con respecto a t de todos los productos cβk
debe ser ≥ 0, y el de alguno de ellos exactamente 0. En lo sucesivo, denotaremos por ordt
el orden con respecto a t. Como:
βp =
1
α0
(|α0|2 + · · ·+ |αp−1|2 + 1),
entonces ordt(α0) ≤ ordt(c) y as´ı,
0 ≤ ordt(cβi) =
¡
ordt(c)− ordt(α0)
¢
+ ordt(ηk),
que es 0 so´lo si ordt(c) = ordt(α0). Como ordt(α0) = ordt(α0), se deduce que c/α0 =
c/
Q
` ζ` es una unidad a ∈ C{t}, y entonces |a|2 es una unidad de R{t}, y de hecho un
cuadrado, pongamos |a|2 = b2, b ∈ R{t}. Ahora, como w = u+√−1v, podemos escribir
H(u, v, t) = Q
Y
`
(w − ζ`) ∈ C{t}[u, v]
de la forma H = H1 +
√−1H2, H1,H2 ∈ R{t}[u, v], y |H|2 = H21 +H22 . La conclusio´n es
que
h(u, v, t) = b(t)2(H1(u, v, t)
2 +H2(u, v, t)
2)
para u2 + v2 = 1, t pequen˜o. A continuacio´n, hacemos el cambio u = x/z, v = y/z, t = z
con lo que
f (x, y) + zg(x, y) = t2nh(u, v, t) = z2nb(z)2(H1(x/z, y/z, t)
2 +H2(x/z, y/z, t)
2).
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Finalmente hay que observar que como H1 y H2 son polinomios en las variables u, v, si
los multiplicamos por una potencia m de z suficientemente grande, obtenemos
zmH1(x/z, y/z, t), z
mH2(x/z, y/z, t) ∈ R{t}[x, y],
y as´ı
z2m(f(x, y) + zg(x, y)) = z2nb(z)2
‡¡
zmH1(x/z, y/z, t)
¢2
+
¡
zmH2(x/z, y/z, t)
¢2·
es suma de dos cuadrados de funciones anal´ıticas en el cono z2 = x2 + y2. ¥
El siguiente paso es eliminar el denominador z2m que aparece en la proposicio´n anterior:
Proposicio´n 1.3 Supongamos que z2m(f + zg) es suma de dos cuadrados de ge´rmenes
anal´ıticos en el cono. Entonces f + zg es, tambie´n, suma de dos cuadrados de ge´rmenes
anal´ıticos.
Demostracio´n. Por hipo´tesis, existen series a1, a2, b1, b2 ∈ R{x, y} y h ∈ R{x, y, z} tales
que
(x2 + y2)m(f + zg) = (a1 + zb1)
2 + (a2 + zb2)
2 − (z2 − x2 − y2)h.
Por el Teorema Divisio´n de Weierstrass, h debe ser un polinomio en z, y comparando los
grados de ambos miembros de la igualdad, concluimos que, de hecho, h ∈ R{x, y}, y por
tanto
h = b21 + b
2
2, (x
2 + y2)mg = 2a1b1 + 2a2b2, (x
2 + y2)mf − (x2 + y2)h = a21 + a22.
Ahora, haciendo cuentas, tenemos que:¡
(x2 + y2)mf − (x2 + y2)h¢h = (a21 + a22)(b21 + b22)
= (a1b1 + a2b2)
2 + (a1b2 − a2b1)2 = 14(x2 + y2)2mg2 + (a1b2 − a2b1)2,
con lo que x2 + y2 divide a a1b2 − a2b1. Como tambie´n divide a a1b1 + a2b2, deducimos
que divide a
(a1b2 − a2b1)b2 + (a1b1 + a2b2)b1 = a1(b21 + b22) = a1h
−(a1b2 − a2b1)b1 + (a1b1 + a2b2)b2 = a2(b21 + b22) = a2h.
Supongamos primero que m ≥ 2, y que x2 + y2 no divide a h. Entonces divide a a1 y a2,
por tanto (x2+y2)2 divide a a21+a
2
2 = (x
2+y2)mf−(x2+y2)h, con lo que x2+y2 divide a h,
contradiccio´n. As´ı, x2 +y2 divide h, y entonces divide a (a1 +zb1)
2+(a2 +zb2)
2 = α21+α
2
2.
Factorizando α21 + α
2
2 en C{x, y, z} llegamos a la conclusio´n de que x +
√−1y divide a
α1 +
√−1α2 (o a su conjugado, pero entonces reemplazamos α2 por −α2). De este modo,
tenemos que:
α1 +
√−1α2 = (x+
√−1y)(β1 +
√−1β2),
α1 −
√−1α2 = (x−
√−1y)(β1 −
√−1β2),
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donde β1, β2 ∈ R{x, y, z}. As´ı en el cono z2 = x2 + y2 tenemos que
(x2 + y2)m(f + zg) = α21 + α
2
2 = (x
2 + y2)(β21 + β
2
2),
y simplificando x2 + y2 vemos que (x2 + y2)m−1(f + zg) es suma de dos cuadrados de
ge´rmenes anal´ıticos.
Repitiendo el argumento anterior, llegamos al final a que f+zg es suma de dos cuadra-
dos de ge´rmenes anal´ıticos o a que m = 1 y que x2 +y2 divide a a1 y a2. Si este es el caso,
entonces a1 = (x
2 + y2)a′1, a2 = (x2 + y2)a′2, y en el cono
z2(f + zg) = (a1 + zb1)
2 + (a2 + zb2)
2 = (z2a′1 + zb1)
2 + (z2a′2 + zb2)
2
= z2
‡
(za′1 + b1)
2 + (za′2 + b2)
2
·
.
con lo que, de hecho, f + zg es suma de dos cuadrados de funciones anal´ıticas. ¥
Combinando los dos resultados anteriores, hemos resuelto el problema para funciones
de la forma f + zg donde f, g son polinomios. Para el caso general, so´lo necesitamos el
siguiente lema de aproximacio´n:
Lema 1.4 Sea H un germen de funcio´n no negativo en el cono. Entonces, para cada
k ≥ 0 existe un germen de funcio´n no negativo en el cono f + zg, con f, g polinomios, tal
que H ≡ f + zg mod (x, y, z)k.
Supongamos este resultado cierto, por un momento. Lo que tenemos que demostrar
es que la ecuacio´n
H = h21 + h
2
2 + (z
2 − x2 − y2)h
tiene una solucio´n h1 = h1,h2 = h2, h = h en R{x, y, z}. Por el Teorema de Aproximacio´n
de M. Artin (0.10), la ecuacio´n anterior tiene solucio´n si existe una solucio´n de la misma
hasta orden k suficientemente grande, es decir, si la congruencia
H ≡ h21 + h22 + (z2 − x2 − y2)h mod (x, y, z)k
tiene solucio´n para k grande. Pero la funcio´n psd f + zg suministrada por II.1.4 es suma
de dos cuadrados por el caso polinomial II.1.2: existen h1, h2, h ∈ R{x, y, z} tales que
f + zg = h21 + h
2
2 + (z
2 − x2 − y2)h. Claramente h1, h2, h son las soluciones hasta orden k
que necesitabamos, con lo que obtenemos el resultado deseado.
Terminamos la seccio´n con la demostracio´n del lema.
Demostracio´n del lema 1.4. En primer lugar, reemplazando H por (x2+y2)k+H podemos
suponer que H so´lo se anula en el origen. A continuacio´n, escribimos H = f + zg con
f, g ∈ R{x, y}. Si f = 0 contiene algu´n germen de curva plana Y , este germen Y se eleva
a dos ge´rmenes de curva Y+ e Y− en el cono, correspondientes a z = ±
p
x2 + y2. En estos
ge´rmenes de curva H = zg ≥ 0, y, z cambia de signo de Y+ a Y−, lo cual so´lo es posible si g
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se anula en Y , y entonces H se anula en Y+ e Y−, contra la hipo´tesis de que so´lo se anulaba
en el origen. De este modo, f so´lo se anula en el origen. Ahora usamos de nuevo el truco de
que el cambio z = −z deja el cono invariante, con lo que f + zg y f − zg so´lo se anulan en
el origen, y lo mismo ocurre para el producto f2−z2g2 = f2−(x2 +y2)g2 ∈ R{x, y}. Esto
significa que todas las ramas complejas de f y f2 − (x2 + y2)g2 son imaginarias. Ahora,
recordamos una consecuencia del algoritmo de Newton (ve´ase [Wk]) para el ca´lculo de
las ramas complejas de un germen de curva plana: los jets de orden r de estas ramas
dependen de los jets de orden s del germen dado, o en otras palabras, si aproximamos el
germen de curva hasta orden s, las ramas de la aproximacio´n se aproximan a las ramas
del germen dado hasta orden r. De esta forma, si tenemos un germen cuyas ramas son
todas imaginarias, cualquier aproximacio´n suficiente del germen tiene la misma propiedad.
Aplicando todo esto a f y f2− (x2 +y2)g2 llegamos a que reemplazando f y g por sus jets
de grado suficientemente alto (y ≥ k), f y f2− (x2 + y2)g2 tienen so´lo ramas imaginarias,
y son ≥ 0. En consecuencia, despue´s de reemplazarlas por sus jets seguimos teniendo
(f + zg) + (f − zg) = 2f ≥ 0,
(f + zg)(f − zg) = f2 − (x2 + y2)g2 ≥ 0.
Por tanto, f + zg ≥ 0, y hemos terminado. ¥
2 Reduccio´n polinomial
Segu´n hemos visto en el caso del cono, es bueno poder deducir el caso anal´ıtico del
polinomial. En esta seccio´n abordaremos este aspecto en general, y no so´lo para el
cono. Dado un germen de superficie anal´ıtica en el origen X ⊂ R3 con una ecuacio´n
del tipo z2 = F (x, y), F ∈ R[x, y], se define la superficie algebraica asociada a X por
SX = {(x, y, z) ∈ R3| z2 − F (x, y) = 0} (que cumple que (SX)0 = X) y por P(SX) el
conjunto de polinomios del tipo P (x, y)+zQ(x, y) que son ≥ 0 en todos los puntos de SX .
Vamos a mostrar co´mo el problema P(X) = Σk(X) se reduce a P(SX) ⊂ Σk(X).
Empezamos con el lema de densidad polinomial siguiente:
Lema 2.1 (Densidad polinomial) Sea Z ⊂ R2 un germen semianal´ıtico cerrado. Si
f ∈ O(Z) es definido positivo o pd en Z, esto es, f |Z\{0} > 0, entonces existe r ∈ N tal
que cualquier g ≡ f mod (x, y)r es as´ımismo pd en Z.
Para abreviar las notaciones, P+(Z) representa el conjunto de los ge´rmenes pd en
Z. Recordamos que un polinomio P ∈ R{x}[y] se llama especial (con respecto a y) si es
distinguido con respecto a y, y cumple que ω(P ) = grady(P ).
Proposicio´n 2.2 Sean s ≥ 0 un entero y P,Q ∈ R{x}[y] dos polinomios especiales de
grado m. Sean h ∈ (x, y)m+s+1 ⊂ R{x, y} y V ∈ R{x, y} una unidad tales que P = QV+h.
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Entonces:
P ≡ Q mod (x, y)m+s, V ≡ 1 mod (x, y)s
Demostracio´n. Consideramos la descomposicio´n en componentes homoge´neas de P,Q,V
como series:
P = pm + pm+1 + · · ·+ pm+s + · · ·
Q = qm + qm+1 + · · ·+ qm+s + · · ·
V = v0 + v1 + · · ·+ vs + · · ·
donde,
pm = y
m + am−1(x)ym−1 + · · ·+ a1(x)y + a0(x)
qm = y
m + bm−1(x)ym−1 + · · ·+ b1(x)y + b0(x)
y grady(pm+k), grady(qm+k) ≤ m− 1 para cada k ≥ 1.
Como P = QV + h, para cada k = 0, . . . , s se tiene:
pm+k =
X
i+j=m+k
qivj.
Veamos por induccio´n sobre k que pm+k = qm+k para cada k = 0, . . . , s y que v0 = 1 y
vk = 0 si k = 1, . . . , s.
• Para k = 0 es pm = qmv0. Haciendo x = 0 obtenemos ym = v0ym, y por tanto
v0 = 1 y pm = qm.
• Supongamos que si k < s se cumple que pm+j = qm+j para cada j = 0, . . . , k y que
v0 = 1 y vj = 0 si j = 1, . . . , k. En estas hipo´tesis:
pm+k+1 = qm+k+1v0 + qm+kv1 + · · ·+ qmvk+1 = qm+k+1 + pmvk+1
De esta forma, como
grady(pmvk+1) = grady(pm+k+1 − qm+k+1)
≤ max{grady(pm+k+1), grady(qm+k+1)} ≤ m− 1,
so´lo puede ser pm+k+1 = qm+k+1 y vk+1 = 0.
Las congruencias del enunciado resultan inmediatamente de lo anterior. ¥
A continuacio´n debemos entender el comportamiento de las ra´ıces de los polinomios
de R{x}[y]. Recordemos que ΩK denota el anillo de series convergentes de Puiseux con
coeficientes en K = R o C, y ΦK su cuerpo de fracciones. El cuerpo ΦC es el cierre
algebraico de R({x}), y el anillo ΩK es la clausura entera de K{x} en ΦK. De este modo,
si Q ∈ K{x}[y] es un polinomio mo´nico entonces sus ra´ıces son elementos de ΩK; au´n ma´s:
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Proposicio´n 2.3 Si P ∈ K{x}[y] es un polinomio especial y α ∈ ΦC una ra´ız de P ,
entonces ω(α) ≥ 1.
Demostracio´n. Supongamos que P = ym + am−1(x)ym−1 + · · · + a1(x)y + a0(x) y que
α ∈ ΦC es una ra´ız de P con ω(α) < 1. Como P es especial, ω(P ) = m y as´ı ω(ak) ≥ m−k.
Como P (x,α) = 0, se tiene αm = −P0≤k<m akαk, luego
mω(α) = ω(αm) ≥ min
0≤k<m
{ω(akαk)} = k0ω(α) + ω(ak0) ≥ k0ω(α) +m− k0,
con lo que (m− k0)ω(α) ≥ m− k0 ≥ 1 y por tanto, ω(α) ≥ 1. ¥
Notacio´n 2.4 Dada una serie f ∈ R{x, y} regular con respecto a y de orden m existen,
por el Teorema de Preparacio´n de Weierstrass, un u´nico polinomio distinguido P ∈ R{x}[y]
de grado m y una u´nica unidad U ∈ R{x, y}? tal que f = PU . Denotaremos P = Pf y
U = Uf . No´tese que Pf es especial con respecto a y.
Lema 2.5 Sean f ∈ R{x, y} una serie regular con respecto a y de orden ω(f) = m y
r ∈ N. Si h ∈ (x, y)rm+1 se cumple que:
a) f + h es una serie regular con respecto a y de orden ω(f + h) = m.
b) Pf ≡ Pf+h mod (x, y)rm
c) Para cada ra´ız β ∈ ΩC de Pf+h existe una ra´ız α ∈ ΩC de Pf tal que ω(β − α) ≥ r.
Demostracio´n. Veamos en primer lugar que se cumple a). Como h ∈ (x, y)rm+1 y f
es una serie regular con respecto a y de orden ω(f) = m, entonces ω(f) = ω(f + h) y
ω(f (0, y)) = m < ω(h(0, y)) con lo que ω((f + h)(0, y)) = ω(f(0, y)) = m y f + h es una
serie regular con respecto a y de orden ω(f + h) = m.
Para demostrar b) procedemos del siguiente modo. Sabemos que:
f = PfUf
f + h = Pf+hUf+h,
con lo que deducimos que
PfUf + h = Pf+hUf+h
y por tanto
Pf = Pf+hUf+hU
−1
f − hU−1f
Por II.2.2 (para s = (r−1)m), como Pf y Pf+h son especiales con respecto a y, obtenemos
que:
Pf ≡ Pf+h mod (x, y)rm
Uf ≡ Uf+h mod (x, y)(r−1)m
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Luego Pf − Pf+h = g, donde g ∈ (x, y)rm ⊂ R{x, y} es un polinomio con respecto a y de
grado ≤ m− 1.
Para demostrar c) procederemos por reduccio´n al absurdo. Supongamos que las series
α1, . . . , αm son las ra´ıces de Pf en ΩC (repetidas cada una con su multiplicidad correspon-
diente) y que ω(αi − β) < r para cada i ∈ {1, . . . ,m}. Como β es ra´ız de Pf+h = Pf + g
entonces 0 = (Pf + g)(x, β) = Pf(x, β) + g(x, β) luego ω(g(x, β)) = ω(Pf (x, β)).
Pero, al ser Pf + g especial se tiene (por II.2.3) ω(β) ≥ 1; y as´ı, como
Pf = (y − α1) · · · (y − αm),
deducimos que
ω(g(x, β)) ≥ ω(g) ≥ rm > ω(β − α1) + · · ·+ ω(β − αm) = ω(Pf (x, β)),
contradiccio´n. ¥
Notaciones 2.6 Para cada polinomio P ∈ R{x}[y], denotaremos por XC(P ) (resp.
XR(P )) el conjunto de las ra´ıces de P en ΦC (resp. en ΦR). Denotamos τ la simetr´ıa
(x, y) 7→ (−x, y) y P τ = P (−x, y).
Lema 2.7 Sean f, ϕ ∈ R{x, y} tales que {f = 0} \ {0} ⊂ {ϕ < 0}. Existe λ ∈ N tal que
si g ≡ h mod (x, y)λ entonces {g = 0} \ {0} ⊂ {ϕ < 0}.
Demostracio´n. Mediante un cambio lineal podemos suponer que f, ϕ son regulares con
respecto a y de o´rdenes ω(f), ω(ϕ) respectivamente. De este modo, f = PfUf , ϕ = PϕUϕ
siendo Pf , Pϕ ∈ R{x}[y] polinomios especiales y Uf , Uϕ unidades de R{x, y}. Adema´s,
dado que Pf es especial y Uϕ es unidad, cambiando Pϕ por −Pϕ (si es necesario), podemos
suponer
{Pf = 0, x 6= 0} = {f = 0} \ {0} ⊂ {Pϕ < 0}.
Es sabido que {Pf = 0, x 6= 0} es una unio´n finita de semirramas de ge´rmen de curva
X1, . . . ,Xr que admiten parametrizaciones primitivas
x = εis
qiui(s), y = gi(s), s > 0,
con qi ≥ 1, εi = +1 o´ −1, ui, gi ∈ R{s} y ui(0) > 0. De esta forma, tomando en cada caso
t = s
√
qiui obtenemos reparametrizaciones primitivas de cada Xi de la forma
x = εit
qi, y = hi(t), t > 0,
con εi = +1 o´ −1, qi ≥ 1 y hi ∈ R{t}. Adema´s, es claro que hi(x1/qi) ∈ XR(Pf ) (resp.
XR(P τf )) si ε = +1 (resp. ε = −1). Rec´ıprocamente, si ξ = g(x1/q) ∈ XR(Pf) (resp.
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XR(P τf )) con q = q(ξ) y g ∈ R{t} entonces el germen Dξ : x = tq , y = g(t), t > 0 (resp.
τ(Dξ)) esta´ contenido en Pf = 0 y por tanto[
α∈XR(Pf )
Dα = {Pf = 0, x > 0}
[
β∈XR(P τf )
τ(Dβ) = {Pf = 0, x < 0}.
Veamos ya que existe λ1 ≥ 1 tal que {f +h = 0, x > 0} ⊂ {Pϕ < 0} para h ∈ (x, y)λ1.
En efecto, sea ξ ∈ XC(Pf ). Distinguiremos dos casos:
a) Si ξ ∈ XR(Pf ), como {Pf = 0, x 6= 0} ⊂ {Pϕ < 0}, entonces la serie Pϕ(x, ξ) < 0 en
ΩR y as´ı se cumple que
Pϕ(x, ξ) = crx
r/q + · · · con cr < 0.
Veamos ahora que si η ∈ ΩR es tal que ω(ξ − η) ≥ r/q + 1 = m(ξ), entonces
Pϕ(x, η) < 0. Como Pϕ(x, y+z) = Pϕ(x, y)+zQ(x, y, z) con Q ∈ R{x}[y, z] entonces
Pϕ(x, η) = Pϕ(x, ξ + (η − ξ)) = Pϕ(x, ξ) + (η − ξ)Q(x, ξ, (η − ξ)) = crxr/q + · · ·
con cr < 0, luego Pϕ(x, η) < 0.
b) Si ξ ∈ XC(Pf ) \ XR(Pf ) entonces ξ ∈ ΩC \ΩR y ω(ξ) ≥ 1 (pues Pf es especial) y as´ı
ξ = g(t1/q) = aqt
q/q + aq+1t
(q+1)/q + · · ·+ aq+rt(q+r)/q + · · · con aq+r ∈ C \ R.
Sea ahora η ∈ ΩC tal que ω(ξ − η) ≥ q+rq + 1 = m(ξ). Entonces η ∈ ΩC \ ΩR, pues
η = aqt
q/q+aq+1t
(q+1)/q+ · · ·+aq+rt(q+r)/q+bq+r+1t(q+r+1)/q+ · · · con aq+r ∈ C\R.
Tomamos, M = max{m(ξ) : ξ ∈ XC(Pf )}. Como consecuencia de II.2.5, existe λ1 ≥ 1
tal que si h ∈ (x, y)λ1, entonces:
a) f + h es una serie regular con respecto a y de orden ω(f + h) = ω(f) = m.
b) Pf ≡ Pf+h mod (x, y)λ1
c) Para cada η ∈ ΩC ra´ız de Pf+h existe ξ ∈ ΩC ra´ız de Pf tal que ω(η − ξ) ≥M ,
y por tanto, se cumple que Pϕ(x, η) < 0 para cada η ∈ XR(Pf+h); luego,
{Pf+h = 0, x > 0} ⊂ {Pϕ < 0}.
Ana´logamente utilizando las ra´ıces de P τf , encontramos λ2 ≥ 1 tal que si h ∈ (x, y)λ2
entonces {Pf+h = 0, x < 0} ⊂ {Pϕ < 0}.
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Sea, finalmente, λ = max{λ1, λ2}; si h ∈ (x, y)λ se tiene que
{f + h = 0} \ {0} = {Pf+h = 0} \ {0} ⊂ {Pϕ < 0} = {ϕ < 0}.
¥
Ahora nos encontramos ya en la situacio´n adecuada para probar el teorema II.2.1.
Demostracio´n del teorema 2.1. Como un germen semianal´ıtico de R2 es unio´n finita
de semirramas cerradas y bandas conexas limitadas por semirramas cerradas, podemos
suponer que Z \ {0} es conexo.
Ahora, sea f ∈ P+(Z). Entonces Z ∩ {f = 0} = {0}, y por [Rz1], existe un polinomio
separante ϕ ∈ R[x, y] tal que ϕ|Z\{0} > 0 y ϕ|{f=0}\{0} < 0. Por II.2.7, existe λ ≥ 1 tal
que si g ≡ f mod (x, y)λ entonces {g = 0} \ {0} ⊂ {ϕ < 0}, y de este modo, si g ≡ f
mod (x, y)λ entonces {g = 0} ∩ Z = {0}, luego como Z \ {0} es conexo, g tiene signo
constante en Z \ {0}. Garantizamos que ese signo es positivo como sigue.
Por el Lema de Seleccio´n de Curvas ([AnBrRz, VIII.2.6]), Z contiene una semirrama
que podemos parametrizar por
x = x(t), y = y(t), t > 0.
Como f ∈ P+(Z) entonces
0 < f(x(t), y(t)) = ast
s + as+1t
s+1 + · · · , as > 0.
As´ı, si g ≡ f mod (x, y)r con r ≥ λ, s+ 1 resulta
g(x(t), y(t)) ≡ f(x(t), y(t)) mod (x(t), y(t))r.
Pero si k + l ≥ r resulta
ω(x(t)ky(t)l) ≥ k + l ≥ r ≥ s+ 1
con lo que
g(x(t), y(t)) = ast
s + · · · > 0,
y por tanto g ∈ P+(Z). ¥
Observaciones 2.8 Sea X ⊂ R3 un germen anal´ıtico de ecuacio´n z2 − F (x, y) = 0, con
F ∈ R[x, y]. Entonces:
(a) El anillo O(X) es un R{x, y}-mo´dulo libre de rango 2, esto es, todo germen de
funcio´n anal´ıtica en X esta´ representado de forma u´nica como f (x, y) + zg(x, y), f, g ∈
R{x, y}. En [Rz4], se caracterizaron los psd’s de X mediante:
P(X) = {f + zg : f ∈ P(F ≥ 0), f2 − Fg2 ∈ P(R2)}.
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(b) Si consideramos los pd se tiene solo P+(X) ⊃ {f+zg : f ∈ P+(F ≥ 0), f2−Fg2 ∈
P+(R2)}, y para el otro contenido tenemos: si f+zg ∈ P(X) entonces (f+(x2 +y2)m)2−
Fg2 ∈ P+(R2) para m suficientemente grande.
En efecto, como f + (x2 + y2)m + zg ∈ P+(X) entonces para cada m ≥ 1
(f + (x2 + y2)m)2 − Fg2 ∈ P(R2) ∩P+(X)
y por tanto,
(f + (x2 + y2)m)2 − Fg2 ∈ P(R2) ∩ P+(F ≥ 0).
De esta forma,
{(f + (x2 + y2)m)2 − Fg2 = 0} ⊂ {F < 0} ∪ {0},
con lo que {(f + (x2 + y2)m)2 − Fg2 = 0} = {f + (x2 + y2)m = 0, g = 0}. Pero,
{f + (x2 + y2)m = 0} ∩ {g = 0} 6= {0} a lo sumo para una cantidad finita de m’s; y por
tanto existe m0 ≥ 1 tal que si m ≥ m0 entonces (f + (x2 + y2)m)2 − Fg2 ∈ P+(R2).
A continuacio´n enunciamos el teorema de reduccio´n polinomial, que anuncia´bamos al
principio de la seccio´n.
Teorema 2.9 (Reduccio´n polinomial) Sea X ⊂ R3 un germen anal´ıtico de ecuacio´n
z2 − F (x, y) = 0, con F ∈ R[x, y], F (0, 0) = 0. Dado k ≥ 1, si P(SX) ⊂ Σk(X), entonces
P(X) = Σk(X).
Demostracio´n. En primer lugar, veamos que si ϕ = f + zg ∈ P(X) entonces para cada
m ≥ 1 existen P,Q ∈ R[x, y] tales que hm = P + zQ ∈ P(SX) y ω(ϕ − hm) ≥ m.
Lo que vamos a hacer es aplicar de forma adecuada a f, f2 − Fg2 el lema de densidad
polinomial (II.2.1) y II.2.8 (a). Para ello, necesitar´ıamos que f ∈ P+(F ≥ 0), f2 − Fg2 ∈
P+(R2) por lo que tomamos la funcio´n ϕm = f + (x2 + y2)m + zg ∈ P+(X) que cumple:
• f + zg − ϕm = (x2 + y2)m ∈ (x, y)2m
• ϕm(x, y,−z) ∈ P+(X)
• f + (x2 + y2)m ∈ P+(F ≥ 0)
• (f +(x2 + y2)m)2−Fg2 ∈ P+(R2) para m suficientemente grande, digamos m ≥ m0
(por II.2.8 (b)).
Ahora, por el lema de densidad polinomial (II.2.1), existe r > 2m tal que:
f + (x2 + y2)m + (x, y)r ⊂ P+(F ≥ 0) (i)
(f + (x2 + y2)m)2 − Fg2 + (x, y)r ⊂ P+(R2) (ii)
Consideramos ahora el jet de grado r − 1 de ϕm,
ϕr−1m = fr−1 + (x
2 + y2)m + zgr−2
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donde fr−1, gr−2 son los jets de grados r − 1, r − 2 de f, g respectivamente.
Vemos que ϕr−1m ∈ P+(X), para lo cual basta comprobar que
fr−1 + (x2 + y2)m ∈ P+(F ≥ 0), (fr−1 + (x2 + y2)m)2 − Fg2r−2 ∈ P+(R2)
lo que resulta de (i), (ii), pues tenemos:
f + (x2 + y2)m − £fr−1 + (x2 + y2)m⁄ = f − fr−1 ∈ (x, y)r, (iii)
(f + (x2 + y2)m)2 − Fg2 − £(fr−1 + (x2 + y2)m)2 − Fg2r−2⁄
= (f2 − Fg2)− (f2r−1 − Fg2r−2) + 2(x2 + y2)m(f − fr−1) ∈ (x, y)r. (iv)
Como ϕr−1m ∈ P+(X) entonces existe ε > 0 tal que para cada (x, y, z) ∈ SX ∩ Bε(0)
se cumple que ϕr−1m (x, y, z) ≥ 0 (y so´lo vale 0 en el origen). Sea ahora (x, y, z) ∈ {z2 −
F (x, y) = 0} tal que ‖(x, y, z)‖ ≥ ε. Entonces
|ϕr−1m (x, y, z)| =
flflfl X
i+j+k≤r−1
aijkx
iyjzk
flflfl ≤ X
i+j+k≤r−1
|aijk||x|i|y|j |z|k
≤
X
i+j+k≤r−1
|aijk|‖(x, y, z)‖i+j+k ≤
X
i+j+k≤r−1
|aijk|
ε2r−i+j+k
‖(x, y, z)‖2r
≤M‖(x, y, z)‖2r = M(x2 + y2 + z2)r
para cierto M > 0.
Por todo esto, hm = ϕ
r−1
m +M(x
2 + y2 + F )r ∈ P(SX) y
hm − (f + zg) = M (x2 + y2 + F )r + ϕr−1m − (f + zg) ∈ (x, y)2m.
De esta forma, para cada m ≥ 1 existe hm ∈ P(SX) tal que ω(ϕ − hm) > m, y por
tanto, si P(SX) ⊂ Σk(X) existen α1m, . . . , αkm, qm ∈ R{x, y, z} tales que
hm = α
2
1m + · · ·+ α2km + (z2 − F )qm.
Ahora, por el Teorema de Aproximacio´n de M. Artin (0.10), se tiene que la ecuacio´n
ϕ = f + zg = X21 + · · ·+X2k + (z2 − F )Y
tiene solucio´n en R{x, y, z}. ¥
Terminamos esta seccio´n con un resultado que nos facilitara´ la demostracio´n del caso
polinomial en los ge´rmenes de superficie que son sujeto de estudio.
Proposicio´n 2.10 Sean P ∈ R{x, y}[z] un polinomio distinguido con respecto a z de
grado m y F,A1, A2, . . . , Ak ∈ R{x, y}[z] polinomios de grado ≤ m − 1 tales que F =
A21+A
2
2+· · ·+A2k+PQ siendo Q ∈ R{x, y, z}. Entonces Q ∈ R{x, y}[z] y gradz(Q) ≤ m−2.
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Demostracio´n. Dividimos el polinomio A21 +A
2
2 + · · ·+A2k de grado ≤ 2m− 2 entre P en
R{x, y}[z] y obtenemos que
A21 + A
2
2 + · · ·+A2k = PQ1 +R1
siendo Q1, R1 ∈ R{x, y}[z] y gradz(Q1) ≤ m − 2, gradz(R1) ≤ m − 1. Por tanto F =
(Q1 + Q)P + R1, que es una divisio´n de Weierstrass. Pero, como grady(F ) < grady(P )
tambie´n lo es F = 0P + F , luego por la unicidad de e´sta, Q = −Q1 ∈ R{x, y}[z] y
gradz(Q) ≤ m− 2. ¥
3 La singularidad de Brieskorn y sus explosiones
El objetivo de esta seccio´n es demostrar que P = Σ2 para los dos ge´rmenes de superficie:
X : z2 − x3 − xy3 = 0
Y : z2 − x3 − y4 = 0
Empezaremos por X . Como consecuencia del Teorema de Reduccio´n Polinomial (II.2.9)
es suficiente demostrar el siguiente resultado:
Teorema 3.1 P(SX) ⊂ Σ2(X)
Demostracio´n. En primer lugar, sea
φ : {z2 − x3 − xy3 = 0} \ {x = 0} −→ {v2 − x5 − u3 = 0} \ {x = 0}
(x, y, z) 7−→ (x, xy, xz) = (x, u, v)
X : z2 = x3 + xy3
E8 : v
2 = x5 + y3
(x, y, z) 7→ (x, xy, xz)
-
φ
que es una equivalencia birregular entre las dos superficies anteriores, cuya inversa es
ψ : {v2 − x5 − u3 = 0} \ {x = 0} −→ {z2 − x3 − xy3 = 0} \ {x = 0}
(x, u, v) 7−→
‡
x,
u
x
,
v
x
·
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Sea ahora T ∈ P(SX); como la ecuacio´n de SX es z2−x3−xy3 = 0 podemos suponer que
T = P + zQ. Consideramos
T ◦ ψ = P
‡
x,
u
x
·
+
v
x
Q
‡
x,
u
x
·
=
F (x, u) + vG(x, u)
x2r
donde F+vG ∈ R[x, u, v], r ∈ N. Es claro que F+vG es ≥ 0 sobre v2−x5−u3 = 0, x 6= 0,
y por continuidad, sobre v2 − x5 − u3 = 0. Como e´sta es la superficie de Brieskorn, cuyo
germen en el origen posee la propiedad P = Σ2 ([Rz4]), existen α, β, q ∈ R{x, u, v} tales
que
x2r(P + zQ) ◦ ψ = F + vG = α2 + β2 + q(v2 − x5 − u3),
y as´ı obtenemos la siguiente igualdad en R{x, y, z}
x2r(P + zQ)(x, y, z) = α2(x, xy, xz) + β2(x, xy, xz) + q(x, xy, xz)x2(z2 − x3 − xy3)
Dividimos α(x, xy, xz), β(x, xy, xz), q(x, xy, xz) entre z2−x3−xy3 (divisio´n de Weierstrass)
y aplicando II.2.10, nos queda una igualdad del tipo
x2r(P + zQ) = (α0 + zα1)
2 + (β0 + zβ1)
2 − (z2 − x3 − xy3)q0 (i)
siendo αi, βi, q0 ∈ R{x, y}. Veamos que x2|q0 y x|αi, βi, de modo que despue´s de dividir
la expresio´n anterior por x2 podremos reiterar el proceso hasta que
P + zQ = (a0 + za1)
2 + (b0 + zb1)
2 − (z2 − x3 − xy3)h0 (ii)
con ai, bi, h0 ∈ R{x, y}. En primer lugar si igualamos coeficientes en (i) obtenemos que:
(0) x2rP = α20 + β
2
0 + q0(x
3 + xy3)
(1) x2rQ = 2(α0α1 + β0β1)
(2) q0 = α
2
1 + β
2
1
Ahora por la ecuacio´n (0) se obtiene que x|α20+β20 , con lo que x|α0, β0 y como consecuencia
x|q0. Finalmente, de la ecuacio´n (2), se deduce que x|α21+β21 y por tanto x|α1, β1 y x2|q0.
¥
De esta forma, ya tenemos P(X) = Σ2(X).
Trataremos Y de igual manera, viendo que:
Teorema 3.2 P(SY ) ⊂ Σ2(Y )
Demostracio´n. Consideramos el germen anal´ıtico Z : z2 + zy2 − x3 = 0 y la equivalencia
polinomial ϕ : R3 → R3 : (x, y, z) 7→ (x,√2y, z − y2), que cumple:
ϕ(SY ) = SZ , ϕ(Y ) = Z.
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Y : z2 = x3 + y4
Z : z2 = x3 − zy2
(x, y, z) 7→ (x,
√
2y, z − y2)
-
ϕ
As´ı P(SY ) ⊂ Σ2(Y ) es equivalente a P(SZ) ⊂ Σ2(Z), y comprobaremos esta u´ltima
condicio´n.
Consideramos la equivalencia birregular:
φ : {z2 + zy2 − x3 = 0} \ {z = 0} −→ {u2 + z3 − zx3 = 0} \ {z = 0}
(x, y, z) 7−→ (x, z, zy) = (x, z, u)
Z : z2 = x3 − zy2
X : u2 = −z3 + zx3
(x, y, z) 7→ (x, z, zy)
-
φ
cuya inversa es
ψ : {u2 + z3 − zx3 = 0} \ {x = 0} −→ {z2 + zy2 − x3 = 0} \ {x = 0}
(x, z, u) 7−→
‡
x,
u
z
, z
·
Sea ahora P ∈ P(SZ), y consideramos
P ◦ ψ = P
‡
x,
u
z
, z
·
=
F (x, u, z)
z2r
donde F (x, z, u) ∈ R[x, z, u], r ≥ 0. Como F es ≥ 0 sobre u2 + z3 − zx3 = 0, x 6= 0, por
continuidad lo es tambie´n sobre u2 + z3 − zx3 = 0. Pero esta superficie es equivalente a
X, ya discutida, luego existen α, β, q ∈ R{x, z, u} tales que
z2rP ◦ ψ = F = α2 + β2 + q(u2 + z3 − zx3)
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y as´ı obtenemos la siguiente igualdad en R{x, y, z}
z2rP (x, y, z) = α2(x, z, zy) + β2(x, z, zy) + q(x, z, zy)z(zy2 + z2 − x3)
Dividimos α(x, z, zy), β(x, z, zy), q(x, z, zy) entre x3− z2− zy2 (divisio´n de Weierstrass) y
aplicando II.2.10, nos queda una expresio´n del tipo
z2r(p0 + p1x+ p2x
2) = (α0 + α1x+ α2x
2)2
+ (β0 + β1x+ β2x
2)2 − (q0 + q1x)(x3 − z2 − zy2) (i)
siendo αi, βi, pi, qi ∈ R{y, z}. Veamos que z2|qi y z|αi, βi, de modo que podremos dividir
la expresio´n anterior por z2 y reiterando el proceso tendremos
(p0 + p1x+ p2x
2)
= (a0 + a1x+ a2x
2)2 + (b0 + b1x+ b2x
2)2 − (h0 + h1x)(x3 − z2 − zy2) (ii)
siendo ai, bi, hi ∈ R{y, z}. Igualando coeficientes en (i) obtenemos:
(0) z2rp0 = α
2
0 + β
2
0 + q0(z
2 + zy2)
(1) z2rp1 = 2(α0α1 + β0β1) + q1(z
2 + zy2)
(2) z2rp2 = α
2
1 + β
2
1 + 2(α0α2 + β0β2)
(3) q0 = 2(α1α2 + β1β2)
(4) q1 = α
2
2 + β
2
2
Ahora de (0) se sigue que z|α20+β20 , con lo que z|α0, β0 y como consecuencia z|q0. Aplicando
esto a (2) se deduce que z|α21 +β21 , con lo que z|α1, β1 y como consecuencia de (1) z|q1. De
(4) resulta que z|α22 +β22 , luego z|α2, β2 y z2|q1. Finalmente, de (3) deducimos que z2|q0.
¥
As´ı pues, como dec´ıamos, se tiene P(Y ) = Σ2(Y ).
4 El par de planos y sus deformaciones
Denotaremos por Xk al germen en el origen de ecuacio´n z
2 − x2 − yk = 0 para k ≥ 2. En
esta seccio´n demostramos que P(Xk) = Σ2(Xk). Adema´s, demostraremos que P = Σ2
para el germen en el origen del par de planos, cuya ecuacio´n es z2 − x2 = 0.
Como consecuencia del teorema de reduccio´n polinomial (II.2.9), para probar P(Xk) =
Σ2(Xk) es suficiente demostrar el siguiente resultado:
Teorema 4.1 P(SXk) ⊂ Σ2(Xk).
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Demostracio´n. Consideramos el germen en el origen Yk de ecuacio´n y
k − uv = 0 y el
isomorfismo lineal ϕ : R3 → R3 : (x, y, z) 7→ (z − x, y, z + x) = (u, y, v), que cumple:
ϕ(SXk ) = SYk , ϕ(Xk) = Yk.
Xk : z
2 = x2 + y2l
k = 2l Yk : y
2l = uv
(x, y, z) 7→ (z − x, y, z + x)
-
ϕ
Xk : z
2 = x2 + y2l+1
k = 2l + 1
Yk : y
2l+1 = uv
(x, y, z) 7→ (z − x, y, z + x)
-
ϕ
De esta forma para demostrar que P(SXk ) ⊂ Σ2(Xk), basta demostrar que P(SYk) ⊂
Σ2(Yk).
Para hacer esto, consideramos la aplicacio´n:
φ : R2 − {v = 0} −→ SYk − {v = 0}
(y, v) 7−→
‡yk
v
, y, v
·
= (u, y, v)
que es una equivalencia birregular entre las dos superficies abiertas anteriores. Dado ahora
P ∈ P(SYk ) tomamos
P ◦ φ(y, v) = P
‡yk
v
, y, v
·
=
Q(y, v)
v2r
con r ≥ 0, y Q(y, v) ∈ R[y, v] que es ≥ 0 sobre R2 \ {v = 0}, y, por continuidad, sobre R2.
Como P(R2o) = Σ2(R2o), existen α, β ∈ R{y, v} tales que
v2rP ◦ φ = Q = α2 + β2
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y as´ı obtenemos la siguiente igualdad en R{u, y, v}
v2rP (u, y, v) = α2(y, v) + β2(y, v) + (yk − uv)q(u, y, v)
con q ∈ R{u, y, v}.
Dividimos P,α, β entre yk−uv (divisio´n de Weierstrass) y aplicando II.2.10, nos queda
una expresio´n del tipo
v2r(p0 + p1y + · · ·+ pk−1yk−1) = (α0 + α1y + · · ·+ αk−1yk−1)2
+ (β0 + β1y + · · ·+ βk−1yk−1)2 − (yk − uv)(q0 + q1y + · · ·+ qk−2yk−2) (i)
donde αi, βi, pi, qi ∈ R{u, v}. Afirmamos que v2|q0, . . . , qk−2, v|αi, βi para 0 ≤ i ≤ k − 1,
de modo que simplificando la expresio´n anterior por v2 y reiterando el proceso tendremos
lo que quer´ıamos:
(p0 + p1y + · · ·+ pk−1yk−1) = (a0 + a1y + · · ·+ ak−1yk−1)2
+ (b0 + b1y + · · ·+ bk−1yk−1)2 − (yk − uv)(h0 + h1y + · · ·+ hk−2yk−2) (ii)
con ai, bi, hi ∈ R{u, v}.
Para probar nuestra afirmacio´n, igualamos coeficientes en (i) y obtenemos:
(1) v2rp0 − uvq0 = α20 + β20
(2) v2rp1 − uvq1 = 2α0α1 + 2β0β1
...
(l) v2rpl − uvql =
P
i+j=l(αiαj + βiβj)
...
(k − 1) v2rpk−1 − uvqk−1 =
P
i+j=k−1(αiαj + βiβj) (donde qk−1 = 0)
(k) q0 =
P
i+j=k(αiαj + βiβj)
...
(k + l) ql =
P
i+j=k+l(αiαj + βiβj)
...
(2k − 2) qk−2 = α2k−1 + β2k−1
Ahora, veamos por induccio´n que v|αl, βl, ql para cada l = 0, . . . , k − 1
• Para l = 0 tenemos que
v2rp0 − uvq0 = α20 + β20
y por tanto, v|α20 + β20 , de donde se deduce que v|α0, β0 y en consecuencia v|q0.
• Supongamos que v|α0, β0, . . . , αl−1, βl−1, q0, . . . , ql−1 para l ≤ k − 1 y veamos que
v|αl, βl, ql. Para ello vamos a distinguir dos casos:
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i) Si 2l ≤ k− 1 entonces:
v2rp2l − uvq2l =
X
i+j=2l,i6=j
(αiαj + βiβj) + α
2
l + β
2
l
Como v|α0, β0, . . . , αl−1, βl−1, resulta v|αl, βl, y de la ecuacio´n (l) se deduce
que v|ql.
ii) Si 2l > k− 1 entonces:
q2l−k =
X
i+j=2l,i6=j
(αiαj + βiβj) + α
2
l + β
2
l
Como l ≤ k − 1, es 2l − k ≤ l − 1 y por hipo´tesis de induccio´n v|q2l−k. Co-
mo, tambie´n por hipo´tesis de induccio´n v|α0, β0, . . . , αl−1, βl−1 concluimos que
v|αl, βl. De nuevo, de la ecuacio´n (l) resulta que v|ql.
Finalmente, de las ecuaciones (k), . . . , (2k − 2) se deduce que v2|ql si 0 ≤ l ≤ k − 2.
¥
De este modo, queda demostrado que P(Xk) = Σ2(Xk), k ≥ 2.
Terminamos la seccio´n deduciendo la propiedad P = Σ2 para el par de planos:
Corolario 4.2 P(z2 − x2 = 0) = Σ2(z2 − x2 = 0)
Demostracio´n. Sea f + zg ∈ P(z2 − x2 = 0); entonces por II.2.8 (b) existe m0 ≥ 1 tal
que si m ≥ m0 entonces:
• f + (x2 + y2)m ∈ P+(x2 ≥ 0) = P+(R2)
• (f + (x2 + y2)m)2 − x2g2 ∈ P+(R2)
Por el lema de densidad polinomial (II.2.1), si m ≥ m0, existe r ≥ 2m tal que (f+(x2+
y2)m)2−x2g2+(x, y)r ⊂ P+(R2), y consideramos la funcio´n f+(x2+y2)m+zg ∈ O(X2r).
Se cumple:
• f + (x2 + y2)m ∈ P+(R2) = P+(x2 + y2r ≥ 0)
• (f + (x2 + y2)m)2 − (x2 + y2r)g2 = (f + (x2 + y2)m)2 − x2g2 − y2rg2 ∈ (f + (x2 +
y2)m)2 − x2g2 + (x, y)r ∈ P+(R2),
con lo que, f + (x2 + y2)m + zg ∈ P+(X2r). Por lo que ya sabemos, existen α, β, h ∈
R{x, y, z} tales que :
f + (x2 + y2)m + zg = α2 + β2 − (z2 − x2 − y2r)h
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Por tanto,
f + zg ≡ α2 + β2 − (z2 − x2)h mod (x, y)2m
Como esto lo podemos hacer cualquier m ≥ m0, el Teorema de Aproximacio´n de M. Artin
(0.10) garantiza la existencia de a, b, q ∈ R{x, y, z} tales que
f + zg = a2 + b2 − (z2 − x2)q.
Esto concluye la demostracio´n. ¥
5 El paraguas de Whitney y sus deformaciones
En esta seccio´n consideramos los ge´rmenes
Xk : z
2 − x2y + y2k+1 = 0, k ≥ 1
Yk : z
2 − x2y − y2k = 0, k ≥ 2.
Vamos a demostrar que se cumple P(Xk) = Σ2(Xk) y P(Yk) = Σ2(Yk). Adema´s, de-
duciremos que P = Σ2 para el paraguas de Whitney, z2 − x2y = 0.
Trataremos primero el germen Xk. Como siempre, el problema se reduce a lo siguiente:
Teorema 5.1 P(SXk) ⊂ Σ2(Xk).
Demostracio´n. Consideramos el germen Zk : z
2 − xy(x − yk) = 0 y la equivalencia
polinomial ϕ : R3 → R3 : (x, y, z) 7→ (x+ yk, k√2y, 2k√2z), que cumple:
ϕ(SXk) = SZk , ϕ(Xk) = Zk
• •
Xk : z
2 = x2y − y2k+1
Zk : z
2 = xy(x− yk)
(x, y, z) 7→ (x+ yk, k
√
2y,
2k
√
2)
-
ϕ
As´ı P(SXk) ⊂ Σ2(Xk) equivale a P(SZk) ⊂ Σ2(Zk). Para comprobar esto u´ltimo, consid-
eramos la superficie algebraica Mk : w
2(x− yk)− xy = 0 y la equivalencia birregular:
φ : Mk \ {x− yk = 0} −→ SZk \ {x− yk = 0}
(x, y, w) 7−→ (x, y, w(x− yk)) = (x, y, z)
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•Mk : w
2(x− yk) = xy Zk : z2 = xy(x− yk)
(x, y,w) 7→ (x, y, w(x− yk))
-
φ
cuya inversa es
ψ : SZk \ {x− yk = 0} −→ Mk \ {x− yk = 0}
(x, y, z) 7−→
‡
x, y,
z
x− yk
·
Sea ahora T ∈ P(SZk). Como la ecuacio´n de SZk es z2−xy(x− yk) podemos suponer que
T = P + zQ. Componiendo con φk obtenemos la funcio´n
T ◦ φ = P (x, y) + w(x− yk)Q(x, y)
que es ≥ 0 en Mk. Consideramos, a continuacio´n, la aplicacio´n:
χ : R2 \ {w2 − y = 0} −→ Mk \ {y = w = 0}
(y,w) 7−→
‡ w2yk
w2 − y , y, w
·
que es una equivalencia anal´ıtica entre las dos superficies anteriores. La aplicacio´n
T ◦ φ ◦ χ = P
‡ w2yk
w2 − y , y
·
+ w
‡ w2yk
w2 − y − y
k
·
Q
‡ w2yk
w2 − y , y
·
=
Hk(y,w)
(w2 − y)2r
con 2r ≥ gradx(T ◦ φ), y Hk(y,w) ∈ R[y,w] que es ≥ 0 en w2− y 6= 0, y, por continuidad,
en todo R2.
Por I.1.6, existen F1, F2 ∈ R{y}[w], tales que
(w2 − y)2r(T ◦ φ ◦ χ) = F 21 + F 22 ,
y por tanto, se tiene que
(w2 − y)2rT ◦ φ = F 21 + F 22 +
¡
(w2 − y)x− w2yk¢q(x, y,w)
siendo q ∈ R[x, y,w] (ya que es el cociente de dividir el polinomio (w2 − y)2r(T ◦ φ) entre
(w2 − y)x− w2yk en el anillo R[x, y,w]).
Ahora, componiendo con φ−1 = ψ obtenemos que‡‡ z
x− yk
·2
− y
·2r
T = F 21
‡
y,
z
x− yk
·
+ F 22
‡
y,
z
x− yk
·
+
h z2
x− yk − xy
i
q
‡
x, y,
z
x− yk
·
58
y multiplicando por una potencia suficientemente alta de (x− yk)2, resulta
(x− yk)2m¡z2 − y(x− yk)2¢2rT = α2 + β2 + (z2 − xy(x− yk))q′
siendo α, β, q′ ∈ R{x, y, z}.
Dividimos α, β,
¡
z2 − y(x− yk)2¢2rT entre z2− xy(x− yk) (divisio´n de Weierstrass) y
aplicando II.2.10, nos queda
(x− yk)2m((x− yk)yk+1)2r(P + zQ) = (x− yk)2m+2ry2r(k+1)(P + zQ)
= (A0 + zA1)
2 + (B0 + zB1)
2 − (z2 − xy(x− yk))p0 (i)
para ciertos Ai, Bi, p0 ∈ R{x, y}. Ahora, multiplicamos la ecuacio´n (i) por (x− yk)2rky2m
y tenemos
((x− yk)y)2m+2r(k+1)(P + zQ) = ((x− yk)y)2n(P + zQ)
= (α0 + zα1)
2 + (β0 + zβ1)
2 − (z2 − xy(x− yk))q0 (ii)
con αi, βi, q0 ∈ R{x, y} y n = m + r(k + 1). Afirmamos que (x − yk)y|αi, βi y que
((x − yk)y)2|q0, de modo que podremos simplificar ((x − yk)y)2 y reiterando el proceso
concluiremos como se quer´ıa:
(P + zQ) = (a0 + za1)
2 + (b0 + zb1)
2 − (z2 − xy(x− yk))h
con ai, bi, h ∈ R{x, y}.
Para ver que efectivamente se tiene esas relaciones de divisiblidad, igualamos coefi-
cientes en (ii) y obtenemos que:
(0) ((x− yk)y)2nP = α20 + β20 + xy(x− yk)q0
(1) ((x− yk)y)2nQ = 2(α0α1 + β0β1)
(2) q0 = α
2
1 + β
2
1
Ahora, de (0) se sigue (x− yk)y|α20 + β20 , con lo que (x− yk)y|α0, β0 y como consecuencia
(x−yk)y|q0. Finalmente, de (2), se deduce que (x−yk)y|α21+β21 y por tanto (x−yk)y|α1, β1
y ((x− yk)y)2|q0. ¥
Una vez estudiado Xk, tratamos Yk del mismo modo, demostrando el siguiente resul-
tado:
Teorema 5.2 P(SYk ) ⊂ Σ2(Yk).
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Demostracio´n. Consideramos la equivalencia birregular,
φ : {z2 − x2y − y2k} \ {y = 0} −→ {w2 − z2y + y2k+1 = 0} \ {y = 0}
(x, y, z) 7−→ (z, y, xy) = (z, y,w)
•
Yk : z
2 = x2y + y2k Xk : w
2 = z2y − y2k+1
(x, y, z) 7→ (z, y, xy)
-
φ
con inversa
ψ : {w2 − z2y + y2k+1 = 0} \ {y = 0} −→ {z2 − x2y − y2k} \ {y = 0}
(z, y,w) 7−→
‡w
y
, y, z
·
Sea ahora T ∈ P(SYk ), que podemos suponer de la forma T = P + zQ. Consideramos
T ◦ ψ = P
‡w
y
, y
·
+ zQ
‡w
y
, y
·
=
F (w, y) + zG(w, y)
y2r
con r ≥ 0, y F + zG ∈ R[x, y,w] que es ≥ 0 en w2 − z2y + y2k+1 = 0, y 6= 0, y, por
continuidad, en w2 − z2y + y2k+1 = 0. Como esta superficie es Xk, existen α, β, q ∈
R{x, u, v} tales que
y2r(P + zQ) ◦ ψ = F + zG = α2 + β2 + q(w2 − z2y + y2k+1)
y as´ı obtenemos la siguiente igualdad en R{x, y, z}
y2r(P + zQ) = α2(z, y, xy) + β2(z, y, xy) + q(z, y, xy)((xy)2 − z2y + y2k+1)
Dividimos α(z, y, xy), β(z, y, xy), q(z, y, xy) entre z2 − x2y − y2k (divisio´n de Weierstrass)
y aplicando II.2.10, nos queda
y2r(P + zQ) = (α0 + zα1)
2 + (β0 + zβ1)
2 − (z2 − x2y − y2k)q0 (i)
con αi, βi, q0 ∈ R{x, y}. Veremos que y2|q0, y|αi, βi, para poder eliminar y2 y reiterar el
proceso hasta que
(P + zQ) = (a0 + za1)
2 + (b0 + zb1)
2 − (z2 − x2y − y2k)h0 (ii)
con ai, bi, h0 ∈ R{x, y}, que es lo que se requiere. Para ver lo dicho, igualando coeficientes
en (i) resulta:
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(0) y2rP = α20 + β
2
0 + q0(x
2y + y2k)
(1) y2rQ = 2(α0α1 + β0β1)
(2) q0 = α
2
1 + β
2
1
Ahora de (0) resulta y|α20 + β20 , con lo que y|α0, β0 y como consecuencia y|q0. Por (2), se
tiene y|α21 + β21 y por tanto y|α1, β1 y y2|q0. ¥
Finalmente veamos que P = Σ2 para el paraguas de Whitney, como consecuencia de
cumplirse lo mismo para sus deformaciones.
Corolario 5.3 P(z2 − x2y = 0) = Σ2(z2 − x2y = 0)
Demostracio´n. Sea f + zg ∈ P(z2 − x2y = 0). Como consecuencia de II.2.8 (b) existe
m0 ∈ N tal que si m ≥ m0 entonces:
f + (x2 + y2)m ∈ P+(x2y ≥ 0) = P+({y ≥ 0} ∪ {x = 0}) (i)
(f + (x2 + y2)m)2 − x2yg2 ∈ P+(R2) (ii)
Por el lema de densidad polinomial (II.2.1), dado m ≥ m0 existe r ≥ 1 tal que
(f + (x2 + y2)m)2 − x2yg2 + (x, y)r ⊂ P+(R2) (iii)
Sea k = max{r, 2(m+1)}, y consideremos la aplicacio´n f +(x2 + y2)m +zg ∈ O(Yk); que,
de hecho, esta´ en P(Yk).
En efecto, por (iii)
(f + (x2 + y2)m)2 − (x2y + y2k)g2 ∈ P+(R2)
y por (i)
f + (x2 + y2)m ∈ P+({y ≥ 0});
luego so´lo nos falta probar que f + (x2 + y2)m ∈ P+(−x2− y2k−1 ≥ 0). De nuevo por (i),
f(0, y) + y2m = y2su(y)
con u ∈ R{y}, u(0) > 0 y s ≤ m. De este modo,
f + (x2 + y2)m = y2su(y) + xh(x, y) ≥ y2su(y)− |x||h(x, y)| ≥ y2su(y)− c|x|,
con h ∈ R{x, y} y c = |h(0, 0)|+ 1.
Ahora, si −x2 − y2k−1 ≥ 0 se cumple
|x| ≤ |y|k−1 ≤ |y|2m+1 ≤ |y|2s+1 = −y2s+1
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y por tanto
f + (x2 + y2)m ≥ y2s(u(y) + cy) ≥ 0.
Como f + (x2 + y2)m + zg ∈ P+(Yk) existen α, β, h ∈ R{x, y, z} tales que :
f + (x2 + y2)m + zg = α2 + β2 − (z2 − x2y − y2k)h
y por tanto,
f + zg = α2 + β2 − (z2 − x2y)h mod (x, y)2m.
Como esto vale para cualquier m ≥ m0 el Teorema de Aproximacio´n de M. Artin
proporciona a, b, q ∈ R{x, y, z} tales que
f + zg = a2 + b2 − (z2 − x2y)q.
¥
6 Ge´rmenes de codimensio´n mayor
En esta seccio´n vamos a demostrar que para cada n ∈ N existe un germen de superficie
con dimensio´n de inmersio´n n+ 1 tal que P = Σ2. Utilizaremos el cono real de Veronese
Sn ⊂ Rn+1, que es la superficie algebraica irreducible de ecuaciones cuadra´ticas
Fij = xixj − xi−1xj+1, 1 ≤ i ≤ j ≤ n− 1
y cuya complexificacio´n esta´ parametrizada por
γ(z,w) = (zn, zn−1w, . . . , zwn−1, wn)
(ve´ase [Ha]).
Sea Xn el germen en el origen de la superficie Sn. Es sencillo comprobar que I(Xn)
es el ideal generado por los mismos polinomios homoge´neos Fij y que mult(Xn) = n. Se
verifica:
Proposicio´n 6.1 P(Xn) = Σ2(Xn).
La prueba de este hecho ocupa el resto de la seccio´n. En primer lugar:
Lema 6.2 Sea f ∈ R{x0, x1, . . . , xn}, entonces existen f0, f1, . . . , fn−1 ∈ R{xn} y g ∈
R{x0, x1, . . . , xn} tales que f − (f0(xn) +
Pn−1
i=1 fi(xn)xi + x0g) ∈ I(Xn).
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Demostracio´n. Consideramos para cada ν = (ν1, . . . , νn−1) el polinomio homoge´neo
Gν = x
ν1
1 · · ·xνn−1n−1 − xd−1−k0 xknxi
siendo d = |ν|, 0 ≤ i < n y k ∈ N tales que Pn−1j=1 jνj = nk + i. Veamos que Gν ∈ I(Xn);
para ello, basta observar que:
Gν ◦ γ =
n−1Y
j=1
(zn−jwj)νj − zn(d−1−k)wnkzn−iwi = znd−nk−iwnk+i − zn(d−k)−iwnk+i = 0
En particular, para ui = (0, . . . ,
(i)
n+ 1, . . . , 0) deducimos que xni −xinxn−i0 ∈ I(Xn). De este
modo, cualquier f ∈ R{x0, . . . , xn} se puede dividir sucesivamente entre estos polinomios
hasta obtener
f =
X
0≤ν1,... ,νn−1<n
aν(x0, xn)x
ν1
1 · · ·xνn−1n−1 mod I(Xn).
Adema´s, como los Gν ∈ I(Xn), resulta xν11 · · ·xνn−1n−1 = xd−1−k0 xknxi mod I(Xn), y
obtenemos b0, b1, . . . , bn−1 ∈ R{x0, xn} tales que
f =
n−1X
i=1
bi(x0, xn)xi + b0(x0, xn) mod I(Xn).
Finalmente, como bi(x0, xn) = fi(xn) + x0gi(x0, xn), existe g ∈ R{x0, x1, . . . , xn} tal
que
f = f0(xn) +
n−1X
i=1
fi(xn)xi + x0g mod I(Xn).
¥
Para probar P(Xn) = Σ2(Xn) procederemos segu´n nuestra estrategia habitual. As´ı,
necesitamos una forma de reduccio´n polinomial, que es la que sigue:
Lema 6.3 Para cada f ∈ P(Xn) y cada k ≥ 1 existe un polinomio fk ∈ P(Sn) tal que
ω(f − fk) > k.
Demostracio´n. Empezamos parametrizando Sn. Si n es impar, la misma parametrizacio´n
compleja γ aplica R2 sobre Sn. Denotamos γ+ = γ|R2 . Por el contrario, si n es par as´ı so´lo
obtenemos Sn ∩ {x0 ≥ 0} y para parametrizar Sn ∩ {x0 < 0} necesitamos usar γ− = −γ+.
Pero como para n impar −γ(s, t) = γ(−s,−t), concluimos que en todo caso f |Sn ≥ 0 si y
so´lo si f ◦ γ+ y f ◦ γ− son ≥ 0 en R2 (todo esto resulta fa´cilmente de ser Sn un cono sobre
Sn ∩ {x0 = 1} y ser γ una parametrizacio´n compleja).
Sean, ahora, k ≥ 1 y f ∈ P(Xn), y consideramos gk = f + (x20 + x21 + . . . + x2n)k.
Tenemos:
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(i) gk ∈ P+(Xn)
(ii) ω(f − gk) = 2k > k
Veamos que existe r ≥ 2k tal que
gk + (x0, x1, . . . , xn)
r ⊂ P+(Xn).
Para ello, consideramos los ge´rmenes gk ◦ γ+, gk ◦ γ−, que son definidos positivos en R2.
Por el lema de densidad polinomial (II.2.1) existe r ≥ 2k tal que
gk ◦ γ+ + (s, t)rn, gk ◦ γ− + (s, t)rn ⊂ P+(R2).
Y as´ı, es claro que gk + (x0, x1, . . . , xn)
r ⊂ P+(Xn).
Consideramos ahora el jet hk de gk de grado r−1, que como consecuencia de lo anterior,
es pd en Xn. De este modo, existe ε > 0 tal que hk es ≥ 0 en Sn ∩Bε(0). Por otra parte,
si y ∈ Sn ∩ Rn+1 \Bε(0), entonces ‖y‖ ≥ ε y as´ı,
|hk(y)| =
flflfl X
0≤|ν|≤r−1
aνy
ν
flflfl ≤ X
0≤|ν|≤r−1
|aν||yν00 ||yν11 | . . . |yνnn |
≤
X
0≤|ν|≤r−1
|aν |‖y‖|ν| ≤
X
0≤|ν|≤r−1
|aν|
ε2r−|ν|
‖y‖2r ≤M‖y‖2r
De esta forma, el polinomio fk = hk+M(x
2
0+x
2
1+. . .+x
2
n)
r es ≥ 0 en Sn y ω(f−fk) > k.
¥
Combinando como siempre el lema anterior con el Teorema de Aproximacio´n de M.
Artin resulta una vez ma´s que II.6.1 se deduce de lo siguiente:
Proposicio´n 6.4 P(Sn) ⊂ Σ2(Xn).
Demostracio´n. Sea f ∈ P(Sn). Consideramos la equivalencia birregular
φn : R2 \ {x0 = 0} → Sn \ {x0 = 0}
(x0, x1) 7→
‡
x0, x1,
x21
x0
, . . . ,
xk1
xk−10
, . . . ,
xn1
xn−10
·
cuya inversa pi es la proyeccio´n sobre las dos primeras variables. Sea ahora,
g = f ◦ φn = f
‡
x0, x1,
x21
x0
, . . . ,
xk1
xk−1
, . . . ,
xn1
xn−10
·
=
P (x0, x1)
x2r0
con r ≥ 0, y P ∈ R[x0, x1] que es ≥ 0 en x0 6= 0, y por continuidad, en todo R2. Como
P(R2o) = Σ2(R2o), existen a, b ∈ R{x0, x1} tales que
x2r0 g = P = a
2 + b2,
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y as´ı, componiendo con pi obtenemos que
x2r0 f − (a2 + b2) ∈ I(Xn). (i)
Por II.6.2 existen a0, a1, . . . , an−1, b0, b1, . . . , bn−1 ∈ R{xn} y α, β ∈ R{x0, x1, . . . , xn}
tales que
a− (a0(xn) +
n−1X
i=1
ai(xn)xi + x0α) ∈ I(Xn),
b− (b0(xn) +
n−1X
i=1
bi(xn)xi + x0β) ∈ I(Xn),
y por tanto,
h = x2r0 f −
ˆ‡
a0(xn) +
n−1X
i=1
ai(xn)xi + x0α
·2
+
‡
b0(xn) +
n−1X
i=1
bi(xn)xi + x0β
·2! ∈ I(Xn).
Tenemos,
0 = h ◦ γ+ = s2rn(f ◦ γ+)
−
ˆ
a0(t
n) +
n−1X
i=1
ai(t
n)sn−iti + sn(α ◦ γ+)
!2
−
ˆ
b0(t
n) +
n−1X
i=1
bi(t
n)sn−iti + sn(β ◦ γ+)
!2
y contando o´rdenes con respecto a s
ords
ˆ
a0(t
n) +
n−1X
i=1
ai(t
n)sn−iti + sn(α ◦ γ+)
!
≥ rn,
ords
ˆ
b0(t
n) +
n−1X
i=1
bi(t
n)sn−iti + sn(β ◦ γ+)
!
≥ rn.
As´ı se deduce que ai(t
n), bi(t
n) = 0 para 0 ≤ i ≤ n− 1 y en consecuencia ai, bi = 0 para
0 ≤ i ≤ n− 1. Por tanto, x2r0 f − x20(α2 + β2) ∈ I(Xn) y como x0 6∈ I(Xn) que es primo,
concluimos
x2r−20 f − (α2 + β2) ∈ I(Xn).
As´ı, podemos recomenzar el argumento desde (i) y al final obtendremos que f ∈ Σ2(Xn).
¥
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