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Abstract: Coal seam thickness prediction is crucial in coal mine design and coal mining. In order to 13 
improve the prediction accuracy, an improved Kriging interpolation method on the basis of 14 
efficient data and Radial Basis Function (RBF-Kriging) is firstly proposed to interpolate the cutting 15 
data obtained in pre-mining, especially at the edge of the geological surface of coal seam by taking 16 
into account the spatial structure and the efficient spatial range, ensuring the integrity of the edge 17 
data during the movement of structural elements. Then, a structural element transition probability 18 
based Gaussian process progression (STTP-GPR) method is proposed to predict the coal seam 19 
thickness from the interpolated coal seam data. The experimental results demonstrated that the 20 
proposed STTP-GPR method has superior performance in coal seam thickness prediction. The 21 
average absolute error of thickness prediction for thin coal seams is 0.025 m which significantly 22 
improves the prediction accuracy in comparison to the existing BP neural networks, support vector 23 
machine and Gaussian process regression methods. 24 
Keywords: coal seam prediction; structural element; Kriging interpolation; transition probability; 25 
 26 
0. Introduction 27 
Coal resource is a valuable non-renewable energy source. The average coal mining rate in 28 
China's large-scale mining areas is about 30% to 40%, and the recovery rate for small coal mines is 29 
even less than 10% [1]. The low mining rate leads to large waste of resources. At present, 30 
mechanized mining of coal mines is seriously inadequate in China. According to statistics [3], 31 
China's mechanization in key coal mining areas is 75%, and the national average mechanization 32 
level is less than 40%. Therefore, the development of automatically and intelligently coal mining 33 
techniques is an urgent issue to be solved in China. Due to the rigors of the mining environment 34 
and the coal mining safety, the automation technologies are paying great attention at present. 35 
Indirect prediction of the entire coal-rock interface is critical in order to achieve automation and 36 
intelligence of coal mining through borehole data and partial mining data. Coal seam thickness is 37 
important information in coal mine design and mining. Effective detection of coal-rock interface 38 
and accurate prediction of coal seam thickness not only provides the good geology of coalmine, but 39 
also is crucial for high-yield and high-efficiency mining and the automatic height adjustment of the 40 
shearer drum at a man-less working face [4]. Cutting data obtained in pre-mining is relatively 41 
accurate in the numerous mine geological data, but due to the limited amount of cutting data, an 42 
appropriate interpolation method should be adopted in order to predict the complete set of the coal 43 
seam thickness data. 44 
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Among the large amount of interpolation methods, Kriging interpolation is widely used in the 45 
field of coal mining. It takes the spatial correlation into account when dealing with data, achieving 46 
good performance in most cases [5]. 47 
In Kriging interpolation, the types of variation function model are finite, which make the 48 
variation function very difficult to describe the spatial distribution characteristics of true data. In 49 
order to overcome this shortage, an improved interpolation called Support Vector Machine-Kriging 50 
interpolation (SVM-Kriging) was proposed in [6]. The SVM-Kriging uses Least Square Support 51 
Vector Machine (LS-SVM) to fit the variation function, and directly get the optimal variation 52 
function for the real interpolated field by using SVM to fit the variation function curve 53 
automatically. In [7], the Kriging interpolation method was used to study the coal quality 54 
prediction model of cutting coal, and the parameters of optimal variation function model and 55 
experimental variation function are determined based on data characteristics. Spatial distribution of 56 
ash and heat is predicted by using the Kriging interpolation method. In [8] and [9], a method based 57 
on dimensionless parameters and SVM was proposed for coal-rock interface identification. 58 
In the existing methods the spatial structure and spatial distribution in the region of the coal 59 
seam geology transition, are seldom taken into account. Moreover, the coal seam thickness 60 
changing is considered only for the marching direction, and the changes in other directions are 61 
usually ignored. As a result, the accuracy of coal seam thickness prediction is affected by such 62 
simplifications. 63 
In recent years, the Gaussian process (GP) regression has been demonstrated to handle the 64 
uncertainty in predictive analytics problems with superior predictive performance. GPs can model 65 
complex systems whilst handling uncertainty in a principled manner. Prior information can be 66 
exploited by GPs in a variety of ways: explicit mean functions can be used if the functional form of 67 
the underlying degradation model is available, and multiple-output GPs can effectively exploit 68 
correlations between data. [10] and [11] used the Gaussian process regression algorithm for time 69 
series prediction and battery life prediction, and various advantages over other data-drive and 70 
mechanistic methods were demonstrated. 71 
In this paper, an improved Kriging interpolation method on the basis of efficient data and 72 
Radial Basis Function (RBF-Kriging) is firstly proposed to interpolate the borehole data, especially 73 
in the transition areas of the geological surface of coal seam to ensure the integrity of the transition 74 
data. Then, a structural element transition probability based Gaussian process progression 75 
(STTP-GPR) method is proposed to predict the coal seam thickness from the interpolated data. Our 76 
method can be used to generate the coal-rock interface and predict the coal seam thickness, where 77 
those data will be used to guide the shearer drum to automatically adjust the coal cutting height in 78 
automatically and intelligently coal mining. 79 
1. RBF-Kriging for borehole data interpolation 80 
1.1. Ordinary Kriging 81 
The ordinary Kriging interpolation [12] is a spatial interpolation method developed based on 82 
the Geo-statistical variation function model. Let ( )iz x  be the value of the variable Z at a point x. 83 
Given the n measurements               at known locations        , the Kriging estimator 84 
interpolates an estimate of 0'( )z x  at an unsampled location    by weighed linear combinations of 85 
the available samples: 86 
0 0
'( ) ( )n i iiz x z x , (1) 
where Ώ is the interpolation weiμht. Considering the unbiasedness condition yields: 87          . (2) 
Since the weighting procedure depends on both the distance and statistical distribution of the 88 
samples, the variation function is adopted to estimate the weight by fitting a spatial model to the 89 
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data and defining the effectiveness of each point [13-14]. The variation function value at point ix is 90 
obtained by 91  ( ) 211( ) ( ) ( )2 ( ) N h i iih z x z x hN h     (3) 
where h is the distance between two points, N(h) is the number of pairs separated by h. Therefore 92 
the variation function value         between observation points    and   , and the variation 93 
function value          between the interpolation point    and the observation point    can be 94 
calculated by the fitting function. In general, the fitting function is chosen by experience. The 95 
common model includes mainly the linear model, Gaussian model, Exponential model.    96 
The interpolation weight in Equation (1) can be computed by combining Equations (2) and (4): 97                                   . (4) 
where ε is the Laμranμe multiplier which can be calculated as well. ε is introduced to make the 98 
variance minimum for the estimate in Equation (1). Then 0'( )z x  can be obtained by Equation (1). 99 
Although the Kriging performs well in the coal seam thickness prediction, the variation function 100 
model which is often chosen by experience may not express the cutting data accurately. In this 101 
paper, the kriging method is improved by calculating the interpolation weight using efficient 102 
samples and fitting the variation function through RBF. 103 
1.2. Efficient samples 104 
As seen from Section 2.1, for the ordinary Kriging interpolation, each data point to be 105 
interpolated is calculated through all available samples. According to the first law of geography of 106 
ȃ“ll attribute values on a μeoμraphic surλace are related to each other, but closer values are more 107 
stronμly related than are more distant onesȄ, coal seam thickness at a given data point is more 108 
related to its neighborhood. In other words, the samples with the larger weighting coefficients are 109 
concentrated around the interpolated point. This property is described by the Gaussian model in 110 
the proposed method as shown in the equation (5), 111                        (5) 
which is widely used as the variation function model in the ordinary Kriging, where ΐ and σ are the 112 
mean and variance of the Gaussian distribution, and x is the samples. For the Gaussian model, the 113 
probability of samples fall within [-řσ, řσ] is 99.74%, i.e. 114 
{ 3 } 2 (3) 1 0.9974p x        . 115 
In order to ensure the nearest point has a greater influence on the interpolation point in the 116 
Kriging method, the variation function as shown in equation (3) is calculated through only the 117 
efficient samples. In this paper, the efficient samples is restricted to the samples falling within [-řσ, 118 
řσ] to the interpolated point by experience. Thus, the Kriμinμ linear equations, by which the weiμht 119 
can be calculated, is derived as follows: 120 
1
01
0
1
( , ) ( , )
( , ) 3
n
ii
n
i i j ii
i
x x x x
d x x
  


   
  (6) 
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where, 0( , )id x x  represents the distance between observation point and the interpolated point. 121 
Notice that utilization of the efficient samples not only improves the interpolation performance, but 122 
also reduce the computational complexity. 123 
1.3. Variation function determination using RBF 124 
In the process of calculating the interpolation weights, the variation function often depends on 125 
experience. For the commonly used variation functions such as the linear model, Gaussian model, 126 
exponential model, etc. it was shown in practical applications that the relative error is relatively 127 
large, the spatial characteristics of the existing sampling points may not be well described by these 128 
models, and the integrity of the direction and distance information in the data space cannot be 129 
guaranteed [15]. 130 
The RBF network has its origin in performing exact interpolation of a set of data points in a 131 
multidimensional space. The RBF network is a universal approximator, and it is a popular 132 
alternative to the multilayer perception (MLP) neural network, since it has a simpler structure and a 133 
much faster training process. It is widely used for classification and function approximation. The 134 
RBF network consists of three layers: input layer, hidden layer and output layer. The input layer is 135 
connected to the hidden layer by radial basis functions, and the hidden layer to output layer is 136 
connected through a simple weight connection. The Gaussian radial function output from the 137 
hidden layer is linearly weighted to generate output. As a result, the RBF network can approximate 138 
any function with any required precision. This property has great potential to learn the variation 139 
function for Kriging interpolation. Furthermore, the RBF variation function can alleviate the 140 
long-distance point interference due to its simple three-layers structure. Finally, normalization is 141 
carried out to normalize the distance vector h to keep the distance h and the variation function 142 
values γ in the same level of magnitude. 143 
Because of the relationship between the distance and the variation function, the variation 144 
function must be greater or equal to 0. Using the RBF network to fit the variation function, the value 145 
of variation may be less than 0, but the probability is almost 0 as the result of the efficient sample 146 
chose at part 1.2. If the value of variation function fitted by RBF is less than 0, we will configure the 147 
value is 0, because the distance of two points is too long and the effect of two points at the distance 148 
is negligible. 149 
1.4. Implementation of RBF-Kriging 150 
The implementation of the proposed RBF-Kriging interpolation algorithm is summarized as 151 
follows: 152  Step 1: For coal seam data                                , calculate the distance of 153 
from point    and point   , 154                             ; (7) 
Where    and   is plane coordinates of the location x   Step 2: Calculate the variation function values between point pairs as,  155                                          , (8) 
and one-to-one correspondence with distance, where,                       and 156     is the number of experimental variation function corresponding to the lag distance d, 157          is the coal seam thickness at the point    that its plane coordinates is        ; 158  Step 3: Using RBF function to fit distance and variation function values and using the 159 
following function  160 
1
( , ) ( )P pp ppf d r d d   , (9) 
where p is the weight coefficient, ( )pp d d  is basis function and p is the number of basis 161 
function; 162 
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 Step 4: Calculate the variance σ oλ the distance between points, and select the eλλicient data 163 
points ix  with 0( , ) 3id x x   around the interpolation point 0x . 164  Step 5: According to the distance between the selected data point and the interpolation 165 
point, calculate the variation function values through ( , )f d r ; 166  Step 6: Calculate the interpolation weiμht vector Ώ usinμ Equation (6); 167  Step 7: Calculate interpolation values as 168                                                  , (10) 
where           indicates the coal seam thickness at the interpolation point. 169 
Figure 1 shows the flow chart of the proposed algorithm. 170 
Start
Calculate the distance 
between points
Calculate variation 
function between points
Fit the distance and 
variation function
Set the distance extent of 
the forecasting point
Solve the variation 
function according the 
distance between the 
predictive point and 
obervation 
Solve the Formula (6) 
Solve the prediction value
End
Input data
 171 
Figure 1. Flowchart of the proposed RBF-Kriging interpolation algorithm 172 
2. TTP-GPR for coal seam thickness prediction 173 
The proposed STTP-GPR algorithm uses the structural metadata and structural element 174 
transition probabilities to realize coal seam prediction. Firstly, the cutting data after interpolation in 175 
Section 2, are grouped into structural elements. The transition probabilities of structural elements, 176 
which are used to describe the structural space of the coal seam, are then calculated using the 177 
Markov chain method. Finally, the structural elements data and transition probabilities are used as a 178 
priori information to compute the posterior distribution information of the data through GPR 179 
algorithm, predicting the coal seam thickness. The proposed method addresses the problem of the 180 
spatial distribution of coal seams which is ignored in the existing coal seam prediction studies[16], 181 
improving the prediction accuracy. 182 
2.1. Data preprocessing 183 
Assume the coal seam thickness data along marching direction to be184  1 2, ,..., | ,0n iH z z z z R i n    , where nz  is the nth cutting data in the coal seam cutting process. In 185 
the time series prediction method [17], 5 to 7 points is usually used to build the prediction model, 186 
and predicting the next point. This method predicts a fixed value without any probability 187 
description. Another problem is that in the time series forecasting process, the spatial distribution of 188 
the prediction points has not been considered, and the impact of coal seams on the prediction points 189 
except for the marching direction has not been considered. For example, when using a column of 190 
data 1 1, ,...,i i nz z z   to predicted nz  value, the data format of the iterative prediction in the marching 191 
direction is as follows. 192 
1 1( , ,..., ),0n i i nz f z z z i n     (11) 
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Like Figure 2 (a), other researchers used a few points in front of the prediction point to predict 193 
the coal seam thickness in marching direction, but this method just considered coal seam data in 194 
one direction on the coal seam surface. In order to consider the spatial distribution of coal seams, 195 
we chose the   structural elements centered on the prediction point on the coal seam surface 196 
shown in Figure 2(b). Because of the missing edge data of structural elements when the center of 197 
the structural elements is at the boundary of the known coal seam data, the RBF-Kriging algorithm 198 
is used to interpolate the missing data. Like in Figure 3, when the center of the 3 3  structural 199 
element is the point A, the blue points need to interpolate with the RBF-Kriging algorithm. 200 
1 2 3
4 5 6
7 8 9
10 11 12
13 14 15
16 17 18
19 20 21
1 2 3
4 5 6
7 8 9
10 11 12
13 14 15
16 17 18
19 20 21
 201 
(a)                     (b) 202 
Fig.2. Change of prediction mode diagram 203 
 204 
Fig.3. RBF-Kriging algorithm interpolated diagram (blue points) 205 
2.2. Structural element transition probability 206 
For a 3 3 structural element  1 2 9, ,..., | ist z z z z R   that contains nine coal seam points 207   , and the spatial distribution is mainly composed of 1 unit distance point and 2  unit distance 208 
point in 8 directions. Where, 1 unit distance and 2  unit distance points contain 4 points 209 
respectively. In the process of iteration prediction in marching direction, we use the structural 210 
elements     to predict the coal seam thickness in the point i, and predict the next coal seam 211 
thickness in turn. The structural element moves in the marching direction with the iteration 212 
prediction. Due to the structural elements movement in the prediction process, there is data overlap 213 
between two structural elements that move one step and two steps. The data overlap diagram of one 214 
step moving is shown in Figure 4. 215 
 216 
Figure 4. Diagram of overlapping with structural elements movement 217 
In Figure 4, the point marked ȃŗȄ indicates the data distribution point in the initial state, and the 218 
point labeled ȃŘȄ indicates the data distribution point under the state oλ movinμ one step. The point 219 
labeled "1/2" indicates the data distribution point overlapped by both states. 220 
Due to the interdependencies among structural elements, the structural element of the next 221 
state is determined by the structural elements of the current state and previous states. For the 222 
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Markov chain, the state of the next moment of the system is uniquely determined by the current state 223 
and does not depend on its past [18]. Thus, the transition probabilities calculated by the Markov 224 
chain is used to measure the influence of these points, which have the equal distance to a prediction 225 
point in a structural element, on this prediction point.  226 
For computing the transition probability, we adopt the method of Markov process [19] that 227 
need to divide the data state depended on some criterion for computing the transition probability. 228 
Assuming the structural elements  1 1, , |1i i iSt st st st i n     has interdependencies, the state 229  1 2, ,..., ,..., |1i mS s s s s i m   of each data point in the structural elements is expressed as the state 230 
division: 231 
1, , 1, 1,
min max ,1 ,1 9
i j i j i j i jst st st st
h h h h h i n j           , (12) 
where m is the number of state, 
,i jst
h  is the coal seam thickness value at each point in the structural 232 
elements, and h  is the maximum difference of coal seam thickness within a state. Notice that the 233 
rationality of the state division must be maintained for each coal seam thickness data. If the state 234 
division is too fine, each point data is in a separated state. As a result, the calculation amount 235 
increases, and the minimal changes in the data will cause that the chain reaction in the prediction 236 
process is not conducive to maintaining the stability of the model. If the state division is too rough, 237 
all the data in the structure elements are in a single state, and there is no spatial distribution 238 
information used in the prediction of the coal seam thickness. Thus, the maximum and minimum 239 
values between two structural elements need to be dynamically recalculated after movement. 240 
 241 
Figure 5. Diagram of structural elements state 242 
It contains 9 points that is 8 controlling points and a prediction point in the center in a structural 243 
element and each point would be divided to a state s. Assuming the state of controlling point is    244 
and the prediction point is   , and the each controlling point and prediction point form a state pair, 245 
like the two yellow state in the Figure 5 is a state pair. And the change from one state pair to other 246 
state pair is called state pair transition. 247 
The state diagram of the structural element is shown in Figure 5. In Figure 5, there are 8 state 248 
pairs between the known data and the predicted data, and the yellow marking shows an example of 249 
a state pair. Assuming there are n states and there are n possible state at each point, so the total 250 
number of state pairs is   , and the number of possible state pair transitions are   . If the transition 251 
probabilities are directly solved by using the state pairs, the computational complexity is huge. 252 
Fortunately, in our application the state of a prediction point is fixed, i.e., the second state of the state 253 
pair is determined. Thus, the transition probability can be obtained by the first state of the state pair. 254 
The total state transition number is   . The state transition probability can be calculated as follows 255 
[20]: 256 
 257  , 1 ,( ) | ( )i ji j i i j j s sP St P st s st s P m     
,
0 ( ) 1, ,
( ) 1, ,
i j
i j
s s i j
s s i ji j S
P m s s S
P m s s S
     , (13) 
where, ( )
i js s
P m is approximated by the state transition frequency [21], m represents the number of 258 
steps of the structure element movement.  In this paper, one-step transition probability is used, and 259 
thus, m=1. 260 
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For an individual structural element, its spatial characteristics and the effect of equidistance can be 261 
described by the state transition probability between pairs of points, for which the data input form is 262 
shown in Figure 6. For the convenience of data processing in the STTP-GPR algorithm and other 263 
compared algorithm, the 3×3 structural element is then transformed into vector that expresses the 264 
thickness around the prediction points, and adds the spatial information descripted by transition 265 
probability. Because we decomposes the structural element to the original coal seam thickness and 266 
spatial information, and combines the coal seam data and spatial information to predict unknown 267 
points, this decomposition method does not affect the prediction results. 268 
 269 
…
Structural 
elements(matrix form)
Input data(vector form)
…
Transfer probability
+
 270 
Fig.6. Form of data transformation 271 
2.3. The GP algorithm 272 
GP is a kind of machine learning method developed on the basis of the combination of Bayesian 273 
theory and statistical learning theory, which has a greater advantage in dealing with small samples 274 
and nonlinear problems. meanwhile, it has to be able to calculate the confidence level for predicted 275 
values, so that the output results have the meaning of probability. 276 
Gaussian process regression belongs to the supervised learning methods. Its training process can 277 
better train and learn the training data, and contains fewer parameters. For the data               , 278 
the input vectors are ix
dR and the outputs are     . In a finite set of data D, i(x )f can be a set of 279 
random variables, its joint distribution of arbitrary dimension and finite variables obey the Gaussian 280 
distribution. The Gaussian distribution can be expressed by its mean function m(x)  and covariance 281 
function k(x, )x . The covariance matrix embodies the intrinsic relation of different data points in the 282 
Gaussian process algorithm. The Gaussian process is defined as                      . 283 
It is assumed that joint distribution of training points X with y and test points    with    is jointly 284 
normal under a Gaussian process: 285                                                (14) 
Where K is the covariance matrix created by the chosen kernel function, 2n  is the observation noise 286 
and I is the identity matrix. In general, the Gaussian kernel function (RBF) is chosen. And the 287 
conditional probability         follows a Gaussian distribution:  288                                                                         (15) 
The best estimate for    is the mean of this distribution: 289                            (16) 
The Gaussian process regression algorithm [22-23] assumes that its prior information 290 
distribution satisfies the Gaussian distribution in predicting data, and its probability density among 291 
data points depends on the kernel function. The kernel function describes the internal relations of 292 
data points in the Gaussian process model. It is usually selected by human experience, which may 293 
cause the relations between points inaccurate. As a result, it cannot model the spatial distribution of 294 
the coal seam accurately. 295 
2.4. Implementation of STTP-GPR 296 
The basic steps of the proposed STTP-GPR algorithm are summarized as follows: 297 
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 Step 1: acquire the coal seam thickness data, as  1 2, ,..., | ,0n iH z z z z R i n    ; 298  Step 2: divide the acquired data into 3 3  structural elements  1 1, , |1i i iSt st st st i n     299 
and the center of each structural element is the prediction point using the method described 300 
in Section 3.1; 301  Step 3: the structural elements are divided into training sets and test sets according to the 302 
data ratio of 8:2, and attains the distribution of known coal seam thickness; 303  Step 4: divide the state of each point in the structure element according the Formula (12);  304  Step 5: calculate the state transition probability within structural element through the 305 
formula is  , 1 ,( ) | (1)i ji j i i j j s sP St P st s st s P    ; 306  Step 6: calculate the transition probability between structural elements, and the transition 307 
probability is  1( , ) ( 1) | ( ) (1)i ji i i j s sP st st P st i s st i s P      ; 308  Step 7: calculate the conditional probability between structural elements, where the 309 
conditional probability is 1 1 1( | ) ( , ) / ( )i i i i iP st st P st st P st   ; 310  Step 8: combine the structural element transition probabilities and joint distribution of 311 
known coal seam thickness to derive a posterior probability distribution of prediction model312 
1' _ ( ( ), ( | ))i iz STTP GP m st P st st  , that uses the structural element transition probabilities to 313 
replace the covariance function in GP algorithm. where 'z  represents predicted coal seam 314 
thickness value, and ( )m st  represents the mean value of structural elements; 315  Step 9: predict the coal seam thickness at different positions. 316 
    Especially, the structural elements contain nine coal seam points that each point belongs to a 317 
certain state, and z is a coal seam point value computing through 1' _ ( ( ), ( | ))i iz STTP GP m st P st st   318 
that uses the structural element transition probabilities to replace the covariance function in GP 319 
algorithm. 320 
The flow chart of the proposed STTP-GPR algorithm is shown in Figure 7. 321 
Start
Calculating the priori 
probability 
Calculating the spatial 
transition probability
Calculating 
posterior 
probability
Modelling STTP-GPR
Predicting the coal 
seam thickness
End
Dividing input and 
output
Dividing structural 
elements
Data state selecting and 
dividing
Configuring structural 
element state pair
 coal seam 
data
 322 
Figure 7. Flowchart of STTP-GPR 323 
3. Experimental results and analysis 324 
3.1. Coal seam forecasting based on simulated data 325 
In view of the complexity of the coal rock interface, the coal seam is normally modelled as the 326 
double cosine surface [24]: 327                                      . (17) 
The simulated surface is shown in Figure 8. In this experiment, 30 sets of continuous data were 328 
randomly generated from the simulated surface as a training set and a test set. The average mining 329 
height was set to be 2.4m. 330 
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In order to ensure the integrity of the structural elements in the moving process, the data at the 331 
edge of the coal-rock interface is gradually processed by RBF-Kriging interpolation.  332 
 333 
Figure 8. Simulated coal seam surface. 334 
The coal seam data were then normalized to [0,1]: 335                                            (18) 
Where      is the original data,            and           is the maximum and minimum 336 
values of      respectively,       are the normalized data.  For the transition probabilities, no 337 
normalization operation were carried out since they are in the range of [0,1]. Normalization 338 
operation can improve the speed and convergence of subsequent data prediction. 339 
Figure 9 shows the prediction results in 95% confidence interval obtained using the proposed 340 
STTP-GPR algorithm. 341 
 342 
Figure 9. Test-Prediction Data Graph of improved algorithm 343 
From Figure 9, it can be seen that the trends of prediction data matches the real data very well. 344 
Overall, the maximum prediction error is less than 0.03m, and the average absolute error remains 345 
around 0.02m. From Figure 8, it can be seen that the proposed STTP-GPR algorithm has a good 346 
performance in dealing with the locality change problem, which verifies that the spatial distribution 347 
of the coal seam near the prediction point plays an irreplaceable role in the prediction process. 348 
Processing the structural distribution of coal seams correctly is the key to improving the prediction 349 
accuracy of coal seams, and by expressing the structural distribution through transfer probabilities 350 
in local regions. Figure 10 shows the 3D visualization of the real surface and prediction surface. 351 
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 352 
Figure 10. 3D visualization of the coal seam surface obtained from the simulated experiment: (a) real 353 
surface and (b) prediction surface. 354 
3.2. Coal seam forecasting based on real data 355 
All In this experiment, the real data of a thin coal seam face from a coal mine in northern 356 
Shaanxi Province of China is used. The real data is interpolated by the proposed RBF-Kriging 357 
method for satisfying the structural element integrity. The interpolated surface is shown in Figure 358 
11. The sample point interval in working surfaces is 1.5m, and the depth-web is 0.8m. The total 359 
number of sample points for each cutting is 10. For the coal seam data, the training sample pairs are 360 
obtained using the data preprocessing method described in Section 3.1, in which each pair of sample 361 
contains 1 structural element with 8 points and one output corresponds to it. 362 
 363 
Figure 11. Interpolated surface from the real coal seam data 364 
30 pairs of real data are selected in this experiment, of which 20 data pairs are used as the 365 
training data and 10 data pairs are used as test data. The prediction results using the proposed 366 
STTP-GPR algorithm are presented in Figure 12. 367 
The absolute average error in the test set remains around 0.025. The prediction error at the third 368 
point and the last two points of the test set is relatively high due to that the coal seams are 369 
mutational at these points. Analysis of the prediction error on all test sets shows that the overall 370 
prediction error is less than 0.031. From Figure 12, it can be seen that the proposed STTP-GPR 371 
algorithm has handled the coal seam mutation at second data and the last three data in test set that 372 
their error is less than 0.03 very well by taking into account the spatial structure information and the 373 
maximum error is less than the error predicted by GPR algorithm descripted in Section 4.3. From the 374 
real coal seam data, it can be seen that the frequency of local fluctuations in the coal seam during its 375 
evolution is relatively large, in the proposed STTP-GPR algorithm, the transition probability is 376 
mainly divided by human experience in the calculation process, resulting in inaccurate division of 377 
the interval or failure to describe the structure information. In the future, we will focus on the study 378 
of how to accurately express the local spatial structure information of the coal seam and the 379 
relationship between the local spatial structure information and the global spatial structure 380 
information. 381 
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 382 
Figure 12. Prediction results obtained by using the proposed STTP-GPR algorithm and real coal seam 383 
data. 384 
 385 
Figure 13. 3D visualization of the coal seam surface obtained from the real experiment: (a) Real surface 386 
and (b) prediction surface. 387 
The real surface and predicted surface are shown in Figure 13 in order to visually represent the 388 
pros and cons of the prediction algorithm in the coal-rock interface identification process using the 389 
real data. The predicted surface shown in Figure 13 is the upper surface of the coal seam is obtained 390 
from the predicting and known data. The real surface is obtained from the known data in the test set. 391 
It can be seen that the predicted surface can accurately express coal seam movements and changes in 392 
coal seam thickness, especially in local district. 393 
3.3. Performance comparison with the existing methods 394 
Because of predicting the coal seam thickness through the proposed STTP-GPR algorithm with 395 
data filling at the edge of structural elements moving interpolated by the proposed RBF-Kriging 396 
algorithm, we compare our predicting algorithm with the BP neural network (BPNNs) algorithm, 397 
SVR algorithm, GPR algorithm [9, 17] in this Section, and BPNNS, SVR and GPR still predict the coal 398 
seam thickness without transition probability and interpolated data. A 5-6-8-1 four-layer BP neural 399 
network was constructed. The SVR algorithm uses the Gaussian kernel function as the data mapping 400 
method to predict training set data. The Mean Absolute Error (MAE) was used to measure the 401 
performance of the four algorithms in prediction of the coal seam thickness. The above real coal 402 
seam data of 30 training sets was used in this experiment. 403 
The average absolute error predicted by using the four prediction algorithms is shown in Table 404 
1.From Table 1, it can be seen that the proposed STTP-GPR algorithm is superior to the other 405 
algorithms. The prediction value of SVR algorithm changes with the change of kernel function, and 406 
the kernel function usually depends on empirical selection. The neural network algorithm may over 407 
fit in processing small sample data, and because of lacking of sample data, the prediction error is 408 
usually worse. For the proposed STTP-GPR algorithm that includes the local spatial attributes 409 
highlights the influencing factors of local data for unknown data, and the predicted values have little 410 
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difference with the actual coal seam data, which reflects the change trend of coal seams. At the same 411 
time, it enhances the ability within a certain error range for the local prediction lag caused by the 412 
coal seam geology change. 413 
Table 1. Mean absolute error 414 
Algorithm MAE(m) 
SVR 0.061 
BPNNs 0.043 
GPR 0.036 
STTP-GPR 0.025 
  415 
4. Conclusions 416 
A STTP-GPR coal seam prediction algorithm with the cutting data interpolated by the 417 
RBF-Kriging is proposed. The RBF-Kriging interpolation algorithm ensures the data integrity of the 418 
structural elements at the edge of the marching direction. It uses the transition probabilities between 419 
the structural elements to represent the spatial distribution structure. By taking into account the 420 
spatial distribution of coal seams, the proposed method make up for the deficiencies only using the 421 
marching direction to predict the coal seam without considering the influence in other directions, 422 
improving prediction performance. The proposed method is verified using the simulated and real 423 
coal seam data. The experimental results show that the prediction accuracy of the proposed 424 
STTP-GPR algorithm is superior in comparison to the popular BP neural network, SVR algorithm 425 
and GPR algorithm. 426 
In practical application, due to the precise prediction of coal–rock interface and coal seam thickness of next 427 
cutting, the proposed method enables the shearer to automatically track the coal-rock interface in mining, and 428 
adjust the coal cutting height to improve production efficiency and coal quality. The proposed method can be 429 
used both for manually operated shearers and for computer controlled shearers. Author Contributions: 430 
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