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Radiative corrections to the η(′) Dalitz decays
Toma´sˇ Husek,∗ Karol Kampf,† and Jiˇr´ı Novotny´‡
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Charles University, V Holesˇovicˇka´ch 2, Praha 8, Czech Republic
Stefan Leupold§
Institutionen fo¨r Fysik och Astronomi, Uppsala Universitet, Box 516, S–75120 Uppsala, Sweden
We provide the complete set of radiative corrections to the Dalitz decays η(′) → ℓ+ℓ−γ beyond the
soft-photon approximation, i.e. over the whole range of the Dalitz plot and with no restrictions on
the energy of a radiative photon. The corrections inevitably depend on the η(′) → γ∗γ(∗) transition
form factors. For the singly virtual transition form factor appearing e.g. in the bremsstrahlung
correction, recent dispersive calculations are used. For the one-photon-irreducible contribution at
the one-loop level (for the doubly virtual form factor), we use a vector-meson-dominance-inspired
model while taking into account the η-η′ mixing.
PACS numbers: 13.20.Jf, 13.40.Hq, 13.40.Gp, 12.40.Vv
I. INTRODUCTION AND SUMMARY
Looking for effects of new physics is certainly one of
the major contemporary goals of particle physics. The
discovery and quantification of new phenomena at this
frontier is a very complicated task: it goes along with
having our present knowledge under control. Due to the
fact that experimental devices and techniques are getting
more and more precise, theorists should provide suffi-
ciently low uncertainties together with their predictions.
Only in this way an eventual discrepancy can be clearly
and correctly revealed. New physics has therefore no
meaning without the ‘old one’ being fully explored. Un-
fortunately, the low-energy sector of strong interactions
remains a significant challenge. The correct incorpora-
tion of radiative corrections in the QED sector might
help to extract information about the strong sector for
the chosen processes. It is the subject of this paper to
study the next-to-leading-order (NLO) radiative correc-
tions to the Dalitz decays η(′) → ℓ+ℓ−γ.
Unlike in the neutral pion case, the η(′) Dalitz decays
do not belong to those with the highest branching ra-
tio, since due to the higher η(′) rest masses hadronic
decay channels are open. Nevertheless, studying these
decays provides a way to access the electromagnetic tran-
sition form factors and consequently information about
the structure of related mesons. The form factors in turn
represent a valuable input for precision predictions of
some other quantities like the anomalous magnetic mo-
ment (g− 2) of a muon. Moreover, these decays are used
as normalization channels in rare decay (η(′) → ℓ+ℓ−)
searches.
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In [1], motivated by contemporary experimental needs
of the NA62 experiment [2], we revisited the classical pa-
per of Mikaelian and Smith (M&S) [3]. We concentrated
on the detailed recalculation and completion of the full
set of NLO QED radiative corrections to the Dalitz de-
cay of a neutral pion, i.e. to the process π0 → e+e−γ.
Doing so, we have avoided simplifications connected to
neglecting higher orders in the final-state lepton mass
and thus retaining generality for a future use — in par-
ticular for Dalitz decays including muon pairs. The one-
photon-irreducible (1γIR) contribution at the one-loop
level, which turned out to be indeed non-negligible in
view of the two-fold differential NLO decay width, was
also included. Finally, we have discussed contributions,
which were numerically irrelevant for the pion case but
were expected to became important e.g. for η decays.
Here, muon loops as a part of the virtual radiative correc-
tions need to be taken into account. Most importantly,
we have also touched the fact that the deviations due
to the slope of the η transition form factor cannot be
overlooked and provided expressions covering a related
correction.
It is the aim of the present paper to discuss in detail not
only the case of η decays, but also the η′ decays. In the
former case, we could conveniently and extensively draw
from the previous work [1], which governed the neutral
pion Dalitz decay, since it was already written in a suf-
ficiently general way. Consequently, we would proceed
along very similar lines and after properly treating the
η-η′ mixing and generalizing the one-photon-irreducible
contribution beyond the effective approach, we could im-
mediately provide the relevant tables and plots. What
really brings the current topic to a different level of dif-
ficulty is a desire to tackle the radiative corrections for
the η′ decays. The resulting framework is, of course, di-
rectly applicable for the η case and one can check that
the results are (backward) compatible with the previous,
although somewhat generalized, approach used in [1].
Needless to say, the same framework introduced here ap-
plies for the pion case as well and it provides some mi-
2nor corrections compared to the numerical results given
in [1]. This stems from the fact that therein we have in-
tentionally neglected the form-factor dependence of the
bremsstrahlung correction. Let us only mention that the
numerical results obtained for the pion decay using the
new framework are indeed compatible with the form-
factor slope correction suggested at the end of Section
V of [1]. There is thus no particular need to use the
presented framework for the pion case: one gains a cor-
rection to the correction at the level of 1% and it would
be rather an overkill. For the Dalitz decay of a neutral
pion, the approach shown in [1] is sufficient.
Let us briefly discuss the subtleties and difficulties
which one encounters and needs to deal with when fac-
ing the Dalitz decays of η(′) mesons and associated NLO
radiative corrections and which are mainly driven by the
properties of the η′ meson. The main differences com-
pared to the pion case stem from the following facts.
First, it is the higher rest mass, which in the case of
η is above the production of a muon pair and in the case
of η′ even above the lowest-lying resonances ρ and ω,
the former of which is a broad resonance in ππ scatter-
ing. This is connected to the fact that the form-factor
slope parameter is not negligible as it was in the pion
case: the form factor cannot be scaled out anymore and
its particular model is required to be taken into account.
We then need to distinguish between two separate cases.
Similarly to the leading-order (LO) decay width, in the
case of the bremsstrahlung correction the singly virtual
transition form factor appears. The calculation of this
contribution includes integration over angles and ener-
gies of the bremsstrahlung photon. For these integrals
to be well-defined in order to obtain reasonable results,
including the width of the lowest-lying vector-meson res-
onances becomes necessary. Due to the fact that such
a calculation will be unavoidably sensitive to the width
of the broad ρ resonance, we have decided to incorporate
the recent dispersive calculations [4, 5]. In the case of the
1γIR correction, one needs to take into account the dou-
bly virtual transition form factor. Here we do not expect
any substantial dependence of the result on the vector-
meson decay widths and we use a simple model, which
incorporates the strange-flavor content of η(′) mesons and
the η-η′ mixing.
Na¨ıve radiative corrections for the η → e+e−γ process
were already published [6] soon after the work [3]: com-
pared to [3], the numerical results presented in [6] corre-
spond to the case in which only the numerical value of the
physical mass of the decaying pseudoscalar was changed.
Other work related to this paper is [7], where the two-
photon exchange contributions to the cross sections of
e+e− → η(′)γ processes were calculated. In the cur-
rent work, we provide a complete systematic study of the
NLO radiative corrections to the differential decay widths
of the four processes under consideration: η → e+e−γ,
η → µ+µ−γ, η′ → e+e−γ and η′ → µ+µ−γ.
As it was in the pion case, radiative corrections for
these processes are crucial in order to extract relevant
information from the data. This goes together with the
fact that currently an ambitious experimental η(′) pro-
gram aiming for an accuracy never reached before is run-
ning, for instance, at experiments BES-III [8], A2 [9] or
GlueX [10]. Note that in [1] and also throughout the
present work we study fully inclusive radiative correc-
tions, i.e. no momentum or angular cuts on the additional
bremsstrahlung photon(s) are applied. Consequently we
are free of the collinear divergences (sensitivity to the
smallness of the electron mass) that would otherwise ap-
pear; see, e.g., the corresponding discussion in [11].
The main message of the present work is the com-
pletion of the list of the NLO corrections in the QED
sector and improving the previous approach [6]. Com-
pared to [6], which relates to the case of the η → e+e−γ
decay, we took into account muon loops and hadronic
corrections as a part of the vacuum polarization contri-
bution, 1γIR contribution, higher-order final-state lep-
ton mass correction and form-factor effects. Moreover,
we treat three additional processes including η′ decays:
η → µ+µ−γ, η′ → e+e−γ and η′ → µ+µ−γ. All the
formulae necessary for the calculation of the considered
correction are listed in the present paper or, whenever
a repetition should occur, the reader is referred to the
previous work [1]. Let us mention that in contrary to the
pion case, the eventual NLO Monte Carlo event genera-
tor would not be able to profit from the real-time code
calculating the desired correction at a given kinematical
point. This is due to the much higher CPU time con-
sumption caused by higher complexity of the involved
integrals. On the other hand, sufficiently dense tables of
values suitable for interpolation are submitted together
with this text in a form of ancillary files.
Our paper is organized as follows. We recapitulate first
some basic facts about the LO differential decay width
calculation in Section II. Then we proceed to the review
of the NLO radiative corrections in the QED sector in
Sections III, IV and V. In particular, in Section III we
discuss the virtual corrections, in Section IV we intro-
duce the one-photon irreducible contribution and in Sec-
tion V we describe the bremsstrahlung correction calcu-
lation. Some technical details together with extensive
results concerning the bremsstrahlung and 1γIR contri-
butions to the NLO correction have been moved to ap-
pendices. The building blocks for the 1γIR matrix el-
ement in terms of scalar form factors can be found in
Appendix A. In Appendix B we present explicit results
regarding the bremsstrahlung matrix element squared.
This is related to Appendix C, where new basic integrals
are listed which are necessary to append to the previously
used basis presented in [1] due to a necessary generaliza-
tion. Appendix D shows the partial fraction decomposi-
tions used to simplify the bremsstrahlung matrix element
squared. In Appendix E we briefly describe how a sim-
ple vector-meson-dominance (VMD)-inspired model for
the η and η′ electromagnetic transition form factors is
derived and provide its phenomenological test. Finally,
we make use of the doubly virtual transition form fac-
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Figure 1. Leading-order diagram of the decay P → ℓ+ℓ−γ
in the QED expansion.
tor from Appendix E and show in Appendix F a simple
example of the approach discussed in Section IV on the
case of the P → ℓ+ℓ− decays.
II. LEADING ORDER
In what follows we will stick to the notation used in [1].
Let us briefly recapitulate it for completeness. Through-
out the text we denote the four-momenta of the decaying
pseudoscalar meson (of massMP ), lepton (mass mℓ), an-
tilepton and photon by P , p, q and k, respectively. For
a parent meson we have in mind η or η′. Traditionally,
we introduce kinematical variables x and y defined as
x =
(p+ q)2
M2P
, y = − 2
M2P
P · (p− q)
(1− x) , (1)
where x is a normalized lepton-antilepton pair invariant
mass squared and y has the meaning of the rescaled co-
sine of the angle between the directions of the outgoing
photon and antilepton in the ℓ+ℓ− center-of-mass sys-
tem (CMS). If we introduce a lepton-specific constant
νℓ = 2mℓ/MP and associated CMS lepton speed
βℓ = βℓ(x) ≡
√
1− ν
2
ℓ
x
, (2)
we can write the limits on x and y as
x ∈ [ν2ℓ , 1] , y ∈ [−βℓ, βℓ] . (3)
Consequently, these depend on the final-state lepton
mass.
The leading-order diagram of the decay P → ℓ+ℓ−γ
is shown in Fig. 1. The shaded blob corresponds to
the singly virtual electromagnetic transition form factor
F((p+q)2), which is closely related to the doubly virtual
transition form factor by
F((p+ q)2) ≡ FPγ∗γ∗(0, (p+ q)2) = FPγ∗γ∗((p+ q)2, 0) .
(4)
The two-fold differential decay rate reads
d2ΓLO
P→ℓℓ¯γ
dxdy
=
α
π
ΓLOP→γγ
∣∣∣∣F
(
M2Px
)
F(0)
∣∣∣∣
2
(1 − x)3
4x
[
1 + y2 +
ν2ℓ
x
]
.
(5)
Above, we have used the LO expression for the most
prominent (electromagnetic) decay rate of a neutral pseu-
doscalar meson P :
ΓLOP→γγ =
e4M3P
64π
|F(0)|2 . (6)
Integrating (5) over y, we find the one-fold differential
decay width
dΓLO
P→ℓℓ¯γ
dx
=
α
π
ΓLOP→γγ
∣∣∣∣F
(
M2Px
)
F(0)
∣∣∣∣
2
8βℓ
3
(1− x)3
4x
[
1 +
ν2ℓ
2x
]
.
(7)
Moving beyond the leading order, it is convenient to
introduce the NLO correction δ to the LO differential
decay width, which allows us to write schematically dΓ =
(1 + δ + . . . ) dΓLO. In particular, in the case of the two-
fold differential decay width we define
δ(x, y) =
d2ΓNLO
dxdy
/
d2ΓLO
dxdy
, (8)
and in the one-fold differential case we have
δ(x) =
dΓNLO
dx
/
dΓLO
dx
. (9)
Concluding the definitions closely related to the previous
work [1], such a correction can be divided into three parts
emphasizing its origin
δ = δvirt + δ1γIR + δBS . (10)
Here, δvirt stands for the virtual radiative corrections,
δ1γIR for the one-photon-irreducible contribution, which
is treated separately from δvirt in our approach due to
the reasons of historical development, and δBS for the
bremsstrahlung. As a trivial consequence of previous
equations, having knowledge of δ(x, y) allows for obtain-
ing δ(x) using the following prescription:
δ(x) =
3
8βℓ
1(
1 +
ν2
ℓ
2x
)
∫ βℓ
−βℓ
dy δ(x, y)
[
1 + y2 +
ν2ℓ
x
]
.
(11)
In the following sections we discuss the individual contri-
butions one by one. We mainly point out the differences
in comparison to the pion case.
III. VIRTUAL RADIATIVE CORRECTIONS
What we call the virtual radiative corrections is ob-
tained from the interference terms of the LO diagram
shown in Fig. 1 and the diagrams in Fig. 2a and 2b.
In the pion case, the vacuum polarization was domi-
nated by the electron loop. It turns out though that in
the high-invariant-mass region of the photon propagator
the hadronic effects become significant, which should be
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Figure 2. NLO QED radiative corrections to the Dalitz decay
P → ℓ+ℓ−γ: a) vacuum polarization insertion, b) correction
to the QED vertex, c) & d) one-loop one-photon-irreducible
contributions, e) bremsstrahlung. Note that ‘cross’ in figure
(c) corresponds to a diagram where the photon is emitted from
the outgoing positron line. Needless to say, ‘cross’ in figure (e)
stands for the diagrams with outgoing photons interchanged.
taken into account for the η(′) decays. Thus, in general,
we shall deal with the photon self-energy in the form
Π(s) = ΠL(s) + ΠH(s) , (12)
where ΠL and ΠH stand for the leptonic and hadronic
parts, respectively. We discuss these contributions sepa-
rately in the following. At NLO, the contribution of the
vacuum polarization (12) to the virtual radiative correc-
tion then reads
δvirtΠ (x, y) = 2Re
{−Π(M2Px)} . (13)
Note that δvirtΠ (x, y) does not depend on y and consis-
tently with (11) we have δvirtΠ (x) = δ
virt
Π (x, y).
Regarding the lepton part, all the necessary formulae
connected with the contributions of lepton loops to the
vacuum polarization are stated in Section III of [1] and
hold also in the current cases. However, we shall point
out some interesting details. It was already discussed
in [1] that in the case of the η(′)-meson decays not only
the electron loop but also the muon loop should be taken
into account as a part of the vacuum polarization con-
tribution. The contribution of the leptonic vacuum po-
larization insertion — i.e. the contribution of the lepton
loops to the photon propagator — to the correction δvirt
can be expressed as (cf. the formulae in Section III of [1])
δvirtΠL (x) = 2Re
{−ΠL(M2Px)}
≡ −2 α
π
∑
ℓ′=e,µ
{
8
9
− β
2
ℓ′
3
−
(
1− β
2
ℓ′
3
)
× |βℓ′ |
[
θ(β2ℓ′) arctanhβℓ′ + θ(−β2ℓ′) arctan
1
|βℓ′ |
]}
.
(14)
Here, M2Px is the invariant mass of the final-state lep-
ton pair and ℓ′ stands for the leptons circulating in the
loop. Consistently with definition (2) we have βℓ′ ≡
β(M2Px;m
2
ℓ′) and |βℓ′ | =
√|β2ℓ′ | . Let us note that βℓ′ no
longer stands for the CMS speed of the final-state leptons
as was the case for βℓ in (2). Since β depends on x, which
for the given process of a decay to a lepton pair of flavor
ℓ satisfies the limit x ∈ [ν2ℓ , 1], we can run into different
kinematical regimes, which are explicitly covered by for-
mula (14); for this purpose the Heaviside step function θ
was used. Whenever β2ℓ′ < 0, i.e. βℓ′ itself becomes imag-
inary, no on-shell lepton-antilepton pair can be created in
the loop and the diagram in Fig. 2a lacks the imaginary
part. This happens if the invariant mass of the final-state
lepton pair is under the production threshold of the two
loop leptons of flavor ℓ′: ν2ℓ ≤ x < ν2ℓ′ . In turn, this
condition can be, of course, only realized in the case of
the muon loop contribution to the NLO decay widths of
the π0 → e+e−γ decay and in the process η(′) → e+e−γ,
where the kinematical condition ν2e ≤ x < ν2µ is met
within a part of the kinematically allowed region.
The hadronic contribution to the photon self-energy
can be expressed via a dispersive integral [12]
ΠH(s) = − s
4π2α
∫ ∞
4m2π
σH(s
′) ds′
s− s′ + iǫ . (15)
Here, σH is the total cross section of the e
+e− annihi-
lation into hadrons and is related to the ratio R(s) as
σH(s) = (4πα
2/3s)R(s). In order to obtain a smooth
curve from the data [13], we fit the experimental values
in a similar way as it was done in [12]. Concerning the
upper bound of the integral in (15), in practice it is suf-
ficient to use the scale Λcut ≃ 4GeV. It is set in such a
way that all the important resonances are covered while
the higher-energy region does not contribute significantly
for s <∼ Mη′ . The resulting contribution to the radiative
corrections is plotted as one of the constituent curves in
Fig. 4.
Instead of (13), one might take into account the whole
geometric series of vacuum polarization insertions and
sum it in order to find
δvirtΠ (x) =
1
|1 + Π(M2Px)|2
− 1
= −2ReΠ(M
2
Px) + |Π(M2Px)|2
|1 + Π(M2Px)|2
.
(16)
5Eq. (13) is then recovered by taking the linear expansion
of (16), since |Π(s)| ≪ 1. Note that in (16) one should
use a full form of the vacuum polarization including its
imaginary part, similarly as it was e.g. defined in (20)
of [1] for the lepton case:
ΠL(M
2
Px)
=
α
π
∑
ℓ′=e,µ
{
8
9
− β
2
ℓ′
3
+
(
1− β
2
ℓ′
3
)
βℓ′
2
log [−γℓ′ + iǫ]
}
,
(17)
with γℓ ≡ (1 − βℓ)/(1 + βℓ). But since |Π(s)| ≪ 1, also
| ImΠ(s)| ≪ 1 + ReΠ(s) and 2ReΠ(s) ≫ |Π(s)|2. One
could thus safely use only the real part of Π(s), as it
was defined in (13), for the purpose of the numerical
evaluation of (16). This is equivalent to effectively us-
ing ImΠ(s) → 0. On the other hand, the numeri-
cal difference between the definitions (13) and (16) is
∆δvirtΠ (x) ≃ 0.25% at s ≃ M2ω. Therefore we take into
account the precise formula (16) together with (15) and
(17).
For completeness, let us revise at this point what
we mean by the virtual correction. In agreement with
Eq. (16) in [1], we use
δvirt(x, y)
=
1
|1 + Π(M2Px)|2
− 1 + 2Re
{
F1(x) +
2F2(x)
1 + y2 + ν
2
x
}
,
(18)
where Π(s) contains not only single electron and muon
loops, but also the whole hadronic contribution to the
photon self-energy. For the form factors F1 and F2, which
arise from the vertex correction diagram in Fig. 2b, the
reader is referred to seek the expressions in [1].
IV. ONE-PHOTON-IRREDUCIBLE VIRTUAL
RADIATIVE CORRECTION
Considering the QED expansion, the NLO diagrams
contributing to the one-loop one-photon-irreducible
(1γIR) correction to the P → ℓ+ℓ−γ process are shown
in Figs. 2c and 2d. We treat this contribution separately
from the virtual correction to emphasize the fact that it
was not included in the original approach [3]. Therein,
it was considered to be negligible already for the pion
case. This statement had been corrected in Ref. [14]
many years before the debate about this issue was fi-
nally closed. Note also that in the pion case, the 1γIR
contribution was studied in [15] in connection with the
bremsstrahlung correction to the π0 → e+e− rare decay.
In the 1γIR contribution one cannot factorize out the
electromagnetic transition form factor. This correction
becomes therefore unavoidably model-dependent already
at the two-fold differential level and it is necessary to
choose a particular model to evaluate the correction nu-
merically. Compared to the previous calculations of the
LO diagram and NLO virtual radiative corrections, a
doubly virtual transition form factor FPγ∗γ∗(l2, (P − l)2)
is needed to be used. This form factor enters the loop
and the integration over the unconstrained momentum
l is then performed. Note that P stands for both the
decaying pseudoscalar as well as for its four-momentum.
Let us now proceed further and consider that during
the calculation of the 1γIR loop diagrams the following
structure inevitably appears:
FPγ∗γ∗(l2, (P − l)2)
[l2 + iǫ][(P − l)2 + iǫ] . (19)
By construction, the arguments of the form factor coin-
cide with the photon propagators in the loop; l denotes
the loop momentum as is usual. In what follows we con-
sider a family of large-Nc motivated analytic resonance-
saturation models, which are in detail discussed in [16]
(Nc denotes the number of colors). Here FPγ∗γ∗ is a ra-
tional function with vector-meson poles. We then realize
that due to a use of the partial fraction decomposition
one can perform — within the loop integrals appearing
during the evaluation of the diagrams — the following
substitution:
FPγ∗γ∗(p2, q2)
p2q2
= − Nc
12π2Fπ
∑
i
αi h(c1,i, c2,i,M
2
1,i,M
2
2,i) .
(20)
Note that from now on we will suppress the explicit writ-
ing of the ‘+iǫ’ part. Above,
h(c1, c2,M
2
1 ,M
2
2 ) ≡
1
p2q2
+
c2
(p2 −M21 )(q2 −M22 )
− c1
[
1
p2(q2 −M21 )
+
1
q2(p2 −M21 )
]
.
(21)
In this way we come from the matrix element M1γIR
to
∑
αiMh1γIR[hi]; note that the normalization constant
Fπ0γ∗γ∗(0, 0) = −Nc/(12π2Fπ) from decomposition (20)
is already included inMh1γIR[hi] and that we have used a
shorthand notation hi ≡ h(c1,i, c2,i,M21,i,M22,i). In order
to get results for the whole family of models it is neces-
sary to analytically integrate over the loop momentum
just once; this is the main advantage of this approach.
At the end one can choose the particular model of the
form factor by setting the parameters in the final matrix
element appropriately. We can find the above used con-
stants c1 and c2 from projecting on the product of the
normalized form factor and the photon propagators: for
instance in the case MV1 =MV2 we have
c2 = lim
p2,q2→M2V1
FPγ∗γ∗(p2, q2)
Fπ0γ∗γ∗(0, 0)
(p2 −M2V1)(q2 −M2V1)
p2q2
.
(22)
This little trick is highly convenient when it is nec-
essary to create a universal code for calculating radia-
tive corrections within different models. Let us also note
6that substitution (21) does obviously not conserve term
by term the desired property of the doubly virtual form
factors — the symmetry in their arguments. This ansatz
though works generally for the rational models mentioned
above, which might have a rather complicated structure.
The symmetry in question is then always restored in
the final result after including all the pieces Mh1γIR[hi] .
Moreover, we realize that if we define
g(M21 ,M
2
2 ) ≡
1
(p2 −M21 )(q2 −M22 )
, (23)
we can immediately write
h(c1, c2,M
2
1 ,M
2
2 )
= g(0, 0) + c2 g(M
2
1 ,M
2
2 )− c1
[
g(0,M21 ) + g(M
2
1 , 0)
]
.
(24)
This trivial observation simplifies the loop integration
even further. Instead of (20), we can then write
FPγ∗γ∗(p2, q2)
p2q2
= − Nc
12π2Fπ
∑
i
βi g(M
2
1,i,M
2
2,i) . (25)
During the calculation of the amplitude it is only neces-
sary to perform the following substitution:
FPγ∗γ∗(p2, q2)
p2q2
→ − Nc
12π2Fπ
g(M21 ,M
2
2 ) . (26)
The desired final amplitude for the particular model is
then obtained by writing a suitable combination (in spirit
of (25)) of such amplitudes which are calculated using
substitution (26). One only needs to insert the correct
masses and coefficients into this combination, which goes
along the lines of (24), (22) and (21).
Lets discuss the previous procedure on a particular
case and consider for a while the eta-meson decays:
P = η. The simplest physically relevant model we can
imagine is based on the VMD scenario, i.e. by an ansatz
which assumes that the form factor is saturated by the
lowest-lying multiplet of vector mesons. It has the fol-
lowing form:
e2FVMDηγ∗γ∗(p2, q2)
= − Nc
8π2Fπ
2e2
3
[
5
3
cosφ
fℓ
M4ω/ρ
(p2 −M2ω/ρ)(q2 −M2ω/ρ)
−
√
2
3
sinφ
fs
M4φ
(p2 −M2φ)(q2 −M2φ)
]
.
(27)
Above, φ is the η-η′ mixing angle and fℓ together with
fs are the associated decay constants in the quark-flavor
basis of the quark currents [17, 18]; for further details
concerning derivation of this model see Appendix E. It
is then clear after counting of the loop-momenta powers
that such a form factor guarantees the UV convergence
of the loop integrals. The matrix element for such a form
factor can be schematically written as
MVMD1γIR =
5
3
cosφ
fℓ
Mh1γIR
[
h(1, 1,M2ω/ρ,M
2
ω/ρ)
]
−
√
2
3
sinφ
fs
Mh1γIR
[
h(1, 1,M2φ,M
2
φ)
]
.
(28)
Following the subsequent decomposition (24) and using
linearity, one then finds
Mh1γIR
[
h(1, 1,M2V ,M
2
V)
]
=Mh1γIR
[
g(0, 0)
]
+Mh1γIR
[
g(M2V ,M
2
V)
]
−Mh1γIR
[
g(0,M2V)
]−Mh1γIR[g(M2V , 0)] .
(29)
As the only building block, one needs to calculate
Mh1γIR
[
g(M21 ,M
2
2 )
]
obtained in terms of substitution
(26) in the original matrix element. For the purpose of
the 1γIR contribution to the correction δ(x, y) at the one
loop level, the same decomposition will work. Indeed, an
interference ofM1γIR with the LO matrix element needs
to be considered and thus linearity is preserved. There-
fore it is necessary to take into account a linear combi-
nation of δh1γIR defined according to the prescription (26)
in [1]:
δh1γIR
[
g(M21 ,M
2
2 )
]
= 2Re

−απ Fπ0γ∗γ∗(0, 0)F(M2Px)
iπ2MP[
1 + y2 +
ν2
ℓ
x
]
×
{
4νℓT [g(M
2
1 ,M
2
2 )](x, y)
+
[
A[g(M21 ,M
2
2 )](x, y)MP [x(1 − y)2 − ν2ℓ ]
+ (y → −y)
]}}
.
(30)
The explicit expressions for the building-block form fac-
tors A and T are shown in Appendix A. Let us have a
look at the ratio of the electromagnetic form factors in
(30). Clearly, irrespective of the model that we use for
the doubly virtual form factor, it is convenient that the
normalization of the form factor in such a model equals
to F(0) appearing in the LO expression; see also (4).
This leads to the fact that the correction will be inde-
pendent of any overall normalization effects. In the next
section we introduce a spectral representation of a nor-
malized form factor; see (41). Following what we have
just assumed, we can write
Fπ0γ∗γ∗(0, 0)
F(M2Px)
=
F(0)
F(M2Px)
Fπ0γ∗γ∗(0, 0)
FPγ∗γ∗(0, 0) , (31)
and using the VMD-based scenario for instance for η as
in (27), we find
Fπ0γ∗γ∗(0, 0)
FVMDηγ∗γ∗(0, 0)
=
[
5
3
cosφ
fℓ
−
√
2
3
sinφ
fs
]−1
. (32)
7A simple example of the presented approach applied on
the P → ℓ+ℓ− decays is included as Appendix F. There is
also a complementary technique how to cover a whole set
of form factors under consideration. Instead of putting
the particular form factor into our diagrams, we can use
the local Wess–Zumino–Witten (WZW) term. In other
words we trade the form factor for the constant given by
the chiral anomaly. It is then clear from simple consider-
ations, that the contributions from Fig. 2c need counter
terms to compensate UV divergences. The convergent
part of such a counter term carries an undetermined con-
stant χ(r)(µ) renormalized at scale µ, which can effec-
tively mimic the high-energy behavior of the would-be
complete form factor. Using a proper matching proce-
dure, it is possible to acquire a numerical value of this
constant χ(r)(µ) for a given form-factor model. Up to
mass corrections we can use an approximate formula to
estimate this effective parameter (see Eq. (46) in [16]).
The question is, if this procedure can be used also for a
box diagram in Fig. 2d which is already convergent for
the local WZW form factor. It turns out that the cor-
rections are of order m2ℓ/M
2
V and M
2
P /M
2
V . Hence, for
the pion case this assumption works well. On the other
hand, for η(′) it does not and one would need to intro-
duce additional effective parameters in a consistent way.
This is though not a trivial task and is beyond the scope
of this work. Let us also mention that χ(r)(µ) enters the
corrections being multiplied by ν2ℓ and its effect is thus
negligible for the decays with electrons in the final state.
In the result section (Section VI) we will use the sim-
ple VMD-inspired model for the doubly virtual transition
form factor to estimate the importance of the 1γIR con-
tributions; for model details see Appendix E. For com-
pleteness, let us then present the correction δ1γIR(x, y)
within the model under consideration:
δ1γIRVMD(x, y)
=
∑
A∈{ℓ,s}
κPA
{
δh1γIR
[
g(0, 0)
]
+ δh1γIR
[
g(M2A,M
2
A)
]
− δh1γIR
[
g(0,M2A)
]− δh1γIR[g(M2A, 0)]} .
(33)
For the η case, we have κηℓ ≡ 53 cosφfℓ , κηs ≡ −
√
2
3
sinφ
fs
. The
η′ case then corresponds to the simultaneous interchange
{cosφ → sinφ, sinφ → − cosφ}, of course followed by
specifying the rightMP within the building blocks δ
h
1γIR .
For the resonance masses we put Mℓ ≡ Mρ/ω (the aver-
age physical mass of ρ and ω mesons) for the light sec-
tor and Ms ≡ Mφ (the physical mass of the φ meson)
for the strange sector. However, we would like to stress
again that the framework presented in the present sec-
tion is capable of dealing also with more sophisticated
form-factor models. In general, the model dependence of
part of the radiative corrections is, of course, a nuisance.
But for the doubly virtual transition form factors of η
and η′ there is at present no alternative. In the next
section the singly virtual transition form factors are re-
quired. Here the model dependence can be reduced by
the use of dispersive methods [4, 5].
V. BREMSSTRAHLUNG
In this section we briefly build on [1] — which among
others discussed the bremsstrahlung correction calcula-
tion for the pion case — and show the differences which
come into play due to the fact that we are now inter-
ested in η(′) mesons. We also show some techniques how
to deal with the obstacles which arise. Concerning the
notation, we will restrict ourselves to the one used in
previous works.
The diagrams which contribute to the Dalitz decay
bremsstrahlung are shown in Fig. 2e. Their contribu-
tion is (among others) important to cancel IR diver-
gences stemming from the virtual corrections depicted
in Fig. 2b. The corresponding invariant matrix element
(including cross terms) can be written in the form
iMBS =
F((l + p+ q)2)
(l + p+ q)2 + iǫ
I(k, l) + (k ↔ l) , (34)
where
I(k, l) = u¯(p)Iρσ(k, l)v(q)ǫ∗ρ(k)ǫ
∗
σ(l) (35)
with
Iαβ(k, l) = −i5e4ε(l+p+q)(k)µα
×
[
γβ
(/l + /p+m)
2l · p+ iǫ γ
µ − γµ (
/l + /q −m)
2l · q + iǫ γ
β
]
.
(36)
Here, we use l and k for the photons and p and q for the
electron and positron four-momenta, respectively, and
F((p + q)2) ≡ FPγ∗γ∗(0, (p + q)2). Note that we use
the shorthand notation for the product of the Levi-Civita
tensor and four-momenta in which ε(k)... = εµ...kµ. Inas-
much as an additional photon comes into play it is con-
venient to introduce a new kinematical variable which
stands for the normalized invariant mass squared of the
two photons
xγ =
(k + l)2
M2P
. (37)
It has the similar meaning as x in the case of the lepton-
antilepton pair. The contribution of the bremsstrahlung
to the next-to-leading-order two-fold differential decay
width can be written as
d
2
ΓNLOBS
dxdy
=
(1− x)
4MP (2π)8
π3M4P
16
∫
J
{
|MBS|2
}
dxγ . (38)
The above used operator J is defined for an arbitrary
invariant f(k, l) of the momenta k and l as follows:
J{f(k, l)} = 1
2π
∫
d
3
k
k0
d
3
l
l0
f(k, l) δ(4)(P − p− q− k− l) .
(39)
8In the case of the pion Dalitz decay, the value of the
slope parameter of the form factor is small: aπ ≃ 0.03.
Consequently, the form factor F((l+p+q)2) which enters
(34) can be conveniently expanded in the following way:
F((l + p+ q)2) ≃ F(M2Px)
[
1 + a
2l · (p+ q)
M2P
]
. (40)
Therefore, F((l + p+ q)2) can be approximated by
F(M2Px) for the process π0 → e+e−γ. This squared
leads to the direct cancellation with |F(M2Px)|2 appear-
ing in the leading-order expression. The bremsstrahlung
contribution to the radiative corrections then becomes
effectively independent of the particular model of the
pion transition form factor. However, in the case of an
η meson, the slope parameter is aη ≃ 0.5, which is defi-
nitely not negligible anymore. One would need to include
higher-order corrections in expansion (40), the conver-
gence would be slower and things would become in gen-
eral more complicated since additional terms would need
to be treated; see also the discussion at the end of Sec-
tion V of [1]. The real obstacles though appear with the
η′-meson case. Due to the fact that aη′ ≃ 1.4, expansion
(40) is not applicable at all. One thus needs to calculate
with the full form factor.
Although in such a case the situation is somewhat dif-
ferent compared to the one in which the form factor can-
cels out, in general it is possible to use a similar frame-
work as in the pion case — at least in the sense of treat-
ing the kinematical integrals. Accordingly, one needs to
rewrite the bremsstrahlung correction in terms of inte-
grals which are known from the pion case. These need
to be somewhat generalized due to the presence of poles
in the form factor; for results see Appendix C. This be-
comes more important in the η case compared to the
pion decay and needs to be taken into account explicitly.
For the η′ case, this procedure then becomes absolutely
crucial since in the hadron spectrum the mass of the η′
meson lies above the masses of the lightest vector-meson
resonances ρ and ω and close to the φ-meson mass. The
subsequent (numerical) integrations over all the relevant
kinematical configurations of the bremsstrahlung photon
become significantly nontrivial due to the running over
these poles, which are regulated by incorporating physi-
cal widths of the resonances. The narrow resonances like
ω and φ are somewhat straightforward to include. How-
ever, the width of the broad ρ resonance is sensitive to the
π-π scattering. This can be also taken into account by the
use of recent dispersive approaches [4, 5]. To this extent,
it is convenient to use the Ka¨lle´n–Lehmann spectral rep-
resentation of the Feynman propagator, which allows for
the use of a common spectral density function for all the
mentioned resonances. The facts stated above make the
bremsstrahlung contribution — especially in the case of
the η′ meson — significantly sensitive to the form-factor
model. To minimize the model dependence, whenever
possible, data and general principles of QFT, analytic-
ity and unitarity, are used that give rise to a dispersive
framework.
In the Ka¨lle´n–Lehmann spectral representation, the
form factor has the following form:
F(q2)
F(0) ≃ 1 + q
2
∫ Λ2
4m2π
A(s) ds
q2 − s+ iǫ ≡ 1 + q
2I(q2) . (41)
Concerning the integration range, we restrict ourselves to
(4m2π,Λ
2). This is sufficient for our purpose and covers
all the important physics. In the lower bound, mπ is the
mass of a charged pion π± and 4m2π then constitutes the
squared mass of the lowest hadronic state that can couple
to a photon. The upper bound is governed by the cut-
off Λ ≃ 1.05GeV chosen in such a way just to cover the
peak and width of the φ resonance. The spectral function
has in the chosen energy range two main contributions
distinguished by isospin, A(s) = A0(s) +A1(s).
The narrow resonances ω and φ contribute to the
isospin-zero part
A0(s) = wωAω(s) + wφAφ(s) , (42)
with the narrow-resonance spectral function
AV(s) ≡ A(s;MV ,ΓV) ≡ − 1
π
MVΓV
(s−M2V)2 + (MVΓV)2
.
(43)
Note that after a full integration over s one indeed gets
(up to a sign) the resonance propagator:∫ ∞
−∞
AV(s) ds
q2 − s+ iǫ = −
1
q2 −M2V + iMVΓV
. (44)
Finally, let us mention, that a one-narrow-resonance
VMD model for the form factor can be written in terms
of (41) with A(s) = AV(s).
The isospin-one part is governed by the broad ρ meson.
In order to include the important effect of ππ scattering,
we use the dispersive approach of [4, 5]. There the spec-
tral function has the form
A1(s) = − κ
96π2F 2π
[
1− 4m
2
π
s
]3/2
P (s)R(s) |Ω(s)|2 ,
(45)
where Fπ = 92.2MeV is the pion decay constant, Ω(s) is
the Omne`s function, a dispersive tool incorporating pion
rescattering, and P (s) and R(s) = (1+αVs) are polyno-
mials related to the η → ππγ reaction amplitude and the
pion vector form factor FV(s) = R(s)Ω(s), respectively.
In the case of η′, we use Pη′(s) = (1+αη′s+ βη′s2) with
αη′ = 0.99(4)GeV
−2 and βη′ = −0.55(4)GeV−4 [5]. For
the η spectral function, we take (based on [4]) Pη(s) =
(1 + αηs)R(s) with αη = 1.32(13)GeV
−2. Note that in
view of (45) and taking into account only terms linear in
s, Pη(s) = 1 + (αη + αV )s. The rest of the parameters
from (42) and (45) are given in Table I.
For numerical reasons, the spectral function for the
broad ρ resonance may be fitted, since it is much faster to
numerically integrate the analytical expression compared
to the dispersive data interpolation. To this extent, it is
9P κ αV [GeV
−2] wω wφ
η 0.56 0.115 0.78(4)× 1
8
0.75(3)× (− 2
8
)
η′ 0.415 0.09 1.27(7)× 1
14
0.54(2)× 4
14
Table I. Values for w are taken from [4] and values of κ were
calculated using the following prescription therein: κη(′) =
eAη
(′)
ππγF
2
π/A
η(′)
γγ . The numerical value of α
η
V was estimated
from the fit in the upper panel of Fig. 1 in [4] and the value
of αη
′
V is based on values tabulated in [5].
necessary to model the resonance peak behavior. The
following function copies the dispersive shape of A1 sat-
isfactorily:
A1(s) ≃
[
a0 + a1s+ (a2s)
2 + (a3s)
3
]A(s;Mρ,Γρ(s)) .
(46)
The energy dependence of the width of the ρ meson —
assuming the main contribution comes from the 2π-decay
— can be expressed as
Γρ(s) ≡ ΓρMρ√
s
[
s− 4m2π
M2ρ − 4m2π
]3/2
≃ Γρ Mρ√
M2ρ − 4m2π
(
1− 4m
2
π
2s
)[
s− 4m2π
M2ρ − 4m2π
]
.
(47)
The advantage of the latter approximation is the fact,
that when we insert it into (46) and subsequently into
(41), the form factor F(q2) can be evaluated analytically.
This speeds up the numerics even further. The values of
the fit are shown in Table II. For the η′ case, the formula
P a0 a1 [GeV
−2] a2 [GeV
−2] a3 [GeV
−2]
η 3.336 -6.364 2.622 -1.342
η′ 2.333 -4.969 2.261 -1.240
Table II. The fitted values of ansatz (46) for the spectral
function A1.
(45) is compared to the fit in the upper panel of Fig. 3.
The dispersive integral I(s) of the final spectral function
A(s) is then shown in the second panel of Fig. 3.
Let us now show, how the matrix element squared
looks like in the spectral representation. For the sake
of writing down its structure, we recast (34) as
iMBS = F(E)
E
IE +
F(F )
F
IF (48)
where we have used the shorthand notation E = (l+ p+
q)2+ iǫ and F = (k+p+ q)2+ iǫ and defined IE ≡ I(k, l)
and IF ≡ I(l, k). After inserting the representation of
−A
1
(s
)
[G
eV
−
2
]
s [GeV2]
10−4
10−3
10−2
10−1
1
0.2 0.4 0.6 0.8 1.0
I(
s)
[G
eV
−
2
]
s [GeV2]
-20
-10
0
10
20
30
40
0.2 0.4 0.6 0.8 1
Figure 3. The fit and the dispersive integral of the spectral
function for the η′ case. In the first panel we display the fit
of the spectral function A1(s). The curve based on Eq. (45)
(shown as a dashed line) is compared to the fit based on the
ansatz (46) (shown as a solid line). In the second panel one
can find the dispersive integral I(s) as it is defined in (41):
ReI(s) is shown as a solid line and ImI(s) as a dashed line.
the form factor (41) we get
iMBS
F(0) =
[
1
E
+
∫ Λ2
4m2π
dsA(s) 1
E − s+ iǫ
]
IE+(E ↔ F ) .
(49)
An attentive reader might have noticed that in the previ-
ous formula the explicit iǫ is not necessary. At the same
time, it might be sensible to explicitly write the infinites-
imal imaginary part of the propagator in the following
expressions. To avoid any potential confusion further
on, let us define e ≡ ReE and, similarly, f ≡ ReF .
After the operator J is applied on the matrix element
squared and summed over all the spins and polarizations
|MBS|2 ≡
∑
sp., pol. |MBS|2, we can actually use the sym-
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metry k ↔ l ⇔ E ↔ F term by term, which results into
J
{
|MBS|2
F2(0)
}
= 2ReJ
{[
1
|E|2 + 2
1
E∗
∫ A(s) ds
e − s+ iǫ
+
∫∫ A(s) ds
e− s+ iǫ
A(s′) ds′
e − s′ − iǫ′
]
|IE|2
+
[
1
EF ∗
+ 2
1
F ∗
∫ A(s) ds
e− s+ iǫ
+
∫∫ A(s) ds
e− s+ iǫ
A(s′) ds′
f − s′ − iǫ′
]
IEI∗F
}
.
(50)
In order to perform the integrations of the J operator
on the respective terms, we need to do a few fraction-
product decompositions; the procedure is described in
detail in Appendix D. Taking also into account that
Re
∫∫
ds ds′
A(s)A(s′)
s− s′ − i(ǫ+ ǫ′) = −π Im
∫
dsA2(s) = 0 ,
(51)
we can rewrite (50) into
J
{
|MBS|2
F2(0)
}
= 4ReJ
{[
1
2
1
|E|2
+
∫
dsA(s)
[
1
s
+ I∗(s)
](
1
e− s+ iǫ −
1
E∗
)]
|IE|2
+
[
1
V0
1
E
+ I∗(V0) 1
E
+
∫
ds
A(s)
V0 − s+ iǫ
1
e− s+ iǫ
+
∫
dsA(s)Re{I(V0 − s)} 1
e− s+ iǫ
]
IEI∗F
}
.
(52)
Following the definition (41), we made use of the fact
that
I(s) = p. v.
∫ Λ2
4m2π
ds′
A(s′)
s− s′ − iπA(s) . (53)
With the previous simplifications (43), (46) and (47), the
above integral can be evaluated analytically which speeds
up the time-demanding numerics.
For the sake of integrating out the bremsstrahlung pho-
ton it is convenient to define the following three rescaled
parts of the matrix element squared:
e8
4
TrE2 ≡
|IE|2
|E|2 , (54)
e8
4
TrE(s) ≡ |IE|
2
e− s+ iǫ , (55)
e8
4
TrEF(s) ≡ IEI
∗
F
e− s+ iǫ . (56)
One gets the remaining building blocks of (52) by per-
forming the limit s → 0, i.e. taking TrE(0) and TrEF(0).
Note that it does not matter if one uses 1/E∗ or simply
1/E for the Feynman propagators in the definitions of
TrE(0) and TrEF(0) since these give real contributions.
The name Tr is chosen to be in agreement with [3]. Note
that the original work of Mikaelian and Smith (M&S)
— which in some sense corresponds to A(s) = 0 since
the form factor could have been factorized out — is con-
nected with the previous definitions through
|MM&SBS |2 =
e8
4
∣∣F(M2Px)∣∣2 TrM&S , (57)
where
J
{
TrM&S
}
= 4J
{
1
2
TrE2 +
TrEF(0)
M2P (1 + x− xγ)
}
. (58)
For numerical reasons, the integration of the resulting
expression is performed term by term. We can name
these terms for further convenience. Consequently, we
write
J
{
|MBS|2
F2(0)
}
≡ e
8
4
Re J{Tr} , Tr = 4
∑
i
ti , (59)
where
t1a =
1
2
TrE2 , t1b =
1
V0
TrEF(0) , (60)
t2 =
∫
dsA(s)
[
1
s
+ I∗(s)
]
[TrE(s)− TrE(0)] , (61)
t3a = I∗(V0)TrEF(0) , t3b =
∫
ds
A(s)
V0 − s+ iǫ TrEF(s) ,
(62)
t4 =
∫
dsA(s)Re{I(V0 − s)}TrEF(s) . (63)
Terms t1a and t1b are the only ones present in the M&S
case. Terms t1a and t2 are dominant. By construction
(cf. (D6)), terms t3a and t3b belong together since sepa-
rately they develop peaks which are exactly compensated
only in the sum. Let us mention that for the purpose of
(59), in t3a it is sufficient to take only the real part of
I(V0) since TrEF(0) gives only a real-part contribution.
For the correction δBS(x, y) it holds
δBS(x, y) ∼
∫
J
{
|MBS(x, y; k, l)|2
F2(0)
}
dxγ . (64)
Together with (D6) this suggests that we need to per-
form five subsequent integrations: two nontrivial analyt-
ical ones are implicitly hidden in the J operator and at
least two need to be inevitably performed numerically.
Let us briefly look at the explicit integral structure —
for instance on the case of t4 — and how it contributes
to the bremsstrahlung correction. In terms of definitions
(53) and (56) we have
δBSt4 (x, y)
∼ Re
∫∫
A(s) Re{I(V0 − s)} J{TrEF(s)} dxγ ds .
(65)
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The term Re{I(V0 − s)} can be evaluated analytically
by taking the fit (46) of the spectral function instead
of its numerical form (45) given by the term containing
the Omne`s function. This procedure significantly speeds
up the numerics. The evaluation of J{TrEF(s)} is per-
formed analytically and the strategy is similar to the one
used in [1]. Our goal is to rewrite the expressions under
consideration into basic integrals, which are then listed
in Appendix D of [1] and Appendix C of the presented
work. For this purpose, symmetries and properties of op-
erator J are used together with the reduction procedure
described in detail in Section V of [1] and summarized in
Appendix B therein. Due to the presence of the effective
mass s in the denominators, this procedure needs to be
slightly modified since now also E − s appears instead of
simple E. As a trivial example, we choose the following
reduction:
J
{
1
AB(E − s)
}
=
1
M2Px− s+ iǫ
×
[
J
{
1
AB
}
− 2J
{
1
A(E − s)
}
− 2J
{
1
B(E − s)
}]
.
(66)
Note also that the IR-divergent terms (those which di-
verge after integrating over xγ) need to be treated sepa-
rately. The current case is discussed in Appendix B. For
further details and an introduction we refer an interested
reader to [1].
To conclude, let us finally write the bremsstrahlung
contribution to the radiative corrections (cf. (37) in [1]):
δBS(x, y) =
1
64
α
π
4x
(1− x)2
∣∣∣∣ F(0)F(M2Px)
∣∣∣∣
2
4
∫ ∑
i J{ti} dxγ[
1 + y2 +
ν2
ℓ
x
] ,
(67)
where index i runs over all the subscripts appear-
ing in definitions (60)-(63): 1a, 1b (the form-factor-
independent parts) and 2, 3a, 3b and 4 (the form-factor-
dependent parts).
VI. RESULTS
In the previous sections, we discussed the three main
parts of radiative corrections as we referred to them
in (10), i.e. the virtual corrections in Section III, the
1γIR correction in Section IV and the bremsstrahlung
in Section V. In order to get the final result, one then
simply sums over the partial results: Eqs. (18), (33)
and (67). Let us now comment once again on these
contributions in detail. The model-independent expres-
sion for the virtual corrections (18) includes the pho-
ton self-energy contribution (12), consisting of the exact
(at NLO) leptonic (17) and the experimental-data-based
hadronic (15) parts, and the vertex correction expressed
in terms of the F1 and F2 form factors. The expressions
for these form factors can be found in [1]; in particular
see Eqs. (22) and (23) therein. The form factor F1 then
contains the IR-divergent piece which cancels with the
corresponding term stemming from the bremsstrahlung
contribution, as shown at the end of Appendix B. The
bremsstrahlung contribution (67) itself consists of the
fully model-independent ingredients (60), already present
in the M&S case, and the pieces (61-63) that still con-
tain some model dependence, though mitigated by our
dispersive, data-driven input. All the necessary defini-
tions are then presented in Appendices B and C. Finally,
for the model-dependent 1γIR contribution (33) we used
the VMD-inspired model discussed in Appendix E. Let
us again stress at this point that we used a rather general
approach applicable for a wide family of rational models.
The final result within a particular model can then be
found as an appropriate linear combination of the build-
ing blocks (30), with the form factors A and T defined
in Appendix A. As another example of a suitable model
we mention the one based on the Resonance Chiral The-
ory framework [19]. There are other — data-driven —
models [20, 21], which are then not directly applicable
using the presented approach. However, we expect that
different models would lead to compatible values in the
numerical results.
The overall NLO radiative corrections to the two-fold
differential decay widths and their comparison to the
main constituents are shown, for the case y = 0, in
Fig. 4. In light of a direct comparison of our results
for the η → e+e−γ process to the previous work [6],
we can mention a significant difference between both ap-
proaches. Taking into account all the discussed contri-
butions, a table of values of corrections δ(x, y) to the
process η → e+e−γ similar to the one provided in the
original work [6] can be produced at the very same points;
see Table III. The difference can then be seen even more
explicitly when comparing directly the corresponding val-
ues in Table III with Table I in [6]. In the same manner,
values for the decay η → µ+µ−γ are presented in Ta-
ble IV. From the plots in the bottom panels in Fig. 4 we
can see that for the case of an η′ meson, such a table
would need to be much denser to cover the wiggle be-
havior. For this reason, the table-like plots were created,
which show the overall NLO radiative corrections for var-
ious values of y; see Fig. 5. To fully complement these
figures, the standard tables of values, where the wiggle
region is left out, are provided likewise; see Tables V and
VI.
In Fig. 4 we can see that the 1γIR correction has an
intriguing character. For the decays η(′) → e+e−γ it is
negative for the whole range of values of x and enhances
thus the effect of the M&S-like corrections which are also
negative in a wide range of x. On the other hand, for the
process η(′) → µ+µ−γ the situation is different due to
higher masses involved. In this case, δ1γIR is very close
to zero, mostly slightly negative, but then it starts to be
significantly positive. Its dominant behavior for large x
contributes to the fact that δ(x, y) is positive over nearly
the whole range of x.
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The form-factor effects are significant and shown in
Fig. 4 as large-spaced dotted lines. Out of these con-
tributions, δBSt2 is most prominent and responsible — to-
gether with the hadronic part of the vacuum polarization
— for the wiggles in the case of η′ decays. The terms
δBSt3a + δ
BS
t3b
and δBSt4 are on the other hand — although
being most complicated and time consuming to calculate
— rather suppressed. Together with another numerically
small contribution to the bremsstrahlung correction, δBSt1b ,
they can be even considered negligible in the case of the
η(′) → µ+µ−γ. In the case of the decays into electrons,
the considered correction is of order 0.1% for small |y|,
otherwise negligible, too. Except for the already men-
tioned form-factor-dependent term δBSt2 , there is then only
one significant contribution to the bremsstrahlung cor-
rection δBSt1a , which comes with its separately treated IR-
divergent counterpart δBSD .
In order to fully understand the effect of the amusingly
looking wiggles showed in Fig. 4 and Fig. 5 and eventually
appreciate the size of the calculated radiative corrections,
we present the differential decay widths in Fig. 6. In these
plots, we can see a direct comparison of the LO and NLO
decay widths, together with their sum. In general, the
total radiative corrections look rather negligible, with an
exception of the process η′ → e+e−γ. In this case, the
corrections are significant and the NLO differential decay
width is sizable compared to the LO width. The wiggles,
which appear only in the η′ case, then contribute in such
a way that they change the shape of the resonance peaks
and make them smaller. In particular, Fig. 6c shows
that the height of the ω peak is considerably influenced
by the radiative corrections. This might be interesting
for the extraction of ω properties or of the ω-η′ interplay.
One might deduce such information from η′ → ωγ →
e+e−γ or from η′ → ωγ → π+π−π0γ. It can be expected
that the radiative corrections are different for these two
decay branches. Ignoring such radiative corrections in
the analyses of these decays might lead to contradictory
conclusions.
Finally, let us shortly mention that the hadronic part
of the vacuum polarization has, in contrary to the η case,
a significant impact on the corrections for the η′ decays,
with up to a ∼5% effect in the M2η′x ≃M2ω region.
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Figure 4. The overall NLO correction δ(x, 0) (solid line) in comparison to its constituents for the decays η(′) → ℓ+ℓ−γ. The
sum δvirt|Π=ΠL + δBSD + δBSt1a + δBSt1b is depicted as a dashed line. It would have directly corresponded to the M&S correc-
tion [6] if muon loops had been included to the vacuum polarization and higher orders in lepton masses (O(ν4ℓ )) had not
been neglected in [6]. This contribution also includes the IR-divergent part of the bremsstrahlung. The hadronic contribution
δvirtH ≡ δvirt − δvirt|Π=ΠL = δvirtΠ − δvirtΠL to the virtual radiative corrections is shown as a small-spaced dotted line. The part of
the bremsstrahlung correction which is dependent on the model of the form factor and is nonzero for any nonvanishing spectral
function and which corresponds to the sum δBSt2 + δ
BS
t3a
+ δBSt3b + δ
BS
t4
is shown as a large-spaced dotted line. The one-photon-
irreducible contribution δ1γIR is then shown as a dash-dot line. The divergent behavior of δ(x) near x = ν2ℓ has its origin in
the electromagnetic form factor F1(x) and is connected to the Coulomb self-interaction of the dilepton at threshold.
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Figure 5. The NLO radiative corrections δ(x, y) given in percent for η′ → ℓ+ℓ−γ processes. Different lines correspond to
different values of y. These start at y = 0 and are equidistantly separated by 0.1. The last value is y = 0.99 for the electrons
and y = 0.95 for the muons due to kinematical restrictions. The corrections (integrably) diverge at x → ν2ℓ , which happens
only for y = 0 since for y > 0, x = ν2ℓ is not kinematically allowed: indeed, for given x, |y| < β(x) and β(ν2ℓ ) = 0. These plots
are complementary to Tabs. V and VI, in which the wiggle structure could not be precisely covered.
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Figure 6. The two-fold differential decay widths dΓ(x, 0) at NLO (solid line) and its constituents for the η(′) → ℓ+ℓ−γ decays.
The LO differential decay width for y = 0 is shown as a dotted line. The corresponding NLO contribution to the differential
decay width is represented by a dashed line.
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Table III. The overall NLO correction δ(x, y) given in percent for a range of values of x and y (i.e. the Dalitz-plot corrections)
for the process η → e+e−γ. It is sufficient to show the results only for positive values of y since the corrections are symmetric
under y → −y. The larger values at the edge of the kinematical region (as x → 1) are naturally present due to the fact that
the correction itself is defined as a ratio of the NLO and LO decay widths which both vanish for x → 1. The LO differential
decay width, however, approaches zero much faster than the interference term of the LO graph with the 1γIR one. Let us also
note that these larger values are beyond any practical significance in the final spectrum (see Fig. 6).
❍
❍
❍x
y
0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 0.99
0.01 4.00 3.92 3.72 3.47 3.17 2.82 2.39 1.82 0.96 −0.63 −6.83
0.02 4.02 3.95 3.79 3.54 3.24 2.88 2.42 1.80 0.88 −0.81 −7.36
0.03 3.90 3.84 3.69 3.46 3.16 2.79 2.32 1.69 0.74 −1.02 −7.77
0.04 3.75 3.70 3.55 3.33 3.04 2.67 2.19 1.55 0.57 −1.22 −8.11
0.05 3.59 3.54 3.41 3.19 2.91 2.54 2.05 1.40 0.41 −1.42 −8.42
0.06 3.43 3.39 3.26 3.05 2.77 2.40 1.91 1.25 0.25 −1.60 −8.70
0.07 3.28 3.23 3.11 2.91 2.63 2.26 1.77 1.10 0.09 −1.78 −8.96
0.08 3.13 3.09 2.97 2.77 2.49 2.12 1.64 0.96 −0.06 −1.95 −9.21
0.09 2.98 2.94 2.83 2.63 2.36 1.99 1.50 0.82 −0.21 −2.12 −9.44
0.10 2.84 2.80 2.68 2.49 2.22 1.85 1.36 0.68 −0.36 −2.29 −9.66
0.15 1.87 1.83 1.72 1.54 1.27 0.91 0.41 −0.29 −1.36 −3.34 −10.9
0.20 1.34 1.30 1.19 1.01 0.74 0.38 −0.13 −0.84 −1.93 −3.96 −11.7
0.25 0.71 0.68 0.57 0.39 0.12 −0.25 −0.76 −1.48 −2.58 −4.65 −12.6
0.30 0.03 −0.00 −0.11 −0.29 −0.55 −0.92 −1.43 −2.16 −3.28 −5.38 −13.4
0.35 −0.71 −0.74 −0.85 −1.03 −1.29 −1.66 −2.17 −2.91 −4.04 −6.16 −14.3
0.40 −1.52 −1.55 −1.65 −1.83 −2.09 −2.46 −2.98 −3.71 −4.85 −7.00 −15.2
0.45 −2.39 −2.42 −2.52 −2.70 −2.96 −3.32 −3.84 −4.58 −5.73 −7.89 −16.2
0.50 −3.34 −3.37 −3.47 −3.64 −3.90 −4.26 −4.77 −5.51 −6.67 −8.84 −17.2
0.55 −4.37 −4.40 −4.50 −4.67 −4.92 −5.28 −5.79 −6.53 −7.68 −9.87 −18.3
0.60 −5.51 −5.54 −5.63 −5.80 −6.04 −6.40 −6.90 −7.64 −8.80 −11.0 −19.5
0.65 −6.78 −6.81 −6.90 −7.05 −7.29 −7.64 −8.14 −8.87 −10.0 −12.2 −20.8
0.70 −8.22 −8.24 −8.33 −8.48 −8.71 −9.04 −9.53 −10.3 −11.4 −13.6 −22.2
0.75 −9.88 −9.90 −9.98 −10.1 −10.3 −10.7 −11.1 −11.9 −13.0 −15.2 −23.8
0.80 −11.9 −11.9 −12.0 −12.1 −12.3 −12.6 −13.1 −13.8 −14.9 −17.2 −25.8
0.85 −14.4 −14.4 −14.5 −14.6 −14.8 −15.1 −15.5 −16.2 −17.3 −19.6 −28.3
0.90 −17.9 −17.9 −18.0 −18.1 −18.2 −18.5 −18.9 −19.6 −20.7 −22.9 −31.7
0.95 −24.3 −24.3 −24.3 −24.3 −24.4 −24.6 −24.9 −25.5 −26.6 −28.7 −37.6
0.99 −45.5 −45.4 −45.1 −44.7 −44.3 −43.9 −43.6 −43.6 −44.1 −45.8 −54.5
Table IV. The overall NLO correction δ(x, y) given in percent for the process η → µ+µ−γ. The dot-filled entries correspond
to kinematically forbidden combinations of x and y. See also the caption of Table III for more details.
❍
❍
❍x
y
0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90
0.15 12.9 ... ... ... ... ... ... ... ... ...
0.16 4.69 4.67 4.65 ... ... ... ... ... ... ...
0.17 3.68 3.67 3.65 3.60 ... ... ... ... ... ...
0.18 3.23 3.22 3.21 3.18 3.01 ... ... ... ... ...
0.19 2.97 2.96 2.96 2.93 2.85 ... ... ... ... ...
0.20 2.78 2.78 2.78 2.76 2.71 2.26 ... ... ... ...
0.21 2.65 2.65 2.65 2.64 2.59 2.41 ... ... ... ...
0.22 2.54 2.54 2.54 2.53 2.50 2.37 ... ... ... ...
0.23 2.45 2.45 2.45 2.45 2.42 2.32 ... ... ... ...
0.24 2.37 2.37 2.38 2.37 2.35 2.26 1.81 ... ... ...
0.25 2.30 2.30 2.30 2.30 2.28 2.21 1.90 ... ... ...
0.30 2.04 2.04 2.05 2.05 2.04 2.00 1.86 1.01 ... ...
0.35 1.82 1.82 1.83 1.84 1.84 1.80 1.70 1.36 ... ...
0.40 1.61 1.61 1.62 1.63 1.63 1.61 1.52 1.28 ... ...
0.45 1.39 1.39 1.40 1.42 1.42 1.40 1.33 1.14 0.20 ...
0.50 1.16 1.16 1.18 1.19 1.20 1.19 1.13 0.96 0.35 ...
0.55 0.92 0.92 0.94 0.95 0.96 0.96 0.91 0.76 0.28 ...
0.60 0.66 0.67 0.68 0.70 0.72 0.71 0.67 0.55 0.15 ...
0.65 0.39 0.40 0.42 0.44 0.46 0.46 0.43 0.32 −0.02 ...
0.70 0.11 0.12 0.13 0.16 0.18 0.19 0.17 0.07 −0.21 ...
0.75 −0.18 −0.18 −0.16 −0.13 −0.11 −0.09 −0.11 −0.18 −0.41 ...
0.80 −0.48 −0.47 −0.45 −0.43 −0.40 −0.38 −0.38 −0.44 −0.61 −3.20
0.85 −0.75 −0.74 −0.72 −0.70 −0.67 −0.65 −0.64 −0.66 −0.77 −2.07
0.90 −0.91 −0.90 −0.89 −0.87 −0.84 −0.81 −0.79 −0.76 −0.74 −1.28
0.95 −0.53 −0.53 −0.52 −0.50 −0.47 −0.41 −0.32 −0.14 0.24 1.07
0.99 5.54 5.56 5.62 5.75 5.99 6.43 7.23 8.76 12.1 22.4
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Table V. The overall NLO correction δ(x, y) given in percent for the process η′ → e+e−γ. See also the caption of Table III for
more details.
❍
❍
❍x
y
0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 0.99
0.01 4.66 4.56 4.33 4.02 3.67 3.26 2.77 2.11 1.13 −0.64 −7.44
0.05 4.51 4.45 4.28 4.02 3.68 3.23 2.67 1.89 0.72 −1.31 −9.04
0.10 4.95 4.90 4.74 4.49 4.15 3.68 3.13 2.14 0.87 −1.29 −9.51
0.15 5.22 5.17 5.01 4.75 4.37 3.86 3.17 2.09 0.75 −1.50 −10.1
0.20 5.49 5.43 5.26 4.95 4.48 4.06 3.03 1.91 0.51 −1.83 −10.7
0.25 5.79 5.72 5.49 5.08 4.82 3.87 2.78 1.63 0.18 −2.26 −11.3
0.30 6.07 5.96 5.62 5.30 4.68 3.55 2.43 1.24 −0.26 −2.79 −12.1
0.35 6.12 5.97 5.75 5.37 4.21 3.07 1.94 0.71 −0.86 −3.49 −13.0
0.40 5.64 5.84 5.66 4.59 3.46 2.35 1.21 −0.06 −1.69 −4.42 −14.1
0.45 6.02 4.96 4.11 3.20 2.23 1.20 0.10 −1.19 −2.88 −5.69 −15.4
0.50 3.60 3.49 2.00 1.00 0.22 −0.62 −1.61 −2.85 −4.53 −7.35 −17.1
0.55 0.05 0.07 0.11 −0.09 −1.92 −2.93 −3.80 −4.89 −6.45 −9.18 −18.7
0.60 −1.17 −1.13 −1.02 −0.88 −0.79 −0.97 −3.17 −5.37 −7.09 −9.78 −19.2
0.70 −11.1 −11.1 −11.1 −11.0 −11.0 −11.1 −11.2 −11.5 −12.2 −13.7 −21.1
0.75 −10.9 −10.9 −10.9 −10.9 −10.9 −11.0 −11.2 −11.6 −12.4 −14.2 −22.0
0.80 −12.2 −12.2 −12.1 −12.1 −12.2 −12.3 −12.5 −13.0 −13.8 −15.7 −23.6
0.85 −13.9 −13.9 −13.9 −13.9 −14.0 −14.1 −14.4 −14.8 −15.7 −17.6 −25.5
0.90 −16.5 −16.5 −16.5 −16.5 −16.6 −16.8 −17.0 −17.5 −18.4 −20.3 −28.1
0.95 −22.2 −22.2 −22.2 −22.2 −22.2 −22.3 −22.6 −23.0 −23.9 −25.7 −33.4
0.99 −55.8 −55.6 −55.0 −54.0 −52.9 −51.8 −50.7 −49.9 −49.5 −50.2 −56.6
Table VI. The overall NLO correction δ(x, y) given in percent for the process η′ → µ+µ−γ. The dot-filled entries correspond
to kinematically forbidden combinations of x and y. See also the caption of Table III for more details.
❍
❍
❍x
y
0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 0.95
0.05 7.47 7.35 ... ... ... ... ... ... ... ... ...
0.10 2.63 2.63 2.61 2.57 2.51 2.39 2.17 1.36 ... ... ...
0.15 2.56 2.56 2.54 2.51 2.45 2.33 2.14 1.79 0.65 ... ...
0.20 2.54 2.54 2.52 2.47 2.40 2.26 2.06 1.72 0.99 ... ...
0.25 2.51 2.50 2.47 2.41 2.31 2.16 1.95 1.60 0.92 ... ...
0.30 2.44 2.43 2.39 2.31 2.18 2.01 1.78 1.42 0.75 −1.48 ...
0.35 2.30 2.28 2.24 2.12 1.98 1.81 1.56 1.18 0.52 −1.33 ...
0.40 2.04 2.03 1.94 1.82 1.69 1.51 1.25 0.87 0.21 −1.47 ...
0.45 1.65 1.56 1.46 1.36 1.24 1.07 0.83 0.45 −0.19 −1.73 ...
0.50 0.91 0.92 0.88 0.77 0.65 0.51 0.29 −0.06 −0.65 −2.05 −10.3
0.55 0.26 0.28 0.32 0.36 0.24 0.05 −0.16 −0.46 −0.99 −2.22 −5.37
0.60 0.58 0.59 0.64 0.70 0.76 0.79 0.54 0.07 −0.51 −1.68 −4.11
0.70 2.76 2.76 2.78 2.80 2.83 2.86 2.87 2.86 2.79 2.52 1.68
0.75 2.61 2.62 2.63 2.66 2.69 2.72 2.73 2.73 2.68 2.51 2.06
0.80 2.54 2.55 2.56 2.58 2.60 2.63 2.65 2.66 2.67 2.77 2.96
0.85 2.77 2.77 2.77 2.78 2.79 2.80 2.83 2.88 3.02 3.61 4.95
0.90 3.82 3.82 3.80 3.77 3.75 3.75 3.80 3.95 4.42 6.18 10.1
0.95 8.11 8.08 8.01 7.91 7.83 7.83 8.02 8.62 10.3 16.1 28.7
0.99 38.4 38.4 38.3 38.4 38.7 39.7 42.1 47.2 59.1 98.2 179.
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Appendix A: Matrix element of the one-photon-irreducible contribution
The building-block matrix element for the one-photon-irreducible contribution can be expressed in terms of scalar
form factors in the following (manifestly gauge-invariant) way (cf. (24) in [1]):
iMh1γIR
[
g(M21 ,M
2
2 )
]
(p, q, k) = − ie
5
2
Fπ0γ∗γ∗(0, 0)ǫ∗ρ(k)
×
{
P
[
g(M21 ,M
2
2 )
]
(x, y) [(k · p) qρ − (k · q) pρ] [u¯(p,m)γ5v(q,m)]
+A
[
g(M21 ,M
2
2 )
]
(x, y)
[
u¯(p,m) [γρ (k · p)− pρ/k] γ5v(q,m)
]
−A[g(M21 ,M22 )](x,−y)[u¯(p,m) [γρ (k · q)− qρ/k] γ5v(q,m)]
+ T
[
g(M21 ,M
2
2 )
]
(x, y) [u¯(p,m)γρ/kγ5v(q,m)]
}
.
(A1)
The form factor P does not contribute to δ1γIR, so we do not include it in this appendix. Note also that only the box
diagram (see Fig. 2d) contributes to A(x, y). Let us also define the two-point (bubble) scalar one-loop integral as a
reference point for the used notation:
iπ2B0(0,m
2,m2) ≡ (2πµ)4−d
∫
ddl
[l2 −m2 + iǫ]2 = iπ
2
[
1
ε
− γE + log 4π + log µ
2
m2
]
. (A2)
Above, we have introduced ε = 2− d/2. Before providing the final expressions, let us define
σ+± ≡ 2− (1 + x)(1 ± y) , (A3)
σ−± ≡ 2− (1− x)(1 ± y) . (A4)
Using the dimensional regularization, the dimensional reduction scheme [22, 23]) and Passarino–Veltman reduc-
tion [24], the explicit results for the two contributing form factors, A and T , in terms of scalar one-loop integrals read
(we use again for simplicity m ≡ mℓ, ν ≡ νℓ and M ≡MP )
M
2ν
{−16iπ2T [g(M21 ,M22 )](x, y)} =
−B0
(
0,M21 ,m
2
) (M21 −m2)
m2(1− x) (1− y2)
+B0
(
0,M22 ,m
2
) [ 1
2(1− x) (1− y2) −
1
2 (2− σ−+) + ν2
(
1 +
M22
M2
2
2− σ−+
)]
+ (y → −y, σ−+ → σ−−)
+B0
(
M2,M21 ,M
2
2
) [M22 −M21
M2
4
σ2−+ − 4ν2
]
+ (y → −y, σ−+ → σ−−)
+B0
(
m2,M21 ,m
2
)M21 −M22
M2
[
σ−+
σ2−+ − 4ν2
+
1
(1 − x) (1− y2)
]
+ (y → −y, σ−+ → σ−−)
+B0
(
m2,M21 ,m
2
) [ σ−+
σ2−+ − 4ν2
+
(
3− y + M
2
1
m2
)
1
(1 − x) (1− y2)
]
−B0
(
m2,M22 ,m
2
) [ σ−+
σ2−+ − 4ν2
− 1
2− σ−−
]
+
[
B0
(
M2
2
(1− x)(1 + y) +m2,M22 ,m2
)
−B0
(
M2
2
(1− x)(1 + y) +m2,M21 ,m2
)]
×
[
4− σ−+
σ2−+ − 4ν2
+
1
2− σ−+
]
+B0
(
M2
2
(1− x)(1 + y) +m2,M22 ,m2
)
×
[
M21 −M22
M2
(
4− σ−+
σ2−+ − 4ν2
− 1
2− σ−+
)
+
(
1 +
M22
M2
2
2− σ−+
)
1
2(2− σ−+) + ν2
]
+ (y → −y, σ−+ → σ−−)
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− C0
(
m2, 0,
M2
2
(1− x)(1 + y) +m2,M21 ,m2,m2
)
× (1 + y)
2 [x (1− y2)− ν2]
[
y
(
M22 −M21
)
+
(
2x+ (1− x)y2 − 2ν2)M2]+ (y → −y,M1 ↔M2)
+ C0
(
m2,M2,
M2
2
(1 − x)(1 + y) +m2,m2,M21 ,M22
){
λ
(
M2,M21 ,M
2
2
)
M2
(
2− σ−+
σ2−+ − 4ν2
− 1
2− σ−+
)
+ 4M21
2− σ−+
σ2−+ − 4ν2
− 1
M2
[
M42 −M41 −M2
(
2M22 −M2
)] 2
σ2−+ − 4ν2
}
+ C0
(
m2,M2,
M2
2
(1 − x)(1 + y) +m2,m2,M22 ,M21
){
M2
[
σ−+
σ2−+ − 4ν2
− y
1− x
(
2− y(1 + x)σ++
2 [x (1− y2)− ν2]
)]
+
(
M22 −M21
)( σ−+
σ2−+ − 4ν2
− 1
1− x
(
1− yσ++
2 [x (1− y2)− ν2]
))
−M22
4
σ2−+ − 4ν2
}
+ C0
(
m2,M2,
M2
2
(1 − x)(1 − y) +m2,m2,M21 ,M22
)
×
{(
M22 −M21
)2
M2
(
2− σ−−
σ2−− − 4ν2
− 1
2− σ−−
)
− M
4
2 −M41
M2
(
2
σ2−− − 4ν2
)
+
4M22 −M2
2− σ−−
+
(
M22 −M21
)( σ−−
σ2−− − 4ν2
− 1 + y
2− σ−− +
yσ+−
2(1− x) [x (1− y2)− ν2]
)
+
M2y
1− x
(
2 +
y(1 + x)σ+−
2 [x (1− y2)− ν2]
)}
+D0
(
m2,M2,m2, 0,
M2
2
(1− x)(1 − y) +m2, M
2
2
(1− x)(1 + y) +m2,m2,M21 ,M22 ,m2
)
× 1
4
[
y
2 (x (1− y2)− ν2)
{
y
(
1− y2) (1 + x)2M4 + 2M21 [2(1− y)M21 + 2yM22 − (1 + x)(1 − y)(1 + 3y)M2]}
− M2 {2M21 (2− 3y)−M2 (1− 2y2)}
]
+ (y → −y,M1 ↔M2) , (A5)
− M
2
4
(1− x){−16iπ2A[g(M21 ,M22 )](x, y)} = 11− y
+B0
(
0,M22 ,m
2
) 4 (M22 −m2)
M2
1
(1− y) [2 (2− σ−−) + ν2]
+B0
(
M2,M21 ,M
2
2
) 2 (M22 −M21 )
M2
(
σ−+ (4− σ−+)
σ++
(
σ2−+ − 4ν2
) − σ2−−
σ+−
(
σ2−− − 4ν2
) − 4xy(1 + y)
σ+−σ++ (x (1− y2)− ν2)
)
+B0
(
m2,M21 ,m
2
) 2ν2 (M22 −M21 )
M2(1 − x)
xσ−− − (1 + x)ν2(
σ2−− − 4ν2
)
[x (1− y2)− ν2]
+B0
(
m2,M22 ,m
2
){ 1
(1− x)(1 − y)2
(
2M22
M2
− ν2
)
− M
2
2 −M21
M2(1 − x)
[
1 + x
2
− 2
1− y −
(1− x)2
2(1 + x)
(
1− 4
(1− x)σ++
)(
1 +
4ν2
σ2−+ − 4ν2
)
− 2yx
2(1 + y)2
σ++ [x (1− y2)− ν2]
]}
+B0
(
M2
2
(1 − x)(1 + y) +m2,M21 ,m2
)
×
{
M22 −M21
2M2
[
1 + x
1− x −
1
σ++
(
σ−+ (4− σ−+)2
σ2−+ − 4ν2
− 4xy(1 + y)(2 − x(1 + y))
(1− x) [x (1− y2)− ν2]
)]}
+B0
(
M2
2
(1 − x)(1 − y) +m2,M22 ,m2
)
ν2
2(1− x)(1 − y)2
{
3− ν
2
2 (2− σ−−) + ν2
+
4
(
M22 −M21
)
M2
(1− y)
σ+−
[
(2− σ−−) (4− σ−−)
σ2−− − 4ν2
+
y[2− x(1 − y)]
x (1− y2)− ν2
]
− 2M
2
2
m2
(
1− ν
2
4 (2− σ−−) + 2ν2
)}
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+ C0
(
m2, 0,
M2
2
(1− x)(1 − y) +m2,M22 ,m2,m2
)
M2(1− y)
2 (x (1− y2)− ν2)2
{
2yν2
(
M22 −M21
)2
M4
− 2M
2
2
(
M22 −M21
)
M4
[
x(1 + y)2 − ν2]+ ν2
(
M22 −M21
)
M2
[
(1 + y)(x+ y)− ν2]
− [x (1− y2)− ν2] [2− σ−+
2
(
2− σ−− − 4M
2
2
M2
)
+ ν2
(
1− 2x
1− y
)
+
ν4
(1− y)2
]}
+ C0
(
m2, 0,
M2
2
(1− x)(1 + y) +m2,M21 ,m2,m2
)
M2(1 + y)
2 (x (1− y2)− ν2)2
{
2yν2
(
M22 −M21
)2
M4
− 2M
2
2
(
M22 −M21
)
M4
[
x(1 + y)2 − ν2]+ ν2
(
M22 −M21
)
M2
[
(1 + y)(x+ y)− ν2]
− [x (1− y2)− ν2] [2− σ−+
2
(
2− σ−− − 4M
2
2
M2
+
2ν2
1 + y
)]}
+ C0
(
m2,M2,
M2
2
(1− x)(1 − y) +m2,m2,M21 ,M22
)
M2
2
{
(1 + y)
(
1− (x + y − xy)2)+ 4yν2
2 [x (1− y2)− ν2]
+
(
M22 −M21
)2
M4
(
1 +
2
1− x
)
− 2M
2
1
M2
(
2 +
(1 + y)σ+−
x (1− y2)− ν2
)
− M
2
2 −M21
M2
σ2−−
σ+−
(
σ2−− − 4ν2
)
(
(2− σ−−)
(
M22 −M21 −M2
)
M2
− 2
(
M21 +M
2
2 −M2
)
M2
)
− M
2
2 −M21
M2(1 − x)
[
2− 3y − x(4 + y) + xy(1 + y)σ+−
(x (1− y2)− ν2)2
(
(1 + x)
(
1− y2)− 2((1− y)M21
M2
+ (1 + y)
M22
M2
))
+ (1 + y)
(2− x)(1 − x)2 + (3 + x2) y − x(1 + x)(1 − 3x)y2 − (1 + x)[1 + x(5 + 2x)]y3
σ+− [x (1− y2)− ν2]
]
+
2
(
M22 −M21
)
M2σ+−(1− x) [x (1− y2)− ν2]
×
[(
(1 + y)
M22
M2
− yM
2
1
M2
)[
x2(1− y)2 − 4x (1− y2)+ (1 + y)2]+ 2x(1 + y)2M22
M2
]}
+ C0
(
m2,M2,
M2
2
(1− x)(1 + y) +m2,m2,M22 ,M21
)
M2
2
{
(1 − y) (1− (x − y + xy)2)− 4yν2
2 [x (1− y2)− ν2]
−
(
M22 −M21
)2
M4
(
1 +
2
1− x
)
+
2M22
M2
(
2− (1 + y)σ++
x (1− y2)− ν2
)
− M
2
2 −M21
M2
σ−+(4− σ−+)
σ++
(
σ2−+ − 4ν2
)
(
(2− σ−+)
(
M22 −M21 +M2
)
M2
+
2
(
M21 +M
2
2 −M2
)
M2
)
− M
2
2 −M21
M2(1 − x)
[
2 + 3y + xy +
xy(1 + y)σ++
(x (1− y2)− ν2)2
(
(1 + x)
(
1− y2)− 2((1− y)M21
M2
+ (1 + y)
M22
M2
))
+ (1 + y)
x(1− x)2 − (1− 5x2) y + (2 + 5x− 3x3)y2 − (1 + x)[1 + x(5 + 2x)]y3
σ++ [x (1− y2)− ν2]
]
+
2
(
M22 −M21
)
M2σ++(1− x) [x (1− y2)− ν2]
×
[(
(1 + y)
M22
M2
− yM
2
1
M2
)[
x2(1 + y)2 − 4x (1− y2)+ (1− y)2]+ 2x(1 + y)2M22
M2
]}
+D0
(
m2,M2,m2, 0,
M2
2
(1 − x)(1 − y) +m2, M
2
2
(1− x)(1 + y) +m2,m2,M21 ,M22 ,m2
)
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× M
4
4 [x (1− y2)− ν2]
{
1
2
(1− x) (1− y2) [4ν2 + (2− σ−−) (2− σ−+)]+ 8M42
M4
(2− σ−+)
− 2M
2
1
M2
(1− x)(2 + y) [(1 − x) (1− y2)+ 2ν2]− 2
(
M22 −M21
)2
M4
(
ν2
(
1− y2) [x(1 − y) + 2y]− ν4(1− 3y)
x (1− y2)− ν2
)
− 2M
2
2
(
M22 −M21
)
M4
(
x(1− 3y)(1 + y)2 (2− σ−−)− ν2(1 + 3x)(1 + y)2 + 4ν4
x (1− y2)− ν2
)
− 4
(
M22 −M21
)
M2
[(
M21 (1− y) +M22 (1 + y)
)2
M4
(
1 +
xy(1 + y)
x (1− y2)− ν2
)
− M
2
1
M4
[
M21 (1 − y) +M22 (1 + y)
]]
− (1 + y) M
2
2 −M21
M2
(
3x(1− x)2 (1− y2)2 − ν2 (1− y2) (3− 13x+ 8x2 − (1− x)y) + ν4[5x+ y(3 + x) − 7]
x (1− y2)− ν2
)}
.
(A6)
Appendix B: Bremsstrahlung matrix element squared
In this appendix we provide explicit formulae for the building blocks of the bremsstrahlung invariant matrix element
squared, as described in Eqs. (52-63). If we generalize (54) to
e8
4
TrE2(s) ≡
|IE|2
(E − s)2 , (B1)
we only need to provide its explicit form in order to cover TrE2 and TrE(s) defined in (54) and (55). Indeed, one
can obtain TrE(s) by means of multiplying TrE2(s) by the appropriate propagator: TrE(s) = (E − s)TrE2(s). For
completeness, TrE2 = TrE2(0).
In the following expressions, as denoted below, the symmetries of the J operator were already taken into account
and the reduction procedure (in the sense of Appendix B of [1]) into the basic integrals was performed as well. Before
we get to the desired expressions, we need to define a complete set of the Feynman denominators (while suppressing
the ‘+iǫ’ part):
A = l · q , B = l · p , C = k · q , D = k · p , E = (p+ q + l)2 , F = (p+ q + k)2 . (B2)
For simplicity, in what follows we use m ≡ mℓ, ν ≡ νℓ and M ≡ MP . The term which includes squares of the
bremsstrahlung diagrams reads
J{TrE2(s)} = J
{
G2(s)TrD
+ 4M2
[
2s
M2
+ xγ − (1 − x)(1 − y)− ν
2
2
]
1
A
+ 8
B
A
− 2ν2M2 B
A2
− 16s 1
E − s − 8(s
2 +M4)
1
(E − s)2
+M4G2(s)
[(
1 +
ν2
2x
)
x2γ
AB
− [xγ + 2y(1− x)] ν
2
2x
xγ
A2
]
− ν
2
2x
[
6s2 − 4M2s g+ +M4 [1 + (1− g+)2] + 2ν2M2(s−M2)
][ M2x
A2(E − s) −G(s)
1
A2
]
− ν
2
2x2
[
2s3
M2
− 2s2g+ +M2s [1 + (1− g+)2] + ν2(s−M2)2
][
M4x2
A2(E − s)2 −G
2(s)
1
A2
]
+ 4M4
{
3s2
M4
− 2s
M2
(g+ − x) + h0 − h+G2(s) + ν2
[
(1 + xγ)− h− G
2(s)
2x
]
− ν
4
2
[
1− (1− x)2G
2(s)
x2
]}
1
A(E − s)
+ 4M6
{
s3
M6
− s
2
M4
(g+ − x) + s
M2
h0 − x{1− h+ [1−G(s)]}+ ν2
[
s
M2
(1 + xγ) +
h−
2
[1−G(s)]− 1
]
− ν
4
2
[
s
M2
+
(1− x)2
x
[1−G(s)] − 1
x
]}
1
A(E − s)2
+ (y → −y)
}
,
(B3)
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the IR-divergent part of which, up to G2(s) and the y → −y part, is given as
TrD =M
4(1 − x)2
(
1 + y2 +
ν2
x
)[(
1− ν
2
2x
)
1
AB
− ν
2
2x
1
A2
]
. (B4)
This is in agreement with Appendix A of [1] up to an additional factor of 1/2 visible in matching (58). Above, we
have used the following definitions:
G(s) ≡ M
2x
M2x− s+ iǫ , (B5)
v0 ≡ 1
2
(1 + x− xγ) , V0 = 2M2v0 , (B6)
g+ ≡ 2− xγ − (1 − x)(1 + y) = 2v0 − y(1− x) , (B7)
h0 ≡ 1− (1− x)(x − y)− xγ(1− xγ) + y2(1− x)2 , (B8)
h± ≡ x2γ + (1 − x)2
(
1± y2) . (B9)
The second building block which arises from the interference of bremsstrahlung diagrams under consideration can
be expressed as
J{TrEF(s)} = J
{
4(V0 − 2s)− 8
(
s2 − V0s+M4
) 1
(E − s)
+M2(V0 − 2s)
[
xγ − (1− x)(1 + y) + 2ν
2[1 + y(1− x)]
xγ − (1− x)(1 + y)
]
1
A
+
1
M2g+ − 2s
M8
2
[
4v20(v
2
0 − x)− (1− x)2y2(2v20 − x) +
1
4
(1− x)4y4
+
ν2
2
{
xγ
[
12v20 − 2(1 + x) + 2(1− x)2 + 4xγ − 3(1− x)2y2
]− xh−}
]
1
BC
+TrX(E−s)(s;A, x, 1) + TrX(E−s)(s;D, 1− xγ ,−1)
+ (y → −y)
}
,
(B10)
where we have defined the function
TrX(E−s)(s;X, x˜, ξ)
≡ 2
{
ξ(s−M2x˜)
{
s2 − V0s+ M
4
2
[
1 + (x − xγ)2
]}−M6xxγ(1 + x+ xγ) +M4y(1− x)[s−M2x˜− ξM2xxγ ]
+
1
2
ξ
(
s−M2x˜)M4y2(1− x)2 + 2M6xxγ(x2 + x2γ)
xγ − (1 − x)(1 + ξy) + ξ
2s(s− V0)(s2 − V0s+M4x)
M2g+ − 2s
+ M2ν2
[[
s2 − V0s+M4(x+ xγ)
] (
1− x+ xγ
xγ − (1 − x)(1 + ξy) + ξ
M2(x− 3xγ)
M2g+ − 2s
)
+ ξ
4M6x2γ
M2g+ − 2s
]}
1
X(E − s) .
(B11)
Needless to say, whenever (y → −y) appears above it applies for entire expressions. Let us note that after inserting
the expressions (B3) and (B10) into formula (58), one indeed recovers expressions presented in Appendix A of [1].
In (59), which we can reformulate into
J
{
|MBS|2
F2(0)
}
=
e8
4
Re J{Tr} , Tr = 4
∑
ti , (B12)
only t1a and t2 contribute to the overall IR-divergent part, which can be rewritten as
Trdiv = 4(tdiv1a + t
div
2 ) = 4
{
1
2
TrdivE2 +
∫
dsA(s)
[
1
s
+ I∗(s)
][
TrdivE (s)− TrdivE (0)
]}
. (B13)
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We already know that J{TrdivE2 } = J{TrD}+(y → −y); note that G(0) = 1. In addition, by definition, the IR-divergent
part of TrE(s) is given by the divergent part of (E − s)TrE2(s). To this, only TrdivE2 can contribute. Moreover, we
realize that E−s =M2x−s+2A+2B and that only its M2x−s+ iǫ part does not suppress the essentially divergent
terms 1/A2, 1/B2 and 1/AB appearing in TrdivE2 . Consequently, J{TrdivE (s)} = (M2x− s+ iǫ)G2(s)J{TrdivE2 }. We thus
find
J
{
Trdiv
}
= 2J
{
TrdivE2
}{
1 + 2
∫
dsA(s)
[
1
s
+ I∗(s)
][
(M2x− s+ iǫ)G2(s)−M2x]} , (B14)
which, using (B5) and (41), translates into
J
{
Trdiv
}
= 2J
{
TrdivE2
}{
1 + 2M2x
∫
ds
A(s)
M2x− s+ iǫ +
∫
ds
∫
ds′
A(s)A(s′)
s− s′ − iǫ
[
2sM2x
M2x− s+ iǫ
]}
. (B15)
Due to the symmetries of the double integral and the fact that in the end we are nevertheless interested only in the
real part, the term in the square brackets can be further recast into
2sM2x
M2x− s+ iǫ
eff
= −2M2x+ (M
2x)2
M2x− s+ iǫ −
(M2x)2
M2x− s′ − iǫ
eff
=
(M2x)2(s− s′ − iǫ)
(M2x− s+ iǫ)(M2x− s′ − iǫ) . (B16)
Taking the real part of the previous result, we finally get (cf. definition (41))
J
{
|MdivBS |2
}
=
e8
4
F2(0)Re J{Trdiv} = 2|F(M2x)|2[J{TrD}+ (y → −y)] (B17)
The form factor squared cancels after normalizing on the LO differential decay width and, subsequently, we get the
same δBSD (x, y) as in [1], Appendix A. This is the desired result, since δ
BS
D (x, y) contains the terms which exactly
cancel the IR divergences stemming from the virtual corrections: δBSD (x, y) + 2Re {F1(x)} is then IR-safe.
Let us recall that the integration of J{TrD} over xγ needs to be performed analytically. Note that it was only kept
as a part of J{TrE2(s)} since it also contributes to the IR-convergent part of J{TrE(s)}.
Appendix C: Basic J terms
In this appendix we provide a list of integrals gener-
ated by acting of operator J , which are not covered by
Appandix D in [1]. These appear as a consequence of
the generalization of the bremsstrahlung matrix element,
which was necessary in our current approach. This is con-
nected to the fact that we took the effect of vector-meson
resonances into account. First, let us recall that
A+ C =
M2
4
[(1 − x)(1 + y)− xγ ] , (C1)
B +D =
M2
4
[(1 − x)(1 − y)− xγ ] , (C2)
and define
W0 ≡ (A+ C) + (B +D) = M
2
2
(1− x− xγ) . (C3)
Next, we define functions K, P and Q in the following
manner:
K(a, b) ≡ 1
2b
[log(a+ b)− log(a− b)] , (C4)
P [g(s)] ≡ 2
w2(α1 − α2)
× [ log(1− α1)− log(1− α2)− log(−α1) + log(−α2)] ,
(C5)
where α1,2 =
1
2w2
(−w1 ±
√
w21 − 4w0w2) with
w2 = 2(B +D)g(s) + g
2(s) +m2M2xγ , (C6)
w1 = 2(A+ C)g(s) +M
2xγ(M
2x− 2m2) , (C7)
w0 = m
2M2xγ , (C8)
and finally
Q(u0, u1, u2; g(s)) = − 4
w21 − 4w0w2
×
{
u0 + u1 − u2 + (u0 + u1 + u2)(w2 − w0)
w0 + w1 + w2
− u0w1
w0
+
1
2
(2u2w0 − u1w1 + 2u0w2)P [g(s)]
}
.
(C9)
Furthermore, with the definitions
g(s) ≡M2x− s+ iǫ , (C10)
g˜(s) ≡M2(1− xγ)− s+ iǫ (C11)
at hand, we can express the missing basic J integrals as
J
[
1
E − s
]
= K
(
W0 + g(s),
√
W 20 −M4xxγ
)
,
(C12)
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J
[
1
A(E − s)
]
= P [g(s)] , (C13)
J
[
1
C(E − s)
]
= −P [−g˜(s)] , (C14)
J
[
1
D(E − s)
]
= J
[
1
C(E − s)
]
y→−y
, (C15)
J
[
1
A2(E − s)
]
= 2Q(v1, v2 − v1,−v2; g(s)) , (C16)
where we have used v1 = (A + C) and v2 = (B +D) +
g(s). Note that (C16) includes an IR-divergent part
J [1/A2]/g(s). Let us also mention that even though it
might seem like that after inspecting definition (B3) of
J{TrE2(s)}, it is not necessary to define other integrals,
e.g.
J
[
1
A(E − s)2
]
= Q(0, v1, v2; g(s)) , (C17)
since only TrE2(0) and (E−s)TrE2(s) appear in the final
expression for δBS(x, y). For completeness, let us take ad-
vantage of our notation and add that J [1/(C(E − s)2)] =
Q(0, v1, v2;−g˜(s)) . All the other terms can be found in
Appendix D of [1]. At this point, let us mention that
in [1], terms (D20) and (D21) were not listed properly
in light of definition (D1). It was not stated explicitly
that the second version of (D1) was used for evaluating
all the terms. This (second) version, however, equals to
the original definition
L(a, b) ≡ 1√
a2 − b log
∣∣∣∣∣a+
√
a2 − b
a−√a2 − b
∣∣∣∣∣ (C18)
only for a > 0, as mentioned in (D1). When a < 0,
an additional overall minus sign appears. This was not
emphasized and shall at least be clarified at this point.
Taking thus into account (C18), which is universal for
any a, we find
J
[
1
CE
]
= − 2
M4
L(ρ′, ν2xxγ) , (C19)
J
[
1
BC
]
= − 8
M4
L(ω, ν2xγω) . (C20)
Other expressions in Appendix D of [1] require no
changes. Let us also mention that one should indeed
get now (C19) by putting s→ 0 in (C14).
Appendix D: Partial fraction decompositions for the
bremsstrahlung matrix element squared
In this appendix we show how to rewrite the
bremsstrahlung matrix element squared (50) into a form
which will allow us to perform the integrations of the J
operator on the respective terms. To achieve this we need
to use a few fraction-product decompositions. First, we
take the simplest case:
1
e− s+ iǫ
1
E∗
=
1
s
[
1
e− s+ iǫ −
1
E∗
]
. (D1)
Note that E represents a Feynman denominator corre-
sponding to the virtual photon and in this and following
applications the difference between E and E∗ plays no
role. We also write s instead of s− i(ǫ + ǫ′) since s 6= 0
due to the positive limits of the integration. Similarly,
1
e− s+ iǫ
1
e − s′ − iǫ′
=
1
s− s′ − i(ǫ+ ǫ′)
[
1
e− s+ iǫ −
1
e − s′ − iǫ′
]
.
(D2)
In the denominators, ǫ and ǫ′ represent positive and in-
finitesimally small independent numbers and the numer-
ical result remains the same even when we assume for
simplicity that ǫ′ → ǫ. Now, we can use the fact that
this term is multiplied by two spectral functions A(s) and
A(s′) and integrated symmetrically over s and s′. After
we rename s ↔ s′ in the second term on the right-hand
side of (D2), we realize that due to the symmetric inte-
gration we obtain the complex conjugate of the first term.
Since we are anyway interested in the real part only, we
just get the factor of 2. In the following we use the knowl-
edge of the fact that e + f = M2P (1 + x − xγ) ≡ V0 is
a significant J-invariant combination of kinematical vari-
ables:
1
e − s+ iǫ
1
F ∗
=
1
V0 − s+ i(ǫ − ǫ′)
[
1
e− s+ iǫ +
1
F ∗
]
.
(D3)
Note that due to the presence of the J operator, we can
substitute 1/F ∗ by 1/E∗ on the right-hand side of the
previous equation. Above, ǫ′ is actually artificial and can
be safely sent to zero. This can be also seen due to some
other reasons. First, on the left-hand side we could have
already written f instead of F ∗. Another, more general,
reasoning is similar to the following case. The last term
which needs to be treated can be decomposed as
1
e− s+ iǫ
1
f − s′ − iǫ′ =
1
V0 − s− s′ + i(ǫ− ǫ′)
×
[
1
e− s+ iǫ +
1
f − s′ − iǫ′
]
.
(D4)
Again, ǫ and ǫ′ are infinitesimally small and independent.
For a moment we can assume these to be finite though
small. The left-hand side does obviously not depend nu-
merically on the fact if ǫ is greater or smaller than ǫ′ so
the apparent dependence of this type needs to be can-
celed on the right-hand side. For this purpose both of
the terms in the brackets are necessary. Without loss of
generality we can assume that ǫ > ǫ′ and put ǫ = ǫ′ + δ
with δ > 0 small. Since ǫ and ǫ′ can be arbitrary for (D4)
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to be valid, we can set ǫ ≃ ǫ′. In the corresponding limit
δ → 0 we can apply the Sochocki’s formula to find
1
e− s+ iǫ
1
f − s′ − iǫ′ ≃
[
1
e− s+ iǫ +
1
f − s′ − iǫ
]
×
[
p. v.
1
V0 − s− s′ − iπ sgn(ǫ− ǫ
′) δ
(
V0 − s− s′
)]
,
(D5)
where p. v. stands for the principal value. The part con-
taining the delta function then trivially vanishes (due to
the first bracket) together with the dependence on the
sign of the difference ǫ − ǫ′. Again, using the fact that
the integration is symmetric in s and s′ and that we can
on the right change F ∗ → E∗, we obtain the sum of a
term and its complex conjugate, which results in a factor
of 2 under the real-part operator; note that IEI∗F has no
(nonvanishing) imaginary part since it is related to the
tree diagram.
Taking into account the previous decompositions,
Eqs. (51) and (53), we can rewrite (50) as
J
{
|MBS|2
F2(0)
}
= 4ReJ
{[
1
2
1
|E|2 +
∫
dsA(s)
×
(
1
s
+
∫ A(s′) ds′
s− s′ − iǫ
)(
1
e− s+ iǫ −
1
E∗
)]
|IE|2
+
[
1
V0
1
E
+
∫
ds
A(s)
V0 − s+ iǫ
(
1
F ∗
+
1
e− s+ iǫ
)
+
∫∫
ds ds′ p. v.
A(s)A(s′)
V0 − s− s′
1
e− s+ iǫ
]
IEI∗F
}
.
(D6)
and consequently into (52).
Appendix E: VMD-inspired model for the η(′)
electromagnetic transition form factors
1. Introduction
For a phenomenological model of a transition between
the η(′) meson and virtual photons we need to take into
account a strange-quark content of η(′). It is more conve-
nient to work in the quark-flavor basis than in the octet-
singlet one [17, 18]. In such a basis, the vector currents
related to physical states of ω, ρ0 and φ mesons are iden-
tical to the basis currents. Having a standard definition
of vector currents and pseudoscalar densities in the octet-
singlet basis1(note that a = 0, 1, . . . , 8)
jaµ(x) ≡ q¯(x)γµT aq(x) , ja(x) ≡ q¯(x)iγ5T aq(x) , (E1)
we can write for the currents of our interest
jωµ =
1
2
[
u¯γµu+ d¯γµd
]
=
√
2
3
j0µ +
1√
3
j8µ ≡ jℓ0µ , (E2)
1 Our convention is γ5 = iγ0γ1γ2γ3.
jρ
0
µ =
1
2
[
u¯γµu− d¯γµd
]
= j3µ ≡ jℓ1µ , (E3)
jφµ =
1√
2
[
s¯γµs
]
=
1√
3
j0µ −
√
2
3
j8µ ≡ jsµ . (E4)
Note that for simplicity we have left out the spacetime
coordinates x of the currents and quark fields. Above,
we see the relations between neutral-meson-related vec-
tor currents, appropriate combinations of quark-flavor-
diagonal vector currents, their octet-singlet basis decom-
position and finally the quark-flavor basis definition. The
electromagnetic current reads
1
e
jemµ =
2
3
u¯γµu− 1
3
d¯γµd− 1
3
s¯γµs
=
1
3
jℓ0µ + j
ℓ1
µ −
√
2
3
jsµ .
(E5)
In the chiral limit, the PV V correlator Π(r2; p2, q2) is
defined in the octet-singlet basis by
dabcǫµναβp
αqβΠ(r2; p2, q2)
≡
∫
d4xd4y eip·x+iq·y〈0|T [ja(0)jbµ(x)jcν (y)]|0〉
(E6)
with r = p+ q. In the above formulae we have used
Tr
[
T a, T b
]
=
1
2
δab , dabc ≡ 2Tr[{T a, T b}T c] . (E7)
As it is common, T a ≡ λa/2 where λa denote the Gell-
Mann matrices in the flavor space and dabc are the U(3)
symmetric symbols.
If, for simplicity, we rewrite (E6) schematically as
corr(ja, jbµ, j
c
ν) = d
abcΠ , (E8)
then — using linearity and definitions (E2), (E3) and
(E4) — we get only three nontrivial combinations of cur-
rents in the quark-flavor basis:
corr(jℓ, jℓ0µ , j
ℓ0
ν ) = Π
ℓ (E9)
corr(jℓ, jℓ1µ , j
ℓ1
ν ) = Π
ℓ (E10)
corr(js, jsµ, j
s
ν) =
√
2Πs . (E11)
In this way we have found the normalization relation
among bases (there is an additional factor
√
2 in the case
of the strange correlator). Note that jℓ ≡ i2
[
u¯γ5u+ d¯γ5d
]
and js ≡ i√
2
[
s¯γ5s
]
. In Eqs. (E9)-(E11) we have gone
beyond the chiral limit: from now on we will distinguish
between the light and strange correlators.
Since the quark content of the η(′) physical states is
not equal to the U(3) isoscalar states, there is a mixing
between η and η′ mesons. In the quark-flavor basis, this
mixing occurs (for A ∈ {ℓ, s}) among the states |ηA〉 de-
fined as 〈0|jA|ηB〉 = δABZηA together with the orthonor-
mality relation 〈ηA|ηB〉 = δAB . The resulting mixing (in
the quark-flavor basis) can be written as
|η〉 = cosφ |ηℓ〉 − sinφ |ηs〉 , (E12)
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|η′〉 = sinφ |ηℓ〉+ cosφ |ηs〉 . (E13)
Next we define the correlator ηAV V for each basis state
(again A ∈ {ℓ, s}):
ΠηAV V (p
2, q2) ≡ 1ZηA
lim
r2→M2η
(r2 −M2η )ΠA(r2; p2, q2) ,
(E14)
The factors ZηA = 〈0|jA|ηA〉 are related to the pion case
Zπ = B0Fπ by ZηA = ZπfA: we have introduced the
ratio of the decay constants fA ≡ FA/Fπ. For the ηV V
correlator we can then finally write
ΠηV V (p
2, q2) = cosφΠηℓV V −
√
2 sinφΠηsV V . (E15)
The
√
2 factor comes from (E11) and the mixing factors
from (E12). To avoid difficulties connected with calcula-
tion of the decay constant values and defining the final
ηV V correlator all the way through (E14), we will use
the VMD ansatz
ΠVMDηAV V (p
2, q2) = − Nc
8π2FA
M4A
(p2 −M2A)(q2 −M2A)
,
(E16)
where the light and strange channels are saturated by
associated resonances: Mℓ =Mρ0/ω and Ms =Mφ.
Numerical values for the mixing angle φ and decay con-
stants fℓ and fs are obtained from various experimental
data (for details see next part of this appendix) in terms
of a global fit with the result
φ = 41(2)◦ , fℓ = 1.07(6) , fs = 1.74(3) . (E17)
These values are used throughout the paper.
2. Model relevancy check
Now we have to check if such a VMD-inspired model is
phenomenologically successful and if it is suitable for cal-
culating 1γIR contribution to the NLO virtual radiative
corrections.
a. Decays including vector mesons
We may start with processes containing vector mesons.
To investigate this we need to take into account few more
quantities. We now introduce the overlap between a V
meson (V ∈ {ω, ρ0, φ}) and the vector current jVµ , i.e.
ZV ǫµ(~p, λV) ≡ 〈0|jVµ |φ(~p, λV)〉 . (E18)
Here we assume that ρ0 and ω mesons contain only the
light quarks (no hidden strangeness) and the φ meson
contains only the strange quarks. This is a fairly good ap-
proximation to the real world [13]. For later convenience
we also define the γ-V coupling strength FV ≡ ZV/MV .
With this at hand we can obtain FV from the V → e+e−
decay processes. The direct calculation from the Lorentz
invariant matrix element
iMV→e+e−
= iκVZV u¯(~q1)(−ieγµ)v(~q2) (−i)
M2V
ǫµ(~p, λω) ,
(E19)
yields in the limit m2e ≪ M2V after averaging and sum-
ming over polarizations
FV ≃ 1
e|κV |
√
12πMVΓ(V → e+e−) . (E20)
Above, κV is the overlap of the electromagnetic current
jemµ with the meson-related current j
V
µ , For a little more
details concerning the ω case see [16]. Necessary numer-
ical inputs and results are shown in Table VII.
V ω ρ0 φ
MV [MeV] 782.65(12) 775.26(25) 1019.46(2)
Γ(V) [MeV] 8.49(8) 147.8(9) 4.266(31)
B(V → e+e−) [10−5] 7.28(14) 4.72(5) 29.54(30)
κV e/3 e −e
√
2/3
Γ(V → e+e−) [keV] 0.62(2) 7.0(1) 1.26(2)
FV [MeV] 140(2) 156(2) 161(1)
Table VII. Photon to meson coupling strength FV together
with used experimental values [13]. In the upper part of this
table we see masses, decay widths and branching ratios of the
V → e+e− processes for the vector mesons under considera-
tion. In the lower part we then see the overlaps κV (coeffi-
cients in (E5)), decay widths of V → e+e− calculated from
values provided in the upper part and finally the resulting
coupling strengths FV evaluated according to (E20).
For the following, it is convenient to introduce the
η(′)VV correlator
Πη(′)VV (q
2) =
1
ZV limp2→M2A
(p2 −M2A)Πη(′)V V (p2, q2) .
(E21)
Consequently, the η(′)Vγ∗ form factor within the VMD
model can be written as
eFVMDη(′)Vγ∗(q2) = −
Nc
8π2Fπ
M2A
ZV κVκη(′)V
M2A
q2 −M2A
. (E22)
The additional factors κη(′)V , which come from the η-η′
mixing, can be found in Tabs. VIII-IX. Using these form
factors we can calculate the two-body decay widths con-
taining one pseudoscalar meson (η(′)), one vector meson
(ω, ρ0 or φ) and one photon. Depending on the masses
of the particles involved, we use one of the following two
prescriptions:
ΓV→η(′)γ =
αM3V
24
|Fη(′)Vγ∗(0)|2
(
1−
M2
η(′)
M2V
)3
, (E23)
Γη′→Vγ =
αM3η′
8
|Fη′Vγ∗(0)|2
(
1− M
2
V
M2η′
)3
. (E24)
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The results together with a comparison with the experi-
mental data can be found, for the η case, in Table VIII,
and for the η′ case in Table IX. We see that the VMD
V ω ρ0 φ
B(V → ηγ) [10−4] 6.6(1.7) 3.0(2) 130.9(2.4)
κηV cos(φ)/fℓ cos(φ)/fℓ −
√
2 sin(φ)/fs
ΓexpV→ηγ [keV] 5.6(1.4) 44(3) 56(1)
ΓVMDV→ηγ [keV] 5.7(7) 37(5) 50(5)
Table VIII. Comparison of the VMD model with the exper-
imental data [13] for the decays V → ηγ. The √2 factor in
κηφ comes from (E11).
V ω ρ0 φ
B(η′Vγ) [%] 2.75(23) 29.1(5) 6.25(21) × 10−3
κη′V sin(φ)/fℓ sin(φ)/fℓ
√
2 cos(φ)/fs
Γexp
η′Vγ
[keV] 5.4(5) 58(3) 0.27(1)
ΓVMDη′Vγ [keV] 6.5(9) 52(7) 0.30(2)
Table IX. Comparison of the VMD model with the experi-
mental data [13] for the η′Vγ decays.
model and the experimental data are in agreement.
The last class of the processes containing vector mesons
which we will investigate is a counterpart of the previous
decays, when the photon in the final state is virtual and
turns into the lepton pair. The decay width can then be
expressed as a form-factor-dependent integral over the
dilepton invariant mass
Γ(V → ηℓ+ℓ−) = α
2
72πM3V
(MV−Mη)2∫
4m2
ℓ
|FηVγ∗(q2)|2
q2
×
√
1− 4m
2
ℓ
q2
(
1 +
2m2ℓ
q2
)
λ
3
2
(
M2V ,M
2
η , q
2
)
dq2 ,
(E25)
where λ denotes the Ka¨lle´n triangle function defined as
λ(a, b, c) ≡ a2 + b2 + c2 − 2ab− 2ac− 2bc . (E26)
After inserting numerical values we get
ΓVMDφ→ηe+e− = (0.42± 0.05) keV , (E27)
which should be compared with Γexpφ→ηe+e− = (0.49 ±
0.05) keV. For the above evaluation we have used B(φ→
ηe+e−) = (1.15± 0.10)× 10−4 [13].
Data for ω/ρ0 → ηℓ+ℓ− and η′ → ω/ρ0e+e− decays as
well as for φ → ηµ+µ− and φ → η′e+e− decays are not
available.
b. Electromagnetic transition form factor
Using previously defined meson-specific factors, we can
finally define the doubly virtual electromagnetic transi-
tion form factor of an eta meson in the quark-flavor basis:
Fηγ∗γ∗(p2, q2) =
∑
V
κ2V(κηVfA(V))ΠηA(V)V V (p
2, q2) .
(E28)
For A(V) above we simply substitute A(ρ0) = A(ω) = ℓ
and A(φ) = s . In the VMD case (inserting ansatz (E16))
the form factor becomes
e2FVMDηγ∗γ∗(p2, q2)
= − Nc
8π2Fπ
2e2
3
[
5
3
cosφ
fℓ
M4ρ0/ω
(p2 −M2ρ0/ω)(q2 −M2ρ0/ω)
−
√
2
3
sinφ
fs
M4φ
(p2 −M2φ)(q2 −M2φ)
]
.
(E29)
To get the η′ form factor, it is only necessary to perform
the following substitution:
FVMDη′γ∗γ∗(p2, q2) = FVMDηγ∗γ∗(p2, q2)
∣∣
cosφ→sinφ
sinφ→− cosφ
. (E30)
As a simple application, we can have a look at the
two-photon decay of a pseudoscalar P ∈ {π0, η(′)}. The
decay with of such a process can be expressed as follows:
ΓVMDP→γγ =
1
2
1
16πMP
(
α
πFπ
)2
M4P
2
κ2P . (E31)
Of course, for a neutral pion we would have κπ0 = 1 .
In the η(′) case we can write
κη(′) =
3
2e2
∑
V
κ2Vκη(′)V , (E32)
which becomes (cf. (E29) for p2 = q2 = 0)
κη =
5
3
cosφ
fℓ
−
√
2
3
sinφ
fs
= 1.0(1) , (E33)
κη′ =
5
3
sinφ
fℓ
+
√
2
3
cosφ
fs
≃ 1.23(10) . (E34)
Note that e.g. κη ≃ 1 is consistent with experiment, al-
though it differs significantly from a na¨ıve WZW-based
calculation [25] for which κη = 1/
√
3. The results are
shown in Table X. We see that there is a very good agree-
ment between the prediction of the VMD model and the
experimental results.
Next, we should investigate the singly virtual transi-
tion form factor. One possibility is to compare the decay
widths of the η(′) Dalitz decays. These can be written as
the following integral:
ΓLOP→ℓ+ℓ−γ =
(α
π
)
ΓLOP→γγ
×
∫ 1
ν2
dx
∣∣∣∣Fηγ∗γ∗(0, xM2P )Fηγ∗γ∗(0, 0)
∣∣∣∣
2
8β(x)
3
(1− x)3
4x
[
1 +
ν2
2x
]
.
(E35)
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P η η′
MP [MeV] 547.862(17) 957.78(6)
ΓP [keV] 1.31(5) 198(9)
B(P → γγ) [%] 39.41(20) 2.20(8)
ΓexpP→γγ [keV] 0.52(2) 4.4(2)
ΓVMDP→γγ [keV] 0.52(8) 4.2(5)
Table X. The two-photon decay of η(′) within the VMDmodel
and its comparison with the data. As usual, in the upper part
of the table we state the experimental inputs [13] and in the
lower part we can see the derived quantities.
A simple model we discuss here is however (in the singly
virtual mode) not suitable for the Dalitz decays of η′
due to the unregulated pole which needs to be integrated
over. We thus present results only for the η case. These
are shown in Table XI.
process η → e+e−γ η → µ+µ−γ
B [10−4] 69(4) 3.1(4)
Γexp [eV] 9.0(6) 0.41(6)
ΓVMD [keV] 8.6(2.0) 0.41(8)
Table XI. Dalitz decays within the VMD model and the com-
parison with the data [13].
The other way is to directly plot the transition form
factor over the respective data. The measurements of the
η transition form factor in time-like region are shown in
Fig. 7. In the space-like region the results can be found
in Fig. 8.
Finally, we can test the transition form factor in its
whole power, in the doubly virtual mode. Using the
VMD model (E29), we can calculate the decay width
of one of the rare processes η → µ+µ− . Note that
data for the rare processes η → e+e− and η′ → ℓ+ℓ−
are not available yet; for predictions for these decays
within the model under discussion see Table XII in Ap-
pendix F. Experimentally, the branching ratio was found
to be B(η → µ+µ−) = (5.8±0.8)×10−6 , which translates
into Γexpη→µ+µ− = (7.6±1.1)×10−6 keV. Within the VMD
model we find ΓVMDη→µ+µ− = (6.0±1.4)×10−6 keV, which is
in agreement with the experimental value. Note that we
have calculated this value using the convenience of the
approach shown in the following appendix. It is similar
to the one we have used to calculate the 1γIR contribu-
tion to the radiative corrections in Section IV. Finally, let
us also mention that for the decays under consideration,
more advanced models were developed [31], which could
also mimic ππ rescattering effects.
Appendix F: Form factors in P → ℓ+ℓ− decays
In this appendix we apply the approach explained in
Section IV to the P → ℓ+ℓ− decays. We would like
to show how the building block for the matrix element
looks like in this case and calculate the coefficients for
the specific transition form-factor models.
On account of the Lorentz symmetry and parity con-
servation, the on-shell matrix element of the P → ℓ+ℓ−
process can be written in terms of just one pseudoscalar
form factor in the following form:
iMP→ℓ+ℓ− = PP→ℓ+ℓ− [u¯(~q1)γ5v(~q2)] . (F1)
Subsequently, the decay width reads
Γ(P → ℓ+ℓ−) = 2M
2
P |PP→ℓ+ℓ− |2
16πMP
√
1− 4m
2
ℓ
M2P
. (F2)
Taking into account only the LO contribution in the QED
expansion, we find for the pseudoscalar form factor
PLOP→ℓ+ℓ− =
ie4mℓ
M2P
∫
d4l
(2π)4
FPγ∗γ∗(p2, q2)λ(M2P , p2, q2)
p2q2(l2 −m2ℓ)
.
(F3)
Here, p = l−q1 and q = l+q2, where q1 and q2 are the lep-
ton momenta and λ is the triangle Ka¨lle´n function. For
the rational resonance-saturation models, we will use in
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√
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Figure 7. The normalized singly virtual η electromag-
netic transition form factor squared within the VMD-inspired
model compared to data: time-like region. The shaded area
corresponds to the uncertainty of our fit for the VMD model.
Data are taken from [26, 27].
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Figure 8. The singly virtual electromagnetic transition form
factors within the VMD-inspired model compared to data:
space-like region. In the first panel we see the η form factor,
in the second panel there is a plot for the η′ case. Data are
taken from [28–30].
agreement with substitution (20) the following definition:
P hP→ℓ+ℓ−
[
h(c1, c2,M
2
V1 ,M
2
V2)
]
=
ie4mℓ
M2P
(
− Nc
12π2Fπ
)
×
∫
d4l
(2π)4
h(c1, c2,M
2
V1
,M2V2)λ(M
2
P , p
2, q2)
(l2 −m2ℓ)
.
(F4)
In the case of the process η → µ+µ− within the VMD
model discussed in Appendix E, we can write (cf. (E29))
PVMDη→µ+µ− =
{
5
3
cosφ
fℓ
P hη→µ+µ−
[
h(1, 1,M2ρ/ω,M
2
ρ/ω)
]
−
√
2
3
sinφ
fs
P hη→µ+µ−
[
h(1, 1,M2φ,M
2
φ)
]}
.
(F5)
Note that in the pion case we would simply have
PVMDπ0→e+e− = P
h
π0→e+e−
[
h(1, 1,M2ρ/ω,M
2
ρ/ω)
]
. (F6)
After recalling (29) we know that the previous expres-
sions might be obtained in terms of linear combina-
tions of the building blocks P hP→ℓ+ℓ−
[
g(M2V1 ,M
2
V2
)
]
. Us-
ing the dimensional regularization, the dimensional re-
duction scheme [22, 23] and Passarino–Veltman reduc-
tion [24], the explicit result of the necessary loop inte-
gration in terms of scalar one-loop integrals reads
P hP→ℓ+ℓ−
[
g(M2V1 ,M
2
V2)
]
= −e
4mℓ
16π2
(
− Nc
12π2Fπ
)
×
{
M2V1
2m2ℓ
[
B0(0,M
2
V1 ,M
2
V1)−B0(m2ℓ ,m2ℓ ,M2V1) + 1
]
+
M2V1
M2P
[
B0(m
2
ℓ ,m
2
ℓ ,M
2
V2)−B0(m2ℓ ,m2ℓ ,M2V1)
]
−B0(m2ℓ ,m2ℓ ,M2V1)−
1
2
[
1 +B0(0,m
2
ℓ ,m
2
ℓ )
− C˜0(m2ℓ ,m2ℓ ,M2P ,M2V1 ,m2ℓ ,M2V2)
]}
+
{
M2V1 ↔M2V2
}
.
(F7)
Above, it was convenient to introduce the following com-
bination of the three-point scalar one-loop function C0
and the Ka¨lle´n triangle function λ:
C˜0(m
2,m2,M21 ,M
2
2 ,m
2,M23 )
≡ 1
M21
λ(M21 ,M
2
2 ,M
2
3 )C0(m
2,m2,M21 ,M
2
2 ,m
2,M23 ) .
(F8)
For completeness, we list the predictions for the branch-
ing ratios of the η(′) → ℓ+ℓ− decays in Table XII.
In what follows, we would like to provide some ba-
sic examples of the decomposition of the loop integrals
containing various models for transition form factors in
the case of the rare decay of a neutral pion. Lets start
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η → e+e− η → µ+µ− η′ → e+e− η′ → µ+µ−
B 5.4(1.2)× 10−9 4.6(1.0)× 10−6 1.8(3)× 10−10 1.3(2)× 10−7
Table XII. Branching ratios for the η(′) → ℓ+ℓ− decays within
the VMD-inspired model. For instance, the value for the η′ →
µ+µ− process is in good agreement with the value B(η′ →
µ+µ−) = 1.4(2) × 10−7 calculated in [7].
with some definitions. The VMD ansatz for the electro-
magnetic transition form factor of a neutral pion takes a
simple form
FVMDπ0γ∗γ∗(p2, q2) = −
Nc
12π2Fπ
M4V
(p2 −M2V )(q2 −M2V )
.
(F9)
The lowest-meson dominance (LMD) model [32], where
also the lowest-lying pseudoscalar multiplet was taken
into account, gives the following result:
FLMDπ0γ∗γ∗(p2, q2) = FVMDπ0γ∗γ∗(p2, q2)
[
1− 4π
2F 2π
NcM4V
(p2 + q2)
]
.
(F10)
As the last example we introduce the two-hadron satura-
tion (THS) model proposed in [16], which for the PV V
correlator takes into account two meson multiplets in
both vector and pseudoscalar channels:
FTHSπ0γ∗γ∗(p2, q2) = −
Nc
12π2Fπ
×
{
1 +
κ
2Nc
p2q2
(4πFπ)4
− 4π
2F 2π (p
2 + q2)
NcM2V1M
2
V2
[
6 +
p2q2
M2V1M
2
V2
]}
× M
4
V1
M4V2
(p2 −M2V1)(p2 −M2V2)(q2 −M2V1)(q2 −M2V2)
.
(F11)
In terms of decomposition (20) we can write for the am-
plitudes
MVMD1γIR =Mh1γIR
[
h(1, 1,M2V ,M
2
V )
]
, (F12)
MLMD1γIR =Mh1γIR
[
h
(
cLMD1 , 2c
LMD
1 − 1,M2V ,M2V
)]
,
(F13)
MTHS1γIR =
1
4
Mh1γIR
[
h
(
4cTHS1,1 , 4c
THS
2,1 ,M
2
V1 ,M
2
V2
)]
+
1
4
Mh1γIR
[
h
(
0, 4cTHS2,2 ,M
2
V1 ,M
2
V1
)]
+ (M2V1 ↔M2V2) ,
(F14)
where the coefficients cmodel1,i and c
model
2,i have the following
form:
cLMD1 = 1−
4π2F 2π
NcM2V
, (F15)
cTHS1,1 =
M2V2
M2V2 −M2V1
(
1− 24π
2F 2π
NcM2V2
)
, (F16)
cTHS2,1 = −
M2V1M
2
V2
(M2V2 −M2V1)2
×
[
1 +
κM2V1M
2
V2
2Nc(4πFπ)4
− 7(2πFπ)
2
NcM2V1
(
1 +
M2V1
M2V2
)]
,
(F17)
cTHS2,2 =
M4V2
(M2V2 −M2V1)2
×
[
1 +
κM4V1
2Nc(4πFπ)4
− (4πFπ)
2
2NcM2V2
(
6 +
M2V1
M2V2
)]
.
(F18)
We can find the above-listed constants from projecting
on the product of the normalized form factor and the
photon propagators: for instance we have
cTHS2,2 = lim
p2,q2→M2
V1
FTHSπ0γ∗γ∗(p2, q2)
Fπ0γ∗γ∗(0, 0)
(p2 −M2V1)(q2 −M2V1)
p2q2
.
(F19)
Taking into account decomposition (25) into building
blocks (F7), one recovers formulae (A.5-A.7) from [16].
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