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Nonlocal Electrodynamics of Rotating Systems
Bahram Mashhoon
Department of Physics and Astronomy
University of Missouri-Columbia
Columbia, Missouri 65211
The nonlocal electrodynamics of uniformly rotating systems is presented and its
predictions are discussed. In this case, due to paucity of adequate experimental data,
the nonlocal theory cannot be directly confronted with observation at present. The
approach adopted here is therefore based on the correspondence principle: the non-
relativistic quantum physics of electrons in circular “orbits” is studied. The helicity
dependence of the photoeffect from the circular states of atomic hydrogen is explored
as well as the resonant absorption of a photon by an electron in a circular “orbit”
about a uniform magnetic field. Qualitative agreement of the predictions of the clas-
sical nonlocal electrodynamics with quantum-mechanical results is demonstrated in
the correspondence regime.
PACS numbers: 03.30.+p, 11.10.Lm, 03.65.Sq, 04.20.Cv
I. INTRODUCTION
Imagine a background inertial reference frame with coordinates xµ = (t,x) in Minkowski
spacetime. An accelerated observer follows a worldline xµ(τ), where τ is the proper time
along its path. According to the standard theory of relativity, the accelerated observer—
at each instant along its worldline—is equivalent to an otherwise identical momentarily
comoving inertial observer [1, 2]. This hypothesis of locality implies that an accelerated ob-
server passes through a continuous infinity of hypothetical momentarily comoving inertial
observers. Lorentz invariance can then be locally extended to non-inertial observers via
this basic assumption. Each inertial observer is endowed with an orthonormal tetrad frame;
therefore, the hypothesis of locality implies that an accelerated observer carries an orthonor-
mal tetrad frame λµ(α)(τ) along its worldline such that λ
µ
(0) = dx
µ/dτ is its temporal axis
and λµ(i), i = 1, 2, 3, are the unit axes of its local spatial frame.
2The motion of the tetrad frame along the worldline of the accelerated observer may be
expressed as
dλµ(α)
dτ
= Φ βα λ
µ
(β), (1)
where Φαβ(τ) is the antisymmetric acceleration tensor. In analogy with the Faraday tensor,
Φαβ → (−g˜, Ω˜); that is, the “electric” part (Φ0i = g˜i) consists of the translational accel-
eration of the observer, while its “magnetic” part (Φij = ǫijkΩ˜
k) consists of the rotational
frequency of the spatial frame with respect to a nonrotating (i.e. Fermi-Walker transported)
tetrad frame. The scalar invariants g˜(τ) and Ω˜(τ) characterize the rate of change of the
state of the observer and may be used to construct the acceleration scales—i.e. acceleration
length L and acceleration time L/c—of the observer. For an Earth-based laboratory, for in-
stance, L = c2/g⊕ ∼= 1 lt-yr is the translational acceleration length, while L = c/Ω⊕ ∼= 28AU
is the rotational acceleration length.
If all physical phenomena could be reduced to pointlike coincidences, then the hypoth-
esis of locality would be strictly valid. Indeed, the hypothesis of locality originates from
Newtonian mechanics, where the state of a point particle is characterized by its position
and velocity. The accelerated particle and the momentarily comoving inertial particle have
the same state; therefore, they are pointwise physically equivalent. Thus no new physical
hypothesis is needed in the Newtonian treatment of accelerated systems. However, for wave
phenomena we expect deviations from the hypothesis of locality that would be proportional
to λ/L, where λ is the wavelength of the radiation. To illustrate this viewpoint, consider
the measurement of the frequency of incident radiation by an accelerated observer. At least
a few oscillations of the incident wave must be received by the observer before a reasonable
determination of its frequency can be made; however, during this time interval of ∼ λ/c
the state of the observer has changed. Nevertheless, this may be ignored if λ is sufficiently
small compared to L. The consistency of this approach can be illustrated in the case of a
classical particle of mass m and charge q that is accelerated by an external force f . The
accelerated charge radiates electromagnetic radiation of wavelength λ ∼ L, where L is the
particle’s acceleration length. It is expected that the hypothesis of locality is violated in the
interaction of the particle with the electromagnetic field as λ/L ∼ 1. Thus the state of the
particle cannot be characterized by its position and velocity as demanded by the hypothesis
of locality. This is in agreement with the equation of motion of the particle, which in the
3nonrelativistic approximation may be expressed as
m
dv
dt
− 2
3
q2
c3
d2v
dt2
+ · · · = f . (2)
The dependence of this Abraham-Lorentz equation on the temporal derivative of the accel-
eration implies that the state of a radiating particle cannot be adequately characterized by
its position and velocity.
It follows from these arguments that it is necessary to contemplate a generalization of
the hypothesis of locality that would be adequate for all wave phenomena. To proceed, we
restrict our attention to the measurement of an electromagnetic radiation field Fµν by an
accelerated observer, though the general approach is applicable to any radiation field [3].
According to the hypothesis of locality, the accelerated observer may be replaced at each
instant by the momentarily comoving inertial observer for which the measured field is equiv-
alent to the projection of Fµν onto its tetrad frame. Consider the class of fields F(α)(β)(τ)
measured pointwise by the hypothetical momentarily comoving inertial observers; then,
F(α)(β)(τ) = Fµνλ
µ
(α)λ
ν
(β). (3)
Let F(α)(β)(τ) be the electromagnetic field that is actually measured by the accelerated
observer. The hypothesis of locality states that at each instant τ , F(α)(β)(τ) and F(α)(β)(τ)
are the same. On the other hand, the most general linear relationship between F(α)(β)(τ)
and F(α)(β)(τ) consistent with causality is [3]
F(α)(β)(τ) = F(α)(β)(τ) + u(τ − τ0)
∫ τ
τ0
K
(γ)(δ)
(α)(β) (τ, τ
′)F(γ)(δ)(τ
′)dτ ′, (4)
where u(x) is the unit step function such that u(x) = 1 for x > 0 and u(x) = 0 for x < 0.
The kernel K is expected to be directly related to the acceleration of the observer. In Eq. (4),
the measured field involves a weighted average over the past worldline of the observer. This
is consistent with the viewpoint developed by Bohr and Rosenfeld [4] that a pointwise field
determination is not possible in principle and must indeed be replaced by a certain averaging
process. Using the decomposition Fµν → (E,B), it is useful to replace Fµν by a column 6-
vector F that has E and B as its components, respectively. Thus Eq. (3) may be expressed
as Fˆ = ΛF , where Λ(τ) is a 6 × 6 matrix and is a representation of the Lorentz group. In
this way, Eq. (4) may be written as
Fˆ(τ) = Fˆ (τ) + u(τ − τ0)
∫ τ
τ0
Kˆ(τ, τ ′)Fˆ (τ ′)dτ ′. (5)
4The Volterra integral equation (5) implies, via Volterra’s theorem [5], that in the space
of continuous functions the relationship between Fˆ and F is unique. Volterra’s theorem
has been extended to the Hilbert space of square-integrable functions by Tricomi [6]. The
ansatz (4) is manifestly Lorentz covariant; moreover, the kernel is given by quantities that
are invariant under Poincare´ transformations of the background Minkowski spacetime.
To determine the kernel Kˆ, we postulate that an electromagnetic radiation field can
never stand completely still with respect to an accelerated observer [3]. This is a simple
generalization of a well-known result of Lorentz invariance, which may be illustrated using
the Doppler effect. If ω and k are the frequency and wave vector of an electromagnetic
wave with respect to static inertial observers, then an inertial observer moving with velocity
v would measure a frequency ω′ = γ(ω − v · k). This implies that ω′ = 0 if and only if
ω = 0. Imposing the same requirement in the general noninertial case, we conclude that if
Fˆ turns out to be constant in time, then F must have been a constant field in the first place.
This requirement leads to an integral equation that could be solved in principle to determine
Kˆ [3]. The Volterra-Tricomi uniqueness theorem then implies that for any realistic radiation
field F , the measured field Fˆ will definitely depend upon time. A detailed analysis [7, 8, 9]
reveals that the unique kernel of the nonlocal theory of accelerated observers is given by
Kˆ(τ, τ ′) = kˆ(τ ′), where
kˆ(τ ′) = −dΛ(τ
′)
dτ ′
Λ−1(τ ′). (6)
Some of the observational consequences of this nonlocal theory of accelerated observers
have been worked out in the case of linearly accelerated observers [10]; therefore, the present
paper is devoted to the observational consequences of the theory for rotating observers.
These are worked out in section II for a uniformly rotating observer. Indirect and qualitative
evidence in support of the theory is presented in sections III, IV and V. Section VI contains
a discussion of our results. Mathematical details are relegated to the appendices.
II. ROTATION-INDUCED NONLOCALITY
We now consider the application of the nonlocal theory of accelerated systems to the
important special case of a uniformly rotating observer in the (x, y) plane. Let us assume
that for −∞ < t < 0, the observer moves along the straight line parallel to the y axis at
x = r > 0 with constant speed v and arrives at x = r and y = 0 at t = 0. From this instant
5on, it is forced to move in the positive sense on a circle of radius r with uniform frequency
Ω = v/r. The azimuthal angle that indicates the position of the observer for t ≥ 0 is given
by ϕ = Ωt = γΩτ , where γ is the Lorentz factor corresponding to β = v/c = rΩ/c. For
t ≥ 0, the natural tetrad frame of the observer is given by
λµ(0) = γ(1,−β sinϕ, β cosϕ, 0),
λµ(1) = (0, cosϕ, sinϕ, 0),
λµ(2) = γ(β,− sinϕ, cosϕ, 0),
λµ(3) = (0, 0, 0, 1), (7)
with respect to the global inertial coordinates (t, x, y, z). In this case, Eq. (3) implies that
Λ =

 Λ1 Λ2
−Λ2 Λ1

 , (8)
where
Λ1 =


γ cosϕ γ sinϕ 0
− sinϕ cosϕ 0
0 0 γ

 , Λ2 = βγ


0 0 1
0 0 0
− cosϕ − sinϕ 0

 . (9)
Moreover, it follows from Eq. (1) that the observer has invariant translational centripetal
acceleration g˜ = −vγ2Ω(1, 0, 0) and rotational frequency Ω˜ = γ2Ω(0, 0, 1) that are defined
with respect to the spatial axes λµ(i), i = 1, 2, 3, that correspond to the radial, tangential
and z directions, respectively. In terms of these components of the acceleration tensor, the
kernel (6) turns out to be a constant 6× 6 matrix given by
kˆ =

Ω˜ · I −g˜ · I
g˜ · I Ω˜ · I

 , (10)
where Ii, (Ii)jk = −ǫijk, is a 3 × 3 matrix proportional to the operator of infinitesimal
rotations about the xi axis. It follows that the electromagnetic field as measured by the
6rotating observer for t ≥ 0 is given by
E1 = γ(cosϕE1 + sinϕE2) + βγB3 + γ2Ω
∫ τ
0
(sinϕ′E1 − cosϕ′E2)dτ ′,
E2 = − sinϕE1 + cosϕE2 + γΩ
∫ τ
0
(cosϕ′E1 + sinϕ
′E2)dτ
′,
E3 = γE3 − βγ(cosϕB1 + sinϕB2) + βγ2Ω
∫ τ
0
(− sinϕ′B1 + cosϕ′B2)dτ ′,
B1 = γ(cosϕB1 + sinϕB2)− βγE2 + γ2Ω
∫ τ
0
(sinϕ′B1 − cosϕ′B2)dτ ′,
B2 = − sinϕB1 + cosϕB2 + γΩ
∫ τ
0
(cosϕ′B1 + sinϕ
′B2)dτ
′,
B3 = γB3 + βγ(cosϕE1 + sinϕE2) + βγ2Ω
∫ τ
0
(sinϕ′E1 − cosϕ′E2)dτ ′. (11)
Let us next consider a normally incident plane monochromatic wave of frequency ω given
by
F±(t,x) = iωa

e±
b±

 e−iω(t−z/c), (12)
where a is a complex amplitude e± = ∓(xˆ ± iyˆ)/
√
2, b± = ∓ie± and the upper (lower)
sign represents positive (negative) helicity radiation. Here, e± and b± are unit circular
polarization vectors such that e∗± = ∓e∓ and e± · e∗± = 1. As usual, we define the intensity
of the radiation field (12) to be I0 =
1
2
ω2|a|2. In employing complex fields, such as in
Eq. (12), we adopt the convention that only the real part of the field is of physical interest.
This is compatible with our general linear approach based on the superposition principle.
Along the worldline of the rotating observer z = 0 and t = γτ in Eq. (12), so that from
Fˆ = ΛF we obtain in accordance with the hypothesis of locality
Fˆ±(τ) = iγωa

eˆ±
bˆ±

 e−iωˆτ , (13)
where bˆ± = ∓ieˆ± and
eˆ± = ∓ 1√
2


1
±iγ−1
±iβ

 (14)
are unit vectors such that eˆ± · eˆ∗± = 1 and eˆ± → e± as β → 0. Moreover, ωˆ = γ(ω ∓ Ω) in
Eq. (13), so that the transverse Doppler effect is modified by the helicity-rotation coupling.
7The observational evidence in support of the helicity-rotation coupling for ω ≫ Ω is discussed
in [11, 12, 13]. The general spin-rotation-gravity coupling has been reviewed in [14].
It follows from Eq. (11) that the nonlocal field measured by the rotating observer is given
by (cf. Appendix A)
Fˆ± = iγωa

eˆ±
bˆ±

 e−iωˆτ ∓ Ωω
1∓ Ω
ω
. (15)
It is important to recognize two novel aspects of this nonlocal result as compared to the
local result given by Eq. (13): (i) The oscillatory part of Eq. (15) is the same as in Eq. (13)
except for the multiplicative factor of (1 ∓ Ω/ω)−1. It follows from this feature that the
measured intensity of the positive helicity incident wave with ω > Ω is enhanced by a factor
of (1−Ω/ω)−2, while the corresponding negative helicity intensity is diminished by a factor
of (1 + Ω/ω)−2. Thus for the same incident frequency ω and intensity I0, the ratio of the
measured intensity of the positive helicity radiation I+ to the measured intensity of the
negative helicity radiation I− is
I+
I−
=
(
ω + Ω
ω − Ω
)2
. (16)
(ii) In contrast with Eqs. (12) and (13), Eq. (15) contains a constant part proportional to
Ω; in fact, this constant term is necessary in order that Fˆ+(τ) would have a proper limit in
the resonance case ω = Ω. Indeed, for ω = Ω we have ωˆ = 0 in the positive helicity case,
ωˆ = 2γΩ in the negative helicity case and
Fˆ±(τ) = iγΩa

eˆ±
bˆ±

 f±(τ), (17)
where f+ = 1− iγΩτ and f− = cos(γΩτ) exp(−iγΩτ). Thus in the positive helicity case the
measured field grows indefinitely with proper time. This linear divergence of the field is a
consequence of the fact that the incident plane wave has a constant amplitude for all time;
that is, the divergence would disappear for any finite incident wave packet. Let us note that
in the corresponding negative helicity case, the measured intensity is given by I− =
1
2
γ2I0.
It follows that for ω = Ω, I+/I− →∞ as Ωτ →∞.
These predictions of the nonlocal theory of accelerated observers follow directly from the
nonlocality of our ansatz (4). It is therefore important to provide observational evidence for
these predictions.
8Available data regarding rotating systems involve situations with ω ≫ Ω and appear to
be consistent with I+ ≈ I− and the nonlocal theory within the limits of the accuracy of the
observations [13]. Imagine, for instance, radio waves of frequency 10 GHz normally incident
on a disk that is rotating very rapidly at a rate of 103 rounds per second; then, Ω/ω = 10−7
and I+/I− ≈ 1 + 4Ω/ω in this case. The nonrelativistic nature of this thought experiment
should be noted: If the disk has a radius of 5 cm, then v/c ≈ 10−6 at the rim of the disk. It
is important to emphasize that the nonlocal theory involves the properties of pure vacuum,
whereas in an actual experiment one works with rotating devices whose characteristics must
therefore be known to high accuracy. An interesting discussion of this point in the case of
the emission of radiation by a rotating atomic system is contained in [15]. Nevertheless,
one can hope that future experiments may achieve levels of accuracy that would make it
possible to test predictions (i) and (ii). In the absence of relevant experimental data of high
accuracy, however, it is useful to employ Bohr’s correspondence principle and determine
whether quantum mechanical results are in qualitative agreement with the predictions of the
classical nonlocal theory. This is the subject of the sections that follow.
Specifically, in sections III and IV we imagine the rotating observer to be an electron
in a circular Rydberg state of the hydrogen atom. We then consider a circularly polarized
photon that is incident along the normal to the orbital plane. To study the helicity depen-
dence of the intensity of the radiation field experienced by the electron, we calculate the
dependence of the ionization cross section of the electron upon the helicity of the incident
radiation. To this end, we employ nonrelativistic quantum mechanics and ignore the spin
of the electron. In section V, we imagine the rotating observer in (ii) to be an electron in a
circular “orbit” around a uniform magnetic field. Classically, the circular electron orbit has
rotation frequency Ωc, which is the cyclotron frequency. We study the helicity dependence
of the dipole transition rates involving a normally incident photon of frequency ω = Ωc.
The main objective of these calculations is to learn via the correspondence principle
what quantum mechanics can teach us about the physics of accelerated systems [16]. The
results of these studies, based on nonrelativistic quantum mechanics, qualitatively bear out,
in the correspondence limit, the consequences of the nonlocal theory of uniformly rotating
observers.
It is important to note that, due to the nature of the subject matter, the notation
employed in the following sections is independent of sections I and II, except when otherwise
9indicated.
III. HYPOTHESIS OF LOCALITY IN QUANTUM MECHANICS
The hypothesis of locality is necessary for the extension of quantum mechanics to non-
inertial frames of reference [17]. Moreover, the impulse approximation scheme in quantum
scattering theory, first discussed by Fermi [18, 19], turns out to be an application of the
hypothesis of locality to quantum particles. To illustrate this point, the impulse approxi-
mation is employed in this section to show that the cross section for the ionization of the
circular states of atomic hydrogen by a normally incident circularly polarized plane wave is
independent of the helicity of the radiation in complete correspondence with the standard
classical theory (cf. section II).
The hypothesis of locality involves the replacement of an accelerated system, e.g. a
bound electron, by a free system that is otherwise the same. For instance, in the ionization
of the bound electron by an incident photon, this (impulse) approximation is valid if the
photon energy is much larger than the binding energy of the electron. That is, during
the interaction, the momentum of the electron does not change appreciably because of its
binding force; therefore, the electron may be treated as a free particle. A free particle of
momentum p = ~q has a wave function proportional to exp(iq · x); therefore, we must
express the normalized wave function Ψ(x, t) = ψ(x) exp(−iEt/~) of the bound electron in
terms of the Fourier integral
ψ(x) =
1
(2π)3/2
∫
d3q ψˆ(q)eiq·x, (18)
where ψˆ(q) is in effect the momentum-space wave function given by
ψˆ(q) =
1
(2π)3/2
∫
d3x ψ(x)e−iq·x. (19)
To illustrate this application of the hypothesis of locality, we consider the circular states
of the electron in the hydrogen atom and assume that ionization occurs due to the absorption
of a perpendicularly incident photon of frequency ω such that Mc2 ≫ ~ω ≫ |En|, where M
is the mass of the electron and |En| is the electron binding energy. The electron in the final
state is free, i.e. we neglect the Coulomb interaction. The impulse approximation is valid so
long as during the interaction the net impulse due to the Coulomb force can be neglected.
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The bound states of the electron in the hydrogen atom are given by the normalized wave
functions
Ψnℓm(r, ϑ, ϕ, t) = Rnℓ(r)Yℓm(ϑ, ϕ)e
− iEnt
~ . (20)
The circular states with n > 1, ℓ = n− 1 and m = ±ℓ correspond to classical circular orbits
in the (x, y) plane. The normalized radial part of the wave function for ℓ = n− 1 is
Rn n−1(r) =
(
2
a0n
)3/2
1√
(2n)!
(
2r
a0n
)n−1
e
− r
a0n , (21)
where a0 = ~
2/(Me2) is the Bohr radius, En = −e2/(2rn), rn = a0n2 and −e is the charge
of the electron. We assume for the sake of simplicity that the proton is in effect fixed at
the origin of our spherical polar coordinate system. It follows from Eq. (21) that 〈r〉n =
n
(
n + 1
2
)
a0, so that for n≫ 1, 〈r〉n → rn.
The circular states of atomic hydrogen have been the subject of extensive experimental
studies, especially in the case of Rydberg atoms (see [20] and [21] and references therein).
In connection with the ionization of atoms in the correspondence regime, it is interesting to
note that experimental and theoretical studies have been carried out regarding the ionization
of Rydberg atoms by circularly polarized microwave radiation (see [22], [23] and references
therein).
Let us now assume an initial counterclockwise circular state with m = n−1 and consider
an incident electromagnetic radiation field given by the vector potentialA such that∇·A =
0. In this Coulomb gauge, p andA commute and the interaction Hamiltonian can be written
as
Hint = e
Mc
A · p+ e
2A2
2Mc2
. (22)
The vector potential may be expressed as
A =
∑
k ǫ
√
2π~c2
ωV
(ekǫakǫe
−iwt+ik·x + e∗kǫa
†
kǫe
iwt−ik·x), (23)
where V is the volume of space within a large cube, ǫ is either plus or minus and ω = ck.
Here, the circular polarization basis for a photon of wave vector k is denoted by ekǫ; these
are so defined that for a photon propagating along the positive z direction ek± → e± given
in section II.
We are interested in the ionization cross section due to the absorption of a photon incident
along the z axis. The initial (|i〉) and final (|f〉) states are unperturbed energy eigenstates;
11
indeed, each is a product of the electron state and the photon state. It follows from the
standard first-order time-dependent perturbation theory that the rate of transition from an
initial state to a final state in which the electron is free is given by
dW =
2π
~
|Hfi|2δ(Ef − Ei)ρfdEf , (24)
where Hfi = 〈f |Hint|i〉, ρf is the density of final states, i.e. the number of final states per
unit energy. The flux of the incident photon is c/V ; therefore, the differential cross section
for this process is dσ = dW/(c/V ). Using energy conservation
En + ~ω =
~
2k′2
2M
, (25)
where Ei = En + ~ω and Ef = ~
2k′2/(2M), and the expression for ρf
ρf =
V
(2π)3
Mk′
~2
dΩ′, (26)
where dk′xdk
′
ydk
′
z = k
′2dk′dΩ′ and Ω′ is the solid angle associated with the final momentum
of the electron (~k′), we find
dσ
dΩ′
=
Mk′V 2
4π2c~3
|Hfi|2. (27)
Here, Hfi is the reduced matrix element connecting only the electronic states for which the
interaction Hamiltonian reduces to
Hint =
e
M
√
2π~
ωV
eik·x e± · p, (28)
where we have assumed that e|A|/c is much smaller than the electron momentum, so that
the term proportional to A2 in Eq. (22) may be neglected. Thus
Hfi =
∫
d3x ψ∗fHintψi, (29)
where ψf = V
−1/2 exp(ik′ · x) and
ψi =
1
(2π)3/2
∫
d3q ψˆn(q)e
iq·x. (30)
We find that
Hfi =
4π2e~3/2
MV ω1/2
e± · (k′ − k) ψˆn(k′ − k), (31)
where e± · k = 0 by assumption and e± · k′ = ∓(k′x ± ik′y)/
√
2. Thus
dσ
dΩ′
=
2π2α~k′
Mω
(k′
2
x + k
′2
y)|ψˆn(k′ − k)|2, (32)
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where α = e2/(~c) is the fine-structure constant. It is already clear from Eq. (32) that there
is no helicity-dependent photoionization in the impulse approximation. The general nature
of this result should be emphasized, since it is independent of the nature of the initial state.
For comparison purposes, it is useful to compute dσ/dΩ′ explicitly. To this end, we note
that (see Appendix B)
ψˆn(q) =
1
2π
√
2
a0
(2a0n)
n+1 (iqe
iφq sin θq)
n−1
(1 + a20n
2q2)n+1
, (33)
where qˆ = (θq, φq). From kˆ
′ = (θ, φ) and q = k′ − k, we find that
q sin θq = k
′ sin θ, q cos θq = k
′ cos θ − k, φq = φ. (34)
Thus Eq. (32) may be written as
dσ
dΩ′
= 4αa20n
3 |En|
~ω
(2a0nk
′)2n+1
sin2n θ
(1 + a20n
2q2)2n+2
, (35)
where q2 = k2+k′2−2kk′ cos θ. In the impulse approximation,Mc2 ≫ ~ω ≫ |En|; therefore,
k/k′ ≈ v′/(2c)≪ 1,
a0nk
′ ≈
(
~ω
|En|
) 1
2
, 1 + a20n
2q2 ≈ ~ω|En|
(
1− v
′
c
cos θ
)
, (36)
where v′ = ~k′/M . Hence, we find that
dσ
dΩ′
≈ 22n+3αa20n3
( |En|
~ω
)n+ 5
2 sin2n θ(
1− v′
c
cos θ
)2n+2 . (37)
The total ionization cross section is then (see Appendix B)
σ ≈ 24n+5παa20n3
(n!)2
(2n+ 1)!
( |En|
~ω
)n+ 5
2
, (38)
which is valid to O(v′2/c2), since the term linear in v′/c vanishes. Though this formula has
been derived for circular states (n > 1), it applies equally well to the n = 1 spherically
symmetric ground state of the hydrogen atom [24].
The calculation of σ has been based on the impulse approximation, which means that
during the electron-photon interaction, the change in the momentum of the electron due
to the Coulomb binding force has been neglected. However, the ionization cross section is
expected to become dependent upon the helicity of the incident radiation when the Coulomb
interaction is fully taken into account.
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IV. HELICITY-DEPENDENT PHOTOEFFECT
The standard treatment of the photoeffect is contained in [25, 26]. The purpose of this
section is to go beyond the impulse approximation of section III and show that the inclusion
of the Coulomb interaction in the final state leads to the helicity-dependent photoeffect that
is in qualitative agreement with the nonlocal prediction (i) of section II.
As in section III, we assume that a hydrogen atom is initially in a circular state of energy
En. A photon with wave vector k = (ω/c)zˆ is normally incident on the electron orbit such
that
Mc2 ≫ ~ω > |En|, (39)
leading to ionization. In dealing with the reduced matrix element Hfi, we take the Coulomb
interaction into account in the final state wave function. But to simplify matters, we use the
electric dipole approximation, i.e. exp(ik ·x) ≈ 1. It follows that ωrn ≪ c, where rn = a0n2,
and hence
1
2
α≪ |En|
~ω
< 1. (40)
Let ψn be the initial state and ψC be the final Coulomb state, then
H±fi =
e
M
√
2π~
ωV
∫
d3x ψ∗C(e± · p)ψn. (41)
We can replace the momentum operator p with (−iM/~)[x, H0], where H0 is the unper-
turbed hydrogen Hamiltonian. It follows from energy conservation, Eq. (25), that
H±fi = ie
√
2π~ω
V
∫
d3x ψ∗C(e± · x)ψn. (42)
We note that
e± · x =
√
4π
3
r Y1 ±1(ϑ, ϕ). (43)
Moreover, ψ∗C can be expressed as (see [19], p. 470)
ψ∗C =
4π√
V
∑
ℓm
i−ℓCℓ(k
′; r)Yℓm(θ, φ)Y
∗
ℓm(ϑ, ϕ), (44)
where
Cℓ(k
′; r) =
(2k′r)ℓe
1
2
πγ+ik′r
(2ℓ+ 1)!
Γ(ℓ+ 1− iγ)F (ℓ+ 1− iγ, 2ℓ+ 2,−2ik′r). (45)
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Here, γ−1 = k′a0 and F is a confluent hypergeometric function. Let us note that if Cℓ(k
′; r) is
replaced by jℓ(k
′r) in Eq. (44), then ψ∗C → ψ∗f of section III. Equation (42) can be expressed
as
H±fi =
8π2ie
V
√
2~ω
3
∑
ℓm
i−ℓI±ℓmCℓYℓm(θ, φ), (46)
where
I±ℓm =
∫
dΩ Y ∗ℓm(Ω)Y1 ±1(Ω)Yn−1 n−1(Ω), (47)
Cℓ =
∫ ∞
0
dr r3Rn n−1(r)Cℓ(k
′; r). (48)
It follows from a standard result (see [19], p. 290) that
I±ℓm =
√
3(2n− 1)
4π(2ℓ+ 1)
〈ℓ′, ℓ′, 1,±1 | ℓ,m〉〈ℓ′, 0, 1, 0 | ℓ, 0〉, (49)
where ℓ′ = n− 1. From the general properties of the Clebsch-Gordan coefficients, it is clear
that I+ℓm can be nonzero only for ℓ = m = n, while I
−
ℓm can be nonzero only for m = n − 2
and ℓ = n, n − 1, n − 2. Using the table on p. 220 and formula (34.40) on p. 290 of [19],
one finds that
I+n n =
√
3n
4π(2n+ 1)
, I−n n−2 =
√
3
4π(4n2 − 1) , (50)
I−n−1 n−2 = 0, I
−
n−2 n−2 = −
√
3(n− 1)
4π(2n− 1) . (51)
Therefore,
H+fi = −
4πe
V in+1
√
2πn~ω
2n+ 1
CnYnn(θ, φ), (52)
H−fi = −
4πe
V in+1
√
2π(n− 1)~ω
2n− 1
[
Cn−2Yn−2 n−2(θ, φ)
+
1√
(n− 1)(2n+ 1)CnYn n−2(θ, φ)
]
. (53)
Computing the total cross section
σ± =
Mk′V 2
4π2c~3
∫
|H±fi|2dΩ′, (54)
we find that
σ+ = 8π
kk′
a0
n
2n+ 1
|Cn|2, (55)
σ− = 8π
kk′
a0
[
n− 1
2n− 1 |Cn−2|
2 +
1
4n2 − 1 |Cn|
2
]
. (56)
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The quantities Cn and Cn−2 can be calculated using the results given in Appendix B. Hence,
Cn =
√
8(a0n)
5/2
(
4n
γ
)n
Γ(n+ 1− iγ)√
(2n)!
(
1 +
n2
γ2
)−n−2
e
1
2
nγ−2γ cot−1( γn). (57)
Similarly, we find that
Cn−2
Cn =
1
2n
n+ iγ
n− 1− iγ . (58)
It follows from these results that
σ−
σ+
=
3n2(n− 1) + (3n+ 1)γ2
4n3[(n− 1)2 + γ2] , (59)
which is valid for n = 1, 2, 3, . . .. The n = 1 ground state of hydrogen is spherically symmet-
ric; therefore, σ+ = σ− in agreement with Eq. (59). For circular states with n > 1, Eq. (59)
implies that σ− < σ+ in correspondence with the nonlocal theory of section II.
To bring out this qualitative agreement more explicitly, we recall that for a Bohr orbit of
speed vn = c α/n and radius rn, one can define a Bohr frequency Ωn given by vn = rnΩn;
it is then simple to show that Ωn = 2|En|/(~n). Let us consider the ratio η := Ωn/ω for a
circular state. Then, from Eq. (25) and γ−1 = k′a0 we find that
γ2 =
n3η
2− nη . (60)
Substituting this relation in the expression for σ−/σ+ results in
σ−
σ+
=
3(n− 1) + 2nη
2n[2(n− 1)2 + n(2n− 1)η] , (61)
so that for a given circular state n, σ−/σ+ only depends on η = Ωn/ω in agreement with
the classical nonlocal theory. We note that Eq. (40) can be written in terms of η as
α
n
≪ η < 2
n
; (62)
therefore, for n ≥ 2 this approach can be qualitatively compared with the nonlocal theory,
cf. Eq. (16).
The treatment of ionization presented here can be used near threshold (γ →∞) as well
as for ~ω in the intermediate energy regime given by Mc2 ≫ ~ω ≫ |En|, where γ ≪ 1.
The threshold behavior has been discussed, for instance, in [19] and [26]; therefore, we
concentrate on the latter case (γ ≪ 1) that was treated in the previous section using the
impulse approximation. In general, it is possible to express n/γ as
n
γ
=
√
~ω
|En| − 1, (63)
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so that for γ ≪ 1, ~ω ≫ |En| and
n
γ
≈
(
~ω
|En|
)1/2
≫ 1. (64)
It follows that dσ+/dΩ
′ reduces in this case to the result of the impulse approximation
dσ/dΩ′ given in Eq. (37), i.e. for γ ≪ 1,
dσ+
dΩ′
≈ dσ
dΩ′
. (65)
For n ≥ 2, however, dσ−/dΩ′ does not approach dσ/dΩ′ for γ ≪ 1; in fact, σ−/σ+ ≈
3/[4n(n− 1)] in this case. This helicity dependence is a noteworthy aspect of the Coulomb
interaction. It would be interesting to investigate experimentally this helicity dependence
of the photoeffect for n ≥ 2.
V. RESONANT ABSORPTION
Let us now consider the motion of an electron in a uniform magnetic field B = Bzˆ. We
are interested in circular orbits about the magnetic lines of force; therefore, we consider the
solution of Schro¨dinger’s equation in cylindrical coordinates (ρ, ϕ, z), i.e.
1
2M
(
p+
e
c
A
)2
Ψ = i~
∂Ψ
∂t
, (66)
where A = 1
2
Bρϕˆ. It is useful to introduce a magnetic length ρ0, ρ
2
0 = ~c/(eB). The
nonrelativistic treatment is valid so long as the Compton wavelength of the electron is much
smaller than the magnetic radius ρ0; this requirement can be satisfied for B ≪M2c3/(e~).
In terms of a new dimensionless radial variable ξ, ξ = ρ2/(2ρ20), the solutions of Eq. (66)
can be expressed in terms of the confluent hypergeometric functions [27]. The acceptable
solutions of the Schro¨dinger equation (66) are of the form
Ψ = C0e
imϕ+i pz
~
z−iE
~
tχ(ξ), (67)
where C0 is a normalization constant, m is the azimuthal quantum number and
χ(ξ) = ξ
1
2
|m|e−
1
2
ξL|m|nρ (ξ). (68)
Here, nρ = 0, 1, 2, . . . , is the radial quantum number and L
|m|
nρ is an associated Laguerre
polynomial (see Appendix C). The energy of the electron is given by
E =
p2z
2M
+ ~Ωc
(
n+
1
2
)
, (69)
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where Ωc = eB/(Mc) is the cyclotron frequency, ~Ωc ≪ Mc2, and
n = nρ +
m+ |m|
2
. (70)
To discuss the correspondence limit, it is convenient to define the following three Hermi-
tian operators:
Hc =
p2z
2M
+
1
2
MΩ2cρ
2, Jc = MΩcρ
2 (71)
and ℓ = Mr×v, where v is defined by p =Mv−eA/c. Let us note that Hc corresponds to
the classical energy of the electron, Jc corresponds to its angular momentum about the z axis
and ℓ is the operator of the classical orbital angular momentum. Thus ℓ = L+(e/c)r×A and
ℓz = Lz + eBρ
2/(2c). We find that in the eigenstate given by Eq. (67), 〈ξ〉 = 2nρ + |m|+ 1,
so that
〈Hc〉 = p
2
z
2M
+ ~Ωc(2nρ + |m|+ 1), (72)
〈Jc〉 = 2~(2nρ + |m|+ 1), (73)
〈ℓz〉 = 2~
(
nρ +
m+ |m|
2
+
1
2
)
. (74)
Clearly, Hc = p
2
z
2M
+ 1
2
ΩcJ
c and E = p
2
z
2M
+ 1
2
Ωc〈ℓz〉. We expect that in the correspondence
limit E ∼ 〈Hc〉 and hence 〈Jc〉 ∼ 〈ℓz〉, so that the wave function with m≫ 1 and m≫ nρ
would correspond to classical orbits based on the comparison between Eqs. (69) and (72).
We are interested in the transition of the electron to a state of higher energy as a result
of the resonant absorption of a photon of frequency ω = Ωc that is normally incident along
the z direction. We therefore assume that the electron is initially in a circular “orbit” with
energy Ei, pz = 0 and ni = nρ+mi, where mi ≫ 1 and mi ≫ nρ. Conservation of energy and
momentum imply that the excited state should have energy Ef = Ei + ~ω and momentum
pz = ~ω/c with ω = Ωc. Thus the initial and final principal quantum numbers are related
by nf − ni = 1 − ~Ωc/(2Mc2); however, we neglect ~Ωc/(Mc2) ≪ 1 in our nonrelativistic
approximation scheme and set nf equal to ni + 1.
The interaction Hamiltonian is given by
Hint = e
Mc
A ·
(
p+
e
c
A
)
+
e2A2
2Mc2
, (75)
where A is given by Eq. (23). Assuming that the incident radiation is sufficiently weak, i.e,
e|A|/c is very small compared to the electron momentum, we neglect the term proportional
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to A2 in Eq. (75). The transition probability for the ideal case of resonant absorption can be
simply worked out using first-order time-dependent perturbation theory [27], and the result
is
P =
1
~2
|〈f |Hint|i〉|2t2; (76)
clearly, the validity of Eq. (76) is limited in time. Here |i〉 and |f〉 are unperturbed energy
eigenstates; in fact, each is a product of the electron state and the photon state. To simplify
matters, line broadening is totally neglected here; in particular, the unperturbed states are
assumed to have infinite lifetimes.
Concentrating on the matrix element 〈f |Hint|i〉, we note that Hint reduces to
Hint =
e
M
√
2π~
ΩcV
e± ·
(
p+
e
c
A
)
(77)
that acts only on the electronic states. It can thus be expressed as
Hint = ±i~e
√
π
2MV
e±iϕξ
1
2
(
2
∂
∂ξ
± i
ξ
∂
∂ϕ
∓ 1
)
. (78)
It follows from the conservation of angular momentum that we must have mf = mi±1, since
a photon of helicity ±1 carries an angular momentum of ±~ along its direction of motion.
Writing nf = n
′
ρ +mf and ni = nρ +mi, we find that n
′
ρ = nρ in the positive helicity case
and n′ρ = nρ + 2 in the negative helicity case. Thus the computation of the matrix element
〈f |Hint|i〉 reduces to the evaluation of the integrals
I± =
∫ ∞
0
χ∗f ξ
1
2
(
2
∂
∂ξ
∓ mi
ξ
∓ 1
)
χi dξ, (79)
since ρdρdϕ = ρ20dξdϕ. Here, χi and χf are given by Eq. (68) for the initial and final states.
It turns out that (see Appendix C)
I+ = −2(nρ +mi + 1)!
nρ!
, I− = 0. (80)
The correspondence principle connects the square of the amplitude of the classical field
measured by the accelerated observer with the probability of transition. In the positive-
helicity case, both of these functions increase quadratically with time, while in the negative-
helicity case the classical field is periodic in time and averages to zero in agreement with the
fact that the transition probability vanishes in quantum mechanics. We conclude that the
qualitative results of first-order perturbation theory for resonant absorption are consistent
with the nonlocal electrodynamics of uniformly rotating observers.
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VI. DISCUSSION
The nonlocal theory of accelerated observers is an attempt at the simplest physical theory
that has a consistent mathematical structure and goes beyond the standard theory that is
based on the hypothesis of locality, namely, the assumption that an observer’s acceleration
is irrelevant at each instant for measurement purposes, so that the accelerated observer is
equivalent to a hypothetical momentarily comoving inertial observer. The nonlocal theory
involves an averaging procedure over the past worldline of an accelerated observer; the
corresponding weighting function is a kernel that represents the memory of past acceleration.
The consequences of this theory have been worked out in the present paper for a uniformly
rotating observer. These are compared with the helicity dependence of the rates of ionization
of circular states of atomic hydrogen as well as the helicity dependence of the transition
probabilities for electrons in circular “orbits” about a uniform magnetic field. The nonlocal
results agree better with quantum mechanics in the correspondence limit than the standard
relativistic theory of accelerated observers based on the locality hypothesis.
APPENDIX A
A simple way to derive Eq. (15) is via the following general result: Substituting Eq. (6)
for the kernel in Eq. (5), then using Fˆ = ΛF and integration by parts, we obtain for τ > τ0
Fˆ(τ) = Fˆ (τ0) +
∫ τ
τ0
Λ(τ ′)
dF
dτ ′
dτ ′. (A1)
Let us now specialize to the case of a monochromatic radiation field such that F varies with
proper time as exp(−iγωτ); then,
Fˆ(τ) = Fˆ (τ0)− iγω
∫ τ
τ0
Fˆ (τ ′)dτ ′. (A2)
Suppose that, as in Eq. (13), Fˆ (τ) varies with proper time as exp(−iωˆτ); then, Eq. (A2)
implies that
Fˆ(τ) = Fˆ (τ0)
[
1 + γω
e−iωˆ(τ−τ0) − 1
ωˆ
]
. (A3)
Substituting Eq. (13) for Fˆ and setting τ0 = 0 in Eq. (A3), we recover Eq. (15).
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APPENDIX B
In computing the Fourier integral of Eq. (20), the following relations have been used:
e−iq·x = 4π
∑
ℓm
(−i)ℓjℓ(qr)Yℓm(θq, φq)Y ∗ℓm(ϑ, ϕ), (B1)
Yℓℓ(qˆ) =
(−1)ℓ
2ℓℓ!
√
(2ℓ+ 1)!
4π
eiℓφq sinℓ θq, (B2)∫ ∞
0
ρn+1e−ρjn−1(λρ)dρ = 2
nn!
λn−1
(1 + λ2)n+1
. (B3)
This integral follows from the second formula in (6.623) on page 712 of [28], namely,∫ ∞
0
e−αxJν(βx)x
ν+1dx =
2α(2β)νΓ
(
ν + 3
2
)
√
π(α2 + β2)ν+
3
2
, (B4)
where Re ν > −1 and Re α > |Im β|. Using
jℓ(ρ) =
√
π
2ρ
Jℓ+ 1
2
(ρ), (B5)
α = 1, β = λ and ν = n+ 1
2
, we get Eq. (B3) with n→ n + 1.
The evaluation of the total cross section in Eq. (38) is based on the relation∫ π
0
sin2n+1 θ dθ = 22n+1
(n!)2
(2n+ 1)!
. (B6)
To calculate Cn and Cn−2 in Eqs. (57) and (58), one can use the relation (see [27], §f of
Mathematical Appendices)∫ ∞
0
e−ζzzνF (a, b,Kz) dz = (−1)NΓ(b) d
N
dζN
[ζa−b(ζ −K)−a], (B7)
where ν + 1 = b+N , N = 1, 2, 3, . . ., and
Re (b− a) > 0, Re (b+N) > 0, Re ζ > |Re K|. (B8)
To calculate Cn, one can change the integration variable in Eq. (48) to r/(a0n) and let N = 1,
ζ = 1− in/γ, ν = b = 2n + 2, a = n + 1− iγ and K = −2in/γ. In Eq. (57), we have used
the relation (
γ + in
γ − in
)iγ
= e−2γ cot
−1( γn); (B9)
moreover, Γ(n+ 1− iγ) can be computed using Γ(1 + z) = zΓ(z) and
Γ(z)Γ(−z) = − π
z sin πz
. (B10)
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It follows that
|Γ(n+ 1− iγ)|2 = πγ
sinh πγ
n∏
s=1
(s2 + γ2). (B11)
Furthermore, regarding the phase of Γ(n+ 1− iγ), we note that [26]
Γ(n+ 1− iγ)
Γ(n+ 1 + iγ)
≈ 1− 2iγ ln
(
n +
1
2
)
− 2γ2 ln2
(
n +
1
2
)
+ . . . (B12)
for γ ≪ 1 and n ≫ 1. More generally, one can use Stirling’s series that is an asymptotic
expansion given by
ln Γ(1 + z) =
1
2
ln 2π +
(
z +
1
2
)
ln z − z +
∞∑
n=1
B2n
2n(2n− 1)z
1−2n, (B13)
where the B2n are Bernoulli numbers.
For the calculation of Cn−2, we change the integration variable the same way as before
and let N = 3, ζ = 1− in/γ, ν = 2n, a = n−1− iγ, b = 2n−2 and, as before, K = −2in/γ.
It follows from a long but straightforward calculation that Cn−2 is given by Eq. (58).
APPENDIX C
The associated Laguerre polynomial L kn (x) is defined by the generating function
e−
xz
1−z
(1− z)k+1 =
∞∑
n=0
L kn (x)z
n (C1)
for |z| < 1 and k = 0, 1, 2, . . . .
In the calculation of I± in Eq. (79), the following relations were used
dL kn+1(x)
dx
= −Lk+1n (x), (C2)
L k+1n = L
k
n + L
k
n−1 + · · ·+ L k0 , (C3)
as well as the orthogonality property∫ ∞
0
e−xxkL kmL
k
n dx =
(n+ k)!
n!
δmn. (C4)
From Eq. (C3) one gets the useful relation
L kn = L
k+1
n − L k+1n−1 . (C5)
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