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TOEPLITZ OPERATORS AND CARLESON MEASURES IN STRONGLY
PSEUDOCONVEX DOMAINS
MARCO ABATE, JASMIN RAISSY*, AND ALBERTO SARACCO
Abstract. We study mapping properties of Toeplitz operators associated to a finite positive
Borel measure on a bounded strongly pseudoconvex domain D ⊂⊂ Cn. In particular, we
give sharp conditions on the measure ensuring that the associated Toeplitz operator maps the
Bergman space Ap(D) into Ar(D) with r > p, generalizing and making more precise results by
Cˇucˇkovic´ and McNeal. To do so, we give a geometric characterization of Carleson measures and
of vanishing Carleson measures of weighted Bergman spaces in terms of the intrinsic Kobayashi
geometry of the domain, generalizing to this setting results obtained by Kaptanog˘lu for the unit
ball.
1. Introduction
Let X be a Hilbert algebra, Y ⊂ X a Hilbert subspace, and P : X → Y the orthogonal pro-
jection. If f ∈ X is given, the Toeplitz operator of symbol f is the operator Tf : X → Y given by
Tf (g) = P (fg).
In complex analysis, the most important orthogonal projection is the Bergman projection of
L2(D) onto A2(D), where D ⊂⊂ Cn is a bounded domain, Ap(D) = Lp(D)∩O(D) is the Bergman
space of Lp holomorphic functions, and O(D) is the space of holomorphic functions on D. The
Bergman projection B is an integral operator of the form
Bf(z) =
∫
D
K(z, w)f(w) dν(w) ,
where K : D×D → C is the Bergman kernel, and ν denotes the Lebesgue measure. The Bergman
projection has often been used to produce holomorphic functions having specific additional (e.g.,
growth) properties; to do so it has been necessary to study its mapping properties on more general
Banach spaces, for instance Lp spaces or Ho¨lder spaces. This has been done for large classes of
domains, e.g., strongly pseudoconvex domains and finite type domains (see [30], [4], [27], [5]),
where enough information on the boundary behavior of the Bergman kernel is known.
It turns out that usually the Bergman projection maps continuously the given Banach spaces
into themselves; and this is the best one can expect, because for each p ≥ 1 in A2(D) there are
functions belonging to Ap(D) but to no Aq(D) for any q > p, and the Bergman projection is the
identity on A2(D). However, in many applications an operator creating holomorphic functions
with better growth conditions might be useful. Thus Cˇucˇkovic´ and McNeal in [9] suggested using
special Toeplitz operators of the form
Tδηf(z) = B(δ
ηf) =
∫
D
K(z, w)f(w)δ(w)η dν(w) ,
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where η > 0 and δ(w) = d(w, ∂D) is the euclidean distance from the boundary, and they were able
to prove the following result:
Theorem 1.1 ([9, Theorem 1.2]). Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain, and
let η ≥ 0.
(a) If 0 ≤ η < n+ 1, then:
(i) if 1 < p < ∞ and n+1n+1−η <
p
p−1 , then Tδη : L
p(D) → Lp+G(D) continuously, where
G = p2
/(
n+1
η − p
)
;
(ii) if 1 < p < ∞ and n+1n+1−η ≥
p
p−1 , then Tδη : L
p(D) → Lr(D) continuously for all
p ≤ r <∞.
(b) If η ≥ n+ 1, then Tδη : L1(D)→ L∞(D) continuously.
Related operators have also been studied (but only for D = Bn, the unit ball of Cn, and without
discussing possible improvements in growth conditions) in [14], [19] and [23]; in particular [19] deals
also with the problem of deciding when such operators are compact.
Cˇucˇkovic´ and McNeal raised the question of whether the gain in the exponents obtained in
Theorem 1.1 is optimal, and gave examples showing that this is the case when n = 1; but they left
open the problem for n > 1. As a consequence of our work (see Theorem 1.2 below), we shall be
able to answer this question; more precisely, we shall be able to characterize completely, in a class
of operators even larger than the one considered by Cˇucˇkovic´ and McNeal, the operators giving a
specific gain in the exponents.
To express our results, let us first introduce the larger class of operators we are interested in.
Given a finite positive Borel measure µ on D, the Toeplitz operator associated to µ is given by
Tµf(z) =
∫
D
K(z, w)f(w) dµ(w) ;
clearly the Toeplitz operators Tδη considered by Cˇucˇkovic´ and McNeal are the Toeplitz operators
associated to the measures δην. Similar operators were considered by Kaptanog˘lu [19] on the
unit ball of Cn, and by Schuster and Varolin [32] in the setting of weighted Bargmann-Fock spaces
on Cn. They noticed relationships between the mapping properties of the Toeplitz operator Tµ and
Carleson properties of the measure µ (still without considering possible gains in integrability). In
this paper we shall precise, extend and considerably generalize these relationships in the setting of
bounded strongly pseudoconvex domains; to do so we shall also prove a geometrical characterization
of Carleson measures for weighted Bergman spaces.
Carleson measures have been introduced by Carleson [6] in his celebrated solution of the corona
problem in the unit disk of the complex plane, and, since then, have become an important tool
in analysis, and an interesting object of study per se. Let A be a Banach space of holomorphic
functions on a domain D ⊂ Cn; given p ≥ 1, a finite positive Borel measure µ on D is a Carleson
measure of A (for p) if there is a continuous inclusion A →֒ Lp(µ), that is there exists a constant
C > 0 such that
∀f ∈ A
∫
D
|f |p dµ ≤ C‖f‖pA ;
we shall furthermore say that µ is a vanishing Carleson measure of A if the inclusion A →֒ Lp(µ)
is compact.
Carleson studied this property taking as Banach space A the Hardy spaces Hp(∆), and proved
that a finite positive Borel measure µ is a Carleson measure of Hp(∆) for p if and only if there
exists a constant C > 0 such that µ(Sθ0,h) ≤ Ch for all sets
Sθ0,h = {re
iθ ∈ ∆ | 1− h ≤ r < 1, |θ − θ0| ≤ h}
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(see also [10]); in particular the set of Carleson measures of Hp(∆) does not depend on p.
In this paper we are however more interested in Carleson measures for Bergman spaces. In 1975,
Hastings [15] (see also Oleinik and Pavlov [29] and Oleinik [28]) proved a similar characterization
for the Carleson measures of the Bergman spaces Ap(∆), still expressed in terms of the sets Sθ,h.
Later on, Cima and Wogen [8] have characterized Carleson measures for Bergman spaces in the
unit ball Bn ⊂ Cn, and Cima and Mercer [7] characterized Carleson measures of Bergman spaces in
strongly pseudoconvex domains, showing in particular that the set of Carleson measures of Ap(D)
is independent of p ≥ 1, a typical feature of this subject.
Cima and Mercer’s characterization of Carleson measures of Bergman spaces is expressed using
suitable generalizations of the sets Sθ,h; for our aims, it will be more useful a different charac-
terization, expressed in terms of the intrinsic Kobayashi geometry of the domain. Given z0 ∈ D
and 0 < r < 1, let BD(z0, r) denote the ball of center z0 and radius
1
2 log
1+r
1−r for the Kobayashi
distance kD of D (that is, of radius r with respect to the pseudohyperbolic distance ρ = tanh(kD);
see Section 2 for the necessary definitions). Then it is possible to prove (see Luecking [24] for
D = ∆, Duren and Weir [11] and Kaptanog˘lu [19] for D = Bn, and our previous paper [3] for D
strongly pseudoconvex) that a finite positive measure µ is a Carleson measure of Ap(D) for p if
and only if for some (and hence all) 0 < r < 1 there is a constant Cr > 0 such that
µ
(
BD(z0, r)
)
≤ Crν
(
BD(z0, r)
)
for all z0 ∈ D. (The proof of this equivalence in [3] relied on Cima and Mercer’s characterization [7];
in this paper we shall instead give a proof independent of [7], and of a more general result: see
Theorem 3.3.)
Thus we have a geometrical characterization of Carleson measures of Bergman spaces, and it
turns out that this geometrical characterization is crucial for the study of the mapping properties
of Toeplitz operators; but first (see also [19]) it is necessary to widen the class of Carleson measures
under consideration. Given θ > 0, we say that a finite positive Borel measure µ is a (geometric)
θ-Carleson measure if for some (and hence all) 0 < r < 1 there is a constant Cr > 0 such that
µ
(
BD(z0, r)
)
≤ Crν
(
BD(z0, r)
)θ
for all z0 ∈ D; and we shall say that µ is a (geometric) vanishing θ-Carleson measure if for some
(and hence all) 0 < r < 1 the quotient µ
(
BD(z0, r)
)
/ν
(
BD(z0, r)
)θ
tends to 0 as z0 → ∂D. In
particular, a 1-Carleson measures is a usual Carleson measures of Ap(D), and we shall prove (see
Theorem 1.4) that θ-Carleson measures are exactly the Carleson measures of suitably weighted
Bergman spaces. Furthermore, it is easy to see that when D = Bn a q-Carleson measure in the
sense of [19] is a (1 + qn+1 )-Carleson measure in our sense.
As a first example of the kind of results we shall be able to prove, we have the following theorem
(see Corollary 5.24), implying in particular Theorem 1.1, and answering Cˇucˇkovic´ and McNeal’s
question about sharpness of the exponents:
Theorem 1.2. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain. Let µ be a finite positive
Borel measure on D, and take 1 < p < r < +∞. Then the following statements are equivalent:
(i) Tµ : A
p(D)→ Ar(D) continuously (respectively, compactly);
(ii) µ is (respectively, vanishing)
(
1 + 1p −
1
r
)
-Carleson.
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It is not difficult to prove (see Lemma 3.8) that δην is a
(
1 + ηn+1
)
-Carleson measure; since
1
p −
1
p+G =
η
n+1 if and only if G = p
2
/(
n+1
η − p
)
, it follows (see Corollary 5.5 for more de-
tails, explaining in particular why, in this case, mapping properties for Ap spaces imply mapping
properties for Lp spaces) that Theorem 1.2 does imply Theorem 1.1 and gives the best gain in
integrability.
The measures δην are just one example of θ-Carleson measures; a completely different kind of
examples is provided by uniformly discrete sequences. A sequence {zj} ⊂ D is uniformly discrete if
there exists ε > 0 such that kD(zj , zk) ≥ ε for all j 6= k. Then (see Theorem 3.11) it turns out that
a sequence {zj} ⊂ D is a finite union of uniformly discrete sequences if and only if
∑
j δ(zj)
(n+1)θδzj
is a θ-Carleson measure, where δzj is the Dirac measure in zj , and as a consequence of Theorem 1.2
we obtain the following
Corollary 1.3. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain, take 1 < p < r < +∞
and let {zj} ⊂ D be a sequence of points in D. Then the following statements are equivalent:
(i) {zj} is a finite union of uniformly discrete sequences;
(ii) for every f ∈ Ap(D) the function
g(z) =
∑
j
K(z, zj)f(zj)δ(zj)
(n+1)(1+ 1p−
1
r )
belongs to Ar(D).
On the other hand,
∑
j δ(zj)
(n+1)θδzj is a vanishing θ-Carleson measure if and only if {zj} is a
finite sequence; see Theorem 4.16.
To link θ-Carleson measures and mapping properties of Toeplitz operators we use three main
tools. The first one is a detailed study of the intrinsic (Kobayashi) geometry of strongly pseudocon-
vex domains, as performed in our previous paper [3] and summarized in Section 2. The second one
is a precise estimate (see Theorem 2.7) of the integrability properties of the Bergman kernel, done
adapting techniques developed by McNeal and Stein [27] and Cˇucˇkovic´ and McNeal [9]. The third
one is a characterization of (vanishing) θ-Carleson measures involving both the Bergman kernel
and an interpretation of θ-Carleson measures as usual Carleson measures for weighted Bergman
spaces. Here, given β ∈ R, the weighted Bergman space Ap(D, β) is Lp(δβν)∩O(D) endowed with
the norm
‖f‖p,β =
[∫
D
|f(ζ)|pδβ(ζ) dν(ζ)
]1/p
.
To express our results, for each z0 ∈ D we shall denote by kz0 : D → C the normalized Bergman
kernel defined by
kz0(z) =
K(z, z0)√
K(z0, z0)
=
K(z, z0)
‖K(·, z0)‖2
.
The Berezin transform of a finite positive Borel measure µ on D is the function Bµ : D → R+
given by
Bµ(z) =
∫
D
|kz(w)|
2 dµ(w) .
Then we shall be able to prove (see Theorems 3.3 and 3.7 for more details) the following char-
acterization of θ-Carleson measures, generalizing the characterization of Carleson measures given
in [3]:
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Theorem 1.4. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain. Then for each 1− 1n+1 <
θ < 2 the following assertions are equivalent:
(i) µ is a Carleson measure of Ap
(
D, (n+ 1)(θ − 1)
)
, that is Ap
(
D, (n+ 1)(θ − 1)
)
→֒ Lp(µ)
continuously, for some (and hence all) p ∈ [1,+∞);
(ii) µ is θ-Carleson;
(iii) there exists C > 0 such that Bµ(z) ≤ Cδ(z)(n+1)(θ−1) for all z ∈ D.
Actually, it turns out that the implications (iii)⇐⇒(ii)=⇒(i) hold for any θ > 0; see Remark 3.4.
We also have a similar characterization (see Theorems 4.13 and 4.10) for vanishing θ-Carleson
measures, that, as far as we know, in the setting of strongly pseudoconvex domains is new for θ = 1
too:
Theorem 1.5. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain. Then for each 1− 1n+1 <
θ < 2 the following assertions are equivalent:
(i) µ is a vanishing Carleson measure of Ap
(
D, (n+1)(θ−1)
)
, that is the inclusion Ap
(
D, (n+
1)(θ − 1)
)
→֒ Lp(µ) is compact, for some (and hence all) p ∈ [1,+∞);
(ii) µ is vanishing θ-Carleson;
(iii) we have δ(z)(n+1)(1−θ)Bµ(z)→ 0 as z → ∂D.
Again, the implications (iii)=⇒(ii)=⇒(i) hold for any θ > 0; see Remarks 4.11 and 4.14.
The connection between Toeplitz operators and Berezin transform is given by the following
useful formula (see Proposition 5.11):
Bµ(z) =
∫
D
Tµkz(w)kz(w) dν(w) .
Using this, estimates on the normalized Bergman kernel and a few basic functional analysis ar-
guments, we obtain information on the growth of Bµ from mapping properties of Tµ, and thus,
via Theorems 1.4 and 1.5, information on Carleson properties of the measure µ. Conversely, the
integral Minkowski inequality and the estimates on the Bergman kernel allow us to relate Carleson
properties of µ—that is, by Theorems 1.4 and 1.5, inclusions of suitable weighted Bergman spaces
in Lp(µ)— with mapping properties of the associated Toeplitz operator. In this way, we obtain
a large number of results, valid for p ∈ [1,+∞], the case p = 1 typically requiring a bit more
care. The more general statements (see Theorems 5.2, 5.7, 5.8, 5.9, 5.12, 5.18 and 5.19) are a bit
technical; but a few particular cases can be stated more easily. One instance is Theorem 1.2; other
examples are the following (see, respectively, Corollaries 5.27, 5.28, 5.29 and 5.30):
Corollary 1.6. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain. Let µ be a finite
positive Borel measure on D, and take 1 ≤ p < r < p
(
1 + 1n
)
. Then the following statements are
equivalent:
(i) Tµ : A
p
(
D, (n+ 1)p(1r −
1
p )
)
→ Ar(D) continuously (respectively, compactly);
(ii) µ is (respectively, vanishing) Carleson.
Corollary 1.7. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain. Let µ be a finite
positive Borel measure on D, and take 1 ≤ p < +∞. Then the following statements are equivalent:
(i) Tµ : A
p
(
D,−(n+ 1)ε
)
→ Ap(D) continuously (respectively, compactly) for all ε > 0;
(ii) µ is (respectively, vanishing) θ-Carleson for all θ < 1.
Corollary 1.8. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain. Let µ be a finite
positive Borel measure on D, and take 1 < r < +∞. Then the following statements are equivalent:
(i) Tµ : A
1
(
D,−(n+ 1)ε
)
→ Ar(D) continuously (respectively, compactly) for all ε > 0;
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(ii) µ is (respectively, vanishing) θ-Carleson for all θ < 2− 1r .
Corollary 1.9. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain. Let µ be a finite
positive Borel measure on D, and take 1 ≤ p < +∞. Then the following statements are equivalent:
(i) Tµ : A
p
(
D,−(n+ 1)ε
)
→ A∞(D) continuously (respectively, compactly) for all ε > 0;
(ii) µ is (respectively, vanishing) θ-Carleson for all θ < 1 + 1p .
We should mention that the techniques introduced here might work in other domains too (e.g.,
smoothly bounded convex domains of finite type, or finite type domains in C2); but we restricted
ourselves to strongly pseudoconvex domains to describe more clearly the main ideas. Finally,
we expressed our results in terms of the Lebesgue measure, and using the euclidean distance
from the boundary as weight, because this is the customary habit in this context; however, it is
possible to reformulate everything in completely intrinsic terms. Indeed, let νD be the invariant
Kobayashi measure (see, e.g., [21]). Then [25] implies that Ap(νD) = A
p
(
D,−(n+1)
)
; furthermore
it is well known (see, e.g., [1]) that δ is bounded from above and below by constant multiples
of exp
(
2kD(z0, ·)
)
for any z0 ∈ D. Thus all our statements can be reformulated in terms of
completely intrinsic function spaces, using νD as reference measure and weights expressed in terms
of the exponential of the Kobayashi distance from a reference point.
The paper is structured as follows. In Section 2 we shall collect the preliminary results we need
on the geometry of strongly pseudoconvex domains; in particular we shall prove (Theorem 2.7) the
integral estimates on the Bergman kernel mentioned before. In Section 3 we shall study θ-Carleson
measures, proving the characterizations described above; in Section 4 we shall analogously study
vanishing θ-Carleson measures, introducing the functional analysis results we shall need to deal
with compactness properties of operators between weighted Bergman spaces. Finally, in Section 5
we shall study the mapping properties of Toeplitz operators, proving our main theorems.
2. Preliminaries
Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain in Cn. We shall use the following
notations:
• δ : D → R+ will denote the Euclidean distance from the boundary, that is δ(z) = d(z, ∂D);
• given two non-negative functions f , g : D → R+ we shall write f  g to say that there is
C > 0 such that f(z) ≤ Cg(z) for all z ∈ D. The constant C is independent of z ∈ D, but
it might depend on other parameters (r, θ, etc.);
• given two strictly positive functions f , g : D → R+ we shall write f ≈ g if f  g and g  f ,
that is if there is C > 0 such that C−1g(z) ≤ f(z) ≤ Cg(z) for all z ∈ D;
• ν will be the Lebesgue measure;
• O(D) will denote the space of holomorphic functions on D, endowed with the topology of
uniform convergence on compact subsets;
• given 1 ≤ p ≤ +∞, the Bergman space Ap(D) is the Banach space Lp(D)∩O(D), endowed
with the Lp-norm;
• more generally, given β ∈ R we introduce the weighted Bergman space
Ap(D, β) = Lp(δβν) ∩ O(D)
endowed with the norm
‖f‖p,β =
[∫
D
|f(ζ)|pδ(ζ)β dν(ζ)
]1/p
TOEPLITZ OPERATORS AND CARLESON MEASURES 7
if 1 ≤ p <∞, and with the norm
‖f‖∞,β = ‖fδ
β‖∞
if p =∞;
• K : D ×D → C will be the Bergman kernel of D;
• for each z0 ∈ D we shall denote by kz0 : D → C the normalized Bergman kernel defined by
kz0(z) =
K(z, z0)√
K(z0, z0)
=
K(z, z0)
‖K(·, z0)‖2
;
• given r ∈ (0, 1) and z0 ∈ D, we shall denote by BD(z0, r) the Kobayashi ball of center z0
and radius 12 log
1+r
1−r .
See, e.g., [1, 2, 18, 21] for definitions, basic properties and applications to geometric function theory
of the Kobayashi distance; and [17, 16, 22, 31] for definitions and basic properties of the Bergman
kernel.
Let us now recall a number of results proved in [3]. The first two give information about the
shape of Kobayashi balls:
Lemma 2.1 ([3, Lemma 2.1]). Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain, and
r ∈ (0, 1). Then
ν
(
BD(·, r)
)
≈ δn+1 ,
(where the constant depends on r).
Lemma 2.2 ([3, Lemma 2.2]). Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain. Then
there is C > 0 such that
C
1− r
δ(z0) ≥ δ(z) ≥
1− r
C
δ(z0)
for all r ∈ (0, 1), z0 ∈ D and z ∈ BD(z0, r).
We shall also need the existence of suitable coverings by Kobayashi balls:
Definition 2.3. Let D ⊂⊂ Cn be a bounded domain, and r > 0. An r-lattice in D is a sequence
{ak} ⊂ D such that D =
⋃
k BD(ak, r) and there exists m > 0 such that any point in D belongs
to at most m balls of the form BD(ak, R), where R =
1
2 (1 + r).
The existence of r-lattices in bounded strongly pseudoconvex domains is ensured by the following
Lemma 2.4 ([3, Lemma 2.5]). Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain. Then
for every r ∈ (0, 1) there exists an r-lattice in D, that is there exist m ∈ N and a sequence {ak} ⊂ D
of points such that D =
⋃∞
k=0 BD(ak, r) and no point of D belongs to more than m of the balls
BD(ak, R), where R =
1
2 (1 + r).
We shall use a submean estimate for nonnegative plurisubharmonic functions on Kobayashi
balls:
Lemma 2.5 (([3, Corollary 2.8])). Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain.
Given r ∈ (0, 1), set R = 12 (1 + r) ∈ (0, 1). Then there exists a Kr > 0 depending on r such that
∀z0 ∈ D ∀z ∈ BD(z0, r) χ(z) ≤
Kr
ν (BD(z0, r))
∫
BD(z0,R)
χdν
for every nonnegative plurisubharmonic function χ : D → R+.
We now collect a few facts on the (possibly weighted) Lp-norms of the Bergman kernel and the
normalized Bergman kernel. The first result is classical (see, e.g., [16]):
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Lemma 2.6. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain. Then
‖K(·, z0)‖2 =
√
K(z0, z0) ≈ δ(z0)
−(n+1)/2 and ‖kz0‖2 ≡ 1
for all z0 ∈ D.
The next result is the main result of this section, and contains the weighted Lp-estimates we
shall need:
Theorem 2.7. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain, and let z0 ∈ D and
1 ≤ p <∞. Then
(2.1)
∫
D
|K(ζ, z0)|
pδ(ζ)β dν(ζ) 


δ(z0)
β−(n+1)(p−1) for −1 < β < (n+ 1)(p− 1);
| log δ(z0)| for β = (n+ 1)(p− 1);
1 for β > (n+ 1)(p− 1).
In particular:
(i) ‖K(·, z0)‖p,β  δ(z0)
β
p−
n+1
q and ‖kz0‖p,β  δ(z0)
n+1
2 +
β
p−
n+1
q when −1 < β < (n+1)(p−1),
where q > 1 is the conjugate exponent of p (and n+1q = 0 when p = 1);
(ii) ‖K(·, z0)‖p,β  1 and ‖kz0‖p,β  δ(z0)
n+1
2 when β > (n+ 1)(p− 1);
(iii) ‖K(·, z0)‖p,(n+1)(p−1)  δ(z0)
−ε and ‖kz0‖p,(n+1)(p−1)  δ(z0)
n+1
2 −ε for all ε > 0.
Furthermore,
(iv) ‖K(·, z0)‖∞,β ≈ δ(z0)β−(n+1) and ‖kz0‖∞,β ≈ δ(z0)
β−(n+1)/2 for all 0 ≤ β < n + 1; and
‖K(·, z0)‖∞,β ≈ 1 and ‖kz0‖∞,β ≈ δ(z0)
(n+1)/2 for all β ≥ n+ 1.
Proof. We shall closely follow the argument of [9, Proposition 3.4].
First of all, Kerzman [20] proved that the Bergman kernel of a bounded strongly pseudoconvex
domain is smooth outside the boundary diagonal, that is K ∈ C∞(D × D \ ∆∂), where ∆∂ =
{(x, x) | x ∈ ∂D}. We also recall an (essentially sharp) estimate on the Bergman kernel which
follows from Fefferman’s expansion [12]. Let r : Cn → R be a smooth defining function for D, that
is D = {r < 0} and dr 6= 0 on ∂D; since D is strongly pseudoconvex, we can also assume that the
Levi form of r is positive definite on ∂D. Notice that, being D bounded, we have |r| ≈ δ on D.
Then (see, e.g., [26]) there is C > 0 such that for each x ∈ ∂D we can find a neighborhood U of x
in Cn and local coordinates ϕ = (ϕ1, . . . , ϕn) : U → Cn so that
(2.2) |K(w, z)| ≤ C
(
|r(z)| + |r(w)| + |ϕ1(z)− ϕ1(w)|+
n∑
k=2
|ϕk(z)− ϕk(w)|
2
)−(n+1)
for all z, w ∈ U ∩D.
Cover ∂D with a finite number U1, . . . , Um of such neighborhoods; we can also assume that
they are so small that the quantity in brackets in the right-hand side of (2.2) is always less than 1.
Setting U0 = D \
⋃m
j=1 Uj, the smoothness of the Bergman kernel outside the boundary diagonal
implies that for any p ≥ 0 and β ∈ R we have∫
U0
|K(ζ, z0)|
pδ(ζ)β dν(ζ)  1
for all z0 ∈ D; we must control the integral on
⋃m
j=1 Uj ∩D.
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We fix 1 ≤ j ≤ m, and we work in the local coordinated defined in Uj mentioned above. Since
p ≥ 1 and the quantity in brackets is less than 1, we have
Ij =
∫
Uj∩D
|K(w, z)|pδ(w)β dν(w)

∫
ϕ(Uj∩D)
(
|r(z)| + |r(w)| + |z1 − w1|+
n∑
k=2
|zk − wk|
2
)−p(n+1)
|r(w)|β dν(w) .
We change again coordinates, putting w˜k = wk−zk for k = 2, . . . , n, and w˜1 = r(w)+iIm(w1−z1);
we also put x = Re w˜1 and y = Im w˜1 = Im (w1 − z1). Then, since |z1 − w1| ≥ |y|, we get
Ij 
∫
W
(
|r(z)|+ |x|+ |y|+
n∑
k=2
|w˜k|
2
)−p(n+1)
|x|β dw˜2 · · · dw˜n dx dy ,
where W = [0, d]× R× Cn−1, and d = maxw∈D |r(w)|.
Let us first perform the integration on w˜2. Put
Ω1 =
{
w˜2 ∈ C
∣∣∣ |w˜2|2 > |r(z)|+ |x|+ |y|+ n∑
k=3
|w˜k|
2
}
,
Ω2 =
{
w˜2 ∈ C
∣∣∣ |w˜2|2 < |r(z)|+ |x|+ |y|+ n∑
k=3
|w˜k|
2
}
.
Using polar coordinates in Ω1 we get∫
Ω1
(
|r(z)|+ |x|+ |y|+
n∑
k=2
|w˜k|
2
)−p(n+1)
|x|β dw˜2 ≤
∫
Ω1
(|w˜2|
2)−p(n+1)|x|β dw˜2

∫ +∞
L
R−2p(n+1)R|x|β dR

(
|r(z)| + |x|+ |y|+
n∑
k=3
|w˜k|
2
)−p(n+1)+1
|x|β ,
where L =
(
|r(z)|+ |x|+ |y|+
∑n
k=3 |w˜k|
2
)1/2
. On Ω2 we obtain the same upper bound just by a
direct estimation:∫
Ω2
(
|r(z)|+ |x|+ |y|+
n∑
k=2
|w˜k|
2
)−p(n+1)
|x|β dw˜2
≤
(
|r(z)| + |x|+ |y|+
n∑
k=3
|w˜k|
2
)−p(n+1)
|x|βArea(Ω2)

(
|r(z)| + |x|+ |y|+
n∑
k=3
|w˜k|
2
)−p(n+1)+1
|x|β .
We can do the same kind of computations on w˜3, . . . , w˜n, reducing the negative power by one at
each step, until we obtain
Ij 
∫
[0,d]×R
(|r(z)|+ |x|+ |y|)−p(n+1)+n−1 |x|β dx dy .
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Since p ≥ 1, we have −p(n + 1) + n − 1 ≤ −2; so we can perform once again the same kind of
integration on y, obtaining
Ij 
∫ d
0
(
|r(z)| + |x|
)−p(n+1)+n
|x|β dx = |r(z)|β−(n+1)(p−1)
∫ d/|r(z)|
0
tβ
(1 + t)p(n+1)−n
dt .
If β > (n+ 1)(p− 1) we have
Ij  |r(z)|
β−(n+1)(p−1)
∫ d/|r(z)|
0
tβ−p(n+1)+n dt =
dβ−(n+1)(p−1)
β − (n+ 1)(p− 1)
 1 .
If instead −1 < β ≤ (n+ 1)(p− 1) we can estimate as follows
|r(z)|β−(n+1)(p−1)
∫ d/|r(z)|
0
tβ
(1 + t)p(n+1)−n
dt
≤ |r(z)|β−(n+1)(p−1)
[∫ 1
0
tβ
(1 + t)p(n+1)−n
dt+
∫ d/|r(z)|
1
tβ−p(n+1)+n dt
]
.
The first integral in square brackets is just a (finite because β > −1) constant. If β = (n+1)(p−1)
the second integral is | log |r(z)||+ log d, and thus
Ij 
∣∣log |r(z)|∣∣ .
If −1 < β < (n+1)(p− 1) the second integral is of the form c1− c2|r(z)|
−β+(n+1)(p−1) for suitable
constants c1, c2 > 0, and thus we get
Ij  |r(z)|
β−(n+1)(p−1) .
So we obtained the desired bound on Ij as soon as z ∈ Uj∩D. But if z /∈ Uj∩D we have |K(z, w)| 
1 for w ∈ Uj ∩D, and thus Ij  1 in this case. Putting all together, we have proved (2.1), and the
rest of the statements (i)–(iii) follows immediately recalling that |kz0 |  δ
n+1
2 |K(·, z0)| and using
Lemma 2.6.
Finally, Kerzman’s result [20] and (2.2) yield
|K(w, z0)|δ(w)
β 
|r(w)|β(
|r(z0)|+ |r(w)|
)n+1 .
The supremum (in w) of the latter quantity is bounded by a constant times |r(z0)|β−(n+1) when
0 ≤ β < n + 1, and is bounded by a constant independent of z0 when β ≥ n + 1; recalling that
(Lemma 2.6) K(z0, z0) ≈ δ(z0)−(n+1) we obtain (iv). 
Another fact that shall be useful later on is:
Lemma 2.8. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain. Then δ(z0)βkz0 → 0
uniformly on compact subsets as z0 → ∂D for all β > −(n+ 1)/2.
Proof. The already quoted result by Kerzman [20, Theorem 2] of continuous extendibility of the
Bergman kernel outside the boundary diagonal implies that for every compact subset D0 ⊂⊂ D
we have
sup
w∈D,w0∈D0
|K(w0, w)| < +∞ .
On the other hand, Lemma 2.6 yields
|kz0(z)|  δ(z0)
(n+1)/2|K(z, z0)| .
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Therefore for every compact subset D0 ⊂⊂ D we can find CD0 > 0 such that
|kz0(z)| ≤ CD0δ(z0)
(n+1)/2
for all z ∈ D0 and z0 ∈ D, and we are done. 
We also recall another result from [3], providing an estimate from below of the Bergman kernel
on Kobayashi balls:
Lemma 2.9 ([3, Lemma 3.2 and Corollary 3.3]). Let D ⊂⊂ Cn be a bounded strongly pseudoconvex
domain. Then for every r ∈ (0, 1) there exist cr > 0 and δr > 0 such that if z0 ∈ D satisfies
δ(z0) < δr then
∀z ∈ BD(z0, r) min{|K(z, z0)|, |kz0(z)|
2} ≥
cr
δ(z0)n+1
.
We end this section with an easy (but sometimes useful) lemma:
Lemma 2.10. Let D ⊂⊂ Cn be a bounded domain, p ∈ [1,+∞] and β1 ≤ β2. Then Ap(D, β1) →֒
Ap(D, β2) continuously, that is
‖ · ‖p,β2  ‖ · ‖p,β1 .
Proof. Put D1 = {z ∈ D | δ(z) ≥ 1} and D0 = D \D1. Assume p < +∞, and take f ∈ Ap(D, β1).
Then ∫
D
|f |pδβ2 dν =
∫
D0
|f |pδβ2−β1δβ1 dν +
∫
D1
|f |pδβ2−β1δβ1 dν
≤
∫
D0
|f |pδβ1 dν +Mβ2−β1
∫
D1
|f |pδβ1 dν
≤ max(1,Mβ2−β1)
∫
D
|f |pδβ1 dν
where M = maxz∈D δ(z) < +∞, and we are done in this case.
If p = +∞ we instead have
‖f‖∞,β2 = ‖fδ
β2‖∞ ≤M
β2−β1‖fδβ1‖∞ =M
β2−β1‖f‖∞,β1 ,
as claimed. 
3. θ-Carleson measures
In this section we shall characterize Carleson measures for weighted Bergman spaces following
ideas introduced in [3] and [19]. Let us begin with:
Definition 3.1. Let D ⊂⊂ Cn be a bounded domain, β, θ ∈ R and p ≥ 1. A (analytic) Carleson
measure of Ap(D, β) is a finite positive Borel measure onD such that there is a continuous inclusion
Ap(D, β) →֒ Lp(µ), that is there exists a constant C > 0 such that
∀f ∈ Ap(D, β)
∫
D
|f |p dµ ≤ C‖f‖pp,β .
On the other hand, a (geometric) θ-Carleson measure is a finite positive Borel measure on D such
that
µ
(
BD(·, r)
)
 ν
(
BD(·, r)
)θ
for all r ∈ (0, 1), where the constant might depend on r.
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Remark 3.2. A 1-Carleson measure is just an usual (geometric) Carleson measure, and thus (by [3])
a Carleson measure of all Ap(D) if D is strongly pseudoconvex. Furthermore, every finite measure
clearly is θ-Carleson for any θ ≤ 0.
At the end of this section we shall give examples of θ-Carleson measures (see Example 3.9
and Theorem 3.11); but first we shall prove that θ-Carleson measures and Carleson measures of
weighted Bergman spaces are one and the same thing:
Theorem 3.3. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain, and choose 1− 1n+1 <
θ < 2. Then the following assertions are equivalent:
(i) µ is a Carleson measure of all Ap
(
D, (n+1)(θ−1)
)
, that is Ap
(
D, (n+1)(θ−1)
)
→֒ Lp(µ)
continuously for all p ∈ [1,+∞);
(ii) there exists p ∈ [1,+∞) such that µ is a Carleson measure of Ap
(
D, (n+ 1)(θ − 1)
)
;
(iii) µ is θ-Carleson;
(iv) there exists r0 ∈ (0, 1) such that µ
(
BD(·, r0)
)
 ν
(
BD(·, r0)
)θ
;
(v) for every r ∈ (0, 1) and for every r-lattice {ak} in D one has
µ
(
BD(ak, r)
)
 ν
(
BD(ak, r)
)θ
;
(vi) there exists r0 ∈ (0, 1) and a r0-lattice {ak} in D such that
µ
(
BD(ak, r0)
)
 ν
(
BD(ak, r0)
)θ
.
Proof. (i)=⇒(ii). Obvious.
(ii)=⇒(iii). Fix r ∈ (0, 1), and let δr > 0 and cr > 0 be given by Lemma 2.9. We must prove
that µ
(
BD(z0, r)
)
≤ Cν
(
BD(z0, r)
)θ
for all z0 ∈ D, where C > 0 is a suitable constant independent
of z0. Thanks to Lemma 2.1, it suffices to prove this statement when δ(z0) < δr.
Lemmas 2.9 and 2.6 yield
cpr
δ(z0)(n+1)p
µ
(
BD(z0, r)
)
≤
∫
BD(z0,r)
|kz0(ζ)|
2p dµ(ζ) ≤
∫
D
|kz0(ζ)|
2p dµ(ζ)

∫
D
|kz0(ζ)|
2pδ(ζ)(n+1)(θ−1) dν(ζ)
 δ(z0)
(n+1)p
∫
D
|K(ζ, z0)|
2pδ(ζ)(n+1)(θ−1) dν(ζ) .
Since −1 < (n+ 1)(θ − 1) < n+ 1 ≤ (n+ 1)(2p− 1), we can apply Theorem 2.7 obtaining
cpr
δ(z0)(n+1)p
µ
(
BD(z0, r)
)
 δ(z0)
(n+1)(θ−p) .
Therefore
µ
(
BD(z0, r)
)
 δ(z0)
(n+1)θ  ν
(
BD(z0, r)
)θ
,
where we used Lemma 2.1.
(iii)=⇒(iv)=⇒(vi) and (iii)=⇒(v)=⇒(vi). Obvious.
(vi)=⇒(i). Fix p ∈ [1,+∞), and take f ∈ Ap
(
D, (n+ 1)(θ − 1)
)
. Clearly we have∫
D
|f(z)|p dµ(z) ≤
∞∑
k=0
∫
BD(ak,r0)
|f(z)|p dµ(z) .
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Now, Lemma 2.5 gives a K > 0 depending only on r0 (and D) such that∫
BD(ak,r0)
|f(z)|p dµ(z) ≤
K
ν
(
BD(ak, r0)
) ∫
BD(ak,r0)
[∫
BD(ak,R0)
|f(ζ)|p dν(ζ)
]
dµ(z)
= K
µ
(
BD(ak, r0)
)
ν
(
BD(ak, r0)
) ∫
BD(ak,R0)
|f(ζ)|p dν(ζ)
 ν
(
BD(ak, r0)
)θ−1 ∫
BD(ak,R0)
|f(ζ)|p dν(ζ) ,
where R0 =
1
2 (1 + r0). Now, Lemma 2.1 yields ν
(
BD(·, r0)
)θ−1
 δ(n+1)(θ−1) both when θ− 1 ≥ 0
and when θ − 1 ≤ 0; therefore recalling Lemma 2.2 we get∫
BD(ak,r0)
|f(z)|p dµ(z)  δ(ak)
(n+1)(θ−1)
∫
BD(ak,R0)
|f(ζ)|p dν(ζ)

∫
BD(ak,R0)
|f(ζ)|pδ(ζ)(n+1)(θ−1) dν(ζ) .
Summing on k and recalling that, by definition of r0-lattice, there is m ∈ N such that every point
of D is contained in at most m balls of the form BD(ak, R0) we obtain
‖f‖pLp(µ) =
∫
D
|f(z)|p dµ(z) 
∫
D
|f(ζ)|pδ(ζ)(n+1)(θ−1) dν(ζ) = ‖f‖pp,(n+1)(θ−1) ,
as claimed. 
Remark 3.4. The proof shows that the chains of implications (iii)=⇒(iv)=⇒(vi)=⇒(i)=⇒(ii) and
(iii)=⇒(v)=⇒(vi)=⇒(i)=⇒(ii) hold for all θ ∈ R, and that the implication (ii)=⇒(iii) holds for
1− 1n+1 < θ < 2p. When θ > 2p condition (ii) just implies that µ is 2p-Carleson, and when θ = 2p
condition (ii) implies that µ is (2p− ε)-Carleson for all ε > 0. Furthermore, the proof shows that
the norm of the inclusion in (i) is bounded by a constant independent of p, and also of θ if the
latter is restricted to vary in a compact interval. Finally, the proof is somewhat new even for θ = 1,
because it does not depend on [7].
Remark 3.5. The proof of the implication (vi)=⇒(i), recalling Lemma 2.4, shows that if µ is
θ-Carleson then we have ∫
D
χ(z) dµ(z) 
∫
D
χ(ζ)δ(ζ)(n+1)(θ−1) dν(ζ)
for all nonnegative plurisubharmonic functions χ : D → R+.
As anticipated in the introduction, another useful characterization of θ-Carleson measures relies
on the Berezin transform.
Definition 3.6. Let µ be a finite positive Borel measure on a bounded strongly pseudoconvex
domain D ⊂⊂ Cn. The Berezin transform of µ is the function Bµ : D → R+ given by
Bµ(z0) =
∫
D
|kz0(z)|
2 dµ(z) .
Then:
Theorem 3.7. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain, and choose θ > 0.
Then the following assertions are equivalent:
(i) µ is θ-Carleson;
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(ii) Bµ  δ(n+1)(θ−1).
Proof. (i)=⇒(ii). Using Theorems 3.3 and 2.7 (and Remark 3.4) we obtain
Bµ(z0) = ‖kz0‖
2
L2(µ)  ‖kz0‖
2
2,(n+1)(θ−1)  δ(z0)
(n+1)(θ−1) ,
as claimed.
(ii)=⇒(i). Fix r ∈ (0, 1); we must show that µ
(
BD(z0, r)
)
≤ Cν
(
BD(z0, r)
)θ
for all z0 ∈ D,
where C > 0 is a suitable constant independent of z0. Let δr > 0 and cr > 0 be given by Lemma 2.9;
clealy it suffices to prove the claim for δ(z0) < δr. We have
Bµ(z0) =
∫
D
|kz0(z)|
2 dµ(z) ≥
∫
BD(z0,r)
|kz0(z)|
2 dµ(z) ≥
cr
δ(z0)n+1
µ
(
BD(z0, r)
)
;
therefore
µ
(
BD(z0, r)
)
 δ(z0)
n+1Bµ(z0)  δ(z0)
(n+1)θ
by the hypothesis, and the assertion follows from Lemma 2.1. 
We end this section by giving examples of θ-Carleson measures. The next lemma provides a
way of shifting the value of θ:
Lemma 3.8. Let D ⊂⊂ Cn be a bounded domain, and θ, η ∈ R. Then a finite positive Borel
measure µ is θ-Carleson if and only if δηµ is (θ + ηn+1 )-Carleson.
Proof. Assume µ is θ-Carleson, set µη = δ
ηµ, and choose r ∈ (0, 1). Then Lemmas 2.2 and 2.1
yield
µα
(
BD(z0, r)
)
=
∫
BD(z0,r)
δ(ζ)η dµ(ζ)  δ(z0)
ηµ
(
BD(z0, r)
)
 δ(z0)
ην
(
BD(z0, r)
)θ
 ν
(
BD(z0, r)
)θ+ ηn+1 ,
and so µη is
(
θ + ηn+1
)
-Carleson. Since µ = (µη)−η, the converse follows too. 
Example 3.9. For instance, as anticipated in the introduction, δην is
(
1 + ηn+1
)
-Carleson.
To give another class of examples of θ-Carleson measures, we recall the following definition:
Definition 3.10. Let (X, d) be a metric space. A sequence Γ = {xj} ⊂ X is uniformly discrete if
there exists δ > 0 such that d(xj , xk) ≥ δ for all j 6= k. In this case inf
j 6=k
d(xj , xk) is the separation
constant of Γ. Furthermore, given x ∈ X and r > 0 we shall denote by N(x, r,Γ) the number of
points xj ∈ Γ with d(xj , x) < r.
Theorem 3.11. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain, considered as a metric
space with the distance ρD = tanhkD, and choose 1−
1
n+1 < θ < 2. Let Γ = {zj}j∈N be a sequence
in D. Then Γ is a finite union of uniformly discrete sequences if and only if
∑
j δ(zj)
(n+1)θδzj is
a θ-Carleson measure, where δzj is the Dirac measure in zj.
Proof. Clearly it suffices to prove the only if part when Γ is a single uniformly discrete sequence.
Choose p > max{1, θ/2}, and let 2r > 0 be the separation constant of Γ. By the triangle inequality,
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the Kobayashi balls BD(zj , r) are pairwise disjoint. Hence for any f ∈ Ap
(
D, (n + 1)(θ − 1)
)
Lemma 2.2 yields∫
D
|f(z)|pδ(z)(n+1)(θ−1) dν(z) ≥
∑
zj∈Γ
∫
BD(zj ,r)
|f(z)|pδ(z)(n+1)(θ−1) dν(z)

∑
zj∈Γ
δ(zj)
(n+1)(θ−1)
∫
BD(zj,r)
|f(z)|p dν(z) .
Now, |f |p is plurisubharmonic and nonnegative; hence Lemma 2.5 and Lemma 2.1 yield∫
D
|f(z)|pδ(z)(n+1)(θ−1) dν(z) 
∑
zj∈Γ
δ(zj)
(n+1)(θ−1)δ(zj)
n+1|f(zj)|
p =
∑
zj∈Γ
δ(zj)
(n+1)θ|f(zj)|
p
and the assertion follows from Theorem 3.3 and Remark 3.4.
Assume conversely that µ =
∑
j δ(zj)
(n+1)θδzj is a θ-Carleson measure. [3, Lemma 4.1] shows
that it suffices to prove that supz0∈DN(z0, r,Γ) < +∞, for any r ∈ (0, 1). Fix r ∈ (0, 1), and
let δr > 0 be given by Lemma 2.9. By Lemma 2.2, if δ(z0) ≥ δr then w ∈ BD(z0, r) implies
δ(w)  δr. It is easy to see that, since µ should be a finite measure, only a finite number of zj ∈ Γ
can have δ(zj)  δr; therefore to get the assertion it suffice to prove that the supremum is finite
when δ(z0) < δr.
Given z0 ∈ D with δ(z0) < δr, Lemma 2.9 yields
∀z ∈ BD(z0, r) δ(z0)
n+1|kz0(z)|
2 ≥ cr .
Hence using again Lemma 2.2 we obtain
N(z0, r,Γ) ≤
1
cr
∑
z∈BD(z0,r)∩Γ
δ(z0)
n+1|kz0(z)|
2
 δ(z0)
(n+1)(1−θ)
∑
z∈BD(z0,r)∩Γ
δ(z)(n+1)θ|kz0(z)|
2 ≤ δ(z0)
(n+1)(1−θ)‖kz0‖
2
L2(µ)
 δ(z0)
(n+1)(1−θ)‖kz0‖
2
2,(n+1)(θ−1)
 1
by Theorems 2.7 and 3.3 (and Remark 3.4), as desired. 
Remark 3.12. Notice that the proof that if Γ is a finite union of uniformly discrete sequences then∑
j δ(zj)
(n+1)θδzj is a θ-Carleson measure works for any θ > 0.
4. Vanishing θ-Carleson measures
In this section we shall characterize vanishing Carleson measures for weighted Bergman spaces;
along the way we shall prove a few results on the functional analysis of weighted Bergman spaces
that shall be useful in the next section too.
Definition 4.1. Let D ⊂⊂ Cn be a bounded domain, β, θ ∈ R and p ≥ 1. A (analytic) vanishing
Carleson measure of Ap(D, β) is a finite positive Borel measure on D such that there is a compact
inclusion Ap(D, β) →֒ Lp(µ).
On the other hand, a (geometric) vanishing θ-Carleson measure is a finite positive Borel measure
on D such that
lim
z0→∂D
µ
(
BD(z0, r)
)
ν
(
BD(z0, r)
)θ = 0
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for all r ∈ (0, 1).
Remark 4.2. In particular, every θ-Carleson measure is a vanishing θ′-Carleson measure for all
θ′ < θ. For instance, a Carleson measure is a vanishing θ-Carleson measure for all θ < 1.
We start with an easy generalization of a standard lemma (see, e.g., [22, Lemma 1.4.1]):
Lemma 4.3. Let D ⊂⊂ Cn be a bounded domain, p ∈ [1,+∞] and β ∈ R. Then for every
relatively compact subdomain D0 ⊂⊂ D we can find a constant C = C(D0, p, β) > 0 such that
sup
z∈D0
|f(z)| ≤ C‖f‖p,β
for all f ∈ Ap(D, β).
Proof. Given r > 0 and z ∈ Cn, we shall denote by Br(z) the Euclidean ball of radius r and
center z. If r0 = infz∈D0 δ(z) > 0 and M = supz∈D δ(z) < +∞, we have
r0
2
≤ δ(ζ) ≤M
for all ζ ∈ Br0/2(z) and z ∈ D0.
Assume that p ∈ [1,+∞). Using the usual submean property for nonnegative plurisubharmonic
functions, for all z ∈ D0 by Ho¨lder’s inequality we then have
|f(z)| ≤
1
ν
(
Br0/2(z)
) ∫
Br0/2(z)
|f(ζ)| dν(ζ)
≤ ν
(
Br0/2(z)
) 1
q−1
[∫
Br0/2(z)
|f(ζ)|p dν(ζ)
]1/p
≤ ν
(
Br0/2(z)
) 1
q−1max
{
M,
2
r0
}|β|/p [∫
Br0/2(z)
|f(ζ)|pδ(ζ)β dν(ζ)
]1/p
≤ C(D0, p, β)‖f‖p,β ,
where q is the conjugate exponent of p, and we are done.
Finally, if p = +∞ we have
sup
z∈D0
|f(z)| ≤ max
{
M,
1
r0
}|β|
‖f‖∞,β ,
and we are done in this case too. 
Using this we obtain a basic compactness property for weighted Bergman spaces on bounded
domains:
Lemma 4.4. Let D ⊂⊂ Cn be a bounded domain, 1 ≤ p ≤ ∞ and β ∈ R. Then:
(i) if {fk} ⊂ Ap(D, β) is a norm-bounded sequence converging uniformly on compact subsets
to h ∈ O(D), then h ∈ Ap(D, β);
(ii) the inclusion Ap(D, β) →֒ O(D) is compact, that is, any norm-bounded subset of Ap(D, β)
is relatively compact in O(D).
Proof. (i) If p =∞ the assertion is trivial; let then 1 ≤ p < ∞ and assume that {fk} ⊂ Ap(D, β)
is a norm-bounded sequence converging uniformly on compact subsets to h ∈ O(D). Then∫
D
|h|pδβ dν =
∫
D
lim
k→∞
|fk|
pδβ dν ≤ lim inf
k→∞
∫
D
|fk|
pδβ dν ≤ sup
k
‖fk‖
p
p,β ,
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by Fatou’s lemma, and thus h ∈ Ap(D, β) as claimed.
(ii) We have to prove that any norm-bounded sequence in Ap(D, β) admits a subsequence con-
verging uniformly on compact subsets. But indeed, Lemma 4.3 says that the sup-norm on a
relatively compact subset D0 ⊂⊂ D of any f ∈ Ap(D, β) is bounded by a constant times its
Ap(D, β)-norm. So if {fk} ⊂ A
p(D, β) is norm-bounded, by taking a countable increasing exhaus-
tion of D by relatively compact subdomains and applying Montel’s theorem to each subdomain,
we obtain a subsequence {fkj} converging uniformly on compact subsets to a holomorphic func-
tion h ∈ O(D) — and actually h ∈ Ap(D, β), by (i). 
As a consequence we obtain the following characterization of vanishing Carleson measures
of Ap(D, β):
Lemma 4.5. Let D ⊂⊂ Cn be a bounded domain, and µ a finite positive Borel measure on D.
Take 1 ≤ p ≤ ∞ and β ∈ R. Then µ is a vanishing Carleon measure of Ap(D, β) if and only
if ‖fk‖Lp(µ) → 0 for all norm-bounded sequences {fk} ⊂ A
p(D, β) converging to 0 uniformly on
compact subsets.
Proof. Assume that the inclusion Ap(D, β) →֒ Lp(µ) is compact, and take {fk} ⊂ Ap(D, β) norm-
bounded and converging to 0 uniformly on compact subsets. In particular, {fk} is relatively
compact in Lp(µ); we must prove that fk → 0 in L
p(µ). To do so, by compactness, it suffices to
show that 0 is the unique limit point of {fk} in Lp(µ). Let {fkj} be a subsequence converging
to h ∈ Lp(µ). Passing if necessary to a subsequence we can assume that fkj (z) → h(z) µ-almost
everywhere. But fk → 0 uniformly on compact subsets; therefore h ≡ 0 and we are done.
Conversely, assume that all norm-bounded sequences in Ap(D, β) converging to 0 uniformly on
compact subsets converge to 0 in Lp(µ). To prove that the inclusion Ap(D, β) →֒ Ap(µ) is compact
it suffices to show that if {fk} is norm-bounded in Ap(D, β) then it admits a subsequence converging
in Lp(µ). Lemma 4.4 yields a subsequence {fkj} converging uniformly on compact subsets to
h ∈ Ap(D, β). Then {fkj − h} converges to 0 uniformly on compact subsets; by assumption, this
yields ‖fkj − h‖Lp(µ) → 0, and thus fkj → h in L
p(µ), as desired. 
We shall also need the following characterization of weakly convergent sequences in Ap(D, β)
for 1 < p <∞:
Lemma 4.6. Let D ⊂⊂ Cn be a bounded domain, 1 < p <∞ and β ∈ R. Then:
(i) a sequence {fk} ⊂ Ap(D, β) is norm-bounded and converges uniformly on compact subsets
to h ∈ Ap(D, β) if and only if it converges weakly to h;
(ii) the unit ball of Ap(D, β) is weakly compact, and thus Ap(D, β) is reflexive.
Proof. (i) Without loss of generality we can assume that h ≡ 0. Assume that {fk} is norm-
bounded and converges uniformly on compact subsets to 0; we have to prove that Φ(fk) → 0 for
all Φ ∈ Ap(D, β)∗. Take Φ ∈ Ap(D, β)∗; by the Hahn-Banach theorem we can find Φˆ ∈ Lp(δβν)∗
such that Φˆ|Ap(D,β) = Φ. By the Riesz representation theorem we then get g ∈ L
q(δβν) such that
Φ(f) =
∫
D
fgδβ dν
for all f ∈ Ap(D, β), where q is the conjugate exponent of p. So it suffices to prove that∫
D
fkgδ
β dν → 0 for all g ∈ Lq(δβν); since functions with compact support are dense in Lq(δβν)
it suffices to prove this when g has compact support. But in that case, denoting by Volβ
(
supp(g)
)
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the volume of supp(g) with respect to the measure δβν, we have∣∣∣∣
∫
D
fkgδ
β dν
∣∣∣∣ ≤
∫
supp(g)
|fkg|δ
β dν ≤
[∫
supp(g)
|fk|
pδβ dν
]1/p
‖g‖Lq(δβν)
≤ Volβ
(
supp(g)
)
sup
z∈supp(g)
|fk(z)| ‖g‖Lq(D,β) → 0
because fk → 0 uniformly on compact subsets, and we are done.
Conversely, assume that fk → 0 weakly in A
p(D, β); in particular, is norm-bounded in Ap(D, β).
Therefore, thanks to Lemma 4.4.(ii), to prove that fk → 0 uniformly on compact subsets it suffices
to show that any converging (uniformly on compact subsets) subsequence must converge to 0.
But if fkj → h ∈ A
p(D, β) uniformly on compact subsets the previous argument shows that fkj
converges weakly to h; the uniqueness of the weak limit then yields h ≡ 0, and we are again done.
(ii) Let {gk} be a sequence in the unit ball of Ap(D, β). By Lemma 4.4.(ii), there is a subsequence
{gkj} converging uniformly on compact subsets to g ∈ O(D); furthermore, Lemma 4.4.(i) yields
g ∈ Ap(D, β). But then part (i) implies that gkj → g weakly in A
p(D, β), and we are done. 
Thus, for 1 < p <∞, Lemma 4.5 is a particular case of the following (well-known) proposition:
Proposition 4.7. Let T : X → Y be a linear operator between Banach spaces. Then:
(i) if T is compact, then for any sequence {xk} ⊂ X weakly converging to 0 the sequence
{Txk} strongly converges to 0 in Y ;
(ii) assume that the unit ball of X is weakly compact; then if for any sequence {xk} ⊂ X
weakly converging to 0 the sequence {Txk} strongly converges to 0 in Y it follows that T
is compact.
Proof. (i) Suppose T is compact and let {xk} ⊂ X be weakly converging to 0. If, by contradiction,
‖Txk‖Y does not converge to 0 then, up to passing to a subsequence, we may assume that there
is δ > 0 such that ‖Txk‖Y ≥ δ for all k. Since T is compact, there are y ∈ Y with y 6= 0 and a
subsequence {xkj} such that ‖Txkj − y‖Y → 0. In particular, Txkj → y weakly in Y . Since for
any ψ ∈ Y ∗ we have ψ ◦ T ∈ X∗, we obtain
ψ(Txkj ) = (ψ ◦ T )(xkj )→ 0 ,
and thus Txkj → 0 weakly. It follows that y = 0, contradicting the assumption.
(ii) Suppose, by contradiction, that T is not compact; then there exists a sequence {xk} ⊂ X in
the unit ball such that {Txk} has no strongly convergent subsequence. Now, by assumption the
unit ball of X is weakly compact; therefore we can find a subsequence {xkj} weakly convergent
to x ∈ X . Therefore the sequence {xkj −x} converges to 0 weakly, and thus, again by assumption,
the sequence {Txkj −Tx} converges to 0 strongly in Y , that is Txkj → Tx strongly, contradicting
the choice of {xk}. 
Corollary 4.8. Let D ⊂⊂ Cn be a bounded domain, and take p ∈ (1,+∞) and β ∈ R. Then a
linear operator T : Ap(D, β)→ X taking values in a Banach space X is compact if and only if for
any norm-bounded sequence {fk} ⊂ Ap(D, β) converging uniformly on compact subsets to 0 the
sequence {Tfk} converges to 0 in X.
Proof. It follows immediately from Proposition 4.7 and Lemma 4.6. 
For p = 1 or p = ∞ we do not have such a general statement. However, for our needs the
following particular case will be enough:
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Lemma 4.9. Let µ be a finite positive Borel measure on a topological space X, and 1 ≤ r ≤ ∞.
Assume that R : E → Lr(µ) is a compact operator, where E is a Banach space. Then for every
norm-bounded sequence {fk} ⊂ E such that Rfk(x) → 0 for µ-almost every x ∈ X we have
‖Rfk‖Lr(µ) → 0.
Proof. Since R is compact and {fk} is norm-bounded, the sequence {Rfk} is relatively compact
in Lr(µ). If, by contradiction, ‖Rfk‖Lr(µ) does not converge to 0, up to a subsequence we can
assume there is ε > 0 such that ‖Rfk‖Lr(µ) ≥ ε for all k. By compactness, there is a subsequence
{Rfkj} such that Rfkj → h ∈ L
r(µ) strongly. Passing, if necessary, to a subsubsequence we
have Rfkj (x) → h(x) for µ-almost every x ∈ X ; but then the assumption forces h ≡ 0 and thus
‖Rfkj‖Lr(µ) → 0, contradiction. 
We can now prove a geometrical characterization of vanishing Carleson measures of weighted
Bergman spaces in bounded strongly pseudoconvex domains, which is new even for Ap(D):
Theorem 4.10. Let µ be a finite positive Borel measure on a bounded strongly pseudoconvex
domain D ⊂⊂ Cn, and choose 1− 1n+1 < θ < 2. Then the following statements are equivalent:
(i) µ is a vanishing Carleson measure of Ap
(
D, (n+ 1)(θ − 1)
)
for all p ∈ [1,+∞);
(ii) µ is a vanishing Carleson measure of Ap
(
D, (n+ 1)(θ − 1)
)
for some p ∈ [1,+∞);
(iii) µ is a vanishing θ-Carleson measure;
(iv) there exists r0 ∈ (0, 1) such that
lim
z0→∂D
µ
(
BD(z0, r0)
)
ν
(
BD(z0, r0)
)θ = 0 ;
(v) for every r ∈ (0, 1) and for every r-lattice {ak} in D one has
lim
k→+∞
µ
(
BD(ak, r)
)
ν
(
BD(ak, r)
)θ = 0 ;
(vi) there exists r0 ∈ (0, 1) and a r0-lattice {ak} in D such that
lim
k→+∞
µ
(
BD(ak, r0)
)
ν
(
BD(ak, r0)
)θ = 0 .
Proof. (i)=⇒(ii), (iii)=⇒(iv), (iii)=⇒(v), (iv)=⇒(vi) and (v)=⇒(vi) are obvious.
(vi)=⇒(i) Fix p ∈ [1,+∞), and assume that {fl} ⊂ Ap
(
D, (n + 1)(θ − 1)
)
is a norm-bounded
sequence converging to 0 uniformly on compact subsets; by Lemma 4.5 we must prove that
‖fl‖Lp(µ) → 0.
Let M > 0 be such that
(4.1) ‖fl‖p,(n+1)(θ−1) ≤M
for all l ∈ N. By assumption, for any given ε > 0 there is Nε ∈ N such that
(4.2) ∀k ≥ Nε
µ
(
BD(ak, r0)
)
ν
(
BD(ak, r0)
)θ < ε .
Since the balls BD(ak, r0) cover D, it holds
(4.3)
∫
D
|fl|
p dµ ≤
∞∑
k=0
∫
BD(ak,r0)
|fl(z)|
p dµ(z) .
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Since |fl|p is plurisubharmonic and nonnegative, Lemmas 2.5, 2.1 and 2.2 yield∫
BD(ak,r0)
|fl(z)|
p dµ(z) ≤
Kr0
ν
(
BD(ak, r0)
) ∫
BD(ak,r0)
dµ(z)
∫
BD(ak,R0)
|fl(ζ)|
p dν(ζ)
= Kr0
µ
(
BD(ak, r0)
)
ν
(
BD(ak, r0)
)θ ν(BD(ak, r0))θ−1
∫
BD(ak,R0)
|fl(ζ)|
p dν(ζ)
≤ Cr0
µ
(
BD(ak, r0)
)
ν
(
BD(ak, r0)
)θ δ(ak)(n+1)(θ−1)
∫
BD(ak,R0)
|fl(ζ)|
p dν(ζ)
≤ C˜r0
µ
(
BD(ak, r0)
)
ν
(
BD(ak, r0)
)θ
∫
BD(ak,R0)
|fl(ζ)|
pδ(ζ)(n+1)(θ−1) dν(ζ) ,(4.4)
where R0 =
1
2 (1 + r0) and Cr0 , C˜r0 > 0 are constants depending only on r0.
Uniform convergence of fl to 0 on compact subsets implies that there exists Lε ∈ N such that
(4.5) ∀l ≥ Lε
Nε−1∑
k=0
∫
BD(ak,r0)
|fl(z)|
p dµ(z) < ε .
Hence (4.3), (4.4), (4.5), (4.2) and (4.1) yield
∫
D
|fl|
p dµ ≤
Nε−1∑
k=0
∫
BD(ak,r0)
|fl(z)|
p dµ(z) +
∞∑
k=Nε
∫
BD(ak,r0)
|fl(z)|
p dµ(z)
≤ ε+
∞∑
k=Nε
C˜r0
µ
(
BD(ak, r0)
)
ν
(
BD(ak, r0)
)θ
∫
BD(ak,R0)
|fl(ζ)|
pδ(ζ)(n+1)(θ−1) dν(ζ)
≤ ε+ C˜r0εm
∫
D
|fl(ζ)|
pδ(ζ)(n+1)(θ−1) dν(ζ) ≤ ε(1 + C˜r0mM
p)
for a suitable m ∈ N as soon as l ≥ Lε. Thus
lim
l→∞
∫
D
|fl(z)|
p dµ(z) = 0 ,
and µ is a vanishing Carleson measure of Ap
(
D, (n+ 1)(θ − 1)
)
by Lemma 4.5.
(ii)=⇒(iii) First of all notice that ‖k2z0‖p,(n+1)(θ−1) = ‖kz0‖
2
2p,(n+1)(θ−1). Therefore the assump-
tion on θ and Theorem 2.7 imply
δ(z0)
(n+1)(1− θp)‖k2z0‖p,(n+1)(θ−1)  δ(z0)
(n+1)(1− θp )δ(z0)
n+1−2 n+1
(2p)′
+2
(n+1)(θ−1)
2p = 1 ,
where (2p)′ is the conjugate exponent of 2p > 1. Thus the family {δ(z0)
(n+1)(1− θp)k2z0}z0∈D is
norm-bounded in Ap
(
D, (n+ 1)(θ − 1)
)
, and then Lemmas 2.8 and 4.5 imply that
lim
z0→∂D
‖δ(z0)
(n+1)(1− θp)k2z0‖Lp(µ) = 0 .
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Now choose r ∈ (0, 1), and let δr > 0 be given by Lemma 2.9. Then if δ(z0) < δr we have
‖δ(z0)
(n+1)(1− θp )k2z0‖
p
Lp(µ) = δ(z0)
(n+1)(p−θ)
∫
D
|kz0(z)|
2p dµ(z)
≥ δ(z0)
(n+1)(p−θ)
∫
BD(z0,r)
|kz0(z)|
2p dµ(z)
 δ(z0)
−(n+1)θ µ
(
BD(z0, r)
)

µ
(
BD(z0, r)
)
ν
(
BD(z0, r)
)θ
by Lemma 2.1, and we are done. 
Remark 4.11. The implications (iii)=⇒(iv)=⇒(vi)=⇒(i)=⇒(ii), as well as (iii)=⇒(v)=⇒(vi), hold
for all θ > 0. The implication (ii)=⇒(iii) works for 1 − 1n+1 < θ < 2p; when θ ≥ 2p condition (ii)
implies that µ is vanishing (2p− ε)-Carleson for all ε > 0.
Corollary 4.12. Let µ be a finite positive Borel measure on a bounded strongly pseudoconvex
domain D ⊂⊂ Cn. If 1 − 1n+1 < θ < 2 is such that there is a continuous inclusion A
p
(
D, (n +
1)(θ − 1)
)
→֒ Lp(µ) for some p ∈ [1,+∞) then the inclusion Ap
(
D, (n + 1)(θ′ − 1)
)
→֒ Lp(µ) is
compact for all p ∈ [1,+∞) and θ′ < θ.
Proof. It follows immediately from Theorem 4.10 and Remark 4.2. 
We can also use the Berezin transform to characterize vanishing θ-Carleson measures:
Theorem 4.13. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain, and choose 1− 1n+1 <
θ < 2. Then the following assertions are equivalent:
(i) µ is vanishing θ-Carleson;
(ii) the Berezin transform Bµ of µ satisfies δ(z0)
(n+1)(1−θ)Bµ(z0)→ 0 as z0 → ∂D.
Proof. (i)=⇒(ii) Theorem 2.7 and Lemma 2.8 imply that δ(z0)
(n+1)(1−θ)/2kz0 is norm-bounded
in A2
(
D, (n + 1)(θ − 1)
)
and converges to 0 uniformly on compact subsets as z0 → ∂D. So
Theorem 4.10 and Lemma 4.5 imply
δ(z0)
(n+1)(1−θ)Bµ(z0) = δ(z0)
(n+1)(1−θ)
∫
D
|kz0(z)|
2 dµ = ‖δ(z0)
(n+1)(1−θ)/2kz0‖
2
L2(µ) → 0
as z0 → ∂D, as desired.
(ii)=⇒(i). Fix r ∈ (0, 1), and let δr > 0 be given by Lemma 2.9. Since we are only interested in
the limit as z0 goes to the boundary of D, we may assume δ(z0) < δr. Then Lemma 2.9 yields
cr
δ(z0)n+1
µ
(
BD(z0, r)
)
≤
∫
BD(z0,r)
|kz0(z)|
2 dµ(z) ≤
∫
D
|kz0(z)|
2 dµ(z) = Bµ(z0) .
Recalling Lemma 2.1 we get
µ
(
BD(z0, r)
)
 δ(z0)
n+1Bµ(z0)  δ(z0)
(n+1)(1−θ)Bµ(z0)ν
(
BD(z0, r)
)θ
;
hence
µ
(
BD(z0, r)
)
ν
(
BD(z0, r)
)θ  δ(z0)(n+1)(1−θ)Bµ(z0) ,
and (i) follows. 
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Remark 4.14. The implication (ii)=⇒(i) holds for all θ > 0. On the other hand, condition (i) when
θ ≥ 2 implies that δ(z0)ε−(n+1)Bµ(z0)→ 0 as z0 → ∂D for all ε > 0.
The analogue of Lemma 3.8 is:
Lemma 4.15. Let D ⊂ Cn be a bounded domain, and θ, η ∈ R. Then a finite positive Borel
measure µ is a vanishing θ-Carleson measure if and only if δηµ is a vanishing (θ+ ηn+1 )-Carleson
measure.
Proof. Assume µ is vanishing θ-Carleson, set µη = δ
ηµ, and choose r ∈ (0, 1). Then Lemmas 2.2
and 2.1 yield
µη
(
BD(z0, r)
)
ν
(
BD(z0, r)
)θ+ ηn+1 = 1ν(BD(z0, r))θ+ ηn+1
∫
BD(z0,r)
δ(ζ)η dµ(ζ)

δ(z0)
η
ν
(
BD(z0, r)
)θ+ η
n+1
µ
(
BD(z0, r)
)

µ
(
BD(z0, r)
)
ν
(
BD(z0, r)
)θ → 0 ,
as z0 → ∂D because µ is vanishing θ-Carleson, and so µη is vanishing
(
θ + ηn+1
)
-Carleson. Since
µ = (µη)−η, the converse follows too. 
On the other hand, uniformly discrete sequences yield vanishing θ-Carleson measures only if
they are finite:
Theorem 4.16. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain, considered as a metric
space with the distance ρD = tanhkD, and choose 1−
1
n+1 < θ < 2. Let Γ = {zj}j∈N be a sequence
in D. Then the following assertions are equivalent:
(i) lim
z0→∂D
N(z0, r,Γ) = 0 for all r ∈ (0, 1);
(ii) there exists r0 > 0 such that lim
z0→∂D
N(z0, r0,Γ) = 0;
(iii) µθ =
∑
j δ(zj)
(n+1)θδzj is a vanishing θ-Carleson measure, where δzj is the Dirac measure
in zj;
(iv) Γ is finite.
Proof. (i)=⇒(ii) is obvious.
(ii)=⇒(iii) We have
µθ
(
BD(z0, r0)
)
=
∑
zj∈BD(z0,r0)∩Γ
δ(zj)
(n+1)θ  δ(z0)
(n+1)θN(z0, r0,Γ)
 ν
(
BD(z0, r0)
)θ
N(z0, r0,Γ) ,
where we used Lemmas 2.1 and 2.2, and we are done.
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(iii)=⇒(i). Fix r ∈ (0, 1), and let δr > 0 be given by Lemma 2.9. Then if δ(z0) < δr using as
usual Lemmas 2.2 and 2.1 we obtain
N(z0, r,Γ) 
∑
z∈BD(z0,r)∩Γ
δ(z0)
n+1|kz0(z)|
2
 δ(z0)
(n+1)(1−θ)
∑
z∈BD(z0,r)∩Γ
δ(z)(n+1)θ|kz0(z)|
2
= ‖δ(z0)
(n+1)(1−θ)/2kz0‖
2
L2(µθ)
.
Then Theorem 2.7 and Lemma 2.8 imply that {δ(z0)(n+1)(1−θ)/2kz0} is norm-bounded in L
2(µθ)
and converges to 0 uniformly on compact subsets as z0 → ∂D. Then ‖δ(z0)(n+1)(1−θ)/2kz0‖
2
L2(µθ)
→
0 as z0 → ∂D by Theorem 4.10 and Lemma 4.5, and we are done.
(iii)=⇒(i). Obvious.
(ii)+(iii)=⇒(iv). By (ii) there is δ0 > 0 such that N(z0, r0,Γ) = 0 if δ(z0) < δ0; in particular,
Γ ∩ {z ∈ D | δ(z) < δ0} = ∅, and thus Γ is contained in a relatively compact subset of D. But the
fact that µθ is a finite measure implies that Γ intersects any relatively compact subset of D in a
finite set, and we are done. 
Remark 4.17. The implication (ii)=⇒(iii) holds for any θ > 0.
5. Toeplitz operators
Definition 5.1. Let D ⊂⊂ Cn be a bounded domain. The Toeplitz operator Tµ associated to a
finite positive Borel measure µ on D is defined by
Tµf(z) =
∫
D
K(z, w)f(w) dµ(w) .
Our aim in this section is to study mapping properties of Toeplitz operators by means of Carleson
properties of the measures. Our first main result shows that being θ-Carleson implies that the
associated Toeplitz operator gives a gain in integrability if we use the correct weights:
Theorem 5.2. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain. Given 1 < p < +∞,
let p′ be the conjugate exponent of p. Choose θ > 1− 1n+1 min
(
1, 1p−1
)
, and let µ be a θ-Carleson
measure on D. Then:
(i) If θ < 1 and p ≤ r < p
′
(n+1)(1−θ) , then Tµ : A
p
(
D, (n + 1)p(θ − 1 + 1r −
1
p )
)
→ Ar(D)
continuously;
(ii) if 1 ≤ θ < p′ and p
′
p′−θ < r < +∞, then Tµ : A
p
(
D, (n + 1)p(θ − 1 + 1r −
1
p )
)
→ Ar(D)
continuously;
(iii) if 1 ≤ θ < p′ and p ≤ r ≤ p
′
p′−θ , or if p
′ ≤ θ and p ≤ r < +∞, then Tµ : Ap
(
D, (n+ 1)(θ −
1− ε)
)
→ Ar(D) continuously for all ε > 0;
Furthermore, in all cases if µ is vanishing then Tµ is a compact operator between the given spaces.
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Proof. Fix 1 < p ≤ s ≤ r < ∞, and denote by s′, respectively r′, the conjugate exponent of s,
respectively r. Then
|Tµf(ζ)| ≤
∫
D
|K(ζ, w)||f(w)| dµ(w)
=
∫
D
|K(ζ, w)|1/s|f(w)||K(ζ, w)|1/s
′
dµ(w)
≤
[∫
D
|K(ζ, w)|p/s|f(w)|p dµ(w)
]1/p [∫
D
|K(ζ, w)|p
′/s′ dµ(w)
]1/p′

[∫
D
|K(ζ, w)|p/s|f(w)|p dµ(w)
]1/p [∫
D
|K(ζ, w)|p
′/s′δ(w)(n+1)(θ−1) dν(w)
]1/p′
,
using Ho¨lder’s inequality and the fact that µ is θ-Carleson (notice that p′/s′ ≥ 1). Using Theo-
rem 2.7 we then get
(5.1) |Tµf(ζ)| 


[∫
D
|K(ζ, w)|p/s|f(w)|p dµ(w)
]1/p
δ(ζ)(n+1)(θ−p
′/s′)/p′ if 1− 1n+1 < θ <
p′
s′ ,[∫
D
|K(ζ, w)|p/s|f(w)|p dµ(w)
]1/p ∣∣log |δ(ζ)|∣∣1/p′ if θ = p′s′ ,[∫
D
|K(ζ, w)|p/s|f(w)|p dµ(w)
]1/p
if θ > p
′
s′ .
Let us first consider the case 1 − 1n+1 < θ <
p′
s′ . Using Minkowski’s integral inequality (see [13,
6.19]) we obtain
‖Tµf‖
p
r 
[∫
D
[∫
D
|K(ζ, w)|p/s|f(w)|pδ(ζ)(n+1)(θ−p
′/s′)(p/p′) dµ(w)
]r/p
dν(ζ)
]p/r
≤
∫
D
|f(w)|p
[∫
D
|K(ζ, w)|r/sδ(ζ)(n+1)(θ−p
′/s′)(r/p′) dν(ζ)
]p/r
dµ(w) .
Since we are assuming θ < p
′
s′ and
r
s ≥ 1, we automatically have (n + 1)(θ − p
′/s′)(r/p′) <
(n+ 1)
(
(r/s) − 1
)
. Thus if
(5.2) − 1 < (n+ 1)
(
θ −
p′
s′
)
r
p′
we can again apply Theorem 2.7 obtaining
(5.3) ‖Tµf‖
p
r 
∫
D
|f(w)|pδ(w)
(n+1)p
[
1
p′
(θ−1)+ 1r−
1
p
]
dµ(w) .
Now, Lemma 3.8 says that δ
(n+1)p
[
1
p′
(θ−1)+ 1r−
1
p
]
µ is
(
θ + p
[
1
p′ (θ − 1) +
1
r −
1
p
])
-Carleson; there-
fore Theorem 3.3 and Remark 3.4 yield
(5.4) ‖Tµf‖
p
r 
∫
D
|f(w)|pδ(w)(n+1)p[θ−1+
1
r−
1
p ]dν(w) ,
that is Tµ maps A
p
(
D, (n+ 1)p(θ − 1 + 1r −
1
p )
)
into Ar(D) continuously.
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We have obtained this assuming 1− 1n+1 < θ <
p′
s′ and (5.2); now we would like to choose s so
that r can be as large as possible. Assuming θ < p
′
s′ , condition (5.2) is equivalent to
(5.5) r <
p′
(n+ 1)
(
p′
s′ − θ
) .
Since p
′
s′ ≥ 1 always, if θ < 1 the right-hand side of (5.5) is largest for
p′
s′ = 1, that is for s = p,
and thus we get
r <
p′
(n+ 1)(1− θ)
.
Since r ≥ p, to ensure a not empty statement we have to require
p <
p′
(n+ 1)(1− θ)
⇐⇒ 1−
1
(n+ 1)(p− 1)
< θ ,
and thus we have proved (i).
Assume now 1 ≤ θ < p′ and r > p
′
p′−θ . Then 1 ≤ θ <
p′
r′ , and we can find p ≤ s ≤ r so that
1
p′
≤
θ
p′
<
1
s′
<
θ
p′
+min
{
1
(n+ 1)r
,
1
r′
−
θ
p′
}
≤
1
r′
;
With such a choice we have θ < p
′
s′ and (5.2) is satisfied; so (5.4) holds, and we have proved (ii).
If instead 1 ≤ θ < p′ and p < r ≤ p
′
p′−θ , or θ
′ ≥ p′ and r > p, for any p ≤ s < r we have θ > p
′
s′ ,
and so we must use the third line in (5.1). Relying again on Minkowski’s integral inequality we get
‖Tµf‖
p
r 
[∫
D
[∫
D
|K(ζ, w)|p/s|f(w)|pdµ(w)
]r/p
dν(ζ)
]p/r
≤
∫
D
|f(w)|p
[∫
D
|K(ζ, w)|r/s dν(ζ)
]p/r
dµ(w) ;
then, since s < r, by Theorem 2.7 we get
(5.6) ‖Tµf‖
p
r 
∫
D
|f(w)|pδ(w)−(n+1)
p
r (
r
s−1)dµ(w) .
Applying Lemma 3.8, Theorem 3.3 and Remark 3.4 we obtain
‖Tµf‖
p
r 
∫
D
|f(w)|pδ(w)(n+1)[θ−1−p(
1
s−
1
r )]dν(w) ;
so choosing s close enough to r we see that Tµ maps A
p
(
D, (n+ 1)(θ − 1 − ε)
)
continuously into
Ar(D) for all ε > 0.
To complete the proof of (iii) we have to deal with the case θ ≥ 1 and p = r (and thus p = s
too). If θ = 1 we must apply the second line in (5.1), obtaining
(5.7)
‖Tµf‖
p
p 
∫
D
[∫
D
|K(ζ, w)||f(w)|p dµ(w)
]
δ(ζ)−η/p
′
dν(ζ)
=
∫
D
|f(w)|p
[∫
D
|K(ζ, w)|δ(ζ)−η/p
′
dν(ζ)
]
dµ(w)

∫
D
|f(w)|pδ(w)−η/p
′
dµ(w)
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for all 0 < η < p′, and thus
‖Tµf‖
p
p 
∫
D
|f(w)|pδ(w)−εdν(w)
for all 0 < ε < 1, and (iii) is proved in this case too. Finally, if θ > 1 we must apply the third line
in (5.1); so
(5.8)
‖Tµf‖
p
p 
∫
D
[∫
D
|K(ζ, w)||f(w)|p dµ(w)
]
dν(ζ)
=
∫
D
|f(w)|p
[∫
D
|K(ζ, w)|dν(ζ)
]
dµ(w)

∫
D
|f(w)|pδ(w)−(n+1)εdµ(w)
for all 0 < ε, and thus
‖Tµf‖
p
p 
∫
D
|f(w)|pδ(w)(n+1)(θ−1−ε)dν(w)
for all 0 < ε, and (iii) again holds.
Finally, assume that µ is vanishing. In cases (i) and (ii), equation (5.3) implies that Tµ maps
Lp(δαµ) into Lr(D) continuously, where
α = (n+ 1)p
(
1
p′
(θ − 1) +
1
r
−
1
p
)
.
Now, by Lemma 4.15 we know that δαµ is vanishing (θ + α/(n + 1))-Carleson; therefore The-
orem 4.10 and Remark 4.11 imply that the inclusion ια : A
p(D, (n + 1)(θ + α/(n + 1) − 1)) ≡
Ap
(
D, (n+1)p(θ−1+ 1r−
1
p )
)
→֒ Lp(δαµ) is compact. So Tµ : Ap
(
D, (n+1)p(θ−1+ 1r−
1
p )
)
→ Ar(D)
is obtained as the composition of a bounded operator with a compact operator, and hence is com-
pact. A similar argument works in case (iii), replacing (5.3) by (5.6), (5.7) or (5.8) according to
the situation. 
Remark 5.3. Notice that if 1 ≤ θ < p′ then
p
(
θ − 1 +
1
r
−
1
p
)
≥ θ − 1 ⇐⇒ r ≤
p′
p′ − θ
;
therefore the domain of definition of Tµ is always the smallest between A
p
(
D, (n+1)p(θ−1+ 1r−
1
p )
)
and Ap
(
D, (n+ 1)(θ − 1− ε)
)
.
Remark 5.4. In the previous proof we used the fact that the argument of Tµ is a holomorphic
function only to go from (5.3) to (5.4), because we used there that µ is a Carleson measure for a
suitable weighted Bergman spaces Ap(D, β). But if µ = δην with η = (n+ 1)(θ− 1) then the step
from (5.3) to (5.4) works for all f ∈ Lp
(
δ(n+1)p(θ−1+
1
r−
1
p )ν
)
, and thus we have shown that Tδην
maps continuously Lp
(
δ(n+1)p(
η
n+1+
1
r−
1
p )ν
)
into Lr(D).
Choosing the parameters so that the weight is positive we obtain the following:
Corollary 5.5. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain. Given 1 < p < +∞,
let p′ be the conjugate exponent of p. Choose θ > 1− 1n+1 min
(
1, 1p−1
)
, and let µ be a θ-Carleson
measure on D. Then:
(i) if p
′
p′−θ < r < +∞ and 1 +
1
p −
1
r ≤ θ < p
′, then Tµ : A
p(D)→ Ar(D) continuously;
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(ii) if 1 < θ < p′ and p ≤ r ≤ p
′
p′−θ , or p
′ ≤ θ and p ≤ r, then Tµ : Ap(D) → Ar(D)
continuously.
Furthermore, in both cases if µ is vanishing then Tµ is a compact operator between the given spaces.
Proof. It follows immediately from Theorem 5.2, because Lemma 2.10 implies Ap(D) →֒ Ap(D, β)
continuously for all β ≥ 0. 
Remark 5.6. We might also consider a weighted Toeplitz operator
T βµ f(z) =
∫
D
K(z, w)f(w)δ(w)β dµ(w) .
Since if µ is θ-Carleson we know that δβµ is
(
θ + βn+1
)
-Carleson, as a consequence of Theorem 5.2
we obtain that if 1 < p < r then T
−(n+1)(θ−1+ 1r−
1
p )
µ : Ap(D) → Ar(D) continuously. Indeed, if
1 < p < r then putting θ′ = 1 + 1p −
1
r we have 1 < θ
′ < p′ and p
′
p′−θ′ < r always; and clearly
θ + βn+1 = θ
′ if and only if β = −(n+ 1)(θ − 1 + 1r −
1
p ).
We now consider the case p > 1 and r = +∞:
Theorem 5.7. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain, let 1 < p < +∞ and
choose θ ≥ 1. Let µ be a θ-Carleson measure on D. Then
(i) if 1 ≤ θ < p′, then Tµ : Ap
(
D, (n+1)p(θ−1− 1p −ε)
)
→ A∞(D) continuously for all ε > 0,
where p′ is the conjugate exponent of p;
(ii) if θ ≥ p′, then Tµ : Ap
(
D, (n+ 1)(θ − 1− ε)
)
→ A∞(D) continuously for all ε > 0.
If moreover µ is vanishing, then Tµ is compact.
Proof. When 1 < θ < p′, set η = p− (p− 1)θ, so that 0 < η < 1. Given ε > 0 so that η + pε < 1
set s = p/(η + pε). Then p < s < p/η and θ = p−ηp−1 >
p′
s′ , where s
′ is the conjugate exponent of s;
so (5.1) and Theorem 2.7.(iv) yield
‖Tµf‖∞ 
[∫
D
|f(w)|pδ(w)−(n+1)p/s dµ(w)
]1/p
 ‖f‖p,(n+1)(θ−1−ps ) .
Since θ − 1− ps = p(θ − 1−
1
p − ε), we are done in this case.
When θ ≥ p′ we can argue in a similar way choosing s = p/ε, since θ ≥ p′ > p
′
s′ . Furthermore,
when θ = 1 we use a similar argument based on the second line of (5.1) with s = p. Finally, the
statement for µ vanishing follows as in the proof of Theorem 5.2. 
The case p = 1 and r < +∞ is completely analogous to Theorem 5.2, noticing that θ+ 1r − 2 =
θ − 1 + 1r − 1:
Theorem 5.8. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain. Given 0 < θ, let µ be
a θ-Carleson measure on D. Then:
(i) Tµ : A
1
(
D, (n+ 1)(θ + 1r − 2)
)
→ Ar(D) continuously for all 1 < r < +∞.
(ii) Tµ : A
1
(
D, (n+ 1)(θ − 1− ε)
)
→ A1(D) continuously for all small ε > 0.
Furthermore, in both cases if µ is vanishing then Tµ is compact.
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Proof. Using again Minkowski’s integral inequality (or plain Fubini’s theorem when r = 1) and
Theorem 2.7 we obtain
‖Tµf‖r ≤
[∫
D
(∫
D
|K(ζ, w)||f(w)| dµ(w)
)r
dν(ζ)
]1/r
≤
∫
D
|f(w)|
[∫
D
|K(ζ, w)|r dν(ζ)
]1/r
dµ(w)



∫
D
|f(w)|δ(w)−
n+1
r′ dµ(w) if r > 1,∫
D
|f(w)|δ(w)−(n+1)ε dµ(w) if r = 1,
where r′ is the conjugated exponent of r when r > 1, and ε > 0 is arbitrary when r = 1. Recalling
Lemma 3.8, Theorem 3.3 and Remark 3.4 we obtain
‖Tµf‖r 


∫
D
|f(w)|δ(w)(n+1)(θ+
1
r−2) dν(w) if r > 1,∫
D
|f(w)|δ(w)(n+1)(θ−1−ε) dν(w) if r = 1,
and we have proved (i) and (ii).
Assume finally that µ is vanishing. The previous computation implies that when r > 1 the
Toeplitz operator Tµ maps L
1(δ−(n+1)/r
′
µ) into Lr(D) continuously. Now, by Lemma 4.15 we know
that δ−(n+1)/r
′
µ is vanishing
(
θ − 1r′
)
-Carleson; therefore Theorem 4.10 and Remark 4.11 imply
that the inclusion ι : A1
(
D, (n+ 1)(θ+ 1r − 2)
)
→֒ L1(δ−(n+1)/r
′
µ) is compact. So Tµ : A
1
(
D, (n+
1)(θ + 1r − 2)
)
→ Ar(D) is obtained as the composition of a bounded operator with a compact
operator, and hence is compact. A similar argument works for r = 1. 
We also have a statement for p = 1 and r = +∞:
Theorem 5.9. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain, and choose 0 < θ. Let
µ be a θ-Carleson measure on D. Then Tµ : A
1
(
D, (n + 1)(θ − 2)
)
→ A∞(D) continuously. If
moreover µ is vanishing then Tµ is compact.
Proof. Using Theorem 2.7.(iv), arguing as usual we obtain
‖Tµf‖∞ ≤ sup
z∈D
∫
D
|K(z, w)||f(w)| dµ(w)

∫
D
|f(w)|δ(w)−(n+1) dµ(w) 
∫
D
|f(w)|δ(w)(n+1)(θ−2) dν(w) ,
as claimed. Furthermore, when µ is vanishing the usual argument works, and we are done. 
Remark 5.10. In particular, if µ is Carleson, then Tµ maps A
1
(
D,−(n+ 1)
)
into A∞(D) continu-
ously.
We would like now to investigate the converse implications, using mapping properties of the
Toeplitz operator to infer Carleson properties of the measure.
A piece of notation: if f , g : D → C are such that f g¯ ∈ L1(D) we shall write
〈f, g〉 =
∫
D
f(z)g(z)dν(z) .
Then the main result linking Toeplitz operators and Carleson properties is the following basic fact:
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Proposition 5.11. Let µ be a finite positive Borel measure on a bounded domain D ⊂⊂ Cn. Then
Bµ(z0) = 〈Tµkz0 , kz0〉 .
Proof. Indeed using the reproducing property of the Bergman kernel we have
Bµ(z0) =
∫
D
|K(w, z0)|
2
K(z0, z0)
dµ(w)
=
∫
D
K(w, z0)
K(z0, z0)
K(z0, w) dµ(w)
=
∫
D
K(w, z0)
K(z0, z0)
(∫
D
K(x,w)K(z0, x) dν(x)
)
dµ(w)
=
∫
D
(∫
D
K(w, z0)√
K(z0, z0)
K(x,w) dµ(w)
)
K(x, z0)√
K(z0, z0)
dν(x)
=
∫
D
(∫
D
K(x,w)kz0(w) dµ(w)
)
kz0(x) dν(x)
= 〈Tµkz0 , kz0〉 .

Let us begin with the case 1 < p ≤ r < +∞:
Theorem 5.12. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain. Let µ be a finite
positive Borel measure on D. Given 1 < p < +∞, assume that Tµ : Ap
(
D, (n + 1)β
)
→ Ar(D)
continuously for some p ≤ r < +∞. Then
(i) if − 1n+1 < β < p− 1, then µ is
(
1 + βp +
1
p −
1
r
)
-Carleson;
(ii) if β = p− 1, then µ is
(
2− 1r − ε
)
-Carleson for all ε > 0;
(iii) if β > p− 1, then µ is
(
2− 1r
)
-Carleson.
Furthermore, in cases (i) and (ii) if Tµ is compact then µ is vanishing.
Proof. Denoting by r′ the conjugate exponent of r, Proposition 5.11, Ho¨lder’s inequality and the
assumption yield
Bµ(z0) = 〈Tµkz0 , kz0〉 ≤ ‖Tµkz0‖r‖kz0‖r′  ‖kz0‖p,(n+1)β‖kz0‖r′ .
We can now use Theorem 2.7. In case (i) we have
Bµ(z0)  δ(z0)
(n+1)
[
1
2+
β
p−
1
p′
+ 12−
1
r
]
= δ(z0)
(n+1)[ βp+
1
p−
1
r ] ,
and the assertion follows from Theorem 3.7.
Analogously, in case (ii) we have
Bµ(z0)  δ(z0)
(n+1)[ 12−ε+
1
2−
1
r ] = δ(z0)
(n+1)[1−ε− 1r ] ,
for all ε > 0, and again the assertion follows from Theorem 3.7. Case (iii) is identical.
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Finally, assume that Tµ is compact, and set θ = 1+
β
p +
1
p −
1
r in case (i), θ = 2−
1
r − ε in case
(ii), and θ = 2− 1r in case (iii). Then Proposition 5.11 yields
δ(z0)
(n+1)(1−θ)Bµ(z0) ≤ δ(z0)
(n+1)(1−θ)‖Tµkz0‖r‖kz0‖r′



δ(z0)
(n+1)( 12−
1
p−
β
p )‖Tµkz0‖r if −
1
n+1 < β < p− 1,
δ(z0)
(n+1)(ε− 12 )‖Tµkz0‖r if β = p− 1,
δ(z0)
−n+12 ‖Tµkz0‖r if β > p− 1.
If we denote by η the exponent of δ(z0) in cases (i) and (ii), {δ(z0)ηkz0}z0∈D is bounded in
Ap
(
D, (n+1)β
)
by Theorem 2.7, and converges to 0 uniformly on compact subsets as z0 → ∂D by
Lemma 2.8; therefore the compactness of Tµ together with Lemma 4.6 and Proposition 4.7 yield
δ(z0)
η‖Tµkz0‖r → 0 as z0 → ∂D, and the assertion follows from Theorem 4.13 and Remark 4.14.

Remark 5.13. Since δ(z0)
−(n+1)/2kz0 does not converge to 0 uniformly on compact subsets as
z0 → ∂D but it is merely uniformly bounded, in case (iii) we cannot conclude that µ is vanishing.
Remark 5.14. Case (i) for β = 0 and p = r shows that if Tµ : A
p(D) → Ap(D) is continuous
(respectively, compact) then µ is (respectively, vanishing) Carleson.
We have a similar statement for p = 1 too, but the proof that if Tµ is compact then µ is vanishing
requires a few preliminary lemmas:
Lemma 5.15. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain, choose ε ≥ 0 and
max
{
1− 1n+1 , 1− ε
}
< θ, and let µ be a θ-Carleson measure. Then:
(i) if ε ≥ 1, then {δ(z0)
(n+1)(ε− 12 )kz0}z0∈D is norm-bounded in L
s(µ) for all s ≥ 1;
(ii) if 0 ≤ ε < 1 and θ > 1, then
∥∥∥δ(z0)(n+1)(ε− 12 )kz0∥∥∥
Ls(µ)
 δ(z0)(n+1)ε for all 1 ≤ s < θ;
(iii) if 0 ≤ ε < 1 and max
{
1− 1n+1 , 1− ε
}
< θ ≤ 1, then {δ(z0)(n+1)(ε−
1
2 )kz0}z0∈D is norm-
bounded in Ls(µ) for all 1 ≤ s ≤ θ1−ε .
Proof. If ε ≥ 1 then {δ(z0)(n+1)(ε−
1
2 )kz0}z0∈D is uniformly bounded by Theorem 2.7.(iv), and (i)
follows.
Assume then 0 ≤ ε < 1. Then using as usual Theorem 3.3, Remark 3.4 and Theorem 2.7 for
any s ≥ 1 we obtain
‖δ(z0)
(n+1)(ε− 12 )kz0‖Ls(µ) = δ(z0)
(n+1)(ε− 12 )
[∫
D
|kz0(ζ)|
s dµ(ζ)
]1/s
 δ(z0)
(n+1)(ε− 12 )
[∫
D
|kz0(ζ)|
sδ(ζ)(n+1)(θ−1) dν(ζ)
]1/s



δ(z0)
(n+1)(ε+ θs−1) if θ < s,
δ(z0)
(n+1)(ε−η) for any η > 0 if θ = s,
δ(z0)
(n+1)ε if θ > s,
and (ii) and (iii) follow. 
Lemma 5.16. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain, and µ a positive finite
Borel measure on D. Assume that {fk} is a sequence converging to 0 uniformly on compact subsets
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and norm-bounded in Ls(µ) for some 1 < s ≤ +∞. Then {Tµfk} converges to 0 uniformly on
compact subsets.
Proof. Fix D0 ⊂⊂ D. As we already noticed, [21, Theorem 2] implies that |K(z, w)| ≤ C for all
z ∈ D0 and w ∈ D; therefore
|Tµfk(z)| ≤
∫
D
|K(z, w)||fk(w)| dµ(w) ≤ C
∫
D
|fk(w)| dµ(w)
for all z ∈ D0. So it suffices to show that
∫
D |fk(w)| dµ(w) → 0 as k → +∞ knowing that
fk → 0 uniformly on compact subsets and ‖fk‖Ls(µ) ≤ M for some 1 < s ≤ +∞. If s = +∞
the assertion follows from the dominated convergence theorem; assume then 1 < s < +∞, and
let s′ be its conjugate exponent. Given ε > 0, choose η > 0 so that µ(Dη) < (ε/2M)
s′ , where
Dη = {w ∈ D | δ(w) < η}. Choose now k0 so that
sup
w∈D\Dη
|fk(w)| ≤
ε
2µ(D \Dη)
for all k ≥ k0. Then∫
D
|fk(w)|dµ(w) ≤
∫
D\Dη
|fk(w)|dµ(w) +
∫
Dη
|fk(w)|dµ(w)
≤
ε
2
+ ‖fk‖Ls(µ)µ(Dη)
1/s′ ≤ ε
for all k ≥ k0, and we are done. 
Corollary 5.17. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain, choose ε > 0 and
θ > max
{
1− 1n+1 , 1− ε
}
, and let µ be a θ-Carleson measure. Then δ(z0)
(n+1)(ε− 12 )Tµkz0 → 0
uniformly on compact subsets as z0 → ∂D.
Proof. It follows immediately from Lemmas 2.8, 5.15 and 5.16. 
We can now deal with the case p = 1 ≤ r < +∞:
Theorem 5.18. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain. Let µ be a finite
positive Borel measure on D. Assume that Tµ : A
1
(
D, (n + 1)β
)
→ Ar(D) continuously for some
1 ≤ r < +∞. Then
(i) if − 1n+1 < β < 0, then µ is
(
2 + β − 1r
)
-Carleson;
(ii) if β = 0, then µ is
(
2− 1r − ε
)
-Carleson for all ε > 0;
(iii) if β > 0, then µ is
(
2− 1r
)
-Carleson.
Furthermore, in cases (i) and (ii) if Tµ is compact and r > 1 then µ is vanishing.
Proof. The first part of the proof goes exactly as for Theorem 5.12: denoting by r′ the conjugate
exponent of r, Proposition 5.11, the Ho¨lder inequality and the assumption yield
Bµ(z0) = 〈Tµkz0 , kz0〉 ≤ ‖Tµkz0‖r‖kz0‖r′  ‖kz0‖1,(n+1)β‖kz0‖r′ .
We can now use Theorem 2.7. In case (i) we have
Bµ(z0)  δ(z0)
(n+1)[1+β− 1r ] ,
and the assertion follows from Theorem 3.7.
Analogously, in case (ii) we have
Bµ(z0)  δ(z0)
(n+1)[1−ε− 1r ] ,
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for all ε > 0, and again the assertion follows from Theorem 3.7. Case (iii) is identical.
Finally, assume that Tµ is compact; in this case the argument is slightly different because we
cannot apply Lemma 4.6 and Proposition 4.7. Anyway, set θ = 2+ β− 1r in case (i), θ = 2−
1
r − ε
in case (ii), and θ = 2− 1r in case (iii). Then Proposition 5.11 yields
δ(z0)
(n+1)(1−θ)Bµ(z0) ≤ δ(z0)
(n+1)(1−θ)‖Tµkz0‖r‖kz0‖r′



δ(z0)
(n+1)(−β− 12 )‖Tµkz0‖r if −
1
n+1 < β < 0,
δ(z0)
(n+1)(ε− 12 )‖Tµkz0‖r if β = 0,
δ(z0)
−n+12 ‖Tµkz0‖r if β > 0.
If we denote by η the exponent of δ(z0) in cases (i) and (ii), {δ(z0)ηkz0}z0∈D is norm-bounded in
A1
(
D, (n+1)β
)
by Theorem 2.7, and δ(z0)
ηTµkz0 converges to 0 uniformly on compact subsets as
z0 → ∂D by Corollary 5.17 (that we can use because r > 1); we claim that δ(z0)
η‖Tµkz0‖r → 0. If
not, we can find a sequence zj → ∂D and δ > 0 such that δ(zj)η‖Tµkzj‖r ≥ δ for all j ∈ N. Now,
since {δ(z0)ηkz0}z0∈D is norm-bounded and Tµ is compact, up to a subsequence we can assume
that δ(zj)
ηTµkzj → h ∈ A
r(D) strongly. But we know that δ(zj)
ηTµkzj → 0 uniformly on compact
subsets; therefore h ≡ 0 and thus δ(zj)η‖Tµkzj‖r → 0, contradiction.
So δ(z0)
η‖Tµkz0‖r → 0 as z0 → ∂D, and the assertion follows from Theorem 4.13 and Re-
mark 4.14. 
We finally have a statement for 1 ≤ p < +∞ and r = +∞ too:
Theorem 5.19. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain. Let µ be a finite
positive Borel measure on D. Given 1 ≤ p < +∞, assume that Tµ : Ap
(
D, (n + 1)β
)
→ A∞(D)
continuously. Then
(i) if − 1n+1 < β ≤ p− 1, then µ is
(
1 + βp +
1
p − ε
)
-Carleson for all ε > 0;
(ii) if β > p− 1, then µ is (2− ε)-Carleson for all ε > 0.
Furthermore, in both cases µ is vanishing.
Proof. Proposition 5.11, Ho¨lder’s inequality and the assumption yield
Bµ(z0) = 〈Tµkz0 , kz0〉 ≤ ‖Tµkz0‖∞‖kz0‖1  ‖kz0‖p,(n+1)β‖kz0‖1 .
We can now use Theorem 2.7. In case (i) with β < p− 1 we have
Bµ(z0)  δ(z0)
(n+1)
[
1
2+
β
p−
1
p′
+ 12−ε
]
= δ(z0)
(n+1)[ βp+
1
p−ε] ,
and the assertion follows from Theorem 3.7.
Analogously, in case (i) with β = p− 1 we have
Bµ(z0)  δ(z0)
(n+1)[ 12−ε+
1
2−ε] = δ(z0)
(n+1)[1−2ε] ,
for all ε > 0, and again the assertion follows from Theorem 3.7. Case (ii) is identical, and the final
assertion follows from Remark 4.2. 
Remark 5.20. A similar argument shows that if Tµ : A
∞
(
D, (n+1)β
)
→ A∞(D) continuously then
(i) if 0 ≤ β < 1 then µ is vanishing (1 + β − ε)-Carleson for all ε > 0, and
(ii) if β ≥ 1 then µ is vanishing (2 − ε)-Carleson for all ε > 0.
We finally summarize our results giving a few “if and only if” statements. We begin with some
general though technical results:
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Corollary 5.21. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain. Given 1 < p < +∞,
choose 1− 1(n+1)p < θ < 1. Then a finite positive Borel measure µ on D is θ-Carleson (respectively,
vanishing θ-Carleson) if and only if Tµ : A
p
(
D, (n + 1)p(θ − 1 + 1r −
1
p )
)
→ Ar(D) continuously
(respectively, is compact) for some (and hence all) p ≤ r < min
(
p(n+1)
(n+1)p(1−θ)+n ,
p′
(n+1)(1−θ)
)
, where
p′ is the conjugate exponent of p.
Proof. One direction follows from Theorem 5.2.(i), while the converse follows from Theorem 5.12.(i)
applied to β = p(θ − 1 + 1r −
1
p ); notice that the assumption on r ensures that −
1
n+1 < β < p− 1,
and the assumption on θ ensures that p < p(n+1)(n+1)p(1−θ)+n . 
Corollary 5.22. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain, and choose 1 <
p < +∞. Then a positive finite Borel measure µ on D is θ-Carleson (respectively, vanishing
θ-Carleson) for all θ < 1 if and only if Tµ : A
p
(
D, (n + 1)p(1r −
1
p − ε)
)
→ Ar(D) continuously
(respectively, is compact) for some (and hence all) p ≤ r < p
(
1 + 1n
)
and all ε > 0.
Proof. It follows from the previous corollary. 
Corollary 5.23. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain, and choose 1− 1n+1 <
θ ≤ 1. Then a positive finite Borel measure µ on D is θ-Carleson (respectively, vanishing θ-
Carleson) if and only if Tµ : A
1
(
D, (n+ 1)(θ − 1 + 1r − 1)
)
→ Ar(D) continuously (respectively, is
compact) for some (and hence all) 1 < r < n+1(n+1)(2−θ)−1 . In particular, µ is Carleson (respectively,
vanishing Carleson) if and only if Tµ : A
1
(
D, (n+ 1)(1r − 1)
)
→ Ar(D) continuously (respectively,
is compact) for some (and hence all) 1 < r < 1 + 1n .
Proof. One direction is Theorem 5.8, while the converse follows from Theorem 5.18 applied with
β = θ−1+ 1r −1; notice that the assumption on r ensures that −
1
n+1 < β ≤ 1, and the assumption
on θ ensures that 1 < n+1(n+1)(2−θ)−1 . 
We obtain more expressive corollaries if we strive for clarity instead of generality:
Corollary 5.24. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain. Let µ be a finite
positive Borel measure on D, and take 1 < p < r < +∞. Then the following statements are
equivalent:
(i) Tµ : A
p(D)→ Ar(D) continuously (respectively, compactly);
(ii) µ is (respectively, vanishing)
(
1 + 1p −
1
r
)
-Carleson.
Proof. (i)=⇒(ii) follows immediately from Theorem 5.12, while (ii)=⇒(i) follows from Theorem 5.2
noticing that if θ = 1 + 1p −
1
r then 1 < p < r implies 1 < θ < p
′ and p
′
p′−θ < r. 
Remark 5.25. The implication (i)=⇒(ii) holds for p = r too; the best result we have for the reverse
implication when p = r is Corollary 5.28 below.
As recalled in the introduction, in [9] Cucˇkovic´ and McNeal studied special Toeplitz operators
of the form
Tδηf(z) =
∫
D
K(z, w)f(w)δ(w)η dν(w) .
In our context, Tδη = Tδην ; since δ
ην is
(
1 + ηn+1
)
-Carleson by Lemma 3.8, we can recover the
main Theorem 1.2 of [9] as a consequence of our Corollary 5.24; in particular, it follows that the
gain in the exponents proved in [9] is sharp.
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Corollary 5.26 ([9, Theorem 1.2]). Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain,
and let η ≥ 0.
(a) If 0 ≤ η < n+ 1, then:
(i) if 1 < p < ∞ and n+1n+1−η <
p
p−1 , then Tδη : L
p(D) → Lp+G(D) continuously, where
G = p2
/(
n+1
η − p
)
;
(ii) if 1 < p < ∞ and n+1n+1−η ≥
p
p−1 , then Tδη : L
p(D) → Lr(D) continuously for all
p ≤ r <∞.
(b) If η ≥ n+ 1, then Tδη : L1(D)→ L∞(D) continuously.
Proof. First of all, notice that 0 ≤ η < n + 1 and n+1n+1−η <
p
p−1 are equivalent to requiring that
0 ≤ ηn+1 <
1
p , and thus 1 +
1
p − θ > 0, where θ = 1 +
η
n+1 . Then
1 +
η
n+ 1
= 1 +
1
p
−
1
r
⇐⇒ r = p+G ,
and thus (a).(i) follows immediately from Corollary 5.24 and Remark 5.4.
Analogously, if n+1n+1−η ≥
p
p−1 we have
η
n+1 ≥
1
p and thus, setting again θ = 1 +
η
n+1 , we have
θ > 1 + 1p −
1
r for all r ≥ p; therefore Corollary 5.24 and Remark 5.4 again imply that Tδη maps
Lp(D) into Lr(D) continuously for all p ≤ r <∞, that is (a).(ii).
Finally, (b) is a trivial consequence of Theorem 2.7.(iv). 
Corollary 5.27. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain. Let µ be a finite
positive Borel measure on D, and take 1 ≤ p < r < p
(
1 + 1n
)
. Then the following statements are
equivalent:
(i) Tµ : A
p
(
D, (n+ 1)p(1r −
1
p )
)
→ Ar(D) continuously (respectively, compactly);
(ii) µ is (respectively, vanishing) Carleson.
Proof. When p > 1, (i)=⇒(ii) follows immediately from Theorem 5.12 with − 1n+1 < β =
p
r−1 < 0,
while (ii)=⇒(i) follows from Theorem 5.2 noticing that p
′
p′−1 = p.
When p = 1, one instead uses Theorems 5.8 and 5.18. 
Corollary 5.28. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain. Let µ be a finite
positive Borel measure on D, and take 1 ≤ p < +∞. Then the following statements are equivalent:
(i) Tµ : A
p
(
D,−(n+ 1)ε
)
→ Ap(D) continuously (respectively, compactly) for all ε > 0;
(ii) µ is (respectively, vanishing) θ-Carleson for all θ < 1.
Proof. It follows immediately from Theorems 5.12 and 5.2 when p > 1, and from Theorems 5.8
and 5.18 when p = 1. 
Corollary 5.29. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain. Let µ be a finite
positive Borel measure on D, and take 1 < r < +∞. Then the following statements are equivalent:
(i) Tµ : A
1
(
D,−(n+ 1)ε
)
→ Ar(D) continuously (respectively, compactly) for all ε > 0;
(ii) µ is (respectively, vanishing) θ-Carleson for all θ < 2− 1r .
Proof. It follows immediately from Theorems 5.8 and 5.18. 
Corollary 5.30. Let D ⊂⊂ Cn be a bounded strongly pseudoconvex domain. Let µ be a finite
positive Borel measure on D, and take 1 ≤ p < +∞. Then the following statements are equivalent:
(i) Tµ : A
p
(
D,−(n+ 1)ε
)
→ A∞(D) continuously (respectively, compactly) for all ε > 0;
(ii) µ is (respectively, vanishing) θ-Carleson for all θ < 1 + 1p .
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Proof. It follows immediately from Theorems 5.9, 5.7 and 5.19. 
Remark 5.31. The techniques we introduced can clearly be used to study mapping properties of
Toeplitz operators having unweighted Bergman spaces as domain and weighted Bergman spaces
as codomain; we leave the details to the interested reader.
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