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Abstract 
The study analyzes the extent to which student self-reported data are biased and what variables 
can predict the degree of the bias. A variable that students feel more sensitive about is compared in 
terms of reporting bias to other less sensitive variables. The reporting bias is significant only for the 
sensitive variable. The study explains the reporting bias for the sensitive variable on the basis of 
student characteristics. The study uses a data set that consists of about 450 individual college student 
records. The study’s results have implications for the analysis of survey data outside of economic 
education. (JEL A22, C81) 
 
Introduction 
 
Data collected by questionnaire used to be rather infrequently employed in economics. Over the 
last decade or two, however, the use of survey data has risen significantly in economics (Boulier and 
Goldfarb 1998). One possible explanation for this trend is the many advances in econometric 
technique related to survey data, such as qualitative and limited dependent variable models (Maddala 
1986) and panel data models (Hsiao 2003). 
Unfortunately, survey data raise issues beyond those that can be resolved by the appropriate choice 
of econometric technique, such as how to convert qualitative responses into numerical form (Nardo 
2003) or how to assess the accuracy of survey responses (Bound et al. 2001; Bertrand and 
Mullainathan 2001). This paper is concerned with data validity—in particular, systematic differences 
between true and self-reported data for a key variable, grade point average (GPA), commonly used to 
estimate educational production functions.  
Several studies in (economic) education have noted problems with self-reported grades (e.g., 
Sawyer et al. 1989).  Some have examined this issue further. For example, Maxwell and Lopus (1994) 
suggest that the survey respondent’s type of school, by Carnegie classification, is a statistically 
significant predictor of inaccurate self-reports. In the related educational psychology literature, 
Cassady (2001) finds that low-performing students overreport performance measures, such as GPA, 
more than high-performing students. This result supports earlier evidence uncovered by Dobbins et al. 
(1993) that students tend to inflate their past performance scores to a level that they consider socially 
acceptable or desirable.
1
  
While informative, the previous work in this area does not typically use regression analysis to 
identify the key determinants of the reporting bias or use variables that are commonly available in 
studies on economic education. Hence, there is little practical guidance researchers in economic 
education can derive from the results on reporting bias in applied work.  
                                                
* Mark L. Wilson, West Virginia Insurance Commission, mark.wilson@wvinsurance.gov; Joachim Zietz, Middle 
Tennessee State University, jzietz@mtsu.edu.  
1 According to prior work in applied psychology (e.g., Greenwald 1980), such behavior is motivated by the desire of low 
performers to protect their self-esteem. By contrast, the newly developing literature within economics on social interaction 
models would see in such behavior an example of a local norm of behavior that can evolve in optimizing models of choice 
behavior with direct social interactions among agents (Glaeser and Scheinkman 2002). 
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This paper extends the earlier work on bias in the self-reporting of GPA in a number of directions. 
First, the self-reporting bias in GPA is compared to that in other variables that students may feel less 
sensitive about, such as age. Second, the paper identifies with the help of regression analysis some key 
determinants of the systematic reporting bias in GPA in terms of student characteristics that are 
typically available in studies in economic education. Knowledge of these determinants could provide 
researchers in economic education with valuable information on adjusting the data to obtain more 
reliable estimation results. Third, the paper predicts the reporting bias and thereby provides some 
simple guidance on when to expect a significant self-reporting bias. 
The paper is organized as follows. The following section briefly discusses the data. The next 
section reports the estimation results. The paper ends with a brief summary of the results and some 
conclusions. 
 
Data 
 
The data are derived from an end-of-semester student evaluation instrument given to a group of 
principles of economics students at a large, public, comprehensive university. The survey solicited 
information about the students’ evaluation of the instructor and several pieces of biographical 
information. Although students identified themselves, they were assured that the instrument was “to 
be used for research purposes only.” A total of about 450 students completed the survey. Because the 
data were collected in the context of a student evaluation of the teacher, there was no reason for 
students to expect their biographical information would be tested for credibility. The survey results 
were matched with the administrative records of each student. For the purpose of this study it is 
assumed that the administrative records are accurate.  
Grade point average is the sensitive variable that is being analyzed. This variable is widely used to 
identify student aptitude (e.g., Lopus and Maxwell 1995) and effort (e.g., Stratton et al. 1994). Age 
and gender are two presumably less sensitive variables with which GPA is compared. The age 
variable has been shown to influence student learning (e.g., Marlin and Niss 1980; Seiver 1983). The 
gender variable has been widely employed in the estimation of student performance (e.g., Watts and 
Bosshardt 1991).  
 
Empirical Analysis 
 
 The first stage of the empirical analysis consists of simple correlations of actual and self-reported 
data for the three variables Age, gender, and GPA. The results are provided in Table 1. The small 
discrepancy in the Age data is consistent with the widespread tendency to understate one’s age. But 
the understatement is very slight, and the self-reports are almost perfectly correlated with the actual 
values. With regard to gender, every student answered correctly, which suggests that all participants 
took the survey seriously. One can conclude that there does not appear to be a noteworthy reporting 
bias for the two less sensitive variables. However, the results for the more sensitive grade point data 
are materially different. GPA values are overstated by a substantial margin, and the correlation 
between reported and actual values is much less than unity. 
The results of Table 1 confirm earlier studies that the reporting bias for the more sensitive variable 
warrants further analysis. First, matched pairs are used to test the hypothesis that the self-reported 
GPA is equal to the administrative value. The result of this test confirms that there is a systematic 
overstatement of self-reported grades (t-value = 11.3; p-value = 0.000). Second, in a regression of self-
reported GPA on both a constant and actual GPA, the joint null hypothesis of the constant being equal 
to zero and the slope coefficient being equal to unity, which is what we would expect under the null 
hypothesis of no bias, is rejected at very high levels of statistical significance (F-value (2,447) = 
109.4, p-value = 0.000). Hence, one may conclude that there is a systematic tendency to overstate 
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GPA values, which is consistent with the results of previous studies (Goldman et al. 1990; Dobbins et 
al. 1993; Maxwell and Lopus 1994; Cassady 2001). 
 
 
Table 1. Means and Correlation Coefficients (449 observations) 
 Self-Report 
 
Administrative       
Record 
Correlation 
Coefficient 
Age   22.3  22.5  0.99 
Male = 1  0.55  0.55  1.0 
GPA  2.92  2.73  0.85 
 
 
The follow-up question, which appears not to have been addressed in the literature, is whether one 
can predict the reporting bias for such sensitive data as GPA with variables that are commonly 
available in economic education studies. If one could indeed predict the reporting bias, it may be 
possible to reduce the measurement problem in quantitative studies that utilize these kinds of data.  
Based on earlier work (Dobbins et al. 1993; Cassady 2001), it appears that the GPA reporting bias 
is the highest for students with the lowest grades. This would suggest that a student’s actual GPA, or 
some other similar measure of academic achievement, is a key explanatory variable for GPA 
overstatement. Figure 1 illustrates the negative relationship between GPA overstatement and GPA. It 
is apparent from this scatter plot that GPA overstatements far outnumber GPA understatements. There 
is also an obvious negative relationship between GPA overstatement and GPA. Hence, the difference 
between self-reported GPA and actual GPA does not appear to be the result of a random process, but it 
looks to be systematic in nature. 
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Table 2: Regression Results Explaining the Difference between Self-Reported  
and Actual GPA (overreport) 
 
Variables Model 1 Model 2 Model 3 Model 4 Model 5 
 
Constant 1.044   3.334  3.213  3.322  3.537 
(12.8)  (10.4)  (10.5)  (10.5)  (10.9) 
 
GPA  -.313  -2.818  -2.824  -2.915  -3.269 
(-11.6)  (-6.6)  (-7.1)  (-7.2)  (-7.8) 
 
GPA
2
     .844  .857  .889     1.047 
    (4.7)  (5.1)  (5.2)      (5.9) 
 
GPA
3
    -.089  -.092  -.095      -.116 
    (-3.7)  (-4.1)  (-4.2)  (-4.9) 
 
Age      .002  .002      .001 
      (0.8)  (0.6)      (0.4) 
 
Male      -.056  -.054      -.065 
      (-2.3)  (-2.3) (-2.9) 
 
Expected      .074  .069      .056 
Grade      (4.1)  (3.8)      (3.4) 
 
Actual      -.038  -.039      -.024 
Grade      (-1.8)  (-1.8)  (-1.2) 
 
Freshman         -.074      -.071 
        (-2.1)  (-2.1) 
 
R
2
  .3474  .4441  .4698  .4742  .4715 
P-Values: 
  LM-Het .000  .137  .163  .156    
  White-Het .000  .000  .000  .001   
  JB   .000  .000  .000  .000 
  Reset  .000  .533  .301  .120 
 
Notes: T-values are in parentheses. For Models 1 to 4, they are based on White’s heteroskedasticity consistent variance-
covariance matrix. Probability values (p-values) below 0.05 indicate a statistical problem. LM-Het and White-Het refer to a 
Lagrange Multiplier and White’s test for heteroskedasticity, respectively. JB is Jarque-Bera’s test for normality, and Reset is 
Ramsey’s test for functional form. 
 
 
Regression analysis provides a more comprehensive assessment of the determinants of GPA 
overstatement because it allows one to look at more than just one determining variable of GPA 
overstatement. In addition, statistical significance can be established. A first regression model 
specifies the difference between self-reported and actual GPA (overreport) as a linear function of 
GPA. The results of this regression are presented as Model 1 of Table 2. The estimated slope 
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coefficient verifies the negative relationship between GPA overstatement and GPA. From a statistical 
point of view, however, the equation is unsatisfactory. There is evidence of significant 
heteroskedasticity and non-normal residuals, and the Reset test identifies a problem with functional 
form. The functional form problem is resolved if GPA is allowed to enter the regression with higher-
order terms. This is evident from the results of Model 2 in Table 2. The Reset test is no longer 
significant. However, heteroskedasticity is still a significant problem based on White’s 
heteroskedasticity test.
2
  
Next, a number of determining variables in addition to GPA are added to the regression model 
(Model 3). These include the age of the student (Age), the student’s gender (Male),
3
 the student’s 
expected course grade (Expected Grade), and the student’s actual end-of-semester course grade 
(Actual Grade). If low-performing students inflate their reported levels of past performance to what 
they consider socially acceptable levels, they are likely to do the same with expected levels of future 
performance. If this reasoning is correct, the coefficient of the variable Expected Grade should be 
statistically significant and positive. In the same vein, one would expect the end-of-semester grade to 
be negatively related to inflated self-reports on GPA because good students do not need to inflate their 
self-reports to protect their self-esteem or to achieve a level of academic achievement that they deem 
socially desirable or acceptable.  
The estimation results for this expanded set of variables are collected in the column labeled Model 
3 in Table 2. The results confirm that the degree of GPA overstatement is not only dependent on GPA 
but also on other student characteristics. In particular, male students tend to overstate their GPA 
slightly less on average than female students, a result that contrasts with some earlier work by 
Goldman et al. (1990), which identifies males as inflating their GPA more than females. As suggested 
above, a higher expected grade induces a more significant GPA overstatement, whereas a higher 
actual course grade is associated with a less pronounced GPA overstatement on average. A student’s 
age, by contrast, appears to have no statistically significant influence on GPA overstatement.  
Model 4 adds one more explanatory variable to Model 3, the student’s semester standing in terms 
of being freshman or not.
4
 Goldman et al. (1990) report that freshmen tend to inflate their grades less 
than students with more advanced standing. This result is replicated in Model 4 as the coefficient of 
the variable Freshman is negative and statistically significant.   
Model 5 addresses the problem of heteroskedasticity that appears to affect Models 1 through 4. To 
accomplish this, Model 4 is re-estimated using a weighted least squares technique based on maximum 
likelihood principles. The resulting model allows the variance of the error term [var (ut)] to be a 
function of an arbitrary value. After some experimentation, the best-fitting model turned out to make 
the variance of the error term a linear function of the dependent variable (overreport): 
 
var (ui) = .057 + .029 overreport, 
 (9.1)   (4.4) 
 
where the numbers in parentheses are t-values. The estimated regression coefficients for the weighted 
least squares specification are given as Model 5 of Table 2. They differ only slightly from the ordinary 
least squares estimates of Model 4, which suggests that the estimates are rather robust not only with 
respect to the inclusion/exclusion of variables but also with respect to the estimation method. 
 
                                                
2 The t-values reported in Table 2 are based on White’s heteroskedasticity-consistent variance-covariance matrix. 
3 Male students are coded as 1, females as 0. 
4 The variable is coded 1 for freshman and 0 for all other students. 
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Since actual GPA is by far the most important determinant of GPA overstatement, the relationship 
between GPA and GPA overstatement is depicted in Figure 2. The graph is constructed from the 
estimates of Model 4 by setting the variables Age, Expected Grade, and Actual Grade equal to their 
sample averages. The indicator variables Male and Freshman are set at unity, which means that the 
graph depicts the relationship between GPA overstatement and GPA for male freshman students. For 
female students past their freshman year, GPA tends to be overstated more, and the corresponding 
curve would be above that depicted in Figure 2. Figure 2 not only confirms the nonlinear and negative 
relationship between GPA overstatement and GPA but also suggests that, on average, students 
misrepresent their GPA enough to ensure that their self- reported GPAs do not fall much below 2.25. 
This would suggest that self-reported GPA data below 2.25 are significantly biased and possibly not 
very useful for statistical work that assumes the absence of measurement error, such as ordinary least 
squares regression. In the given sample, about a third of the data points fall below this threshold.  
 
Summary and Conclusions 
  
This paper has verified with data collected for the purpose of students’ evaluations of teachers that 
more sensitive data, such as grade point average, are self-reported with a greater bias than less 
sensitive data, such as age and gender. Also, an attempt has been made to predict the reporting bias for 
the sensitive variable. Regression analysis reveals a number of variables that can explain the reporting 
bias for grade point average, among them a polynomial in grade point average, gender, and expected 
grade. The results confirm earlier work by other authors that grade point average overstatement is 
inversely related to actual grade point average. Students with grade point averages below about 2.3 
appear on average to inflate their GPA in self-reports to at least this level. This result should be useful 
for empirical studies in economic education that utilize self-reported grade point average as a variable. 
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In particular, it suggests that self-reports of grade point averages for students below about 2.3 are 
likely to be significantly biased and should probably not be utilized without modification.  
The methodology employed in this paper to identify the determinants of self-reporting bias and 
the point at which the reporting bias may become a major concern for statistical analyses should also 
be of interest to studies in other areas of economics where survey data are utilized and where there is a 
need to reduce measurement error in essential variables. 
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