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In this paper we present a state theory for a class of linear functional differential 
equations of the retarded type considered by Delfour and Mitter (1. D$%rentiul 
Equations 18 (19754 18-28) with initial functions in the product space Mp = 
X x LP( - b, 0; X). Roughly speaking, the state at time t is a piece of trajectory 
defined over an interval [t - b, t] for a fixed b > 0. From a study of the 
properties of the state in MP an operational differential equation, the so-called 
state equation, is derived in order to describe its evolution. An adjoint state 
equation is also introduced for the adjoint state and the connection between 
solutions of the hereditary adjoint system and those of the adjoint state equation 
is established. All this provides the appropriate framework for the solution 
and the numerical approximation of the associated linear-quadratic optimal 
control and filtering problems. 
1. INTRODUCTION 
This paper is concerned with the state &OYJJ of a special class of linear 
functional differential equations of the retarded type (specified by Eq. (1.1)) 
that we shall refer to as hereditary dz~hntiul systems (HDS). The state at time t 
of such a system is a piece of trajectory defined over a “piece of the past” up 
to the “present time t.” The evolution in time of this state can be described 
by an operational differential equation called the state equation. Corresponding 
to it we can introduce the so-called udjoint state, the evolution of which will also 
be described by some operational differential equation called the adjoint state 
equation. 
The object of this paper is to study the properties of the state as a function 
of the time t and to derive operational differential equations which describe the 
evolution of the state and adjoint state. We also show the connection between 
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solutions of the classical hereditary &joint equation and those of the adjoint state 
equation. We choose as state space the product space X x LP( -b, 0; X), 
1 < p < 00. The state equation in this framework was introduced by Borisovic 
and Turbabin [ll] for linear autonomous HDS. They used the classical semi- 
group theory of bounded linear operators. In this paper we construct the state 
and adjoint state equations in the nonautonomous case with only measurability 
hypotheses on the time variable. Our approach is constructive and requires a 
finer analysis. The construction of the adjoint state equation is of special interest. 
If we attempt to derive a differential equation for the adjoint state in the “strong 
sense” we find that the intersection over the time-variable t of the domains of 
the adjoint operators A*(t) (the equivalent of the infinitesimal generator for the 
adjoint semigroup in the autonomous case) need not be dense in the state space 
(cf. [50]). However, this problem completely disappears if we interpret the 
adjoint state differential equation in a “weak sense.” For p = 2, the state space 
is a Hilbert space and the evolution of the state is described by an operational 
differential equation which is very similar to those encountered in Lions and 
Magenes [45] and Lions [43, 441. 
In the literature the state space which is most commonly used is the 
nonreflexive Banach space C(-b, 0; X) of continuous functions endowed with 
the supnorm and the pioneer work in this direction is due to Hale [28, 291. 
Recently, other spaces have been used: the Sobolev space W*p(-b, 0; X) and 
the product space X x Ls( -b, 0; X) (also denoted by MP( -b, 0; X)), where X 
is an arbitrary real Hilbert space. The Sobolev space has been used by Henry 
[31, 321 in the theory of neutral functional differential equations and by Banks 
and Jacobs [6] and Banks et al. [7, 81 in the theory of state controllability. The 
product space can be found in the work of Coleman and Mizel l-13, 141 on the 
theory of fading memory and in the work of Artola [2-51, on parabolic partial 
differential equations with delays. It can also be found in the work of Borosovic 
and Turbabin [I 11. This approach was also adopted by Delfour and Mitter [22, 
231, who studied the nonlinear existence and uniqueness theory and specialized 
their results to the linear case and the adjoint problem. 
But the most significant contribution of the product-space approach lies in 
its applications to optimal control and$ltering theory. It provided the appropriate 
framework to obtain a satisfactory treatment of the linear-quadratic optimal 
control problem in both finite (cf. [21, 241) and infinite horizon (cf. [25]). The 
study of the adjoint state equation was also essential to make sense of the dual 
optimal control problem for the filtering theory. In both cases this approach 
provided an adequate framework for the numerical solution of associated operator 
Riccati differential equations (cf. [ 18-211). 
Notation and Terminology 
Let (w be the field of all real numbers and let 5%” be the Euclidean real Hilbert 
space of finite dimension n (n > 1 an integer). Given two real Hilbert spaces X 
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and Y we denote by 9(X, Y) the real Banach space of all continuous linear 
mapsL: X--f Y endowed with the natural norm (IL 1) = sup{1 Lx jr: 1 x Ix = I}. 
When X = Y, we write 9(X) in place of 9(X, X); the identity in B(X) is 
denoted by I,. 
Given F a closed convex subset of Rn and E a real Banach space, we denote 
by P(F; E) the real vector space of all Lebesgue measurable maps F -+ E 
which are p-integrable (1 < p < co) or essentially bounded (p = a). We denote 
by Lp(F; E) the natural real Banach space associated with 8p(fi E) and by 
11 IID its natural norm. We denote by p*P(fi E) the Sobolev space of all mapsfin 
LP(F; E) with distributional derivatives Dy = af/ax* in Lp(F; E), j = I,..., n; 
when it is endowed with the norm 
Ilf II wx.p = @ WI; + Ilfll;]l's; 
it is a banach space. C(F; E) will denote the Banach space of all continuous 
maps F -+ E endowed with the sup-norm. We shall also denote by LrO,(F; E), 
W&E(F; E), and Cl&F; E) the Frechet spaces of all maps x: F -+ E the restriction 
of which to each compact subset K of F belongs to L”(K; E), W*P(K, E), and 
C(K, E), respectively. Finally C,(F; E) will denote the vector space of all con- 
tinuous maps F + E with compact support in F. When F is an interval in R with 
end points c and d (c < d) we shall use the notation LP(c, d; E), W*“(c, d; E), 
C(c, d; E), I&&, d; E), W%c, d; E), Cl&, 4 E), and W, d; ~‘9 
Given c and d, -cc < c < d < +co, we shall also use the notation I(c, d) = 
II&’ n [c, d] and P(c, d) = {(t, s): s E I(c, d), t EI(s, d)). 
Summary of Previous Results 
We now summarize previous results which will be useful in this paper. We 
are given a real Hilbert space X with inner product (0, a) and norm 1 * I , an 
integer N > 1, real numbers 0 < Q < + 00, -w < t, < t1< +w, 
a~b~+03,--a=8,<...<Bi+,<8,<...<8,=O.Theproductspace 
X x L”(-b, 0; X) endowed with the norm 
II h II = [I ho Y + II h1 IW’ 
will be denoted MD. Let A, , A, ,..., A,: [to , tl[ -+ 9(X) be strongly measurable 
and bounded maps on intervals of the form [to, t] for all t in ]to, tl[. Let 
A,,: [to , tl[ x I( -b, 0) + S(X) be a strongly measurable and bounded map on 
sets of the form [to, t] x K(t) for all t in [to , r , t [ where it is assumed that there 
exists a family (K(t): t E [lo , tlf) o f compact subsets of I( -b, 0) with the follow- 
ing properties: (i) K(t,) C K(t,) f or all t, < t,; (ii) (0 E I( -b, 0): A,(t, 0) # 0} C 
K(t) for all t in [to , tl[. 
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Given an integer 1 < p < co andfinL&,(t, , t,; X), we denote by&t; s, h,f) 
the solution in W1lD(t loC ,, , t,; X) at time t >, s of the hereditary d$ferential system 
t+ei>,s 
otherwise 1 
~t~e~esf do +f(t), in 14J 7 td 
x(s) = ho, h = (ho, hl) E MD = X x LP(-b, 0; X), (1.1) 
where h is the initial datum at the initial time s, to < s < t, . Given Tin Ito , tJ, 
an integer 1 < q < CO and g in L*(to , T; X), we denote by +(t; T, k”, g) the 
solution in W*q(to, T; X) at time t of the hereditary adjoint system 
- Q*p(t - fl,), t - di < T{ 
otherwise ) 
+ c”, /tol(t - ” e)*p(t - e)’ 
, 
zth,:wzeT/ dtJ +g(t) = 0, in Ito , T[, 
P(T) = k”, k” E X, (l-2) 
where k” is the final datum at time T. The following results (cf. [23, Theorem 
3.1, Theorem 5.2 and its Corollary]) will be useful in this paper. 
THEOREM 1.1, We assume that the previous hypotheses hold. 
(i) FOP each T, s < T < t, , there exists a constant c(T) > 0 such that 
II N*; $9 h~f)ll~,~~~,~~~~ G c(T) [II h l!MD +Ilfi!LD~s,T~X~l. (1.3) 
(ii) Given E > 0, there exists S(T) > 0 such that 
I T - s I < s(T) * ~,F,“T’: I4(t; s, h,f) - ho I + II D,b(-; s> hf)lI~~~S,T:X~ < ~7 
where D, indicates the distributional d&ivative with respect o t. 
(iii) The map 
(1.4) 
is continuous. 1 
(t, s) t-+ 4(t; s, h, f): p’(to , tl) -+ X (1.5) 
Given (t, s) in P(to , tl) the continuous linear map ho +++(t; s, (ho, 0), 0) 
defines an element @O(t, s) of Z(X): 
@“(t, s) h” = +(t; s, (ho, 0), 0). (1 .f9 
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THEOREM 1.2. We assume that the previous hypotheses hold. (i) for all h in 
X X LP(-b, 0; X) and f in Ll”,,(tO , tl; X) 
b(t; s, h, f) = Q”(t, s) ho + i-1 @(t, s, 4 h1(4 da + It @V, r>f(y> dy, 
8 
where 
(1.7) 
N qt, s + 01 - &) Ai(S + a - e,>, 
@% SY 4 = $Fl lo, 
a + s - t < ei < cy 
otherwise f 
@“(t, s + a - 0, 6) de. (l-8) 
(ii) For all ho in X andg in L*(t, , T, X) 
+h(t; T, ho, g) = P’( T, t)* ho + It’ @“(Y, t)*g(r) dr. 
(iii) For all h in X x LP(-b, 0; X) the map 
(t, 4 I-+ W(c s, h, f) 
belongs to Lf,‘,,,(P(to , t,); X). 
(iv) For all h in the subspace 
{(h(O), h): h E W*p(--b, 0; X)> 
of IMP = X x Lp(-b, 0; X) the map 
(t, $1 * QW; s> h, f > 
w 
(l.lO), 
(1.11) 
(1.12) 
belongs to Lfo,(P(to , t,); X). (0, indicates the distributional derivative with respect 
to s.) 
g w; S, h, f) = -fwt, 4 [ 5 44 44) + Jo A,,(s, e) h(e) de] i-0 -b 
(1.13 
- cP(t, s, a) $ (a) dor. 1 
2. PROPERTIES OF THE STATE 
In the remainder of this paper we shall use MP, 1 < p < CO, as state space 
and assume that the hypotheses of Section 1 are verified unless otherwise speci- 
fied. For convenience we introduce the subspace 
{(h(O), h): h E U”nP(-b, 0; X)} WI 
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of Ms. For 1 < p < co, it is a dense subspace of MP; when it is endowed with 
the topology generated by the TP*%rorm, it is a Banach space isomorphic to 
W1~‘(--b, 0; X). In that case it will be denoted by Wp and its norm by 11 IIwI,, 
where the Wp-norm of an element in Wp is to be interpreted as the V&P-norm 
of the corresponding element in wl*p(----b, 0; X): 
We shah denote by A the continuous dense injection of WP into Mp. 
Given s in [t, , tr[, the state&f; s, h,f) of system (1.1) at time t 3 s is defined 
as an element of MD in the following manner: 
We are interested in the properties of the map 
(4 4 ++&c s, kf). 
But we already know the properties of the maps 
(2.4) 
(4 4 ++ d(t; s, h,f): g’(to 2 fl> -+ x (2.5) 
and h. For h in Mp (resp. WP) the map (2.5) belongs to CrO@(to, t,); X) 
(resp. W&9(fo , f,); X)) (cf. Theorems 1.1 and 1.2). We shall make use of 
this special structure to determine the properties of the map (2.4). 
THEOREM 2. I. (i) For all h in M” the map (2.4) belongs to C~Oc(~(fo , fx); IMP). 
For each T > to , there exists a constant cl(T) > 0 such that for all (f, s) inB(t, , T) 
II&C % hf II&f9 G C,(T) [II h Il.&p + llf IILP(t,,T;~)l' (2.6) 
(ii) For h in WP, the map (2.4) belongs to C~oc(~(fo, t,); Wp) and for each 
T > to there exists a constant c,(T) > 0 such that for all (f, s) in 9(to, T) 
II&c $3 hf )llw= G c,(T) [II h l&m + llf Ilr~cto.,-;x,l~ (2.7) 
(iii) For h in W” the map 
(4 4 -Q&t; s, h,f) @=P. Q&f; s, h, f)) (2-8) 
belongs to L&,,(.P(to , t,); Mp), where D, and D, indicate distributional derkatives. 
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(iv) For h in ibfp, fin Lfo,(to, tl; X) and to < Y < s < t 
&t; I, h, f) = &t; 4 &s; ‘, h, f>, f). (2.9) 
Proof. Let x(t, s) = $(t; s, h,f) and Z(t, s) = &t; s, h, f). It is sufficient 
to prove the above results in P(t, , 2’) for some arbitrary T, to < T < tl . 
(i) By construction x”(t, s) belongs to MD. By definition the map (t, s) F+ 
Z(t, s)O = x(t, s) belongs to C@?‘(t, , T); X) and a(t, s)l belongs to Lr( --b, 0; X). 
There exists a sequence {h,} of continuous functions I( --b, 0) -+ X with compact 
supports such that h,(O) = ho and h, converges to h1 in Lp( --b, 0; X). Let 
t+eas 
I otherwise ’ 
Then 
11 iqt’, s’)’ - qt, s)l lip < 11 iqt’, s’)l - %(f, s’)l lip 
+ II %z(t, s)l - x”(4 ’ II9 (2.10) 
+ I/ f,@‘, s’)l - c@, s>l II9 . 
It is clear that for all (t, s) in 9(to , T) 
II qt, s)l - %(C s)’ l/p < II @ - ha II8 * (2.11) 
In order to evaluate the last term on the right-hand side of (2.10) we need only 
observe that by construction the map 
defined on the set ((u, s) 1 to < s < T, u E~(S - b, T)} is continuous and has a 
compact support. As a result, x is uniformly continuous and the expression 
can be made arbitrarily small when (t’, s’) is close to (t, s). This proves that 3i: 
belongs to C(9(to, T); Mp). Inequality (2.6) now follows from inequality (1.3). 
(ii) When h belongs to WP, x belongs to Wl*P(@(t, , T); X), and x(O) = 
h(0). Hence it is clear that 
t+ets 
otherwise 
is the distributional derivative of 
t+eas 
otherwise I 
(2.12) 
(2.13) 
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and that Z((t, S) belongs to W P. From part (i) we also know that f belongs to 
C(P(t,, , T);LP(--b, 0; X)). Therefore it is sufficient to show that the map 
(t, s) H D&t, s): qt, , T) -+LP(--6, 0; X) (2.14) 
is also continuous. To do this we shall need the following lemma which will be 
proved at the end of part (ii). 
LEMMA 2.2. Let h belong to Wp. Given t > t,, , the map s ++ Dtx(t, s): 
[t, , t] -+ X is continuous and ) D&t, s) -f(t)/ is bounded in 9(t0 , T). Morewer, 
given B > 0 there exists 6 > 0 (independent of t) such that 
/ S - S’ 1 < 6 * j DtX(t, S’) - DtX(t, S)! < E. 1 (2.15) 
We must consider two cases: t > s and t = s. When t > s, the set 
N(s) = {(t’, s’) EP(& ) T): t’ z s’, 2’ 3 s) 
is the neighborhood of (t, s). We can write the following inequality 
II W(t’, s’) - W(t, s)lla 
< [/ D&qt’, s’) - D,qt’, s)llp + I! Q&t’, s) - D&t, s)llp . 
(2.16) 
The first term on the right-hand side of inequality (2.16) can be written into 
three parts and we must consider two cases: s < s’ and s > s’. When s < s’ 
I D,x(t’ + 0, s’) - Qx(t’ + 0, s)l , s’ < t’ + 0 
) D&t’ + e - s’) - D,x(t’ + 8, s)l ) s < t’ f6<s’ (2.17) 
1 D&t’ + 0 - s’) - D,h(t’ + 0 - s)j , t’ + 6 <s. 
Corresponding to D,h there exists a sequence {A,} in C,(-b, 0; X) which con- 
verges to D,h and expression (2.17) is less than 
I D&t + 0, s’) - D,x(t’ + 0, s)l , s’ ::; 1’ + P 
1 k,(t’ + B - s’) - D&t’ + 0, s)[ + 1 DBh(t’ + 8 - s’) - k,(t’ + 0 - s’)I , 
s<t’-C6<S 
1 k,(t’ + 19 - s’) - k,(t’ + 0 - s)I + I D,h(t’ + 0 - s’) - k,(t’ f-- B - s’)I 
+ 1 D,h(t’ + 19 - s) - k,(t’ + 0 - s)j t’ f B < s. 
The first term (2.18) can be made arbitrarily small independently of t’ + 0 by 
Lemma 2.2. Each K, is bounded in 1(-b, 0) and 1 D,x(t, s) -f(t)/ is bounded in 
S(to , T) by Lemma 2.2. The Lp-norm of the second term in (2.18) is less than 
(S 
--(“-“) 
-(t’-s) 
j k,(t’ + 6’ - s’) - D&t’ + 6, s) +f(t’ + O)j’dO)l’p 
1 f(t’ + e)l” do)“’ < c 1 s’ - s ) A- (1” I j(u)!” d$” 
s 
409/60/1-2 
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for some constant c > 0 depending on n and T. The support of k, is compact 
and for an arbitrary E > 0 there exists a 6(n) > 0 such that 
M’ - a ( < 8(n) => 1 k&i) - k,(a)J < c. 
The D-norm of the last four terms in Eq. (2.18) can be made arbitrarily small 
by choosing a large enough n and a small enough distance 1 s’ - s 1 . This 
proves that the first term on the right-hand side of inequality (2.16) can be made 
small for (t’, s’) in a small neighborhood of (t, s). In order to show the same 
thing for the second term on the right-hand side of inequality (2.16) we introduce 
the map 
! 
Dtx(u, 4, 
’ * ‘@) = D,h(u - s), 
u>s 
I otherwise ’ 
(2.19) 
and use the density of C,(s - b, T, X) in LP(S - b, T, X). When s’ < s, we 
have a situation analogous to the one of inequality (2.17). When t = s 
11 D&t’, s’) - D$(t, s)ll; = j:tt,-s,, I D,x(t’ + ‘A s’) - Deh(W de 
(2.20) 
+ c”-s” 
1 D,h(t’ + 13 - s’) - D&(Qlp de. 
Again there exists a sequence (k,} in C,(--b, 0; X) such that k, converges to 
D,h in L+-b, 0; X). The right-hand side of inequality (2.20) is dominated by 
[I :t,p,,) I DtW + 4 S’> - f(t’ + e)lp de-y + [J;(t,-8,) IfV + w q’* 
+ [Jy*., I WW’ dB]l” + 2 II k - D& Ilri .
We choose n such that the last term be less than a given E > 0. The map k, is 
bounded (continuous with compact support) and I D&t’, s’) -f(t’)l is bounded 
in P(t, , T) by some constant c > 0 by Lemma 2.2. If we pick (t’, s’) such that 
1 t’ - t 1 + j s’ - s 1 < (6/2+, 
it is readily seen that for t = s 
/ t’ - s’ 1 < 1 t’ - s ) + 1 s’ - s / < (q?c)” 
and that the sum of the first and third terms in (2.21) is less than E; a similar 
technique also applies to the second term. We now prove inequality (2.7). By 
definition 
I! qt, S)/l&p = [C (I n(t, S) (e)l” -t- 1 D&t, S) (e)]“) do]“‘. (2.22) 
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But D.&t, S) (6) * g is iven by expression (2.12) and for t’ 3 s 
(2.23) 
t 
This yields 
G c’(T) [II h I!&p + Ilfll~‘(t,,T;X)l (2.24) 
(using inequality (2.6)). Inequality (2.7) can now be established from identities 
(2.22) and (2.23) and inequalities (2.6) and (2.24). This completes the proof of 
part (ii). We now prove the lemma. 
Proof of Lemma 2.2. Consider the original equation (1 .I) for x and 
t,<s<t<T: 
But A, , A, ,..., A, are bounded in [to , T] and there exists a constant c(T) > 0 
such that 
Thus / Dp(t, S) -f (t)l is bounded in 9(to , T) since x (resp. h) is continuous 
in 9(to, T) (resp. [-a, 01). Let 
(2.25) 
For to < t < T, s and s’ in [to , t] there exists some constant c’(T) > 0 such that 
I G(t, 4 - a#, 41 
< c’(T) [I .+, s’) - z(t, s)l (2.26) 
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The map z is uniformly continuous on the compact set 
((~1, s): to < s < T, s - a < u < T) 
and the map s H Z(t, s) is continuous. This is sufficient to show that as 1 s’ - s 1 
becomes small the right-hand side of inequality (2.26) becomes small. This 
proves the lemma. 1 
(iii) In view of the properties of x and h and the fact that Z(t, s)O = x(t, s) 
the map (t, s) F-+ D&t, s)O (resp. D$(t, s)s) is inLP(9r(to , T); X). Similarly, it is 
readily seen that the distributional derivatives D, and D, of 
As a result the map (t, s) H D,f(t, s)l (resp. D$(t, s)t) is inZP(P(t, , T); Lp( --b, 
0; X)). This is sufficient to prove (iii). 
(iv) By definition of the state and the properties of x. 1 
DEFINITION 2.3. We shall denote by 6(t, s) (resp. &(t, s)) the continuous 
linear map h w&t; s, h, 0): MD -+ MP (resp.‘ WP- WP). 1 
Remark. It is easy to verify that &(t, s) (resp. t&(t, s)) has the following 
properties: 
(i) t&t, s) h (resp. d&(t, s) h) =&t; s, h, 0), to < S < t; 
(ii) f&t, r) = @t, s) G(s, r) (resp. (a&t, r) 4 &(t, s) &(s, r)), to < r < 
s < t; 
(iii) c~(s, s) = lMD (resp. &(s, s) = IwP), s > to, where IMP (resp. IIyp) 
is the identity in S?(MP) (resp. 9(W*)); 
(iv) for all h in MP (resp. WP) the map 
(t, s) H C&t, s) h (resp. G&t, s) h) 
belongs to C&P(t, , t,); MP) (m-p. Cm(9(to , t& W”); 
(v) for all h in WP the map (t, s) H &(t, s) h belongs to Wfo,(~(to , tl)) = 
{z E -%,(Wo , tl); Wp): D, z and D,z belong to the space L~o,(~(to , t,); Mp)}; 
(vi) A&Qt, s) = C&t, s) (1. 
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3. STATE EQUATION 
In this section we use the results of Theorem 2.1 to derive a state equution 
for &t; S, h,f) and show that an integral representation of&t; s, h,f) can be 
obtained in terms of 6, h and f. 
THEOREM 3.1. For all h in Wp and f in L&(t, , t,; X), &-; s, h,f) is the 
unique solution in 
w&(s, tl) = {z E Cloc(s, t,; W”): Dz ~Uoc(s, t,; MS)) 
of the equation 
g (4 = A(t) .z(4 +fct>, in Is, h[, 
z(s) = h, 
(3.1) 
where A(t): Wp -+ IMP is a continuous linear operator defined in the following zL’ay 
[&) 4’ = f Ai(t) h(4) + j-” A&, 0) h(Q de 
i=l -b 
l-&l W (0) = ; (4 
(3.2) 
and f: [to , tJ -+ Mp is defined as 
f(t)0 = f (t), j(t)1 = 0. 
Moreover for all h in MD and f in L,P,,(l, , t,; X) 
&‘<t; s, h,f) = s(t, s) h + j-‘@t, +i%) dr 
s 
andforallT,s<T<t,, there exists a constant c(T) > 0 such that 
Ilk.; s, h,f)ll C(&qM”) G 07 [II h IIM” + iif IIL9(s.T:X)l’ 
(3.3) 
(3.4) 
(3.5) 
If, in addition, h belongs to WP, for each T, s < T < tI , there exists another 
constant c’(T) > 0 such that 
where WP(S, T) is endowed with the norm: 
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Proof. (i) (existence). By Theorem 2.1 the map t ~&(t; s, h, f) belongs 
to W&(s, tr) for all h in Wp. It is now a simple matter to verify that z(t) = 
&t; s, h, f) is indeed a solution of (3.1). We compute z(t)“, z(t)l, Dx(t)O, Dx(t)t 
in terms of $(*; s, h, f) and h and substitute in (3.1). 
(ii) (uniquenesss). It is sufficient to show that if x is a solution of (3.1) 
corresponding to f = 0 and h = 0, we necessarily have z(t) = 0, t > s. By 
definition 
z(t) = j’ 47) z(7) dr in MP, 
s 
where z is to be interpreted as the unique continuous function in Cloc(s, tl; MP) 
which is almost everywhere equal to the element z of W$!(s, tl; Mp). 
Equivalently, 
z(t)O = j” [A(r) x(r)]O dr in X 
s (3.7) 
x(t)1 = jt [d(r) z(r)]l dr in Lp(--b, 0; X). 
8 
Since the map 7 t+ [A(r) x(r)]’ is integrable, it follows from [26, Theorem 17, 
p. 1981 that 
4tY P> = [j’ [a(7) 47)Y d7] (0) = s” [a(7) 4711’ V) d7, a.e. in 
s s 
But z belongs to Cl&s, tl; Wp) and necessarily 
z(t)O = z(t) (O), z(t)’ (e) = x(t) (e). 
Equation (3.8) yields 
z(t) (0) = j’ E-47) x(r)]’ (fI> dr = f: ; z(7) (0) dr 
* 
and necessarily 
As a result 
Bur z(0) = 0. Let x(t) = x(t) (0). Equations (3.7) and (3.10) yield 
47 + e,), 
w = j’ [f 47) lo, 
7 + 4 9 s 
.3 i=O otherwise I 
+ J:b A,,(r, e) 1;: + e), I 1 de dr. 
I(-b, 0). 
(3.8) 
(3.9) 
(3.10) 
(3.11) 
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But this is precisely the integral version of Eq. (1.1) with h = 0 and f = 0. Its 
solution is unique and null. This proves that x(t)(O) = 0 and z(t) = 0 (by 
Eq. (3.10)). 
(iii) By construction p belongs to Ll”,,(& , t,; JP) and by Theorem 2.1 for 
all h the map (t, 7) t+ $(t, r) h is continuous. Thus the map (t, r) ++ @t, r)!(r) 
is in L~o,(P(to , 2,); MP) sincepcan be written as the limit of a sequence of step 
maps. Thus the right-hand side of Eq. (3.4) makes sense. By linearity 
and by construction 
&t; s, h, 0) = qt, s) h. 
We also know that for an arbitrary K” in X 
(3.13) 
[G(t, r) (k0, O)]” = @(t, r) k0 
[c&t, Y) (k”, 0)]’ (0) = I:@ + ” r, k”’ i;efwzer( . 
(3.14) 
We now compute c&t; S, 0,j) using identities (3.14) and Eq. (1.7) of Theorem 1.2 
&t; s, 0, f)” = qS(t; s, 0,f) = s” @O(t, r)f(~) dr = j-’ [&(t, ~)f(r)]” dr 
s s 
&t; s, 0,f)’ (e) = g1” + e; s, o,f), iLeEej 
@“(t + 0, r)f(r> dr, t + 0 3 s = 
otherwise 
t + e 3 ’ dr 
otherwise I 
= 
f 
t [t&t, Y)p(r)]l (e) dr. 
s 
Finally, since the map r t-+ [@t, Y)~(Y)]~ is integrable it follows by a theorem 
in [26,hTheorem 17, p. 1981 that 
lt [d$t, ~)f(r)]~(e) dr = (s,’ [@t, r)f(r)]l dr) (0) a.e. in 1(---b, 0). 
This proves (3.4). 1 
(iv) (continuity with respect to data). Identities (3.5) and (3.6) follow 
from identities (2.6) and (2.7) in Theorem 2. I. 0 
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Remark. Under slightly stronger hypotheses on the operators A,(t), A,(t),..., 
4dt) and A&t, e), we can use certain results of Kato [35, 361 to obtain a theo- 
rem of existence and uniqueness of solution to Eq. (3.1). 
Equation (3.1) is a special case of a first-order hyperbolic partial differential 
equation. To see that we define the function z(t, 6) of two variables in 
[0, TJ x 1(-b, 0): 
z(t, e) = I 
x(t + e>, t+ 8 2 0 
w + 4, I otherwise ’ (3.15) 
where x is the solution of Eq. (1.1) with initial condition h in WP at time 0. 
The function z is a solution of the foIlowing system of equations: 
-$- z(t, 0) = & z(t, d), in IO, T[ x l--b, % (P.D.E.) (3.16) 
$ +, 0) = f 4(t) 44 4) + s”, ~~~(6 0) -a 0) de + f(t), 
60 
in IO, TL (Boundary Condition) (3.17) 
40,e) = h(e), in l-b, 0[ (Initial Condition). (3.18) 
The next theorem extends Theorem 3.1 from functions p in L&Jr0 , ti; MD) 
of the special type f(t) = (f(t), 0) for some f in L&,(to , tl; X) to any j in 
&,(to, t,; Mp). This result is of considerable interest in the linear filtering 
theory of HDS (cf. [20]) w h ere this situation naturally arises. It also extends the 
class of HDS to PDE systems of the form 
p (t, 0) = !j$ (t, 0) +f&, 0) in IO, TL (3.19) 
with initial and boundary conditions given by (3.17)-(3.18). This indicates some 
kind of connection between HDS and “transport equations.” 
THEOREM 3.2. Let s E [to , tl[ and T E Is, tl[ be $xed. 
(i) Giwm h in WP und f in D’(tO , T, Wp) the state equation 
dr z (t> = 4) 340 + IliP) in k T[ 
~(4 = h 
has a unique solution in Wp(s, T) and the map 
(h, f) I-+ y: Wp x L”(to , T; Wp) -+ W’Q, T) 
(3.20) 
(3.21) 
is linear and continuous. 
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(ii) The map (3.21) can be lifted to a unique continuous linear map 
(h,j) HY: Mp x LP(to , T; MP) -+ C(s, T; Mp), (3.22) 
where 
y(t) = &(t, s) h + j%(t, r)f(r) dr. 
8 
(3.23) 
Proof. (i) In view of Theorem 3.1 an eventual solution to (3.20) is neces- 
sarily unique. For each j in L”(tO, T; Wp) and h in WP we can construct y ‘in 
C(s, T; MP) and 7 in C(s, T; WP) such that for all t in [s, T] 
y(t) = &(t, s) Ah + /“&(t, r)@(r) dr 
s 
= A /&(t, s) h + [‘&(t, r)j(~) dr/ = A?(t). 
(3.24) 
Forfin C(t, , T; WP) and h in WV it is easy to check that the mapy constructed 
by (3.24) is the solution of (3.20) in W”(s, T). Using Eqs. (3.24) and (3.20) we 
see that the linear map 
(h,j’) by: WB x C(t,, T; Wp) + WP(s, T) (3.25) 
is continuous when C(t,, , T; Wp) is endowed with the Lp(t, , T; WP)-topology. 
As a result, the map (3.25) can be extended to all ofL*(t,, , T; WP) and the cor- 
responding map y constructed from (3.24) is the solution of (3.20) in WP(S, T). 
(ii) Again by looking at Eq. (3.24) we notice that map (3.25) is continuous 
from M’ x L”(tO, T; MP) -+ C(s, T; Mp). This last remark is sufficient to 
prove the theorem. 1 
When d(t) = A (that is, At(t) = Ai (i = O,..., N), A,,(t, 0) = A&B) 
(-b < 6 < 0)), th e 
family {6(t): t > 0} 
evolution operator 6(t, S) is equal to &(t - s), where the 
f orms a strongly continuous semigroup of transformations 
in .%‘(MP) of class C,, (cf. [30]). C orresponding to this semigroup it is possible 
to define an infinitesimal generator x,,,, which turns out to be a closed unbounded 
operator on IMP with dense domain 9(&). By definition 
zMh = lim ‘(t) h - h 
t40 t 
(in MD) 
and S@iM) is the set of all h in MD for which the limit (3.26) exists in M”. We 
notice that for all h in W9 
lim 6(t) Ah - Ah = lim d s(t) & 
t+0 t t-0 dt 
= 1:~ d&(t) h = .dh 
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(cf. Theorem 2.l(ii)). This shows that 
zh=Ah on Wf’ and wp c .9(A). 
For p = 2, W2 coincides with 58(&J and 2 with &, . 
In Theorem 3.1 we have implicitly decided to look at the state equation as an 
evolution equation in the space M 8. However, in view of Theorem 2.l(ii) and 
Definition 2.3 it is also possible to construct an evolution equation in the space 
Wp. In the autonomous case the evolution operator &(t, S) is equal to &(t - s), 
where {d&,(t): t > 0} f orms a strongly continuous semigroup of transforma- 
tions in 9( WP) of class C, (cf. [30]). Its infinitesimal generator Jw is a closed 
unbounded operator on W” with dense domain 9(&). More precisely, 
9(&v) = Ih E W2J’(-b, 0; X): h(0) = i0 Aih(&) + s_“, A&9) h(B) db’/ 
and Awh = DBh. 
4. ADJOINT STATE EQUATION 
In this section we shall assume that 1 <p < co. We shall denote by (Wp)* 
(resp. (Mp)*) the topological dual of WP (resp. Mp) and by ((h, h*>> (resp. 
(h, h*)) the natural pairing between an element h of WP (resp. MP) and an 
element h* of (Wp)* (resp. (IMP)*). We shall use the notation A* for the adjoint 
operator of A; A*: (MD)* -+ (Wp)* is a continuous dense injection. 
The main result of this section will be the introduction of the adjoint state 
equation. We shall need the following lemmas. 
LEMMA 4.1. Letpandqbelongtoll, Co[andp-l+pl= 1. 
(i) Corresponding to each element z of the space 
W”(t,, , t)* = (z EL”&, , t; (Mp)“): Dz EL’=‘(to , t; (Wp)*)}, 
there exists a unique weakIy continuozls map f: [to , t] + (Mp)* such that 
A*S(t) - A*.%(s) = f Dz(r) dr, to < s < t, 
8 
x(s) = X(s), a.e. in [t, , t], and Dx = Dz 
(ii) Corresponding to an element y in the space 
wp(t, , t) = {y EL=&, , t; WV): Dy EL”&, , t; IMP)}, 
(4.1) 
(4.2) 
(4.3) 
(4.4) 
LINEAR HEREDITARY DIFFERENTIAL SYSTEMS 25 
there exists a unique weakly continuous map 7: [to , t] --+ Wp such that 
4(s) - @(to) = j-1 DY(Y) dr, to < s < 4 (4.5) 
y(s) = J(s), a.e. in [t, , t], and Dy = 07. (4-e) 
(iii) Given y in Wp(t,, , t) an d x in W”(t, , t)*,for al2 s in [t, , t] 
G”b(s)~ ,W) - G’Wo), ,+o)) = j-1 [@Y(Y), X(Y)> + <Y(Y), DdyDl dr. I 
(4.7) 
The proof of the above lemma requires standard arguments and will be 
omitted. 
LEMMA 4.2. Let 1 <p -C co. Fix t, t, < t < t, . 
(i) For all h in WV the map 
s I-+ Q&t; s, h, 0) (4.8) 
belongs to Lm(tO, t; Mp) and 
D&t; s, h, 0) = -6(t, s) a(s) h. 
(ii) For all k in (IMP)* 
x(s) = @t, s)* k, t, < s < 4 
(4.9) 
(4.10) 
is the unique solution in the space W”(t,, , t)* of the operational diSferentia1 equation 
$ (S) + a(S)* x(S) = 0 in It, , t[ 
x(t) = k. 
(4.11) 
Moreover, the distributional derivative D,x of z belongs to L”(t,, , t; (Wp)*). 
Proof. (i) In the proof of Theorem 2.l(iii) we have shown that 
D$(t, s)O = Ds(t, s) 
D&t, s)l(e) = I-;;;;: 1 ;J),E), -@ -.‘) ’ e ’ “1 , 
otherwise 
where x(t, s) = +(t; s, h, 0) and Z(t, s) = &t; s, h, 0). In view of earlier results 
(cf. Theorem 1.2, Eq. (1.13)) and the definition of A(s) (cf. Eq. (3.2)), for all 
t+e>s 
D$(t + 8, s) = -@(t + 0, s) A(s) h, 
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where 
Finally, by construction 
-(t-S)<B<O 
otherwise 
and 
= -[G(t, s) A(s) h]l (e) 
[Dp(t, s)]O = -@(t, s) A(s) h = -[t&t, s) A(s) h]O. 
This establishes identity (4.9). By construction, A(s) h is bounded with respect 
to s and necessarily the map (4.8) belongs to I%“(&, t; Mp). 
(ii) By construction the map I as defined in (4.10) is weakly continuous; 
so it is necessarily strongly measurable and bounded. Consider the map 
s I-+ z*(s) = d*x(s): [to , t] 3 (Wp)* and its distributional derivative Ds*. 
For all h in WP. 
D&G z*(s)> = D&% @f, s)* k) 
= D&&t, s) Ah, k) 
= -@(t, s) ajs) h, k) 
= -a m* MB 
and necessarily the map 
s i--t W*(s) = -A(s)* z(s) 
belongs to the space Lm(to , t; (WP)*). T o p rove uniqueness we show that for 
k = 0, any solution z of (4.11) is necessarily 0. Given an arbitrary h in WP and 
an arbitrary s in [to, t] we introduce the variable 
Y(Y) = w4v(y, 4 h, 4r)>, s<r<t. 
But the map r M &,(Y, s) h belongs to WP(s, t) since it already belongs to 
Wp(s, t) and C(s, t; Wp) (cf. Th eorems 3.1 and 2.l(iii)). By Lemma 4.1, y is 
absolutely continuous with a derivative equal to zero almost everywhere in [s, t]. 
Thus for all s in [to , t] and all h in WP 
<n/z, z(s)) = (A#‘w(s, s) h, z(s)) = Qlc&(t, s) h, z(t)) = 0. 
By density of WP in MP, this necessarily implies that z is identically null in 
PO 2 tl* I 
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THEOREM 4.2. FixT>t,,pandqin]1,co[suchth~tq-~+p-~=1,kin 
(Mp)* and g in L”(t,, , T; (Ma)*) be given. Then there exists a unique solution 
I&.; T, k, g) in W”(t,, , T)* to the system 
$ (s) + A(s)* x(s) + ACg(s) =0 in Ito 3 TE 
z(T) = k. 
(4.12) 
Moreover, 
I,&; T, k, g) = 6(T, s)* k + /‘&(r, s)* g(r) dr 
s 
(4.13) 
and there exists a constant c(T) > 0 such that 
I! &; T, k, dll Rgtto,TjL G c(T) [II k llcMDj* + II g IiLo~to,T;~M~~~J~ (4.14) 
where the norm in WP(t, , T)* is defined as 
Proof. Let z: [to, T] -+ (Mp)* be defined by the right-hand side of Eq. (4.13). 
As a function of s it is weakly continuous since 6 is strongly continuous. In 
particular, it is strongly measurable and bounded. We now consider the distribu- 
tional derivatives of z*(s) = /l*z(s). For all h in WP, 
D&h, z*(s)\: 
== D,<(Ah, z(s)) 
= D,(Ah, @t, s)* k) + D, 1’ (Ah, @T, s)*g(r)> dv 
= --((h, d(s)* &(t, s)* k)) &Ah, g(s)> - j’ ((h, a(s)* @T, s)* g(r)>> dr 
s 
= -<h, A(s)* x(s) + A*g(s)>> 
and necessarily 
DSz*(s) = -[d(s)* x(s) + A*g(s)J 
belongs to L*(t, , T; (WP)*). W e h ave shown that .a is a solution of (4.12) in 
W”(t, , T)*. By Lemma 4.1 it is also unique. Inequality (4.14) follows from the 
boundedness of 6 in @(to, T). fi 
When A(t) = A (that is, Ai = A, (z’ = O,..., N), A,,(t, 0) = Aol(0), 
-b < 0 < 0), the evolution operator #(t, s)* is equal to @t - s)*, where the 
family {6(t)*: t > 0} forms a strongly continuous semigroup of transformations 
in ..Y((MP)*) of class (C,,) (cf. [30, pp. 320-322 and p. 429, Corollary to Defini- 
tion 14.4.21). Corresponding to this semigroup we can define an infinitesimal 
generator A* which is a closed unbounded operator on (Mp)* with a dense 
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domain 9(A*). Using the operator A, Vinter [50] has completely characterized 
the operator a* and its domain for p = 2 when elements of Ma and (M2)* are 
identified: 
ho E x, hi(a) = y(a) + i Ai*hox&) 
(ho’ “) ’ M2 for some y in fj,71*2(4~t 0; X) for ’ (4.15) 
which y( --b) = 0 
where xi(~) is the characteristic function of the interval [0, , 0] 
[A*h]O = (f A<*) ho + J’_“, e(e) de 
[A*h]’ (a) = i;;;(cx)* ho - Dy(u). 
(4.16) 
It is interesting to see that for all k in g(J*), G(t)* K will belong to 9(J*). This 
means that the map 
a e [#(t)* k]l (a): 1(-b, 0) + x 
will have a jump at (Y = 8, of height &*[@t)* K]O for i = I,..., N; when b = U, 
the jump at 6, = --a will coincide with the value of the function at 01 = --a. 
5. RELATIONSHIP BETWEEN THE STATE ADJOINT AND THE 
HEREDITARY ADJOINT SYSTEM 
In this section we assume that p = 2. We write 
H = M2(-b, 0; X), v= w=. (5.1) 
Let H* (resp. V*) be the topological dual of H (resp. V). When we identify 
elements of H and H* we obtain the familiar dense injections 
V&r: V* (5.2) 
as in the theory of linear partial differential equations (cf. [43-45]). 
We shall denote by #(m; T, P, go) the solution of Eq. (1.2) and by &*; T, k, g) 
the solution of Eq. (4.12). We first obtain a preliminary result. 
PROPOSITION 5.1. For all k in H 
[6(T, s)* k]O = @‘(T, s)* k” + j-I.,cs -(r-s)~ @O(T + e, s)* k’(e) de (5.3) 
[6(T, s)* k]l (CY) = W(T, s, a)* k” + j-O @I(T + e, S, m)* al(e) de 
maxt-a.-+-d) 
a-T>, T-s-b<ar<O 
otherwise (5.4) 
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Proof. By direct computation, definition of 6 (Definition 2.3), and Eq. 
(2.1). I 
THEOREM 5.2. Fix T > t, , k in H and g in L2(t,, T; H). Then 
$(s; T, k, g)” = 3(s; T, k”, 9) 
$(s; T, k g)’ (4 
(5.5) 
+ L3XCb.m-T+sl A,,(s + a - 8, e)* $(s + a - 0; T, k, g)” de 
kl(s+a:-T), T-s-b<arfO + lo, otherwise I 
+ ~~ax(a~T+i,d)gl~s + (y. - Q V) de, (5.6) 
where 
s 0 g’(s - 8) (0) d8 + kl(s - T), T - b < s < T 
f(s) = g”(s) + $-s) 
I 
. (5.7) 
g’(s - 9) (0) de, t,<s<T-b 
-b 
Proof. From Theorem 4.2 
II;(s; T, k, g) = @T, s)* k + s’ 6(r, s)* g(r) dr. 
s 
(5.8) 
Let PO(S) = &s; T, k, g)O (resp. p’(s) = &s; T, k, g)‘). Then 
p”(s) = @(t, s)* k” + j-” 
maxc-b.-(T--s)1 
@“(T + 0, s)* kl(B) de 
+ Is= pot,, 4* g”(r) + ~~,(~, - T--s)) w + 4 4* g’(r) (4de] dr 
= @O( T, s)* k” + s’ @O(r, s)* $(Y) dr 
s 
+ ,-T@o(rY ‘)* 
s 
i 
kl(r - T) + 6 g’(u) (Y - u) du, T-b<r<T 
r+b dr 
I g’(u) (r - 4 du, 
s<r<T-b 
1 
= @“(T, s)* ko + j-’ @(r, s)* Z(Y) dr, 
9 
30 M. C. DELFOUR 
where 
g’(u) (r - u) du + K’(r - T), T - b <Y < T 
g’(u) (r - 4 du, s<r<T-b 
i 
= gyy) + 
/ 
s 
0 
g’(r - 0) (0) de + P(r - T), T - b < t < T 
$--r’ 
I -p - 0) (4 de* s<r<T-b I 
(5.10) 
pys) (a) = @(T, s, a)* ho -I- $axtpa --(T--s)~ @(T + 6 ~3 a)* W’) db 
a-T), s+cr+b>T 
otherwise I 
gl(r) (s + 01 - r), 
+ lo, 
s + o! + b > r 
otherwise II 
dr 
= @(t, s, a)* R” + f* W(Y, s, a)g(r) dr 
s 
P(s + a - T), 
+ lo, 
s + a+ b > T 
otherwise I 
+ ,: ];“‘(’ + O1 - r), 
, 
;t;e;wLeb > ‘1 dr. (5.11) 
Finally, we know (cf. Theorem 1.2(i)) that 
N ~~~~ + a - ei)* qt, s + a - ei)*, @% $3 4* = ,c, fo, a: + s - t < et < oL otherwise I 
+ LrCa..+r-rl AoI((s f a - 8, e)* @(t, S + a - 8)* d& (5.12) 
If we substitute for @ in (5.11) we obtain (5.6). 1 
6. CONCLUDING REMARKS 
In the light of Theorem 2.l(ii), for each h in ?-VP the solution $(a; s, h,f) of 
the state equation (3.1) belongs to the space 
w = (x E CI&, t,; WY): Dz E I!&& t,; M”)) W-1) 
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and inequality (3.6) is verified with the norm /I z jIs+r) = // z iIC(s,T;W9) +
II Dz II Lp(Q,r;Mg) in place of the norm of WP(s, 7’). Using the notation and hypo- 
theses of Section 5, Theorem 5.2 says that the solution t& .; T, k, g) of the adjoint 
state equation (4.12) belongs to 
W* = (z E P(t, , T; H): Dz EP& , T; V’)} 62) 
(P(t, , T. H), th e s p ace of all weakly continuous maps [t,, , T] -+ N endowed 
with the sup-norm) and if Ij z ]lw* = sup{lj a(t)//,: t, < t < T) + // Dz )!Lz(t,,T; v’j 
then there exists a constant c(T) > 0 such that 
(6.3) 
When the operators A,, A, ,..., A, and A,, are uniformly measurable (in the 
uniform operator topology), then the above statement is true with C(t, , T; H) 
in place of C”(t, , T; H). This simultaneously covers the case where the opera- 
tors A, , A, ,..., A,,, and A,, are constant (independent of t and 0) and the 
case where X is finite-dimensional. 
7. APPLICATIONS 
This paper contains essential results on the theory of HDS which are useful 
and “critical” in applications to stability theory, optimal control theory, and 
optimal filtering theory. We have shown that HDS constitutes a special class of 
systems governed by partial differential equations (PDE) of the hyperbolic 
type and that they can be described by operational differential equations. As a 
result powerful PDE techniques can be used in various applications. 
7.1. Systems Theory and Stability Theory 
From the system theoretic point of view this paper clarifies the definition of 
state and state space for HDS. Such concepts determine the internal structure 
of a system and open the way to structural and representation problems (cf. 
133, 341). 
In this linear case, the Hilbertian product space framework makes it possible 
to directly apply the results of Datko [17] on the extension of Lyapunov’s 
stability theorem (cf. [25]). 
7.2. Optimal Feedback Control Theory 
In the finite time horizon linear-quadratic optimal control problem, it is 
well known that the optimal control can be synthesized via a state feedback law. 
For HDS earlier results of Krasovskii [37, 381 already established that this 
feedback law was acting on a piece of the past of the system and implicitly 
suggested that the underlying state space was a product space. Other results 
409/60/1-3 
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along those lines and the study of the “state feedback operator” (cf. [l, 12, 24, 
25, 27, 39, 46, 491) indicated that for HDS we had to deal with an “operator 
Riccati differential equation” rather than a matrix differential equation. In most 
papers a complicated set of matrix ordinary and partial differential equations was 
derived for the feedback law. In [24], it was suggested that we could make sense 
of an abstract “operator Riccati differential equation” provided we can make 
sense of the adjoint state equation. This is precisely one of the contributions 
of the present paper. Using this it was then possible to obtain a completely 
satisfactory theory (cf. [IS, 211). 
In the infinite time horizon problem the above results and those of Datko [17] 
were combined in order to obtain a complete solution and derive an aIgebraic 
operator Riccati equation, the solution of which enters in the synthesis of the 
time-independent feedback law (cf. [25]). 
7.3. Optimal Filtering Theory 
The filtering problem for HDS has been considered by a number of authors. 
To the author’s knowledge, the first paper in this field is that of Kwakernaak 
[40], where the smoothing and filtering problems for linear differential systems 
with multiple constant time delays are studied simultaneously. Other more 
recent papers by Lindquist [42], Bensoussan [9], Bensoussan et al. [IO], Mitter 
and Vinter [47], Curtain [15, 161, Vinter [51], Kwong [41], and Delfour [20] 
have also discussed the theory of this problem and extended the well-known 
duality theorem of Kalman and Bucy in various forms. 
In this problem the adjoint state equations occurs in a very essential fashion 
in the definition of the dual optimal control problem. We obtain a covariance 
operator instead of a covariance matrix and an operator rather than a matrix 
Riccati differential equation (provided everything is interpreted in an appro- 
priate weak sense). 
7.4. Numerical Approximation 
In both problems (control and filtering), the Hilbertian product space M2 
played an essential role in the numerical solution of the corresponding operator 
Riccati differential equations. Again PDE techniques such as the work of 
Nedelec [48] can be directly adapted (cf. [18-211). 
Note added in proof. The following references are also relevant to this paper: 
J. A. BURNS AND T. L. HEXDMAN, Adjoint semigroup theory for a Volterra integro- 
differential system, Bulletin of the American Mathematical Society 81 (1975). 
1099-1102. 
J. A. BURNS AND T. L. HFRDMAN, Adjoint semigroup theory for a class of functional 
differential equations, SIAM J. Math. Anal. 7 (1976), 729-745. 
E. M. CLIFF AND J. A. BURNS, A piecewise linear approximation scheme for hereditary 
optimal control problems, Internal report, Virginia Polytechnic Institute and State 
University, Blacksburg, Va, November 1976. 
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M. C. DELFOUR AND F. TROCHU, Discontinuous finite element methods for the approxima- 
tion of optimal control problems governed by hereditary differential systems, Proc. 
IFIP Working Conference on DPS: Modelling and Identification, June 1976, 
Springer-Verlag, to appear. 
E. W. I(AMBN, An operator theory of linear functional differential equations, 1. Dz$rrentioZ 
Equations, 1977, in press. 
R. H. KWONG AND A. S. WILISKY, Optimal filtering and filter stability of linear stochastic 
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