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PARTIAL COHERENT STATE TRANSFORMS, G × T -INVARIANT
KÄHLER STRUCTURES AND GEOMETRIC QUANTIZATION OF
COTANGENT BUNDLES OF COMPACT LIE GROUPS
JOSÉ M. MOURÃO, JOÃO P. NUNES, AND MIGUEL B. PEREIRA
Abstract. In this paper, we study the analytic continuation to complex time of
the Hamiltonian flow of certain G × T -invariant functions on the cotangent bundle
of a compact connected Lie group G with maximal torus T . Namely, we will take
the Hamiltonian flows of one G × G-invariant function, h, and one G × T -invariant
function, f . Acting with these complex time Hamiltonian flows on G × G-invariant
Kähler structures gives new G×T -invariant, but not G×G-invariant, Kähler structures
on T ∗G. We study the Hilbert spaces Hτ,σ corresponding to the quantization of T ∗G
with respect to these non-invariant Kähler structures. On the other hand, by taking
the vertical Schrödinger polarization as a starting point, the above G × T -invariant
Hamiltonian flows also generate families of mixed polarizations P0,σ, σ ∈ C, Imσ > 0.
Each of these mixed polarizations is globally given by a direct sum of an integrable real
distribution and of a complex distribution that defines a Kähler structure on the leaves
of a foliation of T ∗G. The geometric quantization of T ∗G with respect to these mixed
polarizations gives rise to unitary partial coherent state transforms, corresponding to
KSH maps as defined in [KMN1; KMN2].
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1. Introduction
Geometric quantization is an approach to the mathematical problem of quantization
which aims at defining the quantization of a symplectic manifold (M,ω) which includes,
in particular, the assignement of a Hilbert space of quantum states to (M,ω). This
assignement is far from unique as it depends on the choice of an additional structure, a
polarization, which is an involutive Lagrangian distribution in TM⊗C. The dependence
of quantization on this choice is one of the most important objects of study in geometric
quantization.
Among symplectic manifolds, cotangent bundles of compact Lie groups, T ∗G, provide
a rich class of spaces for the study of interactions between analysis and representation
theory, Kähler geometry and geometric quantization. On one hand, Hall’s generaliza-
tion of the classical coherent state transform of Segal-Bargmann [Ha1], which depends
essentially on properties of the heat kernel on G and on its complexification GC, corre-
sponds to a natural pairing map between the quantizations of T ∗G in the vertical (or
Schrödinger) polarization and in the Kähler polarization provided by the identification
T ∗G ≅ GC [Ha2]. In fact, these two polarizations can be connected by a continuous
family of G ×G-invariant Kähler polarizations, which are related among themselves by
compositions of Hall’s coherent state transforms (CST) [FMMN1; FMMN2; KW].
On the other hand, these, as well as other more general [N; KMN1; KMN2], natural
families of G × G-invariant Kähler structures are also very interesting from the point
of view of Kähler geometry. Indeed, they are generated by the analytic continuation
to complex time of Hamiltonian flows on T ∗G, of a so-called complexifier Hamiltonian
function [Th; HK], and correspond to geodesics for the Mabuchi affine connection on
the space of Kähler metrics on T ∗G [KMN1; MN]. In [BHKMN], similar families
of quantizations for more general symmetric spaces of compact type are presented and
studied in the infinite geodesic time limit.
In this paper, we extend these results by considering Kähler structures which are
not G ×G-invariant. For that purpose, we consider G × T -invariant Hamiltonian flows
analytically continued to complex time, where T ⊂ G is a maximal torus. Acting on
the G ×G-invariant Kähler structures of [KMN1] we give examples of new, G × T - but
not G×G-invariant, Kähler structures on T ∗G. We study the geometric quantization of
T ∗G with respect to these Kähler polarizations.
Acting with the G×T -invariant quadratic complexifiers on the (real) Schrödinger po-
larization gives interesting mixed polarizations which define foliations of T ∗G by Kähler
submanifolds isomorphic to T ∗T ≅ TC. We also study the quantization of T
∗G with
respect to these mixed polarizations and show that they are related to (unitary) partial
coherent state transforms on G which are “partially holomorphic” analogs of Hall’s CST.
Remark 1.1. While in this paper we have considered G×T -invariant Hamiltonian flows
generated by complexifiers which correspond to a strictly convex Ad-invariant function
on the Lie algebra of G and a strictly convex quadratic function on the Lie algebra of
T , t, we expect most of the results to generalize straightforwardly to the case when the
quadratic function on t is replaced by a more general strictly convex function.
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2. Geometry of T ∗G
2.1. Preliminaries. Let G be a compact connected Lie group of dimension n and rank
r. We assume that its Lie algebra, g, is equipped with an Ad-invariant inner-product⟨⋅, ⋅⟩. We will also assume the usual identifications given by left-translation
T ∗G ≅ G × g∗ ≅ G × g,
where g and g∗ get identified by means of ⟨⋅, ⋅⟩. With these identifications, we have for
the tangent spaces
T(x,y)(T ∗G) ≅ g⊕ g, (x, y) ∈ G × g. (1)
Recall also that, by the polar decomposition,
T ∗G = G × g ≅→ GC
(x, y) ↦ xeiy,
where GC is the complexification of G.
The standard G × G-action (where we take a left-action for the first factor and a
right-action for the second) on T ∗G then corresponds to
g ⋅ (x, y) ⋅ h = (gxh,Adh−1(y)), g, h ∈ G, (x, y) ∈ G × g = T ∗G.
Let {Tj}j=1,...,n be an orthonormal basis of g and let {Xj}j=1,...,n be the corresponding
basis of left-invariant vector fields on G. We will also denote by {Xj}j=1,...,n the cor-
responding left-invariant vector fields on T ∗G = G × g with zero component along the
second summand in (1). Let {wj}j=1,...,n be the corresponding dual basis of left-invariant
one-forms on G and denote by the same symbols their pull-backs to T ∗G by the canoni-
cal projection T ∗G→ G. Let {yj}j=1,...,n be Cartesian coordinates on g associated to the
above orthonormal basis.
Recall that T ∗G has a canonical symplectic structure ω = −dθ, where θ is the canonical
one-form. In the above coordinates, we have
θ = n∑
j=1
yjwj
and
ω = n∑
j=1
(wj ∧ dyj + 1
2
n∑
k,l=1
c
j
kl
yjwk ∧wl),
where {cj
kl
}j,k,l=1,...n are the (totally anti-symmetric) structure constants of g relative to
the above orthonormal basis. In terms of the decomposition in (1) we have
θ∶ (G × g) × (g⊕ g)Ð→ R,
with
θ(x,y) (( UV )) = ⟨y,U⟩, U,V ∈ g (2)
while ω∶ (G × g) × (g⊕ g) × (g⊕ g)Ð→ R is given by
ω(x,y) (( UV ) ,( WZ )) = ( U V )( −ady id−id 0 )( WZ )
= ⟨U,Z⟩ − ⟨V,W ⟩ + ⟨y, [U,W ]⟩, U,V,W,Z ∈ g. (3)
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A left-invariant function g∶T ∗G ≅ G × g → R is determined by a function on g which
we will denote by the same symbol g∶g → R . We will denote by ug the gradient of g,
that is ⟨ug(y),A⟩ = dgy(A), y,A ∈ g.
Hg will denote the Hessian of g. Recall that if g∶T
∗G → R is G ×G-invariant, so that
the associated function g∶g → R is Ad-invariant, then (see [KMN1], Lemma 3.4)
[y,ug(y)] = 0, and adug(y) = adyHg(y) =Hg(y)ady, y ∈ g. (4)
One also has, if g is G ×G-invariant, that
Adxu(y) = u(Adxy), x ∈ G,y ∈ g, (5)
and for the Hessian, as a linear map g→ g, one obtains in that case
Hg(Adxy) = Adx ○Hg(y) ○Adx−1 , x ∈ G. (6)
Proposition 2.1. Let g∶T ∗GÐ→ R be a left-invariant function. Then, its Hamiltonian
vector field Xg is given by:
Xg ∣(x,y) = (ug(y), [y,ug(y)]). (7)
Proof. Using equation (3), we obtain
ω(x,y) (( ug(y)[y,ug(y)] ) ,( WZ )) = ⟨ug(y),Z⟩.
From the definition of gradient,
dg∣(x,y)(Z) = ⟨ug(y),Z⟩.
This proves equation (7). 
Let now
h∶T ∗G→ R
be an Hamiltonian function such that
i) h is G × G- invariant. This implies that h is determined by an Ad-invariant
function on g which we also denote by h;
ii) The Hessian Hh on g is positive definite everywhere;
iii) The operator norms ∣∣Hh(y)∣∣, y ∈ g, have a positive lower bound on g.1
The Hamiltonian vector field of h is given by
Xh∣(x,y) = (uh(y),0),
and the corresponding Hamiltonian flow is
φtXh(x, y) = (xetuh(y), y) , (8)
for (x, y) ∈ G × g ≅ T ∗G, t ∈ R. Recall now that the analytic continuation of this
Hamiltonian flow to imaginary time gives G×G-invariant Kähler structures on T ∗G, as
follows. (See [KMN1] and also [N].) Let τ = τ1 + iτ2 ∈ C, τ1, τ2 ∈ R and let
C
+ = {τ ∈ C ∣ Im τ > 0}.
1This condition is not strictly necessary for Kählericity but we will assume it for simplicity. (See
Lemma 3.1 in [KMN1]).
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For τ ∈ C consider the maps
T ∗G ≅ G × g αh→ G × g ψτ→ GC(x, y) ↦ (x,uh(y)) ↦ xeτuh(y). (9)
Note that ψτ ○ αh is a diffeomorphism if Im τ ≠ 0.
Proposition 2.2. [KMN1] For τ ∈ C+, let Jτ,0 be the the pull-back of the canonical
complex structure on GC by ψτ ○αh. Then, (T ∗G,ω,Jτ,0) is a Kähler manifold. A (global)
Kähler potential is given by the Legendre transform of h,
κτ,0(x, y) = 2τ2 (⟨y,uh(y)⟩ − h(y)) .
2.2. G × T -invariant quadratic Hamiltonians. Let t ⊂ g be a Cartan subalgebra
corresponding to a maximal torus T ⊂ G. Recall that Ad-invariance of ⟨⋅, ⋅⟩ implies that
if A ∈ t then adA∶g→ t
⊥.
Let
f ∶T ∗G ≅ G × g→ R
be the G×T -invariant Hamiltonian function determined by a real-valued function on g,
which we also denote by f , given by the symmetric form
f(y) = 1
2
⟨y,Fy⟩,
where F ∶g → g is a linear real self-adjoint map on g satisfying
(i) imF ⊂ t;
(ii) F∣
t⊥
= 0;
(iii) F∣t > 0,
so that f is determined by a positive quadratic form on the Cartan subalgebra t. For
simplicity, we will henceforth denote by the same symbol, F , both the linear map F and
its restriction F∣t . No confusion should arise from the context and, in particular, detF
will always stand for detF∣t > 0.
Lemma 2.3. The Hamiltonian vector field of f is given by
Xf ∣(x,y) = (Fy, [y,Fy])
and the corresponding Hamiltonian flow is
φsXf (x, y) = (xesFy, e−sadFyy) ,
for (x, y) ∈ G × g ≅ T ∗G, s ∈ R .
Proof. The expression for Xf follows from Proposition 2.1. On the other hand, let(x(s), y(s)) be the integral curve of Xf that on s = 0 goes through (x0, y0). This
corresponds to the initial value problem
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
x˙ = dLxFy
y˙ = [y,Fy]
x(0) = x0
y(0) = y0
.
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Since Fy0 ∈ t, adFy0 maps to t⊥. Therefore, F ○ adFy0 = 0. From this we conclude that
Fe−sadFy0y0 = Fy0. We use this fact to prove that y(s) = e−sadFy0y0:
d
ds
e−sadFy0y0 = −adFy0e−sadFy0y0
= (e−sadFy0y0, Fy0)
= (e−sadFy0y0, Fe−sadFy0y0) .
x must satisfy x˙ = dLxFy = dLxFy0, x(0) = x0. Therefore, x(s) = x0esFy0. 
Recall now the Hamiltonian flow (8) of the G×G-invariant Hamiltonians h in Propo-
sition 2.2.
Proposition 2.4. The Hamiltonian flows of h and f commute, namely
φtXh ○ φ
s
Xf
(x, y) = φsXf ○ φtXh(x, y)
= (xetuh(y)esFy, e−sadFyy) ,
for t, s ∈ R.
Proof. This can checked by verifying that [Xh,Xf ] = 0 or by direct computation. Indeed,
φsXf ○ φ
t
Xh
(x, y) = φsXf (xetuh(y), y)
= (xetuh(y)esFy, e−sadFyy) .
implies that φtXh ○ φ
s
Xf
= φsXf ○ φtXh , for t, s ∈ R. In fact, equation (5) implies that
esFyetuh(e
−sadFyy) = etuh(y)esFy. 
Lemma 2.5. For s, t ∈ R, the tangent maps DφtXh ,DφsXf ∶g ⊕ g Ð→ g ⊕ g, are given at(x, y) ∈ T ∗G by
DφtXh = ⎛⎝ e
−taduh(y) id−e
−taduh(y)
aduh(y)
Hh(y)
0 id
⎞⎠ , (10)
DφsXf = ( e−sadFy sF0 e−sadFy(sady ○ F + id) ) . (11)
Proof. To prove (10), let γ(s) = (γ1(s), γ2(s)) = (xesU , y + sV ), U,V ∈ g. Then,
D(x,y)φ
t
Xh
(U,V ) = d
ds
RRRRRRRRRRRs=0φ
t
Xh
(γ1(s), γ2(s))
= d
ds
RRRRRRRRRRRs=0φ
t
Xh
(xesU , y + sV )
= d
ds
RRRRRRRRRRRs=0 (xe
sUetuh(y+sV ), y + sV )
= (dL
xetuh(y)
(Ad
e−tuh(y)
U +
id − e−taduh(y)
aduh(y)
Hh(y)V ) , V )
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= (dL
xetuh(y)
(e−taduh(y)U + id − e−taduh(y)
aduh(y)
Hh(y)V ) , V ) .
To prove (11), by the same reasoning as before,
D(x,y)φ
s
Xf
(U,V )
= d
dt
RRRRRRRRRRRt=0φ
s
Xf
(xetU , y + tV )
= d
dt
RRRRRRRRRRRt=0 (xe
tUesF (y+tV ), e−sadF (y+tV )(y + tV ))
= ⎛⎝dLxesFy (e−sadFyU + id − e
−sadFy
adFy
FV ) , e−sadFy(−sadFV )(y) + e−sadFyV ⎞⎠
= (dLxesFy (e−sadFyU + sFV ) , e−sadFy(sady ○ F + id)V ) . 
Lemma 2.6. Let t, s ∈ R. Then,
D (φ−tXh ○ φ−sXf )(φt
Xh
○φs
Xf
)(x,y)
=
⎡⎢⎢⎢⎢⎣
e
taduh(y)esadFy id−e
taduh(y)
aduh(y)
Hh(y)esadFy − sF
0 −sady ○F + e
sadFy
⎤⎥⎥⎥⎥⎦ .
Proof. This follows from the chain rule, Lemma 2.5 and equations (4), (5). 
The following will also be useful later on.
Lemma 2.7. For every y ∈ g, s ∈ R, the linear map esadFy −sady ○F is an automorphism
of g.
Proof. Let s ≠ 0. We prove that ker (esadFy − sady ○ F) = 0. Let V ∈ ker (esadFy − sady ○ F).
Then,
esadFyV − sady ○F V = 0.
We can split the terms of this equation that belong to t and those that belong to t⊥:
V ∥dcurly
∈t
+ V ⊥dcurly
∈t⊥
+
∞∑
k=1
sk
k!
adkFy
dcurly
∈t
V
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
∈t⊥
−sady ○ F Vdcurly
∈t´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
∈t⊥
= 0,
from which we conclude that V ∥ = 0. Therefore,
V ∥ = 0Ô⇒ ady ○FV = 0Ô⇒ esadFyV = 0Ô⇒ V = 0. 
Definition 2.8. Let F be a linear self-adjoint map on g satisfying the properties listed
in the beginning of this Section and let h be as in Proposition 2.2. For τ, σ ∈ C define
Aτ,σ ∶T
∗G → GC(x, y) ↦ xeτuh(y)eσFy.
Note that, Aτ,0 = ψτ ○αh in (9) and that, for τ ∈ C, σ ∈ R, also
Aτ,σ = ψτ ○ αh ○ φσXf .
This implies the following
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Lemma 2.9. For τ ∈ C+, σ ∈ R, the map Aτ,σ is a global diffeomorphism.
Actually, a much stronger result holds.
Theorem 2.10. Let τ, σ ∈ C+. Then Aτ,σ is a global diffeomorphism.
Proof. Let r be the rank of G and let TC ≅ (C∗)r be the complexification of T . Consider
the standard right TC-action on GC. >From Theorems 1.12 and 1.23 in [S], at any point
in GC there are holomorphic slices for the action of TC. That is, for each p ∈ GC there is
a locally closed analytic subspace S ⊂ GC and a TC-equivariant map
φ∶S × TC→GC
which is a biholomorphism onto a TC-invariant open neighbourhood of p in GC. From
(9) we have also a diffeomorphism
ψτ ○αh∶T
∗G→GC.
Let β = (ψτ ○ αh)−1 ○ φ and let ω˜ = β∗ω be pull-back the standard symplectic structure
on T ∗G to S × TC which, by Proposition 2.2 becomes a Kähler manifold. The standard
right action of T on T ∗G,
t ⋅ (x, y) = (xt,Adt−1y), t ∈ T,
is Hamiltonian with moment map µ(x, y) = yt, where yt is the component of y ∈ g in the
decomposition g = t⊕ t⊥. The map ψτ ○αh, by Ad-invariance of h, intertwines this action
with the standard right action of T on GC. Therefore, we see that the right T -action on
S × TC is Hamiltonian with moment map µ˜ = µ ○ β. We have f = 12⟨yt, Fyt⟩ = 12 ⟨µ,Fµ⟩.
Let now (u, z) be local coordinates on S×TC, where z = ea+iθ are standard holomorphic
coordinates on TC, with θ the standard angular coordinate on T . Since the T -action on
S × TC is the standard one, the Hamiltonian flow of f˜ = f ○ β = 12⟨µ˜, F µ˜⟩ at time s ∈ R is
then given by (see Proposition 3.10)
(u, e∑rj=1(θj+iaj)Tj)↦ (u, e∑rj=1(θj+s ∂f˜∂µ˜j +iaj)Tj).
Its analytic continuation to imaginary time σ = σ1 + iσ2, σi ∈ R, which preserves the
TC-orbits, as in [MN], is then given by
(u, e∑rj=1(θj+iaj)Tj)↦ (u, e∑rj=1(θj+σF µ˜j+iaj)Tj) = (u, e∑rj=1(θj+σ1F µ˜j+i(aj+σ2F µ˜j))Tj).
We will now use some of the results of [BG]. We will take U ⊂ S to be a convex subset
of some coordinate chart. From Section 2 in [BG], it follows that, on U × TC,
ω˜ = i∂∂¯ρ,
where ρ = ρ(u,a) is a strictly pluri-subharmonic function. Moreover, one then has the
Legendre transform
µ˜ = Lρ(u,a) = 1
2
∂ρ
∂a
.
The inverse Legendre transform is given by a “partial symplectic potential”
g(u, µ˜) = µ˜a − 1
2
ρ,
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with
a = Lg(u, µ˜) = ∂g
∂µ˜
.
This implies that the composition of Legendre transforms
a↦ Lg+σ2f˜ ○L
−1
g (u,a) = a + σ2Fµ˜(u,a)
is a diffeomorphism from it→ it ≅ Rr (see also [HS; F]). Indeed, explicitly,
a + σ2Fµ˜(u,a) = a′ + σ2Fµ˜(u,a′)
implies
a′ − a = −σ2F (µ˜(u,a′) − µ˜(u,a))
= −σ2
2
F (∫ 1
0
∂2ρ
∂a2
(a + t(a′ − a))dt) ⋅ (a′ − a).
By taking the inner product with (a′ − a) we see that, given that ρ is strictly pluri-
subharmonic, for σ2 > 0 and F positive definite this implies a = a′. Hence, the analytic
continuation of the Hamiltonian flow of f˜ is a diffeomorphism of S×TC; since it preserves
TC orbits we conclude that it corresponds to a global diffeomorphism of GC. On the
other hand, by looking at the formalism of [MN] and at the action of Aτ,σ we see that
this is equivalent to the statement that Aτ,σ is a global diffeomorphism for σ2 > 0 and
τ2 ≠ 0. 
Remark 2.11. Note that the proof of Theorem 2.10 works if f is replaced by any strictly
convex function of µ so that the Theorem generalizes to that more general situation.
3. New polarizations of T ∗G from G × T -invariant Hamiltonian flow
3.1. The polarizations Pτ,σ and G×T -invariant Kähler structures. Recall that a
polarization of T ∗G, in the sense of geometric quantization, is an involutive Lagrangian
distribution P in the complexified tangent bundle T (T ∗G)⊗C .
Recall, also, from Section 2.2 that we have two commuting Hamiltonian flows φtXh
and φsXf , for t, s ∈ R . The Hamiltonian flow φtXh , analytically continued to complex time
τ ∈ C+, acting by push-forward on the vertical polarization P0,0, produces the G ×G-
invariant Kähler structures of proposition 2.2. We will now act with both Hamiltonian
flows in imaginary time to define new G × T -invariant Kähler structures on T ∗G.
Recall that the vertical polarization P0,0 = KerDpi is spanned by the Hamiltonian
vector fields of Hamiltonian functions of the form pi∗f, f ∈ C∞(G), where pi∶T ∗G→ G is
the canonical projection. To study the push-forward of P0,0 under Hamiltonian flow it
is then useful to recall the following. Under the Hamiltonian flow of Xg, g ∈ C∞(T ∗G),
one has that the evolution of the Hamiltonian vector field of f ∈ C∞(T ∗G) is given by
X(φt
Xg
)∗f = (φ−tXg)∗Xf .
When the Hamiltonian flow φtXg is real analytic in t one has, moreover, within the
convergence regions for the power series, the corresponding formulas
XetXgf = etLXgXf ,
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where LXg denotes the Lie derivative along Xg. (See, for example, [HK; KMN1; MN;
P].)
Proposition 3.1. Let Pt,s be the real polarization of T
∗G obtained by push-forward of
P0,0 by the combined Hamiltonian flow φ
−s
Xf
○ φ−tXh , for t, s ∈ R.
Pt,s = (φ−sXf ○ φ−tXh)∗P0,0, t, s ∈ R .
This polarization can described by sections analytic in t and s as follows
Pt,s = spanC{etLXh ○ esLXf ∂
∂yj
∣ j = 1, . . . , n}.
Explicitly, we have
Pt,s∣(x,y) = ⎧⎪⎪⎨⎪⎪⎩([
1 − etaduh(y)
aduh(y)
Hh(y)esadFy − sF]A,[esadFy − sady ○F]A) RRRRRRRRRRRA ∈ gC
⎫⎪⎪⎬⎪⎪⎭
= ⎧⎪⎪⎨⎪⎪⎩([
1 − etaduh(y)
aduh(y)
Hh(y) − setaduh(y)F]A,A) RRRRRRRRRRRA ∈ gC
⎫⎪⎪⎬⎪⎪⎭ . (12)
Proof. Equation (12) follows immediately from the definition of Pt,s, Lemma 2.6, Lemma
2.7 and from noting that
(1 − etaduh(y)
aduh(y)
Hh(y) − setaduh(y)F)(esadFy − sady ○ F) = 1 − etaduh(y)
aduh(y)
Hh(y)esadFy − sF,
where one uses (4) and the fact that
F ○ esadFy = F, F ○ ady ○F = 0.
The claim that Pt,s can be obtained by exponentiating the Lie derivatives along Xh and
Xf follows from Lemma 6.2 in the Appendix. 
Proposition 3.1 has the immediate
Corollary 3.2. The two real-parameter family of polarizations {Pt,s}t,s∈R extends to a
two-complex parameter family of polarizations2 {Pτ,σ}τ,σ∈C by (unique) analytic continu-
ation, in t to τ¯ = τ1 − iτ2 ∈ C and in s to σ¯ = σ1 − iσ2 ∈ C, with τ1, τ2, σ1, σ2 ∈ R, pointwise
along T (T ∗G)⊗C. Explicitly,
Pτ,σ ∣(x,y) = ⎧⎪⎪⎨⎪⎪⎩([
1 − eτ¯aduh(y)
aduh(y)
Hh(y)eσ¯adFy − σ¯F]A,[eσ¯adFy − σ¯ady ○ F]A) RRRRRRRRRRRA ∈ gC
⎫⎪⎪⎬⎪⎪⎭
= ⎧⎪⎪⎨⎪⎪⎩([
1 − eτ¯aduh(y)
aduh(y)
Hh(y) − σ¯eτ¯aduh(y)F]A,A) RRRRRRRRRRRA ∈ gC
⎫⎪⎪⎬⎪⎪⎭ .
We will now establish that this family of G × T -invariant complex polarizations of
T ∗G, obtained by analytic continuation of the above Hamiltonian flows to imaginary
time, contains, in fact, a family of Kähler polarizations.
2Recall that, from [MN] (see also [KMN] for the case σ = 0) holomorphic vector fields for the complex
structures generated in this process are obtained by analytic continuation t → τ¯ , s → σ¯.
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Theorem 3.3. The polarizations Pτ,σ, for τ ∈ C+, σ ∈ C+ ∪R, are obtained by pull-back
via Aτ,s, s ∈ R, of the holomorphic tangent space of GC with respect to the standard
complex structure, T (1,0)GC, followed by analytic continuation in s to σ¯.
Proof. Recall that, for s ∈ R, Aτ,s = ψτ ○ αh ○ φsXf . Also, from [KMN], by setting σ = 0
in (12), we obtain, for τ ∈ C+,
Pτ,0 = (ψτ ○αh)∗T (1,0)GC.
Therefore, to prove the theorem it is enough to show that, for s ∈ R,
Pτ,s∣(x,y) =Dφ−sXf (Pτ,0∣φsXf (x,y)), (13)
and then to take the (unique) analytic continuation in s to σ¯. To prove (13), just use
(12) with s = 0, Lemma 2.6, equality (6) and the well-known identities
adAdgA = Adg ○ adA ○Adg−1 , AdAdg g˜ = Adg ○Adg˜ ○Adg−1 , g, g˜ ∈ G,A ∈ g. 
Let Jτ,σ be the (G × T -invariant) complex structure on T
∗G defined by the pull-back
by Aτ,σ of the standard complex structure on GC, so that
Pτ,σ = T (1,0)(T ∗G,Jτ,σ).
Theorem 3.4. For τ ∈ C+, σ ∈ C+ ∪ R, (T ∗G,ω,Jτ,σ) is Kähler. A (global) Kähler
potential is given by
κτ,σ(x, y) = 2τ2 (⟨y,uh(y)⟩ − h(y)) + 2σ2f. (14)
Proof. The fact that Pτ,σ is compatible with ω, that is,
ω∣Pτ,σ×Pτ,σ = ω∣P¯τ,σ×P¯τ,σ = 0,
follows directly from the proof of Theorem 4.1 in [MN] (this is a purely local argument
where the fact that T ∗G is not compact is irrelevant) and can also be easily checked by
direct calculation. Positivity is equivalent to
iω∣P¯τ,σ×Pτ,σ
> 0.
Let
M τ,σ = [1 − eτ¯aduh(y)
aduh(y)
H ∣yeσ¯adFy − σ¯F],
N τ,σ = [eσ¯adFy − σ¯ady ○F ],
E
τ,σ
j = (M τ,σ(Tj),N τ,σ(Tj)) , j = 1, . . . , n. (15)
We have, from (3),
iω∣(x,y)(Eτ,σj ,Eτ,σk )
= i[⟨M τ,σ(y)Tj ,N τ,σ(y)Tk⟩ − ⟨N τ,σ(y)Tj,M τ,σ(y)Tk⟩
+ ⟨adyM τ,σ(y)Tj,M τ,σ(y)Tk⟩]
= i[N τ,σ(y)⊺M τ,σ(y) −M τ,σ(y)⊺N τ,σ(y) +M τ,σ(y)⊺adyM τ,σ(y)]j
k
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Define W τ,σ = iN τ,σ(y)⊺M τ,σ(y)− iM τ,σ(y)⊺N τ,σ(y)+ iM τ,σ(y)⊺adyM τ,σ(y). Using the
properties of F and h, namely
[ady,Hh(y)] = [aduh(y),Hh(y)] = 0, F ○ eσadFy = eσadFy ○F = F, F ○ ady ○F = 0,
we obtain
W τ,σ = e−σ¯adFy (i1 − e2iτ2aduh(y)
aduh(y)
Hh(y)) eσadFy + 2σ2F.
From equation (3.7) in [KMN] we obtain that the matrix
C = (i1 − e2iτ2aduh(y)
aduh(y)
Hh(y))
is positive definite for τ2 > 0, so that
e−σ¯adFyCeσadFy = (eσadFy)†CeσadFy
is also positive definite. Therefore for τ ∈ C+, σ2 ≥ 0 we obtain that Pτ,σ is a Kähler
polarization.
Equation (14) for the Kähler potential can be obtained by Theorem 4.1 in [MN]
(where, again, only a local argument is used and the fact that T ∗G is non-compact is
irrelevant). Alternatively, one can check explicitly, using (2) and the invariance of the
inner product on g, that
θ(Eτ,σj ) = −τ¯⟨y,Hh(y)eσ¯adFyTj⟩ − ⟨y, σ¯FTj⟩
= dλ¯τ,σ(Eτ,σj ),
where λ¯τ,σ = −τ¯(⟨y,uh(y)⟩ − h(y)) − σ¯f , so that κτ,σ = 2Imλ¯τ,σ is a Kähler potential, as
claimed. 
Let now τ ∈ C+, σ ∈ C+ ∪R, and consider the left G-invariant holomorphic trivializing
frame for the canonical bundle of (T ∗G,Jτ,σ) given by
Ωτ,σ = eσLXfΩτ,0, (16)
where Ωτ,0 is the leftG-invariant trivializing section for the canonical bundle of (T ∗G,Jτ,0)
which is described in Theorem 3.10 of [KMN1], namely
Ωτ,0 = eτLXhw1 ∧⋯∧wn.
Let
√
Ωτ,σ be a trivializing section of the bundle of half-forms,
√
KPτ,σ . (Here, a preferred
choice of square root of the canonical bundle has been made, namely we take
√
KPτ,σ to
be trivializable where the trivializing section
√
Ωτ,σ is left G-invariant. See the Appendix
in [KMN1] for a more detailed discussion.) The half-form correction will then be given
by
∣√Ωτ,σ∣2 =
¿ÁÁÀ Ω¯τ,σ ∧Ωτ,σ(2i)n(−1)n(n−1)/2ωn/n! . (17)
>From Lemma 4.3 in [KMN] we recall
∣√Ωτ,0∣2 = τ n22 η(τ2uh(y))(detHh(y)) 12 ,
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where η is the Ad-invariant function on g which is defined for y ∈ t by
η(y) = Πα∈∆+ sinhα(y)
α(y) ,
where ∆+ is the corresponding set of positive roots.
Proposition 3.5. One has, for τ ∈ C+, σ ∈ C+ ∪R,
∣√Ωτ,σ ∣2 = ∣√Ωτ,0∣2 det⎛⎝1 + σ2
aduh(y)e
iτ2aduh(y)
sin τ2aduh(y)
FHh(y)−1⎞⎠
− 1
2
.
Proof. This follows by direct evaluation. Let DAτ,σ, σ ∈ C, denote the (unique) analytic
continuation of DAτ,s, s ∈ R, from s to σ. An holomorphic frame {Zjτ,σ}j=1,...,n for Pτ,σ
can be obtained by applying
DA−1τ,σ¯
to an holomorphic frame on GC given by the columns of the 2n × n matrix
1
2
[ I
−iI
] .
For σ = 0 this coincides with the frame given in [KMN13]. One then obtains
Z1τ,σ ∧⋯∧Z
n
τ,σ ∧ Z¯
1
τ,σ ∧⋯∧ Z¯
n
τ,σ = (detO)X1 ∧⋯Xn ∧ ∂∂y1 ∧⋯∧ ∂∂yn ,
where O is the 2n × 2n matrix
O = [ A B
C D
] ⋅ [ Adeσ¯Fy 0
0 AdeσFy
] ,
where the n × n blocks are given by
A = (1 − i eτ1aduh(y)
sin τ2aduh(y)
(e−τ1aduh(y) cos(τ2aduh(y)) − 1)) − σ¯Fady (1 − icos τ2aduh(y)sin τ2aduh(y) ) ,
B = (1 + i eτ1aduh(y)
sin τ2aduh(y)
(e−τ1aduh(y) cos(τ2aduh(y)) − 1)) − σFady (1 + icos τ2aduh(y)sin τ2aduh(y) ) ,
C = (1 − σ¯ady ○ F )ady (1 − icos τ2aduh(y)
sin τ2aduh(y)
) ,
D = (1 − σady ○ F )ady (1 + icos τ2aduh(y)
sin τ2aduh(y)
) .
The result then follows by using the properties of F and ady to evaluate the determinant
and by (17). 
We then obtain the following immediate
Corollary 3.6. There are positive constants c0, c1 such that
∣√Ωτ,σ∣2 ≤ c0ec1∣∣y∣∣.
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3.2. The mixed polarizations P0,σ and partial Kähler structures. By setting
τ = 0 in the setting of the previous Section we obtain a family of mixed G × T -invariant
polarizations P0,σ. The superscripts t and t
⊥ will denote components of vectors along t
and t⊥, respectively.
Let then,
P0,σ ∣(x,y) = {(−σ¯FA, [eσ¯adFy − σ¯ady ○F ]A) ∣ A ∈ gC}
= {(−σ¯FA,A) ∣ A ∈ gC} .
We have
P0,σ = P t0,σ ⊕P t⊥0,σ,
where
P t0,σ = {(−σ¯FA,A) ∣ A ∈ tC} ,
P t
⊥
0,σ = {(0,A) ∣ A ∈ t⊥C} .
Note that for σ ≠ 0, we also have
P t0,σ = {(A,−σ¯−1F−1A) ∣ A ∈ tC} .
Lemma 3.7. One has, for σ2 > 0,
P t0,σ ∩P
t
0,σ = {0} , P t⊥0,σ = P t⊥0,σ.
Proof. This follows immediately from the fact that f is a linear isomorphism and from
σ2 > 0. 
We see that the polarization P0,σ is mixed. Remarkably, we will now see that it is
associated with a foliation of T ∗G by submanifolds with Kähler structure defined by
P t0,σ.
Let p∶G→ G/T be the principal fiber bundle over the flag manifold G/T obtained by
the right action of T on G. Let Fx be the fiber of p containing x ∈ G. Note that Fx ↪ G
is an embedded submanifold which is (non-canonically) diffeomorphic to T .
Theorem 3.8. For σ2 > 0, the distribution P t0,σ defines a Kähler structure along the
symplectic submanifolds L(x,y) = Fx × {y + t} ι↪ T ∗G, (x, y) ∈ T ∗G. A global Kähler
potential along L(x,y) is given by
κ0,σ = 2σ2(ι∗f).
Proof. Let Σσ ⊂ T (T ∗G) be the (real) distribution defined by
Σσ ⊗C = (ReP t0,σ ⊕ ImP t0,σ)⊗C = P t0,σ ⊕P t0,σ.
It is straighforward to check that Σσ is involutive whence it defines a foliation of T
∗G.
It is also easy to verify that Σσ = t⊕ t so that indeed
T(x,y)L(x,y) = Σσ∣(x,y).
Now, one can take the frame (15) for τ = 0 and ordering the basis {Tj}j=1,...,n so that{Tj}j=1,...,r is a basis of t, to get
P t0,σ = spanC{E0,σj t ∣ j = 1, . . . , r}.
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As in Theorem 3.4, one can checks that, for σ2 > 0,
ω∣Pt
0,σ×P
t
0,σ
= 0,
and
iω∣
Pt
0,σ×P
t
0,σ
> 0,
so that, indeed, the leaves L(x,y) are Kähler. Note that ι
∗θ is a potential for ι∗ω and
that
ι∗θ(E0,σj t) = −σ¯df(E0,σj t), j = 1, . . . , r,
so that, as in the proof of Theorem 3.4, 2σ2f ○ ι is a Kähler potential for ι
∗ω. 
We see that the complexifier f , being convex only “along the directions of the maximal
torus T ”, generates, by push-forward of the vertical polarization, a “G × T -invariant”
foliation of T ∗G by Kähler manifolds, each of these being diffeomorphic to TC ≅ T ∗T ≅
T × t.
Remark 3.9. In the notation of [Wo] (see Chapter 5) we have
Dσ = P0,σ ∩P0,σ ∩ T (T ∗G)
= P t⊥0,σ
= spanR{ ∂
∂yr+1
, . . . ,
∂
∂yn
},
and
Eσ = (P0,σ ⊕P0,σ) ∩ T (T ∗G)
= Σσ ⊕Dσ.
Note that Eσ is involutive so that P0,σ is strongly integrable in the sense of [Wo]. Let
L˜(x,y) be the leaf of Eσ through (x, y) ∈ T ∗G. Then,
L˜(x,y) = Fx × g.
The (Kähler) leaves of Σσ are then given by
L(x,y) = L˜(x,y)/Dσ,
so that L(x,y) is the, so-called, coisotropic reduction of the coisotropic submanifold
L˜(x,y) ⊂ T
∗G. (See Section 5 of [Wo]). Note that, in this case, Σσ is also involutive.
Let J
L(x,y)
0,σ be the complex structure on the leaf L(x,y), so that
P t0,σ ∣L(x,y) = T (1,0)(L(x,y), JL(x,y)0,σ ).
For x0 ∈ Fx and σ2 > 0, consider the diffeomorphism
βσx0 ∶L(x,y) = Fx × {y + t} → TC (18)(x, y + a) ↦ teσFa,
where x = xo ⋅ t, t ∈ T , a ∈ t. Note that if x′0 = x0 ⋅ t′ ∈ Fx we have that βσx0 and βσx′
0
are
related by a translation by t
′ ∈ T in TC.
We then have, as an analog of Theorem 3.3,
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Proposition 3.10. The complex structure J
L(x,y)
0,σ on L(x,y) is the pull-back of the stan-
dard complex structure JTCst on TC by β
σ
x0
. (Note that T -invariance of JTCst ensures
that the choice of x0 ∈ Fx is irrelevant.) This defines an holomorphic action of TC
on (L(x,y), JL(x,y)0,σ ).
Proof. Let us take holomorphic coordinates for the standard complex structure JTCst on
TC, zj = θj + iyj, with
e∑
r
j=1 θjTj+iyjTj ∈ TC,
and
∂
∂zj
= 1
2
( ∂
∂θj
− i
∂
∂yj
) , j = 1, . . . , r.
In the basis { ∂
∂θj
, ∂
∂yj
}
j=1,...,r
we have
Dβσx0 = [ id σ1F0 σ2F ] ,
so that
Dβσx0E
0,σ
j
t = iσ2(FTj ,−iFTj), j = 1, . . . , r.
These are eigenvectors of JTCst with eigenvalue +i which proves the Proposition. 
Let then zjσ, j = 1, . . . , r, be holomorphic coordinates along the fibers Lx,y obtained by
pull-back via βσx0 of the standard holomorphic coordinates on TC, so that
P t0,σ = spanC{ ∂∂z1σ , . . . ,
∂
∂zrσ
}.
>From (18) we have dzjσ = wj +σ∑rk=1Fjkdyk. Note that, for the symplectic forms along
the Kähler leaves L(x,y) one has, denoting simply by ∂ the ∂-operator relative to J
L(x,y)
0,σ ,
ι∗ω = r∑
k=1
wk ∧ dyk
= i∂∂¯2σ2ι∗f
= r∑
j,k=1
i
2σ2
F−1jk dz
j
σ ∧ dz¯
k
σ .
In particular,
(ι∗ω)r/r! = (−1) r(r−1)2 w1 ∧⋯∧wr ∧ dy1 ∧⋯ ∧ dyr
= (−1) r(r−1)2 ( i
2σ2
)r detF−1dz1σ ∧⋯∧ dzrσ ∧ dz¯1σ ∧⋯ ∧ dz¯rσ .
To end this Section, following Section 10.3 in [Wo], let us determine the half-form
correction for P0,σ. Let KDσ be the line bundle with trivializing frame
ασ = w1 ∧⋯∧wn ∧ dy1 ∧⋯ ∧ dyr
= (−1)r(r−1)/2+(n−r)r(ι∗ω)r ∧wr+1 ∧⋯∧wn,
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that is the line bundle with fibers given by the space of (n+r)-forms which are annihilated
by Dσ. Let KP0,σ be the line bundle of n-forms annihilating P¯0,σ, with trivializing frame
given by
Ω0,σ = dz1σ ∧⋯∧ dzrσ ∧wr+1 ∧⋯∧wn.
Lemma 3.11. We have
Ω0,σ = eσLXfw1 ∧⋯∧wn
= dz1σ ∧⋯∧ dzrσ ∧wr+1 ∧⋯∧wn.
Proof. One verifies straighforwardly that, for l = 1, . . . r,
e
σLXfwl = wl + σ r∑
k=1
Flkdy
k
= dzlσ,
while for l = r + 1, . . . , n we have
e
σLXfwr+1 ∧⋯∧wn = det(e−σ(adFy)∣t⊥ )wr+1 ∧⋯ ∧wn
= wr+1 ∧⋯∧wn. 
We have
Ω0,σ = ιVσασ,
where
Vσ = (2σ2
i
)r (detF )(−1)r2+(n−r)r ∂
∂z¯1σ
∧⋯∧
∂
∂z¯rσ
.
The half-form measure for integration on T ∗K/D ≅ G×{it} is given by (see Section 10.3
in [Wo]),
∣√Ω0,σ ∣2 = ((−1)r(r−1)/2 ιV¯ ∧V ωr
r!(2pii)r )
1
2
ασ.
One then obtains, straighforwardly,
Proposition 3.12. We have
∣√Ω0,σ∣2 = pi− r2σ r22 (detF ) 12ασ.
4. Quantum theory
4.1. Geometric quantization of T ∗G. Let L→ T ∗G be the trivial complex line bundle
equipped with the standard Hermitian structure and with the connection
∇ = d + iθ,
whose curvature is −iω. The Hilbert space of quantum states that is produced by geo-
metric quantization of (T ∗G,ω) in the polarization P is then, roughly, given by the
space of sections of L covariantly constant along P . However, one must also take into
account L2-conditions and the so-called half-form correction.
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Let P0,0 be the vertical, or Schrödinger, polarization of T
∗G given by the kernel of
the differential of the canonical projection T ∗G ≅ G × g → G. In this case, the space of
half-form corrected quantum states is [Ha2; FMMN1; FMMN2]
HP0,0 = {f ⊗√dx, f ∈ L2(G,dx)},
where dx stands for the Haar measure and
√
dx denotes the half-form [Wo].
For the Kähler polarizations, Pτ,0, τ ∈ C+, given by the holomorphic tangent space of(T ∗G,Jτ,0), where Jτ,0 are the complex structures in Proposition 2.2, one obtains [Ha2;
KMN1]
HPτ,0 = {F (xeτuh(y))eiτ(⟨uh(y),y⟩−h(y)) ⊗√Ωτ,0 ∣ F ∶GC → C is holomorphic,
∫
G×g
∣F ∣2∣Ωτ,0∣2dxdy <∞}.
Here, Ωτ,0 is the pull-back by ψτ ○ αh of a non-vanishing (and therefore trivializing)
left GC-invariant holomorphic section of the canonical bundle of GC and
√
Ωτ,0 denotes
a choice of corresponding square root (see [KMN1] for further discussion).
4.2. Quantization with respect to Pτ,σ. In this Section we consider τ ∈ C+, σ ∈ C+∪R
and the Kähler polarizations Pτ,σ.
Let
HPτ,σ = {s⊗√Ωτ,σ ∣ s ∈ C∞(L), ∇Pτ,σs = 0, ∫T ∗G s¯s∣
√
Ωτ,σ ∣2ωn
n!
<∞}
be the Hilbert space of Pτ,σ-polarized sections, where the closure is with respect to the
inner product
⟨s⊗√Ωτ,σ, s′ ⊗√Ωτ,σ⟩τ,σ = ∫
T ∗G
s¯s′∣√Ωτ,σ∣2ωn
n!
.
Recall that C∞(L) = C∞(T ∗G)⊗C since L is the trivial line bundle.
Theorem 4.1. We have
HPτ,σ = {(Φ ○Aτ,σ)e−iλτ,σ ⊗√Ωτ,σ ∣ Φ ∈ O(GC), ∫
T ∗G
∣Φ ○Aτ,σ ∣2e−κτ,σ ∣√Ωτ,σ∣2ωn
n!
<∞},
(19)
where λτ,σ(x, y) = −τ(⟨y,uh(y)⟩ − h(y)) − σf .
Proof. Let ϕ ∈ C∞(T ∗G)⊗C and suppose that
∇E¯τ,σ
j
(ϕe−iλτ,σ) = 0.
Since, from the proof of Theorem 3.4,
E¯
τ,σ
j λτ,σ = θ(E¯τ,σj ),
we have (E¯τ,σj + iθ(E¯τ,σj )) (Φe−iλτ,σ) = 0⇔ E¯τ,σj (ϕ) = 0,
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so that ϕ is Jτ,σ-holomorphic, which, by Theorems 2.10 and 3.3, is equivalent to ϕ =
A∗τ,σΦ, for some Φ ∈ O(GC). 
Recall that one has the Peter-Weyl decomposition
HP0,0 = ⊕λ∈GˆV λ0,0, (20)
where Gˆ denotes the set of equivalence classes of irreducible representations fo G and
V λ0,0 = {piλij(x)⊗√dx ∣ λ ∈ Gˆ, i, j = 1, . . . ,dimλ},
where piλij denotes the matrix elements for the irreducible representation with highest
weight λ and
√
Ω0,0 =√dx =√w1 ∧⋯∧wn is the half-form correction for P0,0.
An holomorphic function Φ ∈ O(GC) is known to be given by an “holomorphic Fourier
series” determined by the Peter-Weyl expansion of its restriction to G,
Φ(g) = ∑
λ∈Gˆ
dimλ∑
i,j=1
aλijpi
λ
ij(g), g ∈ GC, aij ∈ C,
where piλij also denote the matrix elements for the holomorphic representation of GC with
highest weight λ. (See Section 8 of [Ha1].)
Proposition 4.2. Let λ ∈ Gˆ, i, j = 1, . . . ,dimλ. Then,
piλij ○Aτ,σe
−iλτ,σ
⊗
√
Ωτ,σ ∈HPτ,σ .
Proof. It only remains to show that the L2 condition in (19) is satisfied. Equation
(14) ensures, as in the the proof of Theorem 4.6 in [KMN1], that the factor e−κτ,σ
decays at least like a Gaussian along the imaginary directions in the Lie algebra. The
proof of Thereom 4.6 in [KMN1] and Corollary 3.6 then ensure that the integral giving∣∣piλij ○Aτ,σe−iλτ,σ ⊗√Ωτ,σ∣∣2τ,σ is convergent. 
Therefore, we also have the decomposition
HPτ,σ = ⊕λ∈GˆV λτ,σ, (21)
where
V λτ,σ = {piλij(xeτu(y)eσFy)e−iλτ,σ ⊗√Ωτ,σ ∣ i, j = 1, . . . ,dimλ}.
4.3. Quantization with respect to P0,σ. In this Section we consider τ = 0, σ2 > 0 and
the mixed polarizations P0,σ.
Let
HP0,σ = {s⊗√Ω0,σ ∣ s ∈ C∞(L), ∇P0,σs = 0, ∫G×{it} s¯s∣
√
Ω0,σ∣2 <∞}
be the Hilbert space of P0,σ-polarized sections, where the closure is with respect to the
inner product
⟨s⊗√Ω0,σ, s′ ⊗√Ω0,σ⟩0,σ = ∫
G×{it}
s¯s′∣√Ω0,σ ∣2,
and where ∣√Ω0,σ ∣2 is given in Proposition 3.12. Recall, again, that
C∞(L) = C∞(T ∗G)⊗C
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since L is the trivial line bundle.
Theorem 4.3. We have
HP0,σ = {φe−iλ0,σ ⊗√Ω0,σ ∣ φ ∈ C∞(P0,σ), ∫
G×it
∣φ∣2e−κ0,σ ∣√Ω0,σ∣2 <∞}, (22)
where λ0,σ(x, y) = −σf(y) and C∞(P0,σ) stands for the space of P0,σ-polarized smooth
functions on T ∗G.
Proof. Let φ ∈ C∞(T ∗G)⊗C and suppose that
∇
E¯
0,σ
j
(φe−iλ0,σ) = 0.
Since, from the proof of Theorem 3.4,
E¯
0,σ
j λ0,σ = θ(E¯0,σj ),
we have (E¯0,σj + iθ(E¯0,σj )) (φe−iλ0,σ) = 0⇔ E¯0,σj (φ) = 0.
On the other hand, since θ( ∂
∂yj
) = 0,
∇ ∂
∂yj
φe−iλ0,σ = 0⇔ ∂
∂yj
(φe−iλ0,σ) = 0⇔ ∂
∂yj
(φ) = 0, j = r + 1, . . . n,
so that φ ∈ C∞(P0,σ). 
Proposition 4.4. Let φ ∈ C∞(P0,σ). Then, φ has an expansion
φ(x, y) = ∑
λ∈Gˆ
dim λ∑
i,j=1
aλijpi
λ
ij(xeσFy).
Proof. >From Proposition 3.10, we see that φ ∈ C∞(P0,σ), being JL(x,y)σ,0 -holomorphic
along the leaf L(x,y), must be given along such leaves by the pull-back of an holomorphic
function on TC. In more detail, let U be a sufficiently small open set on the flag manifold
G/T and let sU be a local section of the principal fiber bundle p∶G → G/T . We then
have a diffeomorphism
p−1(U) × g = p−1(U) × t × t⊥ αU→ U × TC × t⊥(x, y) ↦ (p(x), txeσFy, y⊥),
where x = sU(p(x)) ⋅ tx and p−1(U) × g ⊂ T ∗G is open. From Proposition 3.10 and
from the Fourier expansion of holomorphic functions on TC , it is then clear that, over
p−1(U) × g, φ ∈ C∞(P0,σ) is of the form
φ = α∗U ⎛⎝∑
λ∈Tˆ
asλ(p(x))eλ(txeσFy)⎞⎠ ,
where Tˆ is the set of characters for T , which we identify with the set of weights of G. If
s′U = t−10 ⋅ sU , t0 ∈ T , is another local section then,
asλ(p(x)) = as′λ (p(x))eλ(t0),
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so that
asλ(p(x))eλ(tx)
is a globally defined smooth function on G which is T -equivariant with weight λ. It fol-
lows, from the Peter-Weyl expansion of smooth functions on G, that this function can be
expanded in a series of matrix elements {piλ˜ij}, λ˜ ∈ Gˆ, where the only contribution comes
from representations λ˜ for which λ is a weight. Writing these matrix representatives piλ˜
in a basis of weight spaces, we immediately obtain the statement of the Proposition. 
Proposition 4.5. Let λ ∈ Gˆ. Then,
piλij(xeσFy)e−iλ0,σ ⊗√Ω0,σ ∈HP0,σ .
Proof. This is similar to the proof of Proposition 4.2 where now the Gaussian factor
e−κ0,σ ensures convergence of the integral along the non-compact factor it. 
Corollary 4.6. We have the decomposition
HP0,σ = ⊕λ∈GˆV λ0,σ,
where
V λ0,σ = {piλij(xeσFy)e−iλ0,σ ⊗√Ω0,σ ∣ i, j = 1, . . . ,dimλ}.
5. Partial coherent state transforms and unitarity
5.1. The generalized coherent state transforms Uτ,σ. Recall from [KMN1] that
there is a natural G ×G-action on HPτ,0, for τ ∈ C+, which extends the G ×G-action on
HP0,0 associated to the Peter-Weyl decomposition (20). One has, for x
′, x˜ ∈ G,
(x′, x˜) ⋅Φ(xeτuh(y))e−iλτ,0 ⊗√Ωτ,0 = Φ(x′xeτuh(y)x˜)e−iλτ,0 ⊗√Ωτ,0,
for Φ ∈ O(GC). Note that λτ,0, in particular, is G ×G-invariant. This action preserves
the decomposition in (21). In the case when σ ≠ 0, that we consider in this paper, one
obtains a G × T -action instead. In particular, note that λτ,σ is only G × T -invariant in
this case since, in general, exp(σFAdx˜−1y) ≠ Adx˜−1(exp(σFy)).
Therefore, we will consider a finer decomposition, for τ ∈ C+, σ ∈ C+ ∪R,
HPτ,σ = ⊕
λ∈Gˆ
⊕
dimλ
j=1 V
λ,λj
τ,σ , (23)
where {λj}j=1,...,dimλ is the set of weights of the irreducible representation of highest
weight λ, with λ1 = λ, and
V
λ,λj
τ,σ = spanC{piλkj(xeτuh(y)eσFy)e−iλτ,σ ⊗√Ωτ,σ ∣ k = 1, . . . ,dimλ},
with piλ written in the basis of weight vectors, so that for a ∈ t,
piλki(ea) = Diag (ei⟨λ1,a⟩, . . . , ei⟨λdimλ,a⟩) .
We then have the natural action of G × T on HPτ,σ ,
(x′, t) ⋅Φ(xeτuh(y)eσFy)e−iλτ,σ ⊗√Ωτ,σ = Φ(x′xeτuh(y)eσFyt)e−iλτ,σ ⊗√Ωτ,σ,
for Φ ∈O(GC) and (x′, t) ∈ G × T , which preserves the decomposition in (23).
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Let now hpq and fpq be the Kostant-Souriau prequantum operators, on the half-form
corrected prequantum (trivial) bundle L⊗
√
KPτ,σ , associated to h and f ,
hpq = (i∇Xh + h)⊗ 1 + 1⊗ iLXh
fpq = (i∇Xf + f)⊗ 1 + 1⊗ iLXf
Lemma 5.1. One has,
hpq = iXh + (h − ⟨y,uh(y)⟩), (24)
fpq = iXf − f. (25)
Moreover, as operators on C∞(L⊗√KPτ,σ),
[hpq, fpq] = 0. (26)
Proof. (24) and (25) follow directly from the definition, while (26) is just a restatement
of the fact that [Xh,Xf ] = 0. 
Following the ideology of [KMN1; KMN2], inspired by the structure of the coherent
state transforms of Hall [Ha1; Ha2], we now introduce the quantum operators on HP0,0
in view of (23). Let ρ ∈ t be the Weyl vector defined by half the sum of the positive roots
of g⊗C. Define
Q(h)∶ HP0,0 →HP0,0 (27)
piλjk(x)⊗√dx ↦ h(−(λ + ρ))piλjk(x)⊗√dx
and
Q(f)∶ HP0,0 →HP0,0 (28)
piλjk(x)⊗√dx ↦ f(−λj)piλjk(x)⊗√dx
Obviously, these operators commute with each other and they preserve the decompo-
sition in (23).
Lemma 5.2. Let λ ∈ Gˆ, i, j = 1, . . . ,dimλ. Then,
e−iτhpq ○ e−iσfpqpiλjk(x)⊗√dx = e−iλτ,σpiλjk(xeτu(y)eσFy)⊗√Ωτ,σ.
Proof. The fact that
eτLXh ○ e
σLXfΩ0,0 = eσLXf ○ eτLXhΩ0,0 = Ωτ,σ,
follows from [MN], (16) and Theorem 3.10 in [KMN1]. Then (24), (25), [MN], Theo-
rem 3.3 and the proof of Theorem 3.7 in [KMN1] give the statement of the Lemma. 
We obtain the following
Corollary 5.3. The operator
e−iτhpq ○ e−iσfpq
is a densely defined operator from H0,0 to Hτ,σ.
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Let us now define the generalized CST,
Uτ,σ ∶H0,0 →Hτ,σ,
with
Uτ,σ = e−iτhpq ○ e−iσfpq ○ eiτQ(h) ○ eiσQ(f),
for τ ∈ C+, σ ∈ C+ ∪R.
The above implies the following
Theorem 5.4. Let τ ∈ C+, σ ∈ C+ ∪ R. Then, the generalized CST Uτ,σ is a linear
isomorphism that intertwines the G × T -actions on H0,0 and Hτ,σ.
Remark 5.5. Note that in the case τ ∈ C+, σ = 0, the generalized CST Uτ,0 intertwines
the full G×G actions on HP0,0 and on HPτ,0. (See[KMN1; KMN2].) Therefore, while
the CSTs Uτ,0 are “G×G-invariant”, for σ ≠ 0 the CSTs Uτ,σ are only “G×T -invariant”.
Setting τ = 0 in Lemma 5.2 we obtain
e−iσfpq(piλjk(x)⊗√dx) = e−iλ0,σpiλjk(xeσFy)⊗√Ω0,σ
and the following
Corollary 5.6. The operator
e−iσfpq
is a densely defined operator from H0,0 to H0,σ which preserves the decomposition in
(23).
We now define the partial CST,
U0,σ ∶H0,0 →H0,σ,
by
U0,σ = e−iσfpq ○ eiσQ(f),
for σ ∈ C+. From the above, one obtains the following
Theorem 5.7. Let σ ∈ C+. The partial CST U0,σ is a linear isomorphism that inter-
twines the G × T -actions on H0,0 and on H0,σ.
5.2. Unitarity of the partial coherent state transform U0,σ. In this Section, we
will establish that, in fact, U0,σ is a unitary isomorphism of Hilbert spaces.
Theorem 5.8. Let σ ∈ C+. The partial coherent state transform
U0,σ ∶HP0,0 →HP0,σ
is a unitary isomorphism.
Proof. >From (22), (23), Proposition 3.12, Lemma 5.2 and (28) and we want to compute
⟨piλjk(xeσFy)e−iλ0,σ ⊗√Ω0,σ, piλlm(xeσFy)e−iλ0,σ ⊗√Ω0,σ⟩HP0,σ
= ∫
G×t
piλ
jk
(xeσFy)piλ′lm(xeσFy)eiλ0,σe−iλ0,σeiσf(−λk)eiσf(−λm)∣∣√Ω0,σ∣∣2
= pi− r2σ r22 (detF ) 12 eiσf(−λk)eiσf(−λm)×
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× ∫
G×t
(dimλ∑
s=1
piλsj(e−σ1Fyx−1)piλks(eiσ2Fy))piλ′lm(xeσFy)e−σ2⟨y,Fy⟩dxdy.
By the Weyl orthogonality relations, integration on G gives then
⟨piλjk(xeσFy)e−iλ0,σ ⊗√Ω0,σ, piλlm(xeσFy)e−iλ0,σ ⊗√Ω0,σ⟩HP0,σ
= δλλ′δjl(dimλ)−1pi− r2σ r22 (detF ) 12 eiσf(−λk)eiσf(−λm)∫
t
piλkl(e2σ2Fy)e−σ2⟨y,Fy⟩dy
= δλλ′δjlδkm(dimλ)−1pi− r2σ r22 (detF ) 12 e−2σ2σf(−λk)∫
t
e2σ2⟨λk ,F y⟩e−σ2⟨y,Fy⟩dy
= δλλ′δjlδkm(dimλ)−1
= ⟨piλjk(x)√dx,piλlm(x)⊗√dx⟩HP0,0 . 
Remark 5.9. While for general h the transform Uτ,σ will not be unitary (see, for
example, [KMN2]), for quadratic h this seems to be a reasonable expectation. However,
the evaluation of ∣∣Uτ,σpiλjk(x)⊗√dx∣∣2 does not seem to be that straightforward.
6. Appendix
Here we collect two useful results.
Notation. Let S,T ∶g Ð→ g be differentiable maps (if S,T ∈ g, then regard them as the
constant map that to every y ∈ g assigns S or T , respectively). Denote by XS,T ∈ X(T ∗G)
the left-invariant vector field defined by S and T :
XS,T ∶G × g Ð→ g⊕ g(x, y) z→ (S(y), T (y)).
Lemma 6.1. Let XA,B,XC,D ∈ X(T ∗G) be left-invariant vector fields, where A, B, C,
D∶gÐ→ g are differentiable maps. The Lie bracket [XA,B,XC,D] is given by
[XA,B ,XC,D]
T ∗G
(x, y) = ([A(y),C(y)]g,0) (29)
+ ((dC)∣y(B(y)) − (dA)∣y(D(y)),0)
+ (0, (dD)∣y(B(y)) − (dB)∣y(D(y))).
Proof. Let {T1, ..., Tn} be a basis of g with associated coordinates {y1, ..., yn}, and{X1, ...,Xn} be the left invariant vector fields in G such that Xj ∣e = Tj . Then,
X1, ...,Xn,
∂
∂y1
, ...,
∂
∂yn
∈ X(G × g)
form a basis TG. Notice that as vector fields in G × g,
[Xj ,Xk] = n∑
l=1
cljkXl,
[Xj , ∂
∂yk
] = 0,
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[ ∂
∂yj
,
∂
∂yk
] = 0,
where cljk are the structure constants associated to the basis {T1, ..., Tn}. As vector fields
on G × g,
XA,B(x, y) = n∑
j=1
(aj(y)Xj + bj(y) ∂
∂yj
)
XC,D(x, y) = n∑
j=1
(cj(y)Xj + dj(y) ∂
∂yj
)
Using this new basis we can compute [XA,B ,XC,D]:
[XA,B ,XC,D]∣(x,y) = n∑
j,k=1
[aj(y)Xj + bj(y) ∂
∂yj
, ck(y)Xk + dk(y) ∂
∂yk
]
= n∑
j,k=1
[aj(y)Xj , ck(y)Xk]
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
Σ1
+
n∑
j,k=1
[aj(y)Xj , dk(y) ∂
∂yk
]
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
Σ2
+
n∑
j,k=1
[bj(y) ∂
∂yj
, ck(y)Xk]
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
Σ3
+
n∑
j,k=1
[bj(y) ∂
∂yj
, dk(y) ∂
∂yk
]
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
Σ4
Σ1 = n∑
j,k,l=1
aj(y)ck(y)C ljkXl = n∑
j=1
([A(y),C(y)])jXj ,
Σ2 = − n∑
j,k=1
dk(y)∂aj
∂yk
Xj = n∑
j=1
(−dA∣y(D(y)))jXj ,
Σ3 = n∑
j,k=1
bk(y) ∂cj
∂yk
Xj = n∑
j=1
(dC ∣y(B(y)))jXj ,
Σ4 = n∑
j,k=1
(bj(y)∂dk
∂yj
∂
∂yk
− dj(y)∂bk
∂yj
∂
∂yk
) = n∑
j=1
(D∣y(B(y)) −B∣y(D(y)))j ∂
∂yj
,
which proves the result. 
Lemma 6.2. Let Xh,Xf be the Hamiltonian vector fields considered in Sections 2 and
3. We have, for t ∈ R,
● if S,T ∶g Ð→ g,
etLXh ⋅XS,T ∣(x,y) = (etaduh(y)(S(y)) + 1 − etaduh(y)aduh(y) Hh(y)(T (y)), T (y)) ; (30)
● if S,T ∈ g,
e
sLXf ⋅XS,T ∣(x,y) = (esadFy(S) − sF (T ),[esadFy − sady ○ F](T )) ; (31)
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● if S,T ∈ g,
e
tLXh+sLXf ⋅XS,T ∣(x,y) =
= ([etaduh(y)esadFy](S)+[ id − etaduh(y)
aduh(y)
Hh(y)esadFy −sF](T ),[esadFy −sady ○F](T )).
(32)
Proof. Note that etLXh ⋅XS,T is the unique one-parameter family of vector fields X(t) ∈
X(M)⊗C such that ⎧⎪⎪⎨⎪⎪⎩
LXhX(t) = ddtX(t)
X(0) =XS,T
It is easily seen that
d
dt
(etaduh(y)(S(y)) + 1 − etaduh(y)
aduh(y)
Hh(y)(T (y)), T (y))
= (aduh(y)etaduh(y)S(y) − etaduh(y)Hh(y)T (y),0).
And using equation (29), it is possible to prove that
LXh (etaduh(y)(S(y)) + 1 − etaduh(y)aduh(y) Hh(y)(T (y)), T (y))
= (aduh(y)etaduh(y)S(y) − etaduh(y)Hh(y)T (y),0).
Therefore, equation (30) is proved. Using the same reasoning, it is easily seen that
d
ds
(esadFyS − sFT, [esadFy − sady ○ F ]T)
= (adFyesadFyS − FT, [adFyesadFy − ady ○F ]T).
Again, using equation (29), and the properties of F , it is possible to prove that
LXf(esadFyS − sFT, [esadFy − sady ○F ]T)
= (adFyesadFyS − FT, [adFyesadFy − ady ○F ]T),
which proves (31). To prove (32), it suffices to use the fact that LXhLXf = LXfLXh , and
equations (29) and (31):
e
tLXh+sLXf ⋅XS,T ∣(x,y)
= etLXh (esLXf ⋅XS,T ) ∣(x,y)
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= etLXh (esadFy(S) − sF (T ),[esadFy − sady ○F](T ))
= (etaduh(y)(esadFy(S) − sF (T )) + 1 − etaduh(y)
adu(y)
Hh(y)([esadFy − sady ○F](T )),
[esadFy − sady ○F](T ))
= ([etadu(y)esadFy](S) + [1 − etadu(y)
adu(y)
H ∣yesadFy − sF](T ),[esadFy − sady ○F](T )). 
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