is an open access repository that collects the work of Arts et Métiers ParisTech researchers and makes it freely available over the web where possible. This is an author-deposited version published in: https://sam.ensam.eu Handle IDAbstract Explicitly filtered large-eddy simulations (LES), combining high-accuracy schemes with the use of a selective filtering without adding an explicit subgrid-scales (SGS) model, are carried out for the Taylor-Green-vortex and the supersonic-boundary-layer cases. First, the present approach is validated against direct numerical simulation (DNS) results. Subsequently, several SGS models are implemented in order to investigate if they can improve the initial filter-based methodology. It is shown that the most accurate results are obtained when the filtering is used alone as an implicit model, and for a minimal cost. Moreover, the tests for the Taylor-Green vortex indicate that the discretization error from the numerical methods, notably the dissipation error from the high-order filtering, can have a greater influence than the SGS models.
Introduction
In large-eddy simulation (LES), only the most significant scales are discretized by the grid, and the effect of the lacking small scales must be modelled. The separation of large and small scales is done by applying a low-pass filter to the Navier-Stokes equations [1] . A quantity f is decomposed in f + f ′ , where f denotes the resolved filtered part and f ′ the unknown subfilter part. Unclosed terms, such as the subfilter-scale stress tensor, appear in the equations, and can be modelled using a subgrid-scale (SGS) model based on information from the resolved scales.
In traditional LES approaches, the width and the shape of the filter are not explicitely defined and the particular low-pass filtering due to the grid size and the discretization schemes are not taken into account. For example, the filtered quantities are not the same if the convolution with the filter is provided by the grid cutoff (tophat filter of width ∆ x), or by the projection of a finite number of modes in spectral domain (perfect low-pass cutoff). When a smooth filter is applied in the physical space, the decomposition f = f + f ′ does not provide a clear separation between resolved and unresolved scales since f and f ′ overlap in the wavenumber space. Second, unless a spectral method is used, the differentiation introduces an additional spectral truncation of f . When the underlying discretisation operators play the role of filters, as in implicitly-filtered LES or monotonically-integrated LES (MILES), solutions can be very sensitive to the mesh resolution. Meyers and Sagaut [2] show for instance that better results for wall shear stress in a turbulent channel flow can be obtained by coarsening the grid. Bose et al. [3] or Radhakrishnan & Bellan [4] demonstrate that the use of an explicit-filter LES allows consistent grid-refinement results. The filter plays a key role in explicitly-filtered LES [5, 6] . Since the SGS model commonly requires informations from the smallest resolved scales, it is essential to maintain a high accuracy of numerical schemes near the filter cutoff. The strong interaction between numerical errors and SGS models is well recognised since the studies of Ghosal [7] or Kravchenko and Moin [8] . Even with high-order schemes the subgrid contribution is dominated by numerical errors in the high-wavenumber range.
The SGS models were first derived in the framework of spectral methods, avoiding this complex interaction. The traditional SGS models can be classified into three basic categories: the eddy viscosity model, the similarity model and the mixed model. The eddyviscosity models, first suggested by Smagorinsky [9] , based on the Boussinesq approximation in which the SGS Reynolds stresses are related to the strain rate tensor of the resolved field through a viscosity ν t . Many improvements of the original Smagorinsky model (SM) have been proposed. One of them is the dynamic Smagorinsky model (DSM [10] ) which relies on the use of a test filter and on the Germano identity to adapt dynamically the value of ν t , in order to take into account the presence of solid walls, of laminar flow regions, or of the backscatter effects. However, all eddy-viscosity models suffer from the same limitations. The expression of the SGS tensor being similar to the viscous stress tensor, it acts on all the resolved scales and the effective Reynolds number is artificially decreased [11] . The scale similarity models (SS), proposed by Bardina et al. [12] based on the fact that the largest unresolved scales interact with the smallest resolved scales, do not suffer from this drawback but they cannot reproduce the phases of the complex nonlinear interactions arising at smaller scales, and are therefore underdissipative. The concept of mixed models has then emerged [12] , combining the good behaviour of SS and the dissipative nature of eddy-viscosity models such as SM, for stabilization reasons. An other promising LES strategy is to use a scale decomposition motivated by the observation that the effect of SGS on the resolved scales is limited to interactions with scales smaller by a factor of 2 than the smallest resolved scales. Hughes et al. [13] perform a separation ab initio into three types of scales: large, small, and unresolved. This method is referred to as multiscale model, noted MSM or MDSM, depending if a SM or a DSM is applied solely to the small resolved scales, respectively.
In the past few years, a number of new models were proposed that cannot follow this classification. An approach consists in mimicking the dissipative mechanism of the subgrid scales through a regularization procedure. In the ADM model of Stolz et al. [14, 15] , the deconvolution is underdissipative, and a regularization is obtained by substracting a relaxation term. Gullbrand & Chow [16] use the ADM deconvolution to reconstruct the velocity after explicit filtering, and add a DSM procedure to achieve sufficient regularization. Several authors propose the use of hyperviscosity [17] [18] [19] or spectral vanishing viscosity [20] concepts to provide sufficient dissipation at the smallest scales without recourse to an explicit model. The regularization can also originate directly from the numerical procedure, as in MILES, where the dissipative properties of the numerical scheme constitutes an implicit model [21, 22] . In the truncated Navier-Stokes approach (TNS), proposed by Domaradzki et al. [23] [24] [25] , the filter is used to damp out the high modes. The interactions between the large and small scales provide necessary dissipation at low modes. Following this idea, a methodology combining low-dissipation schemes with the use a high-order filtering has been developed recently by Stolz et al. [26] , Rizzetta et al. [27] , or Bogey & Bailly [28, 29] . Similarly, the present LES strategy combines a finite-difference scheme with good spectral properties with the use of a selective filtering, which has many advantages. It prevents aliasing error and removes grid-to-grid oscillations. It also provides a smooth defiltering by removing the fluctuations at wavenumbers greater than the finite-difference scheme resolvability. As demonstrated by Mathew et al. [30] , the effect of ADM is globally similar to the convolution with an explicit filter. In our case, the high-order filter dissipates small scales with a reduced wavenumber k∆ x greater than π/2, which is also the resolvability limit of the finite-difference scheme. Lower scales are almost not affected and are temporally and spatially well resolved, so they do not need to be deconvolved. Moreover, the selective filtering induces a regularization similar to the relaxation term in the ADM model. The effect of SGS motions is taken into account implicitly in the high-wavenumber range thanks to the smooth truncations of the filter and finite-difference schemes in the wavenumber space. That is why Visbal et al. [31] include this kind of approaches in the implicit LES (ILES) category. In the following, the strategy is referred to as RT (for Regularization Term).
The explicit-filter strategy can be used alone as in the RT strategy, or in conjunction with a SGS model. The aim of the paper is to address the effect of adding an explicit SGS model to an explicitly-filtered LES. As pointed out by Berland et al. [32] , a systematic assessment of the influence of the filtering procedure parameters, which are the filter shape (determined by the filter-order) and the filtering strength, is still needed. More generally, the relative roles played by the SGS model and the dissipation introduced by the numerical procedure is still unclear.
The paper is organised as follows. First the numerical methodology RT and the different SGS models tested are introduced. Then, the Taylor-Green Vortex case and the supersonic boundary layer case are considered. For both test cases, a mesh convergence is performed up to DNS and the influence of several SGS models is investigated using a relatively coarse mesh. Finally concluding remarks are drawn.
Numerical methods

Governing equations
The LES is based on the filtered compressible Navier Stokes equations, which can be written in the following conservative form (following Vreman [33] ):
where ρ represents the density, u i the velocity components and p the pressure.
The overbar denotes a filtered quantity and the tilde denotes a Favre-filtered quantity. For instance, the Favre-filtered velocity is defined by u i = ρu i /ρ. The filtered total energy density is ρȆ = p/(γ − 1) + ρ u i u i /2 for a perfect gas, where γ is the specific heat ratio. The viscous stress tensor is defined byσ i j = 2 µS i j , whereS i j = (∂ u i /∂ x j + ∂ u j /∂ x i )/2 − (δ i j ∂ u k /∂ x k )/3. The viscosity µ = µ( T ) is provided by the Sutherland's law µ = µ 0 ( T /T 0 ) 3/2 (T 0 + 110, 4)/( T + 110, 4), where T 0 = 273, 14K and µ 0 = 1, 711 × 10 −5 kg.m −1 .s −1 . The filtered temperature T is obtained using the state equation p = ρr T . The heat flux is given byq i = −( µc p /Pr)(∂ T /∂ x i ), where c p is the specific heat at constant pressure and Pr is the Prandtl number. The filtering of the Navier-Stokes equations makes the subgrid terms appear in the right hand side of equations (2) and (3) . The most important term contains the SGS turbulent stress tensor defined by τ i j = ( u i u j − u i u j ). The other terms are included in R i and R e . According to Vreman [34] , the quantity R i = ∂ (σ i j −σ i j )/∂ x j can be neglected. The terms that compose the quantity R e are described in Vreman [34] .
Numerical strategy
The convective terms are integrated in time using an explicit low-storage six-substep Runge-Kutta scheme optimised in the wavenumber space by Bogey & Bailly [35] . Because of their slower time evolution, the viscous terms are only integrated in the last substep. The gradients are solved on a Cartesian grid by using finite differences on a fourth-order 11-point stencil scheme optimised by Bogey & Bailly [35] for the convective fluxes, and standard fourthorder finite differences for the viscous and heat fluxes. The non-uniformity in the mesh sizes is taken into account by a suitable 1-D coordinate transform. For instance stretching rate of 1.5 to 2% are used in the wall-normal direction for the boundary-layer simulations. As part of the algorithm, a selective filtering is incorporated in each direction to eliminate high-wavenumber oscillations. We use an optimised sixth-order centered filter built on an 11-point stencil [36] . For instance in the direction x, a filtered quantity f f is computed as
with a fixed amplitude χ (0 < χ < 1). The filter has symmetric coefficients d 11 m , so that it is non-dispersive. The properties in the Fourier space of the finite differences and of the filter are depicted in Fig.1(a) and (b). The dispersion of the finite differences is maintained at a very low level up to the limit of resolvability k∆ x = π/2, corresponding to four points per wavelength. The filter scheme has a slightly lower limit of accuracy. The larger scales that are accurately discretized are affected in a negligible manner by the filtering, whereas the smaller scales, badly calculated, are damped out.
Subgrid-scale models
The first class of models tested is based on the Smagorinsky model. For the classical Smagorinsky model (SM), a SGS eddy viscosity is defined by
and C S is the Smagorinsky constant. Moreover, the isotropic part of the SGS tensor τ i j is modelled, according to Yoshizawa [37] , by C I = 0.066 [38] . Finally the quantity R e of equation (3) is modelled, according to Vreman [34] , by
∂T ∂ x j where the turbulent Prandtl number Pr t = 0.6 is fixed. A van Driest damping function is added for the wall-bounded case. Secondly, the dynamic version (DSM) is also implemented, where the test filter is a Laplacian, and for the inhomogeneous case the dynamic constant is filtered with a Laplacian to avoid too fast variations. Third, the multiscale model in conjunction with SM (MSM) or DSM (MDSM) is tested. The scale separation is performed by an 11-point filter with a cutoff at k∆ x = π/3 [35] . In the small-small version (MSM-ss or MDSM-ss), both the SGS tensor and the eddy viscosity are based on the filtered rate of strain tensor, whereas in the large-small version (MSM-ls or MDSM-ls), the SGS tensor alone is based on the filtered rate of strain tensor. Finally, the class of mixed models combining Scale Similarity (SS) and SM (SM/SS), DSM (DSM/SS) or RT (RT/SS) is implemented. The scale similarity term is u i u j − u i u j [39] , where . is an 11-point test-filter with a cutoff at k∆ x = π/3 [35] . In this study, we restrict the number of models to the most representative.
We recall that for the RT procedure, no explicit SGS model is added. The required regularization is provided by the filtering procedure, already used as the numerical dissipation of the spatial scheme. That is why Visbal et al. [40] include this kind of approaches in the implicit LES (ILES) category.
Taylor-Green Vortex
The first test case considered is the Taylor-Green Vortex (TGV). It is a fundamental case used as prototype for vortex stretching and production of small-scale eddies (see figure 2) , and therefore allows the study of the dynamics of transition to turbulence. The configuration involves triple-periodic boundary conditions enforced on a cubical domain box side length 2π. The flow is initialized as:
We choose U ∞ = 1, p ∞ = 100 and ρ ∞ = 1, corresponding to a Mach number M = 0.085. The Reynolds number is Re = 1600, as in the study of Hickel et al. [41] , which is large enough to have a rapid transition into small-scales turbulence. The TGV configuration has been used by several authors to assess LES closures [42] [43] [44] . In particular, in the recent study of Fauconnier et al. [45] , the filter-based strategy is investigated within an incompressible spectral solver at Re = 3000. Results are obtained for the influence of the filter's order and amplitude without discretization errors, and are thus of particular interest for comparison.
First, a grid convergence study is performed using RT strategy using 32 3 to 256 3 points, with 4 th -order 11-point optimised scheme and 6 th -order 11-point optimised filtering applied with an amplitude χ=0.1. The results for the kinetic energy k and for the kinetic energy dissipation ε=−dk/dt are compared in Fig.3 with the incompressible DNS of Brachet et al. [46] using 256 3 points and spectral schemes. The most refined case is in very good agreement with the DNS reference, which shows the ability of the RT strategy to reproduce the dynamics of the TGV case. Satisfactory results are obtained with the 64 3 mesh since both the transition region and the turbulence production peak are close, but not superposed, to the DNS reference. In particular, in all simulations on a 64 3 grid, the sharp peak near t = 9 in the dissipation history appears as spread and even splitted. Another event which is difficult to capture corresponds to the instant t = 5 where stretched vortex tubes break down into small-scales turbulence. An undue inflection often appears at this time in the dissipation curves. In the following, the 64 3 mesh is used to conduct the LES comparisons.
The influence of the RT strategy parameters is first evaluated, namely the numerical scheme, the filter stencil and its amplitude χ. If not specified, the optimised fourth-order 11-point stencil spatial scheme [35] and the optimised sixth-order 11-point stencil filter [36] are used with a filtering amplitude χ = 0.1.
The first investigation concerns the spatial discretization scheme. Two families of central finite-difference schemes are tested, namely standard versions, where the coefficients for a stencil of 2N+1 points are obtained by cancelling terms up to order 2N in Taylor's expansions, and optimised schemes, where certain coefficients are used to minimize the dispersion error in the wavenumber space. Figure 4 (a) shows the influence of the order of the standard finite-difference schemes. The dissipation curve of the 2 nd -order scheme experiences strong oscillations particularly near the transition time and near the turbulence production peak. The phase errors thus severely alter the slope of the kinetic energy decrease. Weak oscillations are also present with the 4 th -order scheme. The curves obtained beyond the 6 th -order are rather similar, showing that the quality of the solution becomes independent of the spatial scheme order. Figure 4 (b) shows the influence of the spatial scheme stencil for optimised finite differences, referred to as dispersion-relation-preserving (DRP) schemes. The curves are almost superposed for the three stencil tested, showing that, simi- larly to standard schemes, little influence of the stencil size is found beyond a 7-point stencil.
Figures 5(a) and 5(b) show the influence of the filter order in the RT method for standard filters and for optimised filters respectively. Standard centered filter have symmetric coefficients on a 2N+1 point stencil obtained by cancelling terms up to order 2N in a Taylorseries expansion. Optimised filter use one or two coefficients to minimize the dissipation error in the wavenumber space. The formal order is thus reduced but the resolvability can be enhanced. Concerning the standard filters, 4 th -order and 6 th -order filters are overdissipative in the transition region (for t ≃ 5). For filters beyond the 8 th -order, the influence is weak in good agreement with the results of Fauconnier et al. [45] . The behaviour of optimised filters is quite different. The 7-point optimised filter strongly overestimates the dissipation at the beginning of the simulation where the flow is still laminar. The laminar region seems to be very sensitive to the level of dissipation in the numerical method. Due to the optimization, a residual dissipation can be present in the low-wavenumber region (marked by the bounces in a Fourier representation such as Fig.1 ). The 7-point optimised filter has not enough degrees of freedom to avoid unduly damping of kinetic energy, resulting in a drift during the laminar phase. Significant improvement is obtained with the 9-point stencil even if a slight overestimation in the transition region is observed. Therefore, contrary to the results obtained for finite differences schemes, a major influence is found up to the 8 th -order for standard filters or for a stencil of at least 11 points for the optimised filters. These results are consistent with those of Berland et al. [32] on a mixing layer, which show a major influence of the filter shape, directly linked to the filter order. These results show that the accuracy of the LES solution depends significantly on the choice of a sufficiently sharp filter. Figure 6 shows the influence of the filter amplitude χ used in the RT methodology . All the curves are rather similar, indicating a weak influence of χ for both standard (Fig.6(a) ) and optimised filters ( Fig.6(b) ). Small discrepancies are however found around time t = 5, corresponding to the appearence of small turbulent scales, suggesting a non-negligeable influence of the filter amplitude. Fauconnier et al. [45] also found a weaker influence of the filtering strength with respect to its order. They have shown that the amplitude can be related to the filtering frequency or to the relaxation time as introduced in the regularization term of Stolz et al. [14] .
The comparison of several SGS models is presented in Fig.7 and 8 . In this series, the 11-point optimised finite-difference and filter schemes are used with χ=0.1. Figure 7 (a) focuses on SM-type models. The Smagorinsky model, even in its dynamic form, appears to be too dissipative and describes poorly the laminar-turbulent transition region. The dissipation effect is triggered to early resulting in a shift of the peak dissipation toward earlier times. The most dissipative case is the SM with C S =0.18, and shows an underestimation of the turbulence production peak. The use of multiscale models ( Fig.7(b) ) allows a significant improvement of the quality of the solution, but shows results similar to those obtained with the RT strategy alone (see Fig.5(b) ). Similar conclusions are obtained in Fig.8(a) with the use of mixed models. Figure 8 scale or mixed models but for a higher cost. No improvement of the initial RT stategy is observed. Figure 8 (b) also indicates a better agreement with the DNS than the recent elaborated ALDM (Adaptive Local Deconvolution Method) model of Hickel et al. [41] using 64 3 points, probably due to their discretization scheme. This particular result confirms that the numerical errors can dominate the role of the SGS-model.
Supersonic turbulent boundary layer
DNS simulation and mesh convergence
The spatial development of a supersonic turbulent boundary layer is considered. The freestream Mach number is M ∞ =2.25 and the Reynolds number Re θ = U ∞ θ /ν based on the momentum thickness is 3000 at the location where the data are extracted. The free-stream temperature and pressure are respectively T ∞ =169.44 K and p ∞ =23 999 Pa. The inflow condition is obtained by adding perturbations on a laminar boundary layer velocity profile that is deformed near the wall to exhibit an inflection point. Inflectional Kelvin-Helmholtz-type instabilities will then trigger a relatively rapid transition toward a turbulent state. The idea is to use a very long inlet domain to become independent of the inflow. On the wall boundary, the no-slip conditions u i = 0 are imposed, with ∂ p/∂ n = 0 for the Eulerian part, where n is the direction normal to the solid surface. The wall temperature is calculated with the adiabatic condition, and the density can be deduced using ideal gas law. The finite-difference stencil for the convective terms is progressively reduced down to the second order as the wall is approached and non-centered 11-point stencils are used for the filtering operation. The values of the coefficients of the non-centered filters can be found in Berland et al. [48] . At the upstream and upper boundaries of the computational domain, nonreflecting characteristic boundary conditions [49] are applied. A sponge zone [50] is furthermore added at the downstream end of the domain so that unhindered passage of aerodynamic perturbations is possible without the generation of spurious acoustic waves from the subsonic zone. A threedimensional planar domain is considered with periodic boundary conditions in the spanwise direction. First, a DNS simulation is performed to be used as a reference. The mesh used and the wall-unit resolution are given in Table 1 . The amplitude of the filtering is fixed at a low value χ = 0.2. The longitudinal evolution of the friction coefficient is a good indicator of a fully developed turbulent state. The van Driest II transformation of the friction coefficient is compared in Fig.9 with the incompressible Kármán/Schoenherr and Blasius correlations [51] . The incompressible friction coefficient is obtained by Results of Fig.9 show that a fully turbulent state is obtained for Re θ i = 2000, which corresponds to Re θ = 2250. The choice is then made to perform the comparisons with numerical references at Re θ = 3000. The DNS results in Fig.10 show very good agreement with recent compressible DNS at similar Reynolds and Mach numbers, both for the van Driest mean velocity profile U + V D ( Fig.10(a) ) and the density scaled rms velocity profiles ( Fig.10(b) ).
Grid levels
An equation for the turbulent kinetic energy budget in compressible LES based on explicit filtering has been derived in Bogey & Bailly [55] and is implemented in this study. The filtering process of the density variable is equivalent to the first order explicit integration over the time ∆t of the operator
where . is the statistical average and [.] is the Favre average. A similar procedure can be used for the filtering of the momentum variables. The term associated with the filtering dissipation is then given by u ′ i D f (ρu i ). The main terms of the budget are successively the produc- where τ SGS i j is calculated from the SGS viscosity ν t and the SGS kinetic energy. These terms, normalized by ρ w u 4 τ /ν w , are presented in Fig.11 for the DNS case. A good agreement with the incompressible DNS of Schlatter &Örlü [54] is noted, giving good confidence in the numerical strategy.
Three LES simulations using RT strategy are then performed with a progressively coarsened resolution (see Table 1 ). Figure 12 shows the effect of the mesh coarsening on the van Driest mean velocity profile U + V D (Fig.12(a) ) and the density scaled rms velocity profiles ( Fig.12(b) ). The coarsening leads to an underprediction of the friction velocity, evaluated here using a non-centered 4 th -order wall-normal derivative of the velocity, and therefore to an overprediction of the law of the wake. An underprediction of the rms velocity profiles is also observed, particularly for the longitudinal velocity, excepted for the near-wall turbulence peak which is overestimated. The effect of coarsening on the turbulent kinetic energy is showed in Fig.13(a) . The major effect is an underprediction of the production term, related to the underestimation of the Reynolds stresses. A subsequent underprediction of the global dissipation, obtained by summing the viscous and the RT-filtering dissipation, is also observed. A look at the pre-multiplied spanwise wavenumber spectra in Fig.13(b) shows that coarsening the mesh reduces the energy at small scales by degrading the numerical resolution, this energy being transfered to lower wavenumber scales. Note that we have estimated the cutoff wavenumber in the spanwise direction by 2π/(4∆ z), by considering that roughly 4 points per wavelength are needed by the spatial scheme.
Comparison of SGS models
In this section, the comparison of different SGS models is presented only on the coarsest mesh, referred to as LES 3 in Table 1 , but the same analysis on the intermediate mesh, referred to as LES 2 in Table 1 , gives similar qualitative results. for shock-capturing procedures [56] . Figure 16 (a) shows the influence of the models on the rms velocity profiles. All the models tested give similar results and overestimate the near-wall turbulent peak for the longitudinal velocity. The location of the peak is also in very good agreement with the DNS results. The peak locations for the SM models and particularly the SM model with C S =0.15 are however found slighty farther from the wall, indicating a diminution of the effective Reynolds number of the simulation. The results are therefore in qualitative agreement with those obtained on the TGV case, the eddy-viscosity models being again too dissipative. Figure 16(b) shows the effect of the LES models on the resolved scales of the flow. The spectra show that eddy-viscosity models dissipate an important part of the turbulent small scales, reducing their corresponding energy content, and promoting coherent lower scales motions. This effect is particularly visible for the SM model with C S =0.15. This can be interpreted as an artificial diminution of the effective Reynolds number of the simulations. On the contrary, the more elaborated models and the RT methodology limits the dissipation at the smallest resolved scales and the locations of the maximum of the spectra are in better agreement with the DNS results. Figure 17(a) shows that the overdissipation of the eddy-viscosity models reduces the amplitude of the production term, leading to a subsequent diminution of the viscous dissipation term ( Fig.17(b) ). Again, comparable results are obtained between the RT and MSM-ss methodologies. The dissipation linked to the filtering activity is presented in Fig.17(c) . The presence of a SGS model significantly reduces the influence of the selective filter, and this reduction is proportional to the subgrid activity of the model (shown in Fig.17(d) ). Another automatic adaptation of the filtering activity is noticed in the near wall region, where the reduction of dissipation is in agreement with wall models. A weak anti-dissipative-like behaviour is even observed for the first points near the wall, as in Stolz et al. [26] , maybe due to the particular wall treatment such as the non-centered filters.
Finally, Table 2 gives the computational cost of the different models tested for the supersonic boundary layer. A supplementary cost from around 4% for a simple Smagorinsky model to almost 30% for its dynamic version are noted. The cost and the simplicity are thus arguments in favor of the filter-based strategy. Table 2 Calculation costs for LES3 simulations (5.88 million points on 72 proc).
Conclusions
Subgrid-scale (SGS) viscosity models and selective filtering strategy have been compared for quasi-incompressible and compressible large eddy simulations (LES). The first investigated configuration is the Taylor-Green vortex, which constitutes a prototype for transition toward small-scale turbulence. The most common SGS models are implemented and compared to the filter-based strategy, where the filtering alone provides an implicit model to take into account the dissipative effect at small scales. The best results are obtained for the filter-based strategy for a minimal cost. The most sophisticated models, such as the similarity model or the multiscale model in conjunction with a dynamic Smagorinsky model, also give satisfactory results but at the price of an increased effort. In this configuration, the effects of the dispersion error due to the centered finite-difference scheme and of the dissipation error due to the high-order filter are investigated. It is shown that their influence can be greater than the contribution of the SGS models. The analysis of numerical errors is more tricky for complex inhomogeneous flows. The results obtained for a supersonic turbulent boundary layer show that eddy-viscosity models, even in a dynamic form, overdissipate a part of the resolved scales and artificially reduce the effective Reynolds number of the simulations. A multiscale model can provide satisfactory results but fails to improve the implicit methodology based on explicit filtering, which appears as the most efficient.
Similarly, Visbal & Rizzetta [40] , Schlatter et al. [57] , Bogey & Bailly [28] and Kawai et al. [58] also obtained better results without adding an explicit SGS model than with SGS models when using high-order central differences and low-pass filtering schemes. However, as noticed by Kawai et al. [58] , the relative roles played by the SGS model, low-pass filtering and the numerical dissipation depend on the numerical scheme, the grid resolution, and the Reynolds number, and further investigations notably for high Reynolds number flows are needed. It would be interesting for instance to qualify the action of the filtering dissipation by a priori analyses as in Fauconnier et al. [45] , by designing new filters with some constraints mimicking spectral viscosity or hyperviscosity as in Lamballais et al. [59] , or by computing dynamically the filtering amplitude as in Stolz et al. [14] . Further investigations of the interaction with discretization errors are also needed. Since the filter is still active to suppress grid-to-grid oscillations when explicit SGS models are used, it would be interesting to use skew-symmetric form of the derivatives or discrete entropy-preserving form of the energy equation [60] to avoid recourse to the filter as numerical dissipation and, in this way, to separate more clearly its effects as implicit model.
