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A class of higher order Painleve´ systems
arising from integrable hierarchies of type A
Takao Suzuki †
Abstract
A relationship between Painleve´ systems and infinite-dimensional
integrable hierarchies is studied. We derive a class of higher order
Painleve´ systems from Drinfeld-Sokolov (DS) hierarchies of type A
by similarity reductions. This result allows us to understand some
properties of Painleve´ systems, Hamiltonian structures, Lax pairs and
affine Weyl group symmetries.
2000 Mathematics Subject Classification: 34M55, 17B80, 37K10.
1 Introduction
The connection between the second Painleve´ equation and the KdV equation
was clarified by Ablowitz and Segur [2]. Since their result, a relationship
between (higher order) Painleve´ systems and infinite-dimensional integrable
hierarchies has been studied. In a recent work [8], a class of fourth order
Painleve´ systems was derived from the DS hierarchies of type A by similarity
reductions. In this article, we give its development, namely, we derive a class
of higher order Painleve´ systems.
The DS hierarchies are extensions of the KdV hierarchy for the affine
Lie algebras [5, 10]. They are characterized by the Heisenberg subalgebras
of the affine Lie algebras. And the isomorphism classes of the Heisenberg
subalgebras are in one-to-one correspondence with the conjugacy classes of
the finite Weyl group [16]. Thus we can classify the DS hierarchies of type
A
(1)
n in terms of the partitions of the natural number n + 1. By means of
this viewpoint, we list the known connections between Painleve´ systems and
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integrable hierarchies of type A in Table 1 and 2.
Table 1. Painleve´ equations and DS hierarchy
Partition (2) (1, 1) (3) (2, 1) (1, 1, 1) (4) (2, 2)
Painleve´ eq. PII PIV PIV PV PVI PV PVI
Ref. [2] [13] [1] [12] [14] [1] [8]
Table 2. Higher order Painleve´ systems and DS hierarchy
Partition (3, 1) (4, 1) (2, 2, 1) (3, 3) (n+ 1) for n ≥ 4
Painleve´ sys. P(5) P(6) P(3,3) P(3,3) P(n+1)
Order of sys. 4 4 4 4 n for n:even
n− 1 for n:odd
Ref. [8] [8] [8] [8] [1, 17]
Here the symbol P(n+1) stands for the higher order Painleve´ system of type
A
(1)
n [17], or equivalently, the (n+1)-periodic Darboux chain [1]. The symbol
P(3,3) stands for the fourth order Painleve´ system with the coupled sixth
Painleve´ Hamiltonian [8]; we describe its explicit formula below.
In this article, we consider a higher order generalization of the above
facts. The obtained results are listed in Table 3.
Table 3. The result obtained in this article
Partition (2n− 1, 1) (2n, 1) (n, n, 1) (n+ 1, n+ 1)
Painleve´ sys. P(2n+1) P(2n+2) P(n+1,n+1) P(n+1,n+1)
Order of sys. 2n 2n 2n 2n
Ref. App.A App.A App.A Sec.3
The Painleve´ system P(n+1,n+1) is a Hamiltonian system
dqi
dt
=
∂H
∂pi
,
dpi
dt
= −
∂H
∂qi
(i = 1, . . . , n),
with a coupled sixth Painleve´ Hamiltonian
t(t− 1)H =
n∑
i=1
HVI
[
n∑
j=0
α2j+1 − α2i−1 − η,
i−1∑
j=0
α2j ,
n∑
j=i
α2j , α2i−1η; qi, pi
]
+
∑
1≤i<j≤n
(qi − 1)(qj − t){(qipi + α2i−1)pj + pi(pjqj + α2j−1)},
where
HVI[κ0, κ1, κt, κ; q, p] = q(q − 1)(q − t)p
2 − κ0(q − 1)(q − t)p
− κ1q(q − t)p− (κt − 1)q(q − 1)p+ κq.
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Here the parameters α0, . . . , α2n+1 satisfy the relation
∑2n+1
i=0 αi = 1. This
system has a Lax pair associated with the loop algebra sl2n+2[z, z
−1] (or
gl2n+2[z, z
−1]) and admits the affine Weyl group symmetry of type A
(1)
2n+1; we
discuss their details in Section 4. Note that the system P(2,2) is equivalent to
the sixth Painleve´ equation.
Remark 1.1. The regular conjugacy classes of W (An) correspond to the par-
titions (p, . . . , p) and (p, . . . , p, 1); cf. [4, 6]. Therefore any hierarchy in Table
1, 2 and 3 is associated with the regular conjugacy class of W (An).
Remark 1.2. The DS hierarchy for the partition (n + 1, n + 1) is equivalent
to the (n+ 1, n+ 1)-periodic reduction of the two-component KP hierarchy;
cf. [3, 25].
Remark 1.3. The system P(n+1,n+1) is independently given by Tsuda as a
similarity reduction of the UC hierarchy [22, 23]. Furthermore, P(3,3) appears
in the classification of four-dimensional Painleve´ type differential equations,
which is given by Sakai [19]. In both of them, the Painleve´ system is given
as the monodromy preserving deformation of a Fuchsian system, which is
different from the Lax pair given in Section 4 in terms of singularities and
residue matrices. The relationship between those two linear systems has been
clarified with the aid of a Laplace transformation [9].
Remark 1.4. The system P(n+1,n+1) has a particular solution in terms of the
generalized hypergeometric function n+1Fn [21, 24].
Remark 1.5. The higher order Painleve´ system of type D
(1)
2n+2, which is ex-
pressed as a Hamiltonian system of 2n-th order with a coupled sixth Painleve´
Hamiltonian, was proposed by Sasano with the aid of algebraic geometry for
initial value space [20]. It is also derived from the Drinfeld-Sokolov hierarchy
of type D
(1)
2n+2 by a similarity reduction [7].
This article is organized as follows. In Section 2, we first recall the affine
Lie algebra of type A
(1)
n . We next formulate the DS hierarchies of type
A
(1)
n and their similarity reductions. In Section 3, we consider the partition
(n+1, n+1) and derive the system P(n+1,n+1). In Section 4, we discuss some
properties of P(n+1,n+1), a Lax pair and a group of symmetries.
2 DS hierarchy
In this section, we first recall the affine Lie algebra of type A
(1)
n , following the
notation in [11, 8]. We next formulate the DS hierarchies of type A
(1)
n and
their similarity reductions.
3
2.1 Affine Lie algebra
The affine Lie algebra ĝ = g(A
(1)
n ) is a Kac-Moody Lie algebra whose gener-
alized Cartan matrix A = [ai,j]
n
i,j=0 is defined by
ai,i = 2 (i = 0, . . . , n),
ai,i+1 = an,0 = ai+1,i = a0,n = −1 (i = 0, . . . , n− 1),
ai,j = 0 (otherwise).
It is generated by the Chevalley generators ei, fi, α
∨
i (i = 0, . . . , n) and the
scaling element d with the fundamental relations
[α∨i , α
∨
j ] = 0, [α
∨
i , ej ] = ai,jej , [α
∨
i , fj ] = −ai,jfj, [ei, fj] = δi,jα
∨
i ,
[d, α∨i ] = 0, [d, ei] = δi,0e0, [d, fi] = −δi,0f0,
(adei)
1−ai,j (ej) = 0, (adfi)
1−ai,j (fj) = 0 (i 6= j),
for i, j = 0, . . . , n. The canonical central element of ĝ is given by
K = α∨0 + α
∨
1 + . . .+ α
∨
n .
The normalized invariant form is given by the conditions
(α∨i |α
∨
j ) = ai,j, (ei|fj) = δi,j , (α
∨
i |ej) = (α
∨
i |fj) = 0,
(d|d) = 0, (d|α∨j ) = δ0,j, (d|ej) = (d|fj) = 0,
for i, j = 0, . . . , n. We set
ei,j = adeiadei+1 . . . adei+j−1(ei+j), fi,j = adfi+jadfi+j−1 . . . adfi+1(fi),
where ei+n+1 = ei and fi+n+1 = fi.
The Cartan subalgebra of ĝ is defined by
h = Cα∨0 ⊕ Cα
∨
1 ⊕ · · · ⊕ Cα
∨
n ⊕ Cd.
Let n+ and n− be the subalgebras of ĝ generated by ei and fi (i = 0, . . . , n),
respectively. Then the Borel subalgebra b+ of ĝ is given by b+ = h ⊕ n+.
Note that we have the triangular decomposition
ĝ = n− ⊕ h⊕ n+ = n− ⊕ b+.
The isomorphism classes of the Heisenberg subalgebras of ĝ are in one-
to-one correspondence with partitions of the natural number n + 1. Let
4
n = (n1, . . . , nk) be a partition of n+1. Then the corresponding Heisenberg
subalgebra is defined by
s
n
= Pn1−1 ⊕ . . .⊕ Pnk−1 ⊕Hk−1 ⊕ CK,
where Pn ⊕CK and Hn ⊕ CK are isomorphic to the principal and homoge-
neous Heisenberg subalgebra of g(A
(1)
n ), respectively [4].
The partition n determines a grading operator ϑ
n
∈ h, whose explicit
formula is not given here (see Section 3 of [8]). The operator ϑ
n
defines a
Z-gradation of type s by
ĝ =
⊕
k∈Z
gk(s), gk(s) =
{
x ∈ ĝ
∣∣ [ϑ
n
, x] = kx
}
,
where s = (s0, . . . , sn) is a vector of non-negative integers given by
(ϑ
n
|α∨i ) = si (i = 0, . . . , n).
Note that
[ϑ
n
, ei] = siei, [ϑn, fi] = −sifi (i = 0, . . . , n).
The Heisenberg subalgebra s
n
admits the gradation defined by ϑ
n
.
2.2 DS hierarchy and similarity reduction
The positive part of the Heisenberg subalgebra s
n
has a graded basis {Λk}k∈N
satisfying
[Λk,Λl] = 0, [ϑn,Λk] = dkΛk (k, l ∈ N),
where dk is a positive integer. We assume that dk ≤ dk+1 for any k ∈ N. In
this subsection, we formulate the DS hierarchy associated with s
n
by using
those Λk.
Introducing time variables tk (k ∈ N), we consider the Sato equation for
an n−-valued function W = W (t1, t2, . . .)
∂k −Bk = exp(adW )(∂k − Λk) (k ∈ N), (2.1)
where ∂k = ∂/∂tk and Bk stands for the b+-component of exp(adW )(Λk).
The compatibility condition of (2.1) gives the DS hierarchy
[∂k − Bk, ∂l −Bl] = 0 (k, l ∈ N). (2.2)
5
We now require a similarity condition
ϑ
n
− ρ−
∞∑
k=1
dktk∂k = exp(adW )
(
ϑ
n
− ρ−
∞∑
k=1
dktk∂k
)
, (2.3)
with an element ρ ∈ h satisfying
[∂k, ρ] = 0, [Λk, ρ] = 0 (k ∈ N).
Then the compatibility condition of (2.1) and (2.3) gives
[M, ∂k −Bk] = 0, [∂k −Bk, ∂l −Bl] = 0 (k, l ∈ N), (2.4)
where
M = ϑ
n
− ρ−
∞∑
k=1
dktkBk.
We call the system (2.4) a similarity reduction of the DS hierarchy. Note
that M is the b+-component of exp(adW )(ϑn − ρ−
∑∞
k=1 dktkΛk).
In the following section, we always assume that t2 = 1 and tk = 0 for any
k ≥ 3. Under this specialization, the system (2.4) is described as a system
of ordinary differential equations
[M, ∂1 − B1] = 0, M = ϑn − ρ− d1t1B1 − d2B2, (2.5)
from which the Painleve´ system is derived.
3 Derivation of the system P(n+1,n+1)
In this section, we derive the system P(n+1,n+1) from the similarity reduction
(2.4) for n = (n+ 1, n+ 1). Here we set
ei+2n+2 = ei, fi+2n+2 = fi, α
∨
i+2n+2 = α
∨
i , wi+2n+2 = wi
κi+2n+2 = κi, ϕi+2n+2 = ϕi, ui+2n+2 = ui, vi+2n+2 = vi.
3.1 Similarity reduction of the DS hierarchy
At first, we give an explicit formula of the Heisenberg subalgebra s(n+1,n+1)
of ĝ = g(A
(1)
2n+1) following [3, 8, 15]. Let
Λ2k−1 =
n∑
i=0
e2i+1,2k−1, Λ2k =
n∑
i=0
e2i+2,2k−1,
Λ¯2k−1 =
n∑
i=0
f2i+1,2k−1, Λ¯2k =
n∑
i=0
f2i+2,2k−1,
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for k ∈ N. Then s(n+1,n+1) is expressed as
s(n+1,n+1) =
⊕
k∈N\(2n+2)N
CΛ¯k ⊕ CK ⊕
⊕
k∈N\(2n+2)N
CΛk.
The grading operator ϑ(n+1,n+1) is given by
ϑ(n+1,n+1) = (n + 1)d+
n∑
i=0
i(n− i+ 1)α∨2i +
n∑
i=0
(2i+ 1)n− 2i2
2
α∨2i+1.
It implies a Z-gradation of type (1, 0, . . . , 1, 0), namely
(ϑ(n+1,n+1)|α
∨
2i) = 1, (ϑ(n+1,n+1)|α
∨
2i+1) = 0,
for i = 0, . . . , n. Note that
[ϑ(n+1,n+1),Λ2k−1] = kΛ2k−1, [ϑ(n+1,n+1),Λ2k] = kΛ2k (k ∈ N).
The similarity reduction (2.5) for n = (n + 1, n+ 1) is described as
[M, ∂1 −B1] = 0, M = ϑ(n+1,n+1) − ρ− t1B1 − B2, (3.1)
where
ρ = ρ1
n∑
i=0
α∨2i+1, [∂1, ρ] = 0.
Let us to denote the b+-valued functions M and B1 by
M = κ−
2n+1∑
i=0
ϕiei − t1Λ1 − Λ2, B1 = u+
2n+1∑
i=0
viei + Λ1,
where
κ = ϑ(n+1,n+1) −
2n+1∑
i=0
κiα
∨
i , u =
2n+1∑
i=0
uiα
∨
i .
Then the system (3.1) is rewritten into
∂1(κi) = 0, ∂1(ϕi) = (u|α
∨
i )ϕi + vi(κ|α
∨
i ), (3.2)
for i = 0, . . . , 2n+ 1 and
(u|α∨2i + α
∨
2i+1)− v2i+1ϕ2i + v2iϕ2i+1 = 0,
t1(u|α
∨
2i+1 + α
∨
2i+2)− v2i+2ϕ2i+1 + v2i+1ϕ2i+2 + (κ|α
∨
2i+1 + α
∨
2i+2) = 1,
t1v2i − v2i+2 − ϕ2i = 0, v2i+1 − t1v2i+3 + ϕ2i+3 = 0,
(3.3)
for i = 0, . . . , n. In the next subsection, we express the system (3.2) with
(3.3) as a Hamiltonian system.
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3.2 Hamiltonian system
Let us to denote the n−-valued function W by
W = −
2n+1∑
i=0
wifi −
∞∑
k=1
2n+1∑
i=0
wi,kfi,k.
In this subsection, we express the system (3.2) with (3.3) as the Hamiltonian
system in terms of the dependent variables w2i+1, ϕ2i+1 (i = 0, . . . , n). Note
that those variables are taken from the g0(1, 0, . . . , 1, 0)-components of W
and M.
The functionM is defined as the b+-components of exp(adW )(ϑ(n+1,n+1)−
ρ− t1Λ1 − Λ2), from which we obtain
κ2i = −
t1
2
w2i−1w2i + t1w2i−1,1 +
1
2
w2iw2i+1 + w2i,1,
κ2i+1 = −
1
2
w2iw2i+1 + w2i,1 +
t1
2
w2i+1w2i+2 + t1w2i+1,1 + ρ1,
ϕ2i = −t1w2i−1 + w2i+1, ϕ2i+1 = −w2i + t1w2i+2,
(3.4)
Note that
w2i+1 = −
n∑
j=0
tj1
tn+11 − 1
ϕ2i−2j (i = 0, . . . , n).
Similarly, the function B1 is defined as the b+-components of exp(adW )(Λ1),
from which we obtain
u2i = −
1
2
w2i−1w2i + w2i−1,1, u2i+1 =
1
2
w2i+1w2i+2 + w2i+1,1,
v2i = −w2i−1, v2i+1 = w2i+2.
(3.5)
for i = 0, . . . , n. Combining the equations (3.4) and (3.5), we have
Lemma 3.1. The b+-valued functions M and B1 can be expressed in terms
of the dependent variables w2i+1, ϕ2i+1 (i = 0, . . . , n) as
ϕ2i = −t1w2i−1 + w2i+1,
u2i − u2i+1 = −
n∑
j=0
tj−11
tn+11 − 1
w2i+1ϕ2i+2j+1 +
1
t1
(ρ1 + κ2i − κ2i+1),
u2i+1 − u2i+2 =
n∑
j=0
tj1
tn+11 − 1
w2i+1ϕ2i+2j+3,
v2i = −w2i−1, v2i+1 =
n∑
j=0
tj1
tn+11 − 1
ϕ2i+2j+3,
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for i = 1, . . . , n+ 1. Furthermore, those variables satisfy
n∑
i=0
w2i+1ϕ2i+1 = −
n∑
i=0
(ρ1 + κ2i − κ2i+1).
Following [18], we define the Poisson structure for the function M by
{ϕ2i, ϕ2i+1} = −(n + 1), {ϕ2i+1, ϕ2i+2} = −(n + 1)t1 (i = 0, . . . , n).
Then we arrive at
Theorem 3.2. In terms of the variables w2i+1, ϕ2i+1 (i = 0, . . . , n) with the
Poisson structure
{ϕ2i+1, w2j+1} = (n+ 1)δi,j (i, j = 0, . . . , n),
the similarity reduction (3.1) is expressed as the Hamiltonian system
∂1(w2i+1) = {H,w2i+1}, ∂1(ϕ2i+1) = {H,ϕ2i+1} (i = 0, . . . , n), (3.6)
with the Hamiltonian
H =
n∑
i=0
n
2(n+ 1)2t1
(w2i+1ϕ2i+1 + 2κ2i − 2κ2i+1)w2i+1ϕ2i+1
−
n∑
i=0
n∑
j=1
1
(n+ 1)2t1
(w2i+2j+1ϕ2i+2j+1 + κ2i+2j − κ2i+2j+1)w2i+1ϕ2i+1
−
n∑
i=0
n∑
j=0
tj1
(n+ 1)(tn+11 − 1)
{w2i+1ϕ2i+1 + (κ|α
∨
2i+1)}w2i+1ϕ2i+2j+3,
(3.7)
and the relation
n∑
i=0
w2i+1ϕ2i+1 = −
n∑
i=0
(ρ1 + κ2i − κ2i+1). (3.8)
The system (3.6) with (3.7) and (3.8) can be rewritten into the Hamil-
tonian system in terms of the canonical coordinates. The equation (3.8)
implies
n∑
i=0
dϕ2i+1 ∧ dw2i+1 =
n−1∑
i=0
dϕ2i+1 ∧ dw2i+1 −
n−1∑
i=0
d
w2i+1ϕ2i+1
w2n+1
∧ dw2n+1
=
n−1∑
i=0
d(w2n+1ϕ2i+1) ∧ d
w2i+1
w2n+1
.
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Therefore we can take
qi =
w2i−1
ti1w2n+1
, pi =
ti1w2n+1ϕ2i−1
n+ 1
(i = 1, . . . , n), (3.9)
as canonical coordinates of a 2n-dimensional system with a Poisson structure
{pi, qj} = δi,j (i, j = 1, . . . , n).
We denote the parameters by
αi =
(κ|α∨i )
n + 1
(i = 0, . . . , 2n+ 1), η =
n∑
j=0
ρ1 + κ2j − κ2j+1
n+ 1
.
Via a transformation of the independent variable t = t
−(n+1)
1 , we obtain
Theorem 3.3. The variables qi, pi (i = 1, . . . , n) defined by (3.9) satisfy the
Painleve´ system P(n+1,n+1). Then the variable w2n+1 satisfies
t(t− 1)
d
dt
logw2n+1 = −
n∑
i=1
{(qi − 1)(qi − t)pi + α2i−1qi} − α2n+1
+
nt+ n + 2
n+ 1
η +
n∑
i=0
n− 2i
2n+ 2
(α2i−1 + α2i)(t− 1).
We remark that the parameter η satisfies
{η, qi} = {η, pi} = 0 (i = 1, . . . , n), {η, w2n+1} = w2n+1.
Thus the Poisson algebra generated by w2i+1, ϕ2i+1 (i = 0, . . . , n) is equivalent
to one generated by qi, pi (i = 1, . . . , n), w2n+1 and η.
4 Properties of the system P(n+1,n+1)
In this section, we discuss some properties of the system P(n+1,n+1), a Lax
pair and a group of symmetries. In the following, we use a notation qn+1 = t
for a convenience.
4.1 Lax pair
In this subsection, we give a Lax pair of P(n+1,n+1) in a framework of the loop
algebra gl2n+2[z, z
−1].
10
We consider a system of linear differential equations
z
dψ
dz
=Mψ, t
dψ
dt
= Bψ. (4.1)
The matrix M is given by
M =

ε1 ϕ1 1
ε2 ϕ2 1
. . .
ϕ2n−1 1
ε2n ϕ2n 1
t−1z ε2n+1 ϕ2n+1
ϕ0z z ε2n+2

,
where
ϕ2i−1 = pi, ϕ2n+1 = −
1
t
(
n∑
j=1
qjpj + η
)
, ϕ2i = qi+1 − qi, ϕ0 = q1 − 1,
for i = 1, . . . , n. The matrix B is given by
B =

u1 v1 −1
u2 v2 0
u3 v3 −1
u4 v4 0
. . .
v2n−1 −1
u2n v2n 0
−t−1z u2n+1 v2n+1
v0z 0 u2n+2

.
where
u1 = tv2n+1q1 − ε1 + ε2n+2 − 1, u2i+1 = v2i−1qi+1 − ε2i+1 + ε2n+2 − 1,
u2i = −v2i−1qi +
∑n
i=1 {(qi − 1)(qi − t)pi + α2i−1qi}+ α2n+1t− (t+ 1)η
t− 1
,
u2n+2 = −tv2n+1 +
∑n
i=1 {(qi − 1)(qi − t)pi + α2i−1qi}+ α2n+1t− (t+ 1)η
t− 1
,
v2i−1 = −
∑i
j=1(qj − 1)pj +
∑n
j=i+1(qj − t)pj + η
t− 1
,
v2n+1 = −
∑n
j=1(qj − t)pj + η
t(t− 1)
, v2i = qi, v0 = 1.
for i = 1, . . . , n. Then we have
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Theorem 4.1. The compatibility condition of the system (4.1) gives the
Painleve´ system P(n+1,n+1) with the parameters
α0 = ε1 − ε2n+2 + 1, αi = −εi + εi+1 (i = 1, . . . 2n+ 1).
Such a Lax pair is given as follows. Under the Sato equation (2.1) and
the similarity condition (2.3), we consider a wave function
Ψ = exp(W )zρ exp
(
∞∑
k=1
tkΛk
)
.
Then we obtain a system of linear differential equations
MΨ = 0, (∂k −Bk)Ψ (k ∈ N). (4.2)
Under the specialization t1 = t
−1/(n+1), t2 = 1 and tk = 0 (k ≥ 3), the system
(4.2) for n = (n + 1, n + 1) is transformed into the one (4.1) via a certain
gauge transformation.
4.2 Affine Weyl group symmetry
The system P(n+1,n+1) admits an extended affine Weyl group symmetry of
type A
(1)
2n+1. In this subsection, we describe its action on the dependent
variables and parameters.
At first, we define an extended affine Weyl group W˜ (A
(1)
2n+1). It is gener-
ated by the transformations r0, . . . , r2n−1 and pi with the fundamental rela-
tions
r2i = 1, (rirj)
2−ai,j = 1 (i, j = 0, . . . , 2n+ 1; i 6= j),
pi2n+2 = 1, piri = ri+1pi, pir2n+1 = r0pi (i = 0, . . . , 2n),
where
ai,i = 2 (i = 0, . . . , 2n+ 1),
ai,i+1 = a2n+1,0 = ai+1,i = a0,2n+1 = −1 (i = 0, . . . , 2n),
ai,j = 0 (otherwise).
Let r0, . . . , r2n+1 be birational canonical transformations defined by
r0(qj) = qj , r0(pj) = pj +
α0
q1 − 1
{q1 − 1, pj},
r2i(qj) = qj , r2i(pj) = pj +
α2i
qi − qi+1
{qi − qi+1, pj} (i = 1, . . . , n),
r2i−1(qj) = qj +
α2i−1
pi
{pi, qj}, r2i−1(pj) = pj (i = 1, . . . , n),
r2n+1(qj) = qj +
α2n+1qj∑n
j=1 qjpj + η − α2n+1
, r2n+1(pj) = pj −
α2n+1pj∑n
j=1 qjpj + η
,
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for j = 1, . . . , n and
ri(αj) = αj − ai,jαi, ri(η) = η + (−1)
iαi (i, j = 0, . . . , 2n+ 1).
Also let pi be birational canonical transformations defined by
pi(qi) =
∑i
j=1(qj − 1)pj +
∑n
j=i+1(qj − t)pj + η∑n
j=1(qj − t)pj + η
,
pi(pi) =
(qi − qi+1){
∑n
j=1(qj − 1)pj + η}
t− 1
(i = 1, . . . , n),
and
pi(t) =
1
t
, pi(αi) = αi+1 (i = 0, . . . , 2n), pi(α2n+1) = α0, pi(η) = −η.
Then we have
Theorem 4.2. The Painleve´ system P(n+1,n+1) is invariant under actions
of the transformations r0, . . . , r2n−1 and pi. Furthermore, the group of sym-
metries 〈r0, . . . , r2n−1, pi〉 is isomorphic to the extended affine Weyl group
W˜ (A
(1)
2n+1).
Note that the transformations r0, . . . , r2n+1 arise from gauge transforma-
tions for the system (4.2)
ri(Ψ) = exp
(
−
αi
ϕi
fi
)
Ψ (i = 0, . . . , 2n+ 1).
A Investigation for other partitions
In the previous section, we derive the system P(n+1,n+1) from the DS hierarchy
for the partition (n+1, n+1). In the same manner, we can derive the systems
P(n+1,n+1), P(2n+2) and P(2n+1) from the hierarchies for the partitions (n, n, 1),
(2n, 1) and (2n− 1, 1) respectively.
We recall that the Painleve´ systems P(2n+2) and P(2n+1) are Hamilto-
nian systems with the coupled Hamiltonians H(2n+2) andH(2n+1) respectively.
They are given by
tH(2n+2) =
n∑
i=1
HV
[
α2i,
i∑
j=1
α2j−1,
n+1∑
j=1
α2j−1; qi, pi
]
+
∑
1≤i<j≤n
2qipi(qj − 1)pj ,
H(2n+1) =
n∑
i=1
HIV
[
α2i,
i∑
j=1
α2j−1; qi, pi
]
+
∑
1≤i<j≤n
2qipipj ,
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where
HV[a, b, c; q, p] = q(q − 1)p(p+ t) + atq + bp− cqp,
HIV[a, b; q, p] = qp(p− q − t)− aq − bp.
A.1 Partition (n, n, 1)
The Heisenberg subalgebra s(n,n,1) of g(A
(1)
2n ) is generated by elements {Λk, Λ¯k}k∈N
with
Λ1 =
n−1∑
i=1
e2i−1,1 + e2n−1,2, Λ2 =
n−1∑
i=1
e2i,1 + e2n,2.
The grading operator ϑ(n,n,1) is given by
ϑ(n,n,1) = nd+
n∑
i=1
(n− i+ 1)
(
i−
n
2n+ 1
)
α∨2i−1 +
n∑
i=1
i
(
2n
2n+ 1
− i
)
α∨2i.
It implies a Z-gradation of type (0, 1, 0, . . . , 1, 0).
The similarity reduction (2.5) for n = (n, n, 1) is given by
[M, ∂1 − B1] = 0, (A.1)
with
M = κ−
2n∑
i=0
ϕiei − ϕ0,1e0,1 − ϕ2n−1,1e2n−1,1 − ϕ2n,1e2n,1 − t1Λ1 − Λ2,
where
κ = ϑ(n,n,1) −
2n∑
i=0
κiα
∨
i .
Note that M is defined as a b+-component of exp(adW )(ϑ(n,n,1)−ρ− t1Λ1−
Λ2), where
ρ = ρ1
n∑
i=1
2i(α∨2i−1 + α
∨
2i) + ρ2
n∑
i=1
2(n− i+ 1)(α∨2i−2 + α
∨
2i−1).
Theorem A.1. Under the system (A.1), we set
t = t−n1 , qi =
w2i−1ϕ0,1
ti−11 (w1ϕ0,1 − ϕ0)
, pi =
ti−11 (w1ϕ0,1 − ϕ0)ϕ2i−1
nϕ0,1
,
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where
w2i−1 = −
i−1∑
j=1
ti−j−11
tn1 − 1
ϕ2j −
n−1∑
j=i
tn+i−j−11
tn1 − 1
ϕ2j −
ti−11
tn1 − 1
ϕ2n,1,
for i = 1, . . . , n and
αi =
(κ|α∨i )
n
(i = 0, . . . , 2n− 1), α2n = ρ1 − ρ2 +
κ0 − κ2n
n
,
α2n+1 = −ρ1 + ρ2 +
1 + κ2n−1 − κ2n
n
, η =
n∑
j=1
ρ1 + κ2j−2 − κ2j−1
n
.
Then they satisfy the Painleve´ system P(n+1,n+1).
A.2 Partition (2n, 1)
The Heisenberg subalgebra s(2n,1) of g(A
(1)
2n ) is generated by elements {Λk, Λ¯k}k∈N
with
Λ1 =
2n−1∑
i=1
ei + e2n,1, Λ2 =
2n−2∑
i=1
ei,1 + e2n−1,2 + e2n,2.
The grading operator ϑ(2n,1) is given by
ϑ(2n,1) = 2nd+
2n∑
i=1
i
n
(
2n+ 1− i−
2
2n+ 1
)
α∨i .
It implies a Z-gradation of type (1, . . . , 1, 0).
The similarity reduction (2.5) for n = (2n, 1) is given by
[M, ∂1 − B1] = 0, (A.2)
with
M = κ−
2n∑
i=0
ϕiei − ϕ0,1e0,1 − ϕ2n−1,1e2n−1,1 − ϕ2n,1e2n,1 − 2Λ2,
where
κ = ϑ(2n,1) −
2n∑
j=0
κjα
∨
j .
Note thatM is defined as a b+-component of exp(adW )(ϑ(2n,1)−ρ1
∑2n
i=1 iα
∨
i −
t1Λ1 − 2Λ2).
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Theorem A.2. Under the system (A.2), we set
t = −
n
4
t21, qi =
1
nt1
i∑
j=1
ϕ2j , pi =
t1ϕ2i+1
4
, (i = 1, . . . , n− 1),
qn =
1
nt1
(
2ϕ2n
ϕ2n−1,1
+
n−1∑
i=1
ϕ2i
)
, pn =
t1ϕ0,1ϕ2n−1,1
8
,
and
αi =
(κ|α∨i+1)
2n
(i = 0, . . . , 2n− 1),
α2n = −ρ1 −
κ0 − κ2n
2n
, α2n+1 = ρ1 +
1− κ0 + κ1
2n
.
Then they satisfy the Painleve´ system P(2n+2).
A.3 Partition (2n− 1, 1)
The Heisenberg subalgebra s(2n−1,1) of g(A
(1)
2n−1) is generated by elements
{Λk, Λ¯k}k∈N with
Λ1 =
2n−2∑
i=1
ei + e2n−1,1, Λ2 =
2n−3∑
i=1
ei,1 + e2n−2,2 + e2n−1,2.
The grading operator ϑ(2n−1,1) is given by
ϑ(2n−1,1) = (2n− 1)d+
2n−1∑
i=1
i
2
(
2n− i−
1
n
)
α∨i .
It implies a Z-gradation of type (1, . . . , 1, 0).
The similarity reduction (2.5) for n = (2n− 1, 1) is given by
[M, ∂1 − B1] = 0, (A.3)
with
M = κ−
2n−1∑
i=0
ϕiei − ϕ0,1e0,1 − ϕ2n−2,1e2n−2,1 − ϕ2n−1,1e2n−1,1 − 2Λ2,
where
κ = ϑ(2n−1,1) −
2n−1∑
j=0
κjα
∨
j .
Note thatM is defined as a b+-component of exp(adW )(ϑ(2n−1,1)−ρ1
∑2n−1
i=1 iα
∨
i −
t1Λ1 − 2Λ2).
16
Theorem A.3. Under the system (A.3) for n = (2n− 1, 1), we set
t =
√
2(2n− 1)t1
2
, q1 = −
ϕ0,1ϕ2n−2,1
2
√
2(2n− 1)
, p1 =
2ϕ2n−1√
2(2n− 1)ϕ2n−2,1
,
qi = −
ϕ0,1ϕ2n−2,1
2
√
2(2n− 1)
−
i−1∑
j=1
ϕ2n−2j√
2(2n− 1)
, pi =
ϕ2n−2i+1√
2(2n− 1)
(i = 2, . . . , n),
and
α0 = ρ1 +
1− κ0 + κ1
2n− 1
, α1 = −ρ1 −
κ0 − κ2n−1
2n− 1
,
αi =
(κ|α∨2n−i+1)
2n− 1
(i = 2, . . . , 2n− 1)
Then they satisfy the Painleve´ system P(2n+1).
B Symmetric form
In this appendix, we rewrite the (2n+ 2)-th order Hamiltonian system (3.6)
with (3.7) into more simple expression. Such expression is convenient when
we consider the system P(n+1,n+1) from a viewpoint of the affine Weyl group
symmetry.
Under the system (3.6) with (3.7), we set
xi =
w2i+1
t
i−n+ρ1+κ2n+1−κ0
1
, yi =
t
i−n+ρ1+κ2n+1−κ0
1 ϕ2i+1
n+ 1
(i = 0, . . . , n).
Then the Poisson structure is given by
{yi, xj} = δi,j (i, j = 0, . . . , n).
And those variables satisfy the following Hamiltonian system:
dxi
dt
= {H, xi},
dyi
dt
= {H, yi} (i = 0, . . . , n), (B.1)
with a Hamiltonian
H =
1
t
n∑
i=0
{
1
2
x2i y
2
i −
2n+1∑
j=2i+2
αjxiyi +
i−1∑
j=0
xi(xiyi + α2i+1)yj
}
+
1
1− t
n∑
i=0
n∑
j=0
xi(xiyi + α2i+1)yj,
(B.2)
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and a relation
n∑
i=0
xiyi + η = 0. (B.3)
In the following, we call the system (B.1) with (B.2) and (B.3) a symmetric
form. Recall that
t =
1
tn+11
, αi =
(κ|α∨i )
n + 1
(i = 0, . . . , 2n+ 1), η =
n∑
j=0
ρ1 + κ2j − κ2j+1
n+ 1
.
Note that the canonical coordinates for P(n+1,n+1) are given by
qi =
txi−1
xn
, pi =
yi−1xn
t
(i = 1, . . . , n).
The symmetric form is given as the compatibility condition of the Lax
pair (4.1) with matrix components
ϕ2i−1 = yi (i = 1, . . . , n+ 1),
ϕ2i = xi − xi−1 (i = 1, . . . , n), ϕ0 = x0 −
xn
t
,
and
u1 = tv2n+1x0 − ε1, u2i+1 = v2i−1xi − ε2i+1 (i = 1, . . . , n),
u2i+2 = v2i+1xi + ε2n+2 (i = 0, . . . , n),
v2i+1 =
1
t− 1
(
i∑
j=0
yj + t
n∑
j=i+1
yj
)
(i = 0, . . . , n),
v2i = xi−1 (i = 1, . . . , n), v0 =
xn
t
.
The symmetric form is invariant under the actions of the birational canon-
ical transformations r0, . . . , r2n+1 and pi. Their actions on the dependent
variables are explicitly described as
r0(xj) = t
−α0xj , r0(yj) = t
α0
(
yj +
α0
xn − tx0
{xn − tx0, yj}
)
,
r2i(xj) = xj , r2i(yj) = yj +
α2i
xi−1 − xi
{xi−1 − xi, yj} (i = 1, . . . , n),
r2i+1(xj) = xj +
α2i+1
yi
{yi, xj}, r2i+1(yj) = yj (i = 0, . . . , n− 1),
r2n+1(xj) = t
α2n+1
(
xj +
α2n+1
yn
{yn, xj}
)
, r2n+1(yj) = t
−α2n+1yj,
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for j = 0, . . . , n and
pi(xi) =
tα0
t− 1
(
i∑
j=0
yj + t
n∑
j=i+1
yj
)
(i = 0, . . . , n),
pi(yi) = t
−α0(xi − xi+1) (i = 0, . . . , n− 1), pi(yn) = t
−α0(xn − tx0).
We do not describe the actions on the independent variable and the param-
eters here; see Section 4.
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duction of ĝl3 hierarchy, Lett. Math. Phys. 79 (2007) 221-234.
[15] F. ten Kroode and J. van de Leur, Bosonic and fermionic realizations of
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