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High-harmonic spectroscopy driven by circularly-polarized laser pulses and their counter-rotating
second harmonic is a new branch of attosecond science which currently lacks quantitative interpre-
tations. We extend this technique to the mid-infrared regime and record detailed high-harmonic
spectra of several rare-gas atoms. These results are compared with the solution of the Schro¨dinger
equation in three dimensions and calculations based on the strong-field approximation that incor-
porate accurate scattering-wave recombination matrix elements. A quantum-orbit analysis of these
results provides a transparent interpretation of the measured intensity ratios of symmetry-allowed
neighboring harmonics in terms of (i) a set of propensity rules related to the angular momentum of
the atomic orbitals, (ii) atom-specific matrix elements related to their electronic structure and (iii)
the interference of the emissions associated with electrons in orbitals co- or counter-rotating with
the laser fields. These results provide the foundation for a quantitative understanding of bi-circular
high-harmonic spectroscopy.
High-harmonic spectroscopy driven by circularly-
polarized laser fields superimposed with their counter-
rotating second harmonic is a new technique that attracts
considerable attention because of its wide application po-
tential, such as the characterization of dynamical sym-
metries in atoms and molecules [1]. This new research
direction has been opened by the pioneering demonstra-
tion of high-harmonic generation in such laser fields [2]
and its theoretical interpretation [3–5]. The potential
of this early work has only recently been fully exploited
for the generation of circularly-polarized high-harmonic
radiation [6], including its extension to high photon ener-
gies [7] and its applications [8]. Bi-circular high-harmonic
spectroscopy (BHHS) has also received considerable the-
oretical attention, in particular due to its sensitivity to
atomic and molecular symmetry [9–14], molecular chi-
rality [15] and spin polarization [16, 17]. However, both
experimental and theoretical results have remained very
scarce, such that the sensitivity of BHHS to the various
aspects of electronic structure remains largely unknown
and it is not clear which theories reach quantitative ac-
curacy.
In this letter, we address these challenges by reporting
a joint experimental and theoretical analysis of the fun-
damental working principles of BHHS in rare-gas atoms.
Studying the intensity ratios of neighboring harmonic
orders 3q + 1 and 3q + 2 (q ∈ N) allowed by symme-
try, we observe striking differences between the spectra
of neon and argon. The experimental results are quali-
tatively well reproduced by solving the time-dependent
Schro¨dinger equation (TDSE) in three dimensions. We
generalize our results by developing a model based on the
quantum-orbit analysis within the strong-field approx-
imation (SFA) that allows for complex-valued electron
trajectories, similar to Ref. [5], but incorporates accurate
scattering-wave recombination matrix elements [18, 19].
These results are also in good agreement with the exper-
imental data, although significant deviations are found
close to the ionization threshold. The analysis of the SFA
results allows us to separate the contributions of strong-
field ionization and photorecombination to the observed
ratios. Our work establishes propensity rules for BHHS
based on the angular momentum of atomic orbitals. It
additionally reveals the manifestations of orbital-specific
radial structures in BHHS. In particular, the sign change
of the radial 3p→d photoionization matrix element of
argon with energy, responsible for the Cooper minimum
[20], is shown to cause a reversal of the relative intensities
of neighboring harmonics.
The experimental setup is similar to the one described
in Ref. [1], but is augmented by the capability of generat-
ing bi-circular laser fields at wavelengths longer than the
standard 800/400-nm of titanium-sapphire lasers. This
new development compensates the lower cut-off energies
achieved in bi-circular laser fields by an increase of the
ponderomotive energy, such that the spectra recorded in
argon extend beyond the region of the Cooper minimum.
This is achieved by pumping a high-energy optical para-
metric amplifier (HE-TOPAS, Light Conversion) with up
to 6.5 mJ, 30 fs laser pulses centered at 800 nm at a repe-
tition rate of 1 kHz to generate 1.5 mJ pulses with ∼ 40 fs
duration centered in the vicinity of 1400 nm, that are sub-
sequently frequency doubled to ∼700 nm in a nonlinear
crystal. We use a Mach-Zehnder interferometer equipped
with dedicated dichroic mirrors for each wavelength pair.
High-harmonic spectra are generated in a thin supersonic
beam generated by expansion of neon or argon through
a pulsed nozzle with a diameter of 250 µm at a stag-
nation pressure of ∼5 bar. The high-harmonic spectra
are recorded with a flat-field spectrometer consisting of
a concave 1200 lines/mm grating, a microchannel-plate-
phosphor-screen assembly and a charge-coupled device
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FIG. 1: (color online) Experimental high-harmonic spectra
generated with counter-rotating circularly polarized femtosec-
ond laser pulses in rare-gas atoms. a) High-harmonic spec-
trum of neon obtained with 800/400 nm pulses with intensi-
ties 3.0/1.8×1014 W/cm2, b) High-harmonic spectrum of ar-
gon obtained with 1404/702 nm pulses with peak intensities
of 7.2/6.0×1013 W/cm2.
camera.
Figure 1 shows a typical bi-circular high-harmonic
spectrum recorded in neon using 800/400-nm laser pulses
and a spectrum recorded in argon using 1404/702-nm
pulses. The different laser parameters, given in the cap-
tion of Fig. 1, were chosen to keep the Keldysh parameter
(defined on the basis of the fundamental field) constant.
Whereas the neon spectrum displays a monotonically de-
creasing intensity envelope from the ionization potential
(dotted line) to the cut-off, the argon spectrum reveals
a suppression around photon energies of ∼ 45 eV, i.e. in
the region of the Cooper minimum. We however note al-
ready, that this position is lower than the 53-eV position
observed in the case of linear HHS [18].
Importantly, BHHS offers an additional observable
compared to linear HHS, i.e. the intensity ratios of the
neighboring allowed harmonic orders I(3q+1)/I(3q+2).
This ratio is a robust observable because it is insensitive
to the slow variation of the grating and detector sensi-
tivities with photon energy. It is shown in Fig. 2 as
a function of q and the photon energy (using the rela-
tion E = ~ω(3q + 1) with ω the fundamental angular
frequency). The experimental data are shown as squares
with error bars representing twice the standard deviation
of multiple measurements taken under nominally identi-
cal experimental conditions. Neon displays a very large
intensity ratio (> 18) close to the ionization threshold
and a rapid, monotonic decrease of this ratio with in-
creasing photon energy. Argon, in contrast, shows a
much richer variation of the ratio with photon energy,
with a weak decrease of the ratio from ∼29 eV (q = 10)
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FIG. 2: (color online) Ratios of integrated intensities of neigh-
boring high-harmonic orders as indicated on the vertical axis,
as a function of the integer q for Ne, 800/400 nm (a) and
Ar, 1404/702 nm (b). The symbols represent the experimen-
tal data. The lines correspond to different theoretical models
discussed in the text using the intensities given in the cap-
tion of Fig. 1. The theoretical results have been shifted by
+6.2 eV in the case of Ar (see text for discussion).
upwards, followed by an inversion of the ratio at ∼40 eV
(q = 14) and a second inversion at ∼51 eV (q = 18). The
finding that the ratio is mostly larger than one can be
interpreted as due to the less likely absorption of pho-
tons from the second harmonic field when its intensity is
smaller than the fundamental intensity [21]. A quantita-
tive understanding must, however, consider the specific
atomic structure as explained in the following.
We now discuss the different theoretical models to
which the experimental data will be compared. The
TDSE is solved numerically in three dimensions in the
length gauge and the single-active-electron approxima-
tion. The driving field consists of a circularly polarized
fundamental that rotates counterclockwise and a circu-
larly polarized second harmonic that rotates clockwise
in the x-y-plane. We use a cos2-pulse envelope with 30
cycles duration (10.9 cycles FWHM in intensity) and ef-
fective potentials taken from Refs. [22] and [23] in the
case of neon and argon, respectively. The latter is known
to provide the most accurate results for argon, although
the Cooper minimum predicted by this potential lies a
3few electron-Volts below its experimentally established
position [18, 24]. The TDSE is propagated using the
pseudo-spectral method described in [25, 26]. The out-
ermost sub-shell of the ground state consists of three
degenerate p orbitals: p+, p− and p0, where the index
indicates the z-component of the orbital angular momen-
tum. Since the p0 orbital has a node in the polarization
plane, its contribution to the harmonic signal is negli-
gible. Therefore the contributions from the p+ and p−
orbitals are summed coherently to obtain harmonic spec-
tra and ratios between neighboring harmonics. For each
orbital, the harmonic signal is obtained from the Fourier-
transformed time-dependent dipole acceleration.
We develop a deeper understanding of the observed ef-
fects by turning to calculations based on the SFA [27],
which was extended to bi-circular driving fields in Ref.
[5]. In order to capture system-specific effects, the pho-
torecombination matrix elements traditionally evaluated
in the plane-wave approximation in the SFA, are replaced
by numerically exact matrix elements based on outgo-
ing scattering waves Ψ(+) of the same model potentials
as used in the TDSE [18, 28]. The application of the
saddle-point approximation [5, 27] leads to a three-step
model consisting of a sequence of ionization, propaga-
tion and recombination [29, 30]. As a consequence of
the combined spatio-temporal symmetries of the system
and the laser field the total induced dipole moment con-
tains contributions of three equivalent electron trajecto-
ries per optical cycle of the fundamental laser field [10].
Harmonics of orders 3q + 1 are polarized as the funda-
mental and harmonics of orders 3q + 2 are polarized as
the second harmonic [5, 31]. Therefore the dipole op-
erator d is projected on the relevant polarization vector
e± = ex± iey. We sum coherently over the contributions
of the two initial atomic orbitals p+ and p− with wave
functions denoted as ψm=1 and ψm=−1 in what follows.
Due to phase-matching conditions for the interaction re-
gion behind the laser focus, only the shortest trajectory
has a significant contribution to the HHG signal. We
have confirmed this statement by a numerical analysis
of the macroscopic signal where we apply the theoretical
methods described in Refs. [32–34] to bi-circular fields.
This leads to the following expression for the harmonic
intensity:
I3q±1 = 9 |P (ks, ts, t′s)|2 (1)
×
∣∣∣∣∣ ∑
m=±1
d±rec,m(v(ks, ts))dion,m(v(ks, t
′
s))
∣∣∣∣∣
2
,
with the complex-valued time of ionization t′s, recombi-
nation ts and momentum ks = −
∫ ts
t′s
dt′′A(t′′)/(ts − t′s).
The velocity of the electron is v(k, t) = k + A(t) with
A(t) = − ∫ tE(t′)dt′. Here and in what follows, we use
atomic units unless otherwise stated. The times of ion-
ization t′s and recombination ts are given as solutions of
the corresponding saddle-point equations
v(ks, t
′
s)
2/2 = − Ip (2)
v(ks, ts)
2/2 =nω − Ip, (3)
with the harmonic order n and the ionization potential
Ip. All factors that are independent of the atomic or-
bitals are collected in the prefactor P (ks, ts, t
′
s). The first
transition matrix element d±rec,m = 〈ψm|e∗± · d|Ψ(+)v(ks,ts)〉
describes the recombination step and the second one
dion,m = 〈v(ks, t′s)|ψm〉 describes the ionization step.
The continuum states in the ionization process (only) are
described as plane waves |v〉 [35, 36]. Electron tunnelling
entirely takes place in imaginary time and results in a
complex velocity v(ks, t
′
s) of the electron at t
′
s. Electron
propagation in the laser field after ionization takes place
in real time and results in the complex-valued velocity
vector v(ks, ts) at ts. The imaginary part of the recom-
bination velocity does not vanish in the adiabatic limit
(Ip → 0). Over the plateau of the harmonic spectrum
the prefactor in Eq. (1) is only weakly energy depen-
dent. Hence it approximately cancels out in the calcu-
lation of intensity ratios between neighboring harmonic
orders and was neglected to obtain the dotted curves in
Fig. 2.
The agreement between the TDSE (full red line in
Fig. 2a) and the experiment is very good in the case of
neon. We note that the intensity ratios between neigh-
boring harmonics strongly depend on the intensity ratio
I(ω)/I(2ω) of the fundamental and its second harmonic.
Remaining discrepancies between experiment and theory
may thus be partially attributed to the limited accuracy
to which I(ω)/I(2ω) in the generation region is known.
In the case of argon, the agreement between the experi-
ment and the TDSE results is also good, especially in the
high-energy region, after a global shift of +6.2 eV has
been applied to the theoretical results. This global shift
is consistent with earlier work [18, 19, 37] and can there-
fore be attributed to limitations of the effective-potential
approach in describing high-harmonic spectra.
The results of the SFA calculations agree well with
those of the TDSE calculations and the experimental
data in the high-energy part of both spectra, but the SFA
systematically over-estimates the intensity ratios at low
photon energies. A detailed analysis suggests that this
discrepancy mainly originates from an overestimation of
the asymmetry of the recombination step, that we at-
tribute to a failure of the saddle-point approximation at
very low kinetic energies.
The contributions of each of the ionization and recom-
bination matrix elements are separately shown in Fig.
3. The panels (a) show the magnitudes of the ioniza-
tion matrix elements, evaluated for the complex veloc-
ities at ionization as a function of the emitted photon
energy. Interestingly, we find that the orbitals represent-
ing electrons co-rotating with the fundamental laser field
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FIG. 3: (color online) a) Amplitudes of the matrix elements
for ionization of p+ and p− orbitals by bi-circular laser fields.
The wavelengths and intensities are the same as those used in
Fig. 2 and are given in the caption of Fig. 1, b) Amplitudes
of the photorecombination matrix elements, c) Amplitudes of
the total induced dipole moments responsible for the emis-
sion of the symmetry-allowed harmonics 3q+1 (magenta) and
3q+2 (blue), d) relative phases of the contributions from p+
and p− orbitals to the results of panels (c).
dominate for low emitted photon energies, whereas the
counter-rotating electrons dominate the contribution at
high photon energies. Similar results have been obtained
in [17]. The exact crossing point of the two curves de-
pends on the intensity ratio of the two components of
the bi-circular field and the ionization potential of the
atom. It shifts to higher photon energies with increasing
relative intensity of the second-harmonic field.
The panels (b) show the magnitudes of the recombina-
tion matrix elements. In the case of neon (left column),
the matrix element describing recombination to the or-
bital co-rotating with the fundamental (p+) under emis-
sion of a photon of co-rotating polarization (e+) domi-
nates (d+rec,+), followed by recombination to the counter-
rotating orbital under emission of a photon of counter-
rotating polarization (d−rec,−). In the case of real-valued
recombination velocities, these matrix elements would
have equal moduli. The imaginary part of the recom-
bination velocities is responsible for the observed differ-
ences between d+rec,+ and d
−
rec,−, which are very large at
low energies in neon. We note that this effect is also
responsible for the deviation of the ratios from unity in
the case of the 1s-shell of helium, that were observed in
[1]. The ratio
∣∣d+rec,+/d−rec,−∣∣ is found to decrease with
increasing relative intensity of the second-harmonic field,
for both Ne and Ar. The smaller amplitudes of the d+rec,−
and d−rec,+ matrix elements are expected because of the
Fano-Bethe propensity rules [9, 38].
In the case of argon (Fig. 3b, right), the dominance
of d+rec,+ and d
−
rec,− over d
+
rec,− and d
−
rec,+ only holds
below 30 eV. The breakdown of the Fano-Bethe propen-
sity rule is caused by the fact that the d+rec,+ and d
−
rec,−
matrix elements go through zero at 46.4 eV. Since these
two matrix elements contain only the contribution of the
d → 3p transition, the zero crossing is a direct conse-
quence of the sign reversal of the d → 3p radial matrix
element at this energy. The d+rec,− and d
−
rec,+ matrix el-
ements, in contrast, additionally contain a contribution
from the s→ 3p transition matrix element, which varies
monotonically with energy and does not change sign. We
note that the argon results in Fig. 3 have not been shifted
in energy, in contrast to the theoretical results shown in
Fig. 2b (see caption).
Figure 3c shows the magnitude of the total induced
dipole moment for the harmonics of orders 3q + 1 (e+-
polarized, magenta) and 3q+2 (e−-polarized, blue) as full
lines. In addition to the amplitude effects shown in panels
(a) and (b), these results are influenced by the relative
phase of the emission from the p+ and p− orbitals, which
is shown in the panels (d). The strong emission of 3q +
1 harmonics at low photon energies in neon originates
from the large magnitude of d+rec,+ on one hand and the
constructive interference between emissions from the p+
and p− orbitals on the other hand, as revealed by panel
(d). Similarly, the much weaker emission of the 3q + 2
harmonics is caused by the small magnitude of d−rec,− and
the destructive interference at low energies. These effects
result in the observed very large values of the intensity
ratio at low energies in neon. We further investigate the
relative importance of the ionization and recombination
matrix elements by setting the ionization matrix elements
to unity. This leads to the dashed curves shown in Fig.
3c. The effect of the unequal ionization amplitudes leads
to a more rapid merging of the two full curves at high
energies in neon.
The much smaller ratios in the case of argon, as com-
pared to neon, and the two-fold inversion of the ratio as
a function of the photon energy also become immediately
5apparent from Fig. 3c. Both inversions are largely un-
changed by the effect of unequal ionization amplitudes.
The higher-lying crossing of the dashed curves occurs ex-
actly at the position where d+rec,+ = d
−
rec,− = 0. The
full lines cross in the immediate vicinity of this point,
which shows that the higher-lying inversion of the inten-
sity ratio in argon lies very close to the position where
the d→ 3p radial matrix element changes sign.
We note that all qualitative observations made in the
case of Ar, i.e. the two-fold inversion of the ratio and the
mentioned dependencies of ionization and recombination
amplitudes on the ratio of the driving fields, have also
been made in the case of Xe (not shown). Our work
thus suggests that the qualitative differences between Ne
and the heavier rare gases originate in the existence of
radial nodes in the np atomic wave functions for n ≥ 3,
which are also the prerequisite for the existence of Cooper
minima [20].
This study marks the beginning of a quantitative un-
derstanding of bi-circular high-harmonic spectra. We
have shown that the intensity ratios of neighboring har-
monic orders are an important observable in BHHS that
is particularly sensitive to the electronic structure of
the target. These ratios were found to be subject to
propensity rules that reflect the angular momentum of
the probed orbital. In particular, strong-field ionization
in BHHS was found to favor orbitals describing electrons
that rotate in the same direction as the fundamental field
(p+) for quantum orbits emitting low photon energies and
the p− orbitals at high photon energies (Fig. 3a). This
result appears to be general, at least for rare gas atoms.
Photorecombination in BHHS was found to preferentially
lead to the emission of circularly-polarized radiation of
the same direction of rotation as the orbital (Fig. 3b).
Our study has additionally highlighted the importance
of interference between high-harmonic emission from p+
and p− orbitals as illustrated in Fig. 3d. Finally, the
ratios also strongly depend on the radial structure of the
orbital wave function through the atom-specific photore-
combination matrix elements. The results summarized
in this letter outline the foundation for the quantitative
interpretation of BHHS, which can now be extended to
molecules [1], to time-dependent electronic wave pack-
ets in neutral molecules [39–41] and to probing sub-cycle
electronic dynamics, such as charge migration [42].
D.B. and H.J.W. acknowledge support from an ERC
starting grant (project no. 307270-ATTOSCOPE) and
the Swiss National Science Foundation (SNSF) through
project no. 200021 159875. S.B. and M.L. acknowledge
support from the Deutsche Forschungsgemeinschaft in
the frame of the Priority Programme Quantum Dynam-
ics in Tailored Intense Fields. S.B. thanks the Studiens-
tiftung des deutschen Volkes for financial support.
∗ D.B. and S.B. contributed equally to this work.
† hwoerner@ethz.ch; www.atto.ethz.ch
[1] D. Baykusheva, M. S. Ahsan, N. Lin, and H. J. Wo¨rner,
Phys. Rev. Lett. 116, 123001 (2016), URL http://link.
aps.org/doi/10.1103/PhysRevLett.116.123001.
[2] H. Eichmann, A. Egbert, S. Nolte, C. Momma,
B. Wellegehausen, W. Becker, S. Long, and J. K. McIver,
Phys. Rev. A 51, R3414 (1995), URL http://link.aps.
org/doi/10.1103/PhysRevA.51.R3414.
[3] S. Long, W. Becker, and J. K. McIver, Phys. Rev. A 52,
2262 (1995), URL http://link.aps.org/doi/10.1103/
PhysRevA.52.2262.
[4] T. Zuo and A. D. Bandrauk, J. Nonlinear Opt. Phys.
Mat. 4, 533 (1995).
[5] D. B. Milosˇevic´, W. Becker, and R. Kopold, Phys. Rev.
A 61, 063403 (2000), URL http://link.aps.org/doi/
10.1103/PhysRevA.61.063403.
[6] A. Fleischer, O. Kfir, T. Diskin, P. Sidorenko, and O. Co-
hen, Nature Photonics 8, 543 (2014), URL http://dx.
doi.org/10.1038/nphoton.2014.108.
[7] T. Fan, P. Grychtol, R. Knut, C. Herna´ndez-Garc´ıa,
D. D. Hickstein, D. Zusin, C. Gentry, F. J. Dollar, C. A.
Mancuso, C. W. Hogle, et al., Proceedings of the National
Academy of Sciences 112, 14206 (2015), URL http:
//www.pnas.org/content/112/46/14206.abstract.
[8] O. Kfir, P. Grychtol, E. Turgut, R. Knut, D. Zusin,
D. Popmintchev, T. Popmintchev, H. Nembach, J. M.
Shaw, A. Fleischer, et al., Nature Photonics 9, 99 (2015),
URL http://dx.doi.org/10.1038/nphoton.2014.293.
[9] L. Mediˇsauskas, J. Wragg, H. van der Hart, and M. Y.
Ivanov, Phys. Rev. Lett. 115, 153001 (2015), URL
http://link.aps.org/doi/10.1103/PhysRevLett.115.
153001.
[10] F. Mauger, A. Bandrauk, and T. Uzer, Journal of Physics
B: Atomic, Molecular and Optical Physics 49, 10LT01
(2016), URL http://stacks.iop.org/0953-4075/49/i=
10/a=10LT01.
[11] D. M. Reich and L. B. Madsen, Phys. Rev. Lett.
117, 133902 (2016), URL http://link.aps.org/doi/
10.1103/PhysRevLett.117.133902.
[12] E. Hasovic´, S. Odzˇak, W. Becker, and D. B. Milosˇevic´,
Molecular Physics pp. 1–8 (2016), ISSN 0026-8976, URL
http://dx.doi.org/10.1080/00268976.2016.1257830.
[13] S. Odzˇak, E. Hasovic´, and D. B. Milosˇevic´, Phys. Rev.
A 94, 033419 (2016), URL https://link.aps.org/doi/
10.1103/PhysRevA.94.033419.
[14] A. D. Bandrauk, F. Mauger, and K.-J. Yuan, Journal of
Physics B: Atomic, Molecular and Optical Physics 49,
23LT01 (2016).
[15] O. Smirnova, Y. Mairesse, and S. Patchkovskii, Journal
of Physics B: Atomic, Molecular and Optical Physics 48,
234005 (2015), ISSN 0953-4075, URL http://stacks.
iop.org/0953-4075/48/i=23/a=234005.
[16] D. B. Milosˇevic´, Phys. Rev. A 93, 051402 (2016),
URL https://link.aps.org/doi/10.1103/PhysRevA.
93.051402.
[17] D. Ayuso, A. Jime´nez-Gala´n, F. Morales, M. Ivanov, and
O. Smirnova, arXiv:1612.01021 (2016).
[18] H. J. Wo¨rner, H. Niikura, J. B. Bertrand, P. B.
Corkum, and D. M. Villeneuve, Phys. Rev. Lett. 102,
103901 (2009), URL http://link.aps.org/abstract/
6PRL/v102/e103901.
[19] A.-T. Le, R. R. Lucchese, S. Tonzani, T. Morishita, and
C. D. Lin, Phys. Rev. A 80, 013401 (2009), URL http:
//link.aps.org/abstract/PRA/v80/e013401.
[20] J. W. Cooper, Phys. Rev. 128, 681 (1962).
[21] K. M. Dorney, J. L. Ellis, C. Hernandez-Garcia, D. D.
Hickstein, C. A. Mancuso, N. Brooks, T. Fan, G. Fan,
D. Zusin, C. Gentry, P. Grychtol, H. C. Kapteyn, and
M. M. Murnane, Physical Review Letters 119, 063201
(2017).
[22] X. M. Tong and C. D. Lin, J. Phys. B 38, 2593 (2005).
[23] H. G. Muller and F. C. Kooiman, Phys. Rev. Lett. 81,
1207 (1998), URL http://link.aps.org/doi/10.1103/
PhysRevLett.81.1207.
[24] J. Higuet, H. Ruf, N. Thire´, R. Cireasa, E. Constant,
E. Cormier, D. Descamps, E. Me´vel, S. Petit, B. Pons,
et al., Phys. Rev. A 83, 053401 (2011), URL https://
link.aps.org/doi/10.1103/PhysRevA.83.053401.
[25] X. Tong and S. Chu, Chemical Physics 217, 119 (1997),
ISSN 0301-0104, URL http://www.sciencedirect.com/
science/article/pii/S0301010497000633.
[26] M. Murakami, O. Korobkin, and M. Horbatsch, Phys.
Rev. A 88, 063419 (2013), URL http://link.aps.org/
doi/10.1103/PhysRevA.88.063419.
[27] M. Lewenstein, P. Balcou, M. Y. Ivanov, A. L’Huillier,
and P. Corkum, Phys. Rev. A 49, 2117 (1994).
[28] T. Morishita, A. T. Le, Z. Chen, and C. D. Lin, Phys.
Rev. Lett. 100, 013903 (2008), URL http://link.aps.
org/doi/10.1103/PhysRevLett.100.013903.
[29] P. B. Corkum, Phys. Rev. Lett. 71, 1994 (1993), URL
http://link.aps.org/doi/10.1103/PhysRevLett.71.
1994.
[30] M. Frolov, N. Manakov, T. Sarantseva, and A. Starace,
J. Phys. B 42, 035601 (2009), URL http://stacks.iop.
org/0953-4075/42/i=3/a=035601.
[31] W. Becker, B. N. Chichkov, and B. Wellegehausen, Phys.
Rev. A 60, 1721 (1999), URL http://link.aps.org/
doi/10.1103/PhysRevA.60.1721.
[32] P. Salieres, T. Ditmire, M. D. Perry, A. L’Huillier, and
M. Lewenstein, Journal of Physics B: Atomic, Molecular
and Optical Physics 29, 4771 (1996).
[33] P. Balcou, P. Salieres, A. L’Huillier, and M. Lewenstein,
Physical Review A 55, 3204 (1997).
[34] M. B. Gaarde, J. L. Tate, and K. J. Schafer, Journal of
Physics B: Atomic, Molecular and Optical Physics 41,
132001 (2008).
[35] A. Perelomov, V. Popov, and M. Terent’ev, JETP p. 924
(1966).
[36] I. Barth and O. Smirnova, Phys. Rev. A 84,
063415 (2011), URL http://link.aps.org/doi/10.
1103/PhysRevA.84.063415.
[37] T. Morishita, A.-T. Le, Z. Chen, and C. D. Lin, Phys.
Rev. Lett. 100, 013903 (pages 4) (2008), URL http://
link.aps.org/abstract/PRL/v100/e013903.
[38] U. Fano, Phys. Rev. A 32, 617 (1985), URL https://
link.aps.org/doi/10.1103/PhysRevA.32.617.
[39] P. M. Kraus, S. B. Zhang, A. Gijsbertsen, R. R. Lucch-
ese, N. Rohringer, and H. J. Wo¨rner, Phys. Rev. Lett.
111, 243005 (2013), URL http://link.aps.org/doi/
10.1103/PhysRevLett.111.243005.
[40] D. Baykusheva, P. M. Kraus, S. B. Zhang, N. Rohringer,
and H. J. Wo¨rner, Faraday Discussions 171, 113 (2014).
[41] S. G. Walt, N. Bhargava Ram, M. Atala, N. I. Shvetsov-
Shilovski, A. von Conta, D. Baykusheva, M. Lein, and
H. J. Wo¨rner, Nat. Comm. 8, 15651 (2017), URL http:
//dx.doi.org/10.1038/ncomms15651.
[42] P. M. Kraus, B. Mignolet, D. Baykusheva, A. Rupenyan,
L. Horny´, E. F. Penka, G. Grassi, O. I. Tolstikhin,
J. Schneider, F. Jensen, et al., Science 350, 790 (2015),
URL http://www.sciencemag.org/content/350/6262/
790.abstract.
