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ABSTRACT
This thesis presents an object-level SLAM system capable of tracking objects
in frame and classifying stationary and moving objects. The system combines
two open-source algorithms, Mask R-CNN and ORB-SLAM. Mask R-CNN
provides instance-level object detection and segmentation, while ORB-SLAM
provides keypoint detection, camera tracking, and local mapping. A typical
SLAM system assumes a static environment and treats dynamic objects in
the scene as outliers. By using object-level information from Mask R-CNN,
we extend the capability to recognize and track dynamic objects. The system
uses only monocular images as input, resulting in numerous potentially low-
cost applications without the need for calibrating multiple sensors or using a
stereo rig. This system gives a mobile agent the capability of understanding
and potentially interacting with its dynamic environment.
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The human visual system is extremely well-suited for dynamic environments,
as the ability to semantically detect moving objects is critical for human
survival. Humans can identify, track, and predict the trajectories of multiple
moving objects even if these objects are camouflaged or become occluded, or
if the viewer himself is in motion. This ability is so fundamental that much
of the neural processing happens in the first layer of the brain.
Such an ability has multiple applications in the field of computer vision
as well, including but not limited to industrial monitoring, robot navigation
and active perception, surveillance, sports analytics, and autonomous driv-
ing. While motion detection and segmentation is much more straightforward
with a stationary camera, in these applications, using a moving camera is
advantageous or even necessary. For example, even if a camera mount is sta-
tionary, a surveillance camera could pan and tilt to follow objects of interest.
A mobile agent capable of motion detection is better able understand and
interact with dynamic environments.
In computer vision, the problem of motion detection and segmentation
involves first performing object-level detection, classification, and segmen-
tation. If there are multiple objects of interest, each object must also be
tracked across frames. Complications can arise if the objects are similar in
appearance and especially if they cross paths and occlude each other. From
here, each object must then be further classified as either static or dynamic.
In the case of a dynamic camera, it is important to estimate egomotion, or
the motion of the viewing camera, to determine whether changes from frame
to frame are due to object motion, camera motion, or both.
In this work, we focus on a monocular camera input. While stereo and
RGB-D inputs provide additional information, a monocular setup is simpler
to set up and more ubiquitously used; the aforementioned applications of
surveillance cameras and satellite imagery tend to be monocular inputs, for
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example. A monocular camera is also cheaper and easier to implement on
drones and autonomous robots. With the advent of convolutional neural
networks (CNNs) able to perform inference on monocular images, and the
increasingly ubiquitous use of graphical processing units (GPUs), the task
of motion detection and segmentation on a moving camera becomes possible
from a monocular camera.
This thesis presents a system that couples the outputs of an instance level
object segmentation CNN with a simultaneous localization and mapping
(SLAM) system. The CNN provides pixel level masks of distinct objects
as well as an object class label, while the SLAM system detects keypoints
and matches them across frames while also estimating the camera pose at
each frame, allowing the system to disentangle camera motion from object
motion. This approach leverages the advantages of both a sparse (keypoint
based) and dense (pixel-wise) image representation. On one hand, keypoints
can be detected cheaply and quickly, and keypoint descriptors lend an easy
format to compare and match objects. On the other hand, a pixel-wise repre-
sentation gives us a fuller understanding of where an object starts and ends,
and even what pose it may be in. To this end, we combine two popular
open-source algorithms, Mask R-CNN and ORB-SLAM. The end result is
a pipeline capable of performing SLAM online on monocular images while
incorporating object-level understanding and motion segmentation.
Choosing a SLAM based system also gives flexibility in the potential ap-
plications of this method. It can be used to detect moving objects offline,
for example from satellite imagery or surveillance video, where the satellites
and surveillance cameras themselves do not need to interact with the envi-
ronment. But it can also be used to inform robots and autonomous agents so
that they can navigate around or actively engage with moving objects in the
world. We demonstrate this system on two datasets: the KITTI Tracking
dataset, containing video sequences of a car navigating urban streets, and
the VisDrone single object tracking dataset, containing video sequences shot
from an aerial drone observing a diverse set of dynamic environments.
This thesis is organized as follows. First, Chapter 2 presents related work in
the field of moving object detection from a moving camera. Chapter 3 gives
an overview of the system’s pipeline. It also provides background on the
open-source software used, an explanation of why specific tools were chosen,
and a description of how those tools were used in the context of this thesis.
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The contributions of this thesis are explained in detail in Chapters 4 and 5.
The experimental setup, datasets, and results are described in Chapter 6.




Prior work in the area of of moving object detection can be differentiated
between those assuming a static camera and those that compensate for a dy-
namic camera. While the bulk of early work is concentrated on static camera
input, this section focuses on giving an overview of non-static camera meth-
ods. With a non-static camera, modeling the background is more challenging
as it is crucial to distinguish whether frame to frame changes in pixel values
are due to a dynamic object of interest or the camera’s own motion.
This chapter divides related work into three subcategories. First, a dis-
tinction is drawn between methods that use sparse keypoint representations
of images to understand and describe objects, and methods that use dense
pixel-wise information and analyze pixel intensities across the entire image.
A separate category is introduced to discuss methods that are built on a
SLAM pipeline, such as this one. The third category contains both sparse
and dense object detection methods.
2.1 Sparse Methods
Sparse methods use keypoints, or feature points, that are representative of the
scene, and can be used to distinguish objects from the background. Sparse
representations have the advantage of being class-agnostic, as prior informa-
tion about object classes in the video sequence is not necessary, and typically
being cheaper to operate on. Generally, system pipelines involve detecting
keypoints, correlating them across frames and, when applicable, in image
pairs, and then enforcing geometric constraints to separate background and
foreground.
For example, Lenz et al. [1] detect keypoints in stereo images and associate
them in a graph-like structure using Delaunay triangulation. Further, a
4
Gaussian neural network is utilized to track detected objects. In terms of
monocular systems, Setyawan et al. [2] use a Harris corner detector to detect
keypoints, then perform a perspective transformation to see how keypoints
have moved across frames.
2.2 Dense Methods
The rise of more powerful computing has made dense methods more tractable.
Dense methods use pixel-wise values across the entire image instead of isolat-
ing specific keypoints, and thus can yield more semantically representative
information. In particular, CNNs can generate feature vectors that represent
an entire image in latent space. This can lead to a deeper or more accurate
description of objects in terms of their class, bounding box, or even semantic
mask indicating which pixels belong to an object.
Bideau and Learned-Miller [3] estimate optical flow vectors for each pixel.
They then calculate the conditional flow angle likelihood for each pixel, or
the probability that the pixel’s flow vector corresponds to the estimation flow
from egomotion. Zhang et al. [4] use a pre-trained CNN that is adapted to
specific videos to perform multi-object tracking. The output of the CNN
also gives a descriptive feature vector for detected objects, and the distances
between feature vectors are used to link objects across frames. Another area
transfers the technique of background subtraction, which is a staple of moving
object detection from static cameras, to moving camera situations. Babaee
et al. [5] contribute a CNN that can handle various scenes and perform back-
ground subtraction from moving camera input.
2.3 SLAM-based Methods
The SLAM problem involves a mobile robot in an unknown environment
that must simultaneously generate a map and compute its location within
the map. This is often described as a chicken-and-egg problem because a
map is typically assumed necessary to localize oneself, but location relative
to known markers in the environment is also necessary to generate a map.
As various techniques to solve the SLAM problem were developed, static
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environments were used to build the map while any dynamic objects were
treated as outliers and their measurements discarded. Of late, there has been
a growing interest to also detect and track moving objects while performing
self-localization and environment mapping.
One early technique is introduced by Kundu et al. [6]. In this work,
Kanade-Lucas-Tomasi (KLT) features are extracted, and epipolar constraints
are used to determine whether features belong to static or dynamic objects.
However, instead of using SLAM, robot odometry is used to supply egomo-
tion information. Zou and Tan propose CoSLAM [7], which also uses KLT
features. Uniquely, CoSLAM uses a multiple camera SLAM setup, and points
are classified as static or dynamic by performing triangulation between cam-
eras and checking for consistencies. In a similar vein, Wang et al. [8] extract
feature points and search for outliers of epipolar constraints to detect and la-
bel moving objects. However, they use a RGB-D camera, with the clustered
depth image supplying semantic information.
The increasing ubiquity of GPUs is giving rise to methods that use CNNs
to extract dense semantic information from RGB-D or monocular inputs,
giving object-level understanding while eschewing keypoint extraction. An
example of this is Co-Fusion [9], which is built on the ElasticFusion [10]
RGB-D SLAM framework, but adds in a conditional random field (CRF) to
provide semantic information. Co-Fusion registers and tracks all active mod-
els. The same authors later introduced MaskFusion [11], which replaces the
CRF with Mask R-CNN. Similarly, MID-Fusion takes in RGB-D input and
uses Mask R-CNN to provide semantic information in a SLAM framework.
While Co-Fusion and MaskFusion both represent objects in terms of surfels,
MID-Fusion uses voxels, providing volumetric information. DynSLAM [12]
takes the additional step of calculating scene flow and visual odometry, pro-
viding the ability to also estimate the motion of tracked 3D objects, then
reconstructs all objects in the scene in 3D at every frame. DynSLAM takes
in monocular input, but requires a pre-processing step to estimate the depth
map by using a CNN, DispNet [13]. While these techniques are very power-
ful, the necessity of additional depth information makes them less flexible in
terms of possible applications.
In a work similar to this thesis, Cui and Ma [14] also apply semantic infor-
mation from a CNN, SegNet [15], to augment the performance of ORB-SLAM
in the presence of dynamic environments. They couple semantic optical flow
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information from SegNet and multiple view geometry from ORB-SLAM to
more accurately detect moving objects. However, this work is more con-
cerned with improving the baseline performance of ORB-SLAM, and does




Figure 3.1: Pipeline showing the flow of information between the main
modules of the system.
The pipeline of the system presented in this thesis is illustrated in Fig. 3.1.
At the core, each monocular frame is processed in parallel by Mask R-CNN
and ORB-SLAM. Mask R-CNN is used to perform semantic segmentation. It
detects objects of interest whose classes are known given the specific dataset
or use-case. Then, for each detected object, it outputs a segmentation mask,
which classifies each pixel as belonging to either a specific object or the
background.
Meanwhile, ORB-SLAM detects ORB keypoints in each frame and uses
them to perform egomotion tracking, mapping, and loop closure. In the
tracking thread, we couple the segmentation masks that are outputted by
Mask R-CNN with the ORB keypoints that are outputted by ORB-SLAM.
The masks inform the system of objects that are potentially dynamic, and the
keypoints along with the mask locations are used to greedily associate object
masks across frames so that each detected object can be frame. Finally,
based on the movement of keypoints in each tracked object relative to ORB-




Mask R-CNN is a state of the art object detection and instance segmentation
CNN. It is built on the authors’ previous work, Faster R-CNN, which is a
CNN that only performs object detection. The first part of the Faster R-CNN
architecture is a CNN called the Region Proposal Network (RPN), which
takes an image as input and outputs a set of rectangular boxes that have a
high probability of containing an object. Each region of interest (RoI) is also
associated with an “objectness” score, which measures how close the features
in that region are to object classes as compared to the image background. The
system then extracts feature vectors from each proposed RoI, which are used
by a second neural to perform bounding box regression and classification.
The overall output of the Faster R-CNN section are bounding boxes for each
detected object, class labels corresponding to each object, and percentages
indicating the confidence that the bounding box does contain an object of
interest.
Mask R-CNN extends this by adding a mask head which outputs a binary
mask for each object. Essentially, another individual CNN is applied to the
feature vectors of each RoI. This CNN outputs a binary label for every single
pixel in the RoI, classifying it as either foreground or background. Thus, we
have three outputs for each detected object: a bounding box, a segmentation
mask, and a class label.
This thesis uses the Matterport implementation of Mask R-CNN which
is built on a backbone of the Feature Pyramid Network and ResNet101. It
is pre-trained on the MS COCO dataset, which contains 80 object classes.
These classes include potentially dynamic objects that would be useful to
an autonomous vehicle, including cars, trucks, bikes, and people. They also
include objects that might be found indoors and be manipulated by people
or a robot, such as utensils, food, and computer equipment.
Having pixel-wise semantic information is crucial to our object association
approach, because it more accurately allows us to identify keypoint-to-object
associations. In many cases, occlusion causes the bounding boxes of two or
more objects to nearly overlap. Operating on bounding boxes alone would
not give the information that detected keypoints lie on the object closest to
the camera that is causing the occlusion. This could lead to false associations
of objects between frames and thus inaccurate tracking. Another critical ad-
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(a) Input image
(b) Mask R-CNN output masks overlayed on detected images
Figure 3.2: Mask R-CNN is capable of semantically distinguishing objects
of the same class, even if they are overlapping and cause partial occlusion of
each other. This is integral in being able to identify and track distinct
objects.
vantage of Mask R-CNN is that it provides instance aware segmentation,
meaning that individual objects of the same object class are distinctly iden-
tified. Without this, overlapping objects of the same class, for example cars
parked on the side of the road, can be separated rather than treated as an
amorphous shape, as seen in Fig. 3.2.
3.2 ORB-SLAM
ORB-SLAM is a state-of-the-art monocular SLAM system that operates on
a sparse keypoint representation of images. These keypoints are used holisti-
cally throughout the egomotion tracking, mapping, and loop closure threads.
The system selects keyframes out of all individual frames which can be used
to represent the overall image sequence. These keyframes are stored in a cov-
isibility graph, where each keyframe is a node and edges are formed between
two nodes based on the number of keypoints visible from both keyframes.
ORB-SLAM uses and is named after ORB (Oriented FAST and Rotated
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BRIEF) keypoints [16]. FAST corner keypoints are detected at each level of
an image scale pyramid, and are then described with a BRIEF descriptor,
which is a bit string descriptor. Because BRIEF descriptors are binary, this
makes keypoint comparison and matching a very cheap and fast operation.
The first stage of the SLAM system is to attempt a map initialization
between the current frame Fc and an earlier reference frame Fr. The system
computes both a homography Hcr and a fundamental matrix F cr according
to:
xc = Hcrxc, xcF crxr = 0. (3.1)
Homography is computed using the direct linear transformation (DLT) algo-
rithm and is used if the scene is planar. Otherwise, the fundamental matrix
is used, which is computed using the 8-point algorithm.
Tracking is performed using motion only bundle adjustment (BA) with a
constant velocity motion model to estimate the camera pose at each frame.
The pose at a given frame is calculated with respect to the most similar
reference keyframe by searching for keypoint matches, then using BA. When
the pose is estimated, the keypoints stored in the map, or map points, are
projected from world coordinates into the current frame to search for map
point correspondences and further optimize the pose.
ORB-SLAM is well-suited for the work of this thesis because it provides
an accurate estimation of camera pose for every frame, allow us to disen-
tangle egomotion from the motion of objects within frame. Moreover, the
sparse representation using ORB keypoints allows us to quickly and more
accurately associate object masks with each other. Relying on metrics such
as mask intersection over union and object centroid distance alone are not
adequate because of occlusion and the effects of parallax on object location.
Keypoint matching is implicit within the ORB-SLAM framework and gives




A core step in the pipeline of moving object classification is tracking objects
of interest between frames. This involves a data association of the objects
identified by Mask R-CNN. One of the main difficulties associated with ob-
ject tracking is that the same objects are not guaranteed to be present in
all frames. In some cases, Mask R-CNN may miss detections due to light-
ing changes or occlusion. In other cases, motion of dynamic objects or the
camera’s egomotion may cause objects to vanish or appear off the edges of
the frame. This prohibits a global assignment problem that could be solved
using the Hungarian algorithm, for example.
Instead, we use a Kalman filter based multi-object tracking system, using
the Kalman filter to predict an object’s location in the next frame, then
using gating to decompose the assignment problem and prevent spurious
associations. Data association is performed using two metrics: the centroid of
the object mask outputted by Mask R-CNN, and any ORB-SLAM keypoints
that are located on the mask. A tracklet is initiated for each Mask R-CNN
detected objected which uses a constant velocity Kalman filter to track the
object centroid. The tracklets are stored in an ordered map, and tracklets
are deleted when they are reported missing for a predetermined number of
frames.
4.1 Centroid Calculation
First, we calculate the centroid of each mask. For image I, the moment of








where I(u, v) represents the image intensity at the pixel coordinate (u, v).










The mask output of Mask R-CNN is a single channel 8-bit image. Any
pixels corresponding to the background have value 0, whereas any pixels cor-
responding to a foreground object have a value equal to the object’s mask ID.
Mask ID’s are incrementally numbered starting from 1 in order of the CNN’s
confidence in the detection and segmentation of the object. To perform the
centroid calculation described, the individual mask of each object is isolated
into a true binary image with pixels of the object set to value 1; and all other
pixels, including pixels of other objects, set to value 0.
4.2 Kalman Filter Setup
A Kalman filter is used to track the motion of object centroids between frames
and simplify the data association step. In this subsection, the following
variables are used to represent the vectors and matrices of the Kalman filter.
• x — state vector
• P — state covariance matrix
• F — forward dynamic matrix
• H — observation matrix
• Q — covariance matrix associated with forward dynamic model
• R — covariance matrix associated with observation model
• K — Kalman gain matrix
• t — the index of the current frame
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Figure 4.1: The pipeline for the object tracking module.
The Kalman filter contains four states, representing the centroid coordinates
and velocity in pixel space. Because the intermittent time between frames
is small - 1/30 seconds for the VisDrone dataset and 1/10 seconds for the
KITTI dataset - the motion model can be simplified reasonably well into
a constant-velocity model. Additionally, we set the centroid coordinates as
observed variables and the centroid velocity as hidden variables. Thus, the
Kalman filter has the following representation.
x =
[





1 0 1 0
0 1 0 1
0 0 1 0




1 0 0 0
0 1 0 0
]
. (4.6)
The covariance matrices associated with the dynamic and observation mod-
els, Q and R, respectively, are tuned according to the specific dataset. We
assume that the process and observation noise are not time-dependent; thus,
Q and R also have no dependencies on time. Lastly, the state covariance
matrix, P , is initialized as a 4× 4 zero matrix.
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4.3 Kalman Filtering and Data Association
This subsection describes how Kalman filtering is used within the data asso-
ciation step for object tracking. The pipeline of this module is displayed in
Fig. 4.1.
If there are no existing object tracklets from previous frames, or if frame
t = 0, a tracklet is initialized for each detected object. The Kalman filter is
initialized with (u, v) set as the detected centroid’s pixel coordinates and the
velocity initialized to zero.
For each existing tracklet in frame t − 1, the Kalman prediction step is
first carried out to predict where the object centroid will be located in the
subsequent frame. Define x̂ to be the prediction of the true underlying state
vector, x; the subscript t − 1 | t − 1 to refer to variables from the previous
frame; the subscript t | t−1 to refer to prediction variables; and the subscript
t | t to refer to fully updated variables in the current frame. According to
standard Kalman filter equations the state vector and covariance matrix are
predicted as follows.
x̂t|t−1 = F x̂t−1|t−1, (4.7)
P t|t−1 = FP t−1|t−1F
T + Q. (4.8)
We then perform object detection in the new frame t. The N tracklets
from frame t− 1 and must now be associated with the M object detections
from frame t. However, there is no guarantee that N = M because of possi-
ble occlusions, missed or false detections, or objects entering or leaving the
frame. Moreover, even if N = M , there is no guarantee that all N tracklets
correspond to all M new detections due to the aforementioned possibilities.
Thus, performing global assignment by minimizing some cost function is not
desirable. Instead, the global problem is decomposed into N local problems
by gating around each centroid’s predicted location.
The Kalman filter prediction step in Eq. 4.7 essentially propagates a cen-
troid forward in the direction that it had been previously moving. This
enables us to shrink the gating region while including the true detected cen-
troid in the gate, reducing the possibility of performing false associations.
After the prediction step, we perform gating around each predicted cen-
troid location. Only newly detected objects located within the gate are
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viable candidates for object association. Gating can be performed in one of
two ways. The simpler approach is to simply gate in a circular region of a
predetermined radius; a radius of 50 pixels was found to perform well on both
the KITTI and VisDrone datasets, allowing the system to eliminate spuri-
ous matches while accounting for the shortcomings of the Kalman filter’s
simplistic constant velocity model. A more sophisticated approach is to use
the Kalman state covariance, P t|t−1. We can use the 2D uncertainty ellipse
generated by the upper left corner of the covariance matrix, P 1:2,1:2. In ex-
perimentation, it was found that a covariance ellipse scaled to four standard
deviations performed well.
Candidate detections within the gate are assessed according to the Eu-
clidean distance in pixel space between predicted centroids and detected
centroids, and according to object keypoint matching. If a candidate object
registers a majority number of keypoint matches with an existing tracked
object, a constant value is subtracted from its association cost. Because
keypoint matching is based on BRIEF descriptors, as described in Sec. 3.2,
this gives metric of object similarity that is freely available within the ORB-
SLAM system and does not require additional computation.
The candidate object with the lowest cost, based on centroid distance and
keypoint matching, is associated to an existing object. When an associated
is made, that tracklet’s Kalman filter is updated with the new centroid ob-
servation according to standard Kalman filter equations.




x̂t|t = x̂t|t−1 + K(zt −Hx̂t|t−1), (4.10)
P t|t = (I −KtH)P t|t−1. (4.11)
If a newly detected object has no associations, a new tracklet is generated.
Conversely, if an existing tracklet is not associated with any newly detected
objects, it is marked as missing in that frame. Once a tracklet is marked as
missing for a certain number of consecutive frames, it is deleted and that ob-
ject no longer continues to be tracked. In experimentation, it was found that
10 maximum missing frames for the VisDrone dataset and 5 for the KITTI





Objects that are identified and tracked are then labeled as either moving or
stationary. By leveraging the intermediary outputs of the object tracking
module and ORB-SLAM itself, we can avoid using more expensive tools
such as neural nets or pixel-wise optical flow. In this thesis, we present and
compare two approaches to moving object classification. The first method
is conducted entirely in the 2D image plane. The 2D trace of each object
centroid and is compared to traces of background map points, which are
assumed to be static. Traces which appear to be outliers are labeled as
belonging to moving objects. The second method uses multi-view geometry
and uses 3D world coordinates.
5.1 Trace Comparison Classification
The trace of a point represents the apparent motion of a point throughout
the 2D image plane. More formally, it is a sequence that contains the history
of the point’s pixel coordinates across time. For each frame that the point
appears in, the position of the point at frame i is recorded in pixel coordinates
as pi = (ui, vi). The trace at frame i is then defined as T = 〈p0, p1, . . . , pi〉. To
ensure that the trace only captures recent information, traces are windowed
with length L, giving T = 〈pi−L, pi−L+1, . . . , pi〉. For objects, we choose to
record the trace of the object centroid, since this computation is already
made in the object tracking module. Fig. 5.1 shows an example of a length
20 trace. The centroid trace is used to determine whether the object is
stationary or moving.
In the case of a stationary camera, any dynamic object will have a non-
trivial trace, while a stationary object will have no trace. However, for a
moving camera, changes in camera perspective will cause stationary objects
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Figure 5.1: The trace of a vehicle over twenty subsequent frames is shown
in blue. The current centroid location is marked with a large blue square.
The locations of the centroid in the previous nineteen frames are marked
with small blue circles. The image has been converted to grayscale for
easier viewing.
and the background to move in the image frame as well. To account for this,
in addition to recording the trace for every detected object, we also record
the trace for every map point detected by ORB-SLAM itself.
A map point is an image feature that is used in the SLAM mapping
thread. Map points constitute features that have high-fidelity matches be-
tween frames, and usually have the advantage of appearing in multiple frames.
Moreover, ORB-SLAM naturally computes and stores the 3D position in
world coordinates of each map point at every frame, and uses triangulation
to localize the agent within the map. Thus, we can reasonably say that map
points typically belong to stationary objects comprising the background, and
we can compare the traces of object centroids to the traces of map points
with the expectation that a stationary object’s trace will appear very similar
to that of the map points, while a moving object’s trace will differ. To further
improve the accuracy of the trace comparison, any map points which lie on
object masks, stationary or not, are not factored into the comparison.
Each object trace is compared against the five map points that are closest
in pixel space. To be factored into the calculation, we require that the trace of
the map point has length greater than 2; that is, the map point has appeared
in two or more of the previous frames. These five map points then cast a
vote based on whether the object is in motion or whether it is stationary.
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Figure 5.2: A toy example demonstrating θCO, or the angle from the center
of the image to the object, and θOn , the angle at the nth position of the
trace. In this figure, the target object is a light blue shape, and its trace is
represented by a dark blue curve. The center of the image is denoted with a
black dot.
5.1.1 Trace Calculations
Intuitively, we can expect the trace of a dynamic object to differ from that
of a static object in two main ways, depending on the motion of the object
relative to the camera egomotion. If the motion of an object is transverse
to the camera motion, then its trace will have a different angle from any
background map point traces. On the other hand, if the motion is parallel
to the camera motion, the trace will have the same angle. Instead, its length
will be different: if the object is moving against the camera motion, the trace
will appear longer; if the object is moving with the camera motion, the trace
will appear shorter. Taking this into consideration, each map point casts a
vote based on a comparison of the angles and of the length of a trace.
We calculate the angle at every position in the trace. For the nth position






The same angle calculations for θMn are made for each map point trace.
The next parameter to compare is the length of the trace at position n.
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For each position pn in the object trace, we simply measure the Euclidean
distance from the object centroid to pi. The length of the object trace at
position n, lOn , is calculated as
lOn =
√
(un − ui)2 + (vn − vi)2. (5.2)
Lastly, we take into account the polar coordinates of the object or map
point in the image itself by calculating the angle from the image center to
the object or map point. We define θCO as the angle from the image center
to the object. For example, given an image of dimensions H ×W and an





This same calculation is made for θMO, the angle from the image center to a
map point. A toy example showcasing θCO and θOn is shown in Fig. 5.2.
In summary, for every object, we calculate the angle from image center to
object centroid. θCO. And for every position pn in the trace of the object,
we calculate the angle, θOn , and the length, lOn . These same calculations are
made for each of the five map points closest to each object.
5.1.2 Voting System
For each object detected by the system, the five closest map points are se-
lected. The object traces are compared with the map point traces to de-
termine whether the object is moving or stationary. Each map point trace
submits a vote between −1 for a moving object and +1 for a stationary ob-
ject. The five votes are aggregated and if the total is negative, the object is
determined moving; otherwise, it is determined stationary.
Suppose we are comparing an object trace, TO, with a map point trace, TM .
The traces are checked for similarity at every corresponding position along
the trace by comparing both angle and length. Each of these individual
comparisons is factored into the overall vote of the map point trace. If one
of TO or TM is a shorter sequence than the other, only the minimum number
of positions is considered.
First, we compare the trace position angles at the nth position by calcu-
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Figure 5.3: A comparison of two types of camera movement from two
different KITTI sequences. Map points are shown as green squares with
their traces as green lines; object centroids are denoted by a colored square
with traces as lines of the corresponding color. In the upper frame, the
camera translation is mostly lateral as the driving car rounds a corner. In
the bottom frame, the camera translation is forward.
lating a residual angle, θrn . The calculation of θrn takes into account the
angles from center, θCO and θCM , since a difference in polar position can
lead to a difference in trace angle, even between to stationary objects. For
camera panning or lateral translational egomotion, traces of static objects
will display the same angle regardless of where they are in the image. This
can be seen in the upper frame of Fig. 5.3, where both map point and object
traces are horizontal. But in the case of zooming or forward translation,
traces essentially radiate inward or outward from the center of the frame;
thus, the angle is related to the polar position of the point. This can be seen
in the lower frame of Fig. 5.3, where traces radiate outward.
A residual angle, θrn is calculated for each position in the trace. Let the
difference in angles from image center be defined as δθC = θMC−θOC . Let the
difference in object and map point position angles at position n be defined as
δθn = θMn−θOn . As shown in Fig. 5.4, there is a region between 0 radians and
δθC . If δθn lies within this region, the residual angle is set to 0. Otherwise,
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Figure 5.4: Calculation of residual angles. If δθn lies in the gray region,
that is, it is between 0 and δθC , then the resulting residual, θrn , is set to 0.
However, if δθn lies outside the gray region, then the residual angle is set to
be the distance in radians to the gray region.
the residual is the distance from the boundary. More formally, if δθC > 0,
θrn =

δθn − δθC if δθn > δθC
0 if 0 ≤ δθn ≤ δθC
|δθn| otherwise
. (5.4)
If δθC < 0,
θrn =

δθn if δθn > 0
0 if δθC ≤ δθn ≤ 0
δθC − δθn otherwise
. (5.5)
Next, we compare the trace length at the nth position by taking the ratio
between the object trace length, lOn , and the map point trace length, lMn .




Taking the log of the ratio ensures that a smaller value corresponds to a
more similar length while a larger value corresponds to a greater discrepancy,
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while taking the absolute value ensures that only the discrepancy is taken
into account, not which trace is longer or shorter.
Now that residual terms in both angle and length have been computed,
the nth comparison of the two traces contributes to the vote. Let voten be
the vote cast by this particular comparison, computed as follows:
voten =
−1 if θrn > τθ or θrn < 2π − τθmax(−1, 1− lrn) otherwise . (5.7)
In other words, if the residual angle is larger than some threshold τr, the
object is judged to be moving. If the residual angle is small, a soft decision is
made based on the length residual; a small residual leads to a vote towards
stationary while a large residual leads to a vote towards moving. τr is heuris-
tically determined. In experimentation, a value of τr = .209 rad was used,
or about 12◦. The final vote of the map point is the average of all individual







This vote will be a value between −1 for a moving object and +1 for a
stationary object, with the magnitude reflecting the confidence in the vote.
All five votes are aggregated to determine whether the object is stationary
or dynamic.
5.2 Epipolar Geometry Classification
Another method of determining whether an object is moving or stationary is
to check whether its features satisfy epipolar geometric constraints between
frames. Let X be a stationary world point in 3D space that is viewed from
two cameras. This results in image points x1 in image I1, corresponding to
the first camera, and x2 in image I2, corresponding to the second. The world
point, image points, and camera centers C1 and C2 will all be co-planar and
lie on plane π. This relationship is depicted in Fig. 5.5a, taken from [17].
The intersection of plane π with the image planes I1 and I2 leads to the
epipolar lines L1 and L2, respectively. If x1 and x2 are indeed image points
23
(a) (b)
Figure 5.5: A depiction of epipolar geometry. A world point, X, is viewed
by two cameras, centered at C1 and C2. In (a), we see that world point X
and image points x1 and x2 lie on epipolar plane π. In (b), we see that
image point x1 backprojects to a ray defined by C1 and x1. The ray is
imaged as epipolar line L2 in image 2. Thus, the second image point x2
must lie somewhere on L2.
of the same world point, then they are governed by the epipolar constraint.
That is, given x1, we know that x2 must lie on the epipolar line L2, and vice
versa. For a point x1 in image 1, the corresponding epipolar line in image 2
is defined by
L2 = Fx1. (5.9)
Similarly, for a point x2 in image 2, the corresponding epipolar line in image
1 is defined by
L1 = F
Tx2. (5.10)
The epipolar line relationship is depicted in Fig 5.5b, taken from [17].
The fundamental matrix, F is a 3 × 3, rank-2 matrix which encapsulates
this geometric relationship. Image points of the same static world point must
satisfy the equation
xT2Fx1 = 0. (5.11)
The fundamental matrix is estimated using the normalized 8-point algo-
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 ,
Eq. 5.11 can be rewritten as
u2u1f11 +u2v1f12 +u2f13 + v2u1f21 + v2v1f22 + v2f23 +u1f31 + v1f32 +f33 = 0,
(5.12)
which can further be rewritten as a dot product,
[














While F has nine unknown elements, the fundamental matrix is defined only
up to an unknown scale, reducing the degrees of freedom to eight. Thus,
with at least eight point correspondences, a system of linear equations can
be solved to find F . The normalizations described in [18] are also applied
for better results.
The normalized eight point algorithm is applied within a random sample
consensus, or RANSAC, scheme to improve performance in the presence of
outliers. Outliers can occur due to improper keypoint matching within the
ORB-SLAM system, or matching of dynamic features which would violate
epipolar constraints. The RANSAC algorithm works by randomly selecting
a sample of eight point correspondences and using this sample to estimate
the model: in this case, the fundamental matrix F . Then, the epipolar
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constraint in Eq. 5.11 is applied to the entire set of point correspondences,
and all point correspondences which satisfy the constraint are counted as
inliers. This process is repeated for a large number of iterations, and finally
the model that yields the highest number of inliers is chosen.
First, the ORB-SLAM system matches keypoints between current frame
i and previous frame i − 1. Once F is estimated through RANSAC, each
matched feature is marked as dynamic or static through the method described
in [14] using the epipolar line constraints. For each matched keypoint in
frame i − 1, the corresponding epipolar line is calculated in frame i using
the fundamental matrix. As in [14], if the keypoint in frame i lies more than
one pixel away from its corresponding epipolar line, then it is deemed an
outlier. Object masks containing a majority number of outlier keypoints are




For this thesis, the system was tested on two datasets, the KITTI multi
object tracking dataset and the VisDrone single object tracking dataset. In
the KITTI dataset, the primary objects of interest are cars and pedestrians.
The VisDrone dataset includes cars buses, people, and animals. However,
this system uses a Mask R-CNN model for object detection and segmentation
that is trained to detect people, bicycles, cars, motorcycles, buses, and boats.
The KITTI dataset contains 21 training sequences of 1242 × 375 RGB
stereo images. Since our system requires only monocular image inputs, only
the left images are used. All images are taken from a stereo camera rig
mounted on the front of a vehicle traversing an urban or suburban environ-
ment. The objects of interest are either vehicles sharing the road, pedestrians,
or parked vehicles. Typically, the moving object classification task distin-
guishes between driving vehicles and parked vehicles, or between pedestrians
walking and pedestrians waiting at an intersection.
The VisDrone dataset contains 86 training sequences of 1344 × 756 RGB
monocular images. These images are taken from a camera mounted on an
aerial drone that is surveying a scene from above. By contrast, the scenes
in the VisDrone dataset are much more diverse. They include the aerial
view of parks, roadways, and pedestrian promenades, among others; thus,
the classification task is less straightforward.
This section qualitatively examines the results on various sequences from
both datasets. First, we look at the intermediate object tracking results.
Then, the results from the object classification system are discussed.
Fig. 6.1 shows some shortcomings in the system’s reliance on Mask R-
CNN, and some ways that the system is able to compensate. In this series
of five consecutive frames, a total of six distinct objects are detected and
tracked: two parked bicycles, a cyclist and his bicycle, a pedestrian, and a
van. The centroids of the detected objects are denoted with colored squares,
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Figure 6.1: Tracking results on five consecutive frames from KITTI
sequence 0000. Centroids of detected objects are marked by colored squares,
while the traces of the corresponding objects are shown in the same color.
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Figure 6.2: Tracking results on three out of four consecutive frames from
KITTI sequence 0003. Centroids of detected objects are marked by colored
squares, while the traces of the corresponding objects are shown in the
same color.
and while the traces of the corresponding objects are shown in the same
color. As can be seen, the van is a missed detection in the second, third,
and fourth frames, but because the system does not delete a tracklet for a
certain number of missed frames, the tracking system picks up the van again
in the fifth frame and correctly performs object association. Another flaw is
seen with the pedestrian who is exiting the frame. In the first three frames,
the tracking system tracks the pedestrian upwards and to the right, and the
Kalman filter predicts that the trajectory of the centroid will continue in that
direction. However, as the pedestrian nearly exits the frame, Mask R-CNN
detects only the pedestrian’s leg, which significantly shifts the centroid in a
way that the Kalman filter does not predict. This leads to an incorrect new
tracklet creation. In fact, this phenomenon was witnessed multiple times
with objects entering or exiting the frame. All other objects in the scene are
properly tracked.
Fig. 6.2 shows three out of four images in KITTI sequence 0003 (the third
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(a) VisDrone sequence 14 (b) VisDrone sequence 16
(c) VisDrone sequence 84 (d) VisDrone sequence 170
Figure 6.3: Example tracking results from various VisDrone sequences. The
types of scenes are much more diverse than in KITTI, and there tends to be
a higher density of objects.
image is omitted for brevity). This series demonstrates the system’s ability
to track objects through occlusion. A total of three distinct objects are
detected: one car in the foreground, and two parked cars in the background,
with one false detection. The car tracked by the orange tracklet is partially
occluded by a tree in two frames, but when it emerges from behind the tree,
the system correctly performs data association. Mask R-CNN even gives a
false detection in the second image, which is shown in red, but the system
correctly associates the car with the orange tracklet and eventually the red
tracklet is discarded. Of note, the car tracked by the green tracklet also is
tracked through occlusion as can be seen in the second image, but there is a
missed detection in the final image. The car with the blue tracklet is properly
tracked through all frames.
Fig. 6.3 shows example tracking results from the VisDrone dataset. It is
immediately clear that VisDrone contains a much more varied set of scenes
than KITTI, including in these examples a pedestrian promenade, a basket-
ball court, and an aerial view of a street. The high density of objects com-
bined with the aerial view lowers the recall rate of Mask R-CNN, especially as
seen in Fig. 6.3d, where few objects are detected and tracked. Performance
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(a) KITTI sequence 0000 (b) KITTI sequence 0001
(c) KITTI sequence 0002 (d) kitti0003
Figure 6.4: Example classification results from various KITTI sequences.
Moving objects are highlighted in red; stationary objects are highlighted in
blue; objects where the system is unsure, usually because there is
insufficient data, are highlighted in yellow.
is better in Fig. 6.3c, as the camera has a lower angle. The higher framerate
of VisDrone (30 frames per second compared to 10 for KITTI) lends itself
to better tracking results for detected objects, as relative motion between
frames tends to be smaller.
Fig. 6.4 shows example classification results from the KITTI dataset us-
ing the trace comparison method. Objects are highlighted with red or blue
for moving or stationary, respectively. A yellow highlight denotes that the
system is unsure, usually because the object trace is too short. In Fig 6.4a,
the camera’s vehicle is rounding a turn. The system correctly identifies that
the cyclist in the foreground is moving, while the bicycle and truck parked in
the background is are stationary. The van is a noticeable missed detection.
In Fig. 6.4b, the vehicle drives on a straight road segment with many parked
cars. Here, the system correctly identifies most of them as stationary, with
one misclassification at the back. The system also identifies the moving ve-
hicle at the end of the road that is making a turn. In Fig. 6.4c, the car enters
an intersection, which is a challenging scene. Vehicles in the intersection
are correctly labeled as moving while the stopped vehicle on the right lane is
correctly labeled as stationary. Lastly, Fig. 6.4d presents another challenging
scenario where the vehicle in front travels at the same direction and velocity
as the camera’s vehicle. Still, it is correctly identified as moving while two
parked cars on the left are correctly classified as stationary.
The classification techniques presented in this thesis still suffer from short-
comings. One shortcoming of the trace classification method is that it relies
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on ORB-SLAM map points, which in turn requires that the ORB-SLAM
system is able to construct a local map. If the system is unable to do so,
no classification can take place. It was also seen that while the trace classi-
fication method performed well in cases of forward translation, it struggled
with lateral translation, because trace angle and length calculations become
dominated by egomotion rather than by the motion of the objects of interest,
as seen in Fig. 5.2. On the other hand, the epipolar classification method
struggles with forward translation, because the baseline between two camera




This thesis presents a system that is capable of tracking and classifying dy-
namic objects from a moving platform. The system relies on open-source
software Mask R-CNN and ORB-SLAM, although a similar semantic object
detecting neural network could be used to replace Mask R-CNN. Typically,
SLAM systems assume a static environment and disregard any dynamic ob-
jects in the environment as outliers. Our proposed system extends SLAM
capability to keep track of all objects in scene, including dynamic objects.
This is performed by using Mask R-CNN to give an object-level understand-
ing of the scene, and applying a bank of Kalman filters to all detected objects
to perform data association between frames. Moreover, using a SLAM system
allows us to understand the egomotion of a moving platform. This gives the
system the capability to disentangle egomotion from target object motion,
allowing for classification of moving objects.
Future work includes implementing real-time capability. Currently, the
system uses Mask R-CNN outputs at each frame, which does not allow for
real-time processing. One possible method is to adopt the merged segmen-
tation used in [11], which has real-time performance. Another method is to
use seeded region growing by leveraging matched ORB keypoints as seeds.
In addition, we would like to merge the trace comparison and epipolar geom-
etry classification methods in one system. As mentioned in Ch. 6, the two
methods have complementary strengths in terms of what type of egomotion
is present. Using the egomotion information provided by ORB-SLAM to
choose the optimal method could improve classification performance.
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