Abstract
Background
Software design for complex knowledge intensive processes is a challenging problem -solving task for a software engineer. Stringent cognitive effort is required for the development of large knowledge intensive systems [1, 2] . The elicitation of large amounts of domainspecific knowledge (i.e. knowledge about the workings of the application area) and task knowledge (i.e. knowledge about the more general problem -solving activities that apply the domain specific knowledge) required for the validation, construction, and verification of such systems is difficult and costly [3] [4] . It is also well documented that complex systems tend to contain more major errors in their design and implementation [2, 5] , and that the validation and verification of a vast amount of domain and task knowledge in a holistic manner for large systems is intricate, if not impossible [6] .
Previous experiences in designing a given type of application software allow a software engineering to come up with an effective design for a similar application more easily. These experiences can be refined into knowledge that helps software engineers configure independent but commonly required constructs to be used as building blocks for designing future applications in the domain instead of 'reinventing the wheel ' every time. The idea of reuse is not new in software engineering. It can be applied to the different stages of the software engineering process: the designs and plans in the conceptualization stage, the coding and documentation in the implementation st age, and the test data in the testing stage.
Indeed, it is generally accepted that the productivity and reliability gains from reusing the software engineering artifacts produced at the higher levels, such as the plans and designs, are far more significant than those at the symbolic level such as the program codes [7] . The approach to reuse, however, has been ad hoc. Recent research in component -based software engineering (CBSE), a notion of designing and developing complex software using modularized components, seems promising in the constant quest for productivity in software engineering (e.g. [8] ). What seems to be lacking is a framework for adopting a modularization approach in the different stages of the software engineering process [6] and for identifying components of high value of reuse.
The objective of this paper is to demonstrate the application of the Task-Structure (TS) approach to identify the generic problem -solving components and their interrelationships in a knowledge intensive process. The TS approach emphasizes the identification and formalization, during a conceptualization stage, of the various problem-solving roles played by knowledge in the application task.
The benefits of formal izing the knowledge components for an application task include the facilitation of (a) reuse of high level system design artifacts, (b) knowledge elicitation, and (c) early validation of the system in the design stage. The specific process we focus on in this study is the inherent risk assessment (IRA) audit task in the auditing domain.
The remaining part of this paper first provides a brief background on the TS modeling approach, and then illustrates its adoption in developing the task structure (i.e. the knowledge modeling stage) for the inherent risk assessment task in auditing. The analysis of the task structure of IRA documented here is based on multiple sources. These sources include the review of the academic and professional auditing literature, and interviews with field auditors.
Literature reviewed include textbooks, work done in prior research such as the field study done by Dhar et al. [9] and Boritz & Wensley [10] , and audit manuals of three Big Five accounti ng firms. Auditors interviewed are from one of the Big Five firms.
Given space limitations, only part of the knowledge model is described here. The complete development of the TS may be obtained from the authors.
The Task-Structure Modeling Approach
The main premise of the TS approach is found in the notion of generic task [11] , which suggests that the same types of tasks are frequently solved by using the same operators on similar kinds of domain models and objects [12] . The tasks of classification, data retrieval, plan selection and refinement, data abstraction and abductive assembly are reusable components, which can be referred to as subtasks. These subtasks can be viewed as useful building blocks for other more co mplex problem-solving tasks, and are called Generic Tasks (GT). These generic tasks, which are more than accidental 'ad hoc' entities, have a structure of goals and methods for achieving such goals that are commonly observed in a wide spectrum of problems across various domains. For example, the tasks of trouble-shooting in a nuclear power plant, electrical appliance repair and medical consultation share similar task characteristics. These tasks, although from different domains, can be described as diagnostic in nature. The goal of these tasks is to give a classification of malfunctions, based on some observed symptoms, and a plausible explanation that associates the observed symptoms to the classification. Thus, similar methods, such as the Bayesian methods; abductive methods; and parsimonious covering, are usually applied to achieve the common goal.
A major advantage of the notion of GT is the addition to the originally limited vocabulary for describing the types of knowledge required in the achievement of problem-solving tasks. This was previously limited to general terms such as predicates, sets and set membership and subset relations in order to avoid the use of taskdependent and ad hoc terminology. Since the GT approach emphasizes tasks and the role different types of knowledge play in their achievement, it provides a richer vocabulary of task-related terms.
The underpinning of the TS approach is its emphasis on a multiplicity of methods applicable for tasks and the flexibility of invoking them. Instead of viewing the problem-solving process as a relatively rigid task -method mapping, the TS approach emphasizes the problem -space perspective to problem solving. A task can be viewed as a space of unique states, within which the initial state (i.e. the problem state) and the goal state are identified. The mission of the problem-solving agent is to find a feasible path to traverse from the initial state to the goal state. Within the same problem space, there may exist alternative paths that can pot entially provide links between the problem state and the goal state. In another word, a method takes a task on a specific traverse route. Whether a method is available for a given task and whether a method is feasible are two different questions for the problem solver: the former asks the question of "do we know how to get there?" while the latter asks "do we have the means to get there?" The first question suggests that we do not yet know the task. The second question suggests that we know the task and its method/s, but we need to either elicit or construct the required 'means' (i.e. knowledge), depending on its availability. Human problem solvers have solved enough tasks over time that most tasks can, based on their task attributes, be categorized into problem types (generic tasks) for which suitable problem-solving methods are available. The implication is thus that if the problem -solver can identify the problem type of a given problem, the applicable problem-solving method/s become known, and what remains to be solved is the acquisition of the knowledge required for applying those methods.
Since it is not uncommon for multiple methods to be available for solving a given task, selecting a problemsolving method to the task is not mechanical. For instance, there are different approaches to performing the method of classification, which is a problem -solving method commonly used in solving multiple generic task types. Each approach involves a different procedure (uses a different combination of operato rs) and requires a particular form and organization of knowledge for processing. The selection of a method among others is dependent upon multiple factors such as the availability of the knowledge (e.g. domain theories or models) required by a particular method and the pragmatic constraints (e.g. explosiveness of the search space) imposed by the task environment [13] . Chandrasekaran [14] , in the discussion of the PCM1 method for the generic design task, suggests a scheme of criteria to look at when determining which methods to choose for the various tasks. For example, by examining the availability of the knowledge required by a The task structure of a given problemsolving task is the tree of tasks, methods and subtasks applied recursively until reaching those tasks, for which knowledge required for direct performance is available. The multiple levels of the task structure show how knowledge can be decomposed into bodies of knowledge that are associated with specific tasks. The task decomposition process highlights the generality an d specificity of the knowledge needed for a problemsolving method. Some methods require very general knowledge, such as depth-first search or sequential search, while others require considerable domain knowledge, such as hierarchical classification that needs a domain-specific hierarchy of categories. Such analysis of the task structure directs attention to acquiring the appropriate domain models as 'stuff -ins' for problem solving. Furthermore, the result of the analysis can provide a basis for validati ng the design of the KBS at an early stage in the development lifecycle.
The Task Structure of IRA
Inherent risk assessment is an important component in audit planning. The Auditing Standards Board defines inherent risk as "the susceptibility of an acco unt balance or class of account balances to error that could be material assuming that there are no related internal accounting controls" [15] . The result of the assessment can affect the amount of audit evidence that the auditor plans to obtain during the audit, hence, affect the allocation of scarce audit resources.
The nature of the inherent risk assessment task resembles that of the task 'Diagnosis' [16] , which takes a manifestation (e.g. discrepancy in an account bal ance) as input, and generates a diagnostic category (e.g. "highrisk," "low -risk") as output. In addition to the diagnostic category, the diagnosis task also names a disorder (e.g. "potential mechanical errors due to change of valuation method to a more complex one") that explains the discrepancy between what was meant to have happened and what actually happened. The search space elements are the ranking classifications of accounts examined in the process.
A typical diagnostic task can be described as one that involves the process of making adequate decisions with inadequate information. In carrying out the task, one usually does not have all the observed values necessary, at least at the beginning stage; yet, his/her goal is to come up with a diagnostic hypothesis that best explains the observed discrepancy. The diagnosis task can thus be considered an abductive task, which can be solved by various methods such as 'Bayesian Explanation' (e.g. [17] ), 'Abductive Assembly' (e.g. [18] ), and 'Parsimonious Covering' [19] . The Bayesian techniques require that both the prior probabilities for the disorder and the conditional probabilities for the manifestation be available. The abductive assembly method requir es knowledge of both the disorder and the manifestation. This method works by first generating plausible hypotheses, and then selecting the most plausible ones to form an explanation that best explains the data observed. The parsimonious covering method works by going through each manifestation and updating the current parsimonious explanations as each of the manifestations is evaluated. Figure 1 shows the top-most levels of the overall task structure of IRA. The task decomposition for selected subtasks is explained in the following sub-sections. Further expansion for the selected subtasks at the bottom level in Figure 1 is graphically depicted in Figure 2 (the 'Qualitative Assessment' subtask), Figure 3 (the 'Quantitative Assessment' subta sk), Figure 4 (the 'Identify Departed Accounts' subtask), and Figure 5 (the 'Generate Expectation' subtask).
Generate Plausible Hypotheses
Plausible hypotheses can be generated by tracing the manifestations to the relevant domain models. This requires t he existence of a 'norm' and the domain model that one can use to trace the deviated symptoms to the origin where problems have occurred. As documented in prior studies, before performing such comparison and tracing, auditors typically first assess the po tential of misstating the accounts due to unintentional errors (e.g. change of an accounting method or the issuance of a new pronouncement). The auditors then examine the financial statements at the account level to determine if there is quantitative evidence supporting the hypothesis that an account has been misstated. The examination involves comparing the actual account balance to the expectation of the auditor to determine if there is a significant departure from the expectation. If such a departure is confirmed, the examination will continue searching for further evidence of a plausible explanation. The output of the subtask is a differential 2 of hypotheses that can be used to explain the manifestations (i.e. the departure from expectation).
At this stage of the TS decomposition, the generateplausible-hypotheses subtask does not reveal the detailed 2 Differential is used here to refer to a set of hypotheses that is considered for a particular diagnostic problem. steps of how the various hypotheses can be generated. It must be achieved through two stages. First, generate hypotheses with a more general and qual itative nature; and, second, generate hypotheses with a more specific and quantitative oriented nature.
Therefore, the generate-plausiblehypotheses subtask is mapped to the 'Decomposition/Transformation' method, which is a general method used in many oth er task types. This method decomposes a task into more specialized subtasks having goals similar to that of their parent. 'Decomposition' then further decomposes the subtask into two subtasks: the 'Qualitative Assessment' and 'Quantitative Assessment' subtasks. The generic task type of the two new sub-tasks is not different from that of their parent, i.e. Generate Plausible Hypotheses, it is only that the original goal now becomes more specialized.
The Qualitative Assessment Subtask
The goal of the qualitative-assessment subtask is to generate, based on the auditor's preliminary assessments of the qualitative factors, plausible hypotheses about how vulnerable the account under examination is due to the influences of those factors. This subtask takes th e data of the account to be analyzed and the auditor's qualitative assessment information (observed factors and an 'importance' score) as input, and generates as output a hypothesis regarding the examined account's potential of having been misstated due to unintentional errors. The knowledge required to solve the subtask is the domain model that provides the associations between the various qualitative factors and their potential influence on the inherent risk level of the various accounts.
The generate-plausible-hypotheses generic task in the past has been solved by one of the several forms of the 'Classification' method (e.g. [13] , [20] ). The selection of an approach to classification depends on the form of the knowledge available in the domain. The organization of Frequently, the knowledge used in the auditors' assessments of the qualitative factors can be organized in the form of a l ist of sequential items. For example, the traditional internal control questionnaire (ICQ) is an instrument containing a sequential list of internal control questions that has been used by auditors in evaluating the internal control of their clients. Pri or studies have used a sequential organization to represent the knowledge about auditors' qualitative assessment (e.g. [21] , [22] ). Conceptually, such a model (hereafter referred as the Qualitative Assessment Model) will include these attributes: the factor names, the accounts to which these factors are associated, the nature of the impact of such factors (direct or indirect to the accounts, and the directions), and the auditor's judgment of the impacts' relative weight.
In addition, those subject auditors who were interviewed revealed that a general factor (e.g. 'proper authorization' and 'segregation of duty') is usually taken to be not as important as a factor that acts more directly on particular accounts (e.g. 'change from an easier depreciation method to a more complicated one'). Therefore, there should also be an attribute in the model to hold values representing the auditor's judgment of the impacts' relative weight.
To use the knowledge organized in the Qualitati ve Assessment Model, the association approach to classification is selected to perform the method of classification. The association approach to classification involves the search for the relevant associations, based on the user auditor's input, within a space that contains the various factors and their associations (i.e. potential impacts), and the assessment of the impact of the factors on the accounts. The search and identification subtasks implied by the association method can be performed by a sequential search method that does not require specific search knowledge.
The knowledge required for interpreting the association model and auditors' input in assessing the accounting impacts can easily be embedded in a rule-chaining algorithm. Figure 2 illust rates the further expansion of the 'Qualitative Assessment' subtask contained in the IRA task structure as shown in Figure 1 earlier.
The Quantitative Assessment Subtask
The next step after the general assessment of the qualitative factors is to examine the accounts contained in the financial statements in order to find out if there is quantitative evidence indicating the potential of misstatements in the account balances. The next goal is, based on the evidence found, to generate plausible hypotheses that may explain the potential misstatements. The input that can be identified at this stage is the account data of the account to be analyzed. The output of the subtask is a set of hypotheses regarding how likely it is that the accounts analyzed are misstated. As the task decomposition process continues, the input and knowledge requirements will be uncovered more.
Revealed in the domain documentation, this subtask involves a sequence of sub-goals to be achieved. First, the actual account balance under a nalysis is compared to the auditor's expectation (which serves as the normative value) to determine if the observed value is within a reasonable range. Second, on discovery of a significant departure, the auditor will look for missing information to justify/explain the explanation. Each of these two subgoals, on its own, involves a problem space that is quite complex. For example, is there only one way to generate expectation for account balances, or are there multiple ways depending on the nature of th e account under examination? On further examination of the domain theories, the issue of the interdependent relationships among the various accounts compounds the problem even more. Therefore, the subtask is mapped to a divide -andconquer, or decompositi on, type of method that suggests a further decomposition of the quantitative -assessment task. Before the divide-and-conquer method can be instantiated, it is important to first examine how the problem spaces of the above sub-goals interact with each other. At this stage, it is quite clear that two of the subtasks after the decomposition are: identifying those accounts that are significantly departed from the expectations, and looking for potential explanations on discovery of significantly departed accounts. In order to suggest an appropriate flow of control for the potential subtasks, answers to two questions are needed. The first question concerns the type of inter -task relationship (e.g. Are they content-or sequence-dependent?) between the identification and search-for-explanation subtasks. The second question concerns the kind of constraints the interaccount dependency imposes on the behaviors of the account balances, which may have impacts on the formulation of the expectation and the flow of control among the subtasks.
To answer these two questions the domain literature, such as the professional pronouncements and firm literature, is examined.
If neither the professional nor the academic literature provides the necessary guidance, expertise may be extracted directly from the audit experts. Neither the firm literature nor professional pronouncements examined provides direct guidance to answer these two questions. However, the field study done by Dhar et al. [9] and Peters [22] provide some useful information for answering the two questions. Interviews with auditors from one of the Big-Five accounting firms provide a preliminary verification for the following two findings. First, the inter -task relationship between the subtask of identifying significant departure from expectation and the subtask of searching for potential explanation appears to be content-dependent. An account balance is first compared to the expectation to determine if the balance is within a reasonable range of the expectation. The account balance typically will not be subject to further examination if it does not exceed the expected range.
Second, auditors generally categorize inter -account dependencies into two types. One type demonstrate s strong association between accounts (e.g. accounts receivable balance is very much dependent upon the sales volume). Another type demonstrates a relatively subtle association between accounts (e.g. both of the accounts payable and inventory balances share the same cut-off procedure). For those accounts that have a strong dependency on other accounts, analysis will be deferred until the depended accounts have been examined. For those accounts that have a weaker association with others, auditors, rather than deferring the analysis, will go ahead to perform the examination and reexamine them on arrival of new evidence. Whether an association is considered strong or subtle seems to be based on how often assessment conclusions may have to be modified. Frequent alteration of an analysis of one account based on the analysis of another account would be expected for strong relationships.
On the other hand, less frequent alterations are expected for more subtle relationships.
Based on the abovediscussed information, the divide-and-conquer method can be instantiated into three subtasks: (1) Identify Departed Accounts, (2) Identify Strong Account Association, and (3) Search for Potential Explanation.
Each of these three subtasks involves a different problem space, which has a different level of complexity, and is mapped to an appropriate method for either a solution or further decomposition. The following sections discuss the analysis of the task structure of each of these three subtasks.
Sequence of the Subtasks
The subtasks are sequenced in the following manner. First, the auditor uses the prior years' balance adjusted by the variance experienced in the previous years and by her interpretation of other qualitative factors to formulate her expectation.
Then the accounts that are strongly associated with other accounts are put aside from further evaluation until all the associated accounts are assessed. The auditor will then search for events that might have caused the expected values and/or the actual accou nt balances to be incorrect. In addition to the strong associations of accounts (e.g. the strong association between the inventory account and sales account), there are more subtle inter -account relationships that might also influence the auditor's risk a ssessment of an account. For example, the auditor might want to reassess accounts payable, which balance might have been assessed earlier as 'low risk -close to expectation', because the inventory account shares the same cut -off as accounts payable and that the inventory account has been found to be incorrect. The difference between strong associations and subtle ones is mainly in that the latter do not frequently require revising the analysis results of the associated accounts that have already been analyzed. It is thus concluded that the subtask of verifying the effects caused by the subtle interdependency of accounts should not take place until the analysis results are ready to be summarized and concluded. Figure  3 illustrates the partial expansion of the 'Quantitative Assessment' subtask contained in the IRA task structure shown in Figure 1 earlier. Each of the three subtasks contained in 'Quantitative Assessment' is graphically depicted in Figure 4 (for the 'Identify Departed Accounts' subtask), Figure 8 (for the 'Identify Strong Account Associations'), and Figure 9 (for the 'Search for Potential Explanation' subtask) below.
The Identify Departed Accounts Subtask
This subtask takes as input data of an account (such as account name, account type, balance) and produces as output a classification of whether or not an account shows significant departure from the auditor's expectation. The generic task type of the subtask can be characterized as that of 'Analyze', which can hardly be solved by one single method.
The generic task of 'Analyze' has commonly been found to contain the subtasks of 'Identify', 'Predict', and 'Control'. As such, the 'Identify Departed Accounts' subtask is mapped to a divide -andconquer method.
The instantiation of the method generates two generic tasks: 'Generate Expectation' and 'Identify Departure' (see Figure 4) . The goal of the first subtask is to infer likely consequences (i.e. expectation) of a given situation and that of the second subtask is to compare observations t o the inferred likely consequences. The generic task types for the subtasks of 'Generate Expectation' and 'Identify Departure' can thus be characterized as 'Predict' and 'Monitor', respectively. To map the subtasks to appropriate methods, the search spac e of the subtasks is analyzed. Informed by the domain theories, the varied nature of accounts and inter-account dependencies implies the requirement for different methods for deriving the expected values. Once the expectation is derived, the monitor task (i.e. identify those that are significantly departed) is relatively straightforward.
The question of whether to further decompose the two subtasks into even smaller subtasks is a matter of determining the appropriate grain-size of analysis.
If it is determined that relatively large chunk-size is not a problem, both of the control-of-flow strategy part (i.e. the determination of the account type) and the computation part can be included in one search space3. For clarity purposes, the 'Generate Expectation' subtask is analyzed to the extent that a direct solution together with the specific domain knowledge is identified. Thus, the subtask is mapped to the divide -andconquer method, which further decomposes the subtask into two smaller subtasks: 'Identify Account Type' and 'Compute Expectation'. Figure 5 shows a more elaborated task structure of the 'Generate Expectation' subtask that is derived from 'Identified Departed Accounts' in Figure 4 .
The Problem-Space of 'Generate Expectation
The generic task type of 'Identify Account Type' can be characterized as that of 'Identify', which takes as input the data (e.g. account name, the signal indicating all the other accounts associated been analyzed) about the account to be identified. The subtask gives as ou tput the account type classification for the account it is examining. Informed by the interviews of the auditors, it appears that auditors have three types of accounts in mind: those having frequent and recurrent transactions, those not, and (Figure 7 ). This knowledge is required for a deep level reasoning in problem solving. In addition to the potential impacts on the account objects, each event, which may be represented as an object, also captures information regarding any relationship (e.g. mutually exclusive) it may have with other events. Due to the foreseeable explosive number of possible outcome states (i.e. the possible number of different expectation states generated from the different account natures interacting with different inter -dependencies and with all possible observed events), it is unlikely that these different expectation states can be pre-stored. As such, it is obvious that the expectations need to be produced at runtime when all the parameters to the various domain models (i.e. the statistical models, definitional models, and the event network) are supplied. Thus, the subtask is mapped to the method of simulation (see Figure 5 ).
Once the expectation is formulated, the 'Identify Departure' subtask, which can be recognized as an instance of the 'Monitor' generic task, takes the actual account balance and the expectation as input. Since the expectation is a point estimate, the auditor needs to specify the acceptable significance level so that the lower and upper boundaries of a reasonable range are derived. The goal of the subtask is to compare the observed v alue (i.e. the actual balance) to the boundary values to see if the actual balance falls outside the acceptable range. As such, the 'Identify Departure' subtask can be solved by a heuristic classification method, which takes the expectation and the auditor's confidence as input to first 'establish' the reasonable range. Then the actual balance is 'evaluated' by the 'Determined Departed Account' subtask using a heuristic matching method. The operators available for both of the 'Establish Acceptable Range' and the 'Determine Departed Account' are straightforward; as such no special knowledge is required for the operations to be done.
Given the space limitation, the task decomposition for the other two subtasks, i.e. 'Identify Strong Account Association' an d 'Search for Potential Explanation', are not shown here.
The Select Hypotheses Subtask
After the Generate Plausible Hypotheses task is solved, the next step is to select from all the plausible hypotheses those that can best explain the manifestations, i.e. the discrepancy between the actual account balance and the expectation. We thus map the current state to the Select Hypotheses subtask, which receives as input all plausible hypotheses. Since the knowledge necessary for accomplishing the Select Hypot hesis subtask is not directly available, other procedures are needed to transform the current state to a state where the necessary knowledge is available. We thus further decompose the Select Hypothesis task into other subtasks such as Evaluate Hypotheses and Rank Accounts by Risk Level and so forth. Given space restrictions, we hold further elaboration on these.
Discussions and Conclusion
The TS approach emphasizes (a) the understanding of the task properties and the structure of the required knowledge, and (b) the modeling of their relationships into a tree-like model. A complex problem is analyzed along its task attributes and decomposed into smaller subtasks in generic task terms. The subtasks are either mapped to the appropriate available methods or further decomposed until a method that directly solves a subtask is available. A system for the IRA task based on the TS decomposition described here has been implemented [23] .
The TS approach identifies at the early stage of the software design process the components required in an application. A component is a unit of functionality [24] . The way in which the subtasks and methods are identified and defined provides a clear conceptual definition for the application components, which is necessary if these components are to be reusable (Whittle 1995). The TS approach also facilitates the validation of the components and their implementation. The TS allows an early validation of components and the interplay at the desi gn level [23] . Components fabricated in accordance with methods and subtasks of the TS will also tend to find greater reuse across applications. Therefore, a TS -based approach should lead to better sharing and reuse of the various software design artifacts in an application domain. The implementation of these components is also facilitated and the components so fabricated will be more consistent with the original design.
Although the task-structure analytical approach promises the possi bility of covering a broad spectrum of problem classes with a limited set of generic tasks and methods, it is not free of limitations. In spite of the theoretical attractiveness of the approach, its wider application may be constrained by the fact that th e 'toolbox' of generic tasks and methods for solving the generic tasks is still rather sparse. Discussions regarding the identification and classification of generic tasks and problem-solving methods in previous studies are somewhat limited. While the t ask structures revealed in prior projects have provided invaluable guidance in this current project, many additions and modifications have 
