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Predicting Dengue Fever Incidence
Yew Meng Koh & Matthew Sandgren
Hope College Math Department
Abstract
The Aedes genus of mosquito is the vector for at least three viral diseases - Dengue
Fever (DF), Zika and Chikungunya. In many regions of the world, an upward trend
in DF and Zika infections is observed. Using disease data from the Singaporean
Ministry of Health and population data from the Singapore Department of
Statistics, various statistical models are fit to DF, Dengue Hemorrhagic Fever
(DHF; an often-fatal complication of Dengue Fever) and Chikungunya. These
models differ in their consideration of the overall data structure, and have different
underlying assumptions. Of particular interest is a prediction model based on
neural networks, which we present. The merits and performance of these models
are discussed and the accuracy of predictions made by each model are compared.
The statistical method for determining prediction bounds for the neural network
model is also discussed. These prediction models provide an objective method for
public health management and policy making.
Data Description
I Data from Singapore Ministry of Health
I 2006 - Present; 573 observations of 41 diseases
I Chikungunya Fever and Dengue Fever
. Vectors: Aedes aegypti and Aedes albopictus
. Endemic in at least 100 countries, putting about 40% of the
world’s population in an at risk area
. WHO estimates 50 to 100 million infections each year
I 3.2 billion people in 106 countries live in at-risk areas for malaria
transmission
. Transmitted by Anopheles mosquitoes: 430 species; only 40 act as
vectors
. 4 parasites in genus Plasmodium that infect humans: P. falciparum,
P. vivax, P. ovale, and P. malariae
Model Notation
I Assume we have a time series {yt}, t = 1, 2, . . . and let {wt} be
a sequence of identically and independently distributed (iid)
N(0, σ2) random variables. Let {xt}, t = 1, 2, . . . be a sequence
of values for an independent, explanatory variable.
I AR model of order p [AR(p)]: yt = φ1yt−1 + · · ·+ φpyt−p + wt
I MA model of order q [MA(q)]: yt = wt + θ1wt−1 + · · ·+ θqw t−q
I ARMA model of order (p, q):
yt − φ1yt−1 − · · · − φpyt−p = wt + θ1wt−1 + · · ·+ θqw t−q
I ARMAX model of order (p, q):
yt = βxt + εt
εt = φ1εt−1 + · · ·+ φpεt−p − θ1wt−1 − · · · − θqw t−q + wt
I Let {x1t}, {x2t} and {x3t}, t = 1, 2, . . . be sequences of values
for three independent, explanatory variables. An NNAR model of
order (p) with 3 inputs (x1, x2 and x3), 2 hidden nodes (z1 and z2)
and 1 output (y ) is:
z1t = σ(α01 + α11x1t + α21x2t + α31x3t)
z2t = σ(α02 + α12x1t + α22x2t + α32x3t)
yt = g(β0 + β1z1t + β2z2t) + εt
εt = φ1εt−1 + · · ·+ φpεt−p + wt
I where common choices of σ(·) and g(·) are σ(u) = 1
1+exp(−u) and
the identity function, respectively.
NNAR Models
I Neural Network Autoregressive
I NNAR allows terms to be correlated
I For non-seasonal data, NNAR(p, k) is equivalent to AR(p)
I k : number of hidden nodes
I Inputs are lagged values of x
I For seasonal data:
NNAR(p,P, k)[m]→ ARMA(p, 0)(P, 0)[m]
Best Models
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2k(k + 1)
n − k − 1
Conclusion
I NNAR gives superior predictions, even compared to best ARIMA
I Moving Block Boostrap used for PI’s for NNAR forecasts
I Better ARIMA predictions using exogenous variables
I Further work could include: using other block bootstrap methods,
using exogenous variables (like weather, other diseases) in NNAR
models
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