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Abstract
We introduce and study generalized holographic superconductors with
higher derivative couplings between the field strength tensor and a complex
scalar field, in four dimensional AdS black hole backgrounds. We study
this theory in the probe limit, as well as with backreaction. There are mul-
tiple tuning parameters in the theory, and with two non-zero parameters,
we show that the theory has a rich phase structure, and in particular, the
transition from the normal to the superconducting phase can be tuned to
be of first order or of second order within a window of one of these. This
is established numerically as well as by computing the free energy of the
boundary theory. We further present analytical results for the critical tem-
perature of the model, and compare these with numerical analysis. Optical
properties of this system are also studied numerically in the probe limit,
and our results show evidence for negative refraction at low frequencies.
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1 Introduction
One of the most interesting developments in String theory in the last two decades
is the Maldacena conjecture, broadly known as the AdS/CFT correspondence [1],
[2], [3]. This relates a classical theory of gravity in d+1 dimensional AdS space-
time to a conformal field theory (CFT) in one lower dimension, a theory which
lives at the boundary of the AdS space. This is also known as the strong-weak
coupling duality in the sense that the strong coupling behavior of the boundary
CFT can be described by classical gravity in AdS space. This duality offers a
new theoretical tool using which one can gain insight into the physics of strongly
coupled systems via classical gravity in AdS space, which otherwise may not be
tractable.
Indeed, in the last few years, AdS/CFT has been widely used to study strongly
coupled material systems that arise in condensed matter theories, and several new
and interesting insights have been obtained from such analyses. In particular, a
holographic description of the phenomenon of superconductivity has been estab-
lished by the works of [4], [5] (for general reviews of the subject, see [6]- [9]). The
essential idea here is to consider an Abelian Higgs model in the background of an
AdS black hole and spontaneously break the gauge symmetry. This is analogous
to the Higgs mechanism in AdS space. The minimum ingredients required for
this process are a charged AdS black hole, a complex scalar field and a Maxwell
field with minimal interaction between them. It was shown by Gubser [4] that
RN-AdS black holes become unstable at low temperatures, developing scalar hair.
In the dual CFT side, this hairy AdS black hole is indicative of the condensation
of a charged scalar. In the models of [4], [5], a non zero value of the charged
condensate implies a spontaneous breaking of a global U(1) symmetry in the ab-
sence of sources, and indicates a second order phase transition from a normal to
a superconducting phase. Such symmetry breaking can also result in first order
phase transitions, as we will see in sequel.
Soon after the realization of superconductors from holography, the authors of
[10] generalized this model by considering a non minimal interaction between the
complex scalar and the Maxwell field. They showed the normal-superconductor
phase transition by spontaneously breaking the global U(1) symmetry via a
Stu¨ckelberg mechanism. Interestingly, their work points to the existence of a first
order phase transition, and a metastable region in the superconducting phase.
This is phenomenologically important, since there are a large number of super-
conductors which show first order phase transitions (see, e.g. [11], [12]), although
predictions on holographic superconductors via AdS/CFT are still far from being
tested in the laboratory.
In [13], the authors introduced a higher-derivative coupling between the field
strength tensor and the scalar field via a coupling constant η. They studied
the effect of η and an external magnetic field on droplet formation in holographic
superconductors in the probe limit. The motivation for considering higher deriva-
tive terms in the physics of holographic superconductors is that these appear in
a top-down approach in truncations of String Theory or M-theory. The approach
of [13] is however phenomenological in nature, in the sense that a higher derivative
correction is proposed, rather than derived from a full String Theory. The im-
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portance of such an approach lies in the fact that it often provides useful insights
into the nature of strongly coupled systems that might prove to be beneficial in
realistic model building. For a top-down approach to similar issues, see [14], [15].
It is important and interesting to extend existing results to other phenomeno-
logically interesting situations. For example, a concrete question one might ask
is the nature of phase transitions in generalized holographic superconductors in
the presence of higher derivative couplings. This is expected to provide a richer
phase structure compared to a minimally coupled holographic superconductor,
since we have multiple tunable parameters, and should be interesting to analyze.
A further issue that one might investigate is the behavior of the response func-
tions of this strongly coupled boundary theory. In particular, one can analyze the
refractive index of the theory, and determine whether the generalized holographic
superconductor with higher derivative couplings show negative refraction. 1
In this paper, we undertake these analyses, and the purpose of this work is
to understand a generalized holographic superconductor with a higher derivative
coupling, both in the probe limit and with backreaction. Our main results are
summarized as follows :
• We find that in the parameter space of our theory (denoted by η and Σ in se-
quel), the transition from normal to superconducting phase can be of first order
within a window of parameter values, and is otherwise of second order. This is
schematically depicted in fig.(1).
• It is shown that the ratio of the energy gap to the critical temperature can
change considerably by inclusion of higher derivative terms and is further en-
hanced by including back reaction.
• By studying optical properties of the system, we find that the refractive index
can be negative in the probe limit (a similar result was found in [17]). We also
find indication that the imaginary part of the magnetic permeability might be
positive even in the probe limit due to higher derivative corrections. However
more analysis is required to establish these results.
This paper is organized as follows. In section 2, we will introduce the model
with higher derivative couplings and set up the basic notations and conventions to
be followed in the rest of the paper. We will generalize this model by introducing
non minimal couplings between the field strength tensor and the scalar field. We
will then show that our boundary system exhibits normal-superconductor type
phase transitions at a critical temperature Tc and that the nature of the phase
transition depends on the coupling parameter η. In section 3, by introducing
gauge field perturbations, we will study the effect of η and other parameters in
the model on the optical conductivity. In section 4, we will calculate Tc analyt-
ically both in probe limit and with backreaction. In section 5, we study optical
properties of our model, and show that with higher derivative terms, the refrac-
tive index can in general be negative even in the probe limit. Finally, section 6
concludes this paper with some discussions and directions for future research.
1We proceed with the usual caveat in mind, namely that there are no dynamical photons at
the boundary, and we assume that our theory is weakly coupled to a dynamical photon [16].
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Figure 1: Order of the phase transitions as a function of the model parameters.
2 Generalized Holographic Superconductors with
a Higher Derivative Coupling
In this section we will introduce the basic setup to construct holographic su-
perconductors with higher derivative couplings. As pointed out in [4] [5], the
minimum constituents required to make a boundary theory superconducting are
a U(1) gauge field and a complex scalar field in an AdS black hole background.
By adding higher derivative couplings between the field strength tensor and the
scalar field on this set up [13], we can start with the following action
S =
∫
d4x
√−g
[
1
2κ2
(
R +
6
L2
)
− 1
4
FµνF
µν − 1
2
|DµΨ˜|2
−1
2
m2|Ψ˜|2 − η
2
|FµνDνΨ˜|2
]
(1)
where κ is related to the Newton’s constant in four dimensions, F = dA and
Dµ = ∂µ − iqAµ. Ψ˜ is the complex scalar field with mass m and charge q, and L
is the AdS length scale. The last term in eq.(1) describes the higher derivative
interaction between the field strength tensor and the scalar field. Re-writing the
charged scalar field Ψ˜ as Ψ˜ = Ψeiα, the above action can be cast as
S =
∫
d4x
√−g
[
1
2κ2
(
R +
6
L2
)
− 1
4
FµνF
µν − (∂µΨ)
2
2
− m
2Ψ2
2
−η
2
Fµν∂
νΨFµσ∂σΨ− Ψ
2(∂α − qA)2
2
− η
2
Ψ2
(
Fµν(∂να− qAν)
)2]
(2)
where the U(1) gauge symmetry is now given by Aµ → Aµ + ∂µλ, along with
α → α + qλ. In this notation, both α and Ψ are real. Now, one can generalize
the above action in a gauge invariant way by replacing |Ψ|2 by analytic functions
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of Ψ. In particular, we can do this by introducing two different functions G(Ψ)
and K(Ψ) in the second line of eq.(2), and generalize the action of eq.(2) as
S =
∫
d4x
√−g
[
1
2κ2
(
R +
6
L2
)
− 1
4
FµνF
µν − (∂µΨ)
2
2
− η
2
Fµν∂
νΨFµσ∂σΨ
−m
2Ψ2
2
− |G(Ψ)|(∂α − qA)
2
2
− η
2
|K(Ψ)|
(
Fµν(∂να− qAν)
)2]
(3)
For η = 0, this model reduces to the one first studied in [10] in the probe limit,
which was then subsequently generalized to include back reaction in [18], [19]. It
is known that by considering different forms of G(Ψ), one can tune the order of
the phase transition as well as change the mean field exponents. Here we employ
a different method of generalizing the model by introducing a second functional
form of Ψ with the higher derivative correction. This is the novelty of our model,
and as shown in sequel, gives rise to several interesting results.
A word about the probe limit and backreaction in our model is in order. If
one scales Ψ→ Ψ/q and Aµ → Aµ/q, then the action of eq.(3) can be written as
S =
∫
d4x
√−g
[
1
2κ2
(
R +
6
L2
)
− 1
4q2
FµνF
µν − (∂µΨ)
2
2q2
− η
2q4
Fµν∂
νΨFµσ∂σΨ
−m
2Ψ2
2q2
− 1
2q2
|G(Ψ)|(∂α− A)2 − η
2q4
|K(Ψ)|
(
Fµν(∂να− Aν)
)2]
(4)
where the scaling pattern of G(Ψ) and K(Ψ) is q−2 since Ψ2 is the leading terms
in these expressions.2 From the matter part of the action, we see that each η
term comes with a factor of 1/q4 while terms without η come with a factor of
1/q2. The probe limit is normally defined as κ2/q2 → 0. In this paper, we will
consider κ2 → 0 with q2 = 1 as the probe limit. In the other alternative, where
we can set κ2 = 1 and take q2 → ∞, the terms involving η will drop out, and
hence this is not very useful for us. Importantly, for most cases, the probe limits
in the two approaches are equivalent. However, in models with higher derivative
couplings, they are not. Also, there are two ways to go away from the probe
limit, i.e consider back reaction. First, by taking κ2 = 1 and simultaneously
choosing a finite value of q2, an approach used in [7]. Alternatively one can
consider backreaction by setting q2 = 1 and work with the finite variable κ2 (see,
e.g [20]). In this paper we use the latter approach.
Now by varying the action, we find the equations of motion (EOM) for the
scalar and the gauge field as,
1√−g∂µ
[√−g(∂µΨ− ηFµνFνσ∂σΨ)
]
− η
2
(
Fρλ(∂
λα−Aλ)
)2
dK(Ψ)
dΨ
−m2Ψ− (∂α −A)
2
2
dG(Ψ)
dΨ
= 0 (5)
2In all models of generalized holographic superconductors, there is a mass scale arising out
of dimensional analysis that needs to be set to unity [10]. This will be clear from eq.(19).
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∂µ(
√−gFµν) +√−g
(
G(Ψ)(∂να−Aν)− ηK(Ψ)FνρFρσ(∂σα−Aσ)
)
+∂µ
(
η
√−g(Fµσ∂σΨ∂νΨ− Fνσ∂σΨ∂µΨ)
)
+ ∂µ
(√−gηK(Ψ)(
Fµσ(∂σα−Aσ)(∂να− Aν)− Fνσ(∂σα− Aσ)(∂µα− Aµ)
))
= 0 (6)
∂µ
[√−g(G(Ψ)(∂µα− Aµ)− ηK(Ψ)FµρFρσ(∂σα−Aσ)
)]
= 0 (7)
where we have set q = 1. Also, the Einstein’s EOM reads
1
2κ2
(
Rµν − 1
2
gµνR − 3gµν
L2
)
+
1
8
gµνF
2 − 1
2
FµλF
λ
ν +
1
4
gµνm
2Ψ2 +
1
4
gµν(∂Ψ)
2
−1
2
∂µΨ∂νΨ+
1
4
gµνG(Ψ)(∂α − A)2 − 1
2
G(Ψ)(∂να− Aν)(∂µα− Aµ)
−η
2
(
−1
2
gµν(Fρλ∂
λΨ)2 + Fµλ∂
λΨFνρ∂
ρΨ− ∂µΨF ρν Fρλ∂λΨ− ∂νΨF ρµ Fρλ∂λΨ
)
−η
2
K(Ψ)
(
−1
2
gµν
(
Fρλ(∂
λα− Aλ)
)2
− Fµρ(∂να− Aν)Fρλ(∂λα−Aλ)
+Fµρ(∂
ρα− Aρ)Fνλ(∂λα− Aλ)− (∂µα−Aµ)F ρν Fρλ(∂λα− Aλ)
)
= 0 (8)
In the rest of the paper, we will use the gauge α = 0. Since we are interested
in (planar) charged, hairy black hole like solutions including the backreactions of
the gauge and scalar fields, we consider the following ansatz :
ds2 = −g(r)e−χ(r)dt2 + r2(dx2 + dy2) + dr
2
g(r)
(9)
Ψ = Ψ(r), A = Φ(r)dt (10)
The Hawking temperature of the black hole is given by
TH =
g′(r)e−χ(r)/2
4π
|r=rh (11)
where rh is the radius of event horizon which is given by the solution of g(rh) = 0.
In the rest of the paper, g(r) should be understood as the coefficient of dt2 in eq.
(9) and should not be confused with the determinant of the metric. With the
ansatz of eq.(9), one can show that the scalar and the gauge field EOMs reduce
to
Ψ′′
(
1− ηeχΦ′2)+ Φ2eχ
2g2
dG(Ψ)
dΨ
− ηΦ
2e2χΦ′2
2g2
dK(Ψ)
dΨ
+Ψ′
(
2
r
+
g′
g
− χ
′
2
)
−m
2Ψ
g
+Ψ′
(
−ηe
χg′Φ′2
g
− 1
2
ηeχΦ′2χ′ − 2ηe
χΦ′2
r
− 2ηeχΦ′Φ′′
)
= 0 (12)
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Φ′′
(
−ηK(Ψ)Φ
2eχ
g
+ ηgΨ′2 + 1
)
− Φ
(
G(Ψ)
g
+
ηK(Ψ)eχΦ′2
g
)
+Φ′
(
ηg′Ψ′2 +
1
2
ηgχ′Ψ′2 +
2ηgΨ′2
r
+ 2ηgΨ′Ψ′′ +
χ′
2
+
2
r
)
+ηΦ2Φ′
(
K(Ψ)eχg′
g2
− e
χK(Ψ)′
g
− 3K(Ψ)e
χχ′
2g
− 2K(Ψ)e
χ
rg
)
= 0 (13)
Similarly, the tt and the rr components of Einstein equations give
g′ + 2κ2r
(
G(Ψ)Φ2eχ
4g
− 3ηK(Ψ)Φ
2e2χΦ′2
4g
+
1
4
ηgeχΦ′2Ψ′2 +
1
4
gΨ′2
+
1
4
m2Ψ2 +
1
4
eχΦ′2
)
− 3r + g
r
= 0 (14)
2κ2r
(
G(Ψ)Φ2eχ
2g2
− ηK(Ψ)Φ
2e2χΦ′2
2g2
− 1
2
ηeχΦ′2Ψ′2 +
1
2
Ψ′2
)
+ χ′ = 0, (15)
where a prime denotes a derivative with respect to r, and for simplicity we have
explicitly suppressed the radial dependence of our variables.
We therefore have four coupled differential equations which need to be solved
by appropriate boundary conditions. At the horizon, we impose the regularity
conditions for Ψ and Φ, where these fields behave as,
Φ(rh) = 0, Ψ
′(rh) =
m2Ψ(rh)
g′(rh)(1− ηeχ(rh)Φ′2(rh)) . (16)
The first condition in the above equation is imposed by demanding a finite form
for the gauge field, and the second condition comes from eq.(12). Before dis-
cussing the asymptotic behavior of the fields at the boundary, we would like to
mention here that there are three scale symmetries (which we will not explicitly
write here) and one can use these to set rh = 1, L = 1 and χ = 0 at the bound-
ary [7]. The asymptotic expressions of the fields near the boundary are given
as
Φ = µ− ρ
r
+ ..., Ψ =
Ψ−
rλ−
+
Ψ+
rλ+
+ ..., χ→ 0, g → r2 + ... (17)
where λ± = 3±
√
9+4m2
2
. The third condition arises by the physical requirement
that the boundary field theory temperature must be equal to the Hawking tem-
perature of the black hole.
According to the AdS/CFT dictionary, in the mass range −d2/4 < m2 <
−d2/4+1, both Ψ+ and Ψ− are normalizable at the boundary, and can act as the
source or the vacuum expectation value of the corresponding operators [21], [22].
In this paper we consider Ψ− as a source and put Ψ− = 0 as the boundary
condition. Also, in eq.(17), µ and ρ are the chemical potential and the charge
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density of the boundary theory respectively. From now on, we will consider a
particular case where m2 = −2. Although m2 is negative but it is above the
Breitenlohner-Freedman (BF) bound m2BF = −9/4 [23]. For this value of m2, we
have λ± = 2, 1. Since we set Ψ(1) = 0, the condensate of the scalar operator O2
in the boundary theory dual to the scalar field is given by
< O2 >∼ Ψ(2) (18)
Due to the nonlinear nature of the coupled differential equations in (12) - (15), it
is difficult to find an analytic solution. However, when the condensate is small,
one can use series perturbations and matching method techniques to solve these
equation analytically. Indeed, in section 4, we will find the critical temperature
Tc analytically. However we would like to mention here that any analytic solution
will be valid only near Tc and away from it one has to resort to a full numerical
analysis.
Now we present our numerical results. For numerical efficiency, it is convenient
to use the coordinate z = rh/r. With this choice, the boundary and the horizon
are located at z = 0 and z = 1 respectively. In what follows, we will specialize
to some particular forms of G(Ψ) and K(Ψ), namely
G(Ψ) = Ψ2 + ξΨθ, K(Ψ) = Ψ2 + ΣΨγ (19)
There are a large number of parameters in this model. For simplicity, we will fix
a few of them. In particular, we will set
γ = 4
We note here that one must choose γ > 1, θ > 1, since otherwise Ψ appears in
the denominator in some terms of the equations of motion, and hence a normal
solution Ψ = 0 is not allowed. For generalized superconductors, various values
of γ are allowed, γ = 4 is simply one particular choice. We have explicitly
checked for some other values of γ that our results do not show any qualitative
changes. Also, since we are mostly interested in exploring the phase structure of
the boundary system with respect to the higher derivative coupling parameter η
(and also with Σ), we will set ξ = 0, but again we have checked that a non zero
value of ξ do not change the results qualitatively. The complete phase structure
of the model including ξ will be studied elsewhere.
In figure (2), we have shown the variation of
√
O2, normalised by µ, with
respect to T/µ for different value of η. Here, we have considered 2κ2 = 0.5 and
Σ = 5. The red, green, blue, brown, orange, pink and cyan curves correspond to
η=0.01, -0.01, -0.1, -0.5, -1, -3, and -5 respectively3. We see from fig.(2) that as
T/µ falls below its critical value, the condensate develops a nonzero value, which
indicates the onset of a superconducting phase. Above this critical value, the
system is in its normal phase. For smaller values of η, the transition point in the
T/µ axis, where the system goes into the superconducting phase, increases (or
µc decreases). This indicates that smaller values of η make the condensate easier
to form.
3The same color coding is used in figure (3)-(5), and we do not mention this in sequel.
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Figure 2: Condensate for fixed Σ = 5
and 2κ2 = 0.5 for different values of η.
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Figure 3: Condensate for fixed Σ = 3
and 2κ2 = 0.5 for different values of η.
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Figure 4: Condensate for fixed Σ = 5
and 2κ2 = 0 for different values of η.
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Figure 5: Condensate for fixed Σ = 3
and 2κ2 = 0 for different values of η.
Our main result here is in the behavior of the condensate for different values of
η. For η=0.01 and -0.01, the transition from the normal to the superconducting
phase is of second order. But as we decrease η from -0.01, first the transition
changes to first order and then again, for much smaller values η to second order.
Indeed η=-0.1, -0.5, -1 and -3 produces first order phase transitions and a second
order transition is seen for η=-5. Phase transitions for η < −5 and η > 0.01 are
always of second order. This suggest the presence of two critical ηs, say ηc1 and
ηc2, at which the nature of the phase transition changes.
{
η > ηc1 second order
ηc2 < η < ηc1 first order
η < ηc2 second order
(20)
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Figure 6: Condensate with η = −0.1,
2κ2 = 0.5 for different values of Σ.
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Figure 7: Condensate with η = −1,
2κ2 = 0.5 for different values of Σ.
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Figure 8: Condensate with η = −0.1,
2κ2 = 0 for different values of Σ.
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Figure 9: Condensate with η = −1,
2κ2 = 0 for different values of Σ.
We will call these as “transition A” and “transition B”, respectively. Qualita-
tively, this was the behavior alluded to in the introduction, in figure(1). We thus
find that there exists a window in the parameter η where the transition from
the normal to the superconducting phase is of first order, and away from this
window, the transition is of second order. To the best of our knowledge, such a
window in the parameter space has not appeared previously in the literature on
holographic superconductors, and might be of significance in realistic systems.
There is another observation regarding the magnitudes of condensate at low
temperatures. As we decrease η, it first increases and then decreases. The de-
crease in the condensate value starts nearly after transition B i.e η < ηc2. In
figure (3), we have chosen 2κ2 = 0.5 but Σ = 3. Apart from a few differences,
the results in figure (3) are qualitatively similar to figure (2). One important
difference is the order of phase transition at η = −3 which is now second order as
compared to first order in figure(2). This indicates that ηc2 increases for smaller
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Σ and therefore the window in η, where one gets first order phase transition,
decreases by lowering Σ. In figure (2) and (3) we have used a fixed value of the
back reaction parameter κ. One can also vary κ and obtain qualitatively similar
results.
Next, in figs.(4) and (5), we have set κ = 0. Comparing these with figs.(2) and
(3), we find that Tc decreases with κ. Consequently higher back reaction makes
the condensate harder to form, which is consistent with existing results in the
literature. Also, ηc2 decreases for smaller κ. Therefore, by analyzing figs.(2)-(5),
it is clear that the nature of the phase transition depends in a non trivial way on
η and Σ, along with parameter κ. Our numerical analysis also indicates that, Σ
and κ play important roles in defining the range of the window in η where one
gets first order phase transitions.
Now we will analyze the theory for different values of Σ, for fixed η. This
is shown in figs.(6)-(9). Here, the red, green, blue, brown and orange curves
correspondence to Σ = 0, 1, 3, 5 and 7, respectively. The nature of the normal-
superconductor phase transition is different here. We find that there is a lower
cut-off Σc above which the transition to the superconducting phase is always of
first order, and is of second order below Σc. Also, Σc depends on η and κ, and Tc
is independent of Σ. Physically, this is consistent in our model, since near Tc the
condensate is small and therefore the effect of the Σ term on Tc will be negligible,
see eq.(19).
Our results have been numerical till now, and originated from the gravity
dual of a strongly coupled field theory. To verify that these are reliable, we will
calculate the free energy in the probe limit, 4 and thus take our background as
the four dimensional AdS-Schwarzschild black hole,
ds2 = −g(r)dt2 + dr
2
g(r)
+ r2(dx2 + dy2)
where, as usual, g(r) = r2 − r3h
r
=
r2
h
z2
(1− z3), with rh = 1. Using the AdS/CFT
dictionary one can identify the Gibbs free energy of the boundary thermal state
with the bulk on-shell action. Hence we first calculate the latter, and find
Son−shell =
µρ
2
+
3
2
Ψ−Ψ+ +
rB
2
Ψ2− −
1
2
∫ 1
0
dz
Φ(z)2Ψ(z)2
z4g(z)
+
η
2
∫ 1
0
dz
Φ(z)2Φ′(z)2Ψ(z)2
g(z)
(
2 + 3ΣΨ(z)2
)
− η
2
∫ 1
0
dzz4g(z)Φ′(z)2Ψ′(z)2 (21)
where we have set γ = 4, as before, and rB is a upper cut-off before the bound-
ary (r → ∞). Because of the presence of rB, Son−shell diverges. To obtain a
4It is not difficult to extend this calculation by including backreaction. However, the ex-
pressions are lengthy, and since our aim is to merely check the consistency of the results, we
will find it sufficient to work in the probe limit.
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Figure 10: Difference of the free en-
ergy between the superconducting and
the normal phases for different values
of Σ, with a fixed value of η = −0.1.
The red, green, blue, brown and orange
curves correspond to Σ = 0, 1, 3, 5 and
7, respectively.
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Figure 11: Difference of the free en-
ergy between the superconducting and
the normal phases for different values of
η, with Σ = 5. The red, green, blue,
brown, orange, pink and cyan curves cor-
respond to η = 0.01, −0.01, −0.1, −0.5,
−1, −3 and −5, respectively.
renormalized free energy, we add a boundary counter-term to the on-shell action,
SCT = −1
2
∫
Boundary
[√
−hΨ(r)2
]
Boundary
= −rB
2
Ψ2− −Ψ−Ψ+
where h is the induced metric on the boundary. Finally the renormalized on-shell
action becomes,
Srenorm = Son−shell + SCT (22)
Now with the action of eq.(22), we can calculate the renormalized free energy,
given by Ω = −Srenorm. The difference in the free energy between the supercon-
ducting and the normal phases can be shown to be given by 5
∆Ω = ΩSuperconductor − ΩNormal
= −µρ
2
+
1
2
∫ 1
0
dz
Φ(z)2Ψ(z)2
z4g(z)
+
η
2
∫ 1
0
dzz4g(z)Φ′(z)2Ψ′(z)2
− η
2
∫ 1
0
dz
Φ(z)2Φ′(z)2Ψ(z)2
g(z)
(
2 + 3ΣΨ(z)2
)
+
µ2
2
(23)
In figs.(10) and (11), we show the variation of the difference in free energy between
the superconducting and the normal phases (eq.(23)). In fig.(10), the red, green,
5There is an extra term proportional to 〈O1〉〈O2〉. This term goes to zero because of our
boundary condition, i.e 〈O1〉 = 0.
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blue, brown and orange curves correspond to Σ = 0, 1, 3, 5 and 7, respectively. In
fig.(11), the red, green, blue, brown, orange, pink, and cyan curves correspond to
η = 0.01, −0.01, −0.1, −0.5, −1, −3 and −5, respectively. It should be obvious
to the reader that this conforms to our earlier discussion on the existence of a
window of η in which the phase transition becomes of first order.
3 Computing the Conductivity
In this section we will study transport properties, mainly the optical conductivity
of our boundary superconducting system. To study optical properties of the
boundary system, we introduce gauge field and metric perturbations in bulk. We
will work with vector type perturbations where
gxt 6= 0, gxy 6= 0 (24)
Assuming spatial and time dependence of the form ei(ky−ωt), and working at the
linearized level, one can show that only the x-component of the gauge field Ax is
relevant to the analysis. In these perturbations, only the (x, r), (x, y) and (x, t)
components of the Einstein’s equation (eq.(8)) along with the Ax equation are
independent. However, in the k → 0 limit, which is sufficient for us to calculate
the optical conductivity, it can be shown that the (x, y) and the (x, t) equations
decouple. Therefore we are left only with Ax and (x, r) EOMs. Further, by
substituting the (x, r) equation into the equation for Ax, we find that the Ax
equation decouples from all the gravity perturbations. After implementing the
above steps, we get the Ax EOM as
A′′x
(
1 + ηgψ′2
)
+ A′x
(
g′
g
− χ
′
2
+ 2ηg′ψ′2 − 1
2
ηgχ′ψ′2 + 2ηgψ′ψ′′
)
+2κ2η2eχAx
(
−e
2χK(Ψ)2φ4φ′2
g3
+
2eχK(Ψ)φ2φ′2ψ′2
g
− gφ′2ψ′4
)
+Ax
(
eχω2
g2
− G(Ψ)
g
− 2κ
2eχφ′2
g
)
+ ηeχK(Ψ)Ax
(
−e
χω2φ2
g3
−φK(Ψ)
′φ′
gK(Ψ)
− φ
′2
g
+
4κ2eχφ2φ′2
g2
− φφ
′χ′
2g
− 4κ
2φ′2ψ′2
K(Ψ)
− φφ
′′
g
)
= 0 (25)
We need to solve this equation with suitable boundary conditions. At the
horizon, we impose infalling boundary conditions i.e Ax ∝ g(r)−iω/4πTH , where
TH is the Hawking temperature of the black hole defined in eq.(11). At the
asymptotic boundary, Ax behaves as
Ax = A
(0)
x +
A
(1)
x
r
+ · · · (26)
Using the AdS/CFT correspondence, A
(0)
x and A
(1)
x can be identified as the dual
source and the expectation value of the boundary current, respectively. In order
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Figure 12: Real (solid lines) and imag-
inary (dotted lines) part of conductiv-
ity for fixed 2κ2 = 0.5 and η = −0.1.
The red, green, blue, brown and orange
curves correspond to Σ= 0, 1, 3, 5 and
7, respectively.
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Figure 13: Real (solid lines) and imag-
inary (dotted lines) part of conductiv-
ity for fixed 2κ2 = 0.5 and η = −1.
The red, green, blue, brown and orange
curves correspond to Σ= 0, 1, 3, 5 and
7, respectively.
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Figure 14: Real (solid lines) and imag-
inary (dotted lines) part of conductiv-
ity for fixed 2κ2 = 0 and η = −0.1.
The red, green, blue, brown and orange
curves correspond to Σ= 0, 1, 3, 5 and
7, respectively.
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Figure 15: Real (solid lines) and imagi-
nary (dotted lines) part of conductivity
for fixed 2κ2 = 0 and η = −1. The red,
green, blue, brown and orange curves
correspond to Σ= 0, 1, 3, 5 and 7, re-
spectively.
to calculate the optical conductivity, we first need the current-current correlator
[22]. This can be evaluated using the prescription of [24], and the expression for
the conductivity σ can be shown to be given by
σ(ω) = − iA
(1)
x
ωA
(0)
x
(27)
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Due to the nonlinear nature of eq.(25), we will resort to numerical analysis, and
use the z-coordinate to perform numerical computations. We now discuss of the
main features of the conductivity, which we present graphically.
In fig.(12), the variation of σ(ω) with respect to ω/Tc for a fixed value of
the back reaction parameter 2κ2 = 0.5 and η = −0.1 are shown. In figs.(12) -
(15), the red, green, blue, brown and orange curves correspond to Σ= 0, 1, 3,
5 and 7, respectively. The solid and dashed lines represents Re(σ) and Im(σ),
respectively, and we have chosen T = 0.2Tc
6. We find a gap in frequency ωg for all
the cases studied. Near this gap, the conductivity rises very gradually. The ratio
of the gap frequency to the critical temperature (ωg/Tc), which is related to the
strongly coupled nature of boundary system, increases with Σ. But importantly,
we note that (ωg/Tc) is almost twice as large, as compared to cases studied in [22],
where the authors found that (ωg/Tc) ≃ 8 (other exceptions of this ratio are also
known, see e.g [25] [26]). For different value of η, the results for the conductivity
are qualitatively similar. This is shown in fig.(13).
However, in the probe limit, substantial differences emerge. For κ2 = 0,
the gap in conductivity is shifted to the left. This is shown in figs.(14)-(15).
This suggests that both Σ and κ play significant roles in deciding the magnitude
of (ωg/Tc) in the boundary superconducting theory. In particular, we see that
backreaction effects might substantially increase the frequency gap. We note
here that the behavior of the real part of the conductivity is somewhat noisy in
the lower frequency regions in fig.(14) and also Re(σ) seems to rise for very low
frequencies in fig.(15). These are possible numerical artefacts of the probe limit,
and are cured by back reaction effects as can be seen from figs.(12) and (13).
For the sake of completeness, the variation of conductivity for different values
of η are shown in figs.(16) - (17). Again, the calculation is done at T = 0.2Tc.
4 Analytic results for the Critical Temperature
In this section we will calculate the critical temperature of the boundary theory
analytically.7
One can notice from figs.(6)-(9) that for fixed values of η and 2κ2, Tc or
equivalently µc is independent of ξ and Σ. Therefore, in the analytic derivation
of Tc, we can safely put ξ = 0 and Σ = 0. In what follows, we will use the
z-coordinate, as before. Near Tc, when the condensate is small, one can use
〈O2〉 = ǫ as an expansion parameter. Following [27]- [30], we expand Ψ(z), Φ(z),
g(z) and χ(z) as
Φ = Φ0 + ǫ
2Φ2 + ǫ
4Φ4 + · · · , Ψ = ǫΨ1 + ǫΨ2 + ǫΨ3 + · · ·
g = g0 + ǫ
2g2 + ǫ
4g4 + · · · , χ = ǫ2χ2 + ǫ4χ4 + · · · (28)
6In this and subsequent figures, the temperatures are measured in appropriate units of ρ,
the charge density of the boundary theory.
7In this section, η and κ will be assumed to be small. This is in contrast to the numerical
calculations presented in sections 2 and 3. In particular, we ignore terms of the order of η2 and
κ
4.
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Figure 16: Real (solid lines) and imagi-
nary (dotted lines) part of conductivity
for fixed 2κ2 = 0.5 and Σ = 5. Red,
green, blue and brown curves correspond
to η= -0.01, -0.1, -0.5 and -1, respec-
tively.
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Figure 17: Real (solid lines) and imagi-
nary (dotted lines) part of conductivity
for fixed 2κ2 = 0 and Σ = 5. The Red,
green, blue and brown curves here cor-
respond to η= -0.01, -0.1, -0.5 and -1,
respectively.
in this formalism, the chemical potential will be corrected order by order,
µ = µ0 + ǫ
2δµ2 + · · · (29)
with the condition that δµ2 and other higher order terms are zero at the critical
point. Therefore we can identify µ0 as the critical chemical potential µc. Now we
will calculate various quantities appearing in eq.(28). At zeroth order, we have
Φ′′0(z) = 0,
1
z
− 3r
2
h
z3g0(z)
− g
′
0(z)
g0(z)
+
κ2zΦ′0(z)
2
2g0(z)
= 0 (30)
A solution of the above equations is given by
Φ0(z) = µ0(1− z) (31)
g0(z) =
r2h
z2
(1− z3)− κ
2
2
µ2(z − z2) (32)
Notice that the first term in eq.(32) is the same as the coefficient of dt2 in AdS-
Schwarzschild metric. This is an indication that the formalism based on the
above expansion is correct and that the second term is the correction induced by
backreaction.
At the first order therefore we have
Ψ′′1(z)
(
r2h − z4ηΦ′0(z)2
)
+Ψ1(z)
(
− m
2r4h
z4g0(z)
+
r4hΦ0(z)
2
z4g0(z)2
− r
2
hηΦ0(z)
2Φ′0(z)
2
g0(z)2
)
+Ψ′1(z)
(
r2hg
′
0(z)
g0(z)
− 4z3ηΦ′0(z)2 −
z4ηg′0(z)Φ
′
0(z)
2
g0(z)
− 2z4ηΦ′0(z)Φ′′0(z)
)
= 0(33)
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It is difficult to find an exact solution of above equation. However, using Taylor
expansion, one can obtain the near horizon (z = 1) behaviour of Ψ1(z) :
Ψ1(z) = Ψ1(1)−Ψ′1(1)(1− z) +
1
2
Ψ′′1(1)(1− z)2 + · · · (34)
Also, from eq.(33), we get
Ψ′1(1) = Ψ1(1)
(
m2r4h
g′0(1)R
)
(35)
and similarly
Ψ′′1(1) = Ψ
′
1(1)
(
m2r4h
2g′0(1)R
+
4ηΦ′0(1)
2
R
− g
′′
0(1)
2g′0(1)
+
2ηΦ′0(1)Φ
′′
0(1)
R
)
+Ψ1(1)
(
− 2m
2r4h
g′0(1)R
− r
2
hΦ
′
0(1)
2
2g′0(1)2
)
(36)
where R = r2h − ηΦ′0(1)2. Therefore, near the horizon, Ψ1(z) is given by
Ψ1(z) = Ψ1(1)−Ψ1(1)
(
m2r4h
g′0(1)R
)
(1− z) + Ψ1(1)
(
− 2m
2r4h
g′0(1)R
− r
2
hΦ
′
0(1)
2
2g′0(1)2
+
(
m2r4h
g′0(1)R
)(
m2r4h
2g′0(1)R
+
4ηΦ′0(1)
2
R
− g
′′
0(1)
2g′0(1)
+
2ηΦ′0(1)Φ
′′
0(1)
R
))
(1− z)2
2
(37)
Near the boundary Ψ1 falls as
Ψ1(z) ∼ O+zλ+ (38)
In order to obtain Tc, we will use the matching method technique of [25] by
equating eqs.(37) and (38) at some intermediate point, say z = zm. This yields
the following equations
O+z
λ+
m = Ψ1(1)−Ψ1(1)
(
m2r4h
g′0(1)R
)
(1− zm) + Ψ1(1)
(
− 2m
2r4h
g′0(1)R
− r
2
hΦ
′
0(1)
2
2g′0(1)2
+
(
m2r4h
g′0(1)R
)(
m2r4h
2g′0(1)R
+
4ηΦ′0(1)
2
R
− g
′′
0(1)
2g′0(1)
+
2ηΦ′0(1)Φ
′′
0(1)
R
))
(1− zm)2
2
(39)
and
λ+O+z
λ+−1
m = Ψ1(1)
(
m2r4h
g′0(1)R
)
−Ψ1(1)
(
− 2m
2r4h
g′0(1)R
− r
2
hΦ
′
0(1)
2
2g′0(1)2
+
(
m2r4h
g′0(1)R
)(
m2r4h
2g′0(1)R
+
4ηΦ′0(1)
2
R
− g
′′
0(1)
2g′0(1)
+
2ηΦ′0(1)Φ
′′
0(1)
R
))
(1− zm) (40)
From eqs.(39) and (40), we get
O+ =
2z1−λ+m Ψ1(1)
λ+(1− zm) + 2zm
[
1− m
2r4h
g′0(1)R
(1− zm)
2
]
(41)
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using eq.(40) and substituting the form of Φ0(1) and g0(1) from eq.(31) and (32),
we get a quartic equation for µ0 (ignoring terms of order κ
4 and η2)
Mµ40 + r
2
hNµ
2
0 + r
4
hP = 0 (42)
where we have defined the quantities
M = 2κ2η
(
24e+m2 + 14fm2 + 2efm2
)
+ 8fη
P = 72e+ 4m2
(
3 + 8f + 8ef + fm2
)
N = 4f + 24κ2e+ 2κ2m2 (1 + 6f + 2ef) + 12ηm2 (1 + 10f + 2ef) + 144eη
f =
(1− zm)
2
, e =
λ+
(λ+(1− zm) + 2zm)
Now solving eq.(42), we get
µ20 = r
2
h
[
N ±√N2 − 4MP
2M
]
(43)
Using the relation ρ = µ0rh and indentifying the Hawking temperature as the
temperature of the boundary theory, we arrive at the critical temperature
Tc =
3
4π
ρ1/2(
N±
√
N2−4MP
2M
)1/4
[
1− 2κ
2
12
(
N ±√N2 − 4MP
2M
)]
(44)
In Table (1), we show a comparison between the numerical and analytical
results for the critical temperature. It can be checked that if we expand Ψ1(z) in
Analytical Values of Tc√
ρ
2κ2
∖
η -0.5 -0.3 -0.1 -0.01 0 0.01
0 0.1226 0.1221 0.1204 0.1152 0.1129 0.1046
0.001 0.1224 0.1220 0.1203 0.1152 0.1128 0.1049
0.01 0.1212 0.1207 0.1191 0.1144 0.1123 0.1065
Numerical Values of of Tc√
ρ
2κ2
∖
η -0.5 -0.3 -0.1 -0.01 0 0.01
0 0.1233 0.1216 0.1195 0.1185 0.1184 0.1183
0.001 0.1232 0.1215 0.1194 0.1184 0.1183 0.1182
0.01 0.1220 0.1203 0.1181 0.1171 0.1170 0.1169
Table 1: Analytical and numerical values of Tc√
ρ
for different values of the higher
derivative coupling constant η and the backreaction parameter κ at zm = 0.4.
eq.(34) upto third order, the change in the numerical value is only at the third
decimal place. Hence, our analytic method of expanding Ψ1(z) upto second order
is trustable. 8
8For some values of κ2 and η, the analytical and numerical results for the critical temperature
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5 Response Functions and Optical Properties
In this section we will briefly discuss the response functions of generalized holo-
graphic superconductors with higher derivative couplings, by considering the elec-
tromagnetic perturbation (for more details see [16] [31]). 9 For simplicity, we will
work in the probe limit. The calculations including backreaction are complicated
and involve a large number of differential equations which are difficult to solve
even numerically and we postpone this study to a future publication. Here, we
will follow the conventions used in [32], [17], and calculate the response functions
that are given in terms of the electric permittivity ǫ and the magnetic permeabil-
ity µ. In our holographic set up, these response functions are
ǫ (ω) = 1 +
4π
ω2
G0T (ω) (45)
µ (ω) =
1
1− 4πG2T (ω)
(46)
where G0T and G
2
T are the coefficients of powers of the spatial momentum k, in
the series expansion of the transverse current-current correlator GT ,
GT (ω, k) = G
0
T (ω) + k
2G2T (ω) + · · · (47)
Here we take finite k to calculate the response functions, which is different from
the previous section where we used k = 0 for the conductivity calculation. By
taking the same series expansion of Ax as in GT , we arrive the following equations
for G0T and G
2
T
G0T =
A
(1)
x0
A
(0)
x0
, G2T =
A
(1)
x0
A
(0)
x0
(
A
(1)
x2
A
(1)
x0
− A
(0)
x2
A
(0)
x0
)
(48)
Generally, the existence of negative refractive index in our strongly coupled
medium can be predicted by using the Depine-Lakhtakia (DL) index nDL [33]
given by
nDL = Re(ǫ)|µ|+Re(µ)|ǫ| (49)
If the DL index is negative, this indicates that the phase velocity in the medium
and the direction of energy flow are opposite to each other, and hence the system
behaves like a meta material, i.e has a negative index of refraction. There is a
caveat here, namely that the magnetic permeability appearing in eq.(46) is an
effective permeability arising from the ǫ−µ approach, and not the real permeabil-
ity. However, as is standard in the literature [16], we will define the DL index in
terms of the effective permeability. There are a few subtleties associated with the
differ at the second decimal place. This means that in principle, one should retain corrections
beyond the third order in eq.(34) to compare the numerical values with the analytic ones. In
this paper, we have not performed this analysis, and our results in Table (1) is restricted to the
second order expansion in eq.(34).
9We remind the reader that as pointed out in the introduction, there are no dynamical
photons at the boundary. We assume our system to be weakly coupled to such a dynamical
photon. This is standard in the literature.
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DL index, and at this point, it is instructive to take a brief digression regarding
the physics of eq.(49).
For the moment, let us concentrate on real materials. 10 For such a material,
let us consider a plane electromagnetic wave that propagates along the z direction.
The Poynting vector ~P is parallel to the z axis, and its time average is given by
a standard textbook result,
P (n) = Re
(
n
µ
) |A|2
2η
exp (−2k0Im(n)z) (50)
where η is the free space impedance. Hence, the sign of P (n) is given by that
of the real part of n/µ, where n = ±√ǫµ is the refractive index, ǫ being the
electric permittivity and µ the magnetic permeability, respectively. This means
that the sign of Re(n/µ) indicates the direction of power flow, while that of
Re(n) determines the direction of the phase velocity. In metamaterials, these
two signs are expected to be opposite. However, there are a few subtleties here
which are worth noting, and will be relevant for our discussion on holographic
metamaterials.
Let us first briefly recapitulate the analysis by Depine and Lakhtakia [33]. We
write the complex valued quantities
ǫ = |ǫ| exp(iφǫ), µ = |µ| exp(iφµ) (51)
DL assume that Im(ǫ) and Im(µ) are positive definite and this necessarily implies
that
0 ≤ φǫ,µ ≤ π (52)
The complex refractive index is given by
n = ±
√
|ǫ| |µ| exp i
(
φǫ + φµ
2
)
(53)
Hence we end up with the following conditions :
Re(n) = ±
√
|ǫ| |µ| cos
(
φǫ + φµ
2
)
Re
(
n
µ
)
= Re
[
±
√
|ǫ|
|µ| exp i
(
φǫ − φµ
2
)]
= ±
√
|ǫ|
|µ| cos
(
φǫ − φµ
2
)
(54)
The condition that the energy flow is directed opposite to the phase velocity boils
down to the following condition between the angles
cos1
2
(φǫ + φµ)
cos1
2
(φǫ − φµ)
< 0 (55)
This can be seen to be satisfied for all regions in the φǫ − φµ plane for which
10After we completed a revised version of this paper, we learnt that the following analysis
for real materials has substantial overlap with the results of [34].
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Figure 18: Region of validity of the DL
condition with eq.(52).
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Figure 19: Region of validity of the DL
condition with eq.(60).
φǫ + φµ ≥ π, as shown in fig.(18), where the region marked in blue indicates
the region of validity of eq.(55). It can be checked that this is (as expected)
equivalent to the Depine-Lakhtakia condition
Re(ǫ)|µ|+ Re(µ)|ǫ| < 0 =⇒ |ǫ||µ| (cosθǫ + cosθµ) < 0 (56)
Now the fact that the amplitude decays exponentially along the direction of the
flow implies that
Re(n/µ)
Im(n)
> 0 =⇒ cos
1
2
(φǫ − φµ)
sin 1
2
(φǫ + φµ)
> 0 (57)
This also means that
Re(n)/Im(n) = cot
(
φǫ + φµ
2
)
< 0 (58)
It is seen that eqs.(57) and (58) are always satisfied for the region indicated in
fig.(18). In an unstable solution, where the amplitude exponentially increases
with distance, the inequalities in eqs.(57) and (58) will flip. Hence, if such a
condition is even a mathematical possibility, one has to look for a solution to the
inequalities
cos1
2
(φǫ + φµ)
cos1
2
(φǫ − φµ)
< 0,
cos1
2
(φǫ − φµ)
sin 1
2
(φǫ + φµ)
< 0, cot
(
φǫ + φµ
2
)
> 0 (59)
within the angle range 0 ≤ φǫ,µ ≤ π. That this yields a null set is easily checked.
Thus within the range of angles of eq.(52), no unstable solution exhibiting nega-
tive refraction is allowed.
Now let us relax the condition on Im(µ), and assume that it can take negative
values as well (we keep Im(ǫ) to be positive throughout this discussion, as this
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is what naturally occurs in our holographic setup). Such a scenario has been
debated in the optics community and was investigated by Markel in [35]. First
note that if Im(µ) < 0, then the conditions on the angles of eq.(52) change, and
are now given as
0 ≤ φǫ ≤ π, π ≤ φµ ≤ 2π (60)
If we demand that eqs.(55), (57) and (58) be simultaneously satisfied in the range
of angles of eq.(60), then we have the region of validity shown in blue in fig.(19).
However, now there is a mathematical possibility of a solution where the direction
of the power flow is opposite to the phase velocity, but the amplitude grows in
the direction of propagation, i.e the conditions of eq.(59) is satisfied, and this is
depicted as the red region in fig.(19). In this region, Re(n)/Im(n) > 0.
No  DL
DL
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Figure 20: Region of validity of the conditions of [35]. See text for details.
However, there is an alternative interpretation of the physics of eq.(60). In
[35], Markel proposed that for diamagnetic materials, 11 Im(µ) can in fact be
negative. He calculated the rate of dissipation of energy from an electromagnetic
wave in such a medium, and showed that the Poynting vector should be propor-
tional to ~E × ~B (instead of ~E × ~H as used conventionally). In that case, it is
not hard to see that the direction of power flow is always the same as that of
the phase velocity (as the factor of µ does not occur in eq.(50)). Thus, it was
claimed in [35], [36] that for such polarizable media, negative refraction is impos-
sible. Several claims and counter claims appeared in the optics literature after
this, a full discussion of which is beyond the scope and purpose of this paper.
We can however, make the following statement. Suppose Im(µ) < 0. Then, if
~B is used in the definition of the Poynting vector as advocated in [35], then there
is indeed no negative refraction and this, along with the fact that Im(ǫµ) > 0,
required for the net absorption rate of heat in the medium to be positive (eq.(14)
of [35]), can be shown to imply that the entire colored region depicted in fig.(20)
11This is relevant as we consider holographic superconductors. However, in our setup, the
boundary theory is 2 + 1 dimensional, and there are subtleties regarding expulsion of external
magnetic fields in this case, as pointed out in [7]. We will proceed keeping this in mind.
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is allowed. But now, if we naively apply the DL criterion (not really meaningful in
this case as we have used ~P ∝ ~E× ~B) we do obtain a region in which the DL index
is negative. This is the red region of fig.(20), marked as “DL”. In the blue region
of fig.(20), marked as “No DL,” the Depine-Lakhtakia condition does not hold.
Hence we see that negativity of the DL index may not be a useful criterion even
in a dissipative medium, if the arguments of [35] hold. Specifically, the common
red region of fig.(19) or fig.(20) can have very different physical interpretations.
This rather simple result which to the best of our knowledge has not appeared
in the optics literature should possibly have some experimental relevance.
2 4 6 8 10
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Figure 21: nDL with η = −0.3, 2κ2 = 0
for different values of Σ.
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Figure 22: Imµ(ω) with η = −0.3,
2κ2 = 0 for different values of Σ.
Now let us come back to our holographic scenario. First we present the results
on the DL index. In fig.(21), 12 we have shown numerical results on the variation
of nDL with frequency, where we have taken T = 0.5Tc. At high frequencies,
the behavior of nDL is qualitatively similar to the ones reported in [32], [20],
but at low frequencies, significant differences emerge, where we find that nDL
can be negative. In R-charged black hole backgrounds, similar results in the
probe limit were found in [17]. This low frequency behavior of nDL in the probe
limit in the AdS4 black-hole background should be contrasted with the results
in [32], [20] where no negative DL index was found at any frequencies in the
probe limit in AdS5 backgrounds. Specifically, in the approach of [20], the bulk
fields are expanded with respect to the order parameter near to criticality, and
analytic results can be established very close to Tc, indicating this result. This
approach is difficult to implement in four dimensional backgrounds, but we do
find numerically that close to criticality, the DL index is indeed positive, as in
five dimensional backgrounds. Only at lower values of the temperature is the DL
index negative. We do not have a complete understanding of the issue, but the
appearance of a negative DL index in the probe limit in our four dimensional
background is probably due to the different nature of the bulk theory. We are
unable to comment on this further.
12The color coding for figs.(21) - (24) is as follows. The red, green, blue, brown and orange
curves correspond to Σ = 0, 1, 3, 5 and 7, respectively.
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In our holographic approach, 13 we need to be careful about the interpreta-
tion of fig.(21). For this, one should first check the sign of Im(µ). As we have
mentioned, µ is an effective permeability unlike the real magnetic permeability
of materials discussed earlier in this section, and may not be an observable. We
proceed keeping this in mind. From fig.(22), we see that the sign of Im(µ) is
dependent on the choice of the parameter Σ. Specifically, the red and the green
lines of fig.(22), corresponding to Σ = 0, 1 show negative values of Im(µ) for
small frequencies, but the situation changes when the value of Σ is enhanced,
and higher values of Σ seems to push Im(µ) to positive values. 14
From our previous discussion, we see that when Im(µ) < 0, we can either
interpret the negative DL index for the red and the green lines as lying in the
unstable (red) range of fig.(19), or we could interpret this as a physical solution
lying in the red colored region of fig.(20), where the system is dissipative, and
there is no negative refraction although nDL is negative. Both interpretations
look plausible and we have not been able to settle this issue. We also note that
for Σ ≥ 3 (the blue, brown and orange curves of figs.(21) and (22)), our strongly
coupled system behaves like a real metamaterial, with Im(µ) > 0 and here the
negativity of the DL index has the normal interpretation of negative refraction.
As a final comment here we add that in the low frequency region, Im(µ)
gradually increases from negative to positive values as we increase Σ from 1 to 3.
However, the validity of the expansion used in eq.(47) do not seem to be satisfied
for the window 1.5 < Σ < 2.5, which seems to be an unfortunate feature of the
probe analysis. Hence we have restricted our attention to Σ ≤ 1 and Σ ≥ 3. Of
course, as we increase the value of Σ, back reaction effects cannot be completely
neglected, and hence our probe analysis becomes less reliable. We will postpone
a full analysis of response functions including back reactions to a future study.
For the values of Σ that we have used, the validity condition of eq.(47) is shown
in fig.(23). Strictly speaking, the ǫ − µ expansion is valid when |Bn2ω2| ≪ 1,
with G2T/G
0
T = B and k
2 = ω2|n|2. In our case, as seen from fig.(23), this is only
marginally satisfied in the frequency region where nDL is negative. This caveat
may be related to the appearance of a negative imaginary part of the magnetic
permeability, as was pointed out in [17].
One also needs to be sure that the system is in thermodynamic equilibrium.
This can be done by showing Im(GT ) > 0 for real ω and k. We find that for small
k, which is necessary for the expansion in eq.(47) to be valid, Im(GT ) > 0 for
all cases, thus ensuring that our system is indeed in thermodynamic equilibrium.
Finally, we point out that as in most cases of holographic optics studied so far,
the propagation to dissipation ratio, given by Re(n)/Im(n) is typically very small
in our case. This is depicted in fig.(24). However, we note that this ratio seems
to be enhanced for some values of Σ, as compared to the others. Also, beyond
Σ ∼ 3, the ratio becomes negative, as happens for real meta materials. Again,
these need to be analyzed more carefully with the inclusion of backreaction, to
come to a definitive conclusion.
13Upon setting η = 0, i.e removing the higher derivative correction in eq.(1), we have checked
that the results of this section go over to the corresponding cases studied in [17], as they should.
14It is well known that back reaction effects have similar properties, i.e generically in the
probe limit, Im(µ) is negative, while inclusion of back reaction can make this positive.
23
0.5 1.0 1.5 2.0
Ω
Tc
0.60
0.65
0.70
0.75
0.80
0.85
0.90
ÈBHΩLΩ2n2 
Figure 23: B(ω)ω2n2 (see text for defi-
nition) with η = −0.3, 2κ2 = 0 for dif-
ferent values of Σ.
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Figure 24: Propagation to dissipation ra-
tio with η = −0.3, 2κ2 = 0 for different
values of Σ.
Before we end this section, we remind the reader that as we have mentioned,
there are various caveats in this treatment, which needs to be analyzed more
carefully. We leave this for a future study. We emphasize that we make no
claims beyond the statement that higher derivative corrections might introduce
important changes in the optical response of strongly coupled boundary theories.
6 Discussions and Conclusions
In this paper, we have studied generalized holographic superconductors with
higher derivative interactions in four dimensional AdS-Schwarzschild backgrounds.
This generalizes the model considered in [10] and [13]. We found rich phase struc-
ture in the space of the coupling strength η and the model parameter Σ. Inter-
estingly, our numerical analysis indicates the presence of two critical η’s, namely
ηc1 and ηc2, which form a window inside which the transition from the normal
to the superconducting phase is of first order, and away from this window the
phase transition is of second order. The dependence of ηc1 and ηc2 on Σ and κ
have been established. For fixed η, we also found a critical Σc around which the
nature of phase transition changes, but this case is qualitatively different from
the one with fixed Σ. These numerical results were substantiated by studying
the free energy of the boundary theory. The result is shown in fig.(1).
It is important to point out the differences of our model with the ones con-
sidered in [10]. Specifically, the rich phase structure in our model is due to the
generalized higher derivative coupling term with parameters η and Σ, rather than
the a generalized minimal coupling term. Here, we worked with the full back-
reacted solution, and found that backreaction makes the condensation harder to
form, and for fixed non-zero η and Σ, backreaction effects can also tune the the
order of the phase transition.
We also analyzed the optical conductivity of boundary superconducting sys-
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tem by varying the model parameters Σ of the theory as well as the coupling
parameter η. Large variations in the ratio of ωg/Tc was observed. We further pre-
sented analytic results for the critical temperature and showed that these match
well with numerical analysis, in appropriate regions of the parameter space. Fi-
nally, we discussed optical properties of the boundary theory with higher deriva-
tive corrections, in the probe limit. Our results here are indicative of the fact that
such corrections might introduce important differences in physical quantities like
refractive index and magnetic permeability. However, in order to firmly establish
these results, one needs to resort to an analysis with backreaction effects. We
leave this for a future study.
Acknowledgements
It is a pleasure to thank Sayantani Bhattacharyya for useful comments. The work
of SM is supported by grant no. 09/092(0792)-2011-EMR-1 from CSIR, India.
References
[1] J. M. Maldacena, “The large N limit of superconformal field theories and
supergravity,” Adv. Theor. Math. Phy. 2 (1998) 231 [arXiv:hep-th/9711200].
[2] I. R. Klebanov, S. S. Gubser and A. M. Polyakov, “Gauge theory
correlators from non-critical string theory,” Phys. Lett. B 428, 105
(1998)[arXiv:hep-th/9802109].
[3] E. Witten, “Anti-de Sitter space and holography,” Adv. Theor. Math. Phy.
2 (1998) 253 [arXiv:hep-th/9802150].
[4] S. S. Gubser, “Breaking an Abelian gauge symmetry near a black hole hori-
zon,” Phys. Rev. D78, 065034(2008)[arXiv:0801.2977].
[5] S. A. Hartnoll, C. P. Herzog and G. T. Horowitz, “Building a Holographic
Superconductors,” Phys. Rev. Lett. 101, 031601(2008) [arXiv:0803.3295] .
[6] G. T. Horowitz, “Introduction to Holographic Superconductors,”
[arXiv:1002.1722].
[7] S. A. Hartnoll, C. P. Herzog and G. T. Horowitz, “Holographic Supercon-
ductors,” JHEP 812 (2010) 015[arXiv:0810.1563].
[8] S. Sachdev, “Condensed matter and AdS/CFT,” Lect. Notes Phys. 828
(2011) 273 [arXiv:1002.2947].
[9] S. A. Hartnoll, “ Lectures on holographic methods for condensed matter
Physics,” Class. Quant. Grav. 26 (2009) 224002 [arXiv:0903.3246].
[10] S. Franco, A. G. Garcia and R. D. Gomez, “A general class of holographic
superconductors,” JHEP 092 (2010) 1004 [arXiv: 0906.1214].
[11] A. Bianchi, R. Movshovich, N. Oeschler, P. Gegenwart, F. Steglich, J. D.
Thompson, P. G. Pagliuso, and J. L. Sarrao, “First-Order Superconducting
Phase Transition in CeCoIn5, Phys. Rev. Lett. 89 (2002) 137002.
25
[12] S. Yonezawa, T. Kajikawa, and Y. Maeno, “First-Order Superconducting
Transition of Sr2RuO4, Phys. Rev. Lett. 110 (2013) 077003.
[13] X. Kuang, E. Papantonopoulos, G. Siopsis and B. Wang, “Building a Holo-
graphic Superconductor with Higher-derivative Couplings,” Phys. Rev.D88,
086008(2013) [arXiv: 1303.2575].
[14] N. Bobev, A. Kundu, K. Pilch and N. P. Warner, “Minimal Holographic
Superconductors from Maximal Supergravity,” JHEP 1203, 064 (2012)
[arXiv:1110.3454].
[15] N. Bobev, N. Halmagyi, K. Pilch and N. P. Warner, “Supergravity Instabili-
ties of Non-Supersymmetric Quantum Critical Points,” Class. Quant. Grav.
27, 235013 (2010) [arXiv:1006.2546].
[16] A. Amariti, D. Forcella, A. Mariotti, G. Policastro, “Holographic optics and
negative refractive index,” JHEP 1104, (2011) 036, [arXiv:1006.5714].
[17] S. Mahapatra, P. Phukon and T. Sarkar, “Generalized Superconductors and
Holographic Optics,” JHEP 1401, 135 (2014) [arXiv:1305.6273].
[18] P. Yan and P. Qi-Yuan, “Stuckelberg Holographic Superconductor Models
with Backreactions,” Commun. Theor. Phys. 59, 110116(2013)
[19] Q. Pan and B. Wang, “General holographic superconductor models with
GaussBonnet corrections,” Phys. Lett. B 693(2010) 2 [arXiv: 0906.1214].
[20] A. Amariti, D. Forcella, A. Mariotti and M. Siani, “Negative Refraction and
Superconductivity,” JHEP 1110, 104 (2011), [arXiv:1107.1242].
[21] I. R. Klebanov and E. Witten, “AdS / CFT correspondence and symmetry
breaking,” Nucl. Phys. B 556, 89 (1999) [arXiv : hep-th/9905104].
[22] G. T. Horowitz and M. Roberts, “Holographic Superconductors with Various
Condensates,” Phys. Rev. D78, 126008(2008) [arXiv: 0810.1077]
[23] P. Breitenlohner and D. Z. Freedman, “Stability in gauged extended super-
gravity,” Annals Phys. 144 (1982) 249
[24] D. T. Son and A. Starinets, “Minkowski space correlators in AdS/CFT
correspondence: recipe and applications,” JHEP 209, 042 (2002)[arXiv:
0205051].
[25] R. Gregory, S. Kanno and J. Soda, “Holographic superconductors with
higher curvature corrections,” JHEP 10 (2009) 010 [arXiv: 0907.3203] .
[26] Q. Y. Pan, B. Wang, E. Papantonopoulos, J. Oliveria and A. B. Pavan,
“Holographic superconductors with various condensates in Einstein-Gauss-
Bonnet gravity,” Phys. Rev. D81, 106007(2010) [arXiv: 0912.2475].
[27] C. P. Herzog, “Analytic holographic superconductors,” Phys. Rev. D81,
126009 (2010) [arXiv: 1003.3278].
[28] S. Kanno, “A Note on Gauss-Bonnet Holographic Superconductors,” Class.
Quant. Grav. 28 (2011) 127001 [arXiv:1103.5022].
[29] X. H. Ge and H. Q. Leng, “Analytical calculation on critical magnetic eld
in holographic superconductors with backreaction,” Prog. Theor. Phys. 128
(2012), 1211 [arXiv:1105.4333].
26
[30] W. Yao and J. Jing, “Analytical study on holographic superconductors for
Born-Infeld electrodynamics in Gauss-Bonnet gravity with backreactions,”
JHEP 1305 101 (2013) [arXiv:1306.0064].
[31] A. Amariti, D. Forcella and A. Mariotti, “Negative Refraction index in hy-
drodynamic systems,” JHEP 1301, 105 (2013), [arXiv:1107.1240].
[32] X. Gao and H. -b. Zhang, “Refractive index in holographic superconductors,”
JHEP 1008, 075 (2010), [arXiv:1008.0720].
[33] R. A. Depine and A. Lakhtakia, “A new condition to identify isotropic
dielectric-magnetic materials displaying negative phase velocity,” Micro.
Opt. Tech. Lett. 41 (2004) 315.
[34] P. Kinsler and M. W. McCall, “Criteria for Negative Refraction in Active
and Passive Media,” Micro. Opt. Tech. Lett. 50 (2008) 1804.
[35] V. A. Markel, “Can the imaginary part of permeability be negative ?” Phys.
Rev. E78 026608 (2008).
[36] V. A. Markel, “Correct Definition of the Poynting Vector in Electrically
and Magnetically Polarizable Medium Reveals that Negative Refraction is
Impossible,” Optics Express 16 (23) (2008) 19152.
27
