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Which Daily Price is Less Noisy?
Christopher Ting*
The daily efficient price is the price that would prevail if the market were frictionless. I show
that volume-weighted average price (VWAP) provides a less noisy estimate for the
unobservable efficient price as compared to the closing price. The variance of daily returns
computed with VWAPs is smaller than that computed with closing prices. The difference
between these two realized variances is economically significant. The volatility of log closing
price change tends to understate the beta risk and Sharpe ratio. A higher noise level in the
closing price leads to derivative prices that favor option and volatility-related swap writers.
The daily closing price is often used as the end-of-day market value of a stock but despite its popularity,
traders’ transaction performance is not measured against it. Instead, practitioners use the volume-weighted
average price (VWAP) as the benchmark. This price is the ratio of the dollar volume to the number of
shares exchanged over a trading period. For a trader who buys a stock at several different prices and share
volumes, the VWAP is the break-even price before transaction costs. To calculate the profit and loss in
dollars before costs, investors use the VWAP rather than the closing price.
Moreover, broker-dealers provide services to fund managers by implementing VWAP strategies to
rebalance their clients’ portfolios. At times, broker-dealers may buy directly from fund managers at
an ex ante VWAP. The acquired shares are then disposed of by selling in the open markets with
VWAP strategies (Madhavan, 2002).
Since both the closing price and the VWAP are popular reference prices, in this article, I present a
method for ascertaining which of them is relatively closer to the efficient price. The method is based
on the intuition that if the random variable of a stochastic process is generally smaller than the
random variable of another stochastic process with which it shares a common component, then the
variance of the change in the smaller random variable will also tend to be smaller. The two random
variables are the closing price and the VWAP, both of which are noisy estimates of the daily efficient
price. If the noise level in the VWAP is lower (higher) than that of the closing price, then the realized
variance of the log VWAP change will be smaller (larger) than the realized variance of the log closing
price change.
I provide strong evidence that the VWAP gives rise to a smaller realized variance. I show that its
noise level is lower, which implies that the deviation from the efficient price is smaller. Thus, the
VWAP is relatively closer to the efficient price than is the closing price.
An important by-product of the method is that I can infer the realized variance of the log efficient
price change under reasonable assumptions. Using a large sample of NYSE common stocks, I find
that the inferred realized volatility of the log efficient price change is smaller than that computed with
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the closing price change or the log VWAP change. On average, the realized volatility of the log
closing price change is 5.4% higher than the inferred volatility of the log efficient price change.
But if I use the log VWAP change to compute the realized volatility, the difference with the
inferred volatility of log efficient price change is reduced to 1%.
There are many advantages to using VWAP as a better proxy for the efficient price. For dual-
listed firms, the consolidated VWAP is convenient for resolving the problem of multiple closing
prices. I also show that the Sharpe ratio and market beta risk will be understated, but options and
volatility-related swaps will be over-priced, when traders use closing prices to compute daily
returns. If traders use the VWAP instead, then significantly fewer of these aberrations will arise,
and trading options and volatility-related derivatives will become more equitable between buyers
and sellers.
The article is organized as follows. Section I presents my method for comparing two daily
prices with respect to the unobservable efficient price. Section II shows the effectiveness of the
method with simulated price series. In Section III, I present the empirical results.  In Section IV, I
discuss various economic implications in light of the finding that the daily closing price is not as
good a proxy as VWAP. Section V concludes.
I. Method
I obtain the daily volume-weighted average price (VWAP) from dividing the dollar volume by
the share volume that is transacted over a trading day. Specifically:
   ,     (1)
where the weight wk is Vk/V. In this expression, Pk’s are the n intraday prices at which transactions
occur during a trading day. Total daily share volume is . Each Vk in turn is the subtotal
of all the shares transacted at the price Pk. This equation shows that the VWAP is a combination
of all intraday prices. The closing price is a special case of VWAP in which the weights wk’s for
the other n - 1 intraday prices are set to zero.
I denote the efficient price in logarithmic levels for day t by pt*, the log closing price by ct , and
the log VWAP by st . Despite the fact that I cannot observe pt*, I can still ascertain which of the
two daily proxies is relatively closer to pt*, that is, which one has a lower level of noise. Following
standard practice, I decompose the observed prices into pt* and noise as follows:
   ;     (2)
   ,                                                                                                                                (3)
where αt  and βt are noise. I note that not only is pt* unobservable, αt and βt are also unobservable.
Next, I construct the respective log returns of st  and ct as follows:
   ;                                                                                                                   (4)
   ,                     (5)
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By economic logic, , , and ∆p*t  is orthogonal to ∆αt and ∆βt in the sense
that ; . In other words, the correlation between information
∆p*t and noise is much smaller as compared to , , ,
even  and .
Proposition 1: Under the assumption that ∆p*t is orthogonal to ∆αt and ∆βt, either st is relatively
closer to pt
* if σs
2 < σc
2, or ct is relatively closer to pt
* if σs
2 > σc
2. Moreover, if  Cov[∆αt,∆βt] is
negligible, then:
 .     (6)
The proposition suggests that I can determine the relative proximity of the VWAP and the
closing price to the efficient price by comparing the two second moments σs
2 and σc
2. Moreover,
even though it is infeasible to estimate σ*
2  because ∆p*t is unobservable, I can use Cov[∆st,∆ct]
instead to obtain an approximate value.
The efficient price embedded in st and in ct is the signal that both proxies are trying to capture.
Accordingly, I define the signal-to-noise ratio as:
    (7)
for VWAP, and:
                                                                                     (8)
for the closing price.
If ct is further from (closer to) pt* than st, then SNRc will be smaller (larger) than SNRs. Each
signal-to-noise ratio provides a quantitative measure of the proximity to pt
*. If the signal-to-noise
ratio is close to one, then under the assumptions of Proposition 1, the noise level is close to zero.
Finally, to measure the economic significance, I define the variance spread as follows:
.     (9)
Under the orthogonality assumption, Equations (4) and (5) show that the variance spread arises
from the noise variances σ
α
2  and σβ
2. In other words, .  An estimator  for Φ is the
difference between the two estimators for σ
α
2 and σβ
2 (i.e., ).
Proposition 2:  Given M observations, the estimator:
  (10)
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is asymptotically unbiased and normal under the following assumptions:
1. Daily log returns ∆st and ∆ct are covariance-stationary. With no loss of generality, Ε[∆st ] = 0 and
        E[∆ct ] = 0.
2. The fourth moments of ∆st and ∆ct exist.
3. The autocovariance functions of ∆st and ∆ct are absolutely summable.
4. The squared log return (∆ct )2 is correlated with (∆st )2 and (∆st-1 )2.
Moreover, if ∆st and ∆ct are AR(1) processes, then an analytic expression for the variance of 
is obtainable.
With this proposition, I can compute the standard error of  and examine its statistical
significance. I note that the proofs in the Appendix require minimal assumptions on the return
distributions. The two propositions still obtain even when the log returns exhibit serial correlation,
skewness, and fat tails.
II. Simulation
Before applying the proposed method on real data, I perform simulations to assess the validity
of Proposition 1. In these simulations, I generate returns (log price changes) with known
parameters. I ask if it is true that when the magnitude of the noise is relatively smaller, the proxy
is relatively closer to the efficient price. I also ask how valid Equation (6) is even when there is a
certain amount of covariance between ∆αt and ∆βt. These two questions are important. If the
answers to these questions are “yes,” it would imply that there is an easy-to-implement method
not only for comparing the two proxies for pt
*, but also for inferring σ*
2.
First, I simulate the time series of ∆pt* using two generators. The first generator produces
normally distributed random numbers, and the second generates Student’s t-distributed random
numbers with excess kurtosis. Next, I generate αt  and βt  in such a way that t tα β< . I use the
Gamma distribution with the sample mean shifted to the origin, because the noise may be
asymmetrically distributed. To examine the robustness of Proposition 1, I set the correlation between
∆αt and ∆βt equal to 0.1. Furthermore, to make the simulations even more realistic, I create the effect
of price discreteness by rounding off the simulated price series to two decimal places.
Having generated the log prices  and , I compute the log returns.
Panel A of Table I displays the summary statistics for normally distributed ∆pt* with 10,000
different values of volatility (standard deviation of ∆pt*). Out of 10,000 simulations, 9,795 cases
support Proposition 1, that p1,t  with a lower noise level is closer to the simulated pt
*. The average
actual volatility of the simulated ∆pt* is 32.92% on the annualized basis. This average value is
close to the 32.98% estimated from the two proxies based on Equation (6). Panel B reports the
summary statistics for t-distributed ∆pt*. Out of 10,000 simulations, 9,792 cases are consistent
with Proposition 1. The average actual volatility is 54.33%, which is close to the 54.49% I estimate
when I use Equation (6).
These two sets of simulations support Proposition 1. Even when the noise ∆αt and ∆βt are
correlated, Equation (6) does well at approximating the variance of the log efficient price change.
III. Data and Analysis
Here, I present empirical evidence that suggests that the VWAP is nearer to the efficient price
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Table I.  Summary Statistics for Simulated Return Volatilities 
This table summarizes the statistics for evaluating the validity of Proposition 1. I use two random number 
generators to simulate log efficient price changes. Each panel provides summary statistics for 10,000 
simulations with different volatilities. These statistics are the mean, standard deviation (Std), first 
percentile (1st per), 10th percentile (10th per), median, 90th percentile (90th per) and 99th percentile (99th 
per). The length of all the return time series is 252 in each simulation. The row labeled by “Actual Vol” 
tabulates the actual annualized volatility in percentages. The volatility inferred by Equation (6) is 
indicated by Vol (∆p*t). The other two rows labeled by Vol (∆p1) and Vol (∆p2) are the respective 
annualized return volatilities that simulate two noisy proxies for the actual process. The signal-to-noise 
ratio SNR1, also in percentages, is for the first return process ∆p1 with a smaller magnitude of noise, and 
SNR2 is for the second return process ∆p2. The noise components in these two proxies are positively 
correlated by 10%. 
 
Panel A. Normally Distributed Log Efficient Price Change 
 Mean Std 1st  per 10th per Median 90th per 99th per 
Skewness 0.00 0.15 -0.36 -0.19 0.00 0.20 0.36 
Kurtosis 2.97 0.30 2.42 2.63 2.94 3.36 3.89 
Actual Vol 32.92 17.87 2.57 7.97 32.84 57.54 64.72 
Vol (∆p*t) 32.98 17.82 3.06 8.12 32.90 57.56 64.82 
Vol (∆p1) 33.03 17.78 3.28 8.23 32.93 57.57 64.82 
Vol (∆p2) 35.58 16.23 11.26 13.82 34.82 58.59 65.72 
SNR1 99.00 6.07 73.66 94.78 99.70 103.07 112.89 
SNR2 78.26 24.57 7.07 34.49 89.65 96.67 98.51 
Panel B. Student’s t-Distributed Log Efficient Price Change 
 Mean Std 1st  per 10th per Median 90th per 99th per 
Skewness 0.00 2.14 -6.98 -1.75 0.01 1.76 6.92 
Kurtosis 16.09 21.60 4.09 5.31 9.39 31.14 120.47 
Actual Vol 54.33 32.77 3.10 12.65 52.94 94.89 131.61 
Vol (∆p*t) 54.49 32.66 4.03 13.02 52.90 95.05 131.49 
Vol (∆p1) 55.14 32.17 7.72 14.52 53.38 95.22 131.62 
Vol (∆p2) 60.23 29.54 19.30 25.24 57.20 97.59 133.98 
SNR1 93.47 14.64 25.12 80.86 98.24 101.44 104.94 
SNR2 74.04 26.37 3.41 27.03 85.92 95.86 98.54 
 
than the closing price. My empirical analysis uses 1,427 common stocks listed on the NYSE in
2003. I note that one of the reasons for choosing this particular year is because I need to control
for the microstructure noise generated by price discreteness. After February 2001, the effect of
price discreteness should have become considerably smaller compared to the predecimal tick
size regimes. Moreover, by 2003, traders would have become accustomed to trading with the
minimum tick size of one cent.
I choose the sample stocks by using the CRSP share code information at the end of 2002, and
adjust the prices and volumes for dividends and stock splits. For each of these common stocks,
the daily VWAP is the total dollar volume divided by the shares traded on the NYSE. I construct
this volume-weighted average price from the TAQ database.
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The number of observations (trading days) at the first percentile is 169. Therefore, there are a
sufficient number of observations to estimate the variance-covariance matrices of the log price
changes for each sample stock. To determine which of the two prices is closer to the efficient
price, I compute the second moments of their log price changes. Out of 1,427 sample stocks, I find
that 97.22% have a VWAP closer to the efficient price than the closing price. This result indicates
that in general, the VWAP is a better proxy.
I perform a similar analysis for a sample of representative futures traded on the Chicago
Mercantile Exchange. Here again I find that for futures, the VWAP is closer to the efficient price.
Thus, there is evidence that Proposition 1 is not confined only to stocks.
Table II presents the square roots in percentage terms of the variance-covariance matrix
components computed with log price changes. I annualize these realized volatilities by multiplying
them by . The average volatilities of ∆ct and ∆st are 36.50% and 32.15%, respectively. The
inferred volatility of ∆pt* is 31.11%, which is smaller than the realized volatility of ∆ct by about
5.4%. However, the difference with the volatility of ∆st is only 1%. Percentile by percentile, σc is
consistently higher than σs , which in turn is consistently larger than the inferred σ*. My signal-
to-noise analysis also suggests that the VWAP contains more information than does the closing
price. On average, the signal-to-nose ratio SNRs based on VWAP is more than 94%, which is
larger than the average value of 72.1% for SNRc.
Figure 1 shows the distributions of SNRs in Panel A, and SNRc in Panel B. It is evident that
these two histograms are distinct and do not overlap by much. To compute the t-statistic,1 I
divide the estimate of the variance spread by the standard error that I compute with Proposition
2. The average t-statistic is 2.65, which suggests that Φ is statistically significant. Moreover, the
average Φ/σ*2 value of 34.04% with 13.25% error shows that, relative to σ*2,  the variance spread
Φ is both statistically and economically significant.
It is clear from this empirical analysis that the VWAP is closer to the efficient price than is the
closing price. Judging from the statistically significant Φ and the signal-to-noise ratios, it appears
that using ∆ct to compute realized volatility tends to overestimate the volatility of ∆pt* by a
nontrivial amount.
IV. Economic Implications
As can be seen from Equation (1), the VWAP is a combination of intraday prices weighted by
their respective volumes. Since the VWAP is a better proxy than the closing price, it appears that
volumes traded at different intraday prices contain information. The following subsections provide
additional economic implications of the finding that the VWAP is closer to the efficient price.
A. Daily Price of Dual-Listed Firms
Fund managers typically use the 4 pm Eastern Time closing prices of stocks traded at the
primary exchanges to compute the net asset values. With dual listing, the question is which
exchange is primary. It follows that fund managers must choose an appropriate closing price for
a dual-listed firm, and that their choices may be challenged by their clients. To solve this problem,
I compute the consolidated VWAP. This consolidated price is the sum of the aggregate dollar
volumes of all stock exchanges divided by the sum of aggregate volumes traded.
1I also compute the standard error based on the Newey-West (1987) algorithm to correct for serial correlation
and heteroskedasticity. Because there is no material difference with the standard error computed using Proposition
2, I do not report this GMM standard error.
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 Mean Std  1st per 10th  per Median 90th per 99th per
Days 250 13  169 252 252 252 252 
         
?* in % 31.11 16.49  12.28 16.57 26.88 49.79 86.65 
?s in % 32.15 17.18  12.71 17.03 27.59 52.19 91.38 
?c in % 36.50 18.56  15.07 20.22 31.67 57.87 100.96 
         
SNRs in % 94.26 6.75  74.87 85.51 95.01 102.07 107.76 
SNRc in % 72.10 8.38  51.16 61.38 72.28 82.27 93.11 
         
? ? 105 13.73 27.31  -1.11 3.23 8.40 26.19 83.37 
se ? 105 6.93 17.67  0.71 1.35 3.55 13.53 58.13 
t-statistics 2.65 1.22  -0.13 1.03 2.66 4.18 5.33 
         
?/se in % 33.90 18.19  -2.04 12.38 32.64 56.33 87.96 
se/?*2 in % 13.25 4.78  6.51 8.87 12.38 18.46 30.85 
Table II. Summary Statistics for Comparing the Closing Price with VWAP
This table presents cross-sectional statistics for the number of observations (Days), annualized volatilities
denoted by σ* , σs , and σc, as well as the signal-to-noise ratios (SNRs and SNRc), variance spread (Φ ≡ σ2c
– σ2s) and standard error (se) computed using Proposition 2 for 1,427 NYSE stocks. The t-statistics are
given by Φ/se. Higher SNRs indicates that the VWAP denoted by s is relatively closer to the efficient price
p* than the closing price c. In addition to mean and standard deviation (Std), I also report first percentile (1st
per), 10th percentile (10th per), median, 90th percentile (90th per) and 99th percentile.
B. Sharpe Ratio and Market Risk
The closing price change volatility has an upward bias on the efficient price change volatility.
As noted in Section III, the difference between these two volatilities averages about five
percentage points. Consequently, the Sharpe ratio I compute by using the closing price change
volatility will tend to understate the performance of a portfolio. For example, suppose the
expected excess return is 4%, the volatility of ∆ct is 36%, and that of ∆pt* is 31%. The Sharpe
ratios are 0.111 and 0.129, respectively. Thus, the Sharpe ratio or the portfolio’s performance is
understated by about 14%. This understated Sharpe ratio implies that the relative risk aversion
coefficient may also be understated by about 14%, which could aggravate the problem of the
already large equity risk premium.
When I use closing prices to compute returns, the market beta risk of a portfolio also tends to
be understated. By construction, the beta risk is inversely proportional to the variance of the
market’s excess return. With closing prices, the market variance tends to have an upward bias,
which implies a lower beta estimate. To quantify the amount of bias, I consider the daily log return
of S&P 500 Index:
1log logt t tr MV MV −= − ,   (11)
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Figure 1. Distributions of Signal-to-Noise Ratios 
 
This figure plots the histograms of signal-to-noise ratios in percentages. These ratios are defined in 
Equations (7) and (8). Each ratio indicates the degree of proximity to the unobservable efficient price. 
SNRs in Panel A is for the VWAP and SNRc in Panel B for the closing price. The sample comprises 
1,427 NYSE stocks and the sample period is 2003. It is apparent that SNRs is higher than SNRc, which 
suggests that the VWAP is nearer to the efficient price than the closing price. 
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where MVt is the total market value of the component stocks on day t. This formula applies only
when the index divisor does not change.2
I obtain the constituents of the S&P 500 from the Standard & Poor’s web site. I compute two
daily returns ∆ct and ∆st based on daily closing prices and VWAPs, respectively, using Equation
(11). The volatility of ∆ct is 16.72%, and the volatility of ∆st is 13.46%. This difference of about 3.3
percentage points is both statistically and economically significant. If the beta risk is not estimated
with ∆st, then it will be underestimated.
To provide more evidence, I estimate two betas for each of the 1,427 sample stocks. The first
beta is based on ∆st and the second on ∆ct. On average, the first beta is larger than the second
beta by about 9.3%. I perform a two-sample t test and find that the two-tail t-statistic is 3.91.
Hence, statistically, the two populations of beta estimates are not the same. I also perform a
nonparametric Wilcoxon’s rank sum test. The z-value is 3.7 and the p-value is 0.0002. These
values suggest that the median of the first and second betas are also statistically different.
C. Option Pricing and Volatility Risk Premium
In the Black-Scholes (1973) formula, the volatility refers to the fluctuation in the log efficient
price change, which is σ* in this article. Option writers, however, quote their prices based on the
volatility of the log closing price change σc. My empirical results show that σc is 5.4 percentage
points larger than σ*. The larger σc leads to higher option prices. This overpricing is economically
significant. For example, I consider a European equity option struck at $20 with three months to
maturity. The three-month T-bill yields 4%, and the underlying stock pays no dividend. I use the
average value of 36.5% for the realized (historical) volatility σc, and 31.1% for the inferred volatility
σ*, as in Table II. This volatility difference of 5.4 percentage points translates to about 15%
overpricing for at-the-money options. In contrast, if I use the realized volatility σs of 32.2% for ∆st
instead, the overpricing is reduced to less than 4%.
Bakshi and Kapadia (2003) show that if expected volatility were constant, then a delta-hedged
long position would have neither gain nor lose. Since volatility is not constant, there is a market
price for the exposure to volatility uncertainty. They also note that option writers should be
compensated for bearing the risk of shocks in volatility. Pan (2002) develops a method to estimate
the stochastic volatility model of Heston (1993) and finds that the market price for variance risk
is negative.
I too recognize that a volatility risk premium offers compensation for exposure to shocks in
volatility. Another way to look at this premium is that a long position has the right, but not the
obligation, but a short position is contractually obligated, to pay the option holders whenever
the underlying price movement alters the option from out-of-the-money to in-the-money. This
right/obligation asymmetry that is inherent in options prompts the risk-averse option writers to
mark up the premium to account for any unexpected hike in volatility.
That said, the volatility risk premium could, arguably, be based on the changes in the intrinsic
volatility due to the efficient price and not the noisy closing price. Since the volatility of  ∆ct is
larger than that of ∆pt*, the volatility risk premium might also be subject to an upward bias as well.
To examine this possibility, I consider the difference between the variance σR
2 computed under
the physical measure and the variance σrn
2 computed under the risk-neutral measure. Their
2Ideally, the variance estimation should be conducted with daily time series longer than two months. I use a
shorter time series because the data of historical divisors for the S&P 500 Index are not available. Also, in 2003
there were nine changes to the divisor as a result of index reconstitutions and six changes dictated by corporate
actions (mergers, spinoffs, and other capital restructurings). These major divisor changes occurred in months
other than May and June. For these two months I ignore share issuances and repurchases of 5% or more of the
shares outstanding, special cash dividends as well as rights offering, if any.
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difference, σR
2 - σrn
2, is the volatility or variance risk premium demanded by option writers. In
Bakshi and Madan (2005), σrn
2 is an explicit function of σR
2, as well as skewness and kurtosis of
the physical distribution. Since there are now two different sets of variances, skewness, and
kurtosis from ∆ct and ∆st, there are two variance risk premia,  and
, respectively. Then, applying Theorem 1 in Bakshi and Madan (2005) and given
a risk aversion coefficient of 12, I compute VRPc and VRPs  for each sample stock. The cross-
sectional average VRPc and VRPs are  -1.136 × 10
-3 and -0.708 × 10-3, respectively. This analysis
suggests that the variance risk premium is likely to be higher (more negative) if traders use historical
σc
2 in option pricing.
D. Variance and Volatility Swaps
To further examine the side effects of using the noisier ∆ct, I consider variance swaps. In this
forward contract, two counterparties agree to settle the difference between a floating variance
σR
2, which is realized over the life of the contract, and a fixed variance swap rate, K2. In essence,
K2 is the expected value of the ex ante σR
2 under the risk-neutral measure. The buyers’ payoff at
expiration is σR
2 - K2.
As an empirical test, I consider VIX3, the flagship volatility index of the Chicago Board of
Option Exchange (CBOE). According to Derman, Demeterfi, Kamal, and Zou (1999), the square of
VIX corresponds to the 30-calendar-day variance swap rate K2. As discussed earlier, the options
are overpriced. It follows that the fair value of K2 is likely to be overpriced, since K2 is directly
linked to the option prices. But if there is no upward bias in K2, then σR
2 - K2 will have about a 50-
50 chance of being positive or negative. To test this null hypothesis, I compute the realized
variance σR
2 of the S&P 500 Index’s return using the log closing index levels. Since the CBOE
uses the convention  to annualize VIX, I use the same constant to annualize σR
2.
My comparison shows that out of 3,759 sample days, 2,722 (72.41%) have σR
2 < K2. I also
perform a nonparametric sign test and find that median σR
2 - K2 is significantly different from zero.
Taken together, if I use the squared VIX as the variance swap rate, then the variance swap buyer
tends to have a negative payoff.
Next, I examine the economic significance of the variance difference σR
2 - K2. I define the
percentage difference PDt  of day t as:
                                                                                                                         (12)
I interpret this difference as the return for the counterparty who longs the variance swap. On
average, I find that the return is -13.31%. In dollars, the average payoff to the buyers is -$4.29 for
every $1,000 of notional amount, as the mean difference σR
2 - K2 is -4.29×10-3. If σR
2 is computed
based on the log VWAP change, the difference will be even larger in magnitude.
Table III presents summary statistics for the profit and loss.  The table also shows the summary
statistics for the S&P 100 Volatility Index (ticker symbol VOX). I use VOX to determine the
volatility swap rate and the S&P 100 Index’s log closing levels to compute the realized volatility.
In a total of 4,767 volatility swaps, 72.88% of them have σR <
 K. Volatility swap buyers stand to
lose an average of $17.73 and a median of $27.81 per $1,000 of notional amount. In percentage
terms, which is (σR - 
 K )/K, the average return for the buyers is -8.04%.
3In addition to Whaley (2000), several papers have discussed and used VIX and its precursor, which was renamed
VOX on September 22, 2003. These papers include Coval and Shumway (2001); Connolly, Stivers, and Sun (2005);
Carr and Wu (2006); Ang, Hodrick, Xing, and Zhang (2004); Christoffersen and Diebold (2004); and Han (2004).
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Table III.  Summary Statistics for the Profit and Loss of Variance and  
Volatility Swaps 
 
This table reports the summary statistics for two types of forward contracts. The first type is a variance 
swap. It is based on squared VIX to determine the swap rate. The second type is a volatility swap, which 
is priced by VOX. Both VIX and VOX are volatility indexes constructed and published by the CBOE. 
These two volatility indexes are computed with options on the S&P 500 Index and S&P 100 Index, 
respectively. In this table, the profit and loss for traders who long the swaps are expressed in percentages 
(%), and in dollars ($) for every $1,000 of notional amount. Sample size refers to the number of days 
during the sample period when VIX and VXO are published by the CBOE. The statistics reported are the 
mean, standard deviation (Std), and percentiles. Negative statistics indicate that the realized variance and 
volatility are smaller than their respective swap rates. 
 
   Percentile Volatility 
Index 
Sample 
Size 
Sample 
Period 
 Mean Std 1st 10th 50th 90th 99th 
VIX 3,759 Jan 90 % -13.31 55.93 -77.6 -63.66 -26.08 54.20 202.7 
  to Dec 04 $ -4.29 31.77 -77.0 -28.24 -7.94 19.19 143.5 
           
VXO 4,767 Jan 86 % -8.04 40.23 -51.4 -38.76 -14.50 23.36 107.8 
  to Dec 04 $ -17.73 95.16 -163.9 -83.82 -27.81 46.90 244.4 
           
 To further illustrate the profit and loss, I consider a variance swap writer who is selling one
contract each day from January 2, 1990 to November 30, 2004 with $1M as the notional amount.
The cumulative profit from the sales is $16,112,294. Similarly, a volatility swap writer selling one
contract from January 2, 1986 to end of November 2004 obtains a cumulative profit of $84,529,002.
Thus, there is strong evidence that variance and volatility swap rates generally favor the swap
writers. Like Carr and Wu (2004), I suspect that the options used for pricing these forward
contracts are overpriced. These overpriced options mean that K2 is more likely to be higher than
the variance σR
2 realized over the time to maturity.
These results have implications for computing higher-order moments. If I use the daily VWAP
instead of the closing levels for S&P 500 Index, all risk-neutral moment calculations as in the square,
the cubic and the quartic contracts in Bakshi, Kapadia, and Madan (2003) will be affected. The
regression of implied volatility on realized volatility will also be likely to yield different results.
V. Conclusion
In this article, I introduce a method for comparing a pair of daily prices with regard to their
relative proximities to the unobservable efficient price. In my method, I compare the closing price
and the volume-weighted average price (VWAP) to determine how near they are to the efficient
price. An important by-product of the comparison is that I can infer the volatility of the daily log
efficient price change.
My empirical results show that the VWAP is closer to the efficient price than is the closing
price. Consequently, traders tend to underestimate the market beta risk by about 9% and understate
the Sharpe ratio by about 14%. Furthermore, I find that at-the-money options are 15% more
expensive. The overpricing is more severe for options that are more out-of-the-money. Volatility-
related swaps also have the same situation. Historically, their payoff is positive with a probability
of 72% for the counterparty that prices the fixed variance and volatility.
Since the VWAP is a ratio of transaction volume in dollars over the number of shares traded,
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stock exchanges can compute it with ease. I suggest that exchanges should publish the VWAP
on a daily basis alongside the closing price. Using these two observed prices, traders can even
infer the volatility of the efficient price change and use it for pricing derivatives more accurately.?
Appendix
Proof of Proposition 1:
Under the conditions that the two proxies share a common component pt
*, if  |αt| is smaller than
|βt|, then |∆αt| will also be smaller than |∆βt|. The implication is that σα2 < σβ2. Since ∆pt* is orthogonal
to ∆αt and ∆βt, it follows that σs2  ≈ σ*2 + σα2 and that σc2  ≈ σ*2 + σβ2.  As σ*2 is common to both second
moments, σs
2 is smaller than σc
2 if and only if σ
α
2 < σβ
2, and vice versa. By comparing the second
moments, σs
2 and σc
2, I can infer which of the two proxies is relatively closer to pt
*.
To prove Equation (6), the covariance between the two log returns is expanded as follows:
.    (13)
Under the orthogonality assumption, I obtain:
.                                                                             (14)
The covariance Cov[∆αt, ∆βt]  is small because ∆αt and ∆βt are noise and are small in magnitude
compared to the signal ∆pt*. Moreover, since the VWAP contains information on volume, its
noise structure is different from that of the closing price. As a result, ∆αt is likely to be independent
of, or weakly correlated with ∆βt, which means that Cov[∆αt, ∆βt] ≈ 0.
Proof of Proposition 2:
Following Brockwell and Davis (1991), the model-free estimators for the variances σs
2 and σc
2
are, respectively:
;  ,                                                                          (15)
where M is the number of daily observations over the sample period. To proceed with the proof,
I need a lemma for a covariance-stationary time series xt with zero mean.
Lemma 1:  If  and  is the autocovariance function,
then, , the estimator for the second moment γ(0), is asymptotically unbiased.
 Proof :
To check whether the variance estimator  is unbiased, I compute its expected value below:
.                                                                                       (16)
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Under the covariance-stationarity assumption, the second term is:
.                                                                                    (17)
Since the first term in Equation (16) is γ(0), it follows that:
.                                                                   (18)
If γ(d) is absolutely summable, i.e., , then as 
I apply Lemma 1 to the two estimators in Equation (15) to obtain the result that  is
asymptotically unbiased. Next, to determine the asymptotic distribution for   I note that:
.                   (19)
For the covariance in Equation (19), since (∆st)2 and (∆ct)2  have (∆pt*)2 as the common component,
it is reasonable to assume that:
,                                                                           (20)
where the residual εt has the property that . Therefore:
 .
Since ∆st is assumed to be covariance-stationary, by the Wold theorem, it can be represented
by , where  and {et} is a zero-mean white noise process with variance
σe
2 and kurtosis . From Proposition 7.3.4 in Brockwell and Davis (1991),  is
asymptotically normal with variance:
,                                                                      (21)
where γs(h) is the autocovariance function, which is absolutely summable. A similar expression is
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obtained for  with corresponding parameters of σ2f, ζf, and γc(h). It follows that  is
asymptotically normal with mean Φ and variance given by:
 .     (22)
To obtain an analytic expression, I invoke the assumption of AR(1) structure: ∆st = ρs∆st-1+ ei
and ∆ct = ρc∆ct-1+ ft.  Here, both |ρs| and |ρc| are less than one. The autocovariance function for ∆st
is γs(h) = ρshσ2e. For ∆ct, it is  γc(h) = ρchσ2f.. Accordingly:
 .               (23)
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