Real-world problems are often affected by uncertainties of different types and from multiple sources. Algorithms created for expensive optimisation, such as model-based optimisers, introduce additional errors. We argue that these uncertainties should be accounted for during the optimisation process. We thus introduce a benchmark as well as a new surrogate-assisted evolutionary algorithm to investigate this hypothesis further. The benchmark includes two function suites based on procedural content generation for games, which is a common problem observed in games research and also mirrors several types of uncertainties in the real-world. We find that observing and handling the uncertainty present in the problem can improve the optimiser, and also provides valuable insight into the function characteristics.
In the following, we highlight some types of uncertainties commonly encountered in real-world optimisation problems. The most obvious one is observation uncertainty, which results from the errors often contained in physical measurements [1] . This uncertainty can cause issues, especially if the application is sensitive, such as in case of medical treatments [4] . Research in the field of noisy optimisation and real-world applications targets this and related issues.
An additional sources of uncertainty can be introduced by the optimisation algorithm itself. Surrogate-assisted optimisation, for instance, relies on the predictions from machine learning models, which of course can be erroneous. However, most state-of-the art algorithms assisted by surrogate models do not take into account the uncertainty introduced by modelling.
In benchmarks, both observation and prediction uncertainty are often modelled by a symmetric error distribution with a mean of 0. This type of modelling is reasonable in some applications, but there are sources of uncertainty that can likely not be described by symmetric error distributions. For example, we demonstrate in the thesis that some real-world problems have biased non-symmetric noise distributions.
Another type of uncertainty can be introduced when replacing actual fitness evaluations by cheaper simulations. There is a large number of real-world problems that rely on simulated evaluations. Simulations become necessary in cases where the actual fitness function is either (1) too expensive to compute or (2) carries a safety or security risk. For shape optimisation problems, for example, simulations using computational fluid dynamics models are often employed [2] . The need for simulations becomes especially prevalent when the problem involves the need to predict or react to human behaviour, as it is difficult to obtain data to train a model on.
For instance, in the research field of computational intelligence in games research, many approaches require an evaluation method for a game or game content, such as a level. A common usecase are functions intended to describe the difficulty of an automatically generated game [5, 12] . We call this type of problem game optimisation in the remainder of this article. Human behaviour is then often modelled by an AI player. While the field of player modelling persistently works towards the goal of creating human-like AI, it is still unclear in most cases how to quantitatively express differences in behaviour [3, 8] . It is even less clear, how these differences and resulting uncertainties affect automatic game evaluation measures based on AI behaviour. To summarise, there is a large number of simulationbased real-world optimisation problems, where uncertaintyfree fitness evaluations are either non-existent or very limited. Game optimisation problems are a prominent group of problems that fall into this category. Still, existing research rarely addresses the uncertainty incurred by the various models and algorithms. The thesis described in this abstract is intended to fill this gap by incorporating approaches from noisy and surrogate-based optimisation, as well as detailed information on game optimisation problems to develop a uniquely suited algorithm. The main feature of the developed algorithm, SAPEO, is its usage of uncertainty information to assess the confidence of the obtained fitness estimates to dynamically decide whether to use an estimate or the correct fitness value. The algorithm is evaluated based on its theoretical performance limits, as well as using different benchmarks.
Games as Real-World Optimisation Benchmarks
Artificially created functions likely have different properties than real-world problems [13] . As mentioned above, the distribution of noise can be different, but so can properties such as the number of plateaus and the existence of a discernible global structure. Therefore, the type and magnitude of model prediction errors likely differs between artificial and real-world functions, which can affect an optimisation algorithm based on these predictions. We extend an existing benchmarking framework and add game optimisation function suites. The benchmark is used to compare SAPEO to state-of-the-art algorithms developed to solve computationally expensive (real-world) problems.
While this benchmark is naturally not representative for all types of problems imaginable, it serves as a demonstration of the effect of differences in uncertainties. We chose game optimisation problems specifically for several reasons:
1. Games describe highly complex systems, but their true state is always completely observable. This is a contrast to problems that rely on real-world measurements such as described in [2] . 2. Games are designed for human decision makers and at the same time often have a player AI that allows the simulation of playthroughs.
3. The popularity of games paired with an increasing research and popular interest 1 make large datasets available 2 that are required for statistical analysis. 4. Game optimisation does not pose safety concerns. 5. Actual evaluations can be comparatively cheap, as no measurement equipment is required and typical game sessions do not last for more than a few hours at a time.
In addition to these reasons why games are a suitable test bed for researching uncertainty in optimisation problems, this study is also important in the context of games research. As demonstrated in [9] , the potential errors in game evaluation are rarely considered in game optimisation. This is despite the fact that the bias introduced by using an AI for game simulation has a demonstrable effect on the discoverable solutions for the problem, as we illustrate in a case study.
Contributions
In this thesis, we make the following contributions: Taxonomy of Game Evaluation Methods: A taxonomy of approaches to game evaluation methods used for game (content) optimisation from a data-driven perspective. The taxonomy allows reasoning about uncertainties introduced by popular game evaluation approaches.
Illustrative Example of Effects of Bias in Game Optimisation: A detailed illustrative example of how modelling human players using AIs can bias the obtained outcomes based on published data for the game StarCraft II (Blizzard 2010). The example conclusively shows the need for uncertainty handling in simulation-based game-related optimisation.
Game-Benchmark for Evolutionary Algorithms: An extension of the existing COCO (COmparing Continuous Optimizers) benchmarking framework for numerical blackbox optimisation 3 that introduces two new functions suites based on game optimisation problems. The benchmark code, results and further information is freely available online 4 and forms the basis for the GBEA (Game-Benchmark for Evolutionary Algorithms) workshop at GECCO 18 and 19.
The new function suites are based on two previous publications. The first is an optimisation problem for cards in TopTrumps that was introduced to demonstrate the feasibility of automatic game balancing with and without surrogate models [10] . The second function suite is based on a significantly extended version of a procedural content generation technique for Super Mario Bros. levels proposed in [12] . Plotting the function values for line walks (i.e. crossing the search space on a line parallel to a principal axis through a random point) already demonstrates the uncharacteristic fitness landscapes of these functions, see Fig. 1 showing function 21 of the second function suite. This function measures what percentage of the width of a given generated level was not traversed by an AI player, averaged over 30 simulations. The function thus reaches a minimum of 0 when the level can be completed by the AI player in all 30 tries.
SAPEO Algorithm: SAPEO, an algorithm designed for the robust optimisation of games and similar complex simulation-based real-world problems. The algorithm is extensively evaluated theoretically and empirically. Previous versions of SAPEO have been published for both singleand multi-objective optimisation problems in [7] and [11] . The version of SAPEO proposed in this thesis is however improved based on findings from previous publications and extended by model validation features. The results presented in this thesis are thus novel and not previously published.
SAPEO is short for Surrogate-Assisted Partial-Order based Algorithm and is visualised in Fig. 2 . SAPEO is based on an underlying evolutionary algorithm and extends it by allowing lazy evaluation, i.e. the fitness of individuals in an evolutionary algorithm are only evaluated if necessary. This is the case if (1) the surrogate model used for the prediction is deemed unreliable (per cross-validation), or (2) the individuals in a population can not be distinguished within a reasonable confidence threshold based on the predictions. All fitness evaluations are added to an archive and used as samples to compute the local models. SAPEO can be used in conjunction with any evoltionary algorithm, including for both single-and multi-objective optimisation.
Results and Discussion of Behaviour of surrogate-assisted optimisation algorithms on GBEA: Besides the SAPEO algorithm, popular and related surrogate-assisted algorithms, namely Efficient Global Optimisation, prescreening and Differential Evolution for Multiobjective Optimization based on Gaussian Process models are evaluated on several function suites, including GBEA. This allows for the extensive analysis of their respective strengths and weaknesses which had not been conducted before.
Modular Implementation of Experiments: A modular and thus easily extensible implementation of the experiments is made available at. 5 The implementation contains a C++ interface to the COCO benchmarking framework and adds extensive logging capabilities including the ability to track prediction errors and post-processing features. The code uses the Shark machine learning library, 6 which makes the implementation easily understandable and extensible.
The software allows a fair comparison of surrogate-based optimisation algorithms by giving implemented algorithm access only to the same modelling features. These features 
Conclusions
We find that much work is still required in the field of surrogate-assisted evolutionary optimisation, as the performance in terms of required function evaluation achieved in some cases is not improved in comparison to the original evolutionary algorithms, even for a very low budget. We show that some of these weaknesses relate to the lack of validity checks for the surrogate models. SAPEO is proposed to tackle some of the identified weaknesses. While for some functions, SAPEO does successfully outperform other surrogate-assisted algorithms as well as the underlying evolutionary algorithm, this is not the case consistently. More investigation is required in this regard. The experimental framework and the benchmark used in this thesis are made available publicly to encourage this in the future.
Based on the results obtained on the games benchmark, we can also conclude that while some fitness functions employed in the area of procedural content generation have multiple, easy-to-find optima, there are others where conventional optimisation algorithms struggle. Generators can therefore not be judged independently of their fitness function and more work is required towards finding general and justifiable fitness functions, ideally with good properties for optimisation. 
