A comparison of the different extensions of a weak formulation of an approximate riemann solver for supercritical flows and their relationship to existing schemes  by Glaister, P.
Pergamon 
Computers Math. Applic. Vol. 29, No. 12, pp. 27-38, 1995 
Copyright(~)1995 Elsevier Science Ltd 
Printed in Great Britain. All rights reserved 
0898-1221/95 $9.50 + 0.00 
0898-1221(95)00055-0 
A Compar ison of the Different Extens ions 
of a Weak Formulat ion of an Approx imate  
R iemann Solver for Supercrit ical Flows and 
Their  Relat ionship to Exist ing Schemes 
P .  GLA ISTER 
Department of Mathematics, University of Reading 
P.O. Box 220, Whiteknights, Reading RG6 2AX, U.K. 
(Received and accepted October 1994) 
Abst ract - -A  weak formulation of the Roe linearised Riemann solver proposed recently is exam- 
ined in the context of the equations governing steady, supercritical flows. Two possible alternatives 
present themselves, and it is shown that these are equivalent and, moreover, are equivalent to existing 
schemes. 
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1. INTRODUCTION 
In a recent paper, Toumi [1] presented a weak formulation of Roe's approximate Riemann solver 
based on a definition of a nonconservative product. Toumi first identifies the Lipschitz continuous 
path connecting two states that leads to the Roe-averaged state [2] for an ideal gas, and then 
constructs a generalised Roe-averaged matrix for the Euler equations with real gases by using 
the same path. In a recent paper [3], it is shown that extending and then employing the ideas 
presented in [1] to the two-dimensional, unsteady, shallow water equations leads to a well-known 
approximate Riemann solver. In this paper, we examine the steady, supercritical case in which 
the solution procedure differs from the unsteady case. We show that there are two possible lines 
of attack to this problem, and subsequently, that these result in the same scheme; this scheme is 
currently available in the literature. This work is seen as an important first step to generalising 
the original weak formulation to compressible flows in both the steady and unsteady cases for 
real gases. 
2. SHALLOW WATER FLOWS 
The two-dimensional shallow water equations governing steady, supercritical flows can be writ- 
ten as 
/~ + ~y = 0, (2.i) 
where 
1 2 - -  ~T f(~) = pu, ~p + p ,? ,p~, )  , (2.2) 
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1 2 )T  
g (u)= pv, pvu ,~p +pv 2 , and (2.3) 
u = (p, pu, pv) T, (2 .4 )  
denotes the vector of conserved variables. The quantities (p, u, v) = (p, u, v) (x ,  y) represent the 
nondimensional height and the two velocity components at a general position (x, y) in space. (We 
have considered the case of a horizontal, rectangular, frictionless channel since the terms that 
arise when this is not the case merely produce a source which is handled separately.) 
3. STRUCTURE 
We begin by noting some of the relevant structure associated with the system of equation (2.1) 
which is essential for subsequent sections. 
First, equation (2.1) can be written as 
f x + A fy  = O, (3.1) 
where the Jacobian 
Og 1 [ v(p'F u2) -uv  u2 - p ~ 
= --~ = | 0 0 u(u 2 - p) | ,  (3.2) 
A Of  u (u2-p)  \2p(u  2+v 2) -u (p+v 2) 2v(u 2 -p) ]  
has eigenvalues, A~, given by 
uv 4" pv / -~ - 1 
*~1,2,3 ---- U2 _ P 
where the local Froude number, F, is defined by 
v 
' u '  (3.34-c) 
u 2 + v 2 
F 2 = - - ,  (3.4) 
P 
and is assumed to satisfy F > 1. 
everywhere and hence that the eigenvalues are real and distinct. 
Second, the Jacobians (0 
- -  = p -  u 2 2u 0 , 
P = Ou \ -uv  v u 
and 
satisfy 
This condition is equivalent o the flow being supercritical 
01) 
Q= O---u = -uv  v , 
~ p - v 2 0 2v  
A = Qp-1 .  
Moreover, equation (2.1) can be written as 
(3.5) 
(3.6) 
(3.7) 
Pux +Quu : 0, or (3.8) 
ux + .Auu = 0, (3.9) 
where 
.,4 = p -1Q = 
1(  u2v -~'v u2 ) 
0 0 u(u 2 -p)  , 
U(U 2 -- p) p(u 2 + V 2 -- p) --UV 2 V(2U 2 -- p) 
(3.10) 
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where 
p_X _ 1 u(u 2 - p) 0 0 , (3.11) 
u(u2-P )  v (p+u 2) -uv  u 2 -p  
and that ,4 has the same eigenvalues as A. Note that the eigenvectors of A and ,4, say r and e, 
respectively, are related through 
Pe = r. (3.12) 
4. L INEARISED R IEMANN SOLVER- -D IRECT FORMULATION 
In this section, we review the direct formulation of the linearised Riemann solver approach as 
applied to the system equation (2.1), a fuller account of which can be found in [4]. 
It is well-known that solutions of equation (2.1) will exhibit oblique jumps in space, and for 
this reason, a numerical method that is capable of handling discontinuities ( hocks) for time- 
dependent conservation laws is appropriate here. The scheme of Roe [2] for the Euler equa- 
tions has been adapted to treat steady, supersonic flows, and in particular, steady, supercritical 
flows [4]. The construction of this scheme begins by defining the linearised Riemann problem 
for (2.1) corresponding to (3.1), 
sx + = 0, 
u(xo,y) = { 
(4.1a) 
UL if y < 0, 
(4.1b) 
UR if y > O, 
where .A(UL, UR) is a constant matrix which depends on the data (UL, uR) either side of the 
discontinuity at y -- 0 along the line x = x0. We are assuming that boundary conditions 
are known and the approximate solution is determined by searching in the x-direction, which 
is assumed to be aligned with the predominant flow direction and where the flow is wholly 
supercritical in this direction, i.e., u2(x, y) -p (x ,  y) > 0 for all x, y. 
The matrix fi, is required to satisfy the jump-capturing property 
Aaf  = ag ,  (4.2) 
for all jumps Af .  The approach of Roe is to introduce the parameter vector 
= (~1, ~2, w~) T = (v'7, v~ ' ,  ~v)  T, (4.3) 
then write 
A f  = hAw, and (4.4) 
Ag = ~A~, (4.5) 
so that 
Ag = S/~- lAf ,  i.e., (4.6) 
~i = ~h -1. (4.7) 
Expressing f and g in terms of w, we see that 
f(u(w)) = (WlW2, W~/2"4- w~,w2w3) T, and 
g(~(~)) = (~1~3, ~2~3, ~4/2 + ~)T  
(4.8) 
(4.9) 
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and in view of the identities 
A(ab) = aAb + bAa, (4.10) 
A(a 2) = 25Aa, (4.11) 
and 
A(a 4) =a4--a4L-= (an--aL) (a 3 +a2aL +ana2L +a 3) 
(4.12) 
= (4  + ~ + a,~4 + 4)  A~, 
where the overbar ~ = (1/2)(aL + an) denoted the arithmetic mean and Aa = an - aL, then we 
have 
(°o " = 2 13 2~ , @3 @2 
( :  o -) 
\2~ 3 0 2~ 
and (4.13) 
(4.14) 
where 
1 
~231 _~ .~ (w3R ~t_ w2n wlL -~ WlnW21L + W3L) . 
Direct computation then shows that 
(4.15) 
, = 1_ ~) ( ~(~ + ~2) -~o 
fi(fi2 \2~(~2 + ~2) _~(~ + 92) 
~(~2 _ ~) 
~(~2 _ ~) ) ' (4.16) 
where we have set 
"if)2 V/"PLUL + V/-PRUR 
~ V~L + v/-PR ' 
~t~ 3 V/PLVL "4- V/PRVR 
~ V~ L + v~ n ' 
(4.17) 
(4.1S) 
and noted that 
1 
@3 = ~ (Wl,. + win) (will + wL)  = w~ Wl ~, 
giving rise to the definition 
f5 = ~-12 = 1 (pL + pn)  = ~. 
(4.19) 
(4.20) 
The matrix (4.16) is clearly an approximation to (3.2). The corresponding eigenvalues of 2` are 
then 
--- , - ,  (4.21a-c) ~2 _ p u 
where 
/~2 _ ~2 + ~2 
/5 (4.22) 
In order to solve (2.1) numerically, however, it is necessary to consider the corresponding linearised 
version of (3.9). To achieve this, we observe that by writing Au in terms of Aw as 
N 
Au = 2hAw, (4.23) 
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so that (4.4) and (4.5) become 
Af  =/sAu,  and (4.24) 
Ag : QAu, where (4.25) 
/5 =/~-1 ,  and (4.26) 
represent approximations to the Jacobians P and Q given by (3.5) and (3.6). Determining T we 
{2@~ 0 0 ) 
0 Wl (o 
/5 = ~_  ~2 2~ , 
\ -~0 0 (o 
Q = -~0 0 , 
~b-O 2 0 
have, using (4.10) and (4.11), 
where /5, fi and 0 are given by (4.17), (4.18) and (4.20). 
corresponding linearised versions of (3.8) or (3.9) are 
/ sUx+QUu=0,  or 
ux + A u~ = 0, 
so that (4.28) 
and (4.29) 
(4.30) 
Having determined /5 and Q, the 
(4.31) 
(4.32) 
where 1( 
A=P- IQ-~(~2_ts )  tS(~ 
is an approximation to .4 in (3.10), and has 
approximate eigenvectors of .4 and A, denoted 
'520 --0,0 7~ 2
0 0 fi(fi2 _ ~) ) , (4.33) 
+ ~2 _ ~) _~2 ~(2~ _ f) 
the same eigenvalues as .4. Note also that the 
by ~ and ~, respectively, are related through 
t5 ~ : ~. (4.34) 
The numerical scheme presented in [4], whose associated structure is reviewed here, is based on 
upwind differencing applied to (4.33). In the next section, we consider the weak formulation 
of the linearised Riemann solver, and then, in the remaining sections propose two alternative 
approaches to this for the equations of steady, supercritical flows. 
5. AN APPROXIMATE RIEMANN SOLVER 
(WEAK FORMULATION) 
In [1], it is proposed solving a system of equations of the form 
q~ + h<q)x = 0, (5.1) 
also via locally linearised Riemann problems of the form 
qt + H(qL ,  qR)(~ qx = O, 
qL if X < 0, 
q(x,O)  = ~ 
~ qR i fx >0, 
(5.2) 
(5.3) 
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where H(UL, u~)¢ is a constant matrix which depends on the data (qL, qR) and on the path 
~(s; qL, qR), and satisfies 
f0 0~ 1 g(~(s ;  eL, qR)) ~8 (8; qL, qR) ds = H(qL, qR)* (qR -- qL), (5.4) 
H(q, q)~ = g(q), and (5.5) 
H(qL, qR)¢ has real eigenvalues and a complete set of eigenvectors, (5.6) 
where 
Oh 
H = - -  (5.7) 
Oq' 
is the Jacobian of h, and where (5.4) is equivalent to the condition h(qR) - h(qL) = H(qL, qR)v 
(qr¢ - qL). 
The canonical path (a straight line) linking qn and qR 
¢(s;  qL, gR) = gL + s(gR - gz) ,  s e [0,1], (5.8) 
gives 
) H(qL, qR),~ = g qL +s(qR-- qL) ds. 
The Riemann solver in [1] is constructed by letting f0 be a smooth function such that 
(5.9) 
Ofo 
f o(~L) = qL, ~ fo(WR) = ~ qR, and Ao(W) = O~ 
is a regular matrix for every state w. The path chosen linking the two states qL and qR is then 
(5.1o) 
and this leads to the matrix 
H(qL, qR)¢o C(qL, qR)¢o -1 = S(qL, qR)¢o, (5.11) 
where 
/01( ) B(qL, qR)~o = Ao WL +S(WR--WL) ds, and (5.12) 
(5.13) 
which satisfies (5.4)-(5.7). 
Our aim now is to look at two alternative ways of applying this Riemann solver to the equations 
of flow in Section 2, to compare them, and then to compare them with the scheme of Section 4. 
6. APPL ICAT ION TO STEADY,  SUPERCRIT ICAL  FLOWS 
We now outline the two interpretations of the application of the scheme of Section 5 to the 
equations of Section 2, and then look at these in detail. 
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First Approach 
In this approach, we consider the linearised version of (3.8) 
P(~L ,  UR)¢o Ux + Q(UL,  UR)¢o Uy = O, (6.1) 
where the matrices Pro = P(UL, UR)¢o and Q¢o = Q(UL, UR)¢o are constructed, in turn, in 
the same way that H(qL, qR)¢o is in Section 5. Essentially, this is like treating, in turn, the 
'one-dimensional' operator split versions 
ut+fx=O, and 
~, + g~ = 0, 
of the unsteady system 
ut+fx+gu=O.  
Having achieved this, then the corresponding numerical scheme for (2.1) is obtained by rewrit- 
ing (6.1) as 
ux +.4¢o Uy : 0, where (6.2) 
.4¢o = Pgo 1 Q¢o. (6.3) 
The associated linearised problem to (3.1) is then 
fx + Q~o P~:o ~ f~ = 0. (6.4) 
Second Approach 
Here we consider directly the linearised problem associated with (3.1), viz. 
fz T A(fL, fR)¢o f~, (6.5) 
where the matrix A¢ o = A(fL, fR)¢o is constructed as given in Section 5, and where the vector q 
in Section 5 in this approach is the vector f ,  which is in contrast o that of the first approach 
where the vector q is identified with u. Note also that since no approximations to P and Q are 
derived, then there is no natural approximation to .4 which is necessary for a numerical scheme 
based on a corresponding linearised problem for equation (3.9). 
We now derive, in detail, the scheme resulting from each of the above two approaches. 
7. F IRST  APPROACH 
We begin by constructing P¢o by writing the parameter vector 
W ---- (Wl,W2,~/33) T ---- (V/p, V/pU, V/-fiV) T, (7.1) 
so that 
fo(w) u (p, pu, pv) T 2 T ~ -'~ ~ = = (Wl ,WlW2, 'WlW3)  , (7.2) 
29:12-D 
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and hence, 
(7.3) 
From (5.12) and (7.3) 
2Wr 0 0 
&+L, ~R)@o = ~'A,+L +(+R -WL+ = G2 ml 0 , 
) 
(7.4) 
573 0 ml 
where the overbar denotes the arithmetic mean of left and right states, F = (l/2) (FL + VR) .
To construct the matrix cp (z+ER).n (having found Bp (EL, gR)aa), and hence, p&L, :d&, 
N- 
it is necessary to write the Jacobian 
as a function of w: 
p (E(W)) = 
Combining (7.3) and (7.6) gives 
, 0 1 
wz” 2w2 
w::-7 - 
Wl 
w2w3 -- 
w:: 
WI 
w3 - 
Wl 
0 
0 
w2 - 
Wl 1. 
p (I) A&d = (? z2 g), 2 
so that from (5.13) 
(7.5) 
(7.6) 
(7.7) 
(7.3) 
where again E = (l/2) (v’r. + ER) d 2 . enotes the arithmetic mean, and wr 1s an approximation to 
WY given by 
I- - 
1 4, - 4,. 
(‘wIL + s(w,r - w,J3 ds = 4(W, - WI,,)’ if wlR # wlLI 201 - (7.9a-b) 
w$,(= &JY if wr R = W‘. 
However, since 
W& - W;IL = (Win - %I (4, + wfn Wl,, + wn ‘WY‘ + wf,) , 
then (7.9a) and (7.9b) become 
“3 _ l 
201 - ;? (& + w:,wr,, + WlJ$$,, + WL) . 
(7.10) 
(7.11) 
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Combining (7.4), (7.8) and (7.11), we find that the matrix in (5.11) is 
I 0 1 0 / 
-2 2W2 ( ) ( ) ( 0 
~ = Cp UL,  ~R Bp  UL,  UR = 'U)I ,~)2 "~J1 " P¢o = P UL,UR ¢o ¢o ¢o 
~ ~ 7/)27/)3 ~-~3 ~/~_~2 
@12 @1 "~1 
Thus, since 
@J = X/'-fiRUR + VrfiLUL = ~, (7.13) 
W___33 = V~RVR + V/fiLVL = 9, and (7.14) 
1 1 
W 31 --~ "~ ( W 31R -[- W 2 R W I L -~ W l I~ W 2 L -~- W 3 L ) = ~(Wl~ -~- W l L ) ( W 21n -~ W 21L ) "~- "W l w 2 , 
(7.15) 
as in Section 4, then 
where 
(0 1!) 
~o \ -~9 9 
(7.16) 
- -  1 1 
= w 2 = -~ (w~ L + w2, )  = -~ (PL + PR) ,  (7.17) 
again denotes the arithmetic mean. The matrix P¢o clearly represents an approximation to the 
Jacobian (3.5). ~ 
A similar calculation can be performed by replacing the matrix P by the matrix Q above, and 
this yields the approximate Jacobian to Q (0 
~ uR -~9 v . (7.18) 
Q'~° = Q "uL '  UR" oo '~o~ ~¢° /5_ 0 
The corresponding approximation i  equation (6.5) is 
1 ( fi29 -fi9 ~2 1 
= 0 0 fi(fi2 _ ~) . (7.19) 
Before making a comparison between the results here and those of Section 4, we consider the 
alternative approach outlined in Section 6. 
8. SECOND APPROACH 
For equation (2.1) with parameter vector 
W = (Wl, W2, W3) T = (V/p, V~U, v~V)  T, (8.1) 
then the second approach of Section 6 sets 
1 2 I T fo(~)----f= pu,~p +pu2,puv = (WlW2,W~/2+wg,w2w3) T, (8.2) 
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so that in this case 
Ofo ( W2 wl O 
Ao= Ow = 2w3 2w~ 0 , 
~ 0 W3 W2 
and hence, from (5.12) and (7.3) 
J~( fL , fR)  ~" ~olAo (WL-~-8(WR--WL)) d8 
'I'o 
where all quantities are as defined in Section 7. 
Now, writing the Jacobian in (3.2) 
= 2 2~2 0 , 
@3 ~2 
(8.3) 
(8.4) 
o~ 1 { ~('° + u'~) -uv  ~ - p ~ 
- ~ - [ o  o ~(u ~ - p) ~ ,  (8.~) 
A 0f ~(~2 _ p) \ 2P( u2 -{- V2) --~(P -{- V2) 2V( u2 _ P))/ 
/ ~(~1 ~+ ~g___A) 
\ ~(~ - ~)  
W2 
1 , 
2W3 
W 2 
~W3Wl 
0 
- (~  + ~) 
as a function of w: 
and then combining (8.3) and (8.6) gives 
( :  0 
~ \ 2w~ 0 2w3 
(8.6) 
(8.7) 
so that from (5.13) 
(oO Ol) 
= ~a ~2 . (8.8) 
\2~ 0 2~3 
Combining (8.4) and (8.8), we find that the matrix in (5.11) for (6.5) is 
~2(~-  ~1~)  ~1~-  ~ ~2 
A(.fL, Sn)¢o = C(fL, fn)*o B(fL, fn)~o 1 = 0 ~ __0 1 , (8.9) 
and rewriting in terms of the averages fi, ~5, and f5 defined in Section 7, we have 
1 ( V(Po ~2) -uv  ~2 fi ) 
= 0 ~(~2 - ~) , (8.10) 
A(uL,uR)to ~(~2_~) k2~(~2+ ~2) _~(~+~2) 2~(~2_~) 
which clearly represents an approximation to the Jacobian (3.2). 
In the next section, we compare the results obtained in this section, Sections 7 and 4. 
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9. A COMPARISON OF THE D IFFERENT FORMULATIONS 
First, we observe that the matrices P¢o and Q¢o determined in Section 7 yield a linearised 
problem as noted in equation (6.4) with associated matrix Q¢o p~2, and evaluating this yields 
1 (~(~+~2)  _~ ~2_~ ) ~ ~ - o ~(~2_~) , Q¢op~,lo fi(fi2--f5 ) \2~b(fi2+~2) -fi(j5+~ 2) 2~(fi2-fs) (9.1) 
which is precisely the matrix A¢ o determined in Section 8 using the alternative formulation, i.e., 
u -1 A( f  L, f R)¢o = Q(UL, UR)¢o P(UL, ~R)¢o, (9.2) 
so that the two formulations ofSections 7and 8 are equivalent. This result will be of importance 
when examining steady, supersonic, ompressible flows, particularly since the construction ofA¢ o 
using the second approach of Section 8 is the most straightforward. We again note, however, that 
the second approach of Section 8 does not yield intermediate matrices P¢o and Q¢o, and thus 
no natural matrix `4¢o. ~ ~ 
Second, having established the equivalence above, a direct comparison of the matrices/5, (~, 
and .~ in Section 4 with the matrices P¢o, Q¢o, A¢o and .4¢0, of Sections 7 and 8, shows that 
these matrices are, respectively, equivalent, and in particular, the two averages ~3 in equa- 
tion (4.15) and Wl 3 in equation (7.11) are identical. Moreover, the eigenvalues of A¢ o and .4¢0 
are those of the matrices ~. and .A as given by equation (4.21a-c) and (4.22). 
Finally, we observe that the following additional relationships between the matrices of the 
various formulations hold 
ft = Cp(uL, uR)¢o = B(IL, f R)¢o, 
= CQ(uL, uR)~o = C(IL, fR)¢o, 
= Bp(uL, uR)¢o = BQ(UL, uR)¢o, 
and 
(9.3) 
(9.4) 
(9.5) 
so that 
B-1 __ A¢o; Q¢o P~,o 1= (CQ s~l ) (Cp  Bp1) -1 = CQ BQ 1Bp Cp 1 = CQCp 1 = C¢ o ¢o (9.6) 
hence, 
and 
B -1 A¢o , ~i = ~/~-1  = C¢o *o = (9.7) 
A =/5-1(~ = (~- l ) - l (~b- t )  = ~t - i  ~-1  = Bp Cp 1 CQ BQ 1 
= (Cp B~, i ) - i (cQ B~. 1) = P¢o 1 Q¢o = A¢o. (9.8) 
10. CONCLUSIONS 
We have considered two approaches tothe weak formulation of a linearised Riemann solver for 
steady, supercritical, free-surface flows, and demonstrated that these are equivalent and are also 
equivalent to the direct formulation. It is intended to extend this work to steady, supersonic, 
compressible flows where the equivalence of these approaches can be utilised. 
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