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ABSTRACT 
Loblolly pine (Pinus taeda) wood cube specimens were exposed to Gloeophyllum fungus 
(Gloeophyllum trabeum) for increasing periods of time ranging from one week to twelve weeks. 
The corresponding mass of each of these specimens was recorded before and after they were 
subjected to the controlled decay. X-ray computed tomography (CT) was then carried out. From 
the CT scans and recorded mass data, the specimens’ corresponding volumes and densities were 
calculated. Blocks decayed for twelve weeks experienced, on the average, the greatest loss of 
mass (≈40%), volume (≈30%), and density (≈37%). The observations quantified the well-known 
effect of non-uniform decay, with the greatest occurring at the surface in contact with the fungi 
and decreasing to the opposite surface. Wood blocks subjected to controlled decay for twelve 
weeks lost 47% of density at the surface in contact with the fungi and 28% at the opposite 
surface, while blocks subjected to only one week of decay experienced over 5% density loss at 
the surface in contact with fungi and nearly 0% at the opposite surface. While the mass loss of 
specimens exposed to only one week of controlled decay was difficult to evaluate because of 
initial moisture absorption, these results indicate that x-ray CT can detect decay in wood 
specimens exposed to only one week of controlled decay using density measurements.   
 
For each of the three principal material directions of these specimens with controlled decay, 
ultrasonic longitudinal and (polarized) shear velocity measurements along with the 
corresponding attenuation measurements are presented. The measurements were carried out 
using longitudinal and shear ultrasonic transducers with a center frequency of 100 kHz. A steel 
delay line was used because of the relative small size of the wooden specimens relative to the 
used wavelengths. Waveform averaging was used along with the phase-slope method to measure 
velocities. It was observed that the velocities increase with increasing frequency and decrease 
with increasing amount of decay, while the corresponding attenuations increase with increasing 
frequency and with amount of decay. 
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CHAPTER 1:  
INTRODUCTION TO THE DECAY OF WOOD VIA BROWN-ROT 
Wood is a ubiquitous material: it is used in utility poles, furniture, structural members, homes, 
and serves countless other functions.  If a wooden member becomes infected with a brown-rot 
producing fungi, then its structural integrity can and will be considerably reduced.  The 
conditions necessary for brown-rot to occur are found in countless environments across the U.S.; 
thus, decay poses a major threat to the structural health innumerable wooden structures.  Even 
though the decay problem is so prevalent, there currently exist no practical means by which 
wood can be nondestructively assessed for the presence of decay.      
 
Fungus may be introduced to the wooden structure by a number of environmental factors, such 
as carriers (animals or insects) or weather (wind or water).  A fungal spore, or fragment of the 
hyphae (see subsequent section), needs to be present for fungal growth to occur; however, the 
conditions must be appropriate for the growth to initiate.  Appropriate conditions for fungal 
growth in wood include proper moisture content and temperature.  The moisture content must be 
greater than the fiber saturation point for fungi growth to occur.  However, if the wood is water-
soaked, such that the lumen of the cells is saturated, the process of wood decay will take place.  
The temperature must be between 35ºF and 100ºF; however, the most favorable growth 
conditions occur between 50ºF and 95ºF [5].  
 
Understanding of the decay process of wood through brown-rot has evolved considerably over 
the last few decades [1].  Brown-rot differs from white-rot in that it primarily attacks the 
hemicelluloses and cellulose (carbohydrate) portion of the wood.  The lignin is also attacked and 
modified chemically [3].  Insipient decay, although not clearly visible, causes a considerable 
reduction in the strength of wood.  The following discussion will focus on the decay of wood via 
brown-rot fungus belonging to the Basidiomycetes class (specifically Gloeophyllum Trabeum).  
For more detailed discussions, please refer to references [1 – 5] as they provide excellent 
descriptions to the decay process.  Appendix A contains the terminology used for the wood 
structure.  First, a brief description of the anatomy of brown-rot fungus will be provided, as well 
as its microscopic effects on the structure of wood.  The mechanisms of decay through the 
particular fungus Gloeophyllum Trabreum will then be presented.  Finally, the effects of decay 
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on the structural integrity, preventative measures, the associated cost, and the motivation behind 
the current study will be discussed.    
 
1.1. MICROSCOPIC ANATOMY OF BROWN-ROT  
A brief description of the microscopic anatomy of brown-rot will now be presented.  Note that 
only the components of the fungus which are necessary to the understanding of brown-rot 
fungus’s role in the degradation of wood will be discussed.  For a more in-depth discussion of 
the anatomy of fungus, please refer to Eaton and Hale [5].  For an illustration of the subsequent 
anatomical description, please refer to Figure 1.1.  The reproductive structure of brown-rot is 
termed the spore.   
 
Figure 1.1 Figure extracted from Highley [6]. The fruit body produces spores, which infect the wood.  The fungus 
germinates and produces hyphae.  The hyphae proliferate in the lumen of the cells and travel from cell-to-cell via 
bore hole production and pit membranes. 
 
Spores are capable of withstanding undesirable conditions to allow for dispersion and 
reproduction of the fungus.  In Gloeophyllum Trabeum, the spores are produced by its fruit body, 
basidium, thus classifying this rot as belonging to the Basidiomycetes class.  Once the brown-rot 
fungus has developed microscopically, it primarily consists of hyphae.  The hypha is a long, 
 3 
 
string-like, tubular structure of the fungus whose main function is that of vegetative growth.  
Located at the type of each hypha, is a complex structure known as the spitzenkörper.  The 
spitzenkörper’s main function is in the growth and branching of hyphae.  Thus, hyphae grow at 
their tips and have the capability of branching off into one or more hyphae.  This collective 
matrix of interconnecting hyphae is referred to as the mycelium [5].  
 
1.2. EFFECTS OF BROWN-ROT DECAY ON THE MICRO-STRUCTURE OF WOOD 
The following discussion of the microscopic effects of decay on the structure of wood is based 
on the results obtained by Wilcox [4].  The reader is referred to this reference for a more detailed 
discussion.  Much as evolved in the understanding of brown-rot decay since the publishing date 
of the latter work (1968); however, only the physical microscopic effects will be discussed, 
which were observed visually via microscopal examinations. 
 
The primary food source of the fungus is the carbohydrate fraction of the wood (hemicelluloses 
and cellulose).  Once the fungus is introduced to the wood, its hyphae travel through the cell 
lumens and inhabit the ray cells and axial parenchyma of the wood microstructure where they 
multiply.  The hyphae attach to the S3 layer by producing a glucan layer, termed the hyphal 
sheath. After the fungus has gained enough energy via carbohydrate consumption, it can produce 
bore holes through the wood as a means of traveling.  In fact, one microscopic indicator of 
insipient decay is the presence of these bore holes.  Another, and perhaps the principal, means of 
traveling is through the pit membranes.  Note that the fungus does not move from cell to cell in a 
predictable matter.  While one cell may be severely degraded, an adjacent cell may have little to 
no degradation.    
 
Figure 1.2 Figure extracted from Eriksson et al [142]. Wood subjected to brown-rot decay.  Notice the cubed 
appearance resulting from shrinkage cracking 
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The S2 layer of the wood cell wall is attacked preferentially to the other cell wall layers.  This 
may be due to the abundance of energy sources (the carbohydrate fraction) as well as a smaller 
fraction of lignin content in this layer relative to the other layers.  In early stages of rot, the S3 
layer remains largely intact, which has lead some researchers to the conclusion that the hyphae 
emit a wood destroying reagent that can diffuse through this S3 layer while leaving it relatively 
intact.  It is generally accepted that the porosity of the S3 layer does not change in the early 
stages of decay; however, the argument has been made that the porosity is not being measured 
correctly.  To accurately measure the porosity, Green and Highley [2] have proposed that the 
hyphal sheath must first be removed.  The S2 layer is decomposed via depolymerization, and 
consequently it becomes separated from the S3 layer.  As the decay progresses, the S1 layer is 
attacked and its carbohydrate fraction is depolymerized.  At this stage, the S3 layer starts to 
exhibit noticeable changes, such as appearing thinned and distorted.  Finally, the S3 layer is 
destroyed once the decay has become advanced enough.  Even in the most severely advanced 
stages of decay, the middle lamella is largely unaffected except for some slight thinning. 
 
Throughout the decay process, the wood cells hold their shape.  This is because the lignin 
framework, while chemically modified, remains largely intact except for some cracking.  At 
advanced stages of decay, wood infected with brown-rot decay visibly appears darker.  Wood is 
hygroscopic; thus, shrinkage occurs when there is a decrease in the moisture content.  Severely 
decayed wood appears very cracked and has a smaller volume than sound wood due to 
shrinkage.  Figure 1.2 shows a wooden member exposed to a brown-rot decay.  Note the 
appearance of the wood, specifically the noticeably dark color and cube-like shrinkage splitting.      
 
1.3. MECHANISMS OF DECAY THROUGH BROWN-ROT 
The mechanism of decay through brown-rot fungi is not fully understood.  In fact, much 
controversy surrounds the mechanisms by which brown-rot decays wood.  One major difficulty 
in studying decay by brown-rot fungi is that generalizations on the behavior cannot be made.  A 
plausible explanation for the mechanism of decay of one species of brown-rot fungus might not 
be applicable to a different brown-rot species [2].  The aim of this section is not to speculate or 
take a stance; rather, it will present some of the major theories that exist today.   
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In the insipient stages of decay, brown-rot fungus lowers the pH of wood via the production of 
oxalate, which protects the fungus from the acidic environment.  The method by which different 
species of brown-rot produce oxalate is not known.  Furthermore, the amount of oxalate 
produced varies from species to species [1]. 
 
In early research, the lignin portion of the wood was thought to be unaffected during the decay 
process [4].  However, more recent research has revealed that lignin is chemically modified 
through demethoxylation and demethylation [3].  
 
Recall that the S3 layer remains relatively untouched while the S2 layer suffers degradation.  
Since the hyphae inhabit the lumen of the cell, the degradation reagent must be capable of 
diffusing through the S3 layer without destroying it [1]. Cowling [7] recognized that all known 
enzymes were too large to penetrate the wood cell wall.  Thus, the pursuit for a very small mass 
enzyme (small enough to have the capability of penetrating wood cell walls) began.  No such 
enzyme was found, which lead to the conclusion that degradation occurred from a non-enzymatic 
process (low-molecular weight system) in the early stages of decay.  It has been proposed that a 
non-enzymatic process is responsible for the degradation of hemicellulose and amorphous 
cellulose.  One major theory involves a process known as Fenton’s reaction and is stated as 
follows, 
 
Fe
2+
 + H2O2 → Fe
3+
 + OH
-
 + HO∙          …(1.1) 
 
In the above reaction, Fe
2+
 and H2O2 react to produce hydroxyl radicals, which then cleave the 
cellulose chains [3].  Wood naturally contains iron, so research was focused on brown-rot fungi’s 
ability to produce H2O2.  Koenigs [8] showed that brown-rot fungi have the ability to produce 
H2O2; however, Highley [9] later demonstrated that Koenigs [8] method of measuring H2O2 
production was invalid.  Furthermore, recall that brown-rot fungi produces oxalate as a means to 
lower the pH environment.  Tanaka [10] and Schmidt [11] demonstrated that Fenton’s system 
does not succeed in degrading the holocellulose in the presence of high quantities of oxalate.   
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Although Fenton’s system is often credited as the degradation mechanism of brown-rot fungi, 
much controversy surrounds this theory.  It has not been indisputably proved, leaving some to 
doubt the adequacy of this model [2].   
 
1.4. EFFECTS OF DECAY ON STRUCTURAL INTEGRITY 
The process of wood decay in wooden structures jeopardizes their structural fitness-for-service 
creating risks to human life and property. Even in the early stages of rot, wood suffers a 
considerable decease in its toughness, strength, and modulus of elasticity.  Insipient decay can 
reduce the mechanical properties by 10% before the associated wood mass loss is able to be 
detected.  The mechanical properties can be reduced by 80% for decay degradation with an 
associated mass loss of only 20% [6].  A study of the effects of brown-rot on the mechanical 
properties was performed by Curling [12].  Please refer to Figure 1.3 for the relationship of 
mechanical properties and weight loss to the amount of time subjected to controlled brown-rot 
decay.  According to this study, the mechanical properties are reduced by 100% after the wood 
has been subjected to decay for a period of 12 weeks.  Thus, once degradation becomes severe 
enough to be detected visibly, the structural integrity of the wooden member may already be 
compromised.     
 
Figure 1.3 Figure extracted from Curling et al [12]. The mechanical properties of wood and mass loss with respect 
to time subjected to a controlled brown-rot decay where WML is the work to maximum load, MOR is the modulus 
of rupture, and MOE is the modulus of elasticity.   
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1.5. PREVENTATIVE MEASURES 
There have been several attempts to inhibit the decay process from occurring altogether; 
however, the best preservative techniques available today have not been able to truly preserve 
wood or wood composites against the natural process of decay. Such attempts, such as the use of 
wood preservatives, may delay the wood decay process but so far do not prevent it.  
 
The best way to prevent degradation by decay is by keeping the wood at conditions that are 
inhibitory to its growth.  This method is commonly employed in lumber yards, where the wood is 
kept at a moisture content below 20% [6].  Once the wooden member is utilized in a structure; 
however, the moisture conditions cannot be controlled.   
 
Preservatives are also used in an effort to combat the growth of wood-decaying fungi.  Two 
types of preservatives are currently used: oilborne preservatives and waterborne preservatives.  
Preservatives prohibit the growth of fungi in laboratory conditions; however, their effectiveness 
in preventing the growth of decay is dependent on many factors.  These factors include: the 
wood species capability to absorb the preservative, the wood species ability to retain the 
preservative, and the method of application [6].  An ASTM Standard Test Method for Wood 
Preservatives by Laboratory Soil-Block Cultures (D 1413-99) [13] was developed which 
provides a test method to determine the minimum amount of preservative that is effective in 
preventing (i.e., “delaying”) decay of selected wood species by selected fungi under optimum 
laboratory conditions.   
 
Another drawback to the use of preservatives is that they undesirably change some properties of 
the wood.  For example, creosote can reduce wood’s fire performance, aesthetic properties and 
ability to be painted.  Also, the application of preservatives may cause shrinkage in the wood if 
the moisture content is reduced considerably [6].   
 
1.6. COST 
Wood decay causes the expenditure of significant financial resources annually in repair, 
rehabilitation and reconstruction efforts. For example, in the United States there are over 42 
million wood utility poles for communication and power distribution purposes.  These poles are 
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commonly deteriorated by fungi, which effectively decays (or rots) the wood.  A 2006 survey 
conducted by the North American Wood Pole Council [143] revealed that over one third of the 
utility poles in the Pacific Northwest removed for replacement purposes, were removed 
unnecessarily (the deterioration was not advanced enough to render the poles unusable).  Pacific 
Gas and Electric Company (PGE) owns approximately 2.4 million poles.   Assuming an 
approximate replacement cost of $2,000/pole, 1% reduction of removals would save 
approximately $240,000 annually.  The natural process of wood decay is also occurring on 
wooden bridges and real-estate structures, where millions of dollars in wood real-estate 
transactions occur daily without being inspected for decay [14 – 17]. 
 
1.7. OBJECTIVE OF CURRENT STUDY 
Although wood is a ubiquitous material, there is currently no published data regarding the 
change in velocity and attenuation values as a function of mass loss caused by wood decay [18 – 
20].  This lack of knowledge prevents the development of models to simulate wave propagation 
towards the development of a nondestructive testing method to detect and assess wood decay in 
wood. Without a full understanding of wave propagation in structural components with decayed 
wood obtained by the development of these simulation models, there is the possibility of 
mistaking casual correlation for causation.  The current study aims to provide some data to aid 
toward to the development of such models.    
 
1.8. DESCRIPTION OF EXPERIMENTAL INVESTIGATION 
In order to study the effect of brown-rot decay on wood, experiments were carried out on 
loblolly pine cubes subjected to different amounts of a controlled brown-rot fungus 
Gloeophyllum Trabeum from 0 to 12 weeks.  Computed tomography scans were then carried out 
on the blocks to determine the relative density loss vs. the amount of time subjected to the 
controlled decay.  The sensitivity of x-ray to insipient decay was examined to determine how 
early decay can be detected.  Finally, ultrasonic measurements were performed on the blocks to 
determine the dependence of velocity and attenuation on amount of decay.  The results from 
ultrasonic measurements were used to relate ultrasonic properties (velocity and attenuation) to 
frequency and amount of decay (in weeks).   
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1.9. OVERVIEW OF ENTIRE REPORT 
Chapter 2 provides a literature review of previous research performed on detection and 
assessment of decay in wood.  Also, current methods employed to detect the presence of rot are 
outlined.  In Chapter 3, many of the techniques employed to measure velocities and attenuations 
and their respective advantages and disadvantages are discussed.  A literature review of previous 
work in measuring velocities and attenuations is also provided in this chapter.  Chapter 4 
contains a description of the experimental investigations performed for this study, and then the 
results and conclusions from the research are presented.  The appendices contain a brief 
description on the structure of wood, basic background on phase and group velocity concepts, 
proof behind the cross-correlation and phase-comparison methods for measuring time-of-flight, 
and a review of the linear least squares technique for determining fits to data.      
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CHAPTER 2:  
PAST WORK ON ASSESSING AND DETECTING WOOD DECAY 
Wood is a complicated material in that it is anisotropic, heterogeneous, porous, and hygroscopic.  
There exists an inherent variability of its properties, not only between different species, but 
within the same member of wood.  Wood is a ubiquitous material; thus, the need for non-
destructive testing (NDT) techniques is quite apparent.  The following text will outline some of 
the techniques used for assessing and detecting wood decay.  For a more comprehensive review, 
the reader is referred to the following references: [14, 18, 21 – 30]. 
 
2.1. SEMI-NONDESTRUCTIVE TECHNIQUES 
Many methods to detect wood decay exist and are currently employed that are classified as semi-
nondestructive.  In other words, damage from the testing is only done to a small portion of the 
wooden member.  Drilling is one common technique, whereby an inspector drills a bit into the 
wood at a constant rate.  The resistance to drilling is measured and related to the density.  Areas 
of wood suffering from decay will have a lower density than their sound wood counterparts [31, 
32].  Coring involves cutting out a core from the wood and visually examining it for evidence of 
decay [23].   
 
The disadvantages of these methods become apparent immediately.  Although the tests are only 
locally destructive, they are still destructive.  The amount of allowable tests is limited, because 
enough tests will reduce the structural integrity of the wood.  The other major disadvantage is 
that information about the presence of decay can only be drawn from the region local to the site 
of the test.  As noted in Chapter 1, an area of wood that has suffered severe degradation from 
decay can lie adjacent to an area of sound wood.   Finally, although the drilled hole is 
immediately plugged, it may become a gateway for consequent fungal infection. 
 
2.2. ACOUSTIC-EMISSION AND ULTRASONICS 
Acoustic methods consist of evaluating certain parameters of waves and wave propagation 
through the specimen.  These parameters include, but are not limited to: attenuation, propagation 
time, shape, propagation path, etc [33 – 36].  Difficulties in these methods lie in the fact that the 
wave parameters are dependent on many factors such as the grain orientation, presence of knots, 
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moisture content, species of wood, and others.  The relationship between acoustic wave 
parameters and moisture content has been studied by a few authors: [37 – 42].  In general, below 
the fiber saturation point, the acoustic velocity has been found to increase with decreasing 
moisture content.  Wave propagation is also affected greatly by the wood’s grain orientation and 
growth ring angle [43 – 47].  It has been observed that the wave velocity decreases and the wave 
attenuation increases with increasing grain angle.  Some studies have examined the skewing and 
focusing effects of acoustic wave propagation in which acoustic waves were refracted in the fiber 
direction [48 – 50].  Mishiro [51] studied the effects of density on the ultrasonic velocity in 
different species of wood.  For most species, it was observed that velocity increased with 
increasing density; however, in certain species no relation existed.   The effect of the presence of 
knots was studied by Sandoz [52], where it was found that the wave velocity decreased with an 
increase in knot area.  Using an ultrasonic method, Bucur et al [53, 54] measured elastic 
constants of different species of wood.  
 
The stress wave technique [55] for the assessment of wood, involves mechanically inducing a 
stress wave by using a hammer or some other instrument.  Two accelerometers are placed 
directly in line with each other across the cross-section of the wood.  The first accelerometer is 
positioned next to the point of impact, so that it may trigger the second accelerometer to record.  
The transit time of the stress-wave is then recorded by the second accelerometer.  The principle 
of the stress wave technique depends on the transit time of the stress wave.  The presence of 
decay will cause the transit time to increase relative to the transit time of a wave propagating 
through completely sound wood [17, 23].  Difficulties in this technique arise from the fact that it 
is only sensitive to an area of decay which exceeds 20% of the cross-section, because the 
baseline (sound wood reference) must be estimated.  To increase the sensitivity, multiple 
transducers can be utilized to take measurements at multiple locations; however, doing so may 
be too cumbersome for in-field use [56].    
 
Acoustic-emission (AE) is defined as an elastic wave that is generated due to a release of energy 
from an internal source [21, 26].  For testing purposes, AE can be produced in a material by 
placing it under stress and then detecting it by a transducer.  Wood that has suffered degradation 
via decay will produce AE at lower stress levels or more AE events at increased stress levels 
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than sound wood.  Ultrasonic techniques differ in that a signal is produced by an external source, 
such as a transducer, which is detected by the same or another transducer.  The transit time and 
attenuation of the ultrasonic signal will increase for increasing amounts of decay.  AE and 
ultrasonic techniques have shown promise in detecting the presence of decay; however, like the 
stress wave technique, difficulties lie in the inherent variability in wood.   
 
The change of measured acoustic properties in the presence of decay with respect to sound wood 
has been observed and exploited by many.  It has been observed that velocity decreases and 
attenuation increases with increasing amounts of degradation by decay [15, 57].  Miller et al [58] 
measured sonic acoustic wave velocities in standing poles and observed the sensitivity of these 
measurements to the presence of intermediate decay.  McCrackenn and Vann [59] reported 
similar results for standing trees.  The relationship between the modulus of elasticity (MOE) and 
acoustic wave velocity [60] was used by Galligan and Courteau [61] as a means to detect decay 
in structural lumber.  Others [62] – [67] have since used acoustic measurements as a predictor to 
other material properties.  Many have observed that high-frequency components attenuate at a 
much faster rate than low-frequency components in wood, particularly in wood degraded by 
decay: the higher frequency components are much more sensitive to the lower frequency 
components with respect to decay amount [17, 30, 33, 68].  Lemaster and Beall [68] studied this 
phenomenon by measuring the ratios of high to low frequency components on logs with varying 
amounts of decay.  Tomikawa et al [69] and Kanda et al [70] proposed an ultrasonic time-of-
flight computed-tomography system to visualize the interior of wooden poles.  Socco et al [71] 
later studied the feasibility of this method.  Difficulties in this method arise from the bend in the 
wave’s propagation path (the method assumes a straight propagation path) thus leading to 
uncertainty in estimating the time-of-flight.  An acoustic resonance technique was employed by 
Dunlop [72] in wooden poles to detect decay.  It was found that there exists a correlation 
between the signal properties and deterioration; however, interpretation of the frequency and 
time spectra can be subjective, leading to erroneous conclusions on the presence of decay. An 
acousto-ultrasonic technique [73] was employed by Beall et al [14] to assess decay in utility 
poles.  The same acousto-ultrasonic technique was used by Titta et al [74] to evaluate the 
presence of decay in glulam beams.  Senalik et al [16] used an ultrasonic through-transmission 
technique to test glulam beams and observed that the frequency of the maximum amplitude and 
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the wave velocity were sensitive to the presence of decay.  Later, Senalik et al [75] used a 
modified pulse-echo approach to overcome difficulties posed by growth-ring wave-guide affects.  
 
2.3. RADIATION 
An isotope method, which involves detection of reflected gamma rays, has been employed as a 
means to detect decay in wood.  Gamma rays are emitted to the structure of interest.  The 
intensity of gamma rays reflected back (e.g. backscatter) is proportional to the density and 
inversely proportional to the thickness of the material.  Madsen [76] utilized a portable 
radiological density scanner to measure reflected gamma rays and subsequently assess the decay 
in wooden structures by determining the density profile of the structures.  
 
X-ray imaging has proven quite useful in detecting and assessing the presence of insipient and 
advanced decay by measuring the relative density of the wood.  Regions of insipient decay can 
be visualized as early as 2 weeks [77] (see Chapter 4).  Maloy and Wilsey [78] were the first to 
employ X-ray as a means to detect decay in wood when they employed the method to small logs.  
In-situ measurements of wooden structures can be performed by portable x-ray equipment.  
Eslyn [79] assessed decay in standing trees by means of a thulium gamma ray based unit.  
Portable X-ray equipment has since then advanced to electronic-type detectors [80] and 
computer tomography scanners [81].  However, even though portable X-ray equipment has 
become available, it is quite costly.  Furthermore, this technique carries a risk of exposing 
radiation to the operator. 
 
2.4. OTHER 
One widely used method to detect the presence of decay involves striking the wooden member 
with a hammer and listening [24].  An experienced inspector can distinguish sound wood from 
wood infected with decay based on the sound.  This method is subjective, and requires a very 
experienced ear.  Environmental factors (moisture content, wind, etc.) and human factors (tired, 
sick, etc.) can affect the sound and thus the judgment of the investigator.  Furthermore, decay can 
only be detected by this method once it has already considerably degraded the wood. 
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Another method is an electrical one, where the measurement of resistance to pulsed DC is 
measured in wood by means of a wire probe inserted into a hole drilled in the wood [82].  The 
resistivity of decayed wood is less than that of sound, allowing for the determination of sound 
wood vs. decayed wood.  Difficulties in this method are its insensitivity to insipient decay and 
the effect of moisture content to change the resistivity of the wood. 
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CHAPTER 3:  
ULTRASONIC VELOCITY AND ATTENUATION MEASUREMENTS: A 
LITERATURE REVIEW 
Two experimental set-ups that are commonly employed to take ultrasonic measurements are the 
pulse-echo and through-transmission methods.  In the pulse-echo method, one or multiple 
transducers may be used in order to transmit and receive the signal on the same side of the 
medium, and an echo from the parallel, opposite surface is recorded.  The through-transmission 
method differs in that the received signal is on the parallel, opposite side of the medium as the 
transmitted signal.  These set-ups are illustrated in Figure 3.1.  The advantages and 
disadvantages of choosing one set-up over the other are dependent upon the experiment.  For 
example, if the medium of interest is very attenuative or thin (on the order of a wavelength), then 
taking a measurement using pulse-echo might not be feasible as the signal has to traverse the 
specimen twice (as opposed to one time in a through-transmission set-up) before the transducer 
receives the signal.   
 
 
Figure 3.1 (From left to right) Through-transmission and pulse-echo set-ups. 
 
3.1. ULTRASONIC VELOCITY MEASUREMENT METHODS: THEIR ADVANTAGES 
AND DISADVANTAGES 
Please refer to Appendix B for some basic theory of group and phase velocities.  Many methods 
exist to obtain velocity measurements, and the decision on which method to utilize will depend 
upon many experimental parameters, including (but not limited to): specimen acoustic 
properties, geometry of specimen, dimensions of the specimen, existence of dispersion, etc.  The 
Transducer 
Specimen 
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following text will outline most of the more commonly employed velocity measurement 
techniques. 
 
3.1.1. WAVEFORM THRESHOLD, FIRST ZERO-CROSSING, AND PEAK METHODS 
Threshold, first zero-crossing, and waveform peak methods are all similar in that they involve 
comparing relative locations on a waveform to the same relative location on a reference 
waveform [83].  The reference waveform may be the first received echo through the specimen, a 
signal received via placing the transducers in intimate face to face contact, or it may be a signal 
received through an entirely different medium.  For the experiment presented later in this 
manuscript, a signal is sent through a steel delay rod, once with and once without the specimen 
of interest coupled to its end.  The signal received through the steel delay rod (without the 
coupled specimen) would be utilized as the reference.  For illustration purposes, the reference 
from now on will be taken as the first received echo through the specimen.    
 
 
Figure 3.2 Illustration of different thresholds and 1st zero-crossing on a waveform.  Note that x denotes an operator 
defined threshold 
 
As the name suggests, the threshold method utilizes a point on the signal where the local 
amplitude has exceeded some percentage of the maximum amplitude of the signal.  Please refer 
to Figure 3.2 for an illustration.  The threshold is chosen by the operator; however, it should be 
chosen such that it is significantly above noise level.  The time-of-flight (TOF) is calculated by 
Amplitude 
0 
x% 
100% 
1
st
 
Zero-Crossing 
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measuring the time difference between the threshold points of the two signals.  Using the peak 
amplitude of the wave as the reference point is the same as setting the threshold to 100%.  The 
threshold method works well under limited conditions.  Limitations to this method arise when 
the medium is very attenuative relative to the reference signal.  As the signal is attenuated, the 
rise time of the signal (the slope) decreases, which will change the position of the threshold in 
time.  This can give rise to a delayed TOF estimate.  The threshold method is also limited to non-
dispersive media.  As a wave propagates through a dispersive medium, it will distort.  Dispersion 
can occur from the boundary conditions (in the form of mode conversions), or because different 
frequency components of the signal attenuate at different rates in certain media.  Large distortion 
of the waveform will cause incorrect TOF measurements when the threshold method is 
employed.   
 
Alternatively, the first zero-crossing of a signal can be used as a reference point.  Please refer to 
Figure 3.2.  This method can also lead to erroneous results when the wave-shape is not preserved 
due to dispersion.  Wear [84] recognized this limitation and proposed a method by which 
inaccurate time-of-flight measurements through linearly attenuative and weakly dispersive media 
can be corrected.      
 
Figure 3.3 Example of the overlap method, where the solid line represents the received pulse and the dotted line 
represents the successive echo 
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For weakly attenuative and weakly dispersive media, filters can applied to the signals such that 
only a small bandwidth of frequency components of a signal is being analyzed.  The frequency-
dependent velocity can be then obtained by calculating the time-of-flight at each narrow 
frequency band.   
 
3.1.3. CROSS-CORRELATION 
A cross-correlation method for measuring ultrasonic velocity was introduced by Hull et al [85].  
Correlating two signals yields a cross-correlation function, RXY, where the location in time of the 
maximum corresponds to the time-difference between the two signals.  The validity of the 
previous statement can be realized by considering the autocorrelation function; the reader is 
referred to Appendix B for the proof.  In essence, the cross-correlation of two signals is simply 
the autocorrelation shifted by some temporal distance.  The cross-correlation between two 
signals, x(t) and y(t), can be expressed as follows, 
 
            → 
 
 
     ∙         
 
 
     …(3.1) 
 
Computationally, the digital signal(s) containing the echoes is transformed from the time domain 
to the frequency domain by means of Fourier transformation.  The conjugate multiplication of 
the pair of echoes is then used to find the cross-correlation function in the frequency domain.  
Next, the cross-correlation function is back-transformed into the time domain.  Once in the time 
domain, the interval between the maximum of the function and a specified zero reference can be 
used to find the velocity [85].  Please refer to Figure 3.4.    
 
Using the cross-correlation technique as a TOF estimator differs from other techniques in that it 
does not involve ambiguous operator-chosen parameters.  The limitations to the technique can be 
realized by bearing in mind the assumptions of the above theory (see Appendix B).  In particular, 
the prescribed conditions stated that a signal propagating through a particular medium must 
maintain its shape.  Thus, the cross-correlation method only works well for signals which have 
undergone very little to no distortion.  
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Figure 3.4 Example of cross-correlation between two echoes.  (From top to bottom) First echo, successive echo, 
cross-correlation function between two echoes, where the maximum is denoted on the figure 
 
3.1.4. HILBERT TRANSFORM 
Implementing the Hilbert transform for the calculation of time-of-flight measurements yields 
equivalent results to that of the cross-correlation technique for non-dispersive materials [86].   
Consider two incident signals, x(t) and y(t).  Let x(t) be the reference signal.  y(t) can be written 
as the convolution (*) of x(t) with the impulse response function, h(t), as follows [87], 
 
                        …(3.2) 
 
The impulse response function can be expressed as, 
 
                         …(3.3) 
 
where g(t) is a function which takes dispersive and attenuative properties of the medium into 
account.  The Hilbert transform, HT, of an arbitrary function f(t) is, 
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        …(3.4) 
 
Thus, the Hilbert transform of the impulse function can be written as, 
 
               
 
      
       …(3.5) 
 
The above equation has a vertical asymptote at the time shift τ, which corresponds to the velocity 
much like in the cross-correlation function. 
 
Cabot [88] examined the use of Hilbert transform as a means to compute the velocity.  The 
reader is referred to this reference for a good literature review.  Much like the cross-correlation 
technique, the method seems to break down when the signal undergoes a significant amount of 
distortion.  
 
3.1.5. ULTRASONIC SPECTROSCOPY AND DISCRETE FREQUENCY METHODS  
Ultrasonic spectroscopy is the analysis of the frequency content of an ultrasonic signal [89].   
Most often, a fast Fourier transform is employed in order to determine the frequency content.  As 
a wave propagates through a medium, it may change shape due to frequency dependency upon 
attenuation or upon velocity (dispersion).  In such cases, spectroscopy can be a powerful tool, 
because it allows for the determination of ultrasonic measurements as a function of the frequency 
content, regardless of the shape change.  The discrete frequency method involves transmitting a 
sufficiently long tone-burst through a specimen such that the center frequency is well defined 
[90].   The reader is referred to Zeqiri [91] for an in depth comparison of these two techniques.  
 
In discrete frequency phase comparison techniques, either the transmitted frequency or the 
distance between the source and receiver must be varied to obtain phase-shift measurements for 
dispersive media.  Once the phase-shift is determined, the phase and group velocities can be 
calculated.  Note that this method requires that the phase differences be known integer multiples 
of π [92].  
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3.1.5.1. PHASE COMPARISON TECHNIQUES 
Firestone and Frederick [93] introduced a through-transmission method by which the phase shift 
between at least two incident waves can be measured by varying the frequency.  This method has 
been termed the pulse-echo superposition (PES) method.  The PES method involves 
superimposing the incident echo with a subsequent reflected echo such that the maximum 
constructive interference is found; thus, the round trip time of flight of the ultrasonic signal 
through the specimen can be determined.  First, the frequency is varied until all incident waves 
are exactly in phase.  This condition can be expressed as follows, 
 
 
        
  
                  …(3.6) 
 
where n0 is an integer, υ0 is the phase angle, V0 is the velocity, l is the length of the specimen, 
and f0 is the corresponding frequency.  Equation 3.6 can be rearranged to obtain an expression 
for the velocity.  The frequency is then varied again until another “in phase” condition occurs, 
and the process is repeated.  Let m an integer which denotes the number of times the “in phase” 
condition occurs between frequencies f0 and fm.  Then the phase shift at the n0 + mth “in phase” 
condition can be expressed as follows,  
 
 
        
  
                    …(3.7) 
 
If the velocity remains relatively constant between f0 and fm, then Vm and V0 can be set 
equivalent and Equations 3.6 and 3.7 yield an expression for n0 as a function of υ0 and υm.  At 
this moment, the only unknown is υ0.  For large enough specimens (e.g. the wavelength is much 
smaller than the dimensions of the specimen), υ0 may be assumed negligible, and the velocity 
may be found by rearranging Equation 3.6.  McSkimin [94] extended this method to be 
applicable to thin specimens by introducing a means of measuring the exact phase shift at the 
interfaces, υ0, via a “phase balance method” and the introduction of buffer rods (delay lines).  
Lang et al [95] further expanded upon this method to include corrections for coupling layer 
induced phase shifts.     
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A pulse-echo overlap (PEO) method was introduced by May [96] and Papadakis [97], which 
involves overlapping two echoes on an oscilloscope. The time of flight is determined by the 
overlapping condition.  Papadakis [97] proved the accuracy of this method (for nondispersive 
media) to be excellent, with errors in the delay time estimate to be less than 1.5% of the period of 
the fundamental radio frequency of the transducer used as long as diffraction errors are taken 
into account.  The fundamental drawback to the PEO method is the inability to automate the 
process, meaning a multitude of measurements could prove quite cumbersome to the operator.  
Negita and Takao [98] addressed this drawback, by combining the PEO and PES methods, 
leading to a system which takes advantage of the benefits of both methods and is quick to 
execute.  
 
Balamuth [99] introduced a phase comparison method, in which the phase change can be 
determined by varying the distance between the source and receiver.  The technique is 
commonly referred to as the π-phase technique and works extremely well for liquid and gaseous 
media; however, the method is not easily employed in solids.  Lynnworth et al [100] addressed 
this difficulty for solids by employing a sliding wedge technique. 
 
Ting and Sachse [101] employed a phase comparison technique in dispersive media using 
continuous harmonic waves in which they varied both the path length and frequency.  The 
method provides a means of unambiguously determining the wavelength in a solid specimen, 
which can then be used to find the phase and group velocities.  The path length is varied by 
choosing specimens of various path lengths and performing measurements of varying 
frequencies for each specimen. 
 
A simpler phase comparison spectroscopy technique was introduced by Sachse and Pao [92], 
which eliminated the need to perform tedious frequency/path varying tests.  Since its 
introduction, the method has been employed by many for signals which do not retain their shape 
as they propagate through the medium [102] – [104].  Two signals are necessary: the signal 
through the specimen of interest and a reference signal (which may be obtained by placing the 
transducers in intimate face-to-face contact.)  The angle of the FFT is computed from each signal 
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to calculate the phase.  The phase is unwrapped in order to account for jumps equal to or greater 
than 180º.  The phase velocity can then be obtained from the following equation, 
 
      
    
          
          …(3.8) 
 
where υ denotes the phase for the signal of interest, υ0 denotes the phase of the reference signal, 
d is the distance traveled, and f is the frequency.     
 
Peters and Petit [105] eliminated the need for a reference signal by implementing signal 
processing techniques to overcome the difficulties that arise when obtaining the phase shift 
between two signals.  The experiment uses a broad-band spectroscopy method in a through-
transmission set-up.  The ultrasonic measurements are taken of a dispersive liquid (such as a 
suspension.)  A solid specimen can be suspended in this set-up only if it is immersible, and 
diffraction effects are accounted for.  Plane waves are assumed, which is appropriate in liquids 
providing the transducers are spaced far apart.  The signal is recorded at two different positions 
of the wave by moving the receiving transducer relative to the source.  The expression for the 
phase velocity in this case is as follows, 
 
      
          
  
        …(3.9) 
 
where z1 and z2 are the two different receiver positions, f denotes the frequency, and Δυ denotes 
the phase change between the two receiver positions.  Note that the method breaks down when 
the volume fraction of the solid immersed in the liquid is too high. 
 
The phase-slope method for phase comparison was introduced by Hull et al [85] and more 
recently reviewed by Berndt [106].  This method makes use of the phase spectra of an incident 
wave and its echo for finding the group velocity.  The incident wave and its echo are partitioned 
and the FFTs are taken.  The amplitude and angle (phase) of the FFT for each signal is used in 
order to determine the appropriate frequency range.  Outside of this range, the method does not 
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work.  Generally, the region where the phase spectrum is linear can be considered as the 
appropriate range.  The group velocity can be found from the following expression, 
 
    
      
  
  
  
              …(3.10) 
 
where W denotes the time delay between the two partitioned echoes, 
  
  
 denotes the phase angle 
change with respect to frequency, and l denotes the specimen dimension. 
 
The phase comparison methods work well for signals which have undergone distortion due to 
frequency dependent attenuation and velocity; however, it breaks down when multiple 
transmission paths are present due to phase interference.  Complications also arise when dealing 
with thin specimens (wavelength ≥ specimen dimension) because of interfering echoes and near 
field considerations.  In such cases, the phase comparison may still be used, but with 
modifications (such as the implementation of a delay line) to the testing set-up.   
 
3.1.5.2. SHORT TIME FOURIER TRANSFORM 
The short time Fourier transform (STFT) is a means to represent both the time and frequency 
spectra of a signal simultaneously.  A portion of the signal is windowed in time, and the FFT is 
taken.  Next, the window is moved in time, and the FFT is taken again.  The calculation is 
repeated over the desired time, and the resulting FFT spectra are stacked in time.  The resulting 
3-D plot is sometimes referred to as a spectrogram.  The fundamental drawback to this approach 
is that both time and frequency resolution cannot be achieved simultaneously.  This can be 
realized by noting that a decrease in time produces an increase in bandwidth.  It is impossible to 
achieve a narrow bandwidth and a short window, so the parameters must be chosen based 
accordingly [107].  The window width is chosen by the user; usually, it is chosen based on the 
duration of the pulse.  Furthermore, the type of window (rectangular, hamming, etc.) is 
important, and should be chosen carefully.  This technique allows one to conveniently visualize 
the individual frequency components as they propagate in time; hence, the STFT has found many 
applications in dispersive media.  For specimens with dimensions such that the boundary 
conditions cause mode-conversion, the spectrogram will create a clearer picture of which modes 
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are present.  If possible, superimposing a theoretical dispersion curve [108, 109] on the 
spectrogram (with velocity substituted for time) will allow one to see which modes are present.       
 
Zhao et al [110] addressed the dispersion (from mode conversion or frequency-dependent 
attenuation/velocity) complication by using a broadband technique.  Here, an approach is 
presented that combines the peak detection (see Section 3.1.1) method with the STFT method to 
determine phase velocity, dispersion, and attenuation of the ultrasonic wave.  The different 
frequency component peaks can then be compared.  This allows the velocity to be calculated by 
noting the time difference between two successive peaks at a particular frequency.   
 
3.1.6. WAVELET TRANSFORM 
As an alternative to the STFT technique (as described in the preceding section), the wavelet 
transform can be utilized.  The wavelet transform represents a signal as a sum of wavelets, as 
opposed to a sum of sinusoids in the Fourier transform.  One major advantage to this method is 
the increased simultaneous time and frequency spectra resolutions compared to the STFT.  Also, 
the wavelet transform can be applied to signals which have undergone shape change, allowing it 
to be used for analysis on wave propagation through dispersive media.  For more detailed 
discussions on this topic, the reader is referred to references [86, 107, 111]. 
 
Moreno et al [86] took the wavelet transform of elastic and viscoelastic materials, and found the 
velocities using a peak detection method (see Section 3.1.1).  Comparison of the results to other 
techniques (such as the cross-correlation and Hilbert transform techniques) yielded excellent 
results for both types of materials.  Wu et al [112] used the wavelet transformation method to 
measure the velocity of dispersive seismic waves and found the high time-frequency resolution 
to be very advantageous.    
 
3.1.7. ENVELOPE 
To calculate the group velocity, an enveloping technique can be used [83, 104, 111, 113 – 116]. 
The rising edge of the signal is used, because the probability that it has suffered interference 
from other traveling waves (or dispersion) is lower than at other times in the signal.  A curve is 
fit to obtain an envelope.   
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Figure 3.5 Illustration of an envelope (blue line) of a signal 
 
Filters can be employed in order to smooth the final result.  Please refer to Figure 3.5 for an 
illustration of a waveform and its resulting envelope.  Once the envelopes are fitted to the signal 
and its reference, time-domain techniques can be employed.  
 
3.1.8. INTERFERENCE 
Interference techniques involve purposely causing two or more waves to cross transmission paths 
such that the output is an analyzable shape.  Many methods take advantage of this technique, 
such as many of the phase comparison methods (Section 3.1.5.1) and resonance (which will be 
discussed in the succeeding section).   
 
3.1.9. RESONANCE 
Consider a specimen cut to length L.  Resonance induced by ultrasound will occur when a wave 
is sent though such that, 
 
 L 
  
 
           …(3.11) 
 
where   is the wavelength and n is an integer number [100].  Accordingly, the resonance 
frequency can be expressed as follows,  
 
   
  
  
            …(3.12) 
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where V denotes the velocity and all other variables are previously defined.  Although it was not 
mentioned at the time, the variable frequency methods (for phase comparison techniques) 
described in Section 3.1.5.1 took advantage of resonance conditions.  Recall the requirement of 
the “in phase” condition.  If all of the incident waves are in phase, then constructive interference 
will occur.  This constructive interference causes an increase in amplitude; hence, resonance will 
occur at certain frequencies.  
 
Chang et al [117] took advantage of this phenomenon by introducing a method termed the 
ultrasonic resonance technique.  In this work, a pulsed signal was sent into a composite 
specimen.  The output was recorded and the FFT was taken.  The spacing (periods) of the anti-
resonance dips were used to determine the velocity.  The method works very well for thin plates.   
 
3.2. ULTRASONIC ATTENUATION MEASUREMENT METHODS: THEIR 
ADVANTAGES AND DISADVANTAGES 
Attenuation is the reduction of an ultrasonic wave’s intensity as it propagates through a medium.  
The amplitude of a signal propagating through an attenuative medium is described by the 
following equation, 
 
      
            …(3.13) 
 
where Ao and A denote the amplitude of the signal prior and subsequent to attenuation 
respectively, α is the attenuation coefficient, and d is the distance traveled.  From Equation 3.13, 
the attenuation coefficient can be calculated as, 
 
    
 
 
  
 
  
           …(3.14) 
 
The units for the above equation are Nepers per distance.  Note that Equation 3.14 does not 
account for attenuation losses due to diffraction or boundaries.  Correction factors may need to 
be included in order to account for such losses to avoid overestimating the magnitude of the 
attenuation coefficient (see Section 3.3.3).   
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The attenuation coefficient can be calculated from either the amplitude (time-domain) or 
frequency domain.  The decision on which domain to utilize depends on the resolution in each 
domain.   
 
3.2.1. AMPLITUDE SPECTRUM 
For non-dispersive media, the attenuation coefficient can be calculated by using Equation 3.14.  
Please refer to Figure 3.6.  Problems arise when the material has a frequency dependent 
attenuation or dispersion, because the wave will distort as it propagates through the medium.  If 
the material is dispersive, a filter can be used to decompose the signal into its various frequency 
components.  At each filtered signal, the peaks of the signal can be located in order to find the 
attenuation coefficient at that particular frequency.   
 
 
Figure 3.6 The amplitudes of an ultrasonic pulse and its successive back-wall echo shown in the time domain 
 
The presence of interfering modes will cause errors in the attenuation coefficient calculations, 
because constructive and destructive interference will change the amplitude.  In this case, a 
spectrogram (found via STFT [110]) may be useful to see which modes are present.   
 
Papadakis [118] expanded upon McSkimin’s [94] method by using a buffer rod to calculate the 
attenuation in thin specimens.  The back-wall echoes can be “separated” by coupling a buffer rod 
to the specimen in order to delay the signal.  A signal is sent through a transducer operating in 
pulse-echo to a buffer rod which is coupled to the thin specimens.  Three echoes are necessary: 
Ao 
A 
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two back-wall echoes from the thin specimen and the back-wall echo from the interface of the 
specimen and the rod.  Thus, this method requires that the relative acoustic impedances of the 
buffer rod and thin specimen be similar enough such that the reflected echo from the back-wall 
of the specimen and the reflected echo from interface of the rod and specimen are visible.  Please 
refer to Figure 3.7 for a diagram of the received echoes.  Using Papadakis’ notation, the 
amplitudes of the echoes are described by the following equations, 
 
  
               …(3.15) 
 
                       …(3.16) 
 
                       …(3.17) 
  
where R denotes the reflection coefficient between the buffer rod and the specimen, L denotes 
the length of the specimen, and α is the attenuation coefficient of the specimen.  The three 
equations can then be solved to find α.   
 
Figure 3.7 Echoes received using Papadakis’ method for measuring attenuation in thin specimens.  Figure extracted 
from Papadakis [119] 
 
3.2.2. FREQUENCY SPECTRUM 
For materials with frequency-dependent attenuation, computing attenuation directly from the 
frequency spectrum can prove less cumbersome.  The premise is simple: the magnitude of 
Fourier transform is found for both the signal and its reference.  The magnitudes are then 
plugged into Equation 3.14 to obtain the attenuation coefficient as a function of frequency.  
Please refer to Figure 3.8 for an illustration [120]. 
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3.3.3. CORRECTIONS 
Acoustic impedance changes along the path of the propagating wave must be accounted for, 
because losses will occur at the impedance boundaries.  Not correcting for the loss at these 
boundaries will overestimate the magnitude of the attenuation coefficient.  One common 
impedance boundary may be that between the face of the transducer’s wear plate and the  
 
Figure 3.8 Illustration of the magnitude of the Fourier transform for two different signals where the dashed line 
represents the signal with amplitude A and the solid line represents the reference signal with amplitude Ao 
 
specimen of interest.  Some ultrasonic transducer wear plates are metal; thus, these losses may be 
negligible if the measurements are performed on metal specimens; however, if there is a large 
impedance mismatch, the losses will not be negligible.  Consider a specimen with an acoustic 
impedance of 1 coupled to a transducer operating in pulse-echo mode.  The wear plate of the 
transducer has an acoustic impedance of 25.  The transmitted energy is found as follows, 
  
            
     
     
 
 
        …(3.18) 
 
where Z denotes the acoustic impedance, and the subscripts 1 and 2 denote the materials.  For 
energy considerations, the order of the materials does not matter.  From Equation 3.18, only 
about 15% of the signal energy is transmitted.  Furthermore, the wave will traverse this boundary 
twice (see Figure 3.9).  To account for this loss, consider the amplitudes of the received signals.  
The condition that all of the energy is being reflected from the back-wall is prescribed.     
 
                 →         
             →                …(3.19) 
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which yields, 
 
    
 
  
   
  
  
              →                    →             …(3.20) 
 
Comparing the above result to Equation 3.14, it can be seen that a correction factor from the 
boundary loss is needed. 
 
 
Figure 3.9 Path of a transmitted signal from a transducer operating in pulse-echo mode coupled to a specimen 
 
Signal loss is also caused from imperfect interfaces.  It is nearly impossible to obtain perfect 
coupling conditions between two materials, because only a finite area of the surface will be in 
contact.  A number of works have addressed this issue by studying the effects of an imperfect 
contact surface on the reflection coefficient measurement.  Baik and Thompson [121] proposed a 
quasi-static model for estimating the transmission and reflection coefficients on imperfect 
interfaces by modeling the interface by a distributed spring and mass.  Drinkwater and Cawley 
[122] took an experimental approach and measured the reflection coefficients from interface 
layers under different conditions (misaligned, etc).  They determined that the reflection 
coefficients can often be frequency dependent, and this should be taken into account to obtain 
accurate results.  Vincent [123] studied the effects of couplant layer thickness and the transducer 
wearplate thickness on the phase-shift, which will directly influence the reflection coefficient 
measurement.  Lavrentyev and Rokhlin [124] studied the interference of waves reflected in a thin 
layer embedded between two solids with imperfect interfaces.  They showed through 
experiments and theory that and increase in contact pressure yields and increase in interfacial 
stiffness.   
 
Transducer Specimen 
Wear-plate 
Ao 
A1 
 32 
 
Diffraction, or beam spreading, may occur if the transducer face is smaller than the medium 
through which the signal is transmitted.  Over long distances, the effects of diffraction cannot be 
ignored.  A method for correcting the attenuation measurements altered by diffraction is 
addressed in Papadakis [118].  The diffraction loss is found by plotting the beam spreading of the 
transducer vs. the normalized distance S, where S is shown in Equation 3.21. 
 
fa
Lnv
Sn 2
2
          …(3.21) 
 
where n denotes the nth echo, L is the length of the specimen, v is the velocity, f is the 
frequency, and a is the radius of the transducer.  Since the diffraction loss is dependent on the 
transducers being used, this relationship should be known.  The change in decibels between the 
nth and mth echoes can then be calculated.  Dividing this change by an incremental time gives 
rise to the loss per unit time in dB as follows: 
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        …(3.22) 
 
Similarly, loss per unit length can be found by dividing the change by the incremental path.  The 
correction can then be subtracted from the true attenuation.  
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CHAPTER 4:  
EXPERIMENTAL PROCEDURES 
No practical means of nondestructively detecting decay in wood currently exist, and it may not 
be visible on the surface of the wood until it has become quite advanced.  
 
For this reason, a 
method to study the decay in wood by utilizing ultrasonic techniques would be very 
advantageous.  However, wood is an anisotropic and dispersive medium, so the acoustic 
measurements can be quite complicated.  A comparison between the ultrasonic results and less 
ambiguous results from other tests might be necessary.  X-ray computed tomography (CT) 
should be a good comparison tool for ultrasonic measurements.  In the following sections, 
experimental work which involves testing wood specimens that have been subjected to different 
amounts of decay using X-ray computed tomography and ultrasonics is presented.   
 
4.1. TEST SPECIMENS AND RESULTS USING ASTM STANDARD D 1413-99 
An ASTM Standard Test Method for Wood Preservatives by Laboratory Soil-Block Cultures (D 
1413-99) [13] was developed.  This standard provides a test method to determine the minimum 
amount of preservative that is effective in preventing (i.e., “delaying”) decay of selected wood 
species by selected fungi under optimum laboratory conditions.  In this manuscript, the ASTM 
loblolly pine wood (Pinus taeda) was cut into seventy cube block specimens with one inch on the 
side.  The specimens were inspected to confirm that no visible knots, mold, stain or fungi was 
present.  Each block contained 6 to 10 rings per inch (2.5 to 4 rings per cm).  The blocks were 
cut from quarter cut wood to ensure that the rings are nearly parallel to the outer face of the cube, 
see Figure 4.1.  While the wooden cubes were not impregnated with a preservative solution, they 
were brought to constant moisture equilibrium of 30% relative humidity at 27ºC for three weeks, 
and their weight was measured to the nearest 1/100
th
 gram prior to submitting them to the 
process of decay.  A wood-destroying fungus (Gloeophyllum trabeum) was grown on a feeder 
strip. Ten blocks were not exposed to the decay process and served as the “control blocks.”  The 
remaining sixty blocks were divided into twelve groups of five block specimens each and were 
placed in contact with the feeder strip.  The blocks were oriented with the grains perpendicular to 
the plane of the strip as it is illustrated in Figure 4.1, which also illustrates the coordinate system 
assigned to the blocks used in this study.   These twelve groups of five blocks each remained in 
contact with the feeder strip from one week up to twelve weeks.   
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At the end of each week, one group of five blocks was removed and each of the five blocks was 
weighed to the nearest 1/100
th
 gram.  The weights of each specimen before and after the 
controlled decay are shown in Table F.2.  Figure 4.1 also shows two blocks for a visual 
comparison; one block has no decay (it is one of the control blocks) and the other block was 
exposed to the controlled decay process for ten weeks.   
 
4.2. COMPUTED TOMOGRAPHY 
X-ray computed tomography was carried out on specimens subjected to varying amounts of 
decay (as described in the previous section).  The experimental results will reveal relative density 
changes versus the amount of controlled decay.  These results will also be beneficial in 
determining how early X-ray can detect decay of wood.   
 
4.2.1. EXPERIMENTAL DESCRIPTION 
The blocks were separated into their respective groups based on the amount of decay (five blocks 
each).  Each group was then arranged into rows according to weeks exposed and placed onto a 
relatively flat surface.  Double sided tape was used as an adhesive.  The cubes were spaced no 
more than an inch apart.  Figure 4.2 shows this layout and the assigned column names.  The CT 
scanner was used to scan the blocks with a rotation of 0.8 seconds, a field of view of 26.9 cm, 
and a slice thickness of 1.25 mm at 80 kV and 45 mA.  Arranging them in the manner just 
described allowed all 70 of the cubes to be scanned simultaneously.  Figure 4.3 shows selected 
tomagraphic slices; please refer to Figures F.1 and F.2 in Appendix F for slices from all 70 
blocks. 
Figure 4.1  (a.) Assigned reference coordinate system for the wooden cubes and terminology used in this 
study; (b.) Block of sound wood (left) vs. block of wood exposed to ten weeks of controlled decay (right).  
 
Face in contact with 
fungi during the decay 
process 
Heigh
t 
Width 
Depth 
(a) (b) 
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Figure 4.2 Set-up for Computer Tomography (CT) scans.  The wood block samples are organized in groups of five 
samples each and by the number of weeks each group was exposed to controlled decay. 
 
4.2.2. SOME CONSIDERATIONS  
Prior to performing any computations, the blocks were individually cropped from the CT scan 
slices and edited to make sure that no surrounding artifacts (such as the CT tray) interfered with 
the results.  Furthermore, slight twisting of the blocks caused some slices to appear much less 
dense than reality; thus, in these cases, the slice had to be discarded. 
 
Volume calculations were carried out for each block using the CT scans.  This was done by 
counting the number of non-zero pixels for each block and multiplying this number by the slice 
depth and the pixel to inch conversion factor.  The last portion of each block was actually much 
smaller than the depth of the slice; thus, the last slice was multiplied by a factor much smaller 
than the slice depth.  In this case, the last slice depth was taken to be 0.4 mm.  In the presence of 
internal splits, the air volume was taken into consideration for the total average density; however, 
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this value was relatively small.  The calculated volumes are provided in Table E.1.  Please note 
that all tables pertaining to this section 4.2.2 can be found in Appendix E.   
 
Figure 4.3 Computed tomography slices taken along the center plane parallel to the depth-height axis for selected 
cubes 
 
The masses of the wooden cube specimens were measured before and after they were subjected 
to the controlled decay processes.  From this data, their average mass loss was calculated.  These 
measurements are provided in Table F.2.   
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The local density for each block was computed by utilizing the CT scans and the mass (post 
decay).  Each pixel was assigned a value from a grayscale range.  For each block, these assigned 
pixel values were summed and then divided by the total number of pixels in order to find the 
average pixel value.  The total density (total mass/total volume) was then divided by the average 
pixel value.  Finally, this factor was multiplied by each pixel value to find the local density for 
that particular location. 
 
4.2.3. RESULTS 
The mass results indicate that considerable mass loss can be associated with increased exposure 
to wood-destroying fungi (or increased decay).  Similarly, the volume calculations illustrate that 
a volume loss is associated with increased decay.  One may refer to Tables F.1 and F.2 for the 
volume and mass calculations respectively (see Appendix F). 
 
Figure 4.4 Averaged density for the control blocks.  The average was performed along the height for control blocks.  
 
The average densities along the heights were computed and plotted.  Figure 4.4 and Figure 4.5 
show the results for the control block, weeks 1 through 6, and weeks 7 through 12 respectively.  
Please refer back to Figure 4.1 for the coordinate reference.  These results indicate that decay can 
be detected by X-ray tomography at least as early as two weeks based on the change in density.  
The density change for one week seems to be too small to be detected.   
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Figure 4.5  Densities averaged along height for blocks decayed from one week to twelve weeks. 
 
The average densities along the heights and widths were also plotted and normalized to the 
control average.  Figures 4.6 and 4.7 show these results.  Two different plots were shown for 
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viewing simplicity.  Note that week 1 had a higher mass post-decay than the control block; thus, 
the density is higher.     
 
 
Figure 4.5 (cont.) Densities averaged along height for blocks decayed from one week to twelve weeks. 
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Figure 4.6 Densities averaged along height and width and normalized to the average of the control density for 
blocks decayed 1, 3, 5, 7, 9, and 11 weeks. The dotted line represents the results for specimens exposed to one week 
of controlled decay translated so that its maximum values are equivalent to the average density of the control blocks. 
 
 
Figure 4.7 Densities averaged along height and width and normalized to the average of the control density for 
blocks decayed 2, 4, 6, 8, 10, and 12 weeks 
 
The percentage of mass density loss averaged along the width and height of all 12 specimens was 
also computed and plotted in Figure 4.8. 
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Figure 4.8 Percentage of mass density loss plotted along the depth for all blocks subjected to controlled decay.  
Note that a depth of 0 mm corresponds to the face in contact with the fungi. 
 
4.2.4. ERROR ANALYSIS 
Figure 4.9 shows the relationship between the original mass and decayed mass; the decayed 
masses were normalized to the average of the original masses.  Furthermore, the percent mass 
loss was plotted on Figure 4.10.  The lengths of the error bars are equivalent to two standard 
deviations for both figures.  The means and standard deviations for each group are listed in Table 
F.4.  Some error in the mass loss may have been introduced because the masses were measured 
to the nearest hundredth of a gram; however, this is negligible as it is less than 1% of a gram.  In 
the group of blocks subjected to only 1 week of decay, some of the post-decay masses were 
higher than the original masses.  This indicates that something, perhaps moisture, was present in 
the second mass measurement.  The presence of this error makes it very difficult (if not 
impossible) to detect the percent mass loss in the first week.   
 
Figure 4.11 shows the computed volumes (using the CT scans) for each group.  The lengths of 
the error bars are equivalent to two standard deviations.  The means and standard deviations for 
each group are listed in Table F.4.  Most likely, the most significant errors arise in the volume 
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calculations.  In order to look into this, measurements were taken of the control cubes using 
digital calipers to compare with the CT scan measurements.  Each dimension of each face was 
measured 5 times in different locations.  Table E.5 shows the standard deviations and means for 
all of the sets of measurements.  Since all the data falls within 3 standard deviations, the upper 
bound of the error in this case is 1.3%.  These results indicate that the error introduced by the 
construction of the cubes is very small.   
 
 
Figure 4.9 Mass after decay normalized to original mass, where the lengths of the error bars are equivalent to two 
standard deviations 
 
The CT scan measurement approximations introduced the most error to the volume calculations.  
One pixel dimension is 0.5208 mm, and the slice depth is 1.25 mm.  Therefore, each pixel has a 
volume of 0.339 mm
3
 (=1.25 mm x 0.5208
2
 mm
2
).    The pixels depicting the outer edges of the 
blocks may be such that only a portion of the actual material falls within the dimensions of the 
pixel.  In this case, the outer edges will appear much less dense than the rest of the block and an 
error equivalent to a fraction of the pixel dimension will be introduced to the block’s dimension 
calculation.  For this reason, the outer edge pixels were taken as ½ the regular pixel dimension 
(≈0.2604 mm) in order to obtain the most accurate measurements.  Furthermore, the blocks may 
not be aligned perfectly with the start of the first slice; thus, the first and last slices of the blocks 
may not be entirely 1.25 mm in depth.  In this case, a larger error may be introduced.  In an 
attempt to minimize this error, the last slice was assumed to be 0.4 mm (the remaining material 
calculated considering the slice depth); however, this is also an approximation as it assumes that 
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the first slice begins exactly at the front plane of the block and the overall depth is exactly 25.4 
mm.   
 
Figure 4.10 Percent loss of mass of blocks after subjected to controlled decay, where the lengths of the error bars 
are equivalent to two standard deviations 
 
With these considerations, the upper bound of the total possible error in volume calculation 
introduced by the CT scanner is 948 mm
3
 ≈ 5.8%.  Please refer to Table F.6 for a list of the 
contributing numerical errors from the CT scans.  These errors could only have been decreased 
by decreasing the slice depth or increasing the pixel resolution.  Finally, surrounding factors, 
such as the CT tray itself and surrounding non-zero pixels, are also influential to the calculations 
and must be carefully removed.  
 
 
Figure 4.11 Volume after decay normalized to 1 in3, where the lengths of the error bars are equivalent to two 
standard deviations 
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Figure 4.12 shows the computed overall densities normalized to the original densities for each 
group in order to illustrate the approximate density loss.  Again, the lengths of the error bars are 
equivalent to two standard deviations.  The expected original densities were computed by 
dividing the original mass (from Table F.2) by 1 in
3
.  Some error will have been introduced to 
this calculation if the blocks were not exactly 1 in
3
.  Also, some error can be attributed to the 
variation in masses and volumes.  These variations can be seen by referring back to Figure 4.9 
and Figure 4.11.  The means and standard deviations are listed in Table F.4. 
 
 
Figure 4.12 Specimen densities after decay normalized to original densities (assumes an original volume of 1 in3), 
where the lengths of the error bars are equivalent to two standard deviations. 
 
4.3. ULTRASONIC VELOCITY AND ATTENUATION MEASUREMENTS 
Ultrasonic measurements were performed on specimens subjected to varying amounts of decay 
(as described in Section 4.1).  The experimental results will reveal the dependence of the wood’s 
acoustic properties as a function of decay time and frequency.  First, some considerations prior to 
beginning ultrasonic testing will be discussed.  Then, the experimental results will be presented 
and discussed. 
 
4.3.1. SOME CONSIDERATIONS 
The dimensions of the wooden cubes are nominally 1 in
3
.  The specimens subjected to a 
controlled decay of 12 weeks have suffered a volume loss of ≈30%, and the smallest cross- 
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Figure 4.13 Assigned coordinate references for the wooden cube specimens.  Note the longitudinal wave and the 
two shear waves associated with each of the three orthogonal directions, i.e., principal material directions. 
 
sectional dimension measured is ≈14.5 mm (0.57 in).  The waveform duration and wavelength of 
the transmitted ultrasonic wave are a function of the equipment and the medium respectively.  It 
is desired that the ultrasonic wave be able to propagate at least three trips (across the specimen), 
requiring the length of the transmitted pulse to be at least three times smaller than the dimension 
of the specimen in which the wave is propagating.  If the pulse-width is too large, the back-wall 
echoes will not be separated and will interfere with successive and preceding echoes.  The pulse-
width is a function of the transducers and the equipment.  The wavelength through a particular 
medium can be described by the following equation, 
  
 
f
c
           …(4.1) 
 
where c is the speed of the wave through the medium and f is the frequency of the wave 
propagation.  For example, the fastest velocity [125] in loblolly pine, c = 5000 m/s (from 
literature [20]), is in the longitudinal direction, which yields the largest wavelength.  The desired 
wavelength in the longitudinal direction of sound loblolly pine is 1/3 of the nominal dimension 
(≈ 1 inch) of the specimen (  = ⅓ in).  According to Equation 4.1 the center frequency of the 
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transducers should be at least 590 kHz in order to observe non-interfering successive back-wall 
echoes. 
 
The attenuation coefficient of wood is frequency and direction dependent.  Attenuation is higher 
in the tangential and radial directions of the wood than it is in the longitudinal direction.  
Attenuation increases with increasing frequency; thus, wood acts like a low-pass filter.  The 
magnitude of the attenuation coefficient also increases with increasing amounts of decay.  For 
one back-wall echo in the through-transmission set-up, the transmitted signal needs to traverse 
the wooden specimen three times.  At higher frequencies, the attenuation can be high enough 
such that the signal will be attenuated out before an echo can be observed.  This is especially true 
in the decayed specimens, where the frequency necessary (such that the wave does not interfere 
with other back-wall echoes) is attenuated out before it can be detected.  
 
The wooden cubes have a multilayered structure and therefore may be dispersive at relatively 
higher frequencies when the wavelength is on the same order of magnitude as the dimensions of 
the cube/growth ring thickness. Also, the latewood and earlywood have different densities and 
material properties, where the density and velocities for latewood are typically higher than those 
of earlywood.  Please refer to Appendix E for a brief discussion on the dispersive nature of 
wood.   Figure 4.13 shows the three principal material planes and the associated velocities 
including the different polarization of the shear waves.   
 
4.3.1.1. PREPARATION OF THE SPECIMENS 
During the control decay process, the wooden specimens with a nominal dimension of 1 in (2.5.4 
mm) had a volume reduction.  For example, the specimens exposed to twelve weeks of decay 
had a volume loss of ~30% and the smallest cross-section dimension measured was 
approximately 0.57 in (~14.5 mm).   This change in dimension is illustrated in Figure 4.1.  
Figure 4.1 also shows that the initially parallel wooden cube faces were distorted after exposure 
to decay.  Because of lack of parallel surfaces in the decayed wooden cubes, the cubes were 
sanded to restore parallel reflective surfaces.  The sanding process was carefully done because of 
the fragile nature of the decayed cubes.  Care was also taken to keep the wooden specimens at a 
constant relative humidity of 30% and at room temperature of approximately 27
o
C.   
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4.3.1.2. SENSORS 
Care has been taken to maintain the moisture content of the cubes at a constant level.  Immersion 
testing should not be used, because wood is hygroscopic [18].
 
  Immersing the cubes in a liquid, 
such as water, may have a drastic effect on the moisture content and alter the results 
considerably.  For example, ultrasonic longitudinal velocity measurements [20] performed on 
metasequoia specimens for 0% moisture content and 160% moisture content are  ≈5200 m/s and 
≈4200 m/s respectively.  Likewise, attenuation measurements at 0% and 160% moisture content 
for the same specimens are presented
 to be ≈0 dB and ≈9 dB respectively.  For the present set-up, 
contact transducers (Olympus Videoscan V1011) must be used to avoid altering the moisture 
content of the specimens.   
 
When using contact transducers, the surfaces of the cubes are required to be virtually flat and the 
opposite edges must be parallel to each other; thus, as mentioned in the previous section, it is 
necessary to sand the sides of the cube to make them as parallel as possible.  The sanding must 
be done very carefully, because the more decayed cubes can be very fragile.  The contact 
transducers are pressure sensitive.  The transmitted signal’s amplitude will increase with 
increasing amount of applied pressure up until the transducers saturation pressure.  The pressure 
must be kept consistent when comparing different measurements.  In the current set-up, a clamp 
with a spring is used to keep the pressure consistent.  The amount of pressure applied should be 
applied cautiously, because the more decayed specimens are very fragile.  Too much pressure 
will cause the specimens to fail. 
 
The contact transducers that are being employed in the current set-up (Appendix H) have a 
center frequency of 100 kHz.  The element diameter for these transducers is 1.5 inches (38 mm).  
Since the dimensions of the cubes are relatively small, it is useful to know the length of the near 
field.  The near field distance
 
can be calculated as follows, 
 
 
c
fD
N
4
2
          …(4.2) 
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Using the quantities from literature [20] for the longitudinal direction in sound loblolly pine (c = 
5000 m/s) at 100 kHz, the near field is calculated to be ≈0.29 inches (≈7.26 mm).  Thus, the near 
field encompasses nearly 30% of the nominal dimension of 1 inch.  Moreover, the more decayed 
specimens will have lower velocities and dimensions than the sound specimens; thus, the near 
field will be even greater, encompassing even more of the specimen’s volume. 
 
4.3.1.3. ULTRASONIC COUPLANT 
Vacuum grease is a good ultrasonic couplant for wood, because the transmission losses are 
relatively low [20].  However, wood is porous, and it can absorb the couplant over time.   Under 
normal circumstances, this might not pose an issue; however, the dimensions of the wooden 
cubes in this case are so small that the couplant absorption can significantly alter the acoustic 
impedance over time.  A small experiment was conducted in order to determine the effect of the 
couplant on acoustic impedance.  The couplant was applied excessively (much more than would 
be used in average testing) to the wood specimen, and measurements were taken over a period of 
an hour.  These measurements were consistent.  Over days, however, the measurements became 
inconsistent.  Specifically, ultrasonic measurements were taken after three days.  The velocity 
was estimated to be nearly 1000 m/s higher than the original calculated velocity.  To prevent 
these erroneous results, an excessive amount of couplant should not be used over a substantial 
period of time.  If many tests should need to be performed, cellophane made from viscose can be 
placed between the couplant and the specimen.  Cellophane matches the acoustic impedance of 
wood closely.  This method has been employed by others [20] successfully. Note that the 
cellophane cannot conform to the surface as adequately as the grease, so this alternative should 
only be used if many tests need to be completed.  In the present case, a dry couplant cannot be 
used, because pressure must be applied which may break the more decayed (hence fragile) 
wooden cubes. 
 
4.3.1.4. STEEL DELAY LINE 
Papadakis [119]
 
and McSkimin [94] presented a pulse-echo method for thin specimens in which 
back-wall echoes can be “separated” by coupling a buffer rod to the specimen in order to delay 
the signal, and therefore separate out the back-wall echoes of the specimen (see Section 3.2.1).  
This method requires that the relative acoustic impedances of the buffer rod and wooden 
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specimen be such that the reflected echo from the back-wall of the specimen and the reflected 
echo from interface of the rod and specimen are visible.  In the case presented here, finding the 
most suitable medium for a buffer rod is very difficult, because the range of acoustic impedances 
from the sound specimens to those which were subjected to 12 weeks of controlled decay is quite 
large.  For example, the acoustic impedance of sound pine in the longitudinal direction [20] can 
be ≈2.75 N-s/m3, and the acoustic impedance of pine in the longitudinal direction subjected to 
decay with 10% mass loss can be ≈1.90 N-s/m3.  It is evident that specimens subjected to even 
more decay will have even lower acoustic impedance.  Acrylic was found to be a suitable buffer 
rod material only for measurements in the longitudinal direction of the sound pine specimens.  
The acoustic impedance of Acrylic [126] is 3.26 N-s/m
3
, which matches that of pine close 
enough to obtain the desired reflections.  Many other plastics’ acoustic impedances match that of 
wood; however, their attenuation coefficients are too high to receive a signal through the length 
required for separated echoes. 
 
Despite the inability to match the impedances between the buffer rod and all of the specimens, a 
steel buffer rod is decided on as the best course of action after considering the effects of the large 
near field distance, small specimen dimensions, and low frequency range.  By employing a 
buffer rod, the near field effects can be neglected, and the transmitted waveform will be fully 
formed before it propagates through the specimen.  Furthermore, the buffer rod will be used as a 
reference medium for velocity and attenuation calculations.  For the attenuation measurements, 
the rod will allow for the signal loss at the steel/wood boundary to be characterized.  The 
velocity and attenuation calculations will be discussed further in the succeeding sections.  Steel 
is chosen for the buffer rod material, because of its low attenuation.  For longitudinal 
measurements in the frequency range below 80 kHz, the rod is chosen such that it has a length of 
3 ft (≈0.91 m) to separate out the successive echoes and a diameter of 1 inch (25.4 mm) to match 
the nominal dimensions of the specimens.  The 3 ft rod cannot be used for measurements above 
80 kHz, because mode interference occurs (see Figure D.2 in Appendix D).  For all other 
measurements (longitudinal in the frequency range above 80 kHz and all shear measurements), a 
shorter rod is employed which has a length and diameter of 2.5 inches.    
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Dispersion via mode conversion will exist as the ultrasonic wave propagates through the steel 
rod.  Please refer to Appendix E for a brief discussion on this dispersion. 
 
4.3.1.5. RECEIVED ECHOES 
Figure 4.14 shows a single pulse transmitted through a steel rod that is coupled to a wooden 
specimen.  The solid lines represent the echoes that were detected (echoes 1 and 2) by the 
receiving transducer while the dashed lines represent possible echoes that were not detected  
  
 
 
(echoes 3 and 4) because of the large reflection coefficient between steel and wood and the high 
attenuation coefficient of wood.  The amplitudes of the received echoes can be written as: 
 
  )exp()exp(1 wwssswRLT ddTTTAA        …(4.3) 
  
)exp()3exp(2 wwssswswRLLT ddTRTRTAA            
             )2exp(1 ssLsw dRRA         …(4.4) 
 
where Tsw, TL, TR, Rsw, RL and RR are the transmission and reflection coefficients as denoted in 
Figure 4.14 (a), ds is the length of the steel buffer rod, αs is the attenuation coefficient of steel 
due to mode conversion and scattering, and αw is the attenuation coefficient of wood.  The 
subscripts w and s correspond to values for wood and steel, respectively.  Measurements were 
also taken using only the steel rod for reference purposes.  The values of AT and AR (or A
*
R) 
Figure 4.14 (a.) Steel rod and wooden specimen showing possible echoes at different interfaces.  The dashed 
lines represent possible echoes that were not detected.  The solid lines represent detected echoes where AT and AR 
represent the transmitted and received signals, respectively. (b.) Steel rod alone where AT and AR* represent the 
transmitted and received signals, respectively. 
(b.) 
Delay line 
2* 
1* 
AT 
TL RL 
A*R 
T*R R*R  
Delay line 
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2 
1 
3 
4 
AT 
TL RL Tsw Rsw 
AR 
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(a.) 
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represent the amplitudes of the transmitted and received signal, respectively.  The amplitudes of 
the received echoes, see Figure 4.14 (b), can be written as follows, 
 
  )exp(**1 ssRLT dTTAA         …(4.5) 
  )3exp(***2 ssRLRLT dTRRTAA        
              )2exp(
**
1 ssLR dRRA         …(4.6) 
 
where all variables have been defined previously.  The transmission and reflection coefficients 
are depicted in Figure 4.14 (b).  Note that the transmission and reflection coefficients on the 
transmitting side will not change between the set-ups containing the wood specimens and the set-
ups containing only the steel.   
 
4.3.1.6. REFLECTION AND TRANSMISSION COEFFICIENTS 
The amplitude reflection coefficient is theoretically described by the following equation [125],  
 
 sw
sw
sw
zz
zz
R


                    …(4.7) 
 
 cz                       …(4.8) 
 
where z is the characteristic acoustic impedance, c is the bulk wave velocity, and ρ is the density 
of the respective medium.  The order of s and w in the subscripts on the reflection and 
transmission coefficients describe the order of the interface of the two media relative to the 
signal propagation.  For example, if the subscript is sw, then the signal is transmitted from the 
steel to wood and vice versa.  The order of the media is important due to phase.  Switching the 
order of the media will yield a reflection coefficient that is 180º out of phase from the original.  
Thus, 
 
 wssw
RR              …(4.9) 
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However, 
 
 wssw
TT            …(4.10) 
 
All reflection coefficients are related to the transmission coefficient at a similar boundary by the 
following equation, 
 
 1TR          …(4.11) 
 
Theoretically, the characteristic acoustic impedances for steel and wood in the longitudinal 
direction are 39 Pas/m and 1.57 Pas/m [125].  This yields an energy reflection coefficient of 
0.85.  Thus, 85% of the energy of the transmitted wave will be reflected back, and only 15% of 
the energy will be transmitted through the wooden cube.   Furthermore, there will be a loss at the 
interface due to the imperfect coupling between the steel and wood, so it is necessary to 
characterize the actual reflection coefficient.   The actual reflection coefficient at the steel/wood 
interface can be calculated by looking at Equations 4.3 and 4.4, which correspond to echoes 1 
and 2.   The reflection coefficient at the steel/wood interface can be found by the following 
equation, where RL (Figure 4.14) is the reflection coefficient at the side where the signal is 
transmitted: 
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)2exp(
1
2         …(4.12) 
 
The reflective surface (RL) should not be approximated as a free surface (RL=1), because some of 
the wave will be transmitted to the receiver and signal loss via the couplant will occur.  A 
switching technique, as proposed by Trieber and Kim [127], can be used to approximate the 
unknown reflection coefficients, as shown in Figure 4.15.  First, the transducer (X) is coupled to 
one side of the steel bar and operated in a pulse-echo configuration, see Figure 4.15 (a).  The 
amplitude of the first received signal AS1 can be written as, 
 
 53 
 
 )2exp(1 ssSXXSTS dTTAA         …(4.13) 
 
where AT is the amplitude of the transmitted signal.   Now the other transducer (Y) is coupled to 
the opposite end of the steel rod, see Figure 4.15 (b), while the transducer (X) still operates in 
pulse-echo mode.  The amplitude of the first received signal AS2 can then be written as, 
 
 
)2exp(2 ssSYSXXSTS dRTTAA        …(4.14) 
 
Next, the transducer (Y) is configured to operate in pulse-echo, see Figure 4.15 (c).  This is done 
without changing the set-up.  The amplitude of the first received signal AS3 can be written as,  
 
 )2exp(
*
3 ssSXSYYSTS dRTTAA        
…(4.15) 
 
where AT* is the amplitude of the transmitted signal.  Finally, the transducer (X) is removed 
without disturbing the coupling between (Y) and the steel rod, while the transducer (Y) is still 
operating in pulse-echo configuration, see Figure 4.15 (c).  The amplitude of the first received 
AS4 signal can be written as, 
 
 )2exp(
*
4 ssSYYSTS dTTAA         
…(4.16)
 
 
Noting that the X and Y sensors are nominally the same sensors, RL and RR* (see Figure 4.15) 
can be found as follows, 
 
 1
2*
S
S
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A
A
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…(4.17)
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The values of RL and RR* will be necessary when calculating the attenuation coefficient of steel.  
The reflection coefficient at the steel/wood interface is high (very close to 1); thus, the portion of 
the signal that traverses both the steel and specimen three times (see echo 4 in Figure 4.14) is too 
small in amplitude to detect.  The RR value will be approximated as -RSW because the acoustic 
impedance of the transducer face nearly matches that of the steel rod. 
 
 
 
Figure 4.15 Method to find reflection coefficients at steel rod / transducer boundaries for corrections in steel 
attenuation coefficient measurements. 
 
4.3.2. EXPERIMENTAL DESCRIPTION AND SET-UP 
A Krohn-Hite function generator (model 5920) is used to generate a 300 kHz square pulse.  The 
pulse is amplified with a Ritec gated RF amplifier (GA-2500A) and sent to a 100 kHz 
Panametric NDT transducer.  An oscilloscope (Hewlett Packard 54600A) is used to monitor the 
transmitted pulse.  A Panametric pulser-receiver (5058 PR) is used to control the test repetition 
rate.  The through-transmission pulse is sent through the steel rod and received through the 
specimen by another 100 kHz Panametric NDT transducer.  For longitudinal measurements 
above 80 kHz, and all shear measurements, a buffer rod with the diameter and length of 2.5 
inches was used.  For longitudinal measurements below 80 kHz, a buffer rod with a diameter of 
1 inch and length of 3 ft was used.  The average of 16 signals (in order to maximize the signal to 
noise ratio) is recorded on a computer sampling frequency of 3.125 MHz.  A relatively high 
sampling frequency was used to increase the resolution, as the measurements were taken with 
only an 8 bit system.  A block diagram of this setup is illustrated in Figure 4.16.   
(a.) 
 
(b.) 
 
(c.) 
 
(d.) 
 
TXS, RXS               TYS, RYS 
TSX, RSX              TSY, RSY 
 
TSX, RSX 
 TXS, RXS               TYS, RYS 
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                  TYS, RYS 
R = 1                    TSY, RSY 
 
TSX, RSX 
 
TXS, RXS                
TSX, RSX                    R = 1 
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S1 
 
S2 
 
S3 
 
S4 
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Celvacene, a viscous vacuum grease, is used to couple the transducers, wood specimen, and steel 
rod.  The steel is mounted on four ball-bearings in order to minimize the contact surface.  An 
adjustable clamp with a spring is used to apply a consistent pressure.  Please refer to Figure 4.17 
for a picture of this set-up.   
 
 
 
4.3.3. CALCULATIONS 
First, a pulse is transmitted through steel alone.  Next, a pulse is transmitted through the 
steel/specimen set up as depicted in Figure 4.14.  The two signals are utilized to find velocity and 
attenuation as described in the following two subsections. 
 
 
Figure 4.17 Experimental set-up for (a.) longitudinal velocity and attenuation measurements showing the steel bar 
used as a delay line.  For (b.) shear velocity measurements, a 2.5 (63.5 mm) thick steel plate was used as a delay 
line. 
 
                       (a.)                           (b.) 
 
 
      
 6      
Figure 4.16 Schematic diagram of experimental set-up.  A steel rod 3 ft (~0.91 m) long and 1in (25.4 mm) in 
diameter was used as a delay line for longitudinal velocity and attenuation measurements.  A steel plate 2.5 in 
(~63.5 mm) thick was used as a delay line for shear velocity and attenuation measurements. 
Specimen 
A/D Card 
Band-Pass Filter & 
Amplifier 
100 kHz  
Receiving  
Transducer 
Delay line 
Krohn-Hite Function-
Generator 
5920 
Ritec 
Gated RF Amplifier 
GA-2500A 
100 kHz  
Sending 
Transducer 
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4.3.3.1. VELOCITY 
As the pulse propagates through the wood, it may not maintain its original shape (due to 
dispersion, please see Appendix E).  For this reason, the Sachse and Pao’s [92] phase-
comparison method for calculating arrival time is advantageous.  Dispersion in the form of mode 
conversion exists in the steel buffer rod and may exist in the wooden specimens; therefore, the 
pulse must be windowed carefully.  The small dimensions of the wood make it difficult for the 
different modes to be separated.  Thus, the velocity being measured of the wood is the velocity 
of the fastest mode.  For dilatational measurements, the signals must be windowed such that only 
the longitudinal portion (prior to mode conversion) is taken into account.  For shear wave 
measurements, the reference signal is the through-transmission signal obtained through a plate.  
Please refer to Section 3.1.5.1 for a discussion the phase-comparison method.   
 
When performing calculations that involve taking the FFT of a signal, it is important to window 
the signal and its reference carefully.  Initial zeros in the time domain will lead to erroneous 
calculations in the frequency domain, especially for low velocities and/or frequencies.  Thus, the 
window of the signal should start at the first non-zero.  This is the same as applying a shift in 
time to the window of the signal with respect to the window of the reference signal (provided the 
windows applied the signal and its reference are the same type and length).  This shift will 
change with frequency and velocity; thus, to avoid cumbersome measurements, the cross-
correlation technique (Section 3.1.3) can be employed to calculate the necessary shift.  Finally, in 
order to use Equation 3.8, this shift must be accounted for as follows,       
 
      
    
           
     
  
 
         …(4.19) 
 
where K denotes the number of points the window has been shifted, and fs denotes the sampling 
frequency.   
  
4.3.3.2. ATTENUATION 
A first-order narrow-bandpass (1 kHz) Butterworth filter is applied to the signal received from 
the steel/specimen set-up at each desired frequency band.  This sliding narrow-band filter is also 
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applied to the signal received from the steel reference medium.  For this reason, all parameters 
will now be a function of the frequency. 
 
The attenuation coefficient αw for the wooden cube can be found by dividing Equation 4.3 by 
Equation 4.5 to yield the following, 
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where all terms have been defined.  The amplitudes can be found by using the maximum peak 
(using peak-to-peak amplitude) in the time-domain, or the magnitude in the frequency domain.  
It is necessary to confirm that there is no DC offset in the time-domain signal, because this will 
skew the amplitude values.  If a DC offset exists, the signal can be translated such that the DC 
offset is zero.  TR, TR*, and Tsw can be found as described in Section 4.3.1.6.  Note that Tsw is a 
function of the attenuation coefficient of steel.  The attenuation coefficient of steel can be found 
by dividing Equation 4.6 by Equation 4.5 and is described by the following equation, 
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where all terms have been previously defined.  The reflection coefficients can be found as 
described in Section 4.3.1.6.  Note that this attenuation coefficient includes effects from mode 
conversion as well as scattering.  This is acceptable, because the steel is simply being used as a 
reference medium.   
 
4.3.4. EXPERIMENTAL RESULTS AND DISCUSSION 
Measurements were taken in the longitudinal, radial, and tangential directions for all specimens 
using longitudinal and shear transducers centered at 100 kHz.  The velocities measured were vLL, 
vLR, vLT, vRR, vRL, vRT, vTT, vTL, and vTR, where the first subscript denotes the ultrasonic wave 
direction of propagation and the second subscript denotes its polarization, see Figure 4.13.  
Similarly, the magnitude of the attenuation coefficients were measured in all nine directions: αLL, 
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αLR, αLT, αRR, αRL, αRT, αTT, αTL, and αTR.  All original velocity and attenuation measurements are 
presented in Appendix F in Figures F.3, F.4, and F.5 as a function of amount of decay and 
frequency.     
 
Polynomial surfaces were fitted to the plots with the decay measured in percent mass loss rather 
than weeks subjected to controlled decay.  This is acceptable because percent mass loss is 
linearly related to the number of weeks subjected to decay; please refer to Figure 4.18 for the 
linear relationship.  For the polynomial surface fits, please refer to Figures 4.20 and 4.21. 
 
For each figure, the left column contains the velocity measurements, and the right column 
contains the magnitude of the attenuation coefficient measurements.   The shear measurements 
(LR, LT, RL, RT, TL, TR) were executed by carefully aligning the transducers such that the 
polarization was in the desired direction.  In an attempt to minimize error introduced by the 
alignment of the shear transducers, a minimum of five independent ultrasonic tests was carried 
out for all nine directions for each block.  Consistent pressure was applied for all tests by using a 
spring.  A direct measurement of the loss at the steel/wood interface was also performed (refer to 
Equation 4.12).  The acoustic impedance of the wear plate of the transducers matches that of the 
steel, so the loss at the wood/transducer boundary was approximated to be the same as the value 
measured from Equation 4.12 (while taking the phase change into account).  Please note that 
when using the phase-comparison method, small changes in the phase due to noise can cause 
erroneous jumps in the velocity calculations.   
 
It was observed that velocity increases with increasing frequency and decreases with increasing 
amount of decay (percent mass loss), while attenuation increases with increasing frequency and 
decay.  For example, for a longitudinal wave propagating through a sound wood (control) cube 
in the longitudinal direction, the velocity ranges from ≈2,900 to ≈5,800 m/s for 4.5 kHz and 200 
kHz respectively.  For the same wave, the magnitude of the attenuation coefficient ranges from 
≈.068 Np/cm to ≈.151 Np/cm for 4.5 kHz to 200 kHz respectively.  The fastest energy velocity 
of the fastest mode was found to occur in the LL direction.  In general, waves propagating in the 
longitudinal direction (LL, LR, LT) were found to be faster than waves propagating in the radial 
(RR, RL, RT) and tangential (TT, TL, TR) directions. Waves which are polarized in the direction 
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that they are propagating were observed to travel faster than their respective shear counterparts.  
For example, vLL is greater than both vLR and vLT, vRR is greater than both vRL and vRT, and vTT is 
greater than vTL and vTR.   
 
 
Figure 4.18 Amount of controlled decay in weeks vs. the percent mass loss suffered by the wooden cubes, where 
the black line shows the linear fit to the data.  Note that the amount of decay is represented by x and the percent 
mass loss is represented by f(x). 
 
The magnitude of the attenuation coefficient was found to be the lowest for waves which 
propagated in the longitudinal direction (LL, LR, LT).  Waves which are polarized in the 
direction that they are propagating were observed be less attenuative than their respective shear 
counterparts.  For example, αLL is less than both αLR and αLT, αRR is less than both αRL and αRT, 
and αTT is less than both αTL and αTR.   
 
It was noted that for velocity and attenuation measurements, LR≠RL, LT ≠ TL, and RT≠TR.  
Although this observation may appear to lead to the conclusion that wood cannot be modeled as 
orthotropic, it should be mentioned that the rings are only nearly parallel which could lead to 
discrepancies between the values.   
 
 
 
f(x) = 3.058 x   
  R2 = 0.95   
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The variability observed in Figures F.3, F.4, and F.5 is acceptable, particularly when considering 
the variation in growth ring thickness, which may lead to a different number of rings for each 
wooden cube, and when considering that the rings are only nearly parallel to the surface of the 
wooden cubes.   
 
Table 4.1 Valid frequency ranges for velocity calculations using the phase-comparison method 
Principal 
Material 
Direction 
Polarization 
Valid 
Frequency 
Range 
(kHz) 
Longitudinal 
Longitudinal (LL) 4.5 – 200 
Radial (LR) 4.5  – 180 
Tangential (LT) 4.5  – 150 
Radial 
Radial (RR) 4.5  – 200 
Longitudinal (RL) 4.5  – 200 
Tangential (RT) 4.5  – 180 
Tangential 
Tangential (TT) 4.5  – 140 
Longitudinal (TL) 4.5  – 180 
Radial (TR) 4.5  – 200 
 
4.3.4.1. EXTENDING THE FREQUENCY RANGES 
The valid frequency ranges of the velocity polynomial surface fits are not consistent when using 
the phase-comparison velocity method.  Please refer to Table 4.1 for a list of the velocity 
frequency ranges.  Possible reasons behind the frequency range discrepancies will be discussed 
later in this section.  Hand calculations were carried out (using the threshold method) in an 
attempt to extend the existing valid frequency ranges.  The surface fits which include these hand-
calculated velocity values will then be presented.   
 
The broadest possible frequency bandwidth (up to 200 kHz) of the velocity and attenuation data 
is contingent upon the operating range of the transducers and attenuation of the specimens.  
Above 200 kHz, it is difficult to obtain a signal through some orientations of the more decayed 
specimens due to low signal-to-noise ratios.   
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Distortion (due to interference between the waves) will pose problems when using the phase-
comparison method [92], because of phase cancellation effects.  As a result, the bandwidth may 
be reduced.  The attenuation and velocity of the wooden specimens are frequency dependent.  It 
is nearly impossible to isolate a single frequency component of a signal, even through the use of 
multiple filters.   Interference between the different frequency components of the signal will 
occur, and the waveform will not retain its shape.  Greater distortion of the waveform will occur 
as the change in attenuation/velocity with respect to frequency is high.  At higher frequencies, 
the waves propagating through the wooden specimens become shorter.  When the wavelength is 
short enough (such that it is smaller than the dimension of the cube), dispersion can occur in the 
form of guided waves, because the earlywood and latewood properties are so dissimilar from 
each other that they essentially act as boundaries.  Multiple modes can be generated and will be 
very closely spaced due to the small dimensions of the wood.  The close spacing of the different 
modes causes them to interfere with each other.   Consequently, the waveform does not retain its 
shape as it propagates through the medium. 
To overcome the difficulties posed by the distortion of the wave shape, a threshold method was 
employed.  This threshold method was performed by filtering the time-domain signals at 
different frequencies and subsequently calculating the time difference between the signal and its 
reference to obtain a time-of-flight.  The discrete velocity calculations were then combined with 
the prior velocity calculations (obtained via the phase-comparison method) to obtain velocity 
surfaces with a frequency range that exceeded the original valid frequency ranges.  Polynomial 
surfaces fits were applied to the new data using least squares fitting technique (see Appendix G).  
Please refer to Figures 4.20 and 4.21 for the surface fits. 
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Figure 4.19 Velocities (left column) and attenuations (right column) for ultrasonic waves propagating in the 
longitudinal direction polarized in the (a.) longitudinal, (b.) radial, and (c.) tangential direction fitted to 2nd order 
polynomials a function of frequency and time (weeks) of exposure to controlled decay.  R-squared values are 
presented as a measure of goodness of fit of the polynomial to actual data. 
 
The frequency step is dependent upon the size of the window and the sampling frequency.  For 
the present study, the frequency step is 4.5 kHz.  Thus, the total valid frequency range is 4.5 kHz 
to 200 kHz. 
 
Tables 4.2 – 4.4 contain the polynomial equations as a function of percent mass loss and 
frequency (Hz).  The greatest discrepancies between the surface fits and the actual data lie at 
week 11.  Week 11 is peculiar in that it does not seem to fit with any trends, including the 
velocity, attenuation, percent mass loss, etc. 
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Figure 4.20 Velocities (left column) and attenuations (right column) for ultrasonic waves propagating in the radial 
direction polarized in the (a.) radial, (b.) longitudinal, and (c.) tangential direction fitted to 2nd order polynomials a 
function of frequency and time (weeks) of exposure to controlled decay.  R-squared values are presented as a 
measure of goodness of fit of the polynomial to actual data. 
 
At the extents of the frequency bandwidths, the interference effects as described above begin to 
take a larger effect on the waveform, and the polynomial fits for the velocity measurements 
become difficult to constrain at the edges.  To overcome the difficulty posed in constraining the 
edges, the velocity surfaces were split up into two regimes: acoustic and ultrasonic range.  The 
surface fits match the actual data quite closely; the percent difference between the actual data 
and the fitted surface does not exceed, and for most cases stays significantly below 15%.  It is 
important to mention that the polynomials themselves have no meaning, rather they are meant to 
allow one to easily and readily obtain a velocity/attenuation value at a particular 
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frequency/percent mass loss.  The orders of the polynomials were chosen such that the error 
between the fit and data was minimized. 
 
 
Figure 4.21 Velocities (left column) and attenuations (right column) for ultrasonic waves propagating in the 
tangential direction polarized in the (a.) tangential, (b.) longitudinal, and (c.) radial direction fitted to 2nd order 
polynomials a function of frequency and time (weeks) of exposure to controlled decay.  R-squared values are 
presented as a measure of goodness of fit of the polynomial to actual data. 
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Table 4.2  Polynomial fits for attenuation coefficients as a function of frequency and percent mass loss for the nine 
different measured directions for a frequency range of 4.5 kHz to 200 kHz. 
Attenuation  
 4.5 kHz to 200 kHz 
 
α(x,y) = Aα + Bα x + Cα y + Dα x
2
 + Eα x y + Fα y
2
 + Gα x
2
 y + Hα x y
2
 + Iα y
3
 * 
 
Coefficient 
Principal Material Direction – Polarization Direction 
L-L L-R L-T R-R R-L R-T T-T T-L T-R 
Aα 0.45937 0.93749 0.93989 1.31110 1.64566 1.93714 1.27111 1.66975 1.76142 
Bα 0.17677 0.22694 0.20719 0.60610 0.58013 0.85167 0.42770 0.40410 0.44761 
Cα 0.05638 0.01021 -0.01041 0.03540 0.22686 0.32096 0.11495 0.31784 0.32387 
Dα -0.00363 0.05056 0.05968 0.07174 0.05055 0.17319 0.07736 0.02911 0.13941 
Eα 0.01073 0.00355 0.01157 0.03467 0.17461 0.15555 0.02009 0.11523 0.06093 
Fα -0.01161 -0.02839 -0.06810 -0.06143 -0.08166 -0.11495 -0.07227 -0.09389 -0.10422 
Gα -0.00252 0.00756 0.01017 0.02375 0.07800 0.05875 -0.00352 0.01604 0.00716 
Hα -0.00253 0.00967 0.00803 -0.02354 -0.0498 -0.05808 -0.01576 -0.04268 -0.02528 
Iα -0.00160 0.00681 0.03601 0.00622 -0.01124 -0.01124 0.00194 -0.01086 -0.01965 
*Values are centered by the mean and scaled by the standard deviation. 
x = (mass loss (%) – μm)/ σm where μm = 19% and σm = 10.6% 
y = (frequency (Hz) – μfreq)/ σfreq  where μfreq = 102,000 Hz and σfreq = 56,580 Hz   
 
 
Table 4.3 Polynomial fits for velocity as a function of frequency and percent mass loss for the nine different 
measured directions for a frequency range of 4.5 kHz to 20 kHz. 
Acoustic Range Velocity  
 4.5 kHz to 20 kHz 
 
V(x,y) = AV + BV x + CV y + DV x
2
 + EV x y + FV y
2
 * 
 
Coefficient 
Principal Material Direction – Polarization Direction 
L-L L-R L-T R-R R-L R-T T-T T-L T-R 
AV 2920 291.8 369.2 1225 357.9 327.1 1009 359.5 341.2 
BV -240.6 -28.12 -7.307 -194.5 -53.20 -52.94 -85.74 -71.19 -59.01 
CV 118.7 75.71 97.72 25.48 29.44 26.99 74.91 24.51 20.09 
DV -71.18 4.614 0 -12.20 4.206 23.81 -12.21 -27.80 -0.959 
EV -12.67 10.26 0 -6.759 -2.996 -5.360 -12.40 -2.307 -3.843 
FV 0.394 -0.564 0 -0.607 -0.159 -0.083 -4.273 -0.173 -0.069 
*Values are centered by the mean and scaled by the standard deviation. 
x = (mass loss (%) – μm)/ σm where μm = 19% and σm = 10.6% 
y = (frequency (Hz) – μfreq)/ σfreq  where μfreq = 12,000 Hz and σfreq = 4,611 Hz   
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Table 4.4 Polynomial fits for velocity as a function of frequency and percent mass loss for the nine different 
measured directions for a frequency range of 20 kHz to 200 kHz. 
Ultrasonic Range Velocity  
 20 kHz to 200 kHz 
 
V(x,y) = GV + HV x + IV y + JV x
2
 + KV x y + LV y
2
 + MV x
2
 y + NV x y
2
 + OV y
3
 + PV x
2
 y
2
  
+ QV x y
3
 + RV y
4
 + SV x
2
 y
3
 + TV x y
4
 + UV y
5  
* 
 
Coefficient 
Principal Material Direction – Polarization Direction 
L-L L-R L-T R-R R-L R-T T-T T-L T-R 
GV 5048 1591 1632 1550 782.9 756.7 1498 720.0 695.1 
HV -422.3 4.779 -123.5 -301.7 -82.73 -119.0 -242.8 -74.88 -125.7 
IV 750.8 809.8 790.9 65.74 101.2 116.7 386.5 125.2 180.9 
JV -105.6 0 76.25 -59.04 1.717 16.92 6.882 -22.77 1.890 
KV -32.40 -54.68 -132.1 -26.58 -29.78 -8.011 -109.1 18.02 -19.21 
LV -623.0 32.76 225.7 -60.60 -44.23 -60.99 308.2 -27.40 -14.20 
MV -52.11 0 125.5 -19.23 19.92 7.940 34.25 9.874 -24.11 
NV 45.22 -12.11 -42.19 34.97 -22.51 6.575 -49.61 1.769 16.31 
OV 90.74 23.51 8.666 33.33 102.6 95.13 -27.63 60.89 52.43 
PV 3.542 0 2.007 8.422 7.136 3.131 0.326 1.938 -11.62 
QV -15.97 15.84 12.69 -2.170 -2.270 -10.91 -9.912 -5.452 -3.800 
RV 106.6 -5.083 -72.47 0.790 8.496 14.49 -85.20 3.676 8.766 
SV 14.94 0 -22.99 -0.036 -6.117 -4.312 -5.750 -2.251 4.160 
TV -4.758 -6.053 11.13 -4.502 5.179 0.568 12.92 1.661 -2.544 
UV -39.33 -0.566 14.11 -4.517 -20.03 -20.52 29.20 -12.41 -13.64 
*Values are centered by the mean and scaled by the standard deviation. 
x = (mass loss (%) – μm)/ σm where μm = 19% and σm = 10.6% 
y = (frequency (Hz) – μfreq)/ σfreq  where μfreq = 100,100 Hz and σfreq = 56,580 Hz   
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CHAPTER 5:   
CONCLUSIONS 
X-ray computed tomography was carried out using loblolly pine wood (Pinus taeda) cubes 
exposed to Gloeophyllum fungus (Gloeophyllum trabeum) for different known periods of time 
up to twelve weeks. It was verified that the most decay occurred at the face in contact with the 
fungi and progressed in a decreasing manner towards the opposite face. It was also observed that 
a considerable decrease in volume and mass occur with increasing exposure to decay. Based 
upon the changes in mass and volume, the corresponding change in densities was also calculated. 
Blocks decayed for twelve weeks experienced the most average mass loss (≈40%), average 
volume loss (≈30%), and average density loss (≈35%). Specimens exposed to only one week of 
controlled decay also exhibited some loss in density (≈5%); however, the mass loss was difficult 
to evaluate due to initial moisture absorption. These results indicate that, based on the relative 
density change, decay can be detected using CT data at the surface in contact with fungi as early 
as one week.  The non-uniformity in decay through the thickness was quantified. Blocks 
subjected to controlled decay for twelve weeks lost 47% of density at the surface in contact with 
the fungus and 28% at the opposite surface, while blocks subjected to only one week of decay 
experienced 5% density loss at the surface in contact with the fungi and nearly 0% at the 
opposite surface. Results also indicate the presence of decay leads to a continuous variation of 
acoustic impedance and not to the creation of an acoustic reflective interface between sound and 
decayed wood. This lack of a well defined reflective surface separating sound from decayed 
wood explains some of the difficulties encountered in detecting and assessing decay using 
traditional linear ultrasonics.   
 
Ultrasonic velocity and attenuation measurements were then carried out along the longitudinal, 
radial, and tangential directions of the cubes using longitudinal and shear transducers with a 
center frequency of 100 kHz. For each of the material principal directions, both, velocity and 
attenuation were found to be dependent upon frequency and amount of decay. The results are 
shown in Figures F.3, F.4, and F.5 (Appendix F). The variability observed in Figures F.3, F.4, 
and F.5, is acceptable, particularly when considering the variation in growth ring thickness, 
which may lead to a different number of rings for each wooden cube, and when considering that 
the rings are only nearly parallel to the surface of the wooden cubes.  
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Please note that for measurements obtained via the phase-comparison method, the valid 
frequency range for the various polynomial fits vary (see Table 4.1 in Chapter 4). The broadest 
possible frequency bandwidth (up to 200 kHz) of the velocity and attenuation data depends upon 
the operating range of the transducers and attenuation of the specimens. Above 200 kHz, it is 
difficult to obtain a signal through some orientations of the more decayed specimens due to low 
signal-to-noise ratios (due to high material attenuation).  Additionally, waveform distortion poses 
problems when using the phase-comparison method, which leads to a reduction of bandwidth. 
Waveform distortion in mainly caused by the multilayered nature of the wooden specimens 
which leads to guided wave effects at higher frequencies (earlywood and latewood properties are 
very different from each other), or to the strong increase of attenuation with increasing frequency 
and amount of decay.  This issue was addressed by performing hand calculations (threshold 
method) in the ranges beyond which the phase-comparison method ceased to work.  The results 
were then combined with the respective data and surfaces were fitted (see Figures 4.19, 4.20, and 
4.21 in Chapter 4). 
 
The surface fits shown in Figures 4.19 - 4.21 match the actual data quite closely. The percent 
difference between the actual data and the fitted surface does not exceed 15% (at the edges of the 
surface area), and for most cases (in the center of the surface area) stays significantly below 
10%. Tables 4.2 and 4.3 show the coefficients for the various polynomial fits for the velocities 
and the corresponding attenuations, respectively, as a function of frequency and percent mass 
loss for the nine different measured directions. 
 
It was observed that velocity increases with increasing frequency and decreases with increasing 
amount of decay, while attenuation increases with increasing frequency and decay. For example, 
for the control blocks with no decay, the energy velocity of the fastest mode through the 
longitudinal direction of the wood was found to be approximately 2930 m/s at 4.5 kHz and 5830 
m/s at 200 kHz, while for the blocks subjected to 12 weeks of decay, the velocities measured in 
the longitudinal direction were about 2260 m/s to 4120 m/s for 4.5 kHz to 200 kHz, respectively. 
Also, for the control blocks, the attenuation coefficient magnitudes were found to range from 
0.07 to 0.15 Np/cm in the longitudinal direction, 0.28 to 0.52 Np/cm in the radial direction, and 
0.50 to 0.75 Np/cm in the tangential direction for the frequency range of 4.5 to 200 kHz, 
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respectively, while for the blocks subjected to 12 weeks of decay, the attenuation coefficient 
magnitudes were found to range from 0.61 to 0.83 Np/cm in the longitudinal direction, 1.99 to 
2.65 Np/cm in the radial direction, and 1.74 to 2.24 Np/cm in the tangential direction for the 
same frequency range.  
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APPENDIX A:  
THE STRUCTURE OF WOOD 
Wood is a complex biological, cellular, composite structure [18].  At each level (nano-, micro-, 
meso/macro-scale), the structure is directional; thus, wood is most generally classified as 
anisotropic.  In many cases, wood can be modeled as orthotropic; however, for this model to be 
reasonable, the wooden specimen must be cut into a cube such that the rings are nearly parallel to 
each surface of the cube.  In the subsequent sections, a description of the structure of wood at the 
nano-, micro-, and macro-scales will be presented.  Since loblolly pine was used in this study, the 
primary focus will be on softwoods (rather than hardwoods).  For the subsequent discussions, 
please refer to Figure A.1 for an illustration of the different constituents. 
 
 
Figure A.1 (from left to right) An illustration of the macroscopic, microscopic, and cell-wall structures of a typical 
softwood 
 
A.1. NANOSCOPIC STRUCTURE OF WOOD 
Wood is comprised of three major constituents: lignin, hemi-cellulose, and cellulose.  The 
carbohydrate portion of wood is often referred to as the holo-cellulose and is comprised of the 
cellulose and hemi-cellulose constituents.  The three major constituents combine to create fibrils.  
Fibrils are indefinite in length, and the crystallinity varies, as organized crystalline zones are 
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interspersed with non-crystalline zones.  The mechanical properties of the constituents are all 
moisture sensitive, giving wood its hygroscopic nature.  Extraneous constituents also exist; 
however, they rarely exceed 1% of the cell wall.  Extraneous constituents may include (but are 
not limited to): sugars, starches, water, calcium, etc.   
 
A.1.1. CELLULOSE 
Composed only of glucose, cellulose is the smallest but primary constituent of wood.  It 
comprises 40% to 50% of the cell wall.  Cellulose microfibrils are arranged in long thread-like 
polymer chains that intermesh to create the highly crystalline portion of the fibrils.  In the cell 
wall composite, cellulose is considered to be the fiber of the composite that helps give the cell 
wall its structure.  The cellulose provides wood with its tensile strength, where the longer 
cellulose chains provide greater strength [128] – [130].  
 
A.1.2. HEMI-CELLULOSE 
Hemi-cellulose differs from cellulose, in that it is comprised of many types of sugars.  It is the 
second most abundant constituent of wood, comprising 24 to 40% of the cell wall.  There exist 
higher concentrations of hemi-cellulose in hardwoods than in softwoods.  The structure of hemi-
cellulose has been modeled as transversely isotropic; however, some may argue that it has too 
irregular of a structure to be modeled as such.  In the composite cell wall, lignin and hemi-
cellulose are generally considered to make up matrix [128, 131, 132].   
 
A.1.3. LIGNIN 
Lignin is the third major constituent.  Considered the most complex, it comprises 20 to 30% of 
the cell wall.  It is an amorphous substance; therefore, it is isotropic.  Lignin is interspersed 
between the cellulose microfibrils, hemi-cellulose, and adjacent cells.  Along with hemi-
cellulose, lignin can be considered to be part of the matrix of the cell wall composite.  A major 
function of lignin is to protect the cellular components.  Structurally, it provides stiffness and 
compressive strength properties parallel to the grain of the wood [128, 133]. 
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A.1.4. CELL WALLS 
The above mentioned constituents combine as the different cell wall layers.  Note that these cell 
wall layers are all comprised of the same constituents but in different quantities.  The middle 
secondary layer (S2) is the thickest layer; thus, it governs most of the mechanical properties.  
Accordingly, the orientation of the microfibrils in the S2 layer plays a significant role in the 
mechanics.  For example, if the microfibrils are oriented parallel to the longitudinal axis of the 
wood, the wood is stiffer than compared to higher microfibril angles.  It is comprised mostly of 
cellulose and of some lignin and hemicelluloses [131]. 
 
A.2. MICRO- AND MACRO-SCOPIC STRUCTURE OF SOFTWOOD 
Wood is classified as either a hardwood or softwood based on the tree’s reproductive 
mechanism.  Hardwoods are angiosperms, and accordingly, they have covered seeds.  Softwoods 
are gymnosperms; they let their uncovered seeds fall to the ground to be carried by 
environmental forces (wind, water, animals, etc.).  On the microscopic level, softwoods are 
dissimilar from hardwoods in that they do not contain vessels [130].  Please refer to Figure A.1.   
 
Earlywood and latewood regions of a tree are the result of comparatively fast and slow growth 
rates, respectively.  Earlywood forms during the time period just before buds change in spring 
until just after full leaf expansion of bud-bound or pre-formed leaves.  Latewood begins to form 
just after full leaf expansion and continues until whole-tree growth cessation, dormancy, or a 
major environmentally initiated pause in activities.  Earlywood typically produces thicker rings 
that are visibly lighter in color, whereas latewood produces thinner, visibly darker rings.  These 
radially alternating layers give rise to the consideration of wood as an n-layered composite on the 
meso/macro scale [134]. 
 
Both earlywood and latewood are composed of hollow fibers (tracheids) whose mechanical 
properties on the micro-scale are identical, but on the meso- and macro- scales are different due 
to geometric and dimensional arrangement variances.  In earlywood, the fibers have thinner 
walls and larger lumen diameters, while in latewood the fiber walls are thicker and the lumen 
diameter is considerably smaller.  These differences in the morphology of tracheids are due 
primarily to the availability of water in the external environment.  The earlywood fibers focus on 
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water transportation throughout the tree, whereas latewood fibers focus on storing the water 
locally.  Thus, the latewood regions of the tree are denser than the earlywood regions [134]. 
 
Since the constituents of both earlywood and latewood are identical, this difference in density is 
the major factor that controls the differences in mechanical properties between early and 
latewood.   Thus, latewood is always found to be stiffer and stronger than earlywood.  The 
strength and stiffness ratios between earlywood and latewood can vary from 0.5 to 3.5.  
However, because of a large amount of complex variables, it is difficult to determine an elastic 
modulus for earlywood or latewood, for a particular species of tree, or even within a single tree 
[135].  Elastic properties vary based on the radial distance from pith to bark and based on the 
vertical location in the tree, as well as from tree to tree both intra- and inter-specially. 
 
On the macro/meso-scale, a tree can be radially decomposed into the following: bar, cambium, 
sapwood, heartwood, and pith.  The sapwood and heartwood are what one encounters in lumber.  
While there are no geometric differences between heartwood and sapwood, there are a variety of 
chemical, biological, and environmental factors responsible for variations within the mechanical 
properties of wood.  The presence of chemical compounds within the heartwood, collectively 
referred to as extractives, is largely responsible for its preservation.   The sapwood, lacking these 
compounds and being located on the outer part of the tree, is much more susceptible to 
deterioration factors such as insects, fungus, bacteria, etc [136].  
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APPENDIX B:  
PHASE AND GROUP VELOCITY 
The group velocity is the rate at which a wave packet (or envelope) of a signal travels.  The wave 
packet may contain more than one frequency.  Conversely, the phase velocity describes the rate 
at which the phase of a particular frequency component of a signal travels.  Thus, the phase 
velocity is frequency-dependent.  When the phase and group velocities are equivalent, the 
material is said to be nondispersive.   
 
The following discussion is only meant to serve as a brief review for phase and group velocity 
concepts.  For more in-depth discussions, the reader is referred to [108, 125, 137, 138] as they 
provide an excellent background.   
 
For a plane wave propagating in a linear and nondispersive medium, the one-dimensional 
solution to the wave equation is written as follows, 
             
                                        …(B.1) 
 
where ω is the angular frequency (= 2πf), k is the wave number (ω divided by the phase velocity, 
v), x is the position, t is time, and A is the amplitude.  The above equation does not account for 
attenuative media.  Furthermore, for dispersive media, the phase velocity is a function of 
frequency.  Thus, letting ω be real (energy conservation), the attenuation can be accounted for by 
letting k be a complex value as follows, 
 
                                      …(B.2) 
 
where β accounts for dispersion, α accounts for attenuation, and both values are functions of the 
frequency.  Incorporating Equation B.2 into Equation B.1 yields the following, 
 
                                                    …(B.3) 
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Thus, the phase velocity v and group velocity U are as follows, 
 
   
 
     
 
 
 
                              …(B.4) 
 
   
  
  
                       …(B.5) 
 
Note that the group velocity is only valid when the attenuation of the medium is small.  
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APPENDIX C:  
CROSS-CORRELATION FUNCTION FOR THE CALCULATION OF 
TIME-OF-FLIGHT  
The following proof was obtained from Hull et al [85].  The autocorrelation of a signal is defined 
by the average of the multiplication of two different samples of that signal. In other words, 
 
                                      …(C.1) 
                 
where x(t) represents the signal, t represents time, τ represents a shift in time, and E denotes the 
expected value.  If x(t) is a stationary function, then RXX is only a function of the separation time 
τ, and not a function of the time t.  Furthermore, if x(t) is ergodic (one sample of the function is 
representative of the entire function) and periodic, then RXX can be written as follows, 
 
            → 
 
 
     ∙         
 
 
               …(C.2) 
 
where T denotes the period of x(t).  The maximum of RXX will be located at the center of the 
function, that is, at τ=0 [139].  
 
It can now be shown that the maximum of the cross-correlation between two signals will be 
located temporally at the time-shift between the two respective signals.  Please note that the 
following theory was obtained from Hull et al [85].  The cross-correlation between two 
stationary signals x(t) and y(t) can be written as follows, 
 
           
 → 
 
 
     ∙         
 
 
                …(C.3) 
 
If y(t) is the first successive back-wall echo after x(t) in a non-dispersive medium,  then y(t) can 
be written as follows,  
 
       ∙     
  
 
                        …(C.4) 
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where  is a constant which represents a frequency independent attenuation of the signal and 
may include effects from a 180º phase-shift.  Note that an assumption exists that the signal has 
maintained its shape.  The      term represents the shift in time of the back-wall echo and is 
dependent upon twice the dimension of the medium 2L and the velocity of the medium v.  
Neglecting the effects of noise, Equation’s C.3 and C.4 yield, 
 
            
 → 

 
     ∙       
  
 
   
 
 
       …(C.5) 
 
The above result shows that the maximum of the cross-correlation function RXY will occur when 
      .   
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APPENDIX D:  
PHASE COMPARISON METHOD 
The following derivation of the phase comparison technique was taken from Sachse and Pao 
[92].  For a more detailed explanation, please refer to their paper.  It may be useful to refer to 
Appendix B for a brief background discussion on group and phase velocities before reading the 
following discussion.  
 
A pulse propagating in a linear medium is the sum of all the propagating waves (superposition) 
as follows, 
        
 
  
   
 
  
                                      
 
  
  
  …(D.1) 
 
Applying the boundary condition that the medium is initially at rest at x = 0 yields, 
 
      
 
  
   
 
  
                   
 
  
 
  …(D.2) 
and Equation D.1 can now be expressed as, 
 
        
 
  
   
 
  
                                      
 
  
 
  …(D.3) 
 
Integrating with respect to ξ and substituting in the known expression for β (= ω/v) yields the 
following expression at x = L, 
 
  
       
 
  
                                           
 
  
  …(D.4) 
 
The spectrum of the pulse at x = L is given by the Fourier transform of u(L,t), which is the 
bracket quantity in Equation D.4  Furthermore, 
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                                         …(D.5)  
 
Thus,        can be expressed as follows, 
 
  
                                        …(D.6) 
 
It is now apparent that the phase spectrum of u(L,t) is as follows, 
 
  
           …(D.7) 
 
The above expression illustrates that the phase spectrum is linearly related to the dispersive 
nature (β) of the medium.  Rearranging Equation D.7 and plugging the expression for β into the 
expression for phase velocity, yields the following equation for phase velocity, 
 
      
 
 
 
  
       
           …(D.8) 
 
where    is a reference phase which may be found (for example) by placing the transducers in 
intimate face to face contact.  For media which are not highly attenuative, the above expression 
can be differentiated with respect to the angular frequency to obtain the group velocity. 
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APPENDIX E:  
SOME NOTES ON THE DISPERSIVE NATURE OF THE STEEL BUFFER 
ROD AND WOODEN CUBES 
The following discussion is only mean to provide the reader with a basic understanding of the 
characteristics of the wave propagation through the wooden cubs and steel delay rod.  
Furthermore, the discussion will be focused specifically on the experiment presented in Chapter 
4 of this manuscript.  For a detailed discussion on guided waves, please refer to references: [108, 
109, 137]. 
(a.)  
 
(b.)  
 
Figure E.1 (a.) Longitudinal and (b.) flexural mode shapes in steel.  Arrows depict the particle motion. 
 
E.1. DISPERSIVE NATURE OF THE STEEL DELAY ROD 
As the ultrasonic pulse propagates through the steel buffer rod dispersion in the form of mode 
conversion [108] will occur at certain frequencies due to the geometrical boundaries.  The 
frequency range excited and detected by the 100 kHz longitudinal transducers in the steel rod 
ranges from 20 kHz to 200 kHz.  Within the current frequency range, the modes excited will be 
the first and second longitudinal modes and the first three flexural modes.  The first longitudinal 
mode is entirely extensional and symmetric about the cross-section of the rod at very low 
frequencies (wave lengths are longer than the diameter of the bar).   Please refer to Figure E.1 (a) 
for an illustration of the longitudinal mode shape, where the hatched areas represent areas of 
compression and the un-hatched areas represent areas of rarefaction.  The arrows refer to the 
direction of the particle motion.  The first three flexural modes will also be excited.  As the name 
suggests, the shape of these modes are purely flexural and non-axisymmetric.  For example, 
along the axis of the rod about a horizontal axis, the motion of the particles will be in the vertical 
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direction.  Please refer to Figure E.1 (b) for an illustration of a flexural mode shape as depicted 
with the red line.  The arrows refer to the direction of the particle motion. 
 
Figure E.2 Group velocity dispersion curve for steel buffer rod with labeled modes. 
 
The group velocities of the different modes are plotted using Disperse [109] in Figure E.2 for the 
frequency range 1 kHz to 150 kHz.  The different modes are labeled.  L01 and L02 represent the 
first and second longitudinal modes respectively.  F11, F12, and F13 represent the first, second, and 
third flexural modes respectively.   
 
L01 decreases with increasing frequency, while all other modes increase with increasing 
frequency until they approach the Rayleigh velocity.  The frequency dependent velocities of the 
different modes suggest that interference will occur at certain frequencies, and the modes in the 
time domain will not be able to be separated.  Figure E.3 shows a time-domain trace of the signal 
through the steel buffer rod.  Referring to Figure E.3, it can be seen that the signal is quite 
complicated because of the interference of many modes.  To better make sense of the signal, it is 
filtered with a narrowband band-pass filter at notable frequencies in Figure E.4.  At 50 kHz, the 
modes L01, F11, and F12 are present.  The velocity and amplitude of L01 is greater than both F11 
and F12.  At 100 kHz, the velocity of the L01 mode has decreased from its velocity at 50 kHz, and 
the velocity of the F11 and F12 modes have both increased from their velocities at 50 kHz.  This 
causes some interference between the F11 and L01 modes as can be seen in Figure E.3.   
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Also present is the longitudinal wave precursor, Lprecursor.  Lprecursor is the portion of the 
longitudinal wave that is not affected by the boundaries; thus, its velocity stays constant for all 
frequencies.  The velocity for Lprecursor is the bar velocity, which is described by the following 
equation, 
 

E
cbar 
          ... (E.1) 
 
where E denotes the material bulk modulus of elasticity and ρ is the mass density.  The 
attenuation of Lprecursor does not stay constant; rather, as the frequency increases the amplitude of 
the precursor decreases.  The attenuation of the Lprecursor increases with frequency, because the 
shorter wavelengths (higher frequencies) are more affected by the geometrical boundary.  To 
more clearly visualize Lprecursor, the gain can be increased.  For the frequency range presently 
used (20 to 200 kHz), not much gain is necessary in order to see the precursor.  Refer to Figure 
E.4 to note that the precursor’s velocity does indeed stay constant while its amplitude diminishes. 
In fact, the first portion of the first wave-packet will always correspond to the precursor.    
 
 
Figure E.3 Time domain trace of signal transmitted by 100 kHz longitudinal transducers through steel buffer rod 
 
This observation can be realized by looking at the velocity dispersion curve as shown in Figure 
E.2.  Lprecursor has a greater velocity than all of the other modes.  The amplitudes as described in 
the aforementioned equations should correspond to Lprecursor when interested in measurements of 
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dilatational particle motion.  Equations 4.3, 4.4, 4.5, and 4.6 (Chapter 4) correspond to the 
amplitude of the first received echo.  In a non-dispersive medium, the amplitude of the first 
received echo is that of the first wave-packet.  In the present dispersive case, the first wave-
packet is comprised of interfering modes; thus, it is important to window the signal accordingly.   
 
 
Figure E.4 Time domain trace of signal transmitted by 100 kHz longitudinal transducers through steel buffer rod 
windowed at different frequencies. 
 
For transverse particle motion, or shear wave propagation, things become slightly more 
complicated.  Now, to visualize the shear wave, it must be windowed out accordingly.  This can 
be done with the help of the velocity dispersion curve (Figure E.2).  Note the velocity for the F11 
mode; this allows the location of the shear pulse to be found.  If a shear signal is sent through the 
long steel rod, or the mode-converted shear pulse is used (Figure E.4), it will be superimposed 
with other modes.  Furthermore, it will not be clear which direction the transverse particles are 
oscillating about.  For these reasons, the steel buffer rod will not be used when taking shear 
measurements of the wooden cubes; rather, a short steel rod (plate) will be used. 
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E.2. DISPERSIVE NATURE OF THE WOODEN CUBES 
The wooden cubes may be dispersive at higher frequencies (i.e. the wavelength is on the same 
order or smaller than the dimensions of the cube).  Please refer to Figure E.5.  The cross-
sectional planes are denoted on the figure.  The hatched areas represent latewood, and the un-
hatched areas represent the earlywood.  Dispersion in the longitudinal-radial plane may occur 
due to boundary reflection.  The latewood and earlywood have different densities.  For example, 
in spruce, the earlywood and latewood densities are 364 kg/m
3
 and 636 kg/m
3
 respectively [20].  
If the wavelength is on the order of the specimen, reflection at these ring-interfaces may occur, 
since it can act as a boundary.   
 
 
Figure E.5 Dispersive nature of wood for three cross-sectional views 
 
In the radial-longitudinal plane and the radial-tangential plane, dispersion may happen due to a 
wave guide effect.  The velocity in the latewood (i.e. 3650 m/s in spruce) is faster than the 
velocity in the earlywood (i.e. 3226 m/s in spruce) [20].  Thus, different wave-packets may 
arrive at different times.  This should only happen for high frequencies (i.e. the wavelength is on 
the same order or smaller than the dimensions of the cube).  Note that the radial-tangential wave-
guide effect is slightly more complicated if the cubes are not cut such that the rings are nearly 
parallel to the surface of the cube. 
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APPENDIX F:  
DATA 
F.1. COMPUTED TOMOGRAPHY DATA 
 
Table F.1. Volume measurements based on CT scan has a possible maximum error of ± 5.8% (≈800 mm3). Volume of control 
specimens have a maximum possible error of ± 1.3% (≈0.0313 mm3) based on digital caliper measurements. 
Specimens A B C D E 
Control 
Group 1 
15782* 15881* 15827* 15853* 15774* 
Control 
Group 2 
15884* 15899* 16027* 15835* 15832* 
1 Week 15769 15519 16871 16391 16042 
2 Weeks 15405 14634 15213 14947 15250 
3 Weeks 14289 15097 15157 14428 14981 
4 Weeks 15772 15349 15320 15065 14547 
5 Weeks 13814 14862 14994 15168 13767 
6 Weeks 14053 13818 14418 14479 13896 
7 Weeks 13960 14649 14079 14361 13348 
8 Weeks 13468 14378 13531 14639 13502 
9 Weeks 14053 13818 14418 14479 13896 
10 Weeks 12214 13973 12498 12464 13532 
11 Weeks 12375 12379 13343 13282 13078 
12 Weeks 10871 12820 11635 11634 10789 
*Maximum possible error of ± 1.3% (≈0.0313 mm3) based on statistical distribution of measurements taken by digital calipers. 
 
 
 
Table F.2. Mass (g) measurements before and after decay (to the nearest one hundredth of a gram), provided by Forest Products 
Laboratory  
Specimens A B C D E 
 
Before 
Decay 
After 
Decay 
Before 
Decay 
After 
Decay 
Before 
Decay 
After 
Decay 
Before 
Decay 
After 
Decay 
Before 
Decay 
After 
Decay 
Control 
Group 1 
8.19 - 8.99 - 8.20 - 8.83 - 8.23 - 
Control 
Group 2 
8.19 - 8.99 - 8.20 - 8.83 - 8.23 - 
1 Week 9.07 9.09* 9.10 8.94 8.94 8.96* 9.79 9.80* 8.97 8.96 
2 Weeks 8.97 8.31 8.93 7.49 8.21 8.17 8.91 7.80 8.19 7.65 
3 Weeks 8.98 7.85 8.16 7.08 8.89 7.80 8.94 7.83 8.90 7.84 
4 Weeks 9.23 8.00 8.82 7.54 8.75 7.48 8.69 7.46 9.10 7.73 
5 Weeks 8.92 7.47 8.90 7.46 9.11 7.77 8.92 7.37 8.21 6.71 
6 Weeks 8.58 6.95 8.35 6.64 8.17 6.26 8.16 6.45 8.96 7.24 
7 Weeks 8.36 6.50 8.74 6.63 9.01 6.85 9.02 7.04 8.88 7.05 
8 Weeks 8.95 6.71 8.97 6.96 8.84 6.75 8.78 6.52 8.70 6.40 
9 Weeks 9.22 6.37 8.51 6.18 8.36 5.63 8.21 5.61 8.11 5.62 
10 Weeks 8.96 6.51 8.82 6.21 8.68 5.40 8.41 5.27 9.02 6.49 
11 Weeks 9.23 6.79 8.46 5.68 8.77 6.53 8.85 6.76 8.97 6.31 
12 Weeks 9.10 5.25 9.19 5.95 8.80 5.35 8.15 4.93 8.80 4.36 
*Please note the increase of mass after decay due to moisture absorption 
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Table F.3. Percent mass loss by decay for all blocks subjected to controlled decay. 
Specimens A B C D E 
1 Week 0.22* 0.44 0.22* 0.10* 0.11 
2 Weeks 6.94 8.77 8.31 7.69 6.59 
3 Weeks 12.58 13.24 12.26 12.42 11.91 
4 Weeks 14.16 14.51 14.51 14.15 15.05 
5 Weeks 16.26 16.18 14.71 17.38 18.27 
6 Weeks 19.00 20.48 23.38 20.96 19.20 
7 Weeks 22.58 24.14 23.97 21.95 20.61 
8 Weeks 25.03 22.41 23.64 23.64 26.44 
9 Weeks 30.91 27.38 32.66 31.67 30.70 
10 Weeks 27.34 29.59 37.79 37.34 28.05 
11 Weeks 26.44 33.22 25.54 23.62 29.81 
12 Weeks 42.31 35.26 39.20 39.51 50.45 
*Increase of mass after decay due to moisture absorption 
 
 
 
Table F.4. Means and standard deviations for decayed mass (normalized to original mass), volume (normalized to 1 in3),  
and averaged decayed density (normalized to original density) calculations 
 
Normalized  
Mass  
Percent Mass Loss Normalized  
Volume 
Normalized  
Density 
 Mean 
Standard 
Deviation 
Mean 
(%) 
Standard 
Deviation 
(%) 
Mean 
Standard 
Deviation 
Mean 
Standard 
Deviation 
Control 1.00 0.043 0.00 0.00 1.00 0.003 1.00 0 
1 Week 1.00 0.003 0.00 0.28 0.98 0.032 1.06 0.040 
2 Weeks 0.91 0.060 7.66 0.49 0.92 0.019 0.94 0.048 
3 Weeks 0.88 0.005 12.48 0.49 0.90 0.025 0.91 0.019 
4 Weeks 0.86 0.006 14.48 0.37 0.93 0.027 0.89 0.020 
5 Weeks 0.83 0.014 16.56 1.35 0.89 0.041 0.88 0.030 
6 Weeks 0.79 0.018 20.60 1.76 0.86 0.018 0.80 0.034 
7 Weeks 0.77 0.015 22.65 1.47 0.86 0.030 0.81 0.032 
8 Weeks 0.75 0.016 24.23 1.54 0.85 0.034 0.80 0.021 
9 Weeks 0.69 0.020 30.66 1.99 0.86 0.018 0.70 0.032 
10 Weeks 0.68 0.051 31.94 5.02 0.79 0.047 0.72 0.044 
11 Weeks 0.72 0.037 27.73 3.80 0.79 0.029 0.80 0.033 
12 Weeks 0.59 0.057 41.35 5.68 0.70 0.050 0.65 0.068 
 
 
 
 
Table F.5. Means and standard deviations of dimension measurements for all ten control blocks 
Block Mean (mm) Standard Deviation (mm) 
C1 25.08 0.108 
C2 25.14 0.054 
C3 25.11 0.079 
C4 25.12 0.208 
C5 25.08 0.120 
C6 25.14 0.111 
C7 25.15 0.075 
C8 25.21 0.097 
C9 25.11 0.122 
C10 25.11 0.089 
All Control Blocks 25.12 0.105 
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Table F.6. Errors introduced to block volume calculations using computed tomography 
Dimensions Errors Introduced by 
Percent Error* 
(%) 
Width (mm) 2 ∙ 0.2604 = 0.5208 Pixel resolution 2.2 
Height (mm) 2 ∙ 0.2604 = 0.5208 Pixel resolution 2.2 
Depth (mm) 0.4 Depth of last slice 1.6 
Area (mm
2
) 
[(25.4 + 0.5208)2] – (25.42) 
≈ 
27 
Pixel resolution for height and 
width dimensions 
4.5 
Local Slice Unit 
Volume (mm
3
) 
[(25.4 + 0.5208)2 ∙ (1)] – 
(1∙ 25.42) ≈  27 
Pixel resolution for height and 
width dimensions (unit depth) 
4.5 
Overall 
Volume (mm
3
) 
[(25.4 + 0.5208) 2 ∙ (25.4 
+0.4)] – (25.43) ≈ 948 
Pixel resolution for height and 
width dimensions and depth of 
last slice 
5.8 
*Percentage of the 1 in
3
 cube volume regarding a cube 25.4 mm on each side 
 
 
Figure F.1 Computed tomography slices taken along the center plane parallel to the depth-height axis for one group 
of control blocks and cubes subjected to controlled decay from 1 to 6 weeks. 
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Figure F.2 Computed tomography slices taken along the center plane parallel to the depth-height axis for one group 
of control blocks and cubes subjected to controlled decay from 7 to 12 weeks. 
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F.2. VELOCITY AND ATTENUATION DATA 
Figures F.3 through F.5 contain the raw (unsmoothed) velocity data for all the velocity and 
attenuation measurements.  The data presented contains the measurements obtained by the phase 
comparison method superimposed with the measurements obtained via hand calculations. 
 
 
 
Figure F.3 Velocities (left column) and attenuations (right column) for ultrasonic waves propagating in the 
longitudinal direction polarized in the (a.) longitudinal, (b.) radial, and (c.) tangential direction as a function of 
frequency and time (weeks) of exposure to controlled decay. 
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Figure F.4 Velocities (left column) and attenuations (right column) for ultrasonic waves propagating in the radial 
direction polarized in the (a.) radial, (b.) longitudinal, and (c.) tangential direction as a function of frequency and 
time (weeks) of exposure to controlled decay. 
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Figure F.5 Velocities (left column) and attenuations (right column) for ultrasonic waves propagating in the 
tangential direction  polarized in the (a.) tangential, (b.) longitudinal, and (c.) radial direction as a function of 
frequency and time (weeks) of exposure to controlled decay. 
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APPENDIX G:  
LEAST SQUARES FITTING METHOD 
To fit the polynomial surfaces to the data, a linear least squares fitting technique was used.  
MATLAB [140] was used to execute this technique.  It should be noted that linear refers to the 
coefficients of the polynomial, and not the polynomial itself.  The linear least squares fitting 
method works by minimizing the summed square of residuals.  The summed square of residuals 
is defined by the difference between the observed (experimental) data and the predicted fit value 
as follows [140, 141].  
                    
                   …(G.1) 
 
where    is the observed data and      is the predicted response.  To illustrate the method, a first 
order polynomial will be used.  The method can then be extended to account for higher order 
polynomials.   
 
Consider a system that is modeled by a first order polynomial; thus, 
 
                    …(G.2) 
 
For n number of unknowns (coefficients), the system of equations will be, 
 
                  
  
          …(G.3) 
 
where S is the system of equations composed of the summed square of residuals at the i
th
 data 
point.  To minimize the summed square of residuals, S must be differentiated with respect to 
each unknown as follows, 
 
 
  
   
                    
 
          …(G.4) 
 
 
  
   
                  
 
          …(G.5)
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Now, p1 and p2 can be solved from the above set of equations, 
 
    
             
    
       
         …(G.6) 
 
    
 
 
                   …(G.7) 
 
The above technique can be extended to higher order polynomials by representing the system of 
equations in matrix form. 
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APPENDIX H:  
TRANSDUCERS’ SPECIFICATIONS 
Longitudinal Transducers: The transducers used in this study were piezoelectric contact 
transducers.  The longitudinal transducers were videoscan Olympus transducers (model V1011) 
with a center frequency of 100 kHz (0.1 MHz) and an element diameter of 1.5 inches.  Please 
refer to Figures H.1 and H.2 for the calibration curves of the longitudinal tranducers.  The 
calibration curves were provided by Olympus.  A signal was sent through a 5 inch block of 
Lucite by the transducer operating in pulse-echo mode with a gain of 40 dB. 
   
 
Figure H.1 Longitudinal transducer (model: V1011, serial number: 663460) signal waveform (a.) and frequency 
spectrum (b.) obtained by sending a pulse-echo signal sent through a 5 inch block of Lucite  
 
Figure H.2 Longitudinal transducer (model: V1011, serial number: 663461)  signal waveform (a.) and frequency 
spectrum (b.) obtained by sending a pulse-echo signal sent through a 5 inch block of Lucite  
(a.) (b.) 
(a.) (b.) 
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Shear Transducers: The shear transducers were videoscan Olympus transducers (model V1548) 
with a center frequency of 100 kHz (0.1 MHz) and an element diameter of 1.0 inches.  Please 
refer to Figures H.3 and H.4 for the calibration curves of the longitudinal transducers.  The 
calibration curves were provided by Olympus.  A signal was sent through a 3.7 inch block of 
copper by the transducer operating in pulse-echo mode with a gain of 40 dB. 
 
 
Figure H.3 Shear transducer (model: V1548, serial number: 661433) signal waveform (a.) and frequency spectrum 
(b.) obtained by sending a pulse-echo signal sent through a 3.7 inches of copper  
 
 
 
Figure H.4 Shear transducer (model: V1548, serial number: 665570) signal waveform (a.) and frequency spectrum 
(b.) obtained by sending a pulse-echo signal sent through a 3.7 inches of copper 
 
(a.) (b.) 
( MHz ) 
(a.) (b.) 
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