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Abstract: 
Today’s enterprise networks and data centers have become very complex and have 
completely integrated themselves into every facet of their represented organization. 
Organizations require Internet facing services and applications to be available at any 
part of the day or night. These organizations have realized that with centralized 
computing and highly available components, their technological presence with 
customers can be greatly enhanced. The creation of an infrastructure supporting 
such high availability takes numerous components and resources to function 
optimally. When an organization makes the decision to design a data center, they 
utilize resources to provide insight into what components to deploy. Much of this 
information is based off of recommendations made by third party vendors or limited 
past experiences. This research provides a course offering as a solution to help 
provide students with the information to design and comprehend the major 
components within a modern data center. The information included in the course 
offering has been compared with industry accepted standards and various other 
resources to provide reliable and accurate information. Course topics have been 
architected around eight major topics. These topics covered are network design, 
electrical systems, HVAC (Heating, Ventilation, and Air Conditioning) systems, 
security, management, redundancy, disaster recovery and site planning. The 
information contained within the lectures has been compiled from multiple sources to 
provide a single location for information. Furthermore, the course offering will utilize 
class discussions, case study analysis and activities to re-enforce key points. 
Providing such a course for students to learn about data center components will 
provide organizations with the ability to rely less on outside information and design 
scalable data centers that can provide years of growth.  
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1 Introduction 
  
Organizational networks have become vast and complex. Many companies throughout the 
world have data centers that have evolved from single rooms within larger company 
operation centers into enormous standalone buildings that house thousands upon 
thousands of servers. There is no longer a notion that a data center belongs only to the large 
organizations of the world as smaller and smaller businesses are beginning to rely on the 
centralization and benefits of running a data center that can assist with their overall 
efficiency. Data centers range in varying size and capabilities today and also are comprised 
with varying components. There are a number of different pieces within a data center that 
must mesh together seamlessly for performance to be optimal. In order for an organization 
to implement and build a data center, heavy planning is involved to understand the needs of 
the organization and to determine the full scale of the end result. Some organizations may 
pay particular attention to financial side of the data center, while other organizations may 
pay attention to overall space that can be achieved. This particular need will vary from 
organization to organization, however there are multiple key areas that must be addressed 
to design a functional data center.  
 
This research aims to provide a solution for academic institutions to provide students with a 
location to learn about data center design and networking. By providing information about 
data center design and networking, students will be able to utilize experiences and 
information from the class in future careers for organizations that wish to reconfigure, plan 
or retrofit environments for usage as a data center.  
 
1.1 Problem 
 
Data centers require a large amount of planning, interaction with different resources and a 
large understanding of different areas of expertise to implement from start to finish. There is 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a large amount of cost and time dedication to understand all types of technology and 
components that must be implemented within a data center.  There is information available 
across many different platforms (the Internet, books, articles, etc,) however there lacks a 
resource that can help students understand the components and the importance of design 
in the planning of a data center. The development of a course offering that covers these 
topics will allow students to share experiences that they have encountered and also will 
allow students to collaboratively learn different fundamentals together through discussion. 
 
There is ample data available in libraries, the Internet, various books, and magazine articles 
that can assist in the planning and implementation of a data center for an organization. 
Many of these resources are difficult to obtain, contain information on a single piece of the 
infrastructure, lack comprehensive information in one source and do not provide adequate 
recommendations based on experiences. The information can be difficult to obtain due to 
financial investment and also can take long amounts of time to correlate.  The large amounts 
of data make it difficult for a user to decipher exactly what components are critical and vital 
to the success of the project. It is important to design the data center for current 
organizational needs, yet plan for the growth of the data center to meet the needs of the 
organizations for the next ten to twenty years.  
 
A course offering that compounds the information and allows individual student experiences 
to be shared is one approach to decrease the need for various different external resources.  
This research has not focused on the benefits to centralization of information in regards of a 
data center, but presents a solution to assist students comprehend and understand the 
necessary components within a data center and takes a large step of gathering the 
information out of the picture.  Many sources discuss how to create a data center 
surrounding current organizational needs. A data center is then designed surrounding these 
“needs,” however within two to three years the organization could realize that it has run out 
of space and needs to determine their course of action yet again. How could the responsible 
person then go back to the organization and ask again for hundreds of thousands of dollars 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for yet another data center? Thoughtful planning and estimation throughout the design 
process could have mitigated this by understanding scalability concepts.  
 
1.2 Importance 
 
Planning throughout the entire project of a data center is important as it allows for the 
correct estimation and scope of the various components supporting the data center. The 
infrastructure of the data center can allow flexibilities in the system components installed in 
the data center if planned correctly. The various components from electrical, and heating, 
ventilation and air conditioning (HVAC) systems installed in a data center are usually 
modified to provide higher capacities and many organizations could utilize the skills learned 
in an course offering to provide conscious decisions during projects surrounding their data 
centers. This research will benefit any organization that is looking to build, retrofit, or modify 
a data center. It will also benefit any institution looking to implement such a course to assist 
students in understanding data center design and major components.  
 
2 Review of current research 
 
Research regarding the components of a data center and their importance has been covered 
in industry and academia led research. There is an importance understood that the data 
center itself provides many opportunities and unique features that other types of computing 
do not feature. Highly powered condensed server clusters and high availability hardware 
make the data center a critical component to today’s organizational success. How can these 
types of environments be planned correctly for full scalability? Furthermore, how do all of 
these components work together in a fashion that can be managed successfully? In this 
section, prior research is presented about data center criticality, poor site planning, network 
components, management and lastly scalability importance. 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(Alger, 2005) focused on the need for administrators to realize and fully understand the 
critical tie of a Data Center to the business it supports. The purpose of his publication was to 
inform administrators and executives of the planning involved with a Data Center. The other 
focus of the publication was to address the magnitude of components that go into a Data 
center and how to choose the best solution for the needs of the business, or customer. His 
research was qualitative regarding the components and included quantitative methods 
involving designing analysis.  The book was written pulling the experience from the author 
and those from the Cisco Infrastructure Team to give administrators, professionals and 
executives a better understanding of a Data Center. The book structures itself into the key 
areas of the data center; the site, the space, the electrical system, the network, the air and 
temperature of the site, and the management of the Data Center. The results of the 
publication are multiple different views and opinions about the design and implementation 
of the Data Center and the available options to the customer all in a single publication. This 
publication is unique in that it combines almost all aspects of the data center together in an 
analysis to the depth that all key points are covered. The technical flaw of this publication 
was that it does not cover the depth necessary in Data Centers for networking segregation 
and flow layout.  
 
Another similar publication (Snevely, 2002) discusses thoroughly about the lack of 
construction planning when approaching a Data Center. The main focus of his research was 
to provide those interested in planning the construction or re‐construction of a Data Center 
and even as minute as reconfiguring or retrofitting an existing infrastructure wiring closet. 
His attempt was not to cover the all aspects of the design of a Data Center, but to provide 
resources to help assist the design of a Data Center based off of the needs and requirements 
of the Data Center for constructional purposes. His research included qualitative methods of 
construction and design from previous case studies, experience and documents. The 
material covered inside the book ranges from exterior space designs down to the wiring 
inside a Data Center rack and even includes trash control methods. Rob extensively covers 
and stresses the importance of planning in a Data Center. Each section within the book 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covers at least one tip or key point to make note. The book also covers in depth the need to 
follow local and federal building code in regards to the construction and implementation of 
components in Data Centers. This is a unique feature that should be taken note during 
planning stages. The conclusion that Snevely made during his book was that while the 
planning of Data Center is complicated, if done correctly the Data Center can provide a 
scalable and modular environment for any size and capability needed by the customer. The 
other result of the book is a publication that can provide quick reference for design 
requirements and tips. The difference in this publication in comparison to other works is that 
while it did not comprehensively cover server components, or network components it did 
cover the majority of the environmental components necessary to data center design and 
should looked at as a valid resource for students.  
 
(Berktowitz, 1999) presented an in‐depth analysis of enterprise networking and components 
of enterprise networks. In particular, this publication focused fully on enterprise networking 
rather than networking in general. The author recognized a problem with networking 
“cookbooks” that claim to teach everything, but lack the follow‐through of explaining the 
“what and why” of networking.  In this publication, particularly chapters seven and eight, the 
author distinguished the different layers of the network. It is a unique publication that takes 
directly into consideration the flow of the network, the performance, and most notable, the 
implementation of network segmentation. The result of this section was a comparison 
between the different technologies available and the recognition of cost in the equation 
during planning and design stages. The author also recognized the vast array of different 
technologies available to the customer and discusses the need to understand the business’ 
customer’s needs prior to designing the network portion of the Data Center. This publication 
directly addressed the need for enterprise network design and went into great detail about 
this topic. The publication does not address any integration or case studies of Data Center 
integration and also does not mention other portions of networking in the Data Center other 
than Layers 2 and Layer 3 of the OSI model commonly referred to in networking. While the 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study is useful for a single important component within the data center, it does not present 
any insight into the integration of any other components relevant to a data center. 
 
A group at Carnegie Mellon University (Sun, 2007) focused on management of Data Centers. 
They found that monitoring is a crucial component to a Data Center’s functionality and 
maintenance, yet there were not comprehensive solutions to address management. The 
team at Carnegie Mellon then developed an algorithm that will assist in the management of 
the Data Center with less of an impact on the administrator. The purpose of this research 
was to introduce to the arena of monitoring another tool that provided adaptive and reliable 
results for the Data Center. Their research used mixed methods to take existing knowledge 
about the SNMP protocol and management software, while new methods were proposed 
based upon these existing methods. The algorithm was tested on a large cluster at Carnegie 
Mellon to test functionality and scalability. Their implementation utilized SNMP, which is 
one of the most ubiquitous protocols available for monitoring purposes. The focus of their 
algorithm was to assist in and further enhance the configuration portion of monitoring, the 
reasoning algorithm used to determine if an event is anomalous, and the storage of the 
historical data. The results of their study included results that were not only positive, but 
exceeded what they felt were their goals in the project. Their research was relevant to the 
topic of this thesis in that management and monitoring are crucial aspects to a Data Center.  
 
Al‐Fares,Loukissas, and Vahdat (Al‐Fares, 2008) discussed thoroughly the need for Scalable 
interconnectivity in clusters, economic availability, and backwards compatibility with legacy 
protocols and systems. Their project addressed a concern for connectivity in hierarchical 
networks where bandwidth is crucial and expensive.  The purpose of the project was for the 
team to introduce the problem to the network community and propose an economic 
solution that utilized existing equipment to satisfy bandwidth needs. Their solution was a 
technology called fat‐tree, which segregates the network into “Pods” and two‐level routing 
that allows lookups for multi‐path routing. The project implemented new code onto existing 
routers and switches that helped and allowed them to perform the two‐level routing and 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lookups. The implementation and testing of this technology was successful, however not 
ideal. The core‐switching layer can become congested due to collision and routing decisions 
made by the routers downstream. The other result that was not optimal was the number of 
cables required to create a mesh topology for the network. This project visits a unique 
problem that occurs in Data Centers. The need for scalable bandwidth for interconnectivity 
is still not as capable as the clusters and technology that is available for usage.  
 
(Sharma, 2008) addressed the importance of cooling, power, and computing in a Data Center 
with the recent changes to server equipment and design. Sharma, Shih, Bash and Patel 
describe the changes in server hardware and that it has become more and more dense and 
powerful over the last decade. This has created a higher level of necessary resources 
available for these servers to operate successfully and efficiently. To address this issue, the 
group from Hewlett‐Packard proposed a control engine to create a Data Center that can 
throttle and change its requirements for cooling, power and computing. The authors also 
discuss how this solution varies from traditional Data Center methodology in that each given 
area in a Data Center is segmented from others via control engines. The three areas (Power, 
Cooling, and Computing) can be throttled up or down based off algorithms that the authors 
have specified. If a higher demand is necessary for one section, others can throttle down to 
allow resources to be distributed to the other workload areas in the Data Center. They also 
discussed that the three needed to be managed as an ensemble and not separate entities for 
benefits to be obtained. The outcome of this project was the realization that energy 
consumption and flows will continue to be critical in Data Centers and that the management 
of these commodities will become more and more of a focus during the design of the Data 
Center. 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3 Background 
 
In past implementations, many different groups from different expertise and backgrounds 
have designed the various components in data centers. Each different group had a niche in 
their respective field and completed their installation based off of information that was 
provided to them by the project manager or lead of the project. Server requirements in the 
past were much different than that of servers and equipment today. The equipment was 
more bulky, and most systems did not reside in rack cabinets of today’s standards. Most 
systems called mainframes had entire computer rooms built around them requiring high 
amounts of power and HVAC systems for operation. Their function was to provide highly 
processor intensive calculations for an organization. They also allowed for high data transfer 
and multi‐client connection as the development of these systems progressed through the 
years. Some of the most well known of these systems were built and installed by IBM 
(Mainframe.) The components were not as demanding in comparison to today’s data center 
as computing power was neither highly condensed nor scalable, but the power and HVAC 
requirements of these mainframes were unique and required special designs for 
implementation. Computers have advanced considerably since the peak of the mainframe in 
the 1980’s and many systems have been replaced for server systems within the same rooms 
or data centers that once housed these large mainframes (Mainframe.)  
 
As the demand for the client‐server based architecture, the Internet and individual 
computers has grown exponentially in the past two decades, the need to deploy systems has 
also increased. While these newer systems do not have the full computing power that 
comparable mainframes have, their footprint, technological flexibility and lower individual 
cost creates a large demand thus more and more servers were implemented in short 
amounts of time (DiMinico.) With further technological advance these servers now can be 
placed in racks that can house as many as 50 servers per rack.  Their footprint condenses the 
heat output and electrical intake. With this many systems in a single rack, one can clearly see 
the changes and stress that infrastructures now place on the same environmental support of 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these data centers that were originally designed for mainframe usage. Because of these 
changes, many organizations choose to redesign, rebuilt or start fresh with their data 
centers.   
 
As environments are re‐built, it has become an organization’s ability to plan for the scalable 
future of its infrastructure. From the experience companies have gained from conversion of 
mainframe to server clusters and implementations, it can be expected that the trend of 
higher power in a smaller location will continue. This creates unique requirements for 
electricity and HVAC system, which are the two most critical environmental factors in a data 
center (Alger.) Planning for these two systems must provide adequate scalability for a ten to 
fifteen year period in regards to an organizational growth outlook. 
 
In the past data center implementations individuals research components during the project. 
Components are researched on a need to know basis and solutions are provided by these 
individuals or by specialized third party contractors. Individuals with the understanding of all 
facets of the data center are hard to find and can charge high rates to use for consultation. 
Information for individuals or organizations to complete a project of this nature has typically 
been dispersed in multiple locations within books, Internet articles and personal 
experiences. Having this information available is a large tool that can greatly assist in the 
planning of the data center. Having the information available, in one location and 
understood by an employee or group of employees within an organization can only assist 
with the planning and allow for a better project outcome. This is an important piece in a data 
center project and is a focus of this research. 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4 Research Design and Methodology 
 
In this section, an approach to a course offering featuring data center design and enterprise 
networking is presented. The approach that the research followed was based on the 
compilation of various information sources to provide coverage of crucial data center 
components in course presentations. Also presented is the configuration of a test system to 
show students various tools to utilize for management. Section 4.1 provides assumptions 
and limitations for the discussed portions of research. The remaining sections 4.2 and 4.3 
discuss the approach, and explanation of the research and test system. In section 5, the 
deliverable results are presented.  
 
4.1 Assumptions and Limitations 
 
This research does not intend to specify that the topics covered by the specified course are 
the only solution available to organizations or customers. Therefore it is assumed that the 
research will be applied generally to organizations as a way to ensure that all crucial 
components are covered and to provide assistance where weaknesses in a specific topic may 
exist.  
 
It is also assumed that while brand names may be utilized within the material of the course, 
there are no recommendations implied by this research. The student or organization should 
decide equipment types based off of internal partnerships and vendors and also which 
equipment fits their project or environment optimally.  
 
It can also be assumed that by having information in a single location being the course, less 
time would be spent researching and polling information from different resources. It is also 
assumed that by utilizing less time performing research to understand topic fundamentals, 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the individual can then spend more time learning intricate details and solutions to achieve a 
better solution for that data center.  
 
Another assumption for this research is that the fundamentals of basic networking 
technologies will be prior covered. Coverage such as the TCP/IP protocols, basic computer 
networking, interconnectivity and basic administration responsibilities will not be covered by 
this research, but will be necessary to understand some topics outlined.  
  
There are vast differences in organizations and customer needs that will not be met by all 
aspects of this research. Many solutions comprised with components will fit a few 
customers’ needs; however overall not all solutions provide the answer to all data center 
projects. Crucial components in relation to the data center will be covered, and based off of 
these components a functional data center can be achieved.  
 
The ideal course offering regarding data center design and networking covers each facet of 
the data center from the outside brick and mortar to the individual patch cable connecting a 
server up to a patch panel within a rack. There are many reasons that a course should cover 
all of these different topics. The first and foremost reason is that within a data center, all 
components mesh together to create a full solution that is aimed at providing and protecting 
digital information. Each different part of the data center plays a key role in accomplishing 
that task. If one component is architected or implemented in a way that does not suit the 
data center correctly, it could compromise the integrity and reliability of that digital 
information.  Another reason that comprehensive coverage is important is that without the 
full understanding of how components work, an organization may be unable to create a 
scalable design that will fit the growth and financial needs if the organization over a period 
of years.  While this research will cover a large amount of information, it will not encompass 
the full data center project from start to finish as outlined above. The project will follow a 
set of deliverables that is shown in figure 1 below. These deliverables will be discussed in the 
results section, but other topics in relation to the course will not be discussed for research 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time considerations. These deliverables are specific to the RIT environment and do not 
outline general deliverables for all course development. 
 
Deliverables 
Comprehensive list of course topics 
ICC form 
Text book choice 
List of Case studies 
Lecture Slides for ½ of course (5 weeks) 
Figure 1 
 
 4.2 Research Methodology 
 
To compile information that will serve a good basis for a course offering for data center 
design and networking, coverage of key components needs to be covered to offer 
information that students can utilize as a baseline for their understanding. This section will 
explain the procedures to determine these key areas for the research.   
 
The course will be designed around building upon the core service that it will provide which 
is data. The network is the first component that should be thought of during the design of 
the data center. While the physical specifications of the data center are indeed important, 
without a network design, the remainder of the layout must be made prior to the 
understanding of the data requirements. The physical considerations, which include the site, 
the electrical systems, HVAC systems, physical security, fire suppression systems and 
flooring, should be designed and implemented utilizing specific specialists that understand 
minute details and specifications of those components. During the course, key points will be 
re‐enforced to provide a level of understanding surrounding these different areas of 
complex infrastructure determined during the course development. 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It can be seen in the paragraph above that there is an immense amount of data to be 
compiled to fully complete a project of this scale. Section 1 makes the statement that there 
is a lot of information available regarding these topics, and likewise fulfilling the solution of 
centralizing those resources for students will be a strong focus of the research.  
 
As there are many different components that are implemented into a datacenter, all topic 
coverage will be compiled using the same defined methods. Consistency for topic coverage 
depth will also be utilized to ensure that information is portrayed allowing enough time in 
the course for adequate coverage. Topic decisions will be based off of the course textbook 
offerings, and industry standard comparisons. The Telecommunications Industry 
Association’s (TIA) document TIA‐942 is an Industry standard for Data center design. Its 
topics will be reviewed as a source against the textbook for course topics. Each topic will be 
researched for its background, different types of technology, and implementation into a data 
center, component hardening for reliability and redundancy and examples of the given 
component. This information will be compiled from various sources providing acceptable 
information based on comparisons with other sources, the course text and industry 
standards.  Providing adequate coverage of each topic is crucial, but to extend that coverage 
to show how the component ties into the full scheme of the data center provides a more 
realistic approach. The mentioned steps will be utilized for each component and will thus 
provide equal understanding whether the component is the most critical or adds ease of 
management to the data center.   
 
To provide a better understanding for the course and for students to reference information 
outside of the classroom, a course textbook is necessary. Searches online and through library 
databases will be utilized to look for a solution that provides the best coverage and insight 
into all of the resources mentioned above. The textbook will be compared to other sources 
from research and based on the best comparison the book will be chosen. Topics to be 
concerned with are depth of knowledge portrayed in the source, number of topics covered, 
relevance to data centers, case study presence or personal insight, and date of coverage. 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4.3 Test System Design 
 
To discuss and provide insight of different tools utilized in certain lecture presentations, a set 
of systems will be created with tools installed for demo. The tools installed onto the demo 
systems are tools that are commonly utilized by data center administrators to provide ease 
of duties on a daily basis. Tools assist administrators daily with operations, monitoring, and 
record keeping of assets, events, and logical data ensuring that reproduction of systems and 
designs can be completed in the event of loss or disaster. These tools are also commonly 
utilized to provide record keeping and change management of the numerous systems that 
are housed within the data center. To provide examples of these tools during lectures, a 
system comprised of Windows XP and another partition with a distribution of Linux called 
CentOS 5 will be utilized. These systems will be built on a VMware workstation platform to 
allow for transparent usage during lectures. A virtual platform allows for software tools to 
remain installed while changes are made to the system that may jeopardize their 
functionality. Quick reversion is capable which provides easy fixes to model software during 
classes. 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5 Results 
 
For this research, information was compiled and centralized to provide resources for 
students to understand data center components, design steps and networking.  The 
information will also allow students to understand common services within the data center 
environment such as replacing and designing racks to be utilized co‐existent with other 
systems. Students will be able to design networking components from the lowest rack 
cabinet within the network hierarchy up to the service provider level. To provide adequate 
understanding of materials covered, a set of deliverables was set forth in the proposal of this 
project and is provided in figure 1. These deliverables will be discussed within this results 
section.  The course proposed textbook was the first deliverable discussed to provide a 
location for students to reference material.  This deliverable is discussed in section 5.1 and 
provides the textbook chosen from two reputable sources. A comprehensive topic list was 
also created to provide a high level overview of what would be covered in this course.  This 
topic list will be covered in section 5.2 and also can be found in Appendix 8.1 under the 
course topics section. A selection of five lecture presentations is presented to provide 
content coverage and material expansion in relation to the course objectives and topics. 
These presentations are covered in section 5.3 and also are shown in their entirety in 
appendix 8.3.  The remainders of the deliverables outlined include half of the midterm and 
final exam, which is included in appendix 8.4 and 8.5.  Also included is the departmental ICC 
form, which has been completed and provided as appendix 8.2.  
 
5.1 Course Textbook 
 
The course textbook was chosen to be Build the Best Data Center Facility for your Business 
by Douglas Alger. The book by Douglas Alger was compared to Enterprise Data Center Design 
and Methodology written by Rob Snevely. Both of these books cover the majority of Data 
Center design and networking, but Alger’s book covers better in‐depth most topics and also 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injects personal experience into every chapter of the book. Snevely’s book pertains more to 
the up‐front information and does provide a better insight into national building, fire and 
electrical codes. Information from Rob Snevely’s book will be utilized into the lectures and 
will be provided as an optional reference as the book has been released as a free publication 
from Sun Corporation (Snevely.) 
 
Another difference between the two books is the usage of diagrams, mathematical 
calculation formulas and comparisons between technologies. These are all important factors 
when building and designing a data center. The organization or customer needs to 
determine the correct materials and sizes that will optimally fit their data center. Differences 
between products mean cost savings or increases, which ultimately affects the budget of the 
data center. Instilling the ability to perform the calculations and designs permits faster 
design times and also allows for verification of bids estimated by third‐party contractors. 
This is an important cost‐savings approach to ensure that the solution is geared exactly 
towards the organizational requirements and goals of the project. It may be found that a 
solution recommended or put in plans is not adequate for the environment or in opposite 
cases, is much too large for the environment for the organization’s growth scale. 
 
Diagrams utilized in the course textbook allows for students to visualize concepts that are 
being described within the chapters. A given example would be existent in the description of 
air handler placement. While reading about the placement of an air handler perpendicular to 
rows of server racks provides may be an insight a student may not have previously known, it 
does may not depict a clear understanding. Placing a diagram then represents an example of 
the air handler and allows different types of learners to understand the same concepts 
visually. Alger’s book utilizes diagrams more effectively for concepts and materials that 
should be understood. This provides a better platform for students to understand the basic 
concepts and components for data center design and networking. 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 5.2 Topic Design 
 
The course topics were designed based off of the course textbook and comparisons with the 
TIA‐942 standard. While there are multiple different topics and components that make up a 
data center, major sections of the data center will be covered to provide the feasibility to 
support a basic data center. The topics that are discussed in depth in both the industry 
standard and the book are shown in figure 2 below. These topics were the most prevalent 
topics in the two sources and have been reviewed by many in industry. Together these 
topics provide over 80% of the infrastructure present in a data center.   The topics 
themselves contain sub‐topics that allows for a better breakdown of explanation. These sub‐
topics can be found in appendix 8.1.  
 
 
 
 
 
With the topics determined, overall course objectives could begin to be set forth. While 
many of these are generalized, they present the goals that students should be looking 
towards at the very beginning of the course. At the end of the course, students should be 
able to fulfill the course objectives outlined in Figure 3 below. These course objectives will 
aim to assist students in understanding and focusing on key course material of the course. 
They also served to provide guidance during the research periods of this project to 
determine what pieces of material were relative to the course development. 
 
 Identify and understand different enterprise network fundamentals. Understand the fundamental processes and procedures of planning, and designing a complex data center and/or enterprise network.   Define resource needs of a data center and network needs.  
Cabling /Networking  HVAC  Electrical  Redundancy 
Management  Site Design  Security  Disaster Recovery 
Figure 2 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Describe the different components in an enterprise data center and provide recommendations to others about these components.  Design, plan, manage and implement enterprise data center components. Compare existing solutions to determine what will fulfill the defined needs of the customer or organization. Understand hierarchical networks and their importance in scalable and successful data centers and enterprise scenarios.    Write clear documentation that allows better management of implemented solutions. 
Figure 3 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5.3 Topic Expansion 
 
The topics that were chosen were then developed into course lectures. These lectures are 
presented in a way that ramps the student’s understanding of components from the 
individual component up to their full integration in a data center. As outlined in section 4, 
the background of the component is covered of each topic and then the different options of 
the technology are presented. After the component is discussed as itself, the component is 
then discussed as its integration to the data center and why it is important to the data 
center. Ways for the component to be meshed into a high availability or redundancy state 
are discussed and then security implications in regards to the component. High availability or 
redundancy is the ability for a given component to remain online, stable, and available when 
it’s other half or another portion of the component has failed or is down for maintenance. 
This term is commonly used within data centers because of the demand for services to be 
available 24 hours a day. Many components are thus designed to provide some form of 
redundancy or high availability. This is a feature that is discussed within each of the topics 
from Figure 1 above.  To finalize each component, examples or diagrams are referenced to 
show the component in an actual setting. Some components will be discussed with relation 
to case studies and stories to assist with key points.  
 
5.3.1 Network Design 
 
Covering the different types of networking that occurs within the data center and how to 
design a network to be utilized in a data center was the focus of this lecture. By far the data 
network is the most critical component for service offering, transfers between different 
systems and for storage. While the reasons will be discussed later in this section, the data 
network provides the ability for servers to perform work and also to provide results, data, 
and services to end customers and/or other systems. Data centers use networking 
components similar to other types of networking environments; however the difference lies 
in the hardware devices that interconnect systems and the way that the network hierarchy is 
designed. There are also types of networks that are predominantly located in the data 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center, which provide unique abilities to other systems. These types of networks are 
referred to as storage area networks. The remainder of this section will discuss this lecture 
and its components.  
 
One of the most important topics to be discussed within this lecture is the network hierarchy 
that is used within the data center. The three tiers that are focused on are the ‘edge layer,’ 
the ‘distribution layer,’ and the ‘host or access layer’ (Oppenheimer.) These layers provide 
means to segregate traffic flow and to allow resources to be provided in a high availability 
mode. Discussed will be the different protocols utilized at the different hierarchies of the 
design.  
 
The edge layer of the network provides the first layered access from the Internet service 
provider to the internal network of the data center. This layer is utilized with protocols such 
as border gateway protocol (BGP) and Enhanced Internal Gateway Protocol (EIGRP) to 
provide failover tolerance and also to provide the basic service of routing traffic on the 
Internet among different autonomous systems (Snevely.) The layer also provides the 
location where the majority of the data center’s routers are located. They usually provide 
aggregation from multiple vendors and could provide a higher link speed to providers.  
 
The distribution layer allows network traffic to be transferred to different sub‐networks, 
customers, and in‐house requirements and to provide different types of network resource 
allocations (Kerr.) The distribution layer is also the primary layer where traffic filtering 
occurs. This acts as a way to keep certain traffic from polluting the network bandwidth and 
also helps to limit broadcast and multicast domains. The distribution layer utilizes a mixture 
of routers and switches to segregate different types of network traffic, while allowing lower 
branches of the hierarchy different access levels to the Internet or edge layer services. The 
distribution layer is also considered the gateway layer as different routers communicate 
within this layer utilizing protocols such as OSPF (Open Shortest Path First) or RIP (Routing 
Information Protocol) to communicate network information. Hosts within the access layer 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utilize gateways in the distribution layer to access resources based on their classification. 
The lecture covers this layer and denotes different hardware types and diagrams to show 
how connections could exist. 
 
The host and access layer is the third and lowest layer within the network hierarchy. This 
layer provides different networking components such as switching, hubs, firewalls, and 
occasional routers. The primary focus of this layer is to provide the connection from the end 
device, into the data center network. At the access layer, separate networks may be found 
that do not connect systems to the distribution layer and edge layer. These networks may 
provide storage features, and transport from backend systems to systems that connect to 
the access layer. These network types serve as the remainder of the lecture for that class 
period.  
 
Storage Area Networks (SAN) and private networks make up the majority of other networks 
within the access layer of the network hierarchy. SAN networks provide storage solutions 
over traditional networking mediums. These storage solutions typically are shared storage 
that can allow multiple systems to access the same storage at the same time. Systems can 
access these storage collections over traditional hardware (Network Interface Cards, Fiber 
Cards, Host Bus Adapters), which allows for lower cost implementation and redundancy. This 
topic will be discussed in a separate lecture in further detail, but the network portion of the 
technology should be architected in a way that provides multiple (2 or more) connections to 
the system for redundancy and high availability.  Private networks provide data transfers 
across backend systems to front‐end systems without utilizing limited bandwidth. These 
networks usually are implemented to provide better segmentation and can also be utilized 
for management purposes (Alger.) 
 
The final portion of this component is to discuss the need for network redundancy. 
Redundancy within the data network can occur in many different ways. It can occur on the 
host level with multiple port connections to switches or hubs, or it could be as transparent 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as running multiple routers within the edge layer utilizing the HSRP protocol. Although the 
HSRP (Hot Standby Router Protocol) is a Cisco proprietary protocol, it can be utilized with 
different hardware vendors and systems and can provide transparent router redundancy 
within the network. Redundancy increases the overall availability of the network to 
customers and servers themselves. The overall goal is to continue service in the event one 
service provider, one cable, or network port fails.  There are different requirements for 
availability of the network in different data center tiers. These tiers will be discussed within 
depth during the lecture and will provide students with the understanding that whatever 
data center their organization functions they should be aware of network availability.  
 
5.3.2 Electrical 
 
Electrical infrastructure and configuration is also a crucial component of a data center as it 
provides the network hardware, servers, HVAC systems, and lights with the necessary energy 
to function. This lecture focuses on the discerning of different electrical specifications as well 
as the infrastructure that is necessary to provide a consistent, reliable and scalable electrical 
infrastructure for the data center. It was chosen as a key topic because of its importance in 
the overall design of the data center and because it is usually not focused upon by 
individuals with networking background. The goal of the lecture and this topic is to provide 
students with the ability to analyze information presented to them about electrical design in 
the data center and to be able to calculate needs for power requirements. Overall the most 
critical topic regarding an electrical infrastructure is the redundancy and standby power 
offering. This is not the only section of electrical infrastructure that is covered; however it is 
the most crucial to providing high availability within the data center. Similar to redundancy 
in the data network, electrical redundancy focuses on providing multiple circuitries that can 
serve systems and devices in the event of a failed circuit, electrical provider or standby 
system. This becomes an important topic when discussing different types of electrical 
power. There is a large debate surrounding alternating and direct current electrical power 
and becomes forefront during the discussion of standby and redundant power. There is a 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loss of electrical power between AC and DC power during conversion within uninterruptable 
power supplies (UPS).  
 
Voltage selection becomes a debate in many data center environments. Many experts 
believe that direct current is a better solution than that to AC (Rasumussen.) This lecture will 
cover the differences in both types of electrical power and will outline the benefits and 
drawbacks to both. The class will ultimately be able to decide which technology is better for 
the data center. A slide within the lecture shows the comparison of these two technologies 
and the different financial implications for either technology. Although preference is a factor 
in the decision process, cost to the organization or individual usually is the winning factor. 
This section will provide unique discussion and will reflect upon personal implementations 
from students, and the book. 
 
Another topic covered in this lecture is the ability to forecast and provide adequate 
electricity for the data center. There are many tools to utilize for this and many tools ranging 
from government provided tools to individual proprietor tools would be discussed. Many of 
these tools utilize kilovolt amperage as the metric to determine need, as it allows for an 
industry standard to develop solutions. The ability for an organization to understand their 
requirements and forecast needs can attribute to a scalable infrastructure that will provide 
longevity in returns from purchased equipment. Scalable infrastructure also lowers cost 
overall by creating means for an organization to add capacities with little overhead costs. An 
example of scalability covered in the lectures is the addition of circuit panels that leave room 
for extra circuits to be allocated for rack space, network devices, and HVAC systems. Whips 
are defined as cabling that is run from circuit panels to the end system for connection to the 
electrical systems. These whips usually are comprised of a single or dual circuit that does not 
share its electrical load with other systems. This usually consumes electrical circuits at a fast 
rate because of dedication to individual systems. The ability to forecast and implement the 
capability to continue supporting single circuit whips while maintaining healthy electrical 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loads constitutes good forecasting from a design standpoint. Examples such as these are 
covered within the lectures to provide better insight for the importance of scalability. 
 
The last section that is important for electrical systems within a data center is the ability to 
sustain power in the event of power source failure. There are many different types of 
solutions that can provide a data center with means of electricity in the event of an 
extended outage. Some of these solutions propose utilizing battery systems to ensure critical 
systems remain online during the outage. These systems provide a limited extension of 
electricity, as battery capacities are generally not as extensive as other solutions. Ensuring 
that there is at least a thirty‐minute window for administrators to provide triage to systems 
is a good measurement to scope battery implementation. Another solution for backup 
electricity is for a generator. These generators usually can provide electrical means for a data 
center to allow system to remain online for hours and even days. Many of the systems utilize 
typical fossil fuels as diesel, natural gas or gasoline to generate electricity. These systems 
should have agreements with fuel providers in the area to guarantee provisions in times of 
outages (TIA‐942.) 
 
Many data centers use a combination of the above solutions to provide a fully redundant 
system that can allow the data center to remain independent of third part electrical 
providers. Whether the system is battery or generator, it should be scaled large enough to 
power the entire data center in the event of an outage. This assists to ensure the data 
center’s SLA to customers and income to the organization is not lost due to downtime.  
These topics will be fully covered within this lecture, and the ability for students to reflect on 
experiences will add to the discussion of electrical importance. 
 
5.3.3 HVAC Systems 
 
This lecture will discuss the importance of heating, ventilation and air conditioning (HVAC) as 
it relates to the data center environment. Ensuring that the servers and other equipment of 
the data center function in a constant temperature with correct amounts of humidity is a 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key component. Fluctuations within the environment can cause equipment failures and in 
certain scenarios cause damage to data. Because this is a topic that is also not covered in 
depth in many of the other types of classes taken classically by individuals of networking 
background, this topic was chosen as a focus for a lecture. The goal is to provide students 
with the capability to make conscious decisions within their design plans and to also have 
the ability to critically analyze designs proposed by third party providers. The biggest 
component within the HVAC system of a data center is the cooling components as by nature 
computers generate heat. Hand in hand with the HVAC system is the way that the data 
center handles airflow. This is handled with the installation of overhead or under floor air 
plenums, which provide supply and return air to the HVAC systems. These plenums are the 
area within the data center where airflow and pressure occurs to provide the airflow 
necessary to regulate the environment temperature.  
 
In past generations of hardware, temperature control was very important in the operation of 
the devices. If the device became too warm, stability of the device was compromised 
(Sharma.) These devices have since been revised and improved to operate in temperatures 
that are warmer and can allow the systems to remain stable. It has been established in 
industry that temperatures within the ranges of 64 degrees to 81 degrees Fahrenheit are 
acceptable temperatures (TIA‐942.) This is mainly to provide comfortable temperatures for 
employees to perform work within the data center and is not limited because of devices.  
 
As mentioned earlier, the most important facet of the HVAC system is the cooling system 
(Alger.) There are many technologies that have been created to ensure that systems can 
remain cool. These systems discussed thoroughly in the lecture slides in appendix 8.3.3 will 
assist students realize that not only are there different technologies available, but that 
certain technologies will work better in various geographical locations. Different 
technologies will also offer different levels of redundancy to provide continuous cooling 
capabilities to the data center.  Some systems as will be discussed, provide cooling to the 
data center that is free and provides months worth of cost free environment temperature 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regulation. This presents large cost savings to the organization for utility bills and presents 
unique decisions to be determined by the designer. 
 
Redundancy within the HVAC system provides the ability to continually provide environment 
regulation in the event of system maintenance or system failures. Many systems can now 
utilize the same cooling towers or cooling systems while maintaining several backend 
systems. This allows for failover while still providing the same level of service to the 
environment.  
 
As discussed earlier, there different designs to deliver cooling to the systems within the data 
center. One of these designs which is under floor plenum with return air above utilizes the 
fan power of many servers to move air from the ground up to the return ducts in the ceiling.  
These different approaches to deliver the air are discussed in depth within the lecture slides 
and provide examples of what can happen if air is not distributed correctly or evenly 
throughout the data center. To mitigate many of the problems with HVAC systems, the 
lecture also covers different tools utilized by data centers to locate pockets of mismanaged 
air and then mitigate the problem by changing airflow designs within the plenum. Thermal 
design provides the best way for systems to receive cooled air; however the end design 
depends on the facility that is provided. There are benefits and drawbacks to overhead or 
under floor design in general, but given the right scenario, both system designs can be 
beneficial. 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5.3.4 Security 
 
Security provides protection to all systems that support and exist within the data center.  
There are many types of security within the data center ranging from physical security of the 
premises to personnel safety and access. It was determined that because there is such a vast 
amount of data surrounding this topic, that it would be a good focus to cover in a lecture 
about its integration into the data center. The topic was also chosen because it inherently 
ties back into the infrastructure system of the data, which assists in its management of the 
data center. The goal of the lecture is provide insight into the crucial systems surrounding 
security. 
 
Physical security is the most prevalent feature of a data center. In many ways, data centers 
present themselves as secure locations by ensuring high quality locking mechanisms are in 
place, high technology access validation systems are put in place and surveillance systems 
are provided to deter malicious activity around and internally to the data center. Different 
technologies will be presented as solutions to the students and benefits of those solutions 
will be outlined.  
 
Heat and water prevention is another key topic defined by security of the data center. 
Without these two prevention mechanisms, the data center could be vulnerable to fires and 
flooding. These two hazards present unique challenges to overcome in a data center setting. 
Typically fire prevention systems are implemented by using water sprinkler systems to douse 
fires when they are detected. With the large amount of electrical components within the 
data center, it is difficult to use water, as a loss of data is a large risk. Alternatively, water can 
present challenges because it could short circuit electrical components under raised flooring 
without noise, or warning. There are many solutions that are available to prevent both of 
these hazards. There are many solutions to prevent fires that are presented in the lecture 
slides in appendix 8.3.4. Inversely systems like a water detection system are available to 
prevent water damage to flooring systems and electrical components (Alger 207.) To ensure 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that these systems are working correctly, continuous sampling must be completed to protect 
the data center.  
 
The last topic covered within the security lecture will be to discuss personnel safety items. 
There are many different items within this section that pertain directly to the data center. 
The biggest of these sections is to provide policy management and enforcement. These two 
management items provide a structural sense to enforce rule and provide information to 
others of how the data center functions. This is important for third party providers to 
understand when they enter the facility and perform services for the data center. If policies 
are not implemented and enforced, control and regulation of resources is not feasible. These 
different policy items are included within this lecture and will provide the students with the 
ability to safeguard the data center and those who work daily within the facility.  
 
Another section to be covered is the adherence to local, state and federal building, fire and 
electrical codes. These codes are implemented to protect individuals whom work in these 
facilities and to ensure that devices and infrastructure are installed with materials whose 
integrity will match stress put on them. This information was compiled from the national fire 
protection association (NFPA), NFPA 70 (Snevely.) This code is a large reference for those 
working with data center components and electrical components. The goal of this section is 
to provide students with resources to locate current codes and regulations as many facets of 
the data center are still under code development.  
 
5.3.5 Disaster Recovery 
 
The last lecture within the deliverables is a lecture surrounding disaster recovery of the data 
center. While this topic is one that hopefully organizations never have to utilize, it is 
imperative that prevention mechanisms be utilized and put in place to defend against data 
loss. Because this topic is a unique topic in relation to a data center, it was included as a high 
focus topic to bring awareness to students of its importance in data center operation. The 
goal of this lecture is to provide students with the ability to design, implement and manage 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disaster recovery infrastructures that can be utilized in the event of accidental data loss or 
disaster.  
 
The primary focus of the lecture is to cover the different solutions pertaining to backup 
systems in the data center. Solutions such as onsite tape backups and off‐site storage 
solutions will be discussed providing the benefits and drawbacks to both situations. 
Solutions comprised of removable media other than that of tape systems will also be 
discussed and how they fit into the data center today.  Off‐site storage solutions will be 
discussed in relation to the rotational periods in which media should be stored off‐site. 
Discussions to determine what solutions students have tested will be engaged to promote 
information sharing.  
 
Another important situation that should be noted within disaster recovery systems is the 
way for data centers to test and devise test procedures to ensure that the systems 
implemented work in the ways that are specified. Many systems can be implemented within 
the data center to prevent disaster from occurring, however if these systems do not function 
the way that they were devised, they provide the data center with no benefit. To assist with 
these test procedures, documentation should be stored in secure locations on contacts, 
emergency personnel contacts and guidelines on how to restore the functionality of the data 
center in the event of total catastrophe. The lecture covers different facets of the data 
center should provide procedures and documentation for to ensure that students can then 
document and provide meaningful prevention to any disaster that could occur within the 
data center. 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5.3.6 Tools 
 
Throughout the course miscellaneous tools will be presented to the students to show the 
vast capabilities that they can provide for daily administrative functions and the designing of 
a data center. These tools provide the robust ability to forecast entire data center power 
requirements to the simplicity of managing IP address reservations and subnet information. 
An example of some of the tools utilized within the course is shown in Figure 4. The tools will 
be demoed on a virtual system discussed in section 4.3. The tools that will be shown also are 
open source tools or freeware and can be distributed to provide future reference.  The 
impact of the tools for the administrator is that they will shorten and simplify management 
tasks. An example of these tools is the power calculator spreadsheet that is distributed by 
the government to assist with calculating energy needs. Rather than take inventory of all 
systems manually, this checklist helps to estimate and forecast future needs. This provides 
an easier way to obtain quotes from vendors and will cut time to develop solutions within 
the planning stages of the data center.  
 
Rack Tables  ClockingIt.com 
Pass Safe  SharePoint 
Nagios  IPPlan 
Dell Rack Calculator  Link and Speed 
Testing Tools 
Figure 4 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6 Conclusion 
 
Data centers provide huge amounts of revenue for organizations and host vast amounts of 
data that is critical for organizations to function. Their design and implementation is an 
important feature for organizations thus this research is important. The problem of 
providing a course offering for students surrounding data center design and networking can 
be solved by using solutions presented by this research. Students and organizations that 
employ students with networking background can benefit from this course offering because 
it presents information that allows them to design and make decisions based off of their own 
requirements. Information is placed within easy access and provides personal insight that 
can be of assistance when confronted with technology or requirements that may not be 
clear. Further, the research covers the need to understand all facets of the data center. 
While understanding single systems is an important skill set to have, understanding the 
integration of multiple components together allows the individual to have better insight of 
how the data center meshes together to provide services. All facets of the data center must 
mesh together to provide the working data center. If one system fails, the integrity of the 
data center is no longer optimal. This is why redundancy is a stressed implementation within 
the data center. Without the redundancy, services would not be as highly available as many 
hosted services have become today. Focusing on the redundancy and solid implementation 
of data networks, electrical infrastructure, HVAC systems, and security will provide the 
means for an organization or student to design and provide solutions for a customized data 
center. 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7 Future Work 
 
It has become a trend in recent years to utilize virtual components to provide a better 
scalable infrastructure with better service provisioning. In future research, attention should 
be focused on the integration of these virtual environments into the data center. If the new 
environment could support and present virtual redundancy as well as physical redundancy, it 
then would present an N +1 redundancy that could greatly prevent failures and bolster high 
availability. Virtual technology may also be able to take advantage of the multiple core 
processing technologies thus allowing for higher condensation of resources into a single rack 
location. This will present new scenarios for data center administrators to overcome, as the 
concentration of resources will require new electrical, HVAC, and network resources. One 
could assume that virtual technology would lower the strain on data center resources, but 
the conversion of aging systems to newer concentrated systems may actually increase the 
requirements on data, electrical and HVAC. Furthermore, it could be useful to determine 
how primarily network resources will be impacted as these requirements will be easily 
condensed into systems to provide dedicated links to virtual machines and the clustering of 
network resources on single resources. 
 
A new type of modular data centers is aiming to provide mobile solutions to fulfill customer 
needs. These types of data centers incorporate all necessary components of the data center 
into one location to provide vendors with the ability of building a data center in a container 
and then shipping that container to a location that provides modular connectivity. This topic 
could be utilized in future experiments to determine the types of infrastructure required to 
implement such a design and to also the implication it would have on the topics specified by 
this research (Hamilton.)
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8 Appendices 
8.1 Course Syllabus 
 
Course Syllabus 
4055­883 
Enterprise Networking 
200 Course Syllabus 
 
REMINDER:  The information presented in this syllabus is subject to expansion, change, or 
modification during the quarter  
 
Instructor: 
Name  Office: Bldg. 70‐ 
    
 email address:   
Office Hours:   M: Or by appointment.  
  
 
             http://mycourses.rit.edu                                 
  
Course Text and Materials 
Required Text book: Douglas Alger, Build the Best Data Center Facility for your Business. Cisco Press, 2005. – ISBN:1‐58705‐182‐6 
Optional Materials: Rob Snevely, Enterprise Data Center Design and Methodology. Sun Press, 2002 – ISBN:0‐13‐047393‐6 
  
Important RIT Deadlines 
 
Last day of add/drop is March 16th. 
Last day to withdraw with a grade of “W” is May 1st – The deadline for withdrawing from a course 
with a W grade is the end of the 8th week of the quarter. Forms may be obtained from your 
department office and need your instructor’s signature. 
NOTE:  The department policy states that a student has one quarter to challenge any grade. After 
that, grades cannot be challenged.     
Course Description  This course will provide students with the knowledge and understanding to apply design 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techniques and logical segmentation to large‐scale enterprise networks. Theoretical concepts of large‐scale networks will be discussed and students will create designs based on this theory.  Case studies will be utilized to help understand different components and their importance in the overall scheme. This course will provide students with the knowledge needed to apply available tools for modeling network functionality to determine the impact of network infrastructure modification, device reconfiguration, and the impact of new application rollouts. Design/case study project required.  
Course Objectives 
General At the end of this course, students will be able to effectively use and implement tools needed for the management, design and creation of enterprise scale networks and datacenters. Students will develop procedures to ensure that the integrity of the network is usable at the required levels. 
Specifically:   1. Identify and understand different enterprise network fundamentals  2. Understand the fundamental processes and procedures of planning, and      designing a complex data center and/or enterprise network.  3. Define resource needs of a data center and network needs.  4. Describe the different components in an enterprise data center and provide      recommendations to others about these components.  5. Design, plan, manage and implement enterprise data center components.  6. Compare existing solutions to determine what will fulfill the defined needs of the     customer or organization. 7. Understand hierarchical networks and their importance in scalable and      successful data centers and enterprise scenarios.   8. Write clear documentation that allows better management of implemented solutions.   
Course Organization  
MyCourses 
The course is organized by using RIT's myCourses platform. You are required to have a 
DCE account to access myCourses at mycourses.rit.edu. The myCourses is not only used 
by faculty to organize, create and manage the course activities and course materials, but 
also by students to communicate with peers and instructors, access the course content, 
assignments, course grades, group discussion and feedback. myCourses drop boxes are 
used for the submissions of homework, projects and exams. The instructor will NOT 
make use of the FirstClass mail and conferencing system. 
Please check mycourses’ announcement area at least twice a week. 
Course Communication 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Course communication relies heavily on the content area and the discussion area of myCourses. 
Course syllabus, outline, lectures, assignments and exams will be posted at the content area. The 
weekly discussion topics will be posted in the discussion area. Students are highly encouraged to 
participate in the discussions by posting your comments and/or questions related to that week’s 
material to that area.  The in class lectures are scheduled on Monday between 6:00 PM‐7:50 PM for students who enroll in 4055‐883‐39. These in class lectures will be recorded during class and posted in MyCourses content‐area. However, I strongly encourage students from section 90 to attend these lectures either on site or remotely via connect.rit.edu during the lecture time for live interaction. The URL for attending the Connect conferences will be posted every week in MyCourses prior to the lectures. The course may also utilize a teleconference using Adobe Connect’s premiere global services especially for the online students. The exact time of the phone conferences along with the instructions for dialing in will be determined and announced when the class progresses.  
 
             Written Exams The online written exams will include multiple‐choice questions, short answers, case study analysis and other content format as appropriate. The exams are designed to be open book, open notes and open references. Students are required to finish their exams independently and in the time frame given. 
 
Individual Homework and Assignments The instructor throughout the quarter will assign individual homework and labs. These assignments are to be completed independently unless noted differently by the assignment.   
Group Projects / Presentations Students may be assigned to groups to work on the group project assignments throughout the quarter. The group may meet and discuss problems/issues using the discussion area and/or 
chat function of MyCourses. Students are required to present their group reports live through the classroom or through connect.rit.edu. Each member of the group is required to participate in the group events actively. Peer evaluations will be administered throughout the projects.  If there is a problem that appears on the group evaluations where a member is not cooperating or doing their fair share, then that person’s grade on that portion of the project will be subject to reduction at the discretion of your instructor. So make sure that you are involved and in contact with your other group members. 
 
 
Course Topics 
1.        Principles of Enterprise Networks and Data centers 
2. Networking Design 
 2.1 Cabling design and types 
2.2 Network Hierarchy 
  2.2.1 Edge 
  2.2.2 Distribution 
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  2.2.3 Host/Access 
 2.3 Network redundancy and fault tolerance 
 2.4 Storage Area Networks 
 2.5 High Availability 
  2.5.1 Time systems 
  2.5.2 EIGRP 
  2.5.3 IGP 
  2.5.4 BGP 
3. Physical Design Considerations 
3.1  Power 
 3.1.1 220v/120v 
  3.1.2 Electrical Segmentation 
3.2 Cooling 
  3.2.1 HVAC systems 
3.3 Flooring 
  3.3.1 Raised 
  3.3.2 Ground 
  3.3.3 Weight Factors 
3.4   Air/Thermal Design 
  3.4.2 Hot/Cold Design  
  3.4.3 Hot/Hot Design 
  3.4.4 Air Sampling 
 
4.  Disaster Planning / Recovery 
 4.1 Backup systems 
  4.1.1 Onsite storage 
   4.1.1.1 Tape and Disk Backup systems 
   4.1.1.2 Removable media 
  4.1.2 Offsite storage 
   4.1.2.1 Long-term storage solutions 
  4.1.3 Test procedures 
   4.1.3.1 Policy development 
  4.1.4 Redundancy 
   4.1.4.1 Electrical 
   4.1.4.2 Data 
    4.1.4.2.1  Multiple ISP 
    4.1.4.2.2  Protocols (BGP, eBGP) 
   4.1.4.3 Storage 
    4.1.4.3.1  Storage Area Networks 
5. Security 
 5.1  Physical Security 
  5.1.1 Surveillance 
  5.1.2 Safeguard systems 
  5.1.3 Access control systems 
 5.2  Heat/Water Prevention 
  5.2.1 Fire Suppression 
  5.2.2 HVAC/Air Quality control 
  5.3.3 Water/Moisture prevention 
 5.3  Personnel Safety 
  5.3.1 Policy management & enforcement 
  5.3.2 Fire codes 
  5.3.3 Building codes 
  5.3.4 Access control management 
 
6. Management 
6.1 Remote Management 
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Component  Weight Discussions   10 Final Exam  25 Midterm exam  25 Final Presentation  25 Assignments  15  
Range  Grad
e >= 90.0%  A >= 80.0% & < 90%  B >= 70.0 % & < 80.0%  C >= 60.0 % & < 70.0%  D < 60.0%  F  
  6.1.1 Nagios or Network Monitoring 
  6.1.2 Microsoft Operations Manager/System Center Operations Manager 
  6.1.3 SMS and E-mail Alerting 
6.2 Onsite Management 
  6.2.1 Organizational Tools 
   6.2.1.1 Rack Tables 
   6.2.1.2 IP Plan / Spreadsheets 
  6.2.2 Server and environment monitoring 
   6.2.2.1  Service health monitors 
6.3 Scalability 
  6.3.1 Growth capacity planning 
  6.3.2 Cost Recovery modeling 
7. Future Technologies 
 
Grading The grading scale used along with the grading criteria is as follows: 
 
 
 
 
 
 
 
 
 
 
 
Tentative Course Schedule 
 
Week  Topics/Exams  Assigned Reading  Activities 1‐2  Introduction to Data Centers and 
Enterprise Networks 
 
- Network Design 
- Segmentation 
- Capacity Planning 
 
Text book: Chapter 1,2 & 7  Lecture notes and online material/articles 
MyCourses: Introduction  Assignment 1 (Week 2)  
 3  Physical Design Considerations 
 
-  Site planning  
 
Text book: Chapter 3,4 
 
Notes, Tools, Slides 
MyCourses Discussion #1 
4  Physical Design Considerations 
 
- Components 
Text book: Chapters 5 
&6 
MyCourses Discussion #2 
5  Security 
 
- Physical & Environmental 
Text book: Chapter 
13,14 
 
Notes, Tools, Slides 
Assignment 1 Due 
Midterm Exam 
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6  Security/Disaster Recovery 
- Personnel  
- Onsite Systems 
Notes, Tools, Slides Assignment 2  
MyCourses: Discussion #3 7  Disaster Recovery 
- Proactive vs. Reactive 
 
Text book: Chapter 8, 9 Slides and online   MyCourses: Discussion #4 8  Management  ‐ Remote and Onsite Management  Textbook: Chapters 10,11, 15  MyCourses: Discussion #5 9  Management / Future Technologies   Online Articles  Assignment 2 Due (end of week 9) 10  Student Topics  ‐Presentations  Text book: Chapter 12    Review for final Exam 11  Final Exam   
 
 
 
 
 
Cheating Policy:  Please review the departmental policy on cheating as described at 
http://www.it.rit.edu/policies/dishonesty.html 
 
Student Responsibilities:  Please review the general student responsibilities as outlined at 
http://www.nssa.rit.edu/~netsyslab/Responsibilities.htm 
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8.2 Course ICC Form 
 
B. Thomas Golisano College of Computing and Information Sciences 
Department of Networking, Security, and System Administration 
 
REVISED COURSE:    4055-883 
 
1.0 Title:  Enterprise Networking  
 Date:    2/25/2009  
 Credit Hours:   4  
 Prerequisite(s):  N/A   
 Co-requisite(s):   N/A  
 Course proposed by:   Chris Mahood  
     
2.0 Course information:  
 
 Contact hours Maximum 
students/section 
Classroom   2 12 
Lab    
Active Learning/Active Learning Extended   
Other (specify DL) Online delivery 12 
 
Quarter(s) offered  
   Fall      X   Winter     X   Spring X      Summer 
Students required to offer this course:   
None 
Students who might elect to take the course: 
Matriculated students in the M.S. in Networking, Security & Systems Administration.  
 
3.0 Goals of the course: 
 
Today’s large organizations heavily rely on data services, high availability, reliability and 
scalability to deliver products and services to their customers. As the online audience 
continues to grow, more of these organizations are realizing that they must convert existing 
offerings into digital and online services to enhance their profits and exposure. The challenge 
many of these organizations face is that they either do not have an existing infrastructure that 
can host the services necessary, or their existing infrastructures can not accommodate the 
growth in technology. In the past, many organizations retrofitted rooms within their existing 
infrastructures to accommodate servers and network equipment. These rooms were usually 
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small and held a few computers or servers. These challenges have been met by enterprise data 
centers that are wholly owned, built and designed by organizations, or met by enterprise data 
centers that are owned by third party companies whom rent space to other organizations.  
Data centers present a unique difference in the way that resources or networks are 
traditionally allocated.  
 
This course will explore the numerous facets of a data center along with the important design 
steps necessary to provide a smooth and reliable operation. At the end of this course, students 
will be able to describe multiple different technologies used within a data center and will also 
be capable of designing hierarchical networks that can interact with multiple systems. This 
course will consist of a combination of lectures, discussions, case study analysis, and a field 
trip to a dynamic collocation datacenter.  
 
4.0 Course description: 
 
This course will provide students with the knowledge and understanding to apply design 
techniques and logical segmentation to large-scale enterprise networks and data centers. 
Theoretical concepts of large-scale networks will be discussed and students will create 
designs based on this theory.  Case studies will be utilized to help understand different 
components and their importance in the overall scheme of a data center and enterprise 
network. This course will provide students with the knowledge needed to apply available 
tools for designing an effective enterprise network that may be implemented in a data center. 
The course will also present different technologies available currently for usage in a 
datacenter as well as some emerging technologies aimed towards the enterprise. Design/case 
study project required. 
Class 4, Credit 4 
 
5.0 Possible resources (texts, references, computer packages, etc.) 
5.1 Douglas, Alger. Build the Best Data Center Facility for your Business. Cisco 
Press, 2005.  ISBN: 1-58705-182-6. 
5.2 Snevely, Rob. Enterprise Data Center Design and Methodology. Sun 
Microsystems Press, 2002.  ISBN: 0-13-047393-6. 
  
6.0 Topics (outline) 
 
6.1 Principles of Enterprise Networks and Data centers 
6.2 Networking Design 
 6.2.1 Cabling design and types 
6.2.2 Network Hierarchy 
 6.2.3 Network redundancy and fault tolerance 
 6.2.4 Storage Area Networks 
 6.2.5 High Availability 
6.3 Physical Design Considerations 
6.3.1  Power 
6.3.2 Cooling 
6.3.3 Flooring 
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6.3.4   Air/Thermal Design 
6.4  Disaster Planning / Recovery 
 6.4.1 Backup systems 
6.5 Security 
 6.5.1  Physical Security 
 6.5.2  Heat/Water Prevention 
 6.5.3  Personnel Safety 
6.6 Management 
6.6.1 Remote Management 
6.6.2 Onsite Management 
6.6.3 Scalability 
6.7 Future & Emerging Technologies 
 
7.0 Intended learning outcomes and associated assessment methods of those 
outcomes 
 
7.1 Identify and understand different enterprise network fundamentals  
 
7.2 Understand the fundamental processes and procedures of planning, and designing 
a complex data center and/or enterprise network.  
 
7.3 Define resource needs of a data center and network needs.  
 
7.4 Describe the different components in an enterprise data center and provide 
recommendations to others about these components.  
 
7.5 Compare existing solutions to determine what will fulfill the defined needs of the 
customer or organization. 
 
7.6 Fully understand hierarchical networks and their importance in scalable and 
successful data centers or enterprise scenarios.   
 
8.0 Program outcomes supported by this course 
8.1 Program Objective 1: Design, deploy, and manage data center environments to 
meet the goals of an organization or customer. 
8.2 Program Objective 2: Communicate and document clear information that can 
be used throughout an enterprise organization.  
    
9.0       Other relevant information  
None 
  
10.0 Supplemental information 
 None 
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Approvals: 
 
            
          Date 
 
                       
      Date  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8.3 Course Lecture Slides 
8.3.1 Week 2 Slides 
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8.4 Midterm Exam Example Questions 
 
 
4055-883 Data Center Design and Networking 
Midterm Exam Questions 
 
1. Please describe the hierarchy commonly referred to in data center network design. 
Explain activities that occur at those layers, their function and types of devices that 
exist at these layers. 
 
2. This type of cabling design provides a hierarchy of cabling: 
 
a. Cat 5e 
b. Distributed 
c. Aggregation 
d. Direct 
e. None of the above 
 
3. _____________ provides the ability for systems to remain online while another 
portion of the network may be failed. 
 
4. This type of fiber optic cable provides faster data transmission speeds over longer 
distances. 
 
a. Multimode 
b. Single mode 
c. Mega mode 
d. Dual pair 
 
5. Scenario: The organization you work for has purchased new switches for the data 
center that run only on DC power. Your existing switches utilize AC power and you 
do not have any DC power available within the data center. Provide a solution to 
utilize these switches within the data center and provide justification for your answer. 
 
 
6. Name and explain two benefits to utilizing DC power within the data center. 
 
7. Name and explain two benefits to utilizing AC power within the data center. 
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8. Scenario: The organization that you are designing a data center for is comparing raised 
floor versus flat floor installation. The maximum height of the raised floor that they 
could install would be 17 inches due to building code. Based off of this information 
please provide a recommendation for raised flooring or flat flooring. Discuss reasons 
for your choice and reasons why the other choice was not made.  
 
9. Ensure that UPS devices or PDUs are not utilized above _____ percent 
 
10. Which of the following cooling technologies would benefit a data center in Rochester 
the best? 
a. Air Cooled 
b. Water Cooled 
c. Glycol  
d. Fan Based 
e. None of the above 
 
11. Normal humidity operating range is from 20% to ____% humidity 
 
12. An air __________ is an enclosed space utilized in data centers to provide airflow. 
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8.5 Midterm Exam Example Questions 
 
 
4055-883 Data Center Design and Networking 
Final Exam Questions 
 
1. Scenario: You are consulting for an organization where the finalization of security 
designs is occurring for a new data center and the organization is looking to you to 
provide recommendations on physical security. The organization is a web hosting 
organization that processes credit card payments through a series of e-commerce sites. 
The organization would like to implement a maximum of three (3) different physical 
security technology solutions to provide access control over not only the data center in 
general, but to the server room as well. Please provide three different 
recommendations of physical security to protect the payment card systems and justify 
the reasons to recommending these systems.  
 
2. What is usually the most susceptible location to physical break-ins of a data center: 
 
a. Back door 
b. Front door 
c. Loading dock 
d. Roof access 
e. None of the above 
 
3. _____________ prevent someone from propping a door open and allowing free access 
to a server room or maintenance room. 
 
4. This tool can be utilized to check air flow patterns and where hot pockets are forming 
within the data center. 
 
a. Radar gun 
b. Manometer 
c. Multimeter 
d. Bilometer 
 
5. Scenario: In the data center you work within, your building monitoring system 
continually warns of smoke particles in the environment, however all systems have 
been tested to be clean. This occurs frequently when other employees are located 
within the server room or maintenance is being performed. Discuss what steps should 
be taken to remedy this situation. Justify your answers. 
92  
 
6. Name two techniques to prevent water damage to the data center. 
 
 
 
7. Which of the following organizations provides a standard for the protection of 
computer equipment? 
a. National Electrical Contractors Association 
b. Institute of Electrical and Electronics Engineers  
c. National Fire Protection Association 
d. Telecommunications Industry Association 
e. Electronics Industries Alliance 
f. None of the above 
g. All of the above 
 
8. This protocol can provide redundancy and failover capabilities at the edge layer 
a. OSPF 
b. RIP 
c. BGP 
d. IGP 
e. None of the above 
 
9. This type of tape library system has historically provided the most interior space with 
the least footprint in the data center 
a. Helical 
b. Linear 
c. Tower 
d. Hexagon 
e. None of the above 
 
10.  Scenario: A data center is being implemented in New York City, NY. The 
organization also owns an existing data center located in Seattle, WA. The 
organization wants to create a site replication solution to provide critical files and data 
base backups to the existing data center in Seattle. Explain two different solutions 
that the organization may utilize to connect and transfer files of these types to the 
remote location and how they can easily replicate their data center at this 
location. You can assume that their topology at both locations will be identical and 
that no configuration of systems will be necessary.  
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