We consider identification and estimation of nonseparable sample selection models with censored selection rules. We employ a control function approach and discuss different objects of interest based on (1) local effects conditional on the control function, and (2) global effects obtained from integration over ranges of values of the control function. We provide conditions under which these objects are appropriate for the total population. We also present results regarding the estimation of counterfactual distributions. We derive conditions for identification for these different objects and suggest strategies for estimation. We also provide the associated asymptotic theory. These strategies are illustrated in an empirical investigation of the determinants of female wages and wage growth in the United Kingdom.
Introduction
This paper considers a nonseparable sample selection model with a censored selection rule. The most common example is a selection rule with censoring at zero, also referred to in the parametric setting as tobit type 3, although other forms of censored selection rules are permissible. A leading empirical example is estimating the determinants of wages when workers report working hours rather than the binary work/not work decision. An important feature of the model, beyond the relaxation of distributional assumptions, is the inherent heterogeneity facilitated through nonseparability. Our approach is to account for selection via an appropriately constructed control function. We propose a three step estimation procedure which first employs the distribution regression of Foresi and Peracchi (1995) and Chernozhukov et al. . We show that for any population observation that has a positive probability of being selected, selection is irrelevant for the distribution of the outcome variable conditional on the control function. Hence, we can estimate certain objects of interest that are appropriate for the whole population conditional on the value of the control function. We can also estimate global objects by integrating over the distribution of the control function in the selected or entire population. However, we highlight that these global objects require strong support assumptions on the explanatory variables which may be difficult to satisfy in empirical applications. Accordingly, we also consider global effects "on the treated" that are identified under weaker assumptions. In addition to defining and providing estimators of these global and local effects, we provide their associated asymptotic theory. This paper is also related to the literature on quantile selection models. Arellano and Bonhomme (2017) addressed selection by modeling the copula of the error terms in the outcome and selection equations. The most important distinction to this paper is that they consider the conventional binary, rather than a censored, selection equation. Thus we require more information about the selection process.
However this has the advantage that one can consider local effects conditional on the control function which are identified under weaker conditions.
The following section outlines the model and some related literature. Section 3 defines the control function and provides identification results regarding the objects of interest in the model. Section 4 provides estimators of these objects and discusses inference. Section 5 illustrates some of our estimands focusing on the determinants of wages and wage growth for working women in the United Kingdom.
Model
The model has the following structure: Y = g(X, ε) if C > 0, (2.1) C = max (h(Z, η) , 0), (2.2) where Y and C are observable random variables, and X and Z are vectors of observable explanatory variables. The set of variables included in X is a subset of the set of variables included in Z. In principle, we do not need to impose an exclusion restriction on Z with respect to the elements of X, although our identification assumptions will be more plausible under such a restriction. The functions g and h are unknown and ε and η are respectively a vector and a scalar of potentially mutually dependent unobservables. We shall impose restrictions on the stochastic properties of these unobservables. The primary objective is to estimate functionals related to g noting that Y is only observed when C is above some known threshold normalized to be zero. The non observability of Y for specific values of C induces the possibility of selection bias. We shall refer to (2.1) as the outcome equation and (2.2) as the selection equation.
The model is a nonparametric and nonseparable representation of the tobit type-3 model and is a variant of the Heckman (1979) selection model. It was initially examined in a fully parametric setting, imposing additivity and normality, and estimated by maximum likelihood (see Amemiya, 1978 Amemiya, , 1979 . Vella (1993) provided a two-step estimator based on estimating the generalized residual from the selection equation and including it as a control function in the outcome equation. Honoré et al. (1997) , Chen (1997) and Lee and Vella (2006) relaxed the model's distributional assumptions, but imposed an index restriction and separability of the error terms in each equation.
The model can be extended in several directions. For example, the selection variable C could be censored in a number of ways provided there are some region(s)
for which it is continuously observed. This allows for top, middle and/or bottom censoring. Also, although we do not consider it explicitly here, our approach is applicable when the outcome variable Y is also censored. For example:
The model can also be extended to include C in the outcome equation as explanatory variable provided that there is an exclusion restriction in Z with respect to X. This extension, which corresponds to the triangular system of Imbens and Newey (2009) with censoring in the first stage equation, is not considered here as it is not relevant for our empirical application.
We highlighted above that we follow a local approach to identification such as proposed by Heckman and Vytlacil (2005) who consider a binary treatment/selection rule and a separable selection equation. While our focus is also, in part, on local effects our model differs with respect to the selection rule and the possible presence of nonseparability.
Identification of objects of interest
We account for selection bias through the use of an appropriately constructed control function. Accordingly, we first establish the existence of such a function for this model and then define some objects of interest incorporated in (2.1)-(2.2).
Let ⊥ ⊥ denote stochastic independence. We begin with the following assumption:
random variable with strictly increasing CDF on the support of η, and t → h(Z, t)
is strictly increasing a.s.
This assumption allows for endogeneity between X and ε in the selected population with C > 0, since in general ε and η are dependent, i.e. ε ⊥ ⊥ X | C > 0. The monotonicity assumption allows a non-monotonic relationship between ε and C because ε and η are allowed to be non-monotonically dependent. Under Assumption 1, we can normalize the distribution of η to be uniform on [0, 1] without loss of generality (Matzkin, 2003) .
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The following result shows the existence of a control function for the selected population in this setting. That is, there is a function of the observable data such that once it is conditioned upon, the unobservable component is independent of the explanatory variables in the outcome equation for the selected population. Let
Lemma 1 (Existence of Control Function) Under the model in (2.1)-(2.2) and Assumption 1:
All proofs are provided in the Appendix. The intuition behind Lemma 1 is based on three observations. First, V = η when C > 0, so that conditioning on V is identical to conditioning on η in the selected population. Second, conditioning on Z and η makes selection, i.e. C > 0, deterministic. Therefore, the distribution of ε, conditional on Z and η, does not depend on the condition that C > 0. The
is strictly increasing, and η is continuously distributed with η ∼ F η , theñ h(z,η) = h(z, F η (η)) is such that t →h(z, t) is strictly increasing andη ∼ U (0, 1).
final observation, namely our assumption that (ε, η) ⊥ ⊥ Z, is sufficient to prove the Lemma.
We consider two classes of objects which are interesting for econometric inference.
These are: (1) local effects conditional on the value of the control function, and (2) global effects based on integration over the control function.
Local effects
We consider local effects on Y for given values of X conditional on the control function V . Let Z, X , and V denote the marginal supports of Z, X, and V in the selected population, respectively. We start by introducing the set X V, the joint support of X and V in the selected population.
where Z(x) = {z ∈ Z : x ⊆ z}, i.e. the set of values of Z with the component
Depending on the values of (X, η), we can classify the units of observation into 3 groups: (1) always selected units when h(z, t) > 0 for all z ∈ Z(x), (2) switchers when h(z, t) > 0 for some z ∈ Z(x) and h(z, t) ≤ 0 for some z ∈ Z(x), and (3) never selected units when h(z, t) ≤ 0 for all z ∈ Z(x). The set X V only includes always selected units and switchers, i.e. units with (X, V ) such that they are observed for some values of Z. When X = Z there are no switchers because the set Z(x) is a singleton. Otherwise the size of the set X V increases with the support of the excluded variables and their strength in the selection equation.
We now define the first local effect, the local average structural function.
Definition 2 (LASF)
The local average structural function (LASF) at (x, v) is:
The LASF gives the expected value of the potential outcome g(x, ε) obtained by fixing X at x conditional on V = v for the entire population. It is useful for measuring the effect of X on the mean of Y . For example, the average treatment effect of changing X from x 0 to x 1 conditional on V = v is
The following result shows that µ(x, v) is identified for all (x, v) ∈ X V.
According to Theorem 1, the LASF is identical to the expected value of the outcome variable conditional on (X, V ) = (x, v) in the selected population. The proof of this theorem is based on Assumption 1 that allows for the LASF to be conditional on the outcome of (Z, V ) = (z, v). Since (x, v) ∈ X V, there is a z ∈ Z(x) such that h(z, v) > 0 and hence the expected mean outcome of g(x, ε) conditional on V = v for the total sample, i.e. the LASF, is the same as that mean outcome for the selected sample. That is, selection is irrelevant for the distribution of the outcome variable conditional on the control function. This mean outcome is equal to the conditional expectation in the selected population, which is a function of the data distribution and is hence identified.
When X is continuous and x → g(x, ε) is differentiable a.s., we can consider the average derivative of g(x, ε) with respect to x conditional on the control function.
Definition 3 (LADF)
The local average derivative function (LADF) at (x, v) is:
The LADF is the first-order derivative of the LASF with respect to x, provided that we can interchange differentiation and integration in (3.2) . This is made formal in the next corollary which shows that the LADF is identified for all (x, v) ∈ X V.
Corollary 1 (Identification of LADF) Assume that for all x ∈ X , g(x, ε) is
Under the conditions of Theorem 1, for (x, v) ∈ X V,
The local effects extend in a straightforward manner to distributions and quantiles.
Definition 4 (LDSF and LQSF)
The local distribution structural function (LDSF)
at (y, x, v) is:
The local quantile structural function (LQSF) at (τ, x, v) is:
The LDSF is the distribution function of the potential outcome g(x, ε) conditional on the value of the control function for the entire population. The LQSF is the leftinverse function of y → G(y, x, v) and corresponds to quantiles of g(x, ε). Differences of the LQSF across levels of x correspond to quantile effects conditional on V for the entire population. For example, the τ -quantile treatment effect of changing X
The identification of the LDSF follows by the same argument as the identification of the LASF, replacing g(x, ε) (as in Definition 2) by 1 {g(x, ε) ≤ y} and Y (as in
The LQSF is then identified by the left-inverse function of y → F Y |X,V,C>0 (y | x, v),
We also consider the derivative of q(τ, x, v) with respect to x and call it the local quantile derivative function (LQDF). This object corresponds to the average derivative of g(x, ε) with respect to x at the quantile q(τ, x, v) conditional on V = v under suitable regularity conditions; see Hoderlein and Mammen (2011) . Thus, for
By an analogous argument to Corollary 1, the LQDF is identified at (τ, x, v) ∈ [0, 1] × X V by:
is differentiable and other regularity conditions hold.
Remark 1 (Exclusion restrictions)
The identification of local effects does not explicitly require exclusion restrictions in Z with respect to X although the size of the identification set X V depends on such restrictions. For example, if h(z, η) =
where Φ is the standard normal distribution and
is independent of X and supported in R.
Global effects
We expand our set of estimands by examining the global counterparts of the local effects obtained by integration over the control function in the selected population.
A typical global effect at x ∈ X is:
where θ(x, v) can be any of the local objects defined above and F V |C>0 (v) is the distribution of V in the selected population. Identification of θ S (x) requires identification of θ(x, v) over V, the support of V in the selected population.
For example, the average structural function (ASF),
gives the average of the potential outcome g(x, ε) in the selected population. By the law of iterated expectations, this is a special case of the global effect (3.3) with θ(x, v) = µ(x, v), the LASF. The average treatment effect of changing X from x 0 to x 1 in the selected population is
Similarly, one can consider the distribution structural function (DSF) in the selected population as in Newey (2007) , i.e:
which gives the distribution of the potential outcome g(x, ε) at y in the selected population. This is also a special case of the global effect (3.3) with θ(x, v) = G(y, x, v). We can then construct the quantile structural function (QSF) in the selected population as the left-inverse of y → G S (y, x), that is:
The QSF gives the quantiles of g(x, ε). Unlike G S (y, x), q S (τ, x) cannot be obtained by integration of the corresponding local effect, q(τ, x, v), because we cannot interchange quantiles and expectations. The τ -quantile treatment effect of changing X from x 0 to x 1 in the selected population is
Global counterparts of the LADF and LQSF are obtained by taking derivatives of µ S (x) and q S (τ, x) with respect to x.
As in Newey (2007), identification of the global effects in the selected population requires a condition on the support of the control function. Let V(x) denote the support of V conditional on X = x, i.e. V(x) := {v ∈ V : (x, v) ∈ X V}.
The main implication of common support is the identification of θ(x) from the identification of θ(x, v) in v ∈ V(x) = V. Assumption 2 is only plausible under exclusion restrictions on Z with respect to X; see the example in Remark 1.
We now establish the identification of the typical global effect (3.3).
Theorem 2 (Identification of Global Effects
is identified for all x ∈ X that satisfy Assumption 2.
We can now apply this result to show identification of global effects in the selected population, because under Assumption 1 the local effects are identified over X V, which is the support of (X, V ) in the selected population.
Remark 2 (Global Effects in the Entire Population)
The effects in the selected population generally differ from the effects in the entire population, except under the additional support condition:
which imposes that the control function is fully supported in the selected population.
This condition requires an excluded variable in Z with sufficient variation to make h(Z, η) > 0 for any η ∈ [0, 1] by an identification at infinity argument.
Global effects on the treated and average derivatives
Assumption 2 might be too restrictive for empirical applications where an excluded variable with large support is not available. Without this assumption the global effects are not point identified, but can be bounded following a similar approach to
Imbens and Newey (2009). We consider instead the alternative generic global effect:
which is point identified under weaker support conditions than (3.3). Examples of (3.5) include the ASF conditional on X = x 0 in the selected population,
which is a special case of (3.5) with θ(x, v) = µ(x, v). This ASF measures the mean of the potential outcome g(x, ε) for the selected individuals with X = x 0 , and is useful to construct the average treatment effect on the treated of changing X from
The object in (3.5) is identified in the selected population under the following support condition:
Assumption 3 is weaker than Assumption 2 because V(x 0 ) ⊆ V. In particular, if the selection equation (2.2) is monotone in X and X is bounded from below, Assumption 3 is satisfied by setting x 0 lower than x.
We define the τ -quantile treatment on the treated as:
where q S (τ, x | x 0 ) is the left-inverse of the DSF conditional on X = x 0 in the selected population,
which is a special case of the effect (3.5) with θ(x, v) = G(y, x, v).
We now establish the identification of the typical global effect (3.5).
Theorem 3 (Identification of Global effects on the Treated)
We can define global objects in the selected population that are identified without a common support assumption when X is continuous and x → g(x, ·) is differentiable. One example is the average derivative conditional on X = x in the selected population:
which is a special case of the effect (3.5) with θ(x, v) = δ(x, v) and x 0 = x. This object is point identified in the selected population under Assumption 1 because the integral is over V(x), the support of V conditional on X = x in the selected population. Another example is the average derivative in the selected population:
which is point identified under Assumption 1 because the integral is over X V, the support of (X, V ) in the selected population. This is a special case of the generic global effect
Counterfactual distributions
We also consider linear functionals of the global effects including counterfactual We focus on functionals in the selected population. To simplify the notation, we use a superscript s to denote these functionals, instead of explicitly conditioning on C > 0. The basis of the decompositions is the following expression for the observed distribution of Y :
We show in the Appendix that (3.7) can be rewritten as:
We construct counterfactual distributions by combining the component distributions G and F Z,V as well as the selection rule h from different populations that can correspond to different time periods or demographic groups. Thus, let G t and F Z k ,V k denote the distributions in groups t and k, and h r denote the selection rule in group r. Then, the counterfactual distribution of Y when G is as in group t, F Z,V is as in group k, while the selection rule is identical to group r, is:
Note that under this definition the observed distribution in group t is G s Y t|t,t
. A sufficient condition for nonparametric identification is that ZV k ⊆ ZV r ⊆ ZV t , which guarantees that G t and h r are identified for all combinations of z and v over which we integrate. By monotonicity of
where F Cr|Z is the distribution of C conditional on Z in group r. Note that the identification condition ZV k ⊆ ZV r can be weakened to Z k ⊆ Z r , and ZV r ⊆ ZV t to X V r ⊆ X V t , which is more plausible in the presence of exclusion restrictions in X with respect to Z.
We can decompose the difference in the observed distribution between group 1 and 0 using counterfactual distributions:
, (3.11) where (1) is a selection effect due to the change in the selection rule given the distribution of the explanatory variables and the control function, (2) is a composition effect due to the change in the distribution of the explanatory variables and the control function, and (3) is a structure effect due to the change in the conditional distribution of the outcome given the explanatory variables and control function.
Estimation and inference
The effects of interest are all identified by functionals of the distribution of the ob- Throughout this section, we assume that we have a random sample of size n,
, of the random variables (Y * 1(C > 0), C, Z), where Y * 1(C > 0) indicates that Y is observed only when C > 0.
Step 1: Estimation of the control function
We estimate the control function using logistic distribution regression (Foresi and Peracchi, 1995, and Chernozhukov et al., 2013). More precisely, for every observation in the selected sample, we set:
where, for c ∈ C n , the empirical support of C,
Λ is the logistic distribution, and r(z) is a d r -dimensional vector of transformations of z with good approximating properties such as polynomials, B-splines and interactions.
Step 2: Estimation of local objects
We can estimate the local average, distribution and quantile structural functions using flexibly parametrized least squares, distribution and quantile regressions, where we replace the control function by its estimator from the previous step.
For reasons explained in Section 4.6, our estimation method is based on a trimmed sample with respect to the censoring variable C. Therefore, we introduce the following trimming indicator among the selected sample
where C = (0, c] for some 0 < c < ∞, such that P (T = 1) > 0.
The estimator of the LASF is µ(x, v) = w(x, v)
T β, where w(x, v) is a d wdimensional vector of transformations of (x, v) with good approximating properties, and β is the ordinary least squares estimator:
The estimator of the LDSF is G(y,
, where β(y) is the logistic distribution regression estimator:
Similarly, the estimator of the LQSF is q(τ,
Koenker and Bassett (1978) quantile regression estimator
Estimators of the local derivatives are obtained by taking derivatives of the estimators of the local structural functions. Thus, the estimator of the LADF is:
and the estimator of the LQDF is:
Step 3: Estimation of global effects
We obtain estimators of the generic global effects by approximating the integrals over the control function by averages of the estimated local effects evaluated at the estimated control function. The estimator of the effect (3.3) is
This yields the estimators of the ASF for θ(x, v) = µ(x, v) and DSF at y for θ(x, v) = G(y, x, v). The estimator of the QSF is then obtained by inversion of the estimator of the DSF. 3 We form an estimator of the effect (3.5) as
k is a kernel, and h is a bandwidth such as
h → 0 as n → 0. Finally, the estimator of the effect (3.6) is
Step 4: Estimation of counterfactual distributions
Based on equations (3.9) and (3.10), the estimator (or sample analog) of the counterfactual distribution is:
where the average is taken over the sample values of V i and Z i in group k, n
is the distribution regression estimator of step 2 in 3 We can use the generalized inverse
which does not require that the estimator of the DSF y → G S (y, x) be monotone. 
Inference
We use weighted bootstrap to make inference on all the objects of interest (Praestgaard and Wellner, 1993; Hahn, 1995) . This method obtains the bootstrap version of the estimator of interest by repeating all the estimation steps including random draws from a distribution as sampling weights. The weights should be positive and come from a distribution with unit mean and variance such as the standard exponential. Weighted bootstrap has some theoretical and practical advantages over empirical bootstrap. Thus, it is appealing that the consistency can be proven following the strategy set forth by Ma and Kosorok (2005) , and the smoothness induced 
(3) Obtain the bootstrap draw of the local effect,
, where
(4) Obtain the bootstrap draw of the global effects as
Asymptotic theory
We derive large sample theory for some of the local and global effects. We focus on average effects for the sake of brevity. The theory for distribution and quantile In what follows, we shall use the following notation. We let the random vector A = (Y * 1(C > 0), C, Z, V ) live on some probability space (Ω 0 , F 0 , P ). Thus, the probability measure P determines the law of A or any of its elements. We also let A 1 , ..., A n , i.i.d. copies of A, live on the complete probability space (Ω, F , P), which contains the infinite product of (Ω 0 , F 0 , P ). Moreover, this probability space can be suitably enriched to carry also the random weights that appear in the weighted bootstrap. The distinction between the two laws P and P is helpful to simplify the notation in the proofs and in the analysis. Calligraphic letters such as Y and X denote the supports of Y * 1(C > 0) and X; and YX denotes the joint support of (Y, X). Unless explicitly mentioned, all functions appearing in the statements are assumed to be measurable.
We now state formally the assumptions. The first assumption is about sampling and the bootstrap weights.
Condition 1 (Sampling and Bootstrap Weights) (a) Sampling: the data {Y i *
1(C
are a sample of size n of independent and identically distributed observations from the random vector (Y * 1(C > 0), C, Z). (Ω, F , P); and are independent of the data
The second assumption is about the first stage where we estimate the control func-
We assume a logistic distribution regression model for the conditional distribution 
for all c ∈ C, where Λ is the logit link function; the coefficients c → π 0 (c) are three times continuously differentiable with uniformly bounded derivatives; R is compact; and the minimum eigenvalue of
away from zero uniformly over c ∈ C.
For c ∈ C, let
where either ω i = 1 for the unweighted sample, to obtain the estimator; or ω i are the bootstrap weights to obtain bootstrap draws of the estimator. Then set 
where ϑ is the estimator of the control function in the unweighted sample; and
where ϑ b is the estimator of the control function in the weighted sample. The following lemma establishes a central limit theorem and a central limit theorem for the bootstrap for the estimator of the coefficients in the second stage.
Let P denote bootstrap consistency, i.e. weak convergence conditional on the data in probability as defined in Appendix B.1.
Lemma 3 (CLT and Bootstrap FCLT for
where G ∼ N(0, Ω) and J and Ω are defined in Assumption 3(c).
The properties of the estimator of the LASF, µ(x, v) = w(x, v) T β, and its bootstrap
Corollary 2 (FCLT and Bootstrap FCLT for LASF) Under Assumptions 1-
G is a zero-mean Gaussian process with covariance function
To obtain the properties of the estimator of the ASFs, we define W x := w(x, V ), 
. The estimator and its bootstrap draw of the ASF on the treated in the trimmed support,
Let p T := P (T = 1) and p T (x) := P (T = 1, X = x). The next result gives large sample theory for these estimators. The theory for the ASF on the treated is derived for X discrete, which is the relevant case in our empirical application.
Theorem 5 (FCLT and Bootstrap FCLT for ASF) Under Assumptions 1-3, in ℓ(X ),
where x → Z(x) is a zero-mean Gaussian process with covariance function
where x → Z(x | x 0 ) is a zero-mean Gaussian process with covariance function
Theorem 5 can be used to construct confidence bands for the ASFs, x → µ S (x) and Figure 1A reports the female participation rate over the sample period. Figure   1B reports the average number of hours for all females and those reporting positive We use the following variables for our empirical analysis. We use three different education levels; (1) a dummy variable indicating the individual left school at the age of 16 years or younger, (2) a dummy variable for left school at the age of 17 or 18 years, and (3) a dummy variable for left school at the age of 19 years or older. We use age and age squared and interact these with the level of education.
In addition, we use a dummy variable indicating that the individual lives together with a partner and we use 12 dummy variables indicating the region in the UK in which the individual lives. We pool the data for four consecutive years, i.e. 1978-81, 1982-1985, 1986-1989, 1990-1993, 1994-1997 and 1998-2000 
Returns to human capital
Given the changes in working hours over the sample period, we investigate the impact of selection on the return to human capital. We first examine the returns to schooling. Table 1 reports the impact of education on wages estimated by quantile regression unadjusted for selection. The reported results in the first column are the absolute values of the average treatment effects of the difference between the lowest level of education and any higher level of education. Similarly, columns 2 to 4 report the absolute values of the quantile treatment effects. 6 The results in Table 1 indicate that there is generally a larger coefficient at higher quantiles. There is also evidence that there is an increase in the return to education over time at some quantiles. Table 2 reports the results of the local average and quantile treatment effects.
We report the absolute values of these effects based on the subsample of individuals with the lowest level of education. We account for sample selection by including V and V 2 as well as interaction terms of V with all the regressors discussed above.
Note that we report our results for values of V at the median and higher as it appears that our identification requirements are not satisfied at lower quantiles. 6 We calculate the average treatment effects for the medium education level as the difference in the average wage among the lowest educated and educ="low ′′ P (x, educ = "medium ′′ ) β, where P is a polynomial. We use distribution regression for the quantile treatment effect to estimate the distribution and calculate the quantile of that distribution. An examination of Table 2 reveals that the impact of education varies by quantile and by the value of V at which it is evaluated. Looking at the results at the mean, there appears to be some variation in the returns to education for different values of V , but the evidence is not strong statistically. This, in addition to the similarity of these results to the unadjusted results, may suggest that there are no clear indications of selection bias for these quantiles at higher levels of V .
We further explore the role of education by deriving the average and the quantile impact of obtaining a higher education for some qualified groups. These are shown in Figures 2A and 2B . The estimates are based on pooling the data in the same manner as above. The labels "Low", "Middle" and "High" capture the three education groups. Hence, the figure "Low versus middle" in Figure 2A displays the average increase in wages when women of the lowest education group have an education level equal to the middle education level. The figure displayed for τ = 0.25 in Figure 2B looks at this increase at the first quartile of the distribution. The magnitude of the average impact of education for the various educational comparisons is consistent with the estimates in the tables discussed above and the plot over time appears to reveal some cyclical behavior.
We also explore how the return to experience has varied by education group over the sample period by estimating the average derivative with respect to age. Figure   3 presents the derivative for different education levels. The figures represent the age weighted average derivative based on a weighted average over the sample. The figures show that there is a drastic increase to the return to experience during the 1990s. They also reveal that there is a drastic difference in the rate of wage growth across education groups. Figure 4 reports these derivatives evaluated at ages 25, 40 and 55 years and these represent the local average responses. There is a strong positive relationship between wage growth and age at 25 years and the effect is particularly strong for the highest educated. Moreover, the effect increases notably over the sample period with large increases in the 1990s. The effect is notably lower although still positive at the age of 40 years. The differences by education groups are less dramatic. At 55 years, wages do not appear to be generally increasing with age. In fact, there appears to be evidence that the real wage is decreasing for the highest education group.
Decomposition of the wage increase
The above evidence regarding the impact on human capital and the role of selection on wages suggest each has played a role in the evolution of wages for working females in our sample period. We investigate their respective contributions by fol- This choice is based on Figure 1 . We do not focus on these components, but report the differences in the quantiles. For example, the selection component equals:
and similarly, we introduce ∆ makes the sample more selective. Thus, since it is likely that the "more productive"
women were working in 1982, the wages will increase by dropping the less able women in the later years from the sample. The selection effect is largest at D1 and Q1 and almost non-existent at Q3. This is also expected. That is, women at the top of the distribution worked both in 1982 as in any other year and therefore we do not change the composition of the sample, with respect to unobservables, at these higher quantiles by imposing the high 1982 level of selection.
Conclusion
This paper examines a nonseparable sample selection model with a selection equation which is based on a partially censored outcome. We account for selection by conditioning on an appropriately constructed control function. We show that for this model we are able to identify several economically interesting objects. We categorize these as local effects, which represent estimands conditional on a specific outcome of the control function and global effects, which represent estimands evaluated over a range of values of the control function. For both effects we provide identification results and estimation methods in addition to the related asymptotic theory. We illustrate the utility of our approach in an empirical application focusing on the determinants of wages and wage growth for a sample of United Kingdom females over a period of increasing labor force participation at both the intensive and extensive margins.
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Since this holds for any function a(ε) and any h(Z, η) > 0, Z and ε are independent conditional on η and C > 0. The result follows because η is a one-to-one function of F C|Z (C | Z) when C > 0 since η = h −1 (Z, C) if C > 0 by Assumption 1, and for c > 0
where we use the normalization η ∼ U (0, 1).
A.2 Theorem 1
Proof. Define the generic local object
for some function Γ(x, e) : X × E → R k ; k ∈ N + , where E is the support of ε. Using Assumption 1, this equals
Since conditional on Z = z and V = v, we have that C = max{h(z, v), 0} and since (x, v) ∈ X V, there is a z ∈ Z such that C = h(z, v) and hence
where the second line is due to X ⊆ Z. This second line is identical to the right-hand side of (3.1) when Γ(x, e) = g(x, e). Along the same lines, this also proves Corollary 1, with Γ(x, e) = ∂ x g(x, e). Note that this also proves identification of the LDSF, since
and hence the proof is completed by using Γ(x, e) = 1{g(x, e) ≤ y}.
A.3 Derivation of (3.8)
By Bayes' rule and monotonicity of v → h(z, v),
The result follows from substitution into (3.7) and using that F s Y |Z,V (y | z, v) = G(y, x, v) by Lemma 1.
B Proofs of Section 4 B.1 Notation
In what follows ϑ denotes a generic value of the control function. It is convenient also to introduce some additional notation, which will be extensively used in the proofs. Let
. When the previous functions are evaluated at the true values we use
, and T = T (C). For a function f : A → R, we use f T,∞ = sup a∈A |T (c)f (a)|; for a K-vector of functions f : A → R K , we use f T,∞ = sup a∈A T (c)f (a) 2 . We make functions in Υ as well as estimators ϑ to take values in [0, 1] . This allows us to simplify notation in what follows.
We adopt the standard notation in the empirical process literature (see, e.g., Van der Vaart, 1998),
and
When the function f is estimated, the notation should interpreted as:
We also use the concepts of covering entropy and bracketing entropy in the proofs. The covering entropy log N (ǫ, F, · ) is the logarithm of the minimal number of · -balls of radius ǫ needed to cover the set of functions F. The bracketing entropy log N [] (ǫ, F, · ) is the logarithm of the minimal number of ǫ-brackets in · needed to cover the set of functions F. An ǫ-bracket [ℓ, u] in · is the set of functions f with ℓ ≤ f ≤ u and u − ℓ < ǫ.
We follow the notation and definitions in Van der Vaart and Wellner (1996) of bootstrap consistency. Let D n denote the data vector and E n be the vector of bootstrap weights. Consider the random element Z b n = Z n (D n , E n ) in a normed space Z. We say that the bootstrap law of Z b n consistently estimates the law of some tight random element Z and write
where BL 1 (Z) denotes the space of functions with Lipschitz norm at most 1, E b P denotes the conditional expectation with respect to E n given the data D n , and → P b denotes convergence in (outer) probability.
B.2 Proof of Lemma 3
The proof strategy follows closely the argument put forth in Chernozhukov et al. (2015) to deal with the dimensionality and entropy properties of the first step distribution regression estimators.
B.2.1 Auxiliary Lemmas
We start with 2 results on stochastic equicontinuity and a local expansion for the second stage estimators that will be used in the proof of Lemma 3.
Lemma 4 (Stochastic equicontinuity) Let ω ≥ 0 be a positive random variable with E P [ω] = 1, Var P [ω] = 1, and E P |ω| 2+δ < ∞ for some δ > 0, that is independent of (Y * 1(C > 0), Z, C, V ), including as a special case ω = 1, and set, for
Under Assumptions 1-3 the following relations are true.
(a) Consider the set of functions
where B is a compact set under the · 2 metric containing β 0 , Υ 0 is the intersection of Υ, defined in Lemma 2, with a neighborhood of ϑ 0 under the · T,∞ metric. This class is P -Donsker with a square integrable envelope of the form ω times a constant.
uct of the random variable ω with the P -Donsker class remains to be P -Donsker by the Multiplier Donsker Theorem, namely Theorem 2.9.2 in Van der Vaart and Wellner (1996).
Proof of Claim (b).
The claim follows by the Dominated Convergence Theorem, since any f 1 ∈ F is dominated by a square-integrable envelope under P , and, W (ϑ) T βT → W T β 0 T and |W (ϑ) T αT − W T αT | → 0 in view of the relation such as (B.2).
Proof of Claim (c). This claim follows from the asymptotic equicontinuity of the empirical process (G n [f 1 ], f 1 ∈ F) under the L 2 (P ) metric, and hence also with respect to the · T,∞ ∨ · 2 metric in view of Claim (b).
Proof of Claim (d).
It is convenient to set f 1 := f 1 (A, ϑ, β) and
where |f | j denotes the jth element of the application of absolute value to each element of the vector f 1 , and ζ is defined by the following relationship, which holds with probability approaching one,
where k is a constant such that k ≥ L W max β∈B β 2 with L W = ∂ v w T,∞ ∨ w T,∞ , and ∆ n = o(1/ √ n) is a deterministic sequence such that
The second inequality result follows from
Then, by part (c) the result follows from
Indeed,
Lemma 5 (Local expansion) Under Assumptions 1-3, for
we have that
where
Proof of Lemma 5.
whereθ ξ is on the line connecting ϑ 0 and ϑ andβ ξ is on the line connecting β 0 and β. The first equality follows by the mean value expansion. The second equality follows by uniform continuity of
The result then follows by an analogous argument to step 1 in the proof of the CLT, which we do not repeat here.
Step 2. In this step we show that √ n( β b − β 0 ) = −J −1 G n (f b 1 + f b 2 ) + o P (1) under the unconditional probability P. Let
From the first order conditions of the least squares problem in the weighted sample,
where relations (1) and (2) Step 3. In this final step we establish the behavior of √ n( β b − β) under P b . Note that P b denotes the conditional probability measure, namely the probability measure induced by draws of ω 1 , . . . , ω n conditional on the data A 1 , ..., A n . By
Step 2 of the proof of the CLT and Step 2 of the proof of the bootstrap CLT, we have that under P:
Hence, under P √ n( β b − β) = −J −1 G n (f
where r n = o P (1). Note that it is also true that r n = o P b (1) in P-probability, where the latter statement means that for every ǫ > 0, P b ( r n 2 > ǫ) = o P (1). Indeed, this follows from Markov inequality and by E P [P b ( r n 2 > ǫ)] = P( r n 2 > ǫ) = o(1), where the latter holds by the Law of Iterated Expectations and r n = o P (1). Note that f b 1 = ω · f 1 and f b 2 = ω · f 2 , where f 1 and f 2 are P -Donsker by step-2 of the proof of the first part and E P ω 2 < ∞. Then, by the Conditional Multiplier Central Limit Theorem, e.g., Lemma 2.9.5 in Van der Vaart and Wellner (1996),
Conclude that √ n( β b − β) P J −1 G in R dw .
B.3 Proof of Theorem 5
In this section we use the notation W x (ϑ) = w(x, V (ϑ)) such that W x = w(x, V (ϑ 0 )). We focus on the proof for the estimator of the ASF, because the proof for the estimator of the ASF on the treated can be obtained by analogous arguments. The results for the estimator of the ASF follow by a similar argument to the proof of Lemma 3 using Lemmas 6 and 7 in place of Lemmas 4 and 5, and the delta method. For the sake of brevity, here we just outline the proof of the FCLT.
Let ψ x (A, ϑ, β) := W x (ϑ) T βT such that µ S (x) = E P ψ x (A, ϑ 0 , β 0 )/E P T and µ S (x) = E n ψ x (A, ϑ, β)/E n T . Then, for ψ x := ψ x (A, ϑ, β) and ψ x := ψ x (A, ϑ 0 , β 0 ),
where relations (1) and (2) follow by Lemma 6 and Lemma 7 with β = β, respectively, using that ϑ − ϑ T,∞ = o P (1/ √ n), ϑ ∈ Υ, and ϑ − ϑ T,∞ = O P (1/ √ n) by Lemma 2, and √ n( β − β 0 ) = −J −1 G n (f 1 + f 2 ) + o P (1) from step 2 of the proof of Lemma 3.
The functions x → ψ x and x → σ x are P -Donsker by Example 19.7 in Van der Vaart (1998) because they are Lipschitz continuous on X . Hence, by the Functional Central Limit Theorem G n (ψ x + σ x ) Z(x) in ℓ ∞ (X ), where x → Z(x) is a zero mean Gaussian process with uniformly continuous sample paths and covariance function Cov P [ψ x 0 + σ x 0 , ψ x 1 + σ x 1 ], x 0 , x 1 ∈ X .
The result follows by the functional delta method applied to the ratio of E n ψ x (A, ϑ, β) and E n T using that G n ψ x (A, ϑ, β) ∆(x, r) = √ n( ϑ(x, r) − ϑ 0 (x, r)) = √ n E n [ℓ(A, x, r)]
we have that √ n E P W x ( ϑ) T βT − E P W T x β 0 T = E P {W x T } T δ+E P {Ẇ T x β 0 T ℓ(a, X, R)} a=A +ō P (1), whereō P (1) denotes order in probability uniform in x ∈ X .
Proof of Lemma 7. The proof is omitted because it is similar to the proof of Lemma 5.
