Inform. Th., vol. IT-28, pp. 55{67, Jan. 1982 . 10] G. D. Forney, Jr., \The Viterbi algorithm," Proc. IEEE (Invited Paper), vol. 61, pp. 268{278, Mar. 1973 . 11] R. L. Joshi, V. J. Crump, and T. R. Fischer, \Image subband coding using arithmetic coded trellis coded quantization," IEEE Trans. Circuits and Syst. Video Tech., vol. 5, pp. 515{523, Dec. 1995. show detected images formed from decompressed phase history data at several rates using TCVQ and UTCQ, respectively. Bit-rates are given in units of bits per real or imaginary component of the complex phase history data. Figure 9 shows a detected image coded at 2.0 bits/sample over a simulated noisy communication channel with bit errors occurring with probability 10 ?3 and 10 ?2 respectively. As can be seen, the detected image quality at 2.5 bits/sample is quite good and degrades gracefully as the bit-rate is reduced. The manifestation of the degradation is in the form of an increase of the noise \ oor" in the \shadow" regions of the imagery. The e ect of bit errors is very similar to decreasing the bit-rate used in compression.
VII SUMMARY
In this paper, TCQ techniques were presented to address the problem of SAR phase history data compression. The goal of these coding systems is to provide the best approximation to the phase history data subject to a rate constraint. The TCQ systems were compared with phase history data compression systems in the literature (BAQ and VQ) on the basis of reconstructed phase history data SNR. At low rates, (e.g., 1.0 bit/sample) the performance of TCVQ and UTCQ is nearly identical and about 0.8 dB better than that of VQ. At 2.0 bits/sample, the performance of BAQ is about 0.6 dB, 2.0 dB, and 2.6 dB worse than VQ, TCVQ, and UTCQ respectively. At higher rates (e.g., 3.0 bits/sample), the performance of UTCQ is approximately 1.0 dB, 2.7 dB, and 3.3 dB better than that of TCVQ, VQ, and BAQ, respectively. We note here that the performance of UTCQ at 2.5 bits/sample exceeds that of BAQ at 3.0 bits/sample. Similarly, the UTCQ performance at 1.5 bits/sample is only 0.5 dB worse than that of BAQ at 2.0 bits/sample.
Of course the increased performance provided by the VQ and TCQ systems over BAQ come at the price of increased complexity. TCQ is much more complex than BAQ, but comparable to or less than VQ at the same rate. Although not demonstrated here, the error sensitivity of BAQ and VQ are similar to but slightly less than that of TCVQ. As mentioned previously, the error sensitivity of UTCQ is quite high.
VI SIMULATION RESULTS
In this section, the TCQ-based compression systems are used to compress simulated SAR phase history data. The SNR versus bit-rate results for this data are nearly identical to those shown in Table I . Figure 6 shows the detected image formed from uncompressed phase history data. This image has a large dynamic range and contains natural terrain as well as man-rate is most practical. Thus, in subsequent sections, when reporting performance for VQ and TCVQ at R=1, 2, 3, etc., we assume k=1; for R=0.5, 1.5, 2.5 etc., we assume k=2; for R=0.25, 0.75, 1.25, 1.75, etc., we assume k=4. Figure 5 shows the noisy channel performance of the eight-state TCVQ system for an encoding rate of 2 bits/sample. A binary symmetric channel (BSC) with probability of bit error (") is used in this work. As can be seen, the SNR (in dB) is nearly una ected by channel errors when the probability of bit error is below 0.001. At higher probabilities of error, the degradation of the system is quite graceful. 
V PERFORMANCE EVALUATION
TCQ techniques for data compression are now compared with data compression schemes currently used to reduce SAR system data rates. Since the SAR echo signal statistic is well modeled as uncorrelated Gaussian with slowly changing variance 3], we use Gaussian data for this comparison. Table I shows the SNR performance of four coders. As discussed in 3], the BAQ system, operating at 2.0 bits/sample, was used in the NASA Magellan mission to acquire surface data from the planet Venus. The Generalized Lloyd Algorithm 5] was used to design the vector quantizers (VQ). 4. Optimization of the codebook for a particular choice of trellis, subset partition, and branch labeling: This is accomplished by using the TCVQ coding structure in conjunction with the Generalized Lloyd Algorithm to re-optimize the codebooks.
Recall that for a vector dimension k, bit-rates in increments of 1 k can be obtained.
In our simulations, we noted that for a given bit-rate R, increasing k from 1 to 4 increases the SNR performance only mildly. Since the complexity of the coding system is highly dependent on k, it appears that the smallest k admitting a desired uncoded vector quantization. The TCVQ codebook is partitioned into four subsets (D 0 ; D 1 ; D 2 ; D 3 ) each containing 2 kR?1 codewords. Note that when when a vector dimension of k is used, bit-rates in 1 k bit/sample increments can be obtained. The implementation of a TCVQ coder involves four main parts:
1. Selection of a suitable trellis with branch labeling: In 6] it was determined that Ungerboeck's amplitude modulation trellises 9] (generated using feedback free convolutional encoding circuits 14]) were good trellis choices for the scalar encoding of memoryless sources with TCQ. Since we are still concerned with a memoryless, albeit vector, source the same trellises used for TCQ will be used for TCVQ. TCVQ systems based on these trellises exhibit robust performance in the presence of channel noise as will be shown later in this section. In fact, it was shown in 6] that for a trellis of this type with L states, a single bit error can a ect no more than 1 + vectors, where = log 2 L.
2. Selection of a codebook: In this work, initial codebooks were generated by selecting at random an appropriate number of (vector) codewords from a training sequence representative of the source data sequence to be compressed. This initial codebook was then optimized for the training sequence using the Generalized Lloyd Algorithm, which converges to (at least) a local distortion minima.
3. Partitioning the codebook into subsets: As in TCQ our main concern here is that the subset partitioning is done in such a way that the minimum Euclidean distance between codewords in a subset is maximized. In the scalar case this is rather straight-forward as shown in Figure 2 . However in the vector case it is not as simple. A heuristic algorithm described in 13] for TCVQ codebook partitioning is used in this work and is summarized below. This algorithm takes a codebook of size M and partitions it into two subsets (A 0 and A 1 ) of size M 2 where the codeword separation rule holds.
(1) Compute Euclidean distances between all pairs of codevectors in the codebook to be partitioned.
In this work, the UTCQ quantization indices were entropy coded using the adaptive arithmetic coder of 12], thereby generating a compressed output bitstream. Inverse quantization is accomplished by monitoring the trellis state and negating indices from superset S 1 as they occur.
UTCQ operates using a combination of \on-the-y" codeword training and uniform quantization. The UTCQ encoder uses only uniform quantization and is completely de ned once the quantization step-size is speci ed. The UTCQ decoder utilizes both trained codewords and uniform codewords. Uniform codewords are used for all indices greater in absolute value than two, i.e., the reconstruction value is taken to be the center of the respective quantization bin. The zero codeword is set to zero while each trained codeword CW i ; i 2 ( 1; 2) is taken to be the sample mean of the source data quantized to i 2 S 0 and the negated source data quantized to ?i 2 S 1 . These four codewords are passed to the decoder using a small amount of side information.
IV IMPLEMENTATION OF TRELLIS CODED VECTOR QUANTIZATION CODING SYSTEM
In this section we discuss the direct extension of TCQ ideas to incorporate a vector codebook (TCVQ, 7, 13]). The UTCQ system described above uses an arithmetic coder, and thus has a variable rate. That is, each source data sample produces a variable number of bits in the compressed data stream. The average number of bits over a large data set can be controlled very closely by choice of quantization step size, but again, the number of bits for any given sample is variable.
This variable rate poses at least two problems. The rst is the requirement of a large bu er to match the variable rate bit stream to a xed rate communication link. The second problem is severe sensitivity to bit errors in the communication link. A single bit error has the potential to destroy an entire data le.
A xed-rate TCVQ system was implemented to ameliorate these problems. Let k denote the codeword vector dimension and R denote the encoding rate in bits/sample. The TCVQ codebook will then be of size M = 2 kR+1 , i.e., twice the size needed for 
Figure 4: UTCQ Superset Indices.
The modi ed subset partitioning and index assignments have two important impacts on the system: 1. At any trellis state, the zero codeword is available. This is especially important at low rates when long strings of zero codewords are highly likely.
2. For the quantizer supersets S 0 and S 1 , the following relationships hold for a symmetric source distribution:
During quantization, UTCQ returns the indices while in superset S 0 and the indices negated while in superset S 1 . Using this convention, a single probability model is su cient to completely describe the quantizer. Thus, a single (probability model dependent) entropy coder can be used to encode the indices generated by UTCQ. 
III IMPLEMENTATION OF UTCQ CODING SYSTEM
Universal TCQ (UTCQ) 8] represents a re nement to the TCQ system previously described in that it does not require iteratively trained and stored codebooks. Furthermore, UTCQ provides a performance improvement over TCQ while allowing non-integer encoding rates. Figure 3 shows the modi ed codeword subset assignment employed by UTCQ.
Note that in this scheme, a \zero" codeword appears in both subset D 0 and subset techniques provide superior SNR performance to BAQ and VQ for SAR phase history data compression.
II TRELLIS CODED QUANTIZATION
TCQ is an attractive source coding technique with rate-distortion performance superior to that of scalar quantization (SQ). TCQ can be thought of as a computationally e cient form of vector quantization (VQ). TCQ can process very long vectors (limited only by memory considerations) with a computational complexity (operations per sample) that is independent of vector length. This is in stark contrast to the exponential complexity of full search VQ. TCQ is based on the same ideas as trellis coded modulation 9], which is used in 28.8 kbps voice band modems, and employs the notions of signal set expansion, set partitioning, and trellis branch labeling.
To encode a memoryless source at a rate of R bits per source sample, a simple form of TCQ uses an alphabet, or codebook, with 2 R+1 reproduction values, or codewords. This is a codebook of twice the size needed for ordinary (uncoded) quantization. The codebook is then partitioned into four subsets, each containing 2 R?1 codewords. Figure 1 shows a single stage of the eight state trellis used in this work. Figure 2 shows a uniform codebook partitioned into four subsets (D 0 ; D 1 ; D 2 ; D 3 ). To encode a sequence of N source symbols x = fx 0 ; x 1 ; ::: ; x N?1 g at R bits/sample, N stages of the trellis in Figure 1 are concatenated end-to-end. The encoding process then proceeds from left to right through the trellis. At each stage in the encoding process, four scalar quantizations are performed (one for each subset) to determine the \best-matching" (in the minimum mean-squared error sense) codeword in each subset. The quantization error introduced by the \best-matching" codeword in each subset is taken as the branch metric (cost) for each path labeled with the associated subset. The Viterbi algorithm 10] is then used to nd the trellis path with the minimum cumulative distortion between the input data and an allowable sequence of codewords.
This sequence of codewords can be speci ed using R bits at each stage of the trellis (one bit to specify the path, and R?1 bits to select the codeword in the corresponding
I INTRODUCTION
Large volumes of synthetic aperture radar (SAR) data are currently being generated for target imaging and terrain mapping applications. Many SAR systems are airborne and downlink data to ground receiving stations for storage and/or subsequent processing. Considering the volume of data generated, data compression techniques are naturally of interest. These compression systems seek to reduce the amount of data required to generate a SAR image subject to some delity criteria, usually SNR.
Although SAR systems have been around since the 1950's, relatively little attention has been given to the (lossy) compression of SAR phase history data and/or SAR images. This is due, in part, to the wide range of analysis performed on SAR phase history data/images and the lack of an adequate measure of \acceptable" information loss due to compression.
In recent times, however, lossy compression of SAR images has received considerable attention as shown in the survey papers 1, 2]. In this paper, we focus not on compression of SAR imagery, but rather on compression of SAR phase history data.
The most widely recognized method for compressing SAR phase history data is block adaptive quantization (BAQ) 3]. This method divides the phase history data into disjoint blocks and computes the standard deviation of each block. These standard deviations are used to scale the decision and reconstruction values of a scalar quantizer designed for a unit variance Gaussian source. Each block of data is then quantized using the appropriately scaled version of this quantizer.
Vector quantization (VQ) has also been successfully applied to the problem of SAR phase history data compression 4]. In 4], it was determined that the best VQ system performance was obtained using separate codebooks for the real and imaginary components of the complex SAR phase history data. The splitting algorithm and the Generalized Lloyd Algorithm 5] were used to generate the VQ codebooks.
Trellis coded quantization (TCQ) techniques for data compression have been well documented 6, 7, 8]. TCQ has previously been shown to be highly e ective for compressing imagery of all types. In this paper, TCQ techniques are applied to the problem of downlink data rate reduction in SAR systems. We demonstrate that TCQ ABSTRACT Synthetic Aperture Radar (SAR) is a remote-sensing technology which uses the motion of the radar transmitter to synthesize an antenna aperture much larger than the actual antenna aperture to yield high spatial resolution radar images. In this paper, trellis coded quantization techniques are shown to provide a high performance, low bit-error sensitivity solution to the problem of downlink data rate reduction for SAR systems. Trellis coded vector quantization and universal trellis coded quantization coding systems are discussed, implemented, and compared with other data compression schemes (block adaptive quantization and vector quantization) that can be used to compress SAR phase history data. 
