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unity for a given N . In the case of unimodular sequences, this
cardinality tends to infinity, so that the extension of Boztas¸’
proof may not be that straightforward. Thus in this paper is
presented a formal proof that does not require this cardinality.
Interestingly this proof mixes Welch and Levenshtein methods,
removes the usage of the Cauchy-Schwarz inequality, and
exploits to some extent the structure provided by the aperiodic
correlation. In particular, this proof does not require the enu-
meration of the set of unimodular sequences and the minimum
distance between any two sequences. Second, we show that
this specific structure enables to tighten the upper bound over
the energy of all inner products used in Welch’s proof and thus
to get a tighter bound in the case M = 2. We also show that
it provides in the cases M = 3 and M = 4 a tighter bound
than the tightest Levenshtein bound provided in [7].
This article is organized as follows. Section II provides a
review on the well-known Welch and Levenshtein bounds on
the aperiodic correlation. A generalization of the latter for
unimodular sequences is presented in Section III. Section IV
tightens this Levenshtein bound, introducing a parameter on
the number of delays considered. This improvement is illus-
trated in Section V in several cases according to the number
of sequences M . Finally, some proofs are detailed in the
appendices.
Notation: In the following, bold letters designate matrices
and vectors. (.)∗, (.)T and (.)H denote the conjugate, the trans-
pose and the transpose conjugate operator, respectively. 0m,n
denotes the null matrix (a matrix where all the entries are
equal to zero) of size m × n. In is the identity matrix of size
n. ‖·‖F stands for the Frobenius norm. For an m × n matrix
A, it is defined by ‖A‖F =
√∑m
i=1
∑n
j=1 |ai, j |2. Finally,
circulant matrices are defined through a map denoted circ,
and are specified by a vector x = [x1, . . . , xn] of length n:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Cn → Cn×n
x → circ(x) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
x1 x2 . . . xn−1 xn
xn x1 x2 xn−1
...; xn x1 . . .;
...;
x3
. . .; . . .; x2
x2 x3 . . . xn x1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
II. REVIEW ON EXISTING BOUNDS
This paper focuses on the calculation of lower bounds on
the maximum sidelobe level of auto- and cross-correlation
sidelobes for unimodular sequences. Let {xm}m∈{1,M} be a set
of M sequences of length N , such that any n-th entry of any
m-th sequence satisfies |xmn |2 = 1/N . Thus the energy of each
sequence (xm)m∈{1,M}, denoted by Ex , is constant and equal
to 1.
The aperiodic cross-correlation between two sequences xm1
and xm2 can be defined as:
θxm1 ,xm2 (k) =
N∑
n=1
xm1n (x
m2
n+k)
∗, for |k| < N, (1)
where we set xml = 0 for any l ≤ 0 or l > N . The aperiodic
autocorrelation is simply obtained for m1 = m2 and will be
denoted by θxm1 (k).
Several lower bounds have been developed on the maxi-
mum sidelobe level of the auto- and cross-correlations. This
maximum level will be denoted in this paper by θmax and is
provided by:
θ2max = max
⎧
⎨
⎩ max|k|<N
m1 	=m2
|θxm1,xm2 (k)|2, max
k 	=0
m1
|θxm1 (k)|2
⎫
⎬
⎭. (2)
The Peak-to-Sidelobe Level, denoted by PSL, and used here-
after for comparison purpose, is defined by:
PSL = θ
2
max
E2x
, (3)
and is simply equal here to PSL = θ2max since E2x = 1.
The most well-known bounds were provided by Welch [2]
and Levenshtein [3]. The Welch bound, valid for any family
of unit energy sequences, is provided by:
PSL ≥ M − 1
M(2N − 1) − 1 . (4)
More recently, a tighter bound has been established by
Levenshtein [3]. It introduces a weight vector w of length
2N −1 — applied on each correlation sequence — that should
satisfy the following weighting condition:
2N−1∑
i=1
wi = 1, with wi ≥ 0 if i ∈ {1, 2N − 1},
wi = 0 otherwise. (5)
Initially determined for binary sequences [3], the Levenshtein
bound was shown in [6] to be valid for sequences over the
roots of unity. This bound is expressed by:
PSL ≥ 1
N2
⎛
⎜⎜⎜⎜⎜⎝
N −
Q2N−1
(
w,
N(N − 1)
M
)
1 − 1
M
2N−1∑
i=1
w2i
⎞
⎟⎟⎟⎟⎟⎠
, (6)
where w is any weight vector that satisfies the weighting
condition (5), and:
⎧
⎪⎪⎨
⎪⎪⎩
Q2N−1 (w, a) = a
2N−1∑
i=1
w2i +
2N−1∑
s,t=1
ls,t,Nwswt ,
ls,t,N = min(|s − t|, 2N − 1 − |s − t|).
(7)
If wi = 1/K for i ≤ K , and wi = 0 otherwise, it has been
shown that, for all K ∈ {1, N}:
PSL ≥ 1
N2
(
3N M K − 3N2 − M K 2 + M
3(K M − 1)
)
. (8)
An optimal choice of the parameter K in the right-hand side
of (8) further provides:
PSL ≥ 1
N2
(
N − 2N√
3M
)
when M ≥ 3. (9)
Besides, the previous theorem induces a minimization prob-
lem on the quadratic form Q2N−1 (w, a) under the weighting
condition. Levenshtein tackled it in [5], and obtained a tighter
bound:
PSL ≥ 1
N2
(
N −
⌈
π N√
8M
⌉)
when 5 ≤ M ≤ N2. (10)
In [7]–[9], specific weight vectors w are used in order to
obtain tighter Levenshtein bounds.
III. GENERALIZATION OF THE LEVENSHTEIN BOUND
In this section, we establish that the Levenshtein bound
holds for any set of unimodular sequences. This generalization
of Levenshtein’s result is performed in two steps: first a
calculation of upper and lower bounds on the Frobenius
norm of an auto- and cross-correlation matrix, and second the
deduction of the lower bound on the PSL.
Let {xm}m∈{1,M} be a set of M unimodular sequences of
length N with |xmn |2 = 1/N for each n ∈ {1, N}. Consider
the matrix X of size [M(2N − 1)] × [2N − 1]:
X =
⎡
⎢⎢⎢⎣
X1
X2
...
X M
⎤
⎥⎥⎥⎦ (11)
with Xm, m ∈ {1, M}, a square matrix of order 2N − 1
defined by:
Xm
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xm1 x
m
2 · · · xmN−1 xmN 0 0 · · · 0
0 xm1 x
m
2 · · · xmN−1 xmN 0 0
...
0 0
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . . 0
0 · · · · · · 0 xm1 xm2 · · · xmN−1 xmN
xmN 0 0 x
m
1 x
m
2 x
m
N−1
xmN−1 xmN 0
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0 xm1 x
m
2
xm2 · · · xmN−1 xmN 0 · · · · · · 0 xm1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Remark that Xm is circulant and specified by the vector
[xm, 0N−1,1]T .
Denote by Xmi , i ∈ {1, 2N − 1} the i -th row of Xm , and
by Xmi,q its q-th element. It appears that every auto- and cross-
correlation value between two sequences of {xm} is reduced
to a scalar product of some vectors Xmi . These values are
contained in the matrix R = X X H of order M(2N − 1).
If necessary, a weighted version of the row vectors may be
considered, by defining the following matrix:
X˜mi := Xmi
√
wi i ∈ {1, 2N − 1} and m ∈ {1, M} (12)
where the weights wi satisfies the weighting condition (5).
The associated matrices R˜ and X˜ ∈ C[M(2N−1)]×[2N−1] are
therefore expressed by:
R˜ = X˜ X˜ H with X˜ =
⎡
⎢⎢⎢⎣
X˜1
X˜2
...
X˜ M
⎤
⎥⎥⎥⎦. (13)
In the particular case where the weights wi are non zero only
for the first K values, the matrix R˜ then contains only all
auto– and cross–correlation values of the set up to the K -th
lag. This matrix R˜ satisfies the following lemma:
Lemma 1 (Upper Bound): Under the above-mentioned
hypothesis, the Frobenius norm of the matrix R˜ can be
upper-bounded by:
‖R˜‖2F ≤ M2θ2max + M
(
1 − θ2max
) 2N−1∑
i=1
w2i (14)
Proof: This result is similar to [5, Lemma 1], and is also
obtained by a similar proof. 
A lower bound on the squared Frobenius norm of R˜ can
also be computed.
Lemma 2 (Lower Bound): Under the above-mentioned
hypothesis, the Frobenius norm of the matrix R˜ can be
lower-bounded by:
‖R˜‖2F ≥
M2
N2
⎛
⎝N −
2N−1∑
s,t=1
ls,t,Nwswt
⎞
⎠ (15)
with ls,t,N = min (|t − s|, 2N − 1 − |t − s|)
Proof: See Appendix A. This proof mixes methods used
by Welch and Levenshtein but, instead of using the Cauchy-
Schwarz inequality, it exploits to some extent the particular
structure provided by the aperiodic correlation and the constant
modulus constraint. Besides, it removes the requirement of
sequences over the roots of unity. 
From these lemmas can then easily be deduced a lower
bound on the PSL, akin to Levenshtein’s proof :
Theorem 1: For any set of M unimodular sequences of
length N, and with any weight vector w that satisfies the
weighting condition (5), a lower bound on the Peak-to-
Sidelobe Level is given by:
θ2max ≥
1
N2
⎡
⎢⎢⎢⎢⎢⎣
N −
Q2N−1
(
w,
N(N − 1)
M
)
1 − 1
M
2N−1∑
i=1
w2i
⎤
⎥⎥⎥⎥⎥⎦
with Q2N−1 (w, a) = a
2N−1∑
i=1
w2i +
2N−1∑
s,t=1
ls,t,Nwswt
ls,t,N = min(|s − t|, 2N − 1 − |s − t|). (16)
Proof: Combining Lemma 1 and Lemma 2 yields the
desired result (16). 
This expression is identical to the Levenshtein bound,
but it is proved here that it is still valid for any set of
unimodular polyphase sequences — the Levenshtein bound
was originally meant for binary sequences and those over the
roots of unity. This suggests that any bound obtained from
Levenshtein expression using a specific weight vector also
holds for unimodular sequences. In particular, optimal weight
vectors considered by Levenshtein [5] and Liu et al. [7] do.
IV. IMPROVEMENT OVER THE EXISTING BOUNDS
Theorem 1 states that the Levenshtein bound is valid for
any set of unimodular sequences. However, this lower bound
does not take into account additional information that can be
extracted from the specific structure of aperiodic auto- and
cross-correlations for a unimodular sequence, e.g., the last
delay satisfies:
|θxl,xm (k)|2 = 1/N2, for |k| = N − 1, ∀(l, m), (17)
and, using the Cauchy-Schwarz inequality, the d-th last delay
satisfies (for d ∈ {1, N} and d 	= N if l = m):
|θxl,xm (k)|2 ≤ (d/N)2 for |k| = N − d, ∀(l, m). (18)
These properties have already been exploited in [10], but in
another context (an estimation of a gap between an aperiodic
lower bound and a periodic one). Here, they enable to provide
a new upper bound, as stated in the following lemma:
Lemma 3 (Upper Bound Considering the D Last Delays):
‖R˜‖2F ≤ M2θ2max + M
(
1 − θ2max
) 2N−1∑
i=1
w2i
−
D∑
d=1
⎛
⎜⎜⎝M2
(
θ2max −
d2
N2
) 2N−1∑
i, j=1
li, j,N =N−d
wiw j
⎞
⎟⎟⎠.
(19)
Proof: See appendix C. 
Clearly for D = 0, this upper bound is equal to the
Levenshtein upper bound provided in Lemma 1. But it can
be proved to be tighter if it satisfies the following property:
∃ (wi , w j ) s.t.
2N−1∑
i, j=1
li, j,N =N−d
wiw j 	= 0 with θ2max ≥
d2
N2
. (20)
Minimizing the right-hand-side of (19) with respect to
D — denote the optimum by Dopt — insures to provide an
upper bound at least equal or tighter than the Levenshtein
bound.
This in turn enables us to determine a more general bound
on the aperiodic correlation that takes into account the addi-
tional information on the D last delays of the auto- and cross-
correlation. This bound is provided in the following theorem,
with the help of matrices Ad and L such that:
⎧
⎪⎪⎨
⎪⎪⎩
∑2N−1
i, j=1
li, j,N =N−d
wiw j = wT Adw,
2N−1∑
s,t=1
ls,t,Nwswt = wT Lw.
(21)
Clarification Example : Set N = 3. The matrix L is of size
5 × 5 (2N − 1 × 2N − 1 in fact) and is defined as follows :
L =
⎡
⎢⎢⎢⎢⎣
0 1 2 2 1
1 0 1 2 2
2 1 0 1 2
2 2 1 0 1
1 2 2 1 0
⎤
⎥⎥⎥⎥⎦
= circ
(
[0, 1, 2, 2, 1]T
)
. (22)
As Ad matrices are related :
(Ad)i, j =
{
1 if Li, j = N − d,
0 otherwise, (23)
it comes that :
A1 = circ([0, 0, 1, 1, 0]T ),
A2 = circ([0, 1, 0, 0, 1]T ). (24)
Theorem 2: For any set of M unimodular sequences of
length N, and any weight vector w that satisfies the weighting
condition (5), a lower bound on the Peak-to-Sidelobe Level is
given by:
θ2max ≥ maxD
1
N2
⎡
⎢⎢⎢⎣N−
Q˜
(
w,
N(N−1)
M
,
D∑
d=1
(d2 − N)Ad
)
1 − wT
(
1
M
I +
D∑
d=1
Ad
)
w
⎤
⎥⎥⎥⎦
with Q˜ (w, a, B) = wT (a I + B + L)w.
Proof: This expression is directly obtained by combining
the upper bound (19) and the lower bound provided by
Lemma 2. 
Since this new lower bound on aperiodic correlation has
been obtained with a single change — on the upper bound
of ‖R˜‖2F , while keeping the lower bound — it implies that
if there exists a value D for which the upper bound (19) is
tighter than the one provided by Lemma 1 — for a given
weight vector w — that satisfies (20), then the resulting lower
bound on aperiodic correlation provided by Theorem 2 is also
tighter than the Levenshtein bound for the same weight vector.
Corollary 1: Let the Levenshtein bound be denoted by BLev
for given M and N, and a given weight vector w. If there exists
d such that w satisfies (20) and BLev ≥ d2/N2 , then the bound
provided by Theorem 2 is tighter than the Levenshtein bound
for the same w.
Corollary 1 presents a sufficient condition on the value d in
order to get a tighter bound than Levenshtein’s. If such a
value exists, and if the aforementioned conditions are verified,
it implies the following :
BLev ≥ d
2
N2
⇒ d ∈
[
0, N√BLev
]
, (25)
where · denotes the floor function. In other words, each
value that lies in this interval assures a tighter bound. One
of these values, denoted Dmax, provides the tightest: a rough
approximation of it is the maximum value d for which
BLev ≥ d2/N2, i.e. Dmax ≈ N√BLev. However, note that
the previous cited interval does not include all the values of
interest (see Figure 1 for instance).
Fig. 1. Proposed bound versus last delays D.
As explained in [11], an open question remains on the
search for set of sequences that achieve the Levenshtein bound.
At this point, a first partially negative answer can be given,
thanks to Corollary 1. If the latter can indeed be applied,
the Levenshtein bound is proved not to be the tightest, meaning
that it cannot logically be reached by any set. We will see
thereafter that it is the case for instance for M = 2, 3 or 4.
V. COMPARISON TO THE WELCH AND
THE LEVENSHTEIN BOUNDS
The bound provided by Theorem 2 depends on several
parameters, such as the number of sequences M and their
length N , but also on the choice of the weight vector w and
the number of considered delays D. Several results have been
given in the literature according to the number of sequences
M [5], [7], [8]. This section studies the behavior of this new
bound, according to this criterion. In particular, we will show
here that the proposed bound is tighter than the Welch bound
in the case M = 2 — an achievement that is not possible with
the Levenshtein bound — and tighter than the (up-to-now)
tightest Levenshtein bound in the case M = 3 and M = 4.
A. M = 2 Case
It has been proved that the tightest Levenshtein bound is
obtained with constant weight vectors wi = 1/(2N − 1) for
i = 1, . . . , 2N − 1 [5]. In this case, the Levenshtein bound is
equivalent to the Welch bound, and:
BWelch = 14N − 3 . (26)
However, this weight vector clearly satisfies Condition (20).
It means that there exists d ≥ 1 (for instance, d = 1 works)
such that BWelch ≥ d2/N2 for N ≥ 3. Applying Corollary 1
thus proves that the proposed bound is tighter than the Welch
bound for M = 2, an improvement that cannot be achieved by
the Levenshtein bound. An explicit expression of this bound is:
θ2max ≥
1
3N2
3M N2 − 3N2 − M D(D + 1)(2D + 1)
M(2N − 2D − 1) − 1 , (27)
and the corresponding proof is given in Appendix D.
TABLE I
LOWER BOUND COMPARISON FOR SEVERAL VALUES
OF N , CONSTANT WEIGHT, M = 2
Fig. 1 shows the behavior of the proposed bound with
M = 2 and N = 1000 according to D. A better bound,
compared to the Welch bound, is observed considering
1 to 25 delays, while the optimal bound is achieved with
Dmax = 15. As above-mentioned, this value can be approx-
imately computed:
152
N2
≈ 2, 25.10−4 < BWelch ≈ 2, 5.10−4 < 16
2
N2
≈ 2, 56.10−4.
Table I compares the Welch bound and the proposed bound
for several sequence lengths.
B. M = 3 and M = 4 Cases
As shown by Liu et al. [7], the “Positive–Cycle–of–a–
Sine–Wave” weight vector leads to the up-to-now tightest
Levenshtein bound for M ≥ 3, N ≥ 3 and M ≥ 4, N ≥ 2
(which is in particular also tighter than the Welch bound).
These weights are defined by (with K ∈ {2, 2N − 1}):
wi =
⎧
⎨
⎩
tan
( π
2K
)
sin
(
π(i − 1)
K
)
if i ∈ {1, K },
0 otherwise.
(28)
Using these weights, the associated bound, defined in [7],
reaches its maximum for a certain value of K , denoted Kopt.
Actually, it is possible to show that our bound is even tighter,
using again Corollary 1 with the “Positive–Cycle–of–a–Sine–
Wave” weights. In turn, to prove that Corollary 1 is satisfied
in that case, it is sufficient to check that Kopt is greater than
N , which directly implies Condition (20).
As defined in [7], the Levenshtein bound using Liu’s weight
is given by:
B(K ) = 1
N2
[
N −
(
(N − 1)N − M2
)
K tan2( π2K ) + M K2
2M − K tan2( π2K )
]
(29)
for K ∈ {2, N} (its expression is different for K > N and is
given in [7]). It can be shown that this bound is an increasing
function of K on its definition interval, for M = 3 and M = 4.
Therefore, Kopt is necessarily greater or equal to N so that
Condition (20) is satisfied and Corollary 1 can be applied.
However, further analysis should be performed to draw a
conclusion for M ≥ 5, as the optimum value Kopt may be
smaller than N .
Fig. 2 compares the Levenshtein bound, the proposed bound
—both with Liu’s weight [7] — and the Welch bound,
TABLE II
LOWER BOUND COMPARISON FOR SEVERAL VALUES
OF N , LIU’S WEIGHT [7], M = 3
as functions of K , in the case M = 3. The number of delays
to consider in the computation of our proposed bound was
estimated with the maximum value of D for which BLiu ≥
D2/N2. In this figure is found again that optimal value Kopt is
indeed greater than the length of the sequences. Table II gives
some values of these bounds, according to several sequence
lengths N . The case M = 4 is quite similar.
According to the application, it may be needed to consider
every delay, i.e., K = 2N −1. In that case, Liu et al. [9] have
also developed another weight vector:
wi = 12N − 1
⎛
⎜⎜⎝1+
cos
(
2π(i + q)
2N − 1
)
cos
(
π
2N − 1
)
⎞
⎟⎟⎠, i ∈ {1, 2N − 1},
(30)
for any integer q . Fig. 2 also compares the Levenshtein bound
and the proposed one with these weights. The “Positive–
Cycle–of–a–Sine–Wave” still provides a better global bound
with a wise selection of the parameter K but, if all delays are
considered, tide is turned. That is a not-so-surprising result,
as that weight has been precisely defined for that case. That
said, the proposed bound remains tighter than Levenshtein’s,
whatever weights.
VI. CONCLUSION
Two contributions have been given in this paper.
• A generalization of the Levenshtein bound. While Lev-
enshtein [5] and Boztas [6] have proved its validity to
a set of binary sequences and over the roots of unity
respectively, this article showed that it also holds for a
set of unimodular sequences.
• An improvement of the Levenshtein bound. This improve-
ment has been obtained by taking into account additional
informations that can be extracted from the specific
structure of the aperiodic auto- and cross-correlation
sequences, and more precisely by refining the upper
bound using the D last delays. It allows to tighten the
existing Levenshtein bound for M = 2, M = 3 and
M = 4.
• Some work remains on the case M ≥ 5. Actually, the
Levenshtein bound has been tightened, but in a negligible
and an unnoticeable way. However, any (yet to be found)
weight that will improve the Levenshtein bound in that
case will also improve the present one.
Fig. 2. Comparison of the Levenshtein bound and the proposed bound, both
using Liu’s weights [7], [9], M = 3.
• In any case, it is worth insisting on the fact that
any weight vector that satisfies Corollary 1 gives
a Levenshtein bound that can be tightened by
Theorem 2.
In practical cases, this bound can easily be extended consid-
ering some constraints on the spectrum, the mainlobe width,
etc.
APPENDIX A
PROOF OF THE LOWER BOUND OF ‖R˜‖2F
R˜ can be developed and lower-bounded as:
‖R˜‖2F = ‖X˜ X˜ H‖2F = ‖X˜ H X˜‖2F
=
2N−1∑
k,k′=1
∣∣∣∣∣
M∑
m=1
2N−1∑
i=1
Xmi,k
(
Xmi,k′
)∗
wi
∣∣∣∣∣
2
≥
2N−1∑
k=1
( M∑
m=1
2N−1∑
i=1
|Xmi,k |2wi
)2
(31)
where the last inequality is obtained by removing all terms
k 	= k ′ in the first summation.
By construction, the structure of the different Xm are
similar. Thus, using the constant modulus property, it comes
that |Xmi,k |2 = |Xli,k |2 for any l, m, i, k (|Xmi,k |2 can only be
equal to 0 or 1/N). Inserting this into previous inequality,
we obtain:
‖R˜‖2F ≥ M2
2N−1∑
k=1
(2N−1∑
i=1
|Xmi,k |2wi
)2
. (32)
At that step, both Welch’s and Levenshtein’s proofs use the
Cauchy-Schwarz inequality. We do not resort to this inequality
here but rather exploit the specific structure of the matrix Xm
in the case of aperiodic correlations. Indeed, it appears, for
each column k, that there are exactly N entries Xmi,k that are
non zero. Exploiting this structure and the fact that the square
modulus of the non zero entries is equal to 1/N , it directly
comes the following.
2N−1∑
i=1
|Xmi,k |2 wi =
⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
k∑
i=1
wi/N +
2N−1∑
i=N+k
wi/N if k ≤ N − 1
k∑
i=k−N+1
wi/N if k ≥ N
(33)
Including these expressions in (32) gives:
‖R˜‖2F ≥
M2
N2
⎡
⎣
N−1∑
k=1
( k∑
i=1
wi +
2N−1∑
i=N+k
wi
)2
+
2N−1∑
k=N
( k∑
i=k−N+1
wi
)2⎤
⎦. (34)
It is possible to show that the right hand side is equal to
(cf. Appendix B):
N−1∑
k=1
( k∑
i=1
wi +
2N−1∑
i=N+k
wi
)2
+
2N−1∑
k=N
( k∑
i=k−N+1
wi
)2
=
2N−1∑
s,t=1
(N − ls,t,N )wswt (35)
with ls,t,N = min(|t − s|, 2N − 1 − |t − s|).
Accordingly, the lower bound of ‖R˜‖2F is given by:
‖R˜‖2F ≥
M2
N2
⎡
⎣N −
2N−1∑
s,t=1
ls,t,Nwswt
⎤
⎦. (36)
APPENDIX B
PROOF OF EQUALITY (35)
This appendix details the proof of Equality (35). Its left
hand side can be developed as:
N−1∑
k=1
( k∑
i=1
wi +
2N−1∑
i=N+k
wi
)2
+
2N−1∑
k=N
( k∑
i=k−N+1
wi
)2
= 2
N−1∑
k=1
k∑
s=1
2N−1∑
t=N+k
wswt +
N−1∑
k=1
( 2N−1∑
i=N+k
wi
)2
+
2N−1∑
k=1
⎛
⎝
k∑
i=max(1,k−N+1)
wi
⎞
⎠
2
(37)
where this last expression is obtained by observing that:
k∑
i=1
wi =
k∑
i=κ
wi for k ∈ {1, N − 1}, (38)
with κ = max(1, k − N + 1).
Let us set w = {wi }2N−1i=1 and Ms2,t2s1,t1 the (2N−1)×(2N−1)
matrix such that the submatrix of row index s1 ≤ i ≤ s2 and
of column index t1 ≤ j ≤ t2 is a matrix of ones while the
other entries are null:
Ms2,t2s1,t1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 · · · · · · 0 0 · · · 0 0 · · · 0
...
...
...
...
...
...
0 · · · · · · 0 0 · · · 0 0 · · · 0
0 · · · · · · 0 1 · · · 1 0 · · · 0
...
...
...
...
...
...
...
...
...
...
...
...
0 · · · · · · 0 1 · · · 1 0 · · · 0
0 · · · · · · 0 0 · · · 0 0 · · · 0
...
...
...
...
...
...
...
...
...
...
...
...
0 · · · · · · 0 0 · · · 0 0 · · · 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
← s1
← s2
↑ ↑
t1 t2
(39)
With such a matrix, we have:
s2∑
s=s1
t2∑
t=t1
wswt = wT Ms2,t2s1,t1 w, (40)
so that each term of (37) may be written with some matrices
M t1,t2s1,s2 :
2N−1∑
k=1
( k∑
i=κ
wi
)2
= wT
[2N−1∑
k=1
Mk,kκ,κ
]
w,
N−1∑
k=1
( 2N−1∑
i=N+k
wi
)2
= wT
[N−1∑
k=1
M2N−1,2N−1N+k,N+k
]
w,
2
N−1∑
k=1
k∑
s=1
2N−1∑
t=N+k
wswt = wT
[N−1∑
k=1
(
Mk,2N−11,N+k + M2N−1,kN+k,1
)]
w.
(41)
It can be observed first that:
2N−1∑
k=1
Mk,kκ,κ =
[
M1 MT2
M2 M3
]
, (42)
where M1 is an N × N Toeplitz matrix with generating vector
[N, N − 1, · · · , · · · , 1], M2 is a (N − 1) × N matrix given
by:
M2 =
⎡
⎢⎢⎢⎢⎣
0 1 2 · · · N − 1
...
. . .
. . .
...
...
. . .
. . . 2
0 · · · · · · 0 1
⎤
⎥⎥⎥⎥⎦
, (43)
and M3 is a (N − 1) × (N − 1) matrix given by:
M3 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
N − 1 N − 2 · · · 2 1
N − 2 N − 2 ... ...
...
. . .
...
...
2 · · · · · · 2 ...
1 · · · · · · · · · 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, (44)
second that:
N−1∑
k=1
M2N−1,2N−1N+k,N+k =
[
0N,N 0N,N−1
0N−1,N M4
]
, (45)
where M4 is a (N − 1) × (N − 1) matrix given by:
M4 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1 · · · · · · · · · 1
... 2 · · · · · · 2
...
...
. . .
...
...
... N − 2 N − 2
1 2 · · · N − 2 N − 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, (46)
and third that:
N−1∑
k=1
(
Mk,2N−11,N+k + M2N−1,kN+k,1
)
=
[
0N−1,N−1 M2
MT2 0N,N
]
. (47)
The summation of these different matrices then easily
provides a simple (2N −1)×(2N −1) Toeplitz matrix with the
generating vector [N, N − 1, · · · , · · · , 2, 1, 1, 2, · · · , N − 1],
and whose entry (s, t) is thus equal to N − ls,t,N with:
ls,t,N = min(|t − s|, 2N − 1 − |t − s|). (48)
This then provides the wanted expression:
N−1∑
k=1
( k∑
i=1
wi +
2N−1∑
i=N+k
wi
)2
+
2N−1∑
k=N
( k∑
i=k−N+1
wi
)2
=
2N−1∑
s,t=1
(N − ls,t,N )wswt . (49)
APPENDIX C
PROOF OF LEMMA IV
Let us develop the Frobenius norm of R˜:
‖R˜‖2F =
M∑
l,m=1
2N−1∑
i, j=1
∣∣∣∣X˜ li
(
X˜mj
)H ∣∣∣∣
2
=
M∑
l,m=1
2N−1∑
i, j=1
|θxl,xm (li, j,N )|2wiw j . (50)
R˜ is a matrix of size M(2N − 1) × M(2N − 1). The energy
constraint provides its diagonal coefficients:
|θxm,xm (0)|2 = 1, ∀m ∈ {1, 2N − 1}, (51)
while the aperiodic correlation satisfies:
|θxl,xm (i − j)|2 ≤
d2
N2
when |i − j | = N − d ∀ (l, m).
(52)
Using these properties, an upper bound of ‖R˜‖2F may be
obtained. Each term of R˜ may be upper bounded by θ2max,
except the ones that refer to the autocorrelations mainlobes
(51) and the D-last delays (52). Hence,
‖R˜‖2F =
M∑
l,m=1
2N−1∑
i, j=1
|θxl,xm (li, j,N )|2 wiw j
≤ M2θ2max
2N−1∑
i, j=1
wiw j + M
(
1 − θ2max
) 2N−1∑
i=1
w2i
− M2
(
θ2max −
1
N2
) 2N−1∑
i, j=1
li, j,N =N−1
wiw j − . . .
− M2
(
θ2max −
D2
N2
) 2N−1∑
i, j=1
li, j,N =N−1
wiw j . (53)
This proof can be concluded using the weighting condition (5):
‖R˜‖2F ≤ M2θ2max + M
(
1 − θ2max
) 2N−1∑
i=1
w2i
−
D∑
d=1
M2
(
θ2max −
d2
N2
) 2N−1∑
i, j=1
li, j,N =N−d
wiw j . (54)
APPENDIX D
APPLICATIONS WITH A CONSTANT WEIGHT VECTOR
In this appendix are developed the calculations enabling
to obtain equation (27) for our proposed bound stated in
Theorem 2, in the particular case of a constant weight vector
wi := 1/(2N − 1) for i ∈ {1, 2N − 1}. Remind that for a
generic weight vector w, the obtained PSL bound is:
θ2max ≥
1
N2
⎡
⎢⎢⎢⎣N−
Q˜
(
w,
N(N−1)
M
,
D∑
d=1
(d2 − N)Ad
)
1 − wT
(
1
M
I +
D∑
d=1
Ad
)
w
⎤
⎥⎥⎥⎦
(55)
with Q˜ (w, a, B) = wT (a I + B + L)w. We will detail the
computation of the different terms involved in that expression.
Let us first consider the term wT Lw given by:
wT Lw =
2N−1∑
s,t=1
ls,t,Nwswt , (56)
with ls,t,N = min(|t − s|, 2N − 1 − |t − s|). As already
mentioned, the matrix L is circulant :
L = circ
(
[0, 1, . . . , N − 1, N − 1, . . . , 1]T
)
. (57)
With constant weights, it can be seen that:
wT Lw = 1
(2N − 1)2
2N−1∑
s,t=1
Ls,t . (58)
The particular structure of the matrix L gives us the following
development:
wT Lw = 1
(2N − 1)2
2N−1∑
s=1
(N−1∑
k=0
k +
N−1∑
k=1
k
)
= N(N − 1)
2N − 1 . (59)
Consider now wT Adw:
wT Adw =
∑
i, j=1
li, j,N =N−d
wiw j
= 1
(2N − 1)2
2N−1∑
i, j=1
|i− j |=N−d
or |i− j |=N+d−1
1
= 2
(2N − 1)2
[N+d−1∑
s=1
1 +
N−d∑
s=1
1
]
= 2
2N − 1 . (60)
From this calculation, it also comes straightforwardly that:
wT
( D∑
d=1
Ad
)
w = 2D
2N − 1 , (61)
and that:
wT
( D∑
d=1
d2 Ad
)
w = 2
2N − 1
D(D + 1)(2D + 1)
6
. (62)
Putting all these results together gives rise to the following
bound:
θ2max ≥
1
3N2
3M N2 − 3N2 − M D(D + 1)(2D + 1)
M(2N − 2D − 1) − 1 . (63)
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