A cornerstone of the loop quantum gravity program is the fact that the phase space of general relativity on a fixed graph can be described by a product of SU(2) cotangent bundles per edge. In this paper we show how to parametrize this phase space in terms of quantities describing the intrinsic and extrinsic geometry of the triangulation dual to the graph. These are defined by the assignment to each face of its area, the two unit normals as seen from the two polyhedra sharing it, and an additional angle related to the extrinsic curvature. These quantities do not define a Regge geometry, since they include extrinsic data, but a looser notion of discrete geometry which is twisted in the sense that it is locally well-defined, but the local patches lack a consistent gluing among each other. We give the Poisson brackets among the new variables, and exhibit a symplectomorphism which maps them into the Poisson brackets of loop gravity. The new parametrization has the advantage of a simple description of the gauge-invariant reduced phase space, which is given by a product of phase spaces associated to edges and vertices, and it also provides an abelianisation of the SU(2) connection. The results are relevant for the construction of coherent states, and as a byproduct, contribute to clarify the connection between loop gravity and its subset corresponding to Regge geometries.
Introduction
Spin network states are the building blocks of loop quantum gravity. They provide a basis of the kinematical Hilbert space which diagonalizes some geometric operators, such as surface areas. The resulting discrete spectra, with minimal excitation proportional to the Planck length, are a landmark of the whole approach. In spite of the key role played in the theory, spin network states lack a low-energy physical interpretation. How can we bridge from the Planck scale quantum geometry they describe, to a smooth and classical three dimensional geometry? To answer this question, one is interested in the construction of coherent states, namely superpositions of spin networks peaked on classical geometries labeling the phase space of the theory. The phase space of general relativity is parametrized by a canonically conjugated pair (g ab , K ab ), the metric and extrinsic curvature of a three dimensional spacelike manifold, or equivalently by (E a i , A i a ), the triad and SU(2) connection used in loop gravity. Therefore a coherent state for loop gravity should be a superposition of spin networks peaked on (E a i , A i a ), with small fluctuations. After an early attempt with the weave states [1] , an extensive approach to this question has been developed by Thiemann and collaborators [2, 3, 4] . While the weave states only approximate either the connection or the triad field, Thiemann's coherent states are peaked on both with small fluctuations. The states are superpositions of spin networks with the same graph, and are properly labeled by a point in the discrete phase space of loop gravity associated to the graph. Thiemann's states fulfill a number of important properties, including reproducing some aspects of the classical Hamiltonian constraint. On the other hand, the spin foam graviton calculations [5, 6] and recent progress in the spin foam formalism [7, 8, 9, 10, 11, 12, 13, 14] , suggest a different approach to the question, where one attempts at describing a classical phase space point in terms of quantities referring to discrete geometries, e.g. areas and dihedral angles, as opposed to holonomies and fluxes. To make this idea work, one needs (i) to show that the complete phase space of the theory can be described by the candidate labels, and (ii) to construct explicitly the associated coherent states and show that they satisfy the right properties, such as peakedness and (over)completeness.
In this paper we focus on step (i). So although our final goal has to do with the quantum theory, here we deal entirely with the classical theory. The results of the paper will be fundamental to take step (ii). In a forthcoming paper [15] , we will construct explicitly the coherent states and compare them with Thiemann's and with the ones conjectured in the spin foam graviton calculations, in particular the ones recently appeared in [17] which bear similarities with our approach.
Phase space of loop gravity
The continuum phase space of loop gravity is defined by the Ashtekar-Barbero connection A i a and the triad field E a i , satisfying the Poisson algebra
where γ is the Immirzi parameter. The connection with the ADM phase space of general relativity is established thanks to the fact that the Ashtekar-Barbero connection splits as
where Γ(E) is the canonical slice of the spin connection and K the extrinsic curvature. Thanks to this key splitting, (1) reduces to the ADM Poisson brackets, and the classical theory to general relativity for the metric associated to E. An important step towards quantization is the smearing of the algebra (1) . This is done through the introduction of a graph Γ embedded in the spatial manifold, and replacing (A i a , E a i ) by a pair (g e , X e ) ∈ SU(2) × su(2) on each edge. These variables represent the connection and triad respectively as holonomies, g e = P exp e A where P denotes the path-ordered product, and fluxes X e = e * (gE) a N a d 2 S where e * is the dual face to the edge, with normal N a and infinitesimal coordinate area d 2 S and g is the parallel transport from one fixed vertex to the point of integration on a path adapted to the graph. Since SU(2) × su(2) ∼ = T * SU(2), we see that the phase space of loop gravity on a fixed graph is the direct product of SU(2) cotangent bundles. The complete phase space of the theory is recovered taking the union over all possible graphs [18] .
Usually, the new variables (g e , X e ) are seen as a distributional version of the continuum geometric interpretation. However, one might wonder whether there exists also an interpretation of these variables in terms of discrete geometries. In particular, an interpretation which would include the equivalent of the splitting (2) with a clear separation between intrinsic and extrinsic geometry, and possibly, a nice description of the gauge invariant reduction of the phase space. This is the question we address here, with the viewpoint that this alternative approach gives a new insight on the theory which can turn out to have useful applications.
The idea of labeling the states of loop gravity, at least at the gauge-invariant level, in terms of (some notion of) discrete geometries is not new: indeed long ago Immirzi [19] suggested a connection with Regge calculus as the analogue for loop gravity of the lattice description of QCD. The connection we find is however not with Regge geometries, but with a looser notion of discrete geometry, which we dub twisted. 1 As we will see, twisted geometries are locally well-defined, but the local patches lack a consistent gluing among each other. Specifically, unlike Regge calculus where the geometry is given by edge lengths [21] , our twisted geometries are described by the assignment to each triangle of its oriented area, two unit normals as seen from the two polyhedra sharing it, and an additional angle related to the extrinsic curvature. Our description holds for both the kinematical and the gauge-invariant phase spaces. The difference between the two is captured by a natural closure condition satisfied or not by the labels. Furthermore, we will exhibit in [16] an intriguing relation between this description and twistors, thus completing the motivations for the name.
The motivation for these labels comes from the coherent intertwiners introduced in [8] (for earlier ideas, see also [22] ) and further developed in [13] , which have proved useful to construct the new EPR-FK-LS spin foam models [9, 10] , and crucial to study their semiclassical limit [12, 13, 14] and n-point correlations [6] . Recall that a standard spin network assigns halfintegers j e to each edge of its graph, and an additional half-integer, called intertwiner, on each vertex. This forms a complete basis in the Hilbert space of loop gravity on a fixed graph,
The idea introduced in [8] is to label each n-valent vertex, by n unit vectors in Ê 3 , instead of the n − 3 intertwiners. The next key step is the understanding that the labels of the n-valent vertex can be restricted to satisfy a certain closure condition (see below) without loosing any information [13, 14] . This results in 2(n − 3) labels allowing a geometric interpretation of the states in terms of convex polyhedra [23, 24] . With this motivation in mind, we consider the classical system of these labels, namely areas and normals. What we show in this paper is that these data can be extended to describe the intrinsic as well as extrinsic geometry of a triangulation dual to the graph.
Area-angle variables
Consider an oriented graph Γ, and for simplicity let us first take it four-valent, so that it is dual to a triangulation. As we will see this restriction can be relaxed without changing our conclusions, but it keep the discussion more focused. Assign a real number j e ∈ Ê to each edge, representing the oriented area of the dual triangle, and four unit vectors N e (v) ∈ Ê 3 to each vertex, representing the normals to the four triangles in the dual tetrahedron. The whole graph 1 The fact that Regge geometries only form a subset of the phase space of loop gravity has already been pointed out by Dittrich and Ryan [20] . We will come back to this point in Section 5.1.
carries the direct product space
where we used the fact that unit vectors define an element on the two-sphere S 2 . We call this space auxiliary for reasons that will become clear in the following. Notice that by virtue of our assignment, each edge is labelled by j e and two unit vectors. Calling s the source vertex and t the target vertex of an edge e, we denote them N e = N e (s) andÑ e = N e (t). We can use this notation to factorize the space as
The variables associated to each edge of the graph are thus a triple (N e ,Ñ e , j e ). Can we use these variables to define a notion of (discrete) metric? Long ago [21] Regge showed that a metric on a triangulation is uniquely defined (up to isometries) assigning the edge lengths. Hence, what we need are suitable conditions permitting to reconstruct the edge lengths from our variables.
As it turns out, one needs two types of conditions, called closure and gluing constraints. The closure constraint is defined on each vertex by
When the closure is satisfied, the variables (j e , N e (v)) in the constrained space
define the geometry of a flat tetrahedron (for a 4-valent vertex) embedded in Ê 3 . The geometry is unique up to rotations, and it is useful to introduce the space S v of shapes of a tetrahedron, i.e. the space of closed normals modulo rotations,
At fixed areas, the space is two dimensional and it can be parametrized by two (non-opposite) dihedral angles φ ee ′ = arccos(N e · N e ′ ) [25] . It is also known [26, 13] that this space (a) is a symplectic manifold isomorphic to S 2 , and (b) the SU(2) orbits in Tet v are generated precisely by (5); hence S v can be obtained imposing the closure constraint and dividing out by the action of the gauge transformation it generates. This symplectic reduction is denoted by the double quotient S v = P v //C v . Considering the space (3) on the whole graph, we can apply the symplectic reduction by C = v C v , and impose the closure condition on each node. The result is
What is remarkable here is the fact that the closure constraint can be imposed explicitly and locally at each vertex. This result will play an important role later on. The constrained space K Γ of oriented areas and angles defines a precise classical 3d geometry on each tetrahedron. The next step is to ensure that the individual tetrahedra glue together to form a consistent geometry on the whole triangulation. By construction, two neighbouring tetrahedra induce different geometries on the shared triangle, with same area but different shape in general. To match the shapes one needs additional gluing constraints [27] , which involve only the dihedral angles φ ee ′ , and are local on each pair of tetrahedra. 2 Together, the closure and gluing constraints guarantee that a unique set of edge lengths, and thus a Regge geometry, can be reconstructed from the areas and angles (j e , φ ee ′ ) [27] .
A similar construction can be generalized to vertices of arbitrary valency, but the description of the discrete geometry is now more intricate. As shown in [23] , each n-valent vertex can be thought of as a flat convex polyhedron with n faces. This polyhedron is such that the polygonal decomposition of its 2d boundary possesses only trivalent vertices, but the boundary faces are not necessarily triangular. There is a phase space of shapes like (7) associated to the n-vertex, this time 2(n − 3)-dimensional, which is still a symplectic quotient generated by the closure condition, and whose geometrical data can be used to label the quantum states [13, 23, 26] . Hence, the n-valent case is well understood at the level of the closure constraints and the space of shapes of the polyhedron. On the other hand, a deeper analysis is still needed, in particular concerning a suitable generalization of the gluing constraints.
This discussion shows how the reconstruct a discrete metric from the area-angle variables. The new question we address in this paper is more ambitious: can we relate the area-angle variables not only to a Regge geometry, but to the full phase space of loop gravity? As we recalled above, also the loop phase space takes a form factorized on edges, thus one can directly look at the edge contributions, respectively P aux e and T * SU (2) . A quick comparison shows immediately that a positive answer to our question is far from obvious: P aux e has one less dimension, a different topology, and does not seem to carry any information about the connection. If areas and angles are complete geometrical data, we should be able to reconstruct a notion of local frame, and the corresponding rotations mapping one local frame onto the next. Where is the information on such rotation?
Twisted geometries
To address the question, consider two adjacent vertices and the edge connecting them. The five variables (N e ,Ñ e , j e ) represent the area of the triangle and its normals in the two frames sharing it. The crucial presence of two normals allows us to write down a natural compatibility condition for a finite connection g e as the group element rotating one normal into the other, i.e.
This equation can be solved for g e ∈ SU(2), with R the rotation matrix in the adjoint representation. The connection g e so introduced defines a notion of parallel transport by which the normal N e of the triangle in the frame of its "source" tetrahedron is mapped into the frame of its "target" tetrahedron. This rotation is the answer to our question. However, notice that (9) does not fully determine g e , because it gives only 2 independent equations: R(g e ) is determined up to rotations along theÑ axis. Namely, ifḡ e is a solution, then g e (N e ,Ñ e , ξ e ) =ḡ e e ξeÑ i e τ i is also a solution, for an arbitrary angle ξ ∈ [−π, π]. Here and in the following we use the SU(2) fundamental representation, with generators τ i = −iσ i /2, where σ i are the Pauli matrices. One can easily find a solution to the compatibility condition (9) by constructing first a group element n e rotating τ 3 into N i e τ i , that is R(n e )τ 3 = N i e τ i , and similarlỹ n e forÑ e . Once n e ,ñ e are found, the most general solution of the compatibilty condition is g e (N e ,Ñ e , ξ e ) = n e e ξeτ 3ñ −1 e .
We see that in order to uniquely define a connection associated to (N e ,Ñ e ), we need an additional angle per edge, ξ e . The above equation is also the key to recover a version of the splitting (2) on a fixed graph. To that end, consider the projection of (2) along an infinitesimal edge direction ℓ a e , with A e ≡ A a ℓ a e , Γ e ≡ Γ a ℓ a e and K e ≡ K a ℓ a e . One can always perform an SU(2) gauge transformation u that diagonalises the extrinsic curvature elements, K e = ξ e uτ 3 u −1 . Then (2) reads
where Γ u e = u −1 Γ e u + u −1 d e u. We propose to look at the decomposition of g e in (10) as the discrete version of (11) , where the gauge-transformed spin connection Γ u amounts to the knowledge of (N e ,Ñ e ). It follows that in a general gauge, this pair contains information about both intrinsic and extrinsic geometry. We will come back to this point in Section 5.
In retrospect, such a splitting also explains our incapacity to interpret purely geometrically the data labeled by (j e , N e ,Ñ e ), caused by the shape-matching problem raised earlier. This is because in general these data represent information about both intrinsic and extrinsic geometry, thus any attempt to interpret them purely in terms of intrinsic geometry is bound to fail. Out of this five degrees of freedom three should be purely interpretable as some intrinsic geometrical property of the 3d slice, while the other two carry informations about the extrinsic geometry. The extra angle ξ e is the missing ingredient necessary in order to reconstruct the third component of the extrinsic curvature tensor. 3 Including this additional angle, the space of variables associated with an edge of the graph is 6 dimensional, (N e ,Ñ e , j e , ξ e ). Accordingly, we define the extended space
where we used the obvious isomorphism of Ê e × S 1 e with T * S 1 e , the cotangent space to a circle. We dub this even-dimensional space of oriented areas, normals and extrinsic geometry the space of twisted geometries, given the lack of the required constraints to read a Regge geometry off these variables.
The edge component P e of the space of twisted geometries has on a given edge the same dimensionality of T * SU(2). The first results of this paper are that P Γ is a presymplectic manifold, and that there exists a reductionP Γ of P Γ such that 4 (i)P Γ is a phase space, in which (j e , ξ e ) are conjugate variables; 3 The same angle and a similar construction were studied by Immirzi [19] , see more on this in Section 3.2. Furthermore, an angle that plays a similar role to ξ is introduced in a covariant context by Dittrich and Ryan [20] and by Bonzom [28] . In these works, the four dimensional normals to the tetrahedra are used, instead of the three dimensional normals to the triangles as here. 4 A manifold is presymplectic if equipped with a closed but possibly degenerate 2-form Ω. The reduction is then the quotient by the kernel of Ω.
(ii) as a phase space, it is globally symplectomorphic to the non-gauge-invariant phase space of loop quantum gravity on a fixed graph,
Our construction turns out to be very similar to the early attemp by Immirzi [19] , which our work develops and extends. Following the discussion of the previous section, one can also consider the closure constraints on the extended spaceP Γ . This gives a notion of closed twisted geometries associated to the space
with S v the space of shapes of the polyhedron corresponding to the valency of the vertex. Our third result is that (iii) S Γ is presymplectic, and its reductionS Γ is symplectomorphic to the gauge-invariant space of loop quantum gravity,S
where V Γ is the total number of vertices in the graph, and as above the double quotient means imposing the Gauss law constraints at each vertex and dividing out the action of the SU(2) gauge transformation it generates.
Twisted geometries are thus particularly useful because they naturally parametrize also the gauge-invariant phase space: the only thing to take into account is the closure condition on the labels, and this can be implemented going from the normals to suitable cross sections [23, 24] . The result (13) implies that the parametrization in terms of twisted geometries factorises the gauge-invariant phase space of gravity as a product of phase spaces associated with edges and vertices. This abelianisation of the gauge-invariant phase space of loop gravity is a remarkable consequence of our parametrization. It provides a classical analogue to the well known factorization of the SU(2) spin network Hilbert space associated with a graph Γ as a sum over intertwiner spaces,
The goal of the next sections 2-4 is to demonstrate in a precise manner the claims (i), (ii), (iii). This is the bulk of the paper, which means that both the non-gauge-invariant and the gauge-invariant phase spaces of loop gravity can be parametrized in terms of a notion of discrete geometry. These twisted geometries are then candidate labels for full coherent states of the theory. These results are the starting point for the construction of new coherent states which will appear in [15] .
Finally in Section 5, we will come back to one of the initial questions, how we can separe the intrinsic from the extrinsic metric using the twisted geometries parametrization. We will also comment on the relation between twisted geometries and the construction of a phase space for Regge calculus investigated by Dittrich and Ryan [20] , in particular comment on ξ e and the four dimensional dihedral angles.
Phase space of twisted geometries
Consider the edge space
with variables (N,Ñ , j, ξ), where we dropped the label e everywhere to simplify the notation. Given the Cartesian factorization of P Γ in (12), the claims (i) and (ii) follow trivially if we can prove a symplectomorphism to T * SU(2). To establish this result, we will proceed in three steps:
1. We show that there is a natural and in fact unique Poisson structure on (15) which extends the Poisson structure of each factor of the Cartesian product.
2. We show that the 2-form Ω P associated to the Poisson brackets is degenerate on the codimension one manifold j = 0. P is thus a presymplectic manifold, which turns out to be reducible. The reduction, namely the quotient space in which we divide by the kernel of Ω P ,P ≡ P/Ker Ω P is a genuine symplectic manifold, and thus a phase space.
3. The key result is that there exists an isomorphism which is also a symplectomorphism such thatP
where the 2 identification is given by
This map is a symplectomorphism, therefore the quotient by it is still a symplectic manifold.
Before continuing, let us fix our conventions. Given a symplectic 2 form Ω we define the Hamiltonian vector fieldX f associated with a function f via iX f Ω = −df , and we will often refer to f as the Hamiltonian ofX f . The Poisson brackets are defined as
Poisson structure
Our starting point is that each factor of the Cartesian product (15) is a symplectic manifold on its own:
• A cotangent bundle T * S 1 has symplectic 2-form Ω T * S 1 = dξ ∧ dj, and Poisson bracket {ξ, j} = 1.
• A 2-sphere S 2 R of radius R has symplectic 2-form given by the area form Ω S 2 = ±R sin θ dθ∧ dφ, where θ and φ are the polar and azimuthal angles, and the sign depends on the orientation. The Poisson bracket is conveniently given in terms of the components of the unit vector N = (cos φ sin θ, sin φ sin θ, cos θ), as RN i , RN j = ±ǫ ij k RN k . Notice that the radius R is a "Casimir", i.e. Poisson-commutes with θ and φ: {N i , R} = 0.
We extend the above brackets to P taking the two spheres in (15) to have radius j and opposite orientations, 5 and such that the bracket between N andÑ vanishes: This means that we have the following brackets,
We still have to choose the brackets between ξ and N,Ñ . Let us give them in terms of a certain
We claim that there is a choice of L i , unique up to canonical transformations, such that the Poisson algebra closes and P is locally symplectomorphic to T * SU(2). As we will see, the Lie algebra function L is also uniquely determined by geometric considerations. Notice that independently of the relation to T * SU(2), the request that (18) closes as an algebra already constrains largely the form of L i . Firstly, we have
which gives the normalization condition L · N = 1. Secondly, from the Jacobi identity
we get the following coherence identity,
Similarly, we need L(Ñ ) ·Ñ = 1 and
where the minus sign is caused by the reversed orientation in (18a). The normalizations and coherence identities satisfied by L will turn out to be enough to guarantee the closure of the algebra. Furthermore, we will also prove that these conditions admit a unique solution, up to canonical transformations. These are shifts ξ → ξ − α(N ), with the other variables unchanged, and induce L(N ) → L(N ) + {jN, α(N )}. In fact, we will see that if L and L ′ are two solutions of Tr(LN ) = 1 and (21), then there always exists a function α(N ) on the sphere such that
This shift trivially preserves the normalisation condition,
as well as (21) . Up to these canonical transformations, there is a unique Poisson structure on P such that its projection on each factor S 2 j and T * S 1 is the canonical one. To prove this claim, we now construct explicitly the solution L. This requires the Hopf map, a standard tool of differential geometry which we review below.
Hopf map
The Hopf map is a projection π : S 3 → S 2 , such that every point on S 2 comes from a circle on S 3 . Since SU(2) ∼ = S 3 and S 2 ∼ = SU(2)/U(1), where U(1) is the diagonal subgroup generated for instance by τ 3 , the map can be defined in terms of group elements. In the fundamental representation of SU(2) as 2-by-2 unitary matrices, the Hopf map reads
The vector N (g) is manifestly invariant under g → g α = ge ατ 3 , thus it is a function of two variables only. To be more explicit, we parametrize g with two complex numbers z 0 and z 1 as follows,
A direct calculation then gives
where z ≡ z 1 /z 0 , and we introduced τ ± = τ 1 ± iτ 2 . The expert reader will recognize z ≡ z 1 /z 0 as the Hopf map for the stereographic projection of S 2 from the hemisphere with z 0 = 0. This result shows that SU(2) can be seen as a bundle (the Hopf bundle) over S 2 with a U(1) fibre. On this bundle we can define a section, that is an inverse map n :
This section associates an SU(2) element n to each point of the 2-sphere, the latter parametrized by the stereographic projection z. For instance taking the projection from the south pole, we have z = − tan θ 2 e −iφ in terms of the familiar polar coordinates (θ, φ). The choice (27) is clearly not unique, and any n α ≡ ne ατ 3 defines an alternative section. In the rest of the paper, we will work extensively with the section n(N (z)) defined by (27) . With abuse of notation, we will use simply n to refer to it, and we will interchangeably consider n as a function of N or as a function of N (z), hence z, even if we do not explicitely write the argument of n. We will also write the Hopf map simply as N = nτ 3 n −1 .
Geometric action on the Hopf section
Let us fix some conventions about SU(2). The su(2) algebra generators are τ i = −iσ i /2 and satisfy [τ i , τ j ] = ǫ ijk τ k . We introduce a cyclic trace Tr(XY ) ≡ −2 tr 1/2 (XY ), for any (X, Y ) ∈ su(2), where tr 1/2 is the trace in the fundamental representation. Tr gives a positive pairing, invariant under adjoint action, such that Tr(τ i τ j ) = δ ij . We can then identify su(2) with Ê 3 via X i ≡ Tr(Xτ i ), and Tr(XY ) = X i Y i .
Next, an element N ∈ S 2 is a unit vector in Ê 3 , and we have a natural action of the group SU(2) by rotations. This action is given, once we represent the 2-sphere as embedded into the Lie algebra su(2), via the coadjoint representation. Hence we can associate to an algebra element X ∈ su(2) a vector fieldX on S 2 , and its action on functions on the sphere is given by
where LX ≡ iX d+diX denotes the Lie derivative and i the interior product. For linear functions we have
Viewing S 2 as a symplectic manifold, the action of SU(2) on it is Hamiltonian, i.e. by explicit calculation one can verify thatX is an Hamiltonian vector field -associated to the function h X (N ) ≡ j Tr(N X), and the above Lie derivative is obtained from the Poisson bracket between N and h X ,
This Hamiltonian action can be used to write the coherence identity (21) as an identity involving Lie derivatives: contracting (21) with X i and Y j , we get
where L X ≡ Tr(LX) is the component of L along the algebra element X.
We are now interested in the action of the algebra on the Hopf section (27) . That is, we want to define the Lie derivative on n(N ), in such a way that the section is preserved. Let us first notice that
Comparing this to (29), we deduce that
where F X (N ) is a function on the sphere and N (n)F X (N ) commutes with the algebra element N (n). We see that F acts as a connection in preserving the Hopf map section under Lie derivative. Remarkably, this connection turns out to satisfy precisely the normalization and coherence identity required for the above function L. Therefore we can identify L as the sectionpreserving connection, which gives it a clear geometrical meaning. This key result is established thanks to the following lemma.
Lemma.
There is a unique function L : S 2 → su(2) that we call the "Lagrangian", such that
Tr(L dnn −1 ) = 0 and Tr(LN ) = 1,
explicitly given by
The Lagrangian appears in the Lie derivative of the Hopf map section n(N ),
and it satisfies the key coherence identity
Finally, the general solution to this identity satisfying the normalisation condition is given by
where α is an arbitrary function on the sphere. 6 Proof. The first part of the lemma amounts to simply solving the system (34). We can do so using the definition (26) of N (n), and computing the right-invariant 1-form of the section (27) ,
Explicitly evaluating (34) leads to the unique solution (35) .
To prove the second part of the lemma, we take the interior product of an arbitrary vector fieldX with the defining expression (34) . Recalling that by definition of Lie derivative, (LXn)n −1 = iX (dnn −1 ), we have
where we used (33) and the normalization condition. Hence F X = L X and (36) is obtained. Finally, to prove (37) we first observe that
where we used the definition of Lie derivative in the first equality, (36) in the second and dN = [dnn −1 , N ] in the third. Therefore,
Then, by taking the interior product of this relation withŶ we get
and since the last term vanishes, we obtain the coherence identity (37).
Notice that the latter also ensures that (36) verifies the consistency condition for Lie derivatives, namely LX LŶ − LŶ LX = L [X,Ŷ ] .
Let us now suppose to have another solution L ′ to the coherence identity and the normalisation condition Tr(L ′ N ) = 1. If we define the 1-form β ≡ − Tr(L ′ dnn −1 ), we see that
is a solution of the coherence identity as a sum of two such solutions. This, together with the definition of the differential iX iŶ dβ = LŶ β X − LXβ Y + β [X,Y ] , implies that dβ = 0. Since H 1 (S 2 ), the first homology group of the sphere, is trivial this means that there exist a function α such that β = dα, and thus L ′ X = L X + LXα. Finally, Tr(L ′ N ) = 1 follows as in (24) . This proves the gauge freedom (38), which can be written as anticipated above in (23) using the Hamiltonian action (30) .
The gauge freedom (38) has a very simple geometric origin: it corresponds to a change of section n → n α ≡ ne ατ 3 with α = α(N ) a function on the sphere. Indeed,
namely L α X = L X + LXα is the Lagrangian preserving the new section n α . 7 The same Lagrangian (35) can be taken also for the sphere with negative orientation, as we did in (18c). This is because the reversed orientation can be obtained with the map n → nǫ, ǫ = iσ 2 , which does not affect the first condition in (34) . Hence the reversed orientation simply amounts to N → −N , L → −L and the sign of the bracket is preserved.
From now on, we use the notation L to refer exclusively to (35) . The above lemma proves that the Lagrangian L i = Tr(Lτ i ), i.e. the section-preserving connection, 8 satisfies the normalisation condition L i N i = 1 and coherence identities (21) and (22) . Concerning the latter, the minus sign on the right hand side of (22) is included automatically in the right hand side of (37): as we change the orientation of the sphere, we also change the sign of the commutator [X, Y ]. These are the necessary conditions to the closure of the algebra discussed earlier. To complete the proof that the Poisson algebra (18) closes, we now exhibit the symplectic 2-form, and discuss its properties.
Symplectic Potential
It is convenient for the following to introduce the symplectic potential Θ, or canonical 1-form, such that Ω = −dΘ. In the case of the cotangent bundle to the circle, the symplectic potential is jdξ, and the Hamiltonian vector fields are = −∂ ξ ,ξ = ∂ j . In the case of a 2-sphere of radius j, say with right-handed orientation, we can use the Hopf section to write the potential as
7 An interesting example (see [16] ) is α(N (z)) = −2 arg(z), which gives in components
The name "Lagrangian" comes from the fact that L is the generator of vertical shifts in the bundle S 2 × U (1). That is under a finite rotation the section n is corrected by the "action" L:
This formula is the integral version of (36).
as one can easily verify using (26) and (39). The associated 2-form reads
and as already discussed in Section 2.3, the Hamiltonian vector fields are theX's generating the adjoint action (29) , and associated to X ∈ su(2). Indeed, using our section-preserving Lie derivative (36), we can verify that
where N X ≡ Tr(N X). In other words,X is an Hamiltonian vector field with Hamiltonian the linear function h X (N ) = jN X on the sphere. Let us now come to the Poisson algebra (18) of the twisted geometries, and discuss its symplectic 2-form Ω P = −dΘ P . By inspection, we see from the brackets (18a) and (18b) that Ω P should contain Ω T * S 1 and two Ω S 2 with radius j and opposite orientations. Remarkably, Θ P turns out to be simply a sum of the elementary symplectic potentials of each factor in the cartesian decomposition P = S 2 × S 2 × T * S 1 ,
That is, we claim that the brackets (18) are given by
To show it, we first need to compute the Hamiltonian vector fields on P . To avoid confusion with the vector fields on S 2 and T * S 1 previously introduced, we denote the new ones χ f , where f = j, ξ, h X ≡ jN X andh X ≡ jÑ X , and such that i χ f Ω P = −df . For j = 0, these are given by Proof. To check (52a), we first notice that for a constant X we have
Since i ∂ ξ Ω P = dj, (52a) follows. The computation for χh X is similar up to a sign due to the reversal of the orientation. To check χ ξ , we first evaluate
Then,
where we have used again (36) and in the last equality the defining property of the Lagrangian. A similar calculation shows that
thus (52b) follows.
Comparing the Hamiltonian vector fields (52) to those of T * S 1 or S 2 on their own, we see that the only differences are the pieces depending on the Lagrangian L, which are generated by the last two terms of (51), the ones mixing the circle and the spheres. From the viewpoint of the symplectic potential (50), the only origin of the mixing is the choice of radius of the sphere. 9 Using these vector fields and properties such as (53, 55), it is straightforward to check that we recover the Poisson brackets (18) , with L i = Tr(Lτ i ). For instance,
The Poisson structure (18) that we introduced on P can be now studied through the symplectic 2-form (51). In particular, the Jacobi identity and closure of the algebra can be proved deriving the Maurer-Cartan equation satisfied by this symplectic potential. We leave this demonstration to the interested reader. More important is the issue of the invertibility of Ω P , because to be a proper symplectic manifold, a space needs to be equipped with a closed and non-degenerate 2-form. Now, Ω P is trivally closed, as it descends from a local symplectic potential. However, it is degenerate at j = 0. Since Ω P fails to be non-degenerate everywhere, P is only a presymplectic manifold, in the terminology of Souriau [29] .
A symplectic manifold can then be obtained in two ways. The first way is to simply consider a new space P * with j = 0. The second is to reduce the presymplectic manifold by the kernel of Ω P , i.e. to consider the quotient manifoldP ≡ P/Ker(Ω P ). The latter is a symplectic manifold, with non-degenerate 2-form given by Ω P projected onP . It is this second way that leads to a symplectic manifold globally isomorphic to T * SU(2), and that we now describe in detail.
Taking the quotient means dividing by the equivalence class p ∼ p ′ where p ′ = eDp, witĥ D ∈ Ker(Ω P ) and p, p ′ ∈ P . The first thing to do is thus to identify the vectors generating the kernel of Ω P . As seen, the kernel has support at j = 0, thus we are looking for the vector fields whose interior product with Ω P is proportional to j, and which leave us on this submanifold. The set of such vector fields is given bŷ
where g = ne ξτ 3ñ −1 is the group element rotating N intoÑ = g −1 N g. Indeed, using the fact that N X =Ñ Y , the interior product with the symplectic 2-form computes to
which vanishes at j = 0. Next, to find the equivalence class generated by the vector fields, we notice that they rotate jointly the vectors N andÑ:
this rotation is such that it preserves the group element g = ne ξτ 3ñ −1 , sincê
Therefore the equivalence relation between p ∈ P and
with N andÑ jointly rotated, and ξ translated in such a way as to preserve g = ne ξτ 3ñ −1 . Dividing by this equivalence relation means that the two 2-spheres sitting at the boundary are identified, and one is left with a 3-sphere parametrized by N and ξ. We conclude that the coordinates ofP ≡ P/Ker Ω P span P * = S 2 j × S 2 j × T * S 1 for j = 0, and S 3 for j = 0. The two symplectic manifolds P * andP clearly differ in their topology. The difference is captured by the homotopy group, which is U(1) for P * , and trivial forP . 10 Finally, let us point out that the symplectic potential is invariant under the 2 transformation
This is implemented on the Hopf section by n → nǫ andñ →ñǫ, with ǫ = iσ 2 . It is easy to see that this transformation leaves Θ P invariant since d(nǫ)(nǫ) −1 = dnn −1 . Hence (62) is a canonical transformation, and both P * / 2 andP / 2 are still symplectic manifolds.
This concludes the construction of the phase space of twisted geometries. We have shown that P * andP , as well as their reductions by (62), are symplectic manifolds. Their closed, non-degenerate symplectic 2-forms are given by the relevant projections of Ω P . Specifically,P is given by P * completed by a 3-sphere sitting at j = 0. In the next Section, we prove thatP / 2 is nothing new: it is isomorphic to the standard phase space used in loop quantum gravity.
Symplectomorphism with SU(2) phase space
A Lie group G is a manifold, and as for any manifold, a symplectic structure can be associated to its cotangent bundle, T * G. Let us recall the basics of this construction, refering the reader to the literature [31, 32] for the details.
SU(2) cotangent bundle
The Lie algebra g ∼ = T e G is isomorphic to the set of right-invariant vector fields on G. 11 A right-invariant vector field in the direction of X ∈ g , which we denote ∇ L X , acts on functions on the group as the left derivative
Under the adjoint transformation g → gXg −1 , we obtain the right derivative
The map from the vector fields to elements X of the algebra is provided by the algebra-valued, right-invariant 1-form dgg −1 , which satisfies
The set of right-invariant 1-forms is isomorphic to the dual algebra g * , thus the cotangent bundle trivializes as
To study functions on T * G, recall that each element X ∈ g determines a linear function h X on the dual algebra g * . Let us fix from now on G = SU (2), and take the trace Tr(XY ) ≡ −2 tr 1/2 (XY ) introduced earlier. With this ad-invariant positive pairing we can define the linear action as h X (Y * ) = Tr(XY ) and identify su(2) and its dual su (2) * . Thanks to this identification we can parametrize su (2) * directly with elements X of the algebra. The 6-dimensional cotangent bundle T * G is then trivialized by the following symplectic potential [31, 32] ,
The symplectic 2-form computes to
where we have introducedX ≡ −g −1 Xg. From the symplectic 2-form one gets the following Poisson brackets,
Proof. Let us identify su(2) with Ê 3 , via X i = Tr(τ i X) = h τ i (X). Consider then the following vector field on
This vector field is such that
that is (69) is the Hamiltonian vector field of h Y (X), and
Next, the Hamiltonian vector field of a function f (g) on the group iŝ
It is then easy to see that two functions on the group, say f (g) and h(g), have a vanishing Poisson bracket, Ω T * G (X f ,X h ) = 0. Finally,
We see from the brackets (68) 
Symplectomorphism
The key to construct the isomorphism is the Hopf map (26) introduced above. We consider the two sections n(N ) andñ(Ñ ) such that N = nτ 3 n −1 ,Ñ =ñτ 3ñ −1 . Then, we define the map
which implies thatX ≡ −g −1 Xg = −jÑ . The map is two-to-one, as the two configurations (N,Ñ , j, ξ) and (−N, −Ñ , −j, −ξ) give the same pair (X, g), and it can be inverted in each branch provided |X| = 0:
The map then gives an isomorphism
where the 2 symmetry is the identification (62) of the two configurations with opposite signs all over. Furthermore, the isomorphism extends trivially to an isomorphism
since we have already shown that the two spaces coincides at the origins j = 0, X = 0, where both are given by a 3-sphere.
What we want to prove next is that the isomorphism (77) is also a symplectomorphism, namely it preserves the Poisson structure of the symplectic spaces. As we now show, this is a direct consequence of the identification of the two symplectic potentials (50) and (66).
Proposition. The map (75) provides an invertible symplectomorphism between the phase spaceP e with Poisson brackets (18) and T * SU(2) with Poisson brackets (68).
Proof. A straighforward calculation gives
The identification of the two potentials is up to the 2 symmetry (62), which as already discussed leaves Θ P invariant. Let us make some remarks.
• Even if the proof is straighforward, it is instructive to check the symplectomorphism at the level of Poisson brackets. To that end, it is convenient to use the identification of su(2) with Ê 3 via X i = Tr(τ i X), and write the Poisson brackets (68) of linear functions on T * SU(2) in the simple form
The first Poisson brackets in (79) can be immediately verified using the Poisson brackets (18a) in the definitions (75a). The second Poisson bracket can be verified as follows. Using (75a) and (75b), we have
where we used the fact that N andÑ have vanishing Poisson bracket. The first bracket in the right hand side of (80) gives the action of the algebra on the Hopf section, which we computed above in (36) ,
Concerning the second term in (80), we have from (18c),
Putting these two together we get the desired result,
Let us also check the action ofX, the third bracket of (79). We have
Using (18c) the first term gives L i N g, whereas the second bracket computes to
Using the fact that gÑ = N g, we obtain
Finally, one could similarly proceed to check that functions of g commute, although the direct computation via Poisson bracket is more intricate.
• In the course of this work, we realized that the same decomposition (78) of the T * SU(2) symplectic potential was considered long ago by Immirzi [19] . Here we recover the same result, thus our work on twisted geometries turns out to develop and extend ideas already present back then. In particular, a crucial remark is the following: in [19] it is argued that the extrinsic curvature should be wholly carried by the extra angle that we denote ξ e , and that this leads to an obvious difficulty, since ξ e does not have enough degrees of freedom to characterize a discretization of the full extrinsic curvature. The criticism is well-posed, and its solution lies in the fact that part of the extrinsic curvature is carried by the variables N andÑ , as already anticipated in the introduction. We will come back to this important point below in Section 5.
Let us summarize where we stand. In this Section, we have introduced the phase spaceP with Poisson brackets (18) , and showed that it is symplectomorphic to T * SU(2). The symplectomorphism extends straightforwardly to the whole triangulation, so we conclude that
The symplectomorphism (87) allows us to give a completely new parametrization of the kinematical phase space of loop quantum gravity on a fixed graph as the space of twisted geometries. This result answers the question raised in the introduction, and shows that there is a natural discrete geometry associated with the space of holonomy-flux variables: the latter space can be written in terms of areas, normals and an abelian "connection" ξ ∈ S 1 , which can be thought of as the modulus of the extrinsic curvature gauge-fixed as in (11) . Notice that this discrete geometry is not a Regge geometry, in particular, it is discontinuous because the shapes of the triangles do not match in general.
Abelianization of the gauge-invariant phase space
The description of the kinematical phase space of loop gravity in terms of the discrete, discontinuous twisted geometries is particularly useful when one works at the gauge-invariant level. To fix ideas, let us consider a closed, 4-valent graph. For this, the familiar relation 2E = 4V between the total number of edges and that of vertices holds. Then, the Hamiltonian reduction of the phase space gives a dimensionality of 6E − 6V = 2E + 2V , which is a pair of conjugate variables for every edge, and a pair of conjugate shape parameters for every vertex. More generally, one expects 2 variables for each edge, and 2(n − 3) variables for each n-valent vertex. The question is then how to conveniently extract this set of variables from the initial (g e , X e ) of the kinematical space. As we now discuss, twisted geometries give an explicit answer.
The gauge-invariant phase space of loop gravity is obtained imposing the Gauss law constraint at each vertex, and then dividing out the action of the SU(2) gauge transformation it generates,S
Here V Γ is the total number of vertices in the graph. In order to impose the Gauss law, there is one important aspect that we need to recall. The kinematical space is given by the assignment of the holonomy-flux variables (g e , X e ) on a fixed, oriented graph and under reversal of the orientation of an edge, g −e = g −1 e and X −e = −g −1 e X e g e ≡X e . Since we are trivializing T * SU(2) with right-invariant vector fields, the latter property means that under reversal of the orientation we get the left-invariant one. Thanks to this fact, the Gauss law can be defined as C v := e|s(e)=v X e + e|t(e)=vX e = 0 at each vertex.
Notice the "non-local" nature of the quotient in (88): each edge subspace is affected by the two vertices it connects. This is the complicate feature that our new parametrization (75) simplifies, since we assign to every edge two unit vectors, N e to the source vertex andÑ e to the target vertex, and the relation X −e = −g −1 e X e g e is automatically taken into acount. Then the Gauss law can be imposed, and the quotient by SU(2) V Γ can be taken, at each vertex separately. Furthermore, through the map (75), the Gauss law coincides with the closure constraint [13] (see also [14] ), C v := e|s(e)=v j e N e − e|t(e)=v j eÑe = 0. Therefore the procedure amounts exactly to the symplectic reduction already discussed in Section 1.2.
In details, consider the presymplectic kinematical space (12), parametrized by the twisted geometries. We can factorize it as a product over edges and vertices, analogously to what we did with (3) for the initial area-angle space:
We now identify the Gauss law with the closure condition, and take the symplectic quotient locally at each vertex. As already discussed in Section 1.2, this amounts to impose the classical closure condition (5) and to divide by the SU(2) rotations it generates. The result on each vertex is the space of shapes of the polyhedron, S v ≡ × e S 2 e //SU(2), which is a 2(n − 3)-dimensional phase space itself [13, 23, 26] . On each edge, although the closure does not affect the ξ e directly as a constraint, it does as the generator of SU(2) transformations, since
This double action on each ξ e has the role of shifting the Hopf sections. Hence, the reduction requires a gauge-fixing of the choice of Hopf sections in the ξ e variable. Let us assume that the graph is such that this fixing can be done globally without ambiguities. 12 Then, denoting ξ 0 e the gauge-fixed variables, we obtain
This is a factorization of the presymplectic gauge-invariant phase space in terms of a 2-dimensional phase space assigned to each edge, and a 2(n − 3)-dimensional phase spaces assigned to each n-valent vertex. The procedure is then completed as before, dividing by the kernel of the gaugereduced symplectic 2-form. This results in a symplectic spaceS Γ isomorphic by construction to the gauge-invariant phase space (88), namely we obtain (13).
12 An more complicated question is on the other hand to find a gauge-invariant reduction of the ξe variables.
To understand the problem, consider first the simple example of a single edge closed on itself, r i . In this degenerate case, the unique closure C = jN − jÑ = 0 implies only the two conditionsÑ = N , i.e.z = z. It is then straighforward to see from (90) that {ξ, C} vanishes on shell, hence ξ g.i. ≡ ξ is a gauge-invariant variable. However, this vanishing would be lost had we chosen a non-matching section between n andñ. In other words, although we are free to choose the sections of the Hopf bundle at the kinematical level, imposing the gaugeinvariance removes this freedom. Hence, finding a gauge-invariant angle ξ g.i. e requires also finding a consistent choice of sections throughout the graph. We leave this issue open for future studies.
This decomposition shows that the gauge-invariant space is described by closed twisted geometries, and factorises as a product of phase spaces associated with edges and vertices. This factorization offers a classical analogue to the decomposition L 2 (G Γ ) = ⊕ je ⊗ v H v of the gauge-invariant Hilbert space on a fixed graph of the quantum theory. In particular, closed twisted geometries realize explicitly the counting described earlier: 2 variables per edge and 2(n − 3) per vertex. The edge variables are still the abelian pairs (j e , ξ 0 e ), whereas the vertex variables are suitable cross ratios parametrized by n − 3 complex variables Z v [13, 23] . For instance in the 4-valent case, the space of shapes of the tetrahedron is two dimensional and can be conveniently parametrized by a complex variable defined as the cross ratio of the stereographic complex coordinates parametrising the 4 points on the spheres meeting at v. Therefore the gauge-invariant phase space can be fully parametrized by abelian complex labels,
where Z e ≡ j e + iξ 0 e is the complex coordinate associated with edges. This complete factorisation and the related abelianization of the loop quantum gravity gaugeinvariant phase space is the most remarkable property of the new parametrisation introduced here. It will play a key role in the quantization of this phase space and in the construction of coherent states [15] .
On the separation between intrinsic and extrinsic geometry
We now want to come back to the interpretation of the variables (N e ,Ñ e , j e , ξ e ) as extrinsic and intrinsic geometrical data. Thus far, the interpretations of j e as the oriented area of the face dual to e, and of ξ e as the norm of the extrinsic curvature integrated along e, are clear. The question to resolve concerns the interpretation of N e andÑ e , and the separation between intrinsic and extrinsic geometry.
The connection between (g e , X e ) and the intrinsic E a i (x) and extrinsic K i a (x) geometry is easily done in the continuum limit, where g e ≃ ½ + A e , X e ≃ E e , and 1 γ Tr(X e dg e g −1
From this Ω = −dΘ = 1 γ dA ∧ dE, and the familiar brackets of loop gravity follow,
Finally, using
one recovers the Poisson bracket in ADM variables, {K i e , E e ′ j } = δ i j δ e ′ e . Here on the other hand we are interested in this separation in terms of some discrete quantities functions of the twisted geometries, without taking the continuum limit. Namely, we want to introduce two quantities A e (N,Ñ , j, ξ) and E e (N,Ñ , j, ξ), functions of the twisted geometries to determine, such that splittings like (93) and (95) hold without taking the continuum limit.
To that end, let us first of all define A e simply as the Lie algebra element whose exponential gives the holonomy of the connection (75b), g e ≡ e Ae . Then, let us investigate what combination of N e ,Ñ e can be identified as purely intrinsic geometry, i.e. the combination which (i) Poisson commutes with itself, and (ii) is dual to A e . Using the fact that
with J(x) ≡ (1 − e −x )/x and ad Y · X ≡ [Y, X], we can write the symplectic potential associated with each edge as follows,
where
This clearly identifies the intrinsic geometry variables, since it satisfies
As desired, these variables Poisson commute with each other. The next step is to identify what is the discrete analogue of the extrinsic curvature, namely we want to introduce further discrete quantities Γ and K such that
This step more involved, and our argument will be less conclusive. We have already argued in Section 1.3 that one can always choose a gauge such that (95) reduces to (11) , and thus ξ e should be seen as the modulus of γK e in this gauge. From this, we would like to infer that for ξ = 0 also K and K vanish, so that e Γe = n eñ
This would allow us to identify the finite version of the spin connection Γ in terms of the twisted geometries. However, there is a subtlelty: recall in fact that there is a gauge ambiguity n → ne α(N )τ 3 in the choice of the section. So what we mean by the above formula is that we expect that there exists a choice of section n e ,ñ e (this choice might be different for different edges) such that the above interpretation hold. What this section is can be worked out explicitely [14] in the case the data satisfy the gluing constraints. What section one should choose in the case when these constraints do not hold is not clear, but for the discussion we assume that there is such a choice. Next, notice that we can write g e = n e e ξeτ 3ñ −1 e = n eñ −1 e e ξeÑe = e Γe e ξeÑe .
At this point we use the decomposition of exponentials
where J −1 (x) = x/(1 − e −x ), to get e Γe e ξeÑe = e
We have
Thus from (100) we have the identifications
Summarizing, under the assumptions (i) of a decomposition (100) at the discrete level, and (ii) that there exists a consistent choice of section realizing (101), we are able to identify a combination of twisted geometries describing purely the extrinsic curvature K, given for small curvature by the second term in (106). This shows in particular that the vectors N e andÑ e contain information on both intrinsic (98) and extrinsic (106) geometry. Although this discussion is preliminary and needs to be further developed, the important message is clear: the vectors N e andÑ e , and thus the fluxes, carry information on the extrinsic curvature. This is also the reason why the fluxes do not commute in loop gravity, because ultimately they not only capture information only about the intrinsic metric but also about the extrinsic curvature (see also discussion in [33] ).
Gluing conditions and Regge phase space
We have shown that twisted geometries describe a notion of discrete geometry associated to the kinematical phase space of loop gravity, whose intrinsic part is carried by (j e , N e ,Ñ e ), and extrinsic part by (ξ e , N e ,Ñ e ). A similar separation can be made also after the closure condition is imposed over the whole graph, i.e. in the space of closed twisted geometries corresponding to the gauge-invariant phase space of loop gravity. This reduced space still describes discontinuous metrics, because of the shape-matching problem discussed in Section 1.2. As already pointed out, this problem is caused simply by the fact that (j e , N e ,Ñ e ) carry information about both intrinsic and extrinsic geometry, and thus it cannot be purely interpreted in terms of a three dimensional discrete geometry.
At this point, one might also wonder what happens if the shapes are made to match. To make the shapes match and the geometries continuous, one needs to add gluing contraints along the lines discussed in Section 1.2. Since the reduction by the gluing constraints of areas and normals alone corresponds to Regge calculus, the reduction of the closed twisted geometries gives a notion of phase space for Regge calculus, described by the (now continuous) piecewiseflat Regge metrics, and their extrinsic curvature.
As these constraints provide a further restriction than the Gauss law, such a Regge phase space is smaller than the gauge-invariant loop gravity phase space on a fixed graphS Γ , a point already made in the literature [20, 34] . This should not come as a surprise: each configuration of holonomies and fluxes inS Γ corresponds to infinite possible continuous metrics, but in general none of these will be piecewise flat. Such characterization requires additional conditions, which thanks to the twisted geometry parametrization of the gauge-invariant phase space, are manifestly identified precisely by the gluing constraints.
It would be interesting to carry this program of additional reduction further, in particular, to study the relation of our angles ξ e to the natural variables carrying extrinsic curvature in Regge calculus, namely the four dimensional dihedral angles θ e (this the angle between the two normals to the tetrahedra sharing the triangle e embedded in the four dimensional spacetime). We leave this issue open for the moment, but we point out that preliminary conclusions can be drawn from work in the spin foam formalism [13, 14, 28] . There emerges, at least for the simple triangulation corresponding to the boundary of a 4-simplex, an explicit relation between an angle like ξ e and the dihedral angle, relation depending on the immersion of SU(2) into the covariant group and thus on the Immirzi parameter.
Furthermore, the construction of a phase space for Regge calculus has been investigated by Bahr, Dittrich and Ryan [20, 35] (see also [36] ). Their approach differs from ours in being covariant and related to a specific action, thus for instance they use a covariant (Euclidean) SO(4) Poisson structure, and four dimensional normals to tetrahedra. However there are important points in common, such as the basic role of the area-angle variables and the introduction of an angle like ξ e to encode the connection degrees of freedom, analogue of our (10) . Because of this, we expect a contact between the Regge phase space they introduce, and the one that can be obtained imposing the gluing conditions on the closed twisted geometries.
Conclusions
In this paper we presented a new parametrization of the phase space of loop quantum gravity on a fixed graph in terms of quantities describing the intrinsic and extrinsic geometry of a three dimensional triangulation dual to the graph. The parametrization is based on a symplectomorphism between the holonomy-flux variables, living in the SU(2) cotangent bundle associated with each triangle, and a set of geometric quantities, the twisted geometries, that can be interpreted as an assignment to each triangle of its oriented area, two unit normals as seen from the two polyhedra sharing it, and an additional angle related to the extrinsic curvature which parametrises the transformation between the two frames. The Poisson brackets among these variables are given by equations (18) , and have an interesting geometric interpretation in terms of a Lie derivative preserving the Hopf section on the sphere.
Initial motivation for these variables comes from the study of coherent intertwiners [8, 13] , the construction of the new spin foam models [8, 9, 10, 28] , spin foam graviton calculations [5, 6] , and area-angle Regge calculus [27, 20, 35] . Here we showed how the variables suggested by these different approaches can be coherently put together to give a new parametrization of the phase space of loop gravity. The main novelty allowing us to realize this program is the presence of an angle ξ e per edge, which contains information about the extrinsic curvature and it is essential to reconstruct a parametrization of a discrete version of the classical phase space of general relativity.
What this parametrization means, is that there is a natural discrete geometry associated with the holonomy-flux variables. The peculiarity of this twisted geometry is to be discontinous, since each triangle has in general a different shape when seen from the two polyhedra sharing it. The geometries can be made continuous imposing suitable gluing constraints, not present in the loop approach, which effectively reduce them to piecewise-flat Regge geometries. This shows the the Regge geometries are a subset of the phase space of loop gravity, a point already made in the literature [34, 20] . On the other hand, the description in terms of twisted geometries has an intriguing relation to twistors [16] .
A useful property of the parametrization is that the geometric interpretation of holonomies and fluxes given holds for both the kinematical and the gauge-invariant phase spaces of loop gravity. The difference lies in the simple closure conditions being satisfied or not by the variables. When they are satisfied, the variables can be conveniently reduced to a pair of conjugate variables per edge and 2(n − 3) variables per vertex. This result provides an abelianization of the gaugeinvariant phase space analogue to the decomposition L 2 (G Γ ) = ⊕ je ⊗ v H v of the quantum theory. This new parametrisation and especially the abelianisation provide a direct and simple route towards quantisation of the loop quantum gravity phase space in terms of coherent states labeled by the twisted geometries. This will be the subject of a follow up work [15] .
It should be remarked that similar ideas had been investigated by Immirzi [19] . In particular, he had already considered the same symplectomorphism, but was worried by how restrictive it looks to describe the extrinsic curvature purely in terms of (his equivalent of) ξ e . As we showed in this paper, the problem does not exist, because the extrinsic geometry is not fully captured by ξ e , but also contained in the normals N e andÑ e . Our construction also clarifies the fact that the flux operators X e satisfying the relation X −e = −g −1 e X e g e carry both intrinsic and extrinsic geometry. It is therefore not appropriate to think of them as providing information only about the boundary metric, at it is usually done in the LQG literature. It also explains why this set of operators does not commute, a property that would be puzzling had they been purely intrinsic.
Finally, we also considered the problem of constructing discrete variables, functions of the twisted geometries, corresponding to purely intrinsic and purely extrinsic geometry, and thus representing the original classical algebra. Such a construction can be viewed as a discrete analogue of the decomposition A = Γ + γK, which is the cornerstone of the equivalence between SU (2) gauge theory and gravity. We proposed here an explicit construction which relies on some assumptions, and we believe it would be useful to further investigate this problem, so to fully control the separation at the discrete level of the intrinsic and extrinsic geometry contained in the sphere variable N e andÑ e .
