Predicting the future to anticipate the outcome of events and actions is a critical attribute of autonomous agents; particularly for agents which must rely heavily on real time visual data for decision making. Working towards this capability, we address the task of predicting future frame segmentation from a stream of monocular video by leveraging the 3D structure of the scene. Our framework is based on learnable sub-modules capable of predicting pixel-wise scene semantic labels, depth, and camera ego-motion of adjacent frames. We further propose a recurrent neural network based model capable of predicting future ego-motion trajectory as a function of a series of past ego-motion steps. Ultimately, we observe that leveraging 3D structure in the model facilitates successful prediction, achieving state of the art accuracy in future semantic segmentation.
Introduction
An important aspect of intelligent behaviour for autonomous agents, is the ability to not only comprehend singular static scenes but also to leverage previously collected visual information, to predict the outcome of future events [19] . As a proxy for this capability, many attempts at forecasting future video from past frames have been made, centering around prediction of RGB pixel values [10, 16, 18, 21] . However, prediction in RGB pixel space quickly leads to blurring effects as RGB pixel intensities are difficult to predict precisely [14] .
Accurate RGB prediction is also arguably unnecessary for many tasks. An alternative approach has emerged centering around future prediction in the semantic segmentation space which contains sufficient detail of contextual information for decision making in many applications. Future semantic segmentation aims to predict pixel-wise semantic labels of future frames given a stream of past monocular RGB video frames. Prior work on future semantic seg- Figure 1 . A high-level overview of our method. The input RGB frame, along with a segmentation mask predicted from it, are used to construct a 3D point cloud (via a learnable depth estimation). This point cloud is then transformed according to a prediction for future egomotion trajectory. Finally, projecting the predicted point cloud into 2D space produces a segmentation prediction for the future without access to the future RGB frame or motion data. mentation focuses on directly mapping inputs to the future frame in an unstructured manner. In one approach, autoregressive CNNs take a stack of past frames and predict future frame segmentations directly, performing well against a segmentation baseline, and demonstrating convincing future frames up to 0.5 seconds in advance [13] . In another approach, Generative Adversarial Networks (GANs) are applied to produce temporally consistent features [9] , which complement and enhance a segmentation model's accuracy, by using both future and past frames.
In this work, we propose a novel, and complementary to prior work, approach for future segmentation. We cast the segmentation problem into the 3D scene itself and propose to incorporate the structure information into learning (Figure 1 ). More specifically we propose learning each structured component of the scene: particularly the 3D geometry and the future ego-motion trajectory. Given a video sequence, we treat the future prediction as a result of a rigid transformation within a 3D scene. We apply a joint model to estimate 3D depth and ego-motion of past RGB frames, to reliably transform past semantic segmentation masks to predict the segmentation of future frames. We treat egomotion as an SE3 transform [1] and further propose to train a recurrent neural network module to predict future frame ego-motion trajectory, which additionally enhances the accuracy of our predictions. To the best of our knowledge, 3D information such as depth and ego-motion have not been previously employed for this task, and our work is the first to introduce 3D structure as well as learned future motion to future semantic prediction. We demonstrate the usefulness of the approach by forecasting the segmentation of future frame sequences and are able to achieve improvements in segmentation accuracy on unseen future frames, relative to a segmentation-only baseline as well as a state-of-the-art result. The advantages of our method are:
• Predicts future frames by means of 3D geometry information. One innovation of this work is to leverage 3D depth and ego-motion sub-modules for the purposes of future segmentation. These are learned in an unsupervised method from video sequence only, meaning no additional supervision or sensors are necessary.
• Treats the problem by introducing proper structure (3D geometry of the scene), thus allowing for clear paths to improvement by enhancing well understood submodule i.e. improving ego-motion estimates by learning predicted SE3 transforms for future ego-motion trajectories.
• Provides competitive performance to the state-of-theart and is capable of predicting future segmentations at larger time horizons.
Related Work
The first future frame prediction models were employed for directly predicting the next or future RGB video frames [10, 16, 18, 21] . These methods work at the pixel level, entirely in the RGB space and lack semantics. These approaches are appealing as they only require RGB video frames for supervision, at the same time they often lead to blurred next frame predictions due to the uncertainty of each pixel's precise value and location.
Alternatively, prediction of semantically labelled pixels greatly simplifies the task, as pixel values are categorical and uncertainties more easily resolved. Furthermore, employing semantic abstraction modules has been theoretically shown to lower the amount of training data required when modeling complicated tasks [20] .
Future frame segmentation was introduced by a video scene parsing method by Luc et al. [13] , in which the primary task was pixel-wise semantic labeling of future frames by learning and using features, which enforce temporal consistency. This was accomplished with a network, similar to [16] , that was trained to predict the immediate next frame from a series of four preceding frames. Luc et al. [13] further introduced an autoregressive convolutional neural network that is trained to iteratively generate multiple future frames. The model performs well relative to a baseline segmentation, as well as warping. In this prior work all training and evaluation is done on local image patches of 128x256 pixels in order to take advantage of the full image resolution. Conversely, in our work we aim to use the whole scene information instead and approach the task by incorporating 3D information for semantic understanding.
Jin et al [9] propose leveraging temporal consistency to enhance the segmentation task itself; future frames were used jointly with past frames, to produce the highest quality segmentation possible. Unlike this work we focus on producing future frame segmentation masks without employing future frame information.
More loosely related to our work, future frame prediction which decouples motion and content has been proposed by Villegas et al [22] . Video sequences with instance segmentations have also been successfully used for prediction of human or object trajectories for activity understanding [5, 7, 11, 12, 17] .
3D Future Semantic Segmentation
The task of future scene segmentation is defined as follows. Given input RGB images X t−9 , X t−6 , X t−3 , X t for frames t − 9 to t, predict a segmentation map S t+3j for future frames t + 3j, for j ∈ {1, 2, 3, 4, 5}, when available. We consider different versions of the problem by predicting three frames ahead of time (a short-term prediction [13] which is 0.18 seconds in the future) or 6-9 frames in advance (mid-term prediction which is up to 0.54 seconds), and longer term, i.e. 12-15 frames (up to 0.9 seconds in the future). Each segmentation map S is specified as a K−channel one-hot map S ijk where K is the number of classes (K = 19 for Cityscapes [4] ), k ∈ {1..K}, and i, j iterate over the image coordinates. At times, we drop the k superscript and use S ij to refer to the entire one-hot vector of size K at coordinates i, j. We use a time subscript t, e.g. S ij t , to refer to the segmentation map at time t. An overview of the 3D future semantic segmentation method and its components is shown in Figure 2 . In order to predict the segmentation of a future frame (t + 3), we propose to reconstruct the scene in 3D. We first compute the segmentation of the current frame at time t, e.g. by [3, 2] and learn to predict its depth, which can be done without supervision [23, 15] . A segmented 3D point cloud of the current frame (t) is generated, which represents the 3D scene as observed. We further propose to learn to predict the future ego-motion trajectory from the history of prior ego-motion Figure 2 . An overview of our method: to predict the segmentation of a future frame (t+3), we first compute the segmentation of the current frame (t) and estimate its depth (which is also learned). Together this allows us to generate a segmented 3D point cloud of the current frame (t). Additionally, we use the current frame (t) and its preceding frames to estimate the ego-motion of the future frames (t + 3), (t + 6), etc. We then use the predicted ego-motion to transform the segmented point cloud from frame (t) to generate the segmentation of the future frame (t + 3), and recursively to subsequent frames (t + 6), (t + 9), etc.
vectors and apply this future egomotion to transform the 3D scene accordingly. The 3D point cloud is then recurrently transformed to future positions according to the future egomotion. We note that future ego-motion trajectories are not available as ground truth and we use the learned ones from the unsupervised depth and ego-motion model. If ground truth ego-motion vectors are available through global positioning systems (GPS) they can significantly improve the future estimations as well. This section is organized as follows: Section 3.1 describes the baseline segmentation model. Section 3.2 presents the main 3D future segmentation, where also the strategy for learning the depth and ego-motion is described, Section 3.3 presents the proposed future ego-motion learning and prediction, and finally, Section 3.4 describes the inpainting approach which is part of the future segmentation.
Baseline Segmentation Model
We employ a baseline semantic segmentation model based on Xception-65 [3] (or alternatively a model based on DeepLab ResNet-101 [2, 6] can be used). The segmentation model produces a segmentation map S ij t with a 19 dimension one-hot class label vector (corresponding to the semantic classes available in Cityscapes), at each pixel i, j in the frame. The input to this model is the starting frame X t .
3D Segmentation Transformation
Even though segmentation maps are two-dimensional objects, we propose to cast the segmentation prediction problem as a 3D problem since the underlying scene is three-dimensional. We first learn to predict the depth of the scene in unsupervised manner, which can also produce the ego-motion between consecutive frames of the video sequence. Recent work [15, 23] has shown learning of depth and ego-motion without supervision and from monocular RGB videos only. Using these predictions we can construct a 3D representation of the scene and use it to make predictions about future segmentation maps.
Learning an unsupervised depth and ego-motion model. We train the unsupervised depth and ego-motion model of [15] on the Cityscapes dataset using the opensource code, as it has shown higher accuracy in both depth and ego-motion estimates. This method uses convolutional networks to estimate depth and ego-motion from raw RGB frames. During training, depth and ego-motion estimates are used to reconstruct RGB images or point clouds from adjacent frames. Loss functions on these reconstructions are used as supervision for learning depth and ego-motion. The trained models can estimate depth from a single frame and ego-motion from a pair of frames. While it is possible to train the depth and ego-motion model concurrently and end-to-end with the segmentation prediction model, for the sake of modularity and simplicity we chose to train these components separately.
Applying the learned depth and ego-motion model. Given a current frame X t , we apply the trained depth model to produce an estimated depth map for the current frame, D t . Subsequently, given X t , and X t−3 , the frame three time steps in the past, we apply the trained ego-motion model to estimate the motion between frames T t−3→t . Ego-motion is represented by a 6D vector describing the camera's movement as translation in x, y, z and rotation described by pitch, yaw, and roll. While the rotation components are in radians, the translation components are in some scale-invariant unit chosen by the ego-motion model. However, this unit is consistent with the distance unit learned in the depth modelsince the two models are trained jointly-and therefore the predictions from these two models can be used together.
Obtaining 3D future segmentation. The camera intrin- sics are then used to obtain a structured 3D point cloud Q t from the estimated depth map D t :
where K is the camera intrinsics matrix, and [i, j, 1] are homogeneous coordinates iterating over all locations in the depth map. We attach to each coordinate i, j in Q ij t the one-hot segmentation vector at the same coordinates inŜ ij t . Now given the prior camera ego-motion from previous frames e.g. until frame t, we can estimate or predict the future frame ego-motions, which are denoted asT t→t+3 , T t+3→t+6 , etc. The next section (Section 3.3) describes how we learn to predict the future ego-motion vectors as a function of the prior trajectory, e.g. by using input egomotion frames T t−3j−3→t−3j , for j ∈ {0, 1, 2}. We experiment with this version later in the paper too, applying it to longer horizon predictions when prior frames are not available.
The future ego-motion prediction at the next step can then be used to generate a prediction for the scene point cloud in the future as:
whereQ ij t+3 denotes the predicted point cloud at frame t+3 with corresponding segmentation vectors at coordinates i, j.
We project the predicted point cloud to 2D space and use the attached segmentation vectors to construct a segmentation prediction for frame t + 3 using the forward warp:
where the coordinatesî,ĵ are determined by
In order to predict more than one transformation (i.e. three frames) into the future, the above-mentioned transformation is applied recursively:
where j = 1, 2, 3, etc. and by using Eq. 2 for j = 0. Note that the future depth and ego-motion estimates are computed from current and past frames only. Section 3.3 introduces a method for predicting the future ego-motion trajectory. A similar approach can be applied for modeling individual object motions, which is not addressed here.
Learning Future Ego-Motion
In this section we describe how to learn the future egomotion trajectory. As this work is grounded in a 3D geometric approach, we here treat the ego-motion as an SE3 transform (namely a rotation and a translation). We propose to learn the future ego-motion as a sequence of transforms which are a function of the prior ego-motion trajectory, Figure 3 . Our approach is in contrast to prior work [13] which learn a function directly from past scenes to the future scene and must develop the concept of motion from scratch. Instead, incorporating structure as SE3 transforms is more meaningful and leads to faster and more efficient training [1] .
Using our estimate of ego-motion from previous frames, e.g. T t−3j−3−→t−3j , for j ∈ {0, 1, 2}, we can produce a prediction for future motion as:
where µ is a nonlinear function, to be learned from the observed motion sequences. This motion prediction can then be used to generate a prediction for the scene point cloud in the future, as described in Section 3.2. For example, in our experiments, we use the prior ego-motions for t − 12 to t − 9, t − 9 to t − 6, t − 6 to t − 3, and t − 3 to t, in order to predict the future ego-motion for t to t + 3, which is in accordance with prior work [13] which used 4 previous frames.
To estimate the unknown nonlinear function µ which should predict future ego-motion from previous ego-motion trajectory, we train a three-layer recurrent neural network for future ego-motion prediction. More specifically we use an LSTM network [8] since the LSTM recurrent neural networks learn better relationships in time and offer stable training without vanishing or exploding gradients. In the LSTM network we design, each layer consists of a basic LSTM cell with six units, corresponding to the 6D egomotion vector (with 3 values for rotation and 3 for translation). We use past give frames, X t−12 , X t−9 , X t−6 , X t−3 , and X t to generate three past network-estimated ego-motion vectors, T t−12−→t−9 , T t−9−→t−6 , T t−6−→t−3 , T t−3→t . The output from the last layer is then considered the future ego-motion,T t→t+3 . The l 1 loss between the originally estimated future ego-motion T t→t+3 and the RNN-predicted future ego-motionT t→t+3 is used for training:
We then use the predicted future ego-motion to produce future frame segmentations, and as seen in later experiments, predicting the future ego-motion is beneficial to the future segmentation.
Inpainting Projected Segmentations
Since some parts of the future scene may not be present in the starting frame (parts of the scene may have been occluded or are out of the field of view), transforming and projecting segmentation maps will yield missing pixels. This is undesirable for the method since the missing pixels create visual artifacts in predicted segmentation maps. They also reduce the model's accuracy by failing to provide a prediction for some image coordinates.
To address this problem, an inpainting step is applied in the segmentation space after every motion transformation. The inpainting is implemented by replacing every missing pixel with the most frequent segmentation class from its surrounding pixels. More specifically, for each class in the segmentation map we compute a per-pixel neighbor count which reflects how many of the surrounding coordinates are "on" for that segmentation class. The neighbor count is computed from S, the segmentation map generated by projecting the point cloud as
We then select the most frequent surrounding class by computing a hardmax over N at each coordinate i, j:
The inpainted segmentation predictionŜ is computed as:
Eq. 3 yields a value at(i, j) Filler ijk , otherwise (10) Implementation details. The model is trained about 1M steps. We used a learning rate decaying from 1e−4 to 1e−6, using momentum optimizer with momentum of 0.9. Additional details are provided in the Supplementary material. 
Experiments

Dataset and Evaluation Metric
We use the Cityscapes dataset [4] which contains video sequences of city streets as captured by driving a car. Each video stream is 1.8 seconds long, contains 30 frames, with a human drawn ground truth segmentation mask available for the 19th frame. In total, 2,975 training, and 500 validation video sequences are included in the data set.
The primary evaluation metric employed is IOU (intersection over union), calculated by summing the total number of pixels correctly classified between two segmentation masks, and dividing by the total number of pixels attempted to be classified. The results are reported as the average IOU mean across the full dataset of 500 validation sequences (the Cityscapes dataset has no labeling on the test set).
The typical setup to evaluate prediction of the future segmentation, is to segment frames up until the 4th, 7th, 10th, 13th or 16th frame, and predict the segmentation for the 19-th. That is, prediction is done for 0.9 seconds to 0.18 sec- onds ahead of time, respectively. In accordance with prior work, the main experiments report the results of prediction from the 10th and 16th frames, since at least 3 prior steps are needed as input. However our method allows for prediction farther in the future and we evaluate results in these settings when possible.
Comparison to the state-of-the-art
We first present the results of the proposed approach in comparison to the state-of-the-art (Table 1) . We compare to previous state-of-the-art method by Luc et al. [13] but not to Jin et al. [9] as the latter work did not report numerical results for their predictive parsing network alone and included future and past inputs. As seen in Table 1 , short term prediction of our method outperforms the prior work of Luc et al [13] (which in turn outperforms other strong baseline methods like 2d warping), and our method achieves comparable performance accuracy at mid-term prediction. Visual results are presented in Figure 5 for 16 → 19 and Figure 6 for 10 → 19 predictions.
Furthermore, an advantage of our method is that the scene can be represented in 3D in the future time, as seen in Figure 4 . The main contribution of our approach is that we can start viewing segmentation, especially future segmentation, as a 3D problem rather than 2D as previously done.
Previous work also only reported up to 9 frames into the future. As such, we are not able to compare our longer term predictions to previous results. Subsequent results later in the paper show predictions further in the future.
We next test the results of individual components of our approach.
3D Transformation Model
We first test the improvements that were contributed by the main 3D transformation model (Motion transformation). More specifically, we test the approach with a simple egomotion-copy model, instead of learning it. The future ego-motion in that case is obtained by using the estimate of camera motion from t − 3 to t, and assuming the same motion for t to t + 3. This motion prediction can then be used to generate a prediction for the scene point cloud in the future. While this is less accurate than learning it, as shown in the next section, this approach has the advantage that it can be applied with very few available prior frames. Thus we can predict and evaluate future frame segmentation for frames as far as 15 frames in advance in Cityscapes (prior work [13] only reports results for 3 and 9 future frames).
The results of the full pipeline, but with the ego-motion 'copy' method, are reported in Table 2 . The table shows results for predicting future frames starting from frame 4 i.e. 4 → 19 and up to 16 → 19. It shows the baseline segmentation model and then in turn shows components of our algorithm, namely of only applying 3D transformations in the scene, and transformations with inpainting.
We observe improvements for future frame predictions, relative to the segmentation copy model baseline, which indicates the advantage of employing learned 3D structure for the task of future frame segmentation. Most notably the motion transformation model provides significant improvements, over models that do not transform the scene, especially so for mid-term and short-term predictions. Even so, it is a very simple estimate of the future ego-motion. The predictions for longer-term frames are less reliable as they are using a value that is farther in the past. We note that the motion transformation for the 4 → 19 is underperforming because the ego-motion function prediction, itself has only a single frame for computing the ego-motion and we obtained it by duplicating a frame due to a missing value, which is not realistic. For reference the 4 → 19 model will perform at 36.8 IOU, if the estimated ego-motion is used, rather than the 'copy' one applied multiple times.
Inpainting
The inpainting is also helpful, most notably so for longer-term predictions since more values are missing, the more transformations are done ( Table 2 ). The inpainting is performed after each motion transformation step which helps in removing of the accumulation of missing values. From these results we observe that if more reliable future predictions are available, more accurate future segmentations will occur and that the longer-term predictions are hurt by the fact that no prior ego-motion trajectories are available. With this approach we observe that using 3D geometry in learning is beneficial. Figure 7 visualizes the effects of applying inpainting. Our results show consistent improvements with inpainting applied. 
Future Ego-Motion Learning
We here apply the learning of the future ego-motion trajectory, as described in Section 3.3. In the experimental setup, three prior ego-motion vectors are used as input to future ego-motion predictions. This is in accordance with prior work which use 4 prior frames as input. With that setup however, only mid-to short-term predictions, namely 10 → 19 and 16 → 19 can be evaluated. Table 3 shows the results for mid-to short-term predictions with learning of future ego-motion. As seen, learning the future trajectory has positive effect by improving the future scene segmentation estimates further than the 3D transformation and inpainting model alone. Figures 5, and  6 show example results where we can see that the model has been able to predict the scene as expected for the future frames.
More importantly our method demonstrates that the 3D structure can be exploited effectively and that these components can be learned independently. Furthermore, in the case of future ego-motion prediction, it is being learned without additional supervision, with supervision provided from ego-motion estimates learned from an unsupervised model. Our method shows that the application of 3D depth and ego-motion provides gains in future frame segmentation prediction and therefore provides an advantageous starting point for future semantic segmentation. Figure 8 further visualizes the errors of our method. More specifically, the distances of the predicted model to the actual one is shown. Here we can see where the most errors occur. We can then observe that some errors are due to under-estimation of ego-motion or occlusions.
Error introspection
Conclusions and Future Work
We introduce a novel method for producing future frame segmentation masks, by employing the 3D structure of the scene, we learn the depth, ego-motion, and a model for future ego-motion trajectory prediction. An advantage of our framework is that it is combining 3D information, based on geometry components which are well understood, and machine learning components which can utilize the 3D information and learn from data. Moreover, we show competitive performance of future frame prediction, and can predict 0.9 seconds away from the starting frame.
As future work, we anticipate exploration of more advanced techniques and strategies to fill larger areas of missing pixels, e.g. with GANs, will increase the quality of our predictions. Additionally, an extension to predict object trajectories is possible using the same future ego-motion pre-
