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Transport measurements in inverted InAs/GaSb quantum wells reveal a giant spin-orbit split-
ting of the energy bands close to the hybridization gap. The splitting results from the interplay
of electron-hole mixing and spin-orbit coupling, and can exceed the hybridization gap. We experi-
mentally investigate the band splitting as a function of top gate voltage for both electron-like and
hole-like states. Unlike conventional, noninverted two-dimensional electron gases, the Fermi energy
in InAs/GaSb can cross a single spin-resolved band, resulting in full spin-orbit polarization. In
the fully polarized regime we observe exotic transport phenomena such as quantum Hall plateaus
evolving in e2/h steps and a non-trivial Berry phase.
The InAs/GaSb double quantum well (QW) shows a
peculiar band alignment, with the InAs conduction band
and the GaSb valence band residing very close in energy.
Shifting the bands by tuning the QW thickness or ap-
plying perpendicular electric field yields a rich electronic
phase diagram [1–4]. When the InAs conduction band
resides higher than the GaSb valence band, the band
structure of a trivial insulator is obtained. By lower-
ing the InAs conduction band below the GaSb valence
band, a small hybridization gap opens at finite k-vectors
[1]. Beyond topological-insulator behavior, expected to
emerge in the hybridization gap [2, 5–9], the impact of
the inverted band structure on transport remains largely
unexplored.
Here, we investigate experimentally and numerically
how the combination of spin-orbit coupling (SOC) and
electron-hole mixing results in a giant band splitting in
InAs/GaSb heterostructures close to the hybridization
gap. The two resulting subbands, with opposite spin-
orbit eigenvalue and different carrier densities, contribute
to transport in parallel, and can be detected via mag-
netotransport measurements. These results are of po-
tential value to semiconductor spintronics, where two-
dimensional electron gases (2DEGs) with sizable spin-
orbit splittings at low density are desirable [10].
To quantify SOC directly from experimental data,
without relying on any particular model, we use the spin-
orbit polarization (n1−n2)/(n1 +n2), with n1,2 the car-
rier densities of the split spin-orbit subbands [11]. In
Rashba systems, the larger the SOC parameter α, the
larger the density difference of the subbands at the Fermi
energy, with α typically increasing with density [12].
However, the spin-orbit polarization is usually smaller
than 15%, even for 2DEGs with large SOC such as InAs,
InSb or HgTe [13–18], while values up to 40% are reached
in GaAs or HgTe hole gases [19–22]. In contrast, we find
that the hybridized band structure of InAs/GaSb results
in two striking peculiarities. First, the spin-orbit polar-
ization increases approaching the charge neutrality point
(CNP); second, the spin-orbit polarization reaches 100%.
Experiments were performed on a 12.5 nm InAs, 5 nm
GaSb structure patterned in a 100× 50 µm2 Hall bar ge-
ometry oriented along the [110] crystallographic direction
and covered with a global top gate. Magnetotransport
measurements used conventional low-frequency lock-in
techniques at a temperature of 50 mK. Additional in-
formation on the wafer structure, sample fabrication and
measurement techniques are provided in the Supplemen-
tal Material [23].
To realistically model our device, we first determine
the band alignment as a function of top gate voltage,
VTG, using a parallel plate capacitor model [3] discussed
in the Supplemental Material [23]. The model predicts
the density dependence for electrons (n) and holes (p)
shown in Fig. 1(a). For VTG > −0.2 V only electrons
are present in the system, with the kink in n at VTG =
−0.2 V coinciding with the onset of hole accumulation.
Once the hole layer is populated, it partially screens the
electrons from being further depleted via the top gate.
The hybridization gap is expected at CNP, when n = p.
The calculated electrostatic potential is then used for a
VTG dependent band structure simulation using standard
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FIG. 1. (a) Expected electron and hole densities depen-
dence on VTG. (b) Numerical band structure calculation
for VTG = −0.4 V. The color indicates the wavefunction
main character, solid and dotted lines distinguish two spin-
orbit split subbands. (c) Fermi contours and spin-texture of
electron-like states for the Fermi energies II and III indicated
in (b). The axis divisions are 0.2 nm−1, with the black dot
indicating the origin. Fermi pockets at large k-vector are
ignored, but further discussed in the Supplemental Material
[23].
k · p theory [23]. In particular, we are interested in the
band structure of our system close to CNP.
The band structure for VTG = −0.4 V is presented
in Fig. 1(b). The band coloring represents the calcu-
lated wavefunction character (blue for electron-like and
pink for hole-like states, also recognizable from the band
curvature) while solid and dotted lines distinguish the
spin-orbit species. In this configuration electron and hole
bands are inverted and hybridized, with a small gap at fi-
nite k-vectors. Results for different gate voltages, shown
in the Supplementary Material [23], are qualitatively sim-
ilar but with a varying band overlap. Remarkably, SOC
vertically splits the hybridized bands by a sizable amount
resulting in a spin dependent hybridization gap. In this
unique band structure, the Fermi energy can cross a sin-
gle branch of the spin split bands, as indicated by the
energy levels II and III in Fig. 1(b). In these situations
the system contains both electron- and hole-like carriers,
and the carriers of the same kind are fully spin-orbit po-
larized. This effect is prominent close to the band cross-
ing and negligible far from the hybridization gap [see I
and IV in Fig. 1(b)], as expected for individual InAs and
GaSb QWs. While the gap size and the bands overlap de-
pend on VTG, the giant splitting at the CNP is a generic
feature of the model. Qualitatively similar results were
also obtained in previous calculations [2, 24–26]. The
simulation is consistent with our experiments, where we
measure no clear gapped region at the CNP, but a giant
spin-orbit splitting of electron- and hole-like states.
Fermi contours for energy levels II and III are shown
in Fig. 1(c), together with the calculated spin texture
of electron-like states. The model indicates Rashba-like
CNP
CNP
FIG. 2. (a) Longitudinal resistivity ρxx as a function of top
gate voltage for B⊥ = 0, with the position of the charge
neutrality point indicated. (b) Transverse resistivity ρxy as a
function of B⊥ for different values of VTG, as also indicated by
the markers in (a) and (c). (c) ρxx as a function of VTG and
B⊥, with positive (negative) numbering indicating electron-
like (hole-like) LLs. Pink dots denotes h-like filling factors
and are used to extract the hole density shown in Fig. 3(c).
spin orientation with spins nearly perpendicular to the
momentum direction, with small deviations due to the
absence of axial symmetry. This situation is reminiscent
of Dirac materials such as graphene or three-dimensional
topological insulators, and signatures of Berry phase ef-
fects can be expected. Hole-like states are instead highly
anisotropic.
Magnetotransport measurements, shown in Fig. 2, con-
firm the sample has an inverted band structure, and is
tunable from a pure electron regime to a mixed electron-
hole regime. Typical for high mobility structures [3, 27],
the longitudinal resistivity ρxx exhibits a series of peaks
and dips as a function of VTG, as shown in Fig. 2(a). The
resistance peaks at VTG = −0.60 V and VTG = −0.35 V
are interpreted with the Fermi energy crossing the CNP
and the valence band top respectively [3], as discussed
in reference to Fig. 3(c). In Ref. 27 a resistance dip in
the hole-dominated region, similar to what we observe at
VTG = −0.75 V, was identified as a van Hove singularity
at the bottom of the hybridization gap.
Figure 2(b) shows the transverse resistivity ρxy as
a function of perpendicular field B⊥ for different val-
ues of VTG. For VTG > −0.4 V, ρxy has a positive
slope, indicative of exclusively electron-like transport.
For VTG ≤ −0.75 V, the ρxy slope reverses at finite
B⊥, a hallmark of the simultaneous presence of electrons
and holes in the system. This behavior persists down
to VTG = −1.2 V, indicating a pure hole state is not
reached in the gate range of operation, consistent with
3CNP
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FIG. 3. (a) Longitudinal resistivity ρxx as in Fig. 2(c) for
VTG ≥ −0.5 V as a function of 1/B⊥. The arrows indicate
a beating in the SdH oscillations, visible as a pi phase shift.
(b) Normalized power spectrum of ρxx(1/B⊥) for various gate
voltages (data offset for clarity). The frequency axis has been
multiplied by e/h to directly show the subband densities. (c)
Color map of the power spectrum as in (b) as a function of
VTG. The amplitude of the power spectrum has been nor-
malized, column by column, to the n1 peak. The solid blue
line indicates the density obtained from the Hall slope, the
dashed line marks the n1 peak and the dotted line gives the
difference between the two. Dots indicate the hole density ob-
tained from hole-like LLs in Fig. 2(c) with the dashed-dotted
line being a guide to the eye.
the calculation of Fig. 1(a).
The ambipolar behavior discussed above in terms of
ρxy also becomes apparent in ρxx in large perpendicular
magnetic fields, where Shubnikov-de Haas (SdH) oscilla-
tions and quantum Hall states develop in the entire gate
range [Fig. 2(c)]. For VTG ≥ −0.2 V we observe regular
electron-like Landau levels (LLs) with Zeeman splitting
at high field, as indicated by the numbering in Fig. 2(c),
obtained from ρxy. The large resistance increase as a
function of B⊥ for VTG ≈ −0.6 V is consistent with an
identical number of electron and hole LLs at the CNP
[28, 29].
For VTG ≤ −0.5 V electron-like and hole-like LLs co-
exist, as also evident from the non-monotonic ρxy [see
Fig. 2(b)]. In this regime, signatures of electron-hole hy-
bridization are visible as avoided-crossings between LLs,
as previously observed via cyclotron resonances [30, 31].
Based on the analysis presented in Fig. 3(c), we assign to
the hole-like LLs the filling factors indicated with nega-
tive numbering. Approaching the CNP from the electron
regime, a peculiar closing and reopening of spin-split lev-
els takes place, as marked with primed numbers. This is
associated with the spin-orbit splitting becoming larger
than the LL separation. An additional evolution of the
LLs takes places for VTG ≈ −0.4 V as indicated with
double-primed numbering. As discussed in the follow-
ing, this is associated with the depopulation of one split
subband. Filling factors assigned to primed and double
primed LLs are confirmed by ρxy measurements.
We now address the electron-like states close to the
hybridization gap. Low-field SdH oscillations are a pow-
erful tool to study properties at the Fermi surface such
as electron density and effective mass [32, 33]. In sys-
tems where two subbands contribute to transport in par-
allel, as 2DEGs with strong SOC, the SdH oscillations
manifest a beating pattern given by the superposition
of two sets of oscillations with different 1/B⊥ periodic-
ity [13–18, 34]. The power spectrum of ρxx (1/B⊥) then
allows one to extract the density components ni from
the peak frequencies fi as ni = efi/h [12]. The SdH
analysis gives the densities of the individual subbands
and the Hall slope gives the net free charge of the sys-
tem nHall. For two spin-split electron-like subbands we
expect nHall = n1 + n2.
Figure 3(a) shows a zoom-in of Fig. 2(c) for the elec-
tron regime with the vertical axis scaled as 1/B⊥ to make
the SdH oscillations periodic. A beating, visible as a pi
phase slip, is indicated with arrows. Figure 3(b) shows
the power spectrum of the data in Fig. 3(a) for five gate
voltage values. The frequency axis f has been multi-
plied by e/h to directly show the subband densities. At
positive VTG, the power spectrum reveals a single oscilla-
tion frequency. Decreasing VTG, the peak moves to lower
electron densities and gradually splits into two compo-
nents. The amplitude of the low-density peak decreases
with respect to its high density counterpart (n1) until it
disappears in the background for VTG < −0.25 V. The
quench of the n2 peak at finite density is compatible with
a k 6= 0 minimum in the dispersion relation of the high
energy split band, as just above energy II in Fig. 1(a).
Additional insight into the data is gained by com-
paring the peak positions with the Hall density. The
same analysis as in Fig. 3(b) is shown in the color plot
of Fig. 3(c) as a function of VTG. The solid blue line
indicates the density nHall, extracted from ρxy. The
dashed line tracks the position of the n1 peak in the
power spectrum while the dotted line shows the quan-
tity nHall − n1. For VTG > 0 a single peak is visible
in the spectrum with fe/h = nHall/2. This is consis-
tent with two spin degenerate bands with n1 = n2, as in
scenario I in Fig. 1(a). Once the splitting develops, as
highlighted in Fig. 3(c), nHall − n1 matches the position
of the measured n2 peak. The analysis is extended down
to VTG = −0.46 V, where ρxy does not show indication
of hole transport yet. The density difference between
the two subbands gradually increases until nHall = n1 at
4FIG. 4. (a) Spin-orbit polarization of electron-like states as a
function of VTG, with markers defined as in (b). (b) Inverse
transverse resistivity, ρ−1xy , for different top gate voltages, VTG.
Inset: Inverse magnetic field positions of the filling factors ν
for different VTG values. Solid lines are linear fits to the data.
(c) Phase offset γ of the data in the inset of (b) extrapolated
for 1/B → 0.
VTG ≈ −0.4 V, i.e. all mobile charge resides in a single
band with n1 = 1.4× 1015 m−2. This is compatible with
situation II in Fig. 1(a).
Below the CNP, the electron-like n1 peak coexists with
a hole-like state, highlighted with a dotted-dashed line in
Fig. 3(c). We confirmed that its position matches the pe-
riodicity of the hole-like LLs [cf. dots in Figs. 2(c) and
Figs. 3(c)]. The hole signature in the spectrum can either
be interpreted as two degenerate subbands p1 = p2, or
one spin-orbit polarized subband p1. Extracting the total
density from the Hall slope is less accurate in this regime
due to the non-linearity of ρxy(B), preventing further
analysis. Nevertheless, assuming a single subband p1, as
predicted by our model for situation III in Fig. 1(b), the
top gate capacitance in the hole regime (−∂p1/∂VTG)
matches that in the electron regime (∂nHall/∂VTG), as
expected from the electrostatic model of Fig. 1(a). Fur-
thermore, the absence of Zeeman splitting in the hole-
like LL up to high field supports the interpretation that
holes are also fully spin-orbit polarized. Assuming a sin-
gle hole-like band, the filling factors indicated in Fig. 3(c)
with negative numbering are calculated for the hole-like
LLs, consistent with identical filling factor for electron-
and hole-like LL (1 and −1 respectively) being populated
at the CNP [28, 29]. From these observation we conclude
that a single and fully spin-orbit polarized hole band p1
is occupied below the CNP, consistent with scenario III
in Fig. 1(b).
The intersection between p1 and n1 at VTG ≈ −0.6 V
determines the CNP, consistent with Fig. 2(b). The
crossing of the Fermi energy with the top of the valence
band is inferred to be at VTG = −0.35 V. This matches
the peak in ρxx, as seen in Fig. 2(a), and the kink in nHall
visible in Fig. 3(c) marking a change in gate capacitance
as a screening layer is populated.
After demonstrating the large splitting at the CNP,
we investigate how the large spin-orbit polarization af-
fects transport phenomena. The zero field polarization
of electron-like states, quantified as (n1 − n2)/(n1 + n2),
saturates at 100% for VTG = −0.4 V [Fig. 4(a)]. Despite
expecting hole-like states in this regime, hole conduction
is not experimentally detected, either by a slope reversal
in ρxy [Fig. 2(b)] or additional LLs in ρxx [Fig. 2(c)]. This
behavior is presumably due to the low mobility of holes
in GaSb which, for densities lower than 5×1014 m−2 may
localize. As only electron-like states contribute to trans-
port, this situation effectively realizes a helical 2DEG.
Such a system is reminiscent of the surface of three-
dimensional topological insulators, where the Fermi en-
ergy crosses a single spin resolved band, and might have
potential interest for studying topological states of mat-
ter.
The full spin-orbit polarization for VTG ≈ −0.4 V
is further confirmed by the quantum Hall plateaus of
ρ−1xy , shown in Fig. 4(b). At high electron density (or-
ange line, VTG = 0.25 V) the plateaus evolve in steps
of 2e2/h, as expected for a conventional 2DEG. For
B⊥ > 3 T, Zeeman splitting lifts spin degeneracy re-
sulting in e2/h plateaus. In the fully polarized regime
(red line, VTG = −0.4 V) the plateaus exquisitely evolve
as integer multiples of e2/h from the first visible steps at
B⊥ ≈ 400 mT. This is further evidence of the helical na-
ture of electron-like states, extending also to small mag-
netic fields. The oscillations in the low density plateaus
[also visible in Fig. 2(b)] are attributed to disorder, re-
sulting in a broadening of LLs and an eventual mixing
between ρxx and ρxy [35]. We note that the overshoots
in ρ−1xy or an eventual presence of hole-like states do not
compromise the analysis. In fact the density of the sys-
tem for VTG = −0.4 V is confirmed within 5% by three
independent checks: (i) The slope of ρxy, constant up to
B⊥ = 5 T, (ii) The periodicity of the low-field SdH oscil-
lations, (iii) The magnetic field position Bν of the νe
2/h
plateaus in ρ−1xy , satisfying n1 = νeBν/h.
The unique Fermi level crossing present in our sys-
tem, together with strong SOC, can result in a non-trivial
Berry phase acquired by electrons on a closed cyclotron
orbit, such as in Fig. 1(c). To check this eventuality, we
measured the phase offset ϕ of the SdH oscillations for
1/B → 0, similar to earlier work on graphene [36, 37] and
3D topological insulators [38, 39]. While conventional
2DEGs have ϕ = 0, materials with a symmetric Dirac
cone exhibit ϕ = 1/2. In a complex band structure as
in the present case, the Berry phase is not expected to
be quantized but to vary depending on the details of the
5dispersion relation [40]. The inset of Figure 4(b) shows
the 1/Bν positions of the ν filling factors for various top
gate voltages (markers) together with linear fits (lines)
extrapolating to 1/B → 0. The result of the extrapola-
tion is shown in Fig. 4(c). For VTG ≥ −0.2 V, all the
curves consistently give ϕ ≈ 0, as expected for normal
fermions. For VTG = −0.4 V the extrapolation leads a
phase shift ϕ = −0.33± 0.05, consistent with a non-zero
Berry phase.
In conclusion, we studied the band structure of in-
verted InAs/GaSb QWs via magnetotransport measure-
ments. Consistent with simulations, electron-like and
hole-like states are fully spin-orbit polarized in proximity
of the CNP. We identify a regime where a single electron-
like band with helical spin texture contributes to trans-
port. The 100% spin-orbit polarization of the system
is confirmed by quantum Hall plateaus evolving in e2/h
steps and a non-trivial Berry phase.
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SUPPLEMENTAL MATERIAL
This Supplemental Material Section describes the
wafer structure, the sample fabrication procedure and
the measuring setup. We describe the numerical pro-
cedure used to Fourier transform the magnetoresistance
and derive the subbands density. We further describe the
electrostatic model used to calculate electron and hole
densities as a function of top gate voltage and the k · p
simulations for band structure calculations.
Material and Methods
The wafer structure was grown by molecular beam epi-
taxy on a [001] oriented GaSb substrate. From top to
bottom it consists of a 3 nm GaSb capping layer, a 50 nm
AlSb insulating barrier, a 5 nm GaSb QW grown on top
of a 12.5 nm InAs QW, a second AlSb barrier and a thick
GaSb buffer layer. More information on wafer growth are
reported in Ref. 3, 4, and 41.
A 100 × 50 µm2 Hall bar structure was patterned
with conventional electron beam lithography techniques
and wet etching. The Hall bar structure was oriented
along the [110] crystallographic direction. For wet etch-
ing we used a general III-V etching solution consist-
ing of H2O : C6H8O7 : H3PO4 : H2O2 in concentration
220 : 55 : 3 : 3. The solution was kept at room tem-
perature and well stirred, resulting in an etching rate of
approximately 1 nm s−1. Ohmic contacts were defined
by etching the wafer down to the InAs quantum well and
depositing Ti/Au electrodes, without any annealing. The
sample was covered with a 40 nm HfO2 insulating layer
grown by atomic layer deposition and a global Ti/Au top
gate.
Transport measurements were performed in a dilution
refrigerator with a base temperature of 50 mK using low
frequency (< 100 Hz) lock-in techniques. The ampli-
tude of the AC currents was always kept small enough
(≤ 20 nA) to prevent sample heating. Due to the onset
of leakage currents at finite bias, the device was operated
at zero back gate voltage, where the resistance between
the 2DEG and the back gate was in excess of 10 GΩ.
Fourier transforming techniques
We now describe the numerical procedure used to
Fourier transform the Shubnikov-de Haas (SdH) oscil-
lations in the longitudinal resistivity ρxx. The magnetic
field range for the analysis was chosen, case by case, to
include only SdH oscillations whose amplitude was small
compared to the zero field ρxx. We first plotted the quan-
tity ρxx(1/B), where the oscillations are periodic. The
curve was interpolated on a new 1/B axis with constant
spacing between points. At this point, we removed the
7slowly varying background of the data by subtracting the
fit to a low order polynomial. In order to improve the
final output of the Fourier transform, we adopted stan-
dard numerical procedures [42] such as padding the data
with zeros and windowing [43]. In case of a 2DEG with
strong spin-orbit coupling (SOC), the frequency axis f
is converted into density via ni = efi/h. In a conven-
tional two-dimensional electron gas, an additional factor
of two would be necessary to convert frequency into den-
sities: ni = 2efi/h. The same analysis is described with
greater details in Ref. 21. We note that the position of
the power spectrum peaks of Fig. 3 of the main text was
affected by less than 5% by modifying the details of this
analysis. The final result of this procedure still contains
spurious low frequency components, which originate from
the difficulties in completely removing the slowly varying
background of the original data. To suppress such fea-
tures we multiplied the spectra by a high pass filter with
cut-off frequency ef/h = 0.4× 1015. Finally, the spectra
were normalized, for each value of VTG, to the amplitude
of the n1 peak.
The Fourier transform analysis presented in the main
text for VTG ≥ −0.46V is fully compatible with two spin-
orbit split subbands. In fact the relation n1 +n2 = nHall
is always satisfied, where nHall is independently obtained
from ρxy. In case of orbital electron-like subbands, an
additional factor of two would be necessary for converting
the power spectrum frequencies to densities, to include
spin degeneracy.
Additional Data
Charge Neutrality Point
Figure S.1 shows in more detail the longitudinal re-
sistivity ρxx and the transverse resistivity ρxy (red and
blue respectively) measured at VTG = −0.59 V, iden-
tified as the zero field CNP. The lack of a net slope in
ρxy is indicative of equal electron and hole concentration.
The presence of oscillations in ρxx confirms the dominant
contribution of bulk transport at the CNP, as predicted
by band structure calculations for negative gate voltages
[cfg. Fig. S.4(a)].
Spin-Orbit Splitting in the Electron Regime
For better clarity, we reproduce here the longitudinal
resistivity data measured in the electron regime without
any overlay. Figure S.2(a) shows the longitudinal resis-
tivity ρxx in the gate range where no indication of hole
transport is detected. The same data is shown again in
Fig. S.2(b) plotted as a function of 1/B⊥, that makes
the oscillations quasi-periodic along the vertical axis. Fi-
nally, Fig. S.2(c) shows the power spectrum of the data in
FIG. S.1. Longitudinal (red) and transverse (blue) resistivi-
ties measured at the zero-field CNP.
Fig. S.2(b) in arbitrary units and linear scale. From the
power spectrum we observe a splitting of the main peak,
coincidental with the development of a beating pattern
in ρxx(1/B⊥). As the lower density split peak moves to
lower density, its amplitude decreases.
Numerical simulations
Capacitor model
To estimate the electric fields in the quantum well
we use the capacitor model introduced in Ref. 3 (see
Fig. S.3(a). With the material parameters from Ref. 3
and assuming the dielectric constant of HfO2 as HfO2 =
25 we find the geometric capacitances for our quantum
well structure as CT = 135 nF/cm
2, CM = 1.6µF/cm
2,
and CB = 177 nF/cm
2. The quantities Ce and Ch are
quantum capacitances [44] that are non-zero only if there
is a finite carrier density. The capacitor model neglects
the intrinsic inversion of electron and hole bands in the
InAs/GaSb quantum well, but assumes that the Fermi
energy is aligned with the electron and hole band bot-
tom when the potential in the respective layer is 0 V.
Hence, Ce = 2.7µF/cm
2 if Ve > 0 and zero else, whereas
Ce = 6µF/cm
2 if Vh < 0 and zero else. Ve and Vh are
the potential values in the middle of the InAs and GaSb
layers.
In our experiments, the back gate is always kept at
VBG = 0 V. The assumptions of the capacitor model
then imply that for VTG = 0 V both electron and hole
density are zero. In the experiment, we however find a
nonzero electron density in this case, due to in-built elec-
tric fields. We approximate these electric fields by a finite
fictitious back gate voltage VBG that we fix such that we
recover the experimentally measured electron density of
n ≈ 4.5× 1015m−2 for VTG = 0 V (see Fig. 3 in the main
text).
Even with its simplifications, the capacitor model cap-
tures essential features of the experiment: Fig. S.3(b)
shows electron and hole densities as a function of top
gate voltage. Equal densities of electrons and holes are
8FIG. S.2. Same data presented in the main text, but focused
on the electron regime. (a) Longitudinal resistivity ρxx. (b)
As in (a) but as a function of inverse out-of-plane magnetic
field B⊥. (c) Power spectrum of the data in (b). The am-
plitude has been normalized, column by column, to the n1
peak. Differently from Fig. 3(c) of the main text, we plot the
amplitude in linear scale.
FIG. S.3. (a) Schematic of the capacitor model for InAs/GaSb
quantum wells. (b) Electron (n) and hole (p) densities ob-
tained from the capacitor model as a function of the top-gate
voltage VTG
found around VTG = −0.6 V which agrees with the volt-
age where the charge neutrality point is found experimen-
tally. Additionally, we observe that the gate-tunability
of the electron density is strongly reduced when holes
are occupied. The finite density of charge carriers in the
GaSb (hole) layer lieing between top gate and (electron)
InAs layer screens the electric field. A similar feature is
seen in Fig. 3 of the main text. The screening by the
hole layer also explains why experimentally the second
electron Fermi surface is never recovered within our gate
voltage range.
We note that the capacitor model assumes constant
density of states of the electron and hole layer, and no
electron-hole mixing. For this reason, the quantitative
results of Fig. S.3 are valid in the high density limit, but
should be taken with care close to the CNP, where the
density of states shows gaps and singularities.
k.p simulations
The numerical band structure simulations use the stan-
dard semiconductor k · p model [45, 46]. The 8 × 8
Kane Hamiltonian contains position-dependent parame-
ters corresponding to the different material layers, and
must be properly symmetrized. Following the sym-
metrization put forward by Burt and Foreman[47, 48],
the Hamiltonian for the [001] growth direction takes the
following form:[49, 50]
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where
k2‖ = k
2
x + k
2
y, k± = kx ± iky, kz = −i∂/∂z,
T = Ec +
h¯2
2m0
(
γ′0k
2
‖ + kzγ
′
0kz
)
,
U = Ev − h¯
2
2m0
(
γ′1k
2
‖ + kzγ
′
1kz
)
,
V = − h¯
2
2m0
(
γ′2k
2
‖ − 2kzγ′2kz
)
,
R = − h¯
2
2m0
√
3
2
[
(γ′3 − γ′2)k2+ − (γ′3 + γ′2)k2−
]
,
S± = − h¯
2
2m0
√
3k± ({γ′3, kz}+ [κ′, kz]) ,
S˜± = − h¯
2
2m0
√
3k±
(
{γ′3, kz} −
1
3
[κ′, kz]
)
,
C =
h¯2
m0
k− [κ′, kz] .
Here, P is the Kane momentum matrix element, Ec and
Ev are the conduction and valence band edges, respec-
tively, and ∆ is the spin-orbit splitting energy. [A,B] =
AB −BA is the commutator and {A,B} = AB +BA is
the anticommutator for the operators A and B.
γ′0, γ
′
1, γ
′
2, γ
′
3 and κ
′ are the renormalized band param-
eters entering the 8 × 8 Hamiltonian. They are related
to the effective mass of the conduction band (mc) and
the Luttinger parameters of the hole bands (γ1,2,3 and κ)
through
γ′0 = γ0 −
EP
Eg
Eg +
2
3∆
Eg + ∆
, (S.2)
γ′1 = γ1 −
1
3
EP
Eg
, (S.3)
γ′2 = γ2 −
1
6
EP
Eg
, (S.4)
γ′3 = γ3 −
1
6
EP
Eg
, (S.5)
κ′ = κ− 1
6
EP
Eg
, (S.6)
where
EP =
2m0P
2
h¯2
, γ0 =
m0
mc
, (S.7)
and Eg is a band gap.
All of these parameters are material dependent and
hence a function of the z-coordinate. The order of op-
erators in (S.1) is such that the Hamiltonian is indeed
Hermitian.
The Hamiltonian (S.1) exhibits unphysical solutions
inside the band gap if γ′0 < 0. The spurious solutions
appear at large k-values, beyond the validity of the k ·
p-model. In order to avoid these unphysical states, we
apply the method put forward in Ref. 48: we renormalize
P in a way that γ′0 is equal to either 0 or 1 (our choice).
From (S.2) we obtain
P 2 = (γ0 − γ′0)
Eg(Eg + ∆)
Eg +
2
3∆
h¯2
2m0
, (S.8)
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which we then use to modify the Luttinger parameters
using (S.3-S.6). This method pushes unphysical solutions
at large k out of interesting energies, whilst preserving
the band structure around k = 0.
For our simulations, we take the band structure param-
eters from [51, 52] (summarized in Table I). The valence
band offsets [51] are 0.56 eV for GaSb-InAs, 0.18 eV for
AlSb-InAs and −0.38 eV for AlSb-GaSb.
Gate dependence of the band structure
Computing the gate dependence of the band structure
of InAs/GaSb quantum wells quantitatively requires a
self-consistent solution of the 8 × 8 Kane Hamiltonian
and the Poisson equation. This problem involves both
electron and hole densities, and while some approximate
approaches have been discussed [53], it has not yet been
solved satisfactorily. For this reason we choose to only
take into account the electrostatics due to gating on the
level of the capacitor model. We extract a electrostatic
potential V (z), approximating the voltage drop between
the nodes of the capacitor model as linear (this is justi-
fied as the dielectric constants of the different materials
differ by at most a factor of 2). This potential enters the
Kane Hamiltonian (S.1) as an additional term on the di-
agonal. Finally, the spin texture shown in Fig. 1(c) of the
main text are calculated as the expectation value of the
electron spin Pauli matrices σx,y at a constant energy.
The use of the capacitor model is justified in that we
only strive to capture the qualitative aspects of the band
structure. Further, as we see below, the spin-orbit fea-
tures depend little on gating, as they are dominated by
the intrinsic inversion symmetry breaking in the quan-
tum well structure.
We present result of the band structure calculation for
different top gate voltage in Fig. S.4. We show results
for the [110] crystallographic direction on the left hand
side of each plot, and results for the [100] direction of
the right hand side. The colors of the band indicate the
wavefunction character (blue for electron-like and red for
hole-like states) while solid and dashed lines distinguish
the two spin-orbit split bands. We describe the proceude
used to calculate the colors in Sec. . The biggest effect of
the gate voltage is an change of the k = 0 gap between
the hole and the electron bands due to the electric field.
As a consequence, the hybridization gap occurs at larger
momenta for more negative top-gate voltages. At the
same time, the hybridization gap becomes smaller and
eventually vanishes. This is consistent with the experi-
ment that finds still a significant residual conductance at
the charge neutrality point.
The spin splitting in the band above the hybridiza-
tion gap is gate-voltage dependent (from well visible at
VTG = −0.4 V) to nearly vanishing at VTG = 0.4 V)).
On the other hand, the large spin-orbit splitting in the
bands below the hybridization gap is largely indepen-
dent of gate voltage. Therefore at every gate voltage
we can choose a Fermi level that corresponds to a sys-
tem characterized by a single electron spin species. The
hybridization gap also changes with gate voltage. For ex-
ample a large positive gap is obtained for VTG = 0.4 V).
In that situation, and with the Fermi energy placed in
the gap with the help of a back gate voltage, the system
would reach the topological insulator regime. As the top
gate voltage is made more negative, the bands overlap
increases and the hybridization gap reduces. In particu-
lar, already at VTG = −0.4 V close inspection reveals the
gap is anisotropic and vanishes along the [110] direction.
As a result, at the energy level II of Fig. 1(b) of the main
text, four Fermi pockets centered along the [110] direc-
tion could be present. In the present work we believe
disorder potential could largely smear these features, if
actually present in our samples. Furthermore their large
effective mass would make negligible their contribution
in transport. For this reason their presence is ignored in
the left hand side of Fig. 1(c) of the main text.
Estimation of electron-hole mixing in momentum
states
The wave functions of momentum states that we
present in Fig. 1(b) of the main text and in Fig. S.4 con-
tain both electron and hole components. Assuming the
order of different wave function components is in agree-
ment with the Hamiltonian of Eq. S.1, we define
|ψe|2 =
n=2∑
n=1
∫
|ψn(x)|2 dx; (S.9)
|ψh|2 =
n=8∑
n=3
∫
|ψn(x)|2 dx, (S.10)
where
|ψe|2 + |ψh|2 = 1. (S.11)
The blue color on the band structure plots corresponds
to pure electron state ,|ψe|2 = 1, and the pink color cor-
responds to pure hole state, |ψh|2 = 1. The smooth color
variation from blue to red indicates the mixing of electron
and holes states along the energy bands.
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FIG. S.4. Numerical band structure calculation of InAs/GaSb for two crystallographic directions at different top gate voltages.
The band coloring represents the wavefunction character (blue for electron-like sates, red for hole-like states) while solid and
dotted lines distinguish the two spin-orbit split bands. (a) VTG = −0.4 V, strong band splitting for the two lower bands and
significant splitting in the two upper bands. (b) VTG = 0 (only built in electric field). Still strong spin-orbit splitting in the
lower bands, still visible split in the upper bands. (c) VTG = 0.4 V, significant split in the two lower bands, vanishing split in
the upper bands.
TABLE I. Band structure parameters for InAs, GaSb and AlSb at T = 0 K. (Ref. [51, 52])
Eg [eV] ∆ [eV] EP [eV] mc/m0 γ1 γ2 γ3 κ
InAs 0.41 0.38 22.2 0.024 19.67 8.37 9.29 7.68
GaSb 0.8128 0.752 22.4 0.042 11.8 4.03 5.26 3.18
AlSb 2.32 0.75 18.7 0.18 4.15 1.01 1.75 0.31
