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Abstract
Multi-orbital systems with strong electron correlation give rise to novel physics which can
not be understood by single particle pictures. To fully understand the physics in those sys-
tems is of great significance but also a tough work. Experimentally, optical conductivity
spectra are one of the most powerful methods to explore the electron structure in the cor-
related material. Two prototypical systems of the multiorbital correlated electron systems
have attracted much attention, the dimer-type organic molecular system and the excitonic
insulating system.
Dimer-type organic molecular solids exhibit exotic phenomena that are often observed
in strongly correlated electron materials, such as a metal-insulator transition, a quantum
spin-liquid state, and non BCS-type superconductivity. Low-energy properties are de-
scribed by a molecular orbital, two of which in a dimer form bonding and antibonding
orbitals. When the bonding or antibonding band is half filled, the system may be a Mott
insulator if interactions between electrons are strong enough. A recent experiment for
those compounds reported a dielectric anomaly, indicating the existence of active electric
dipole moments, which can be generated by asymmetric distributions of electrons in the
dimers. The excitonic insulator (EI) state was first predicted in the middle of last century.
The effective attractive interaction between electrons and holes, originating from the repul-
sive Coulomb interaction, makes an original semiconducting or semimetal state unstable
and gives rise to a spontaneous hybridized state of the valence and conduction electrons.
Recently, experimental observations of EI states have been reported in chalcogenides and
transition metal oxides, e.g., Ta2NiSe5 and LaCoO3. Since the EI order parameter generally
has the form of an inter-band mixing which is difficult to observe directly in experiments,
it is important to explore observable physical quantities characterizing EI states.
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In this dissertation, I study the optical responses in the multi-orbital systems with strong
electron correlation. We clarify the optical responses at finite temperature in both the long-
range ordered and disordered phases. In particular, we take into account the correlation
effect, finite temperature effect, the long-range order effect and the multiorbital effect on
an equal footing, in contrast to the previous theoretical researches. I set up the following
two detailed themes: 1) To clarify characteristics of the optical responses in the dimer-type
organic molecular system with strong electron correlation in both the Mott insulating state
and the polar charge ordered phases. 2) To clarify characteristics of the optical responses
in the EI system with strong electron correlation and compare with the optical responses in
the low-spin band insulator and high-spin Mott insulator.
In order to achieve these purposes, we adopt the extended two-orbital Hubbard mod-
els for the dimer-type organic molecular systems and the EI systems. We use one of the
most powerful techniques in the quantum cluster method, the variational cluster approach,
to consider the local electron-electron correlation exactly and the possible long-range or-
ders, which usually appear only in the thermodynamic limit by the spontaneous symmetry
breaking. The optical conductivity spectra are calculated by the linear response theory with
vertex correction.
We calculated the finite temperature phase diagram. The results have been compared
with our previous studies by the mean-field and Monte-Carlo methods. A competition
between the AF phase and the CO phase is found. The one particle excitation spectral
have been calculated to study the electron structure. In the strong dimerization regime,
we assigned the bonding and antibonding bands. The bonding band is further split by the
effective Coulomb interaction Ue f f . The optical conductivity spectra have been calculated.
According to the arrangement of the dimers, a Hubbard peak is found in the σxx, and a
dimer peak is found in the σyy. The soften model near the CO-DM phase boundary is not
fully reproduced due to the small cluster we have adopted. We have shown that the peaks
positions are influenced by the appearance of the AF phase in the temperature dependent
optical conductivity spectra. With decreasing temperature as the AF phase appears, the
Hubbard peak shifts into high energy regime in the DM phase, while the peak energy of
the Hubbard peak is not influenced too much in the CO phase. The dimer peak in the CO
phase shifts to lower energy regime while it is not influenced too much in the DM phase.
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The shift of the Hubbard peak is due to the doubling of the Brillouin zone. The shift of the
dimer peak is due to the exchange energy induced by the AF.
As for the EI system, we confirmed the spin state transition induced by the competition
between Hund’s coupling and energy split. We calculated the finite temperature phase
diagram and shown the competitions between the LS state, the ESDW state, the HL state,
and the HS (AF) state. We calculated the one particle excitation spectra and the optical
conductivity spectra. We find in low temperatures that a peak structure appears only in
the EI phase. This peak intensity is scaled by the EI order parameter in low temperature.
We suggest that this is available to identify the EI phase. At high temperature, we found
a similar peak at the same position of EI peak. This peak, however, has a different origin
and has been explained as the thermal fluctuation. This point was proved by the benchmark
calculation of temperature dependent optical conductivity spectra at the LS phase.
v
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Chapter 1
Introduction
1.1 Multi-orbital systems with strong electron correla-
tions and their optical responses
1.1.1 Multi-orbital physics
Transition metal oxide attracts people’s attention since it exhibits lots of novel physics
such as Mott insulator [12], antiferromagnetic (AF) state [13] and the high-temperature
superconductivity [14]. Under the influence of the crystal field, the d-electron orbitals split
into the eg and t2g orbits with energy ∆. Usually, a multi-orbital Hubbard model is used
to describe this system [15]. To fully consider the orbital degrees of freedom is usually
complicated. In many cases, the low-energy physics can be described by the single band
model. For example, in the theory of the cuprate superconductors, it is possible to use the
single band model to consider the 3dx2−y2 orbital only. However, in many cases, the orbital
degrees of freedom play an important role.
The iron-based superconductor is one of the examples. In 2008, the superconductivity
was detected in the LaOFeAs with the transition temperature Tc ∼ 26K [16]. Attracted by
this, many other attempts are tried in the iron-based system. Recently one report shows
that the transition temperature in the FeSe can be as high as Tc ∼ 109K [17]. Similar to the
cuprate superconductors, the iron-based superconductivity can be realized by doping with
1
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electrons or holes to the parent materials [18]. There are also differences between the iron-
based and cuprate superconductor. For the cuprate system, the parent materials are usually
in the AF insulator state, while for the iron-based system, the parent materials show an
AF metal [19]. The mechanism of the iron-based superconductivity is yet unknown. The
chemical value of Fe shows +2 in the parent materials, which correspond to 6 electrons
are occupied in 5 3d orbitals [19]. On the other hand, the energy split of the crystal field
states in this system is small [19]. All these conclude that a muti-oribtal model is needed in
the theoretical study. A similar case is the superconductivity in NaxCoO2 · yH2O [20]. The
conduction band in this system contains three t2g orbitals, which are hybridized with p or-
bitals in the oxygen ions. A theoretical study shows that the orbital degree of freedom plays
an import role for the basic mechanism of the superconductivity in NaxCoO2 · yH2O [21].
Another example is the ferromagnetism of transition metals studied by the Hubbard model
[22]. Many studies show that the ferromagnetism do not appear on a hypercubic lattice
[22]. Additional requirement is needed. One requirement to realize the ferromagnetism is
the degenerate orbital states [23].
1.1.2 Strong electron correlation
The introducing of the Schrödinger equation[24] splits the history of physics into the time
of "classical physics" and "modern physics." From the current point of view, in principle,
one can obtain all the physical quantities by the wave function. However, a macroscopic
system contains so many particles that to obtain the wave function of a many-body system
by solving the Schrödinger equation exactly is impossible. Approximation methods need
to be developed. Mean-field method is one of the easiest and effective ways, whose major
spirit is first derived by Pierre Curie[25] and Pierre Weiss in the study of phase transition
[26]. By the mean-field approximation, a many-body problem is simplified to a single par-
ticle problem, whose solution can always be obtained somehow. In history, it has achieved
great success in many fields, such as BCS theory[27]. However, with the broad research
of the field in condensed matter physics, more and more problems show the failures of
mean-field approximation, such as the description of high-temperature superconductivity.
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In those cases, the electron correlation between the particles (usually the electrons) be-
comes extremely important. According to the relative strength between the kinetic energy
and the potential of the particles, the system is identified as strong or weak correlation sys-
tem. For systems whose correlations are weak enough to be omitted, the mean-field theory
is valid. Another drawback of mean-field is that we do not know how to estimate the results
of it, neither do we know how to systematically improve the precision of the calculation
[28].
Based on the spirit of perturbation theory, the Feynman diagram technique is developed
[29], which offers a vivid and straightforward way to conduct the calculation. The major
spirit is to treat the potential ( or the kinetic ) energy as the perturbation, then “dress” the
influence to the non-perturbative Green’s function by series summation. The terms in the
series are classified into different diagrams. In principle, by Dyson equation [29] and the
Feynman diagram technique, we can systematically increase the precision. However, in the
strongly correlated system, which is far from the Fermi liquid picture, this method is also
failed. For example, in the homogeneous electron gas system with low density, the higher
order of corrections we take into account, the more divergent the results are [28]. In fact,
in this case, the electron system will be formed to a Wigner lattice [30].
In order to take into account the electron correlation effect, many numerical and ana-
lytical methods are developed. To take into account the local electron correlations exactly,
Cluster perturbation theory (CPT) is developed[31]. One drawback of CPT is that no long-
range order is taken into account due to the finite size effect. As improvements to CPT,
many kinds of self-consistent methods are developed[11]. The dynamical mean-field the-
ory (DMFT) is one of the examples, and it successfully describes the transition between the
metal and Mott insulator [32]. Another example is the variational cluster approach (VCA),
which is a generalization of CPT in the framework of self-energy functional theory [33].
More details will be discussed in Chapter 3.
1.1.3 Optical conductivity techniques
Optical conductivity is one of the most powerful measurements to study the properties
of the materials. It gives not only the information about the band structure but also the
CHAPTER 1. INTRODUCTION 4
vibrational mode of the lattice. This is because the electromagnetic waves couple to a wild
range of excitations [34]. The optical conductivity, σ(ω), is a generalization of the electric
conductivity in the static electric field. It is connected to the electric filed E (ω) by
J(ω) = σ(ω)E (ω), (1.1)
where J(ω) is the electric current density. It is an intrinsic property of the material and
reflects the response to the external electric field. The optical conductivity is most often
measured via the reflectivity and obtained by the Kramers-Kronig relations [34]. If the
frequency of the injected light were coupled to the energy of the excitation in the system,
absorption would be detected in the reflectivity. Then, a peak appears in the optical con-
ductivity spectra. A non-vanishing peak in the optical conductivity spectra at ω ∼ 0 implies
a metal, which is called the Drude peak.
Optical conductivity measurements are widely used to study the system such as copper-
oxide superconductors [35], dimer-type organic system [36], Graphene [37], transition met-
als [38] and excitonic insulating system [8].
1.2 Multi-orbital systems
Two typical systems are recognized as the multi-orbital systems. One is the dimer-type
organic system, and another one is the Excitonic Insulating (EI) system in Co oxide com-
pounds. In the former, the charge degree of freedom in a dimer is described by two molec-
ular orbitals. In the latter, the low-energy electronic state is derived by the two-orbital
system. In this research, we study the optical responses in these two systems.
1.2.1 Dimer-type organic system with charge degree of freedom
1.2.1.1 Dimer-type organic system
Dimer-type organic molecular solids exhibit exotic phenomena such as the metal-
insulator transition, the quantum spin-liquid state, and non BCS-type superconductiv-
ity [1]. A general formula of a 2D dimer-organic system is represented as T −A2B.
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Here, A =ET/BETS, which is an abbreviation of the molecule BEDT-TTF/BEDT-
TSF (BEDT-TTF: Bis(EthyleneDiThio)-TetraThiaFulvalene), BETS: BEDT-TSF,
Bis(EthyleneDiThio)-TetraSelenaFulvalene) as shown in Fig. 1.1(a). B is an ion or
anion. Two molecules dimerized as A+2 (or A
−
2 ). Therefore, each dimer is a 3/4-filled
(or say hole 1/4-filled) state. Spacially, the anion B− and the dimer A+2 form the layers,
which are sandwiched with each other. Because B− forms a closed shall, the B− layers do
not contribute to the electronic conduction or magnetism [39]. The system is a quasi-2D
system. In the conduction layer (A2 layer), the different arrangements of the dimer are
distinguished by T . Some examples are shown in Fig. 1.1(b).
(a)
(b)
Figure 1.1: (a) EI and BETS molecules (b) different configurations of arrangement of
dimers [1].
The intra-dimer transfer integral t1 is more than as twice as large as the inter-dimer
transfer integral t2 is. For example in the κ−(ET)2X system, t1 is evaluated as∼−0.26eV,
and t2 is ∼−0.1eV [40]. For the 1D system, the anisotropic transfer integration leads to a
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Figure 1.2: A simple theoretical model for κ-(ET)2X system [2]. t and t ′ represent the
nearest and next-nearest transfer integrals, respectively. .
structural transition which is called the Peierls structural transition [41]. This results in a
charge ordered (CO) phase transition. In the dimer system, for a single dimer, the strong
hybridization makes the molecular orbitals form a bonding band and an antibonding band
with gap energy 2t1. Due to the large t1, the antibonding band is empty and irrelevant to
the electric properties in the low temperature. Therefore, the properties of this system are
described by an effective single band model with half filling. In the dimer-type system
we are interested in, the electron-electron Coulomb repulsion U is also strong, and the
value is considered to be the same for a fixed type of organic molecule (A). Its typical
strength is of the order of 1eV [1]. For a single dimer, under the influence of U , t1 and
V , the inter-molecular Coulomb interacting, there is an effective Coulomb interacting for
the bonding band as Ue f f = 2t1+ U+V2 −
√
4t21 +
(U−V )2
4 . It is obtained from the analytical
results of two-site Hubbard model. The effective single band will split into an upper and a
lower Hubbard band, respectively. Due to the half filling, the system becomes a Mott type
insulator, which is called the Dimer-type Mott (DM) insulator.
Magnetic order in the dimer-type organic system
The Mott insulator is predicted as the metal by band theory but in fact is an insulator be-
cause of the electron-electron interaction. Such phase derive many unconventional physics,
of which high-temperature superconductivity is the outstanding one [42]. The simplest
model to study the electron-electron interaction is the Hubbard model [43]. In such model,
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the Coulomb repulsion is represented by a “U” term. In the strong interaction regime, there
is an effective exchange coupling J ∼ t2U in the system, which is obtained from the sec-
ond order virtual hopping processes [44]. Such exchange coupling is helpful to understand
the AF phase. The magnetism in the Mott insulator has been attracting people’s attention
intensively since it always connects to the appearance of superconductivity [45]. As the
parent compounds, AF phase is suppressed by the electron or hole doping, after which
the superconductivity phase appears [46]. Recently reported studies on the magic-angle
graphene superlattices offer a pure playground to study the superconductivity [47, 48], and
its pioneer research confirmed the relation between AF and superconductivity.
In the dimer-type organic system, the magnetic properties show more divergent. The
subclass that famous for its magnetic properties may be the κ− (ET)2X type organic sys-
tem. As shown in Fig. 1.1(b), this system may be described by an isotropic triangular
lattice. For simplification, we use a dimer Hubbard model as a theoretical description
[49, 50, 2], as shown in Fig. 1.2. t and t ′ represent the nearest and nest nearest transfer in-
tegrals. Each circle represents the bonding band state of a single dimer, therefore the system
is half filled. When t ′/t = 0, the system becomes a standard 2-dimensional square lattice,
whose ground state stabilize an AF order [28]. In the limit of t ′/t = 1, where the system
becomes fully frustrated, the theoretical prediction of the present state is the so-called spin
liquid [51]. In the κ − (ET)2X system, the value of t ′/t depends on the X−1 [52]. Due to
the variety of the organic system, almost a continuous changing of the parameter is real-
ized experimentally. The value of t ′/t is estimated as 0.5−0.65, 0.75, 0.75−0.85, and 1
for X = Cu[N(CN)2]Br, Cu[N(CN)2]Cl, Cu(NCS)2, and Cu2(CN)3, respectively [45, 50].
As expected, even at low temperature ( down to 32mK [39]), no AF order is found in
κ − (ET)2Cu2(CN)3. Newly calculations by the first principle calculation reveal that this
system is not purely isotropic triangular lattice but still remains in the frustrated regime
[53, 54]. It is one of the candidates of the spin liquid system. Other materials exhibit the
AF transition at low temperature, for instance, 27K for κ − (ET)2Cu[N(CN)2]Cl. A gen-
eral discussion of the metal-insulator transition and AF transition in κ− (ET)2X type can
be found in Ref. [40].
AF transition also occurs in other type systems. In β ′− (ET)2ICl2, which is the square
lattice type, the AF transition temperature is ∼ 22K [55]. There is also the nonmagnetic
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Figure 1.3: (a) Dielectric constant and (b) ac electrical conductivity of the
κ-(BEDT-TTF)2Cu(CN)3 as functions of temperature for several frequencies. (c) The real
and imaginary parts of the relative dielectric permittivity of Pb(Mg1/3Nb2/3)O3 [3].
system. α− (ET)2I3 for instance, the magnetic susceptibility measurement indicates a spin
gap at low temperature [56]. One explanation for that is, along the stack direction, spin
singlet state is stabilized [57].
1.2.1.2 Charge degree of freedom in the dimer-type organic system
Conventional ferroelectricity
In history, the discovery of ferroelectricity is later than ferromagneticity. In was until 1920
that the ferroelectricity was found in Rochelle salts [58]. The traditional dielectric polar-
ization shows the linear response to the external electric-filed. There is another type of
system, which is called the paraelectric material, shows a strong non-linear polarization
to the driving field. When the external electric field is removed, the polarization is also
gone. While in the ferroelectricity, there is the spontaneous nonzero polarization, which is
remaining finite value when the driving field is removed. If we change the direction of the
driving field in an appropriate strength, there is a hysteresis loop, which is similar to the
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case of ferromagnetism[59]. Conventionally, there are two kinds of ferroelectricity clas-
sified by the deriving mechanism. One is the displacive-type, where macroscopic electric
polarization is derived by the displacement of positive and negative ions in the solids. The
other one is the order-disorder type, where the thermal fluctuation disorder the arrange-
ment of microscopic dipoles above the transition temperature. This transition is similar to
the ferromagnetic-paramagnetic transition. In all regime, the microscopic dipoles exist. In
both cases, the lattice structure is changed in the process of polarization.
Electric ferroelectricity and CO
Recently there is a third type of ferroelectricity was reported in LuFe2O4, in which electric
dipole comes from the ordering of the Fe2+ and Fe3+ irons [60, 39]. This type is called as
electronic ferroelectricity [61]. Compared with the conventional types, the electronic ferro-
electricity is purely driven by CO state, and have been observed in some low-dimensional
charge-transfer organic salts [61].
Charge degree of freedom in κ-(ET)2Cu2(CN)3
κ-(ET)2Cu2(CN)3may be one of this type, according to the finding of the peak structure in
dielectric response with strong frequency dependence [39]. As shown in Fig. 1.3(a), the
dielectric constant increases with decreasing temperature below 60K and reaches its max-
imum value at Tmax, then it decreases. The maximum value and Tmax show the frequency
dependence. The dielectric relaxation below 60K is similar to that in Pb(Mg1/3Nb2/3)O3
which is a typical relaxor ferroelectric material, as shown in Fig. 1.3(c). Even though the
CO state is not stabilized in the κ-(ET)2Cu2(CN)3 [62], its fluctuation may be of great im-
portance. The charge degree of freedom is not negligible. This feature is also found in other
types of organic compound, such as β ′− (ET)2ICl2 [63] and κ− (ET)2Cu[N(CN)2]Cl [64].
1.2.1.3 Multi-orbital model for dimer-type organic system
For the dimer-type organic system, the highest-occupied molecular orbital (HOMO) or the
lowest-unoccupied-molecular orbital (LUMO) plays a crucial role. To consider the charge
degree of freedom, the system is recognized as the two-orbitals system by considering the
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(a) (b)
Figure 1.4: (a) The optical spectra with polarization parallel to the b axis of
κ-(ET)2Cu2(CN)3 at low temperature (4K). The black line represents the original ex-
perimental data. The red line is the fitting of Lorentz type function. Llow, LHub, and Ldimer
represent the three original peaks in the data, respectively. (b) Spectral weight as functions
of T [4].
two molecular orbitals in a dimer. Theoretical studies by this model discussed the phase
diagram [65] and the collective charge excitation [9].
On the theory, the CO state in α-(ET)2I3 have been studied by the Hubbard model in
the mean-field sense [57]. However, calculations without inter-site Coulomb interaction Vi j
in the θd type system show a Mott insulator, which in fact is a CO system. This indicates
that Vi j is crucial for CO phase [66] and the extended Hubbard should be adopted.
1.2.1.4 Optical studies in dimer-type organic system
Optical conductivity is one of the most powerful measurement to study the organic dimer-
type insulator [67]. The κ − (ET)2X type system is fully dimerized and is studied inten-
sively [67]. In the earlier time, the material κ-(ET)2Cu[N(CN)2]BrxCl1−x were studied by
optical spectra [68, 69]. For x = 0 (x = 1), the material is in the insulating (metal) phase.
This series of alloys becomes a benchmark system for the bandwidth-controlled Mott tran-
sition with changing x continuously. After the finding of the abnormal dielectric response in
κ-(ET)2Cu2(CN)3 [39], more experimental studies are done for this material. Fig. 1.4(a)
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shows the experiment results of optical spectra of κ-(ET)2Cu2(CN)3 at low temperature
[4]. The black line represents the original data from the experiment, while the red line
represents the fitting curve from the Lorentz type function. There are three peaks which are
signed in blue, yellow, and green. According to the estimation, Ldimer around 0.4eV should
be the dimer peak which is excitation between the bonding band and antibonding band in
the dimer. LHub represents the inter-dimer excitation. With decreasing temperature, there is
a transfer of spectral weight, which is defined as the integration of the peak, from Hubbard
peak to a lower energy regime, assigned by Llow, as shown in Fig. 1.4(b).
1.2.2 Excitonic Insulating system with spin state degree of freedom
1.2.2.1 Excitonic Insulator (EI)
Excitonic Insulator (EI) was predicted in the early 60s in last century [70], and later be
discussed intensively[71, 5, 72]. The effective attraction between electrons and holes,
originating from the repulsive Coulomb interaction, makes an original semiconducting or
semimetal state unstable and gives rise to a spontaneous hybridized state of the valence and
conduction electrons.
We define the energy gap G, as the energy difference between the conduction band and
valence band. The positive value of G identifies a semiconductor, while the negative one
identifies a semimetal. When |G| is small and the temperature is low enough, a binding
energy which is obtained by the pairing of electrons in the conduction band and the holes
in the valence band can compensate the energy gap. Then the EI state is stabilized as
shown in Fig. 1.5. When G < 0, there is a well defined Fermi surface which cut the top
of the valence band and the bottom of the conduction band. In the ground state, all the
states below the Fermi surface are filled, to form an electron-hole pair at the Fermi surface
does not need any energy cost but gain binding energy. Obviously such Fermi surface is
unstable and a new ground state should be settled. This is very similar to the BCS case [27],
and we call this as the BCS-type EI state. In the conventional superconductor, the direct
interaction between electrons is the repulsive Coulomb interaction. Due to the background
lattice and the electron-phonon coupling, there is the effective attraction between electrons.
This attraction creates the Cooper pair. In the strong coupling regime, where G > 0, the
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Figure 1.5: The phase diagram of the EI system [5].
binding energy of the EI pairing is strong, two fermions (an electron and a hole) form like
a boson, and we call this the BEC type EI state. Compared with the process of creating
the Cooper pair in the superconductivity, the mechanism for the paring in the EI system is
direct and any complex assumptions are not needed. This makes the EI system to be a good
playground to study the BCS and BEC.
There are many candidate materials in which EI ground state is stabilized. Some exam-
ples, such as 1T-TiSe2 [73] and TaNiSe5 [74] are intensively studied both by experiments
and theories.
1T-TiSe2 is a quasi-two-dimensional layered material. For a very long time in the his-
tory, it is under debate that whether it is a semimetal or semiconductor. The newly angular
resolved photoemssion spectroscopy (ARPES) detection showed that it might be a semi-
conductor with an indirect and extremely small gap [75]. In this material, a commensurate
2× 2× 2 charge density wave (CDW), with transition temperature Tc ∼ 190K, is found
[76]. The EI state is believed to be crucial for the stabilization of CDW [77]. When the
EI state is stabilized, a large transfer of spectral weight into the backfolded bands is ob-
served by photoemission experiment and by theory [73]. This transfer is considered as a
characteristic feature for the EI state [73].
TaNiSe5 is another candidate. It is constructed by weakly coupled layers through van
der Waals interaction, and in each layer, every Ni chain is aligned with two Ta chains
to form a quasi-one-dimensional chain structure [78, 79]. At high temperature, there is
a small gap between the conduction band bottom and the valence band top at the Γ point
according to the band structure calculation [80, 78]. The valence band is composed of Ni 3d
orbitals with a Se 4p admixture while Ta 5d construct the conduction band. With decreasing
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temperature, a semiconductor-to-insulator transition is observed at Tc ∼ 326K [81]. And
according to the experiment of the optical conductivity spectra, the gap, associated to this
transition, is estimated as Eg ∼ 0.16eV [8]. In the ARPES experiment, it shows that this
transition is accompanied by a fact that the valence band top becomes flat [74]. The opening
of this gap is believed due to the stabilization of EI state.
There are many other candidates such as TmSe0.45Te0.55 [73] and CaB6 [82, 78]. Re-
cently, it is predicted that the EI state is realized in the transition metal oxides (TMO) with
spin state degree of freedom.
1.2.2.2 The spin state degree of freedom (SSDF) in Co
A typical system with SSDF is the cobalt oxides RCoO3. It is the perovskite material. In
each unit, Co3+ is surrounded by six oxygen ions O2−. Under the influence of crystal field,
the original symmetry decreases, which result in recombination of the 5-fold degenerated
states {|lm〉|l = 2,m=−2, ...,2} into the eg (2-fold degeneracy) and t2g (3-fold degeneracy)
orbitals. These two sets of orbitals are gaped by an energy split ∆ due to the crystal filed.
Only with ∆, the ground state should be the low spin (LS) state t62g. However, the eg and
t2g orbitals is coupled by the Hund’s interaction J [83], which tends to push the system into
the high spin (HS) state e2gt
4
2g. In the strong J limit, the system is in the HS state, while in
strong ∆ limit, the system is in the LS state. The competition between J and ∆ makes the
novel SSDF in this system.
In these materials, an interesting example is the LaCoO3, where spin state has been a
long time under debate. At low temperature, the energy split between eg and t2g is little
larger than the Hund’s coupling[84]. Therefore the ground state should be the LS state.
This is consistent with the neutron scattering measurements, which find the decrease of
magnetism at low-temperature [85]. This LaCoO3 exhibits two magnetic-electronic tran-
sitions at the temperature near 100K and 500K [86], which is related to the spin state of
Co3+ changed from the LS(t62gS = 0) state to the HS(t
4
2ge
2
g,S = 2) state or intermediate spin
(IS) (t52ge
1
g,S = 1) state. At T ∼ 500K the transition is accompanied with a nonmetal-metal
crossover [87]. At 100K, a peak appears in the experiment of the magnetic susceptibil-
ity show that there is an LS to HS transition[86]. However, an other explanation is the
system undergoes an LS to IS state, and in order to have a self-consistent explanation of
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Figure 1.6: (a) resistivities, (b) dc magnetizations, (c) heat capacityes, and (d) lattice con-
stants and unit cell volume of Pr0.5Ca0.5CoO3 [6].
the transition at 500K, a Jahn-Teller distortion is considered [88, 87]. There is also an-
other explanation of the spin state at the low temperature as the mixed state of LS and HS
[89, 90].
Another interesting material is Pr0.5Ca0.5CoO3 [6], in which an abnormal metal-
insulator transition is found at low temperature around TMI ∼ 90K , as shown in Fig. 1.6(a).
At low temperature, the magnetization tends to be saturated. Around TMI , however, the
magnetization of the sample shows a reduction, as shown in Fig. 1.6(b). This transition is
also accompanied by the appearance of a sharp peak in the specific heat, as shown in Fig.
1.6(c), and a large contraction of the volume, as shown in Fig. 1.6(d). The electron config-
uration of cobalt ion is d5.5 (Co3.5+) on average. The configuration might be t52ge
0.5
g at high
temperature [91]. With decreasing temperature around TMI , as a naive picture, the energy
split between t2g and eg is enlarged. The electrons are all filled at lower band t2g while eg is
empty. The reflection on the experiment should be observing a drop in the magnetization
and susceptibility. The system of a configuration t5.52g thus by no means to be an insulator
if there are no other mechanisms. One possibility is the charge transfer between Co3.5+
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Figure 1.7: The metal-insulator transition in (Pr1−yRy)Ca1−xCoO3 for x= 0.5. Ts represent
the transition temperature [7].
so that t62g and t
4
2g with equal ratio is formed. In such case, the t2g band will split into an
upper and lower band. [91]. Such kind of CDW gap and the corresponding transition are
found in the cobalt oxide, such as HoBaCo2O5 [92]. However, the supper lattice created
by such order is not found [6]. Experimentally, with decreasing temperature around TMI ,
a large electron transfer from the Pr3+ ions to the CoO3 subsystem is observed [93]. The
GGA +U calculation proved this point [94]. It also show that such electron transfer is
essential for the transition rather than the structural changes (the contraction as shown in
Fig. 1.6(d)).
An extension of the study of the material Pr1−xCaxCoO3 shows that such transition
only occurs at x ∼ 0.5 [95]. The comprehensive study of Pr1−xCaxCoO3, through electric,
magnetic and thermal measurements, shows more abundant phases by considering the de-
gree of freedom x and the temperature T [95]. Even though many behaviors are not clear
yet, it is believed that they are due to the spin state of Co [95]. Furthermore, the abnormal
transition is also found in a more general series (Pr1−yRy)Ca1−xCoO3 [7], and some of the
results at x = 0.5 are shown in Fig. 1.7. In the figure, x and y represent the ratio of doping
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of different elements, and Ts represent the transition temperature. For different kinds of
substitution with a wide range of doping rate, such transition generally exists.
1.2.2.3 EI explanation and multi-orbital model
One possible reason for such transition is explained as the excitonic condensate [10]. The
origin of the spin state transition is due to the competition between the Hund’s coupling
J and the energy split between 2-fold degenerated eg and 3-fold degenerated t2g orbitals.
As a simplification, the two-band Hubbard model is used to simulate the orbital degree
of freedom. Such model has achieved some success to explain the metal-insulator tran-
sition with spin state transition in LaCoO3 [96], which is known for a long time under
debate. Based on such mode, the DMFT calculation shows that some of the properties in
(Pr1−yRy)Ca1−xCoO3 around the transition point are explained naturally [10]. They are
(1) an abrupt drop of the electric resistance, (2) the sharp peak that is found in the specific
heat and (3) the decrease of the magnetization. Motivated by this results, some calculations
based on this model have done.
The zero temperature phase diagram is obtained by the pseudospin operator and the
mean-field calculation [97]. Under the competition of the Hund’s coupling J and energy
difference of the two orbital ∆, an LS state, an HS state, a high spin/ low spin (HL) ordered
state, and two kinds of EI states are found. By the same method, the temperature and effect
and the magnetic field effect are discussed [98]. To consider the local electron correlation
exactly, the DMFT calculation is applied [10, 99].
1.2.2.4 Optical studies in the EI system
Recently there is an optical study for the Ta2NiSe5 [8]. The optical conductivity spectra
as functions of photon energy are shown in Fig. 1.8. In this material, a semiconductor-
to-insulator transition occurs at Tc ∼ 328K [81]. As seen in the figure, around Tc a clear
peak appears as decreasing temperature. The peak becomes sharper as further decreasing
temperature. The slope of the optical conductivity spectra predicts the energy of the opened
gap is ∼ 0.16eV .
CHAPTER 1. INTRODUCTION 17
Figure 1.8: Optical conductivity spectra as functions of photon energy for several temper-
ature in Ta2NiSe5 [8].
1.3 Theoretical studies of optical responses in multi-
orbital models
The optical conductivity spectra in the cuprate superconductors are studied by the exact
diagonalizations method at zero temperature [100]. In that study, a three-band Hubbard
model is adopted. The Drude weights with different doping rate are studied. The optical
conductivity spectra in the muti-orbital Hubbard model in infinite dimensions are studied
by DMFT with a Quantum Monte Carlo impurity solver [101]. The Drude peak becomes
strong with decreasing temperature is found. The optical conductivity spectra are also
calculated by the LDA+DMFT for V2O3 in the paramagnetic phases [102]. The results
of the Bubble approximation are obtained and are of good agreement with experiment. It
shows the necessity of including all 3d orbitals in the electronic structure calculation.
There are theoretical studies for the multi-orbital models that we focused on. In
the dimer-type organic system, the optical conductivity spectra are calculated for the
κ-(ET)2Cu2(CN)3 [9] by adopting extended Hubbard model and Vt model. There are
two kinds of excitations reflected by the peaks in the optical conductivity spectra. One
is the dimer peak, and another one is the Hubbard peak. The results by the Lanczos and
mean-field method are shown in Fig. 1.9(a). In this study, A+ and A− represent two kinds
of intra-dimer excitations. The optical conductivity spectra as functions of frequency for
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(a) (b)
Figure 1.9: (a) The optical conductivity spectra of κ-(ET)2Cu2(CN)3 calculated by ex-
tended Hubbard model with the Lanczos and mean-field method [9]. (b) The optical con-
ductivity spectra of Pr0.5Ca0.5CoO3 calculated by DMFT [10]. The inset shows the dc
resistivity.
several values of V , the inter-molecular Coulomb interaction, are plotted. With increasing
V , a CO-DM transition occurs around Vc denoted in the figure. The peak energy becomes
small around the transition point. The softening feature of the peak indicates the competi-
tion between the CO and DM phases. In this study, the authors adopted a finite size cluster
at zero temperature.
The optical conductivity spectra at finite temperature are studied for Pr0.5Ca0.5CoO3 by
DMFT [10]. As shown in Fig. 1.9(b), red (blue) curve represents the high (low) temperature
data. At high temperature, there is a clear Drude peak where the system is in the metal
phase. With decreasing temperature, the Drude weight decreases until a critical point.
Then the Drude peak disappears and another peak appears. A metal-insulator transition
occurs. The opening of the gap is explained by the EI state. In this study, the local electron
correlation is taken into account exactly by DMFT, while the non-local correlation is totally
neglected. The optical conductivity spectra is calculated in the Bubble approximation,
while the vertex correction is not included.
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1.4 Purposes and the organization of this dissertation
It is difficult to fully take into account the multi-orbital physics of the real material in
theoretical studies. Approximations are introduced to simplify the system into a single
band model. However, in many cases, the orbital degree of freedom plays an important
role to understand the mechanics. Two typical systems are discussed above. One is the
dimer-type organic system, where the charge degree of freedom is taken into account by
introducing the degree of freedom of two orbitals in the dimer. Another one is the EI system
in the Co system with SSDF.
For the dimer-type organic system, the early theoretical model, that is mapping the
quarter or three quarters filled molecular model into an effective half-filled single-band
Hubbard model, achieved some success [40, 57, 49]. However, recently the abnormal
dielectric response found in κ-(ET)2Cu2(CN)3 attracts people’s attention [39]. The peak
structure in dielectric response with strong frequency dependence is later found in other
kinds of dimer-type system. Such ferroelectricity-like behavior makes people reconsider
the importance of charge degree of freedom in the dimer-type system. In the Co oxide
system, the reason for the abnormal metal-insulator transition, which is also accompanied
by other phenomena like spin state transition, is under debate for a long time. Recently
the newly mentioned EI explanation offers a different view to understand the electric and
magnetic properties for such system.
Optical conductivity is one of the most important measurement to study the materials.
Theories of optical response in the multi-orbital model are shown. At zero temperature,
the optical responses in κ-(ET)2Cu2(CN)3 is calculated in a finite size system. At finite
temperature, the optical responses in Pr0.5Ca0.5CoO3 are calculated by considering the
local electron correlation and Bubble approximation.
In this dissertation, I study the optical responses in the multi-orbital systems with strong
electron correlation. We clarify the optical responses at finite temperature in both the long-
range ordered and disordered phases. In particular, we take into account the correlation
effect, finite temperature effect, the long-range order effect and the multiorbital effect on
an equal footing, in contrast to the previous theoretical researches. I set up more detailed
themes as follows,
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• To clarify characteristics of the optical responses in the dimer-type organic molecular
system with strong electron correlation in both the Mott insulating state and the polar
charge ordered phases.
• To clarify characteristics of the optical responses in the EI system with strong elec-
tron correlation and compare with the optical responses in the low-spin band insulator
and high-spin Mott insulator.
The dissertation is organized as follows. In Chapter 2, I introduce the models for the Dimer-
type organic system and the EI system respectively. In Chapter 3, I give a comprehensive
introduction of VCA, which will be used to solver our models. The results of the study of
the dimer system and the EI system will be shown in Chapter 4 and Chapter 5 respectively.
Chapter 6 is the summary of this research.
Chapter 2
Model
2.1 Extended Hubbard model with dimer degree of free-
dom
We adopt the extended Hubbard model with the dimer degree of freedom. We first consider
a 2D square lattice shown in Fig. 2.1(a), where at each site dimer is considered shown in
Fig. 2.1(b). The Hamiltonian is given as
H = Hintra+Hinter, (2.1)
where Hintra represents the intra-dimer interaction and Hinter represent the inter-dimer in-
teraction. The first term is written as
Hintra = t1∑
iρσ
c†iρσciρ¯σ +V1∑
i
nianib+U∑
iρ
niρ↑niρ↓−µ∑
iρ
niρ , (2.2)
where ciρσ is an annihilation operator of an electron with spin σ (=↑,↓) and molecular or-
bital ρ (= a,b) at site i, and niασ = c†iασciασ is the particle number operator. We define
niα = ∑σ niασ , V1 and t1 represent the inter-molecular Coulomb interaction and the hop-
ping integral respectively, U is the on-orbital Coulomb interaction, and µ is the chemical
potential. We consider a 1/4 filled system.
21
CHAPTER 2. MODEL 22
The second term Hinter is given as
Hinter = t2 ∑
i jρσ
c†iρσc jρσ +V2 ∑
〈i j〉ρ
niρn jρ , (2.3)
where V2 and t2 represent the inter-dimer Coulomb interaction and the hopping integral
respectively, and 〈i j〉 represents the neatest neighbor pair of the dimer sites i and j. In
Fig. 2.1, “black bonds” represent the inter-molecular interaction (t1 term and V1 term in
Eq. (2.2)), and “red bonds” represent the inter-dimer interaction (t2 term and V2 term in Eq.
(2.3)). The interaction between dimers are shown in Fig. 2.1(d).
(a) (b) (c) (d)
Figure 2.1: (a) A background grid of 2D square lattice. (b) A dimer structure. (c) Consider
one dimer on each site, the resulting lattice is our model. (d) The interacting connection
between the dimers.
In the strong dimerization limit, t1 >>V1, the antibonding band is empty and the bond-
ing band is half filled. The system is the so-called dimer Mott insulator. On the other hand,
when the inter-molecular Coulomb interaction is strong, V1 >> t1, a charge ordered phase
may be realized.
A value of U depends on the different kinds of molecules [1]. The inter-dimer elec-
tron transfers are sensitive to the arrangement of the molecules and are evaluated by the
extended Hückel tight-binding band calculations [40] and first principle calculation [103].
From those calculations, 2/ |t1/t2|/ 12, and U/t1 ∼ 3. The inter-molecular Coulomb in-
teracting V1 can be as large as 50% of U and is not easy to estimate. In present calculation,
we chose t2 =−1 as the energy unit, and fix U = 12, V1 = 3, t1 = 4 and free V2.
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2.2 Two-orbital Hubbard model for an EI system
The cobalt oxides ACoO3 is the perovskite structure, in which a Co ion is surrounded by
6 oxygen ions. Under the influence of the crystallize field, the d-electron orbitals split to
the eg and t2g orbits with energy ∆. To describe this system, the multiple-orbital Hubbard
model [15] (including the 5 orbitals) is required. A comprehensive discussion of all the
interactions in the multiple-orbital Hubbard model is in [83]. For simplification, the effec-
tive model to describe this system is the two-orbital Hubbard model (THM). This model is
previously studied for the metal-insulator transition in Pr0.5Ca0.5CoO3 [10].
We adopt the two-orbital Hubbard model, whose Hamiltonian is given as
H = HLoc+Ht , (2.4)
where HLoc is a local part at each site, and Ht represents the transfer integral between
different sites. The first term is given as
HLoc =
∆
2∑iσ
(niaσ −nibσ )+U∑
iα
niα↑niα↓+V∑
i
nianib−µ ∑
iασ
niασ
+ J ∑
iσσ ′
c†iaσc
†
ibσ ′ciaσ ′cibσ + I∑
iα
c†iα↑c
†
iα↓ciα¯↓ciα¯↑, (2.5)
where ciασ is an annihilation operator of an electron with spin σ (=↑,↓) and the orbital
α(= a,b) at site i, and niασ = c†iασciασ is the particle number operator. We define that
niα = ∑σ niασ , ∆ represents the energy difference between the orbitals a and b, U and V
are the intra-orbital and inter-orbital Coulomb interactions, µ is the chemical potential, and
J and I are the Hund’s coupling and pair hopping, respectively. The second term in Eq.
(2.4) is given as
Ht = ∑
iασ
tαc
†
iασc jασ , (2.6)
where tα is the hopping integral between the orbital α between the neighboring sites in
a square lattice. For simplification, we set the hopping integral of the two orbitals are
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the same and set to be the energy unit, i.e. ta = tb = 1. We set the chemical potential
µ = U+2V−J2 . We do not consider the cross term in the hopping integrals such as tab.
In the case of J = I = 0, this Hamiltonian is studied for the EI state by the Hartree-
Fock approximation [104]. Its phase diagram contains a paramagnetic (PM) phase, a band-
insulator phase, an ESDW phase and an AF phase.
In the case of J 6= 0 and I 6= 0, a system with ta/tb < 0 is studied by the mean-field
calculation in the pseudospin model at zero temperature [97]. A high spin-low spin ordered
state is found. The temperature and the magnetic field effect are studied [98].
Chapter 3
Method
3.1 Variational Cluster Approach(VCA)
Cluster Perturbation Theory (CPT) [31] is the basic framework of the Quantum Cluster
Method (QCM) [11]. The advantage of CPT is its results become exact in both of the
strong- and weak-coupling limit [11]. The momentum dependent one particle excitation
spectra can be compared with ARPES data in the experiment. The drawback of CPT is
due to the finite size effect that we can not consider the spontaneous symmetry breaking.
This, however, can be “solved” by introducing different kinds of mean-field as a correc-
tion. We tile the lattice into clusters and then obtain a super-lattice. For each cluster, the
influences from other clusters are described by a mean-filed. By doing this, the symmetry
broken states can be simulated even the size of the cluster is far from the thermodynamic
limit. The different ways for the improvements of CPT lead to methods such as Dynami-
cal Cluster Approximation (DCA) [105], Cluster(Cellular) Dynamical Mean Field Theory
(CDMFT) [106] and VCA (also known as the name Variational CPT). The only difference
between these methods is to choose a mean-field, after which the approaches to calculate
the physical quantities are the same.
This chapter is organized as follows. In section 3.1.1, we briefly introduce the formal-
ism of CPT, which is the basic framework of QCM. In order to describe the long-range-
orders, we need to introduce the mean-field. A general form of mean-field will be discussed
25
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in section 3.1.2. After the system is well described, one may be interested in some physi-
cal quantities. The basic theory to do such calculation is the fluctuation-dissipation theory,
which will be introduced in section 3.1.3. In our research, the mean-field is chosen by
VCA, which is based on the self-energy functional theory that will be introduced in 3.1.4.
Finally, we will introduce how to apply VCA in our model in the last part of this chapter.
3.1.1 Cluster Perturbation Theory
We start from a lattice Hamiltonian given by
H =∑
i j
ti jc
†
i c j +∑
i jkl
Xi jklc
†
i c
†
jckcl, (3.1)
where the operator c†i (c j) creates (annihilates) an electron at site i ( j). Without loss of gen-
erality, we suppress the index of spin(and also other possible orbital degrees of freedom).
In Eq. (3.1), Xi jkl =
´
dr
´
dr ′φ∗i (r)φ∗j (r ′)V (r−r ′)φk(r ′)φl(r) where {φi(r)} is a complete
set of states [28]. It represents all the two-particle interactions. In QCM, any types of the
interactions in a local cluster can be taken into account. The inter-site interactions between
two clusters make difficulties in QCM and are treated in approximation. Here we show an
example of treating an inter-site Coulomb interaction V nin j in the Hartree-Fock level as
follows
V nin j =V (ni−〈ni〉+ 〈ni〉)(n j−〈n j〉+ 〈n j〉)
=V [ni〈n j〉+ 〈ni〉n j−〈ni〉〈n j〉+(ni−〈ni〉)(n j−〈n j〉)]
≈V (ni〈n j〉+ 〈ni〉n j−〈ni〉〈n j〉), (3.2)
where the term (ni−〈ni〉) represents the quantum fluctuation. We consider that the product
(ni−〈ni〉)(n j −〈n j〉) is small and negligible. The quantities, {〈ni〉} ≡ {λi}, are treated
as the external fileds (a set of input parameters) in the calculation and are determined by
self-consist calculations.
Now we come back to the original lattice Hamiltonian Eq. (3.1). The first step is to
tile the original lattice with clusters of size L. Each cluster will be solved exactly. In
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principle, the larger L is, the better results we will obtain. This is easy to understand by
considering the limitation of L→∞ when the original lattice is fully described by a cluster.
However, we need also to take into account the required computational resource, which
is exponentially raising with the increase of the system size in Exact Diagonalization(ED)
method. In Fig. 3.1, we show an example of a tiling in a 2D square lattice with a cluster
of size L = 10. Here e1 and e2 are the bases of the super-lattice. The original Brillouin
zone (enclosed by the black solid line that contains (−pi,−pi) and (pi,pi)) is shrunk to the
so-called reduced Brillouin zone (marked by the blue solid line).
(a) (b)
Figure 3.1: (a) The original lattice and the super-lattice. (b) The original Brillouin zone
and reduced Brillouin zone [11].
We select one super-lattice configuration(the shape would be different according to our
requirement and available computational resource). We define the cluster operator
ψR =
(
ψR1 , ..., ψRL
)T
, (3.3)
where L is the cluster size. For any operator ci, we find a unique cluster index R and the
corresponding in-site index α . That is,
ci→ ψRα . (3.4)
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Using this notation , the single particle terms in Eq. (3.1) is rewritten as
∑
i j
ti jc
†
i c j = ∑
RαR′α ′
tRα,R′α ′ψ
†
RαψR′α ′ = ∑
RαR′α ′
tαα ′(R−R′)ψ†RαψR′α ′. (3.5)
In the last step, we use the translational symmetry of the super-lattice. By using the identity
1 = δRR′+(1−δRR′) , it becomes
∑
i j
ti jc
†
i c j =∑
R
∑
αα ′
ψ†Rαtαα ′(0)ψR′α ′+ ∑
R 6=R′
∑
αα ′
ψ†Rαtαα ′(R−R′)ψR′α ′
=∑
R
ψ†RTψR + ∑
R 6=R′
ψ†Rt(R−R′)ψR′, (3.6)
where Tαα ′ = tα,α ′(0) and t(R − R′) is a matrix whose element is {tRα,R′β}. The two
particle terms ∑i jkl Xi jklc
†
i c
†
jckcl are treated in the same way as
HUR = ∑
αβγδ
Hαβγδψ
†
Rαψ
†
RβψRγψRδ , (3.7)
whereHαβγδ = XRα,Rβ ,RγRδ . There is no two-particle interaction between clusters, since
we treat them in the mean-field sense, see Eq. (3.2). The final form of the Hamiltonian is
given by
H =∑
R
ψ†RTψR + ∑
R 6=R′
ψ†Rt(R−R′)ψR′+∑
R
HUR . (3.8)
We fist consider the non-interacting part of Eq. (3.8) given by
H0 =∑
R
ψ†RTψR + ∑
R 6=R′
ψ†Rt(R−R′)ψR′. (3.9)
Because of the translation symmetry of the super-lattice, we introduce the Fourier transform
ψR =
1√
M∑q
ψqeiq·R, (3.10)
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and its inverse transform
ψq =
1√
M∑R
ψRe−iq·R, (3.11)
where M = NL is the number of clusters in the super-lattice, and N is number of total sites in
the original lattice. The summation in Eq. (3.10) is carried in the reduced Brillouin zone.
The reduced Brillouin zone is L times smaller than the original one. By using Eq. (3.10) in
Eq. (3.9), we have
H0 =∑
R
1
M∑pq
e−i(p−q)·Rψ†pTψq + ∑
R 6=R′
1
M∑pq
ψ†pe
−ip·R+iq·R′t(R−R′)ψq. (3.12)
The first term is diagonalized as
H01 =∑
R
1
M∑pq
e−i(p−q)·Rψ†pTψq =∑
q
ψ†q Tψq. (3.13)
In the second term, we use identical substitution R′ = R−∆, and obtaion as
H02 =
1
M ∑|∆|>0∑R ∑pq
ei(q−p)·Rψ†pe
−iq·∆t(∆)ψq
=∑
q
ψ†qτ qψq, (3.14)
where
τ q ≡ ∑
|∆|>0
e−iq·∆t(∆). (3.15)
Finally, we have the simplified expression for H0 as
H0 =∑
q
ψ†q (T + τ q)ψq, (3.16)
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where T + τ q is a L×L matrix. Until now, the expression is exact. The non-interacting
Green’s function of the cluster is obtained as
G−10 (q,ω) = ω−T − τ q. (3.17)
The single particle Green’s function in the interacting system is written by the Dyson
equation as [28]
G−1(q,ω) = G−10 (q,ω)−Σ(q,ω), (3.18)
in which the self-energy Σ(q,ω) contains all the many-particle effect, and usually the exact
solution does not exist.
Let us come back to Eq. (3.8), and use the notation
H =∑
R
HR +∑
RR′
VRR′, (3.19)
where
HR = ψ†RTψR +H
U
R (3.20)
VRR′ = ψ
†
Rt(R−R′)ψR′. (3.21)
Here, HR is the Hamiltonian in a local cluster, and VRR′ represents connection between dif-
ferent clusters and is represented as the single particle terms. By following the perturbation
theory [107, 108], we take VRR′ as a perturbational term. In the zeroth order approximation,
the original lattice Hamiltonian is decoupled into the identical clusters that is described by
the Hamiltonian given by
Hc =∑
αβ
φ†αTαβφβ + ∑
αβγδ
Hαβγδφ†αφ
†
βφγφδ , (3.22)
where {φα ,α = 1,2, ...L} is a set of the Fermi operators, and we use the notations for Tαβ
and Hαβγδ in Eq. (3.6) and Eq. (3.7), respectively. By diagonalizing this Hamiltonian,
we get Gc, i.e. the Green’s function in this small cluster. Numerically, we can either use
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Lanczos method at zero temperature or Householder method at finite temperature. Using
the Dyson equation, we obtain the self-energy in this cluster, Σc, from the Green’s function
Gc by
G−1c (ω) = G
−1
c0 (ω)−Σc(ω), (3.23)
where
G−1c0 (ω) = ω−T . (3.24)
Gc0(ω) is the noninteracting Green’s function for Hc.
Now we consider the influence of VRR′ . By using the formula in Ref. [31], we have
G (q,ω) =
Gc(ω)
1− τ qGc(ω) , (3.25)
where τ q is given by Eq. (3.15).We also write this as
G−1(q,ω) = G−1c (ω)− τ q. (3.26)
Using the results in Eq. (3.23) and Eq. (3.24), we obtain
G−1(q,ω)≈ ω−T − τ q−Σc(ω) = G−10 (q,ω)−Σc(ω). (3.27)
By comparing Eq. (3.27) with Eq. (3.18), we have
Σ(q,ω)≈ Σc(ω), (3.28)
and another expression given as
Σ(R−R′) = 1
M∑q
eiq·(R−R
′)Σ(q,ω)≈ δRR′Σc(ω), (3.29)
where we use Σ(R,R′) = Σ(R−R′) obtained by the translation symmetry for the super-
lattice.
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An important characteristic of CPT is that no broken-symmetry states can be consid-
ered. The spontaneous symmetry breaking happens in the thermal dynamical limit where
the requited perturbation to break down the symmetry of original Hamiltonian becomes
infinitely small. In a finite system, we need to introduce a mean-field. Here we first discuss
how to introduce the mean-field technically. The theoretical proof will be discussed in a
more general framework in section 3.1.3.
3.1.2 Long-range order and the dynamical mean-field
We need to evaluate the self-energy of the original lattice system (see Eqs. (3.28) and
(3.29)). The system from which we evaluate this self-energy is the so-called reference
system. The Hamiltonian of the reference system for CPT is in Eq. (3.22). However, in
general, we can choose other kinds of reference systems. In section 3.1.3 we will see that
we have some degree of freedom to change the single particle terms, while the two-particle
terms should be fixed the same as in the original lattice Hamiltonian. A general reference
system is described as the Hamiltonian given by
Hre f = Hc+∆M, (3.30)
where Hc is defined in Eq. (3.22) and the single particle term ∆M is given by
∆M =∑
αβ
φ†α∆
αβ
C φβ +(∑
αi
φ†αΓ
αi
B φ i′+h.c.)+∑
αβ
φ†i ′∆i jBφ j′, (3.31)
where ∆αβC represents the mean-field act on the CPT cluster {φα}, and {∆i jB} represents the
interactions on a bath system {φ ′i }, and ΓB represent the coupling between φ and φ ′. A
schematic picture for ∆M is shown in Fig. (3.2). First, we abstract a cluster Hamiltonian
Hc from the original Hamiltonian. And then, we may have a mean-field ∆C which acts in
this cluster. In more general, this abstracted cluster is coupled to another system. All these
terms compose a reference system, from which we estimate the self-energy for the lattice
system. We understand this process as following. The original lattice system represented
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by the Hamiltonian
HL =∑
R
HR +∑
RR′
HRR′, (3.32)
where HR describes the cluster system in the tiled Lattice and HRR′ describes the connection
between clusters. Notice that HR = Hc(φ → ψR) as shown in Eq. (3.22). Now we rewrite
this equation as
HL =∑
R
(HR +∆M)+∑
RR′
(HRR′−∆MδRR′). (3.33)
Figure 3.2: A schematic picture for the general reference system.
Because of the mean-field ∆M, symmetry broken states are realized in a small cluster.
The question of how to choose an appropriate value of ∆M is answered by the Self-Energy
Functional Theory [109] which will be discussed in section 3.1.4. We use Eq. (3.30) to
understand some of the prevalent methods in QCM.
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CPT In CPT, the self-energy is evaluated in a cluster. No long-range order is considered.
We have
∆αβC = 0,Γ
αi
B = 0,∆
i j
B = 0. (3.34)
CDMFT Dynamical Mean Field Theory (DMFT) [110] take the local electron-electron
correlation into account. There are two versions of the extended DMFT theory. When we
extend the single site into the cluster in real space, the translational symmetry in the cluster
is broken. This is termed the CDMFT. When we keep the original symmetry and conduct
the calculations in the k space, this is termed the DCA. In the former case, the reference
system is the multi-orbital impurity model. The chosen cluster in lattice is coupled to a set
of unconnected bath sites. The mean-field is written as
∆αβC = 0,Γ
αi
B =Vαi,∆
i j
B = εiδi j. (3.35)
The influence of the bath is described by the so-called hybridization function as
F(ω;{Vαi,εi}) =∑
iβ
VαiV ∗iα
ω− εi . (3.36)
The additional parameters {Vαi,εi} are determined by the self-consist calculations by using
G (ω) = Gre f (ω), (3.37)
where Gre f (ω) is the Green’s function of the reference system and G (ω) = ∑q G (q,ω) is
the lattice Green’s function. Details of CDMFT are introduced in Refs. [106, 111, 112,
113, 114, 115, 116].
VCA(VCPT) A more general framework is the VCA, where ∆αβC ,Γ
αi
B and ∆
i j
B can be
non zero. The total required computational resource R depends on the summation of the
number of correlated sites ( original cluster in the lattice) Nc and that of the bath sites Nb.
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Here we concentrate on the ED solver, we have
R = R(Nc+Nb), (3.38)
where R and Nc +Nb = constant are fixed. An interesting issue is how to assign the size.
Some previous attempts [33] indicate that it is better to increase cluster size to get better
results rather than add on uncorrelated bath sites. In the present calculation, we chose
Nb = 0. Then, the mean-field is simplified as
∆M = ∆C = ∆. (3.39)
3.1.3 Calculation of physical quantities
When the mean-fields are fixed, the physical quantities are obtained by the
CPT calculation. The calculation is based on the fluctuation-dissipation theory
[117]. According to the Lehmann representation of the Green’s function Gi j(z) =
1
Z ∑mn〈n|ci|m〉e
−βEn+e−βEm
z−(Em−En) 〈m|c
†
j |n〉, we define the spectral function as
ρi j(ω) =− 1piℑ[Gαβ (ω+ i0
+)] =
1
pi
ℑ[Gαβ (ω− i0+)]
=
1
Z∑mn
〈n|ci|m〉〈m|c†j |n〉(e−βEn + e−βEm)δ (z− (Em−En)), (3.40)
where ℑ(...) represents the imaginary part. By the fluctuation-dissipation theory, we have
ˆ +∞
−∞
ρi j(ω) fF(ω) =
1
Z∑nm
e−βEn + e−βEm
eβ (Em−En)+1
〈m|c†j |n〉〈n|ci|m〉= 〈c†jci〉, (3.41)
where fF(ω) = 1eβω+1 is the Fermi–Dirac distribution function and 〈...〉 =
Tr(e−βH ...)/Tr(e−βH) denotes the thermodynamic average. All the quantities are ob-
tained by the Green’s function. By the translation symmetry Eq. (3.11) and Eq. (3.4), we
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have
〈c†i c j〉=
1
M∑pq
ei(p·R−q·R
′)〈ψ†pαψqβ 〉δ (p−q) =
1
M∑q
eiq·(R−R
′)〈ψ†qαψqβ 〉, (3.42)
where δ (p − q) comes from the requirement of a uniform system. According to the
fluctuation-dissipation theory, we have
〈ψ†qαψqβ 〉=
ˆ +∞
−∞
ραβ (q,ω) fF(ω)dω
=
1
2pi
ˆ +∞
−∞
ℑ[−Gαβ (q,ω+ i0+)+Gαβ (q,ω− i0+)] fF(ω)dω
(a)−→ 1
2pi
ˆ +∞
−∞
(
1
i
)[−Gαβ (q,ω+ i0+)+Gαβ (q,ω− i0+)] fF(ω)dω
(b)−→ 1
2pii
‰
r
Gαβ (q,z) fF(z)dz, (3.43)
where Gαβ is the matrix element of Eq. (3.25). In step (a) in the expression above, the real
part of Gαβ (ω+ i0+) and Gαβ (ω− i0+) are canceled with each other. Thus, the imaginary
part is obtained by multiply a factor 1i . In step (b),

r enclose the real axis on the complex
plane. We rewrite the integration path to the imaginary axis, therefore
〈ψ†qαψqβ 〉=
1
2pii

i
Gαβ (q,z) fF(z)dz
=
1
β ∑iωn
eiωn0
+
Gαβ (q, iωn) = lim
τ→0+
Gαβ (q,τ), (3.44)
For the physical quantities, such as V = ∑αβ ,γδ Vαβ ,γδ c
†
αc
†
β cγcδ are calculated by the
two particle Green’s function χγδ ,αβ (τ− τ ′)≡−Tτ〈cγ(τ)cδ (τ)c†α(τ ′)c†β (τ ′)〉. We need an
appropriate way to evaluate the vertex function [28]. This will be discussed later.
3.1.4 Self-Energy functional theory and the variational principle
In section 3.1.2, we mentioned the concept of the reference system and the mean-field ∆ in
Eq. (3.39). The question of how to chose a appropriate ∆ is answered by the Self-energy
CHAPTER 3. METHOD 37
functional(SEF) theory [33, 118]. The definition of SEF is given by
Ωt,U [Σ] : = Tr ln
1
G−10t −Σ
+FU [Σ], (3.45)
where G0t is the non-interacting Green’s function, Σ is the trial self-energy, and FU [Σ]
is a Legendre transform of the Luttinger-Wald functional [119]. Here, the subscript U
represents all the two-particle interaction. Σ is not the true self-energy of the system, which
is denoted as Σp. At Σ = Σp we have
δ
δΣ
∣∣∣
Σp
Ωt,U [Σ] = 0, (3.46)
which means that Σ = Σp is a stationary point of the functional. This is the so-called varia-
tional principle. At the stationary point, the functionalΩt,U [Σp] is the grand potential[120].
The specific formula of FU [Σ] is complicated and can not be obtained exactly. But in
principle, it is proved that this functional only depends on the two-particle interaction. In
other words, we change the single particle terms in the Hamiltonian of the system while
keeping FU [Σ] unchanged. So the reference system and the original lattice system share the
same FU [Σ] (recall the definition of the reference system requires to keep the interaction
terms unchanged). The major spirit of VCA is to evaluate the value of FU [Σ] from the
reference system. We write down the SEF for the reference system as
Ωt ′,U [Σ] = Tr ln
1
G−10t ′ −Σ
+FU [Σ], (3.47)
where we use t ′ and G0t ′ for all the single particle terms of the Hamiltonian and the non-
interacting Green’s function of the reference system. t and t ′ are connected by the mean-
field t ′− t = ∆. Even though FU [Σ] are the same for the reference system and the original
system, by no means should the self-energy be the same. The only approximation in VCA
is that we assume they are the same (at least at the stationary point). By using Eq. (3.45)
with Eq. (3.47), we obtain the Potthoff functional as
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Ωt,U [Σ] = Tr ln
1
G−10t −Σ
+Ωt ′,U [Σ]−Tr ln
1
G−10t ′ −Σ
. (3.48)
Since at the stationary point, Ωt ′,U is the grand potential. If we use the grand potential
to estimate Ωt ′,U in whole space (not only at the stationary point), the variational process
should give the same stationary point.
We still have large degree of freedom to chose ∆ = t ′− t . The specific form of ∆ is
given as
∆=∑
αβ
∆αβφ†αφβ , (3.49)
where {∆αβ} are the element of ∆. We use ∆ to describe the expected long-range orders.
For example, the long-range order is represented by an operator for the order parameter as
P = ∑αβ Pαβφ
†
αφβ . Then we define a corresponding mean-field as
∆= δPP. (3.50)
Thus, the variational process in Eq. (3.48) is done in one dimensional parameter space,
where the variational parameter is δP. This quantity is not the order parameter defined by
〈P〉=∑
αβ
Pαβ 〈φ†αφβ 〉. (3.51)
δP is not always consistent with 〈P〉 [11].
The practical calculation of Potthoff functional is not so straightforward and will be
discussed in the appendix A.
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3.1.5 Application of VCA to the Hubbard model with dimer degree of
freedom
The reference system is chosen to be a cluster which contains the 2 dimers (i.e., 4
molecules). The chemical potential, µ , is fixed to realize the 1/4 filled system. In con-
ventional QCM, there should not be any two-particle interacting connect cluster. We de-
couple the inter-dimer Coulomb interaction V2 between the clusters. In one cluster, the
electron-electron correlation can be fully taken into account.
We decouple this connection in the Hartree-Fock level given as
V2nRαnR′β ≈V2(〈nRα〉nR′β +nRα〈nR′β 〉−〈nRα〉〈nR′β 〉), (3.52)
where R and R′ are the cluster indexes, and α,β are the molecule indexes. Because the
charge transfers occur between the two molecules at each site, we assume
〈nRα〉= 12 ±λ , (3.53)
where the sign depends on α . Equation (3.52) is written as
V2[λ 2−λ (nRα −nR′β )+
1
2
(nR′β +nRα)−
1
4
]. (3.54)
Here a parameter λ ∈ [0, 12 ] is included in the Hamiltonian and is needed to be fixed by
self-consistent calculation by making use of Eq. (3.53). Another way is to treat λ as a
variational parameter to minimize Ω(λ ) [121]. By the variational process in VCA, we find
the minimum of function Ω(λ ), at λ = λ0.
In order to keep the thermal consistency [122], the “center of gravity”[123] is set as a
variational parameter. We consider the mean-field given by
∆µ = δµ ∑
iρσ
c†iρσciρσ . (3.55)
By doing so, the particle numbers that calculated from the differentiating Ω with respect to
µ is the same as that be calculated by the single particle spectra [122].
CHAPTER 3. METHOD 40
The AF phase order parameter is defined by
PAF =
1
N ∑iρσ
σeiQAF ·r ic†iρσciρσ , (3.56)
where N is the number of total molecules. The corresponding mean-field is described by
∆AF = δAFPAF . (3.57)
In the strong dimerization limit, for each dimer, the electron is in the bonding orbitals, and
the system is equivalent to a 2D square lattice system with half-filling. The ground state
is an AF state with vector QAF = (pi,pi). So in our calculate, we adopt the same value for
QAF .
The inter-dimer Coulomb interaction is responsible for the appearance of the charge
order phase. To consider this long-range ordered state, we need to introduce a mean-field
∆CO. However, it is shown that the introducing of this mean-field slightly changes the value
of Ω at the regime far from the stationary point [121]. The position of the stationary point
is not influenced too much. The reason is that the decoupling parameter λ in Eq. (3.53) is
somewhat responsible for the breaking field. We note that λ is not a variational parameter
in VCA. The major difference to distinguish them is that the variational parameter does
not appear in the original Hamiltonian. The order parameter of the charge ordered phase is
defined as
PCO =
1
N∑iσ
eiQCO·r i(c†iaσciaσ − c†ibσcibσ ), (3.58)
where QCO is a CO vector. There are many kinds of the charge ordered patterns in organic
systems [66]. Here, we consider QCO = (pi,pi).
In the large PCO limit, the electron is localized in one of the molecules in a dimer. The
charge ordered phase and the AF Mott insulating phase competes with each other.
The mean-field Eq. (3.39) is represented as
∆= ∆µ +∆AF . (3.59)
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The variational process is done in a three dimensional parameter space. Empirically, the
stationary point is a saddle point[11]. At the stationary point, in the direction of ∆µ , the
functional is a maximum.
3.1.6 Application of VCA to the two-orbital Hubbard model
In the calculation, we chose a cluster with size L = 2× 1 = 2 ( i.e. totally 4 orbitals) as
the reference system. The mean-field introduced in Eq. (3.39) contains the following three
parts as
∆= ∆EI +∆AF +∆HL, (3.60)
where the subscript of each term indicates the corresponding breaking field. Each term is
further defined by the corresponding order parameters Eq. (3.50).
In our model, the hopping terms for the two orbitals are the same. Thus, an indirect
gap appears in the band structure. As a consequence, the instability at Q = (pi,pi) indicates
a staggered order. We consider this kind of density wave orders. On the other hand, the
EI state coexists with other orders such as the charge-, spin-, charge-current-, and spin-
current-density waves [104]. When the Hund’s coupling is introduced, the spin density
wave (SDW) is stabilized [124]. We will check this stabilization by comparing with the
stability of SDW and that of charge density wave (CDW).
In the EI state, we consider the two kinds of the possible orders: excitonic SDW
(ESDW) and excitonic CDW (ECDW). The corresponding order parameters are defined
as
PSDWEI =
1
N∑kσ
σ(c†k+Q,a,σck,b,σ +h.c.)
=
1
N∑iσ
σeiQ·r i(c†iaσcibσ +h.c.), (3.61)
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and
PCDWEI =
1
N∑iσ
eiQ·r i(c†iaσcibσ +h.c.), (3.62)
where N is the number of total site in the system. The corresponding mean-fields are
obtained by Eq. (3.50) as
∆SDW/CDWEI = δEIP
SDW/CDW
EI . (3.63)
Similarly we name the order parameters and the mean-fields for the AF phase and the HL
ordered state as
PAF =
1
N ∑iασ
σeiQ·r ic†iασciασ ,
∆AF = δAFPAF , (3.64)
and
PHL =
1
N ∑iασ
eiQ·r i(−1)αc†iασciασ ,
∆HL = δHLPHL. (3.65)
We also examine the coexistence phases mentioned above. Thus, the variational process is
done in the three dimensional parameter space R(δEI,δAF ,δHL).
3.2 Optical conductivity
3.2.1 General formulation
We consider the Hamiltonian represented as
H = Hk +HL, (3.66)
CHAPTER 3. METHOD 43
where the first term Hk =
´
drΨ†(r)(− h¯22m∇2 +V (r))Ψ(r) represents the kinetic energy
and the second term represents the remaining terms. V (r) is the periodic potential in the
solid and Ψ(r) is the Fermionic filed operator which represents annihilating an electron at
r in the real space. We use a set of the basis {φi(r)}, usually the Wannier states, to expand
it as
Ψ(r) =∑
i
ciφi(r). (3.67)
Without loss of generality, we omit the index of spin (and also other possible orbital degree
of freedom). Then, Eq. (3.66) becomes
H =∑
i j
ti jc
†
i c j +hloc, (3.68)
where ti j =
´
drφ∗i (r)[− h¯
2
2m∇
2 +V (r)]φ j(r) is the overlap integral and hloc represents the
local interactions. When we introduce the electromagnetic filed as
H ′k =
ˆ
drΨ†(r){ 1
2m
[−ih¯∇+ e
c
A(r)]2+V (r)}Ψ(r), (3.69)
where A(r) is the vector potential. This is also represented by
Hk′ =
ˆ
drΨ′†(r)(− h¯
2
2m
∇2+V (r))Ψ′(r), (3.70)
where Ψ′(r) =Ψ(r)eiα(r) and ∇α(r) = ech¯A(r). Thus, the influence of the electromagnetic
filed is equivalent to the gauge transformation. We use a new set of bases to expand the
Hamiltonian {φ ′i (r)}, we define
φ ′i (r) = e
−i ech¯
´ ri
r A(r
′)·dr ′φi(r), (3.71)
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where r i represents the position of site i. The overlap integral t ′i j becomes
t ′i j =
ˆ
drφ∗
′
i (r)[−
h¯2
2m
∇2+V (r)]φ ′j(r)
= e
i ech¯
´ ri
r j
A(r ′)·dr ′
ti j
uniform A−−−−−→ ei ech¯ (A(r i)−A(r j))ti j. (3.72)
The effective Hamiltonian in Eq. (3.68) under the electromagnetic field is given as
H =∑
i j
ti jei
e
ch¯ (A(r i)−A(r j))c†i c j +hloc. (3.73)
Now, we consider the response of the system. We expand the kinetic term with respect
to A as
H =∑
i j
ti jei
e
ch¯ (r i−r j)·Ac†i c j + ...
≈∑
i j
i
h¯
ti j(r i− r j)c†i c j
e
c
·A− 1
2∑i j
ti j(
e
ch¯
)2[A · (r i− r j)(r i− r j) ·A]c†i c j +H
=
e
c
j ·A− 1
2
(
e
ch¯
)2(A · τ ·A)+H, (3.74)
where
j ≡ i
h¯∑i j
ti j(r i− r j)c†i c j, (3.75)
is the current operator and τ =∑i j(r i−r j)(r i−r j) 1h¯2 ti jc
†
i c j is the energy stress tensor. The
electrical current operator is defined as
je =−c
∂H
∂A
=−e j + e
2
c
τ ·A. (3.76)
We follow the linear response theory (the Kubo fomula) [125]. For the Boson operators
O1 and O2, the Green’s function is defined as
BO1,O2(t− t ′)≡−
i
h¯
θ(t− t ′)〈[O1(t),O2(t ′)]〉. (3.77)
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By considering the time translation symmetry, we have [28]
BO1,O2(ω+ i0
+) =
ˆ
dtBO1,O2(t− t ′)ei(ω+i0
+)t , (3.78)
where 0+ is an infinitesimal parameter.
In this representation, the linear response theory can be write as
∆O1(t) =
ˆ
dt ′BO1,∆H(t− t ′), (3.79)
where ∆O1 = 〈O1〉H+∆H −〈O1〉H is the linear response of the driven force ∆H = ec j ·A−
1
2(
e
ch¯)
2(A · τ ·A) + ... ≈ ec j ·A. We separate the real and imaginary parts of the Green’s
function as
BO1,O2(ω+ i0
+) = Re[BO1,O2(ω+ i0
+)]− ipiP(ω), (3.80)
where P(ω) = − 1piI [BO1,O2(ω + i0+)] is the spectral function[28]. This is obtained by
Lehmann representation.
By using Eq. (3.76), we have
〈 je〉= [
e2
c
〈τ〉−B j, j(ω+ i0+)] ·A. (3.81)
The optical conductivity σ is defined by 〈 je〉= NσE , where N is the number of total sites
and E is the electric filed. When we assume A = A(ω)e−iωt = ci(ω+i0+)Ee
−iωt , we have
σ =
c
iN(ω+ i0+)
[
e2
c
〈τ〉−B j, j(ω+ i0+)]. (3.82)
We separate the real and imaginary part σ = σR+ iσI , where
σR =
pie2
N
[
P(ω)
ω
+δ (ω)(B j, j(ω)−〈τ〉)],
σI =
e2
N
[
1
ω
(B j, j(ω)−〈τ〉)−pi2δ (ω)P(ω)]. (3.83)
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The real part σR contains a regular component
σ reg =
pie2
N
P(ω)
ω
, (3.84)
and a singular part
σ sing =
pie2
N
(B j, j(0)−〈τ〉)δ (ω). (3.85)
The singular component only gives the contribution at ω = 0. The coefficient of δ (ω),
D = pie
2
N (B j, j(0)−〈τ〉), is called the Drude weight.
3.2.2 Quantum Cluster Calculation
We first rewrite the formula of the current Eq. (3.75) in the framework of CPT, by using
Eq. (3.4) as
j =
i
h¯∑RS∑αβ
tR+α ,S+β (R+α −S−β )ψ†RαψSβ , (3.86)
where R and S are the position vectors of the clusters, and α and β are the position vectors
of sites in the clusters. After tiling the lattice, and using Eq. (3.10), we have
j = i
1
M∑pq ∑RαSβ
tR+α ,S+β (−(S−R)+α −β )e−iq·Reip·Sψ†qαψpβ
= i∑
q
∑
αβ
ψ†qαv
αβ
q ψpβ , (3.87)
where ivαβq =−i[∑∆ t0α ,∆+β (∆− (α −β ))eiq·∆] is the velocity operator.
It is shown that the optical spectra is represented by the current-current correlation
function B j, j(z). In section 3.1.3, we show that how to calculate the single particle terms of
the system by the quantum cluster method. In this framework, we give the expression of the
current-current correlation function later. In order to simplify the notation, we introduce
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Figure 3.3: A diagramtic representation of B j, j .
the imaginary time Green’s function given by
BO1,O2(τ− τ ′) =−Tτ〈O1(τ)O2(τ ′)〉, (3.88)
where Tτ is the imaginary time ordering operator. We also define the Fourier transform as
BO1,O2(iωn) =
ˆ β
0
dτeiωnτBO1,O2(τ), (3.89)
where ωn = 2npiβ , and n is an interger. Here we assume that O1 and O2 are the bosonic
operators. The connection between Eq. (3.89) and Eq. (3.80) is given by an analytic
continuation
BO1,O2(iωn→ ω+ i0+) = BO1,O2(ω+ i0+), (3.90)
By using Eq. (3.87), we write down the current-current correlation function as
B j, j(τ) =−∑
pq
∑
αβγδ
vαβq χ
qp
αβ ,γδ (τ)v
γδ
p , (3.91)
where χqpαβ ,γδ (τ) = 〈Tτψqβ (τ)ψpδψ†qα(τ)ψ†pγ〉 is the two particle Green’s function. In the
following, we calculate B j, j(iωn).
By using the diagram technique, the correlation function is represented by Fig 3.3. The
black dot implies contraction of the dummy indexes. For example, the dot at the left side
represents ∑qαβ ....For simplicity, we omit the spin indexes.
We first discuss the two particle Green’s function χqpαβ ,γδ (iωn). This is shown in Fig.
3.4. It contains three terms, called the Hartree term, the Fock term, and the vertex-
correction term. The Hartree term gives the contribution of a disconnected diagram to the
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Figure 3.4: Two-particle Green’s function.
Figure 3.5: Bubble diagram and vertex correction.
correlation function which is neglected. The remaining terms are arranged as the ’Bubble’
diagrams and the vertex correction, as shown in Fig 3.5.
3.2.3 Bubble diagram
According to the diagram in Fig 3.5 and Eq. (3.18), we obtains the equation:
BBulj, j (iωn) =−∑
pq
∑
αβγδ
1
β ∑ωr
vαβq Gδα(q, iωr)δ (q− p)Gβγ(p, iωn+ iωr)vγδp
=−∑
q
∑
αβγδ
vαβq Mαβ ,γδ (q,q, iωn)v
γδ
q , (3.92)
where Mαβ ,γδ (p,q, iωn) = 1β ∑ωr Gδα(p, iωr)Gβγ(q, iωn+ iωr). We first define the spectral
function Aαβ (q,ω) as
Aαβ (q,ω) =
i
2pi
[Gαβ (q,ω+ iη)−Gαβ (q,ω− iη)], (3.93)
where ω is real frequency. The Green’s function is given as
Gαβ (q,z) =
ˆ
dω
Aαβ (q,ω)
ω− z . (3.94)
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Using this formula, we have
Mαβ ,γδ (p,q, iωn) =
ˆ ˆ
dω1dω2Aδα(p,ω1)Aβγ(q,ω2)
1
β ∑ωr
1
iωr−ω1
1
iωn+ iωr−ω2 .
(3.95)
The summation part is represented by an integration on the complex plane as.
1
β ∑r
1
iωr−ω1
1
iωr + iωn−ω2 =
−1
2pii
‰
I
dω fF(ω)
1
ω−ω1
1
ω− (ω2− iωn) , (3.96)
where fF(ω) = 1eβω+1 and

I represents a counterclockwise path that encloses the imagi-
nary axis on the complex plane. By changing the path as shown in Fig 3.6, we have
1
β ∑r
1
iωr−ω1
1
iωr + iωn−ω2 =
fF(ω1)
ω1− (ω2− iωn) +
fF(ω2− iωn)
ω2− iωn−ω1 =
fF(ω1)− fF(ω2)
ω1−ω2+ iωn ,
(3.97)
where in the last step we consider the fact that iωn are bosonic Matsubara frequencies.
Finally we have the expression
Mαβ ,γδ (p,q, iωn) =
ˆ
dω1dω2Aδα(p,ω1)Aβγ(q,ω2)
fF(ω1)− fF(ω2)
ω1−ω2+ iωn . (3.98)
We get the result of the Bubble diagram
BBulj, j (iωn) =−∑
q
∑
αβγδ
ˆ
dω1dω2Aδα(q,ω1)v
αβ
q Aβγ(q,ω2)v
γδ
q
fF(ω1)− fF(ω2)
ω1−ω2+ iωn
=∑
q
ˆ
dω1dω2Trace[A(q,ω1)vqA(q,ω2)vq]
fF(ω1)− fF(ω2)
ω2−ω1+ iωn , (3.99)
where A(q,ω) and vq are matrices, and their elements are {Aαβ (q,ω)} and {vαβq }, respec-
tively.
As we discuss in the last section, using the quantum cluster method, we obtain the
Green’s function,G(q,ω). Thus, the current-current correlation function in the Bubble
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Figure 3.6: The path to calculate the summation.
diagram is calculated in Eq. (3.99). By the analytic continuation iωn → ω + i0+ in Eq.
(3.99), the optical spectra directly as
BBulj, j (ω+ i0
+) =∑
q
ˆ
dω1dω2Trace[A(q,ω1)vqA(q,ω2)vq]
fF(ω1)− fF(ω2)
ω2−ω1+ω+ i0+ , (3.100)
and the optical conductivity as
σ reg(ω) =
pie2
N
1
ω∑q
ˆ
dω ′Trace[A(q,ω ′+
ω
2
)vqA(q,ω ′− ω2 )vq]( fF(ω
′+
ω
2
)− fF(ω ′− ω2 )).
(3.101)
At zero temperature, it becomes
σ reg(ω) =
pie2
N
1
ω∑q
ˆ ω
2
−ω2
dω ′Trace[A(q,ω ′− ω
2
)vqA(q,ω ′+
ω
2
)vq]. (3.102)
3.2.4 Vertex correction
In order to estimate the optical conductivity spectra in high precision, the vertex correction
is required. We first write down the expression for the vertex correction shown by Fig. 3.5
as
BVerj, j (iωn) =−
1
β 2∑pq ∑αβγδ ∑α ′β ′γ ′δ ′∑ωr ∑ωv
vαβq Gα ′α(q, iωv)Gββ ′(q, iωv+ iωn)
×Γqpα ′β ′,γ ′δ ′(iωv, iωr, ; iωn)Gδδ ′(p, iωr)Gγ ′γ(p, iωn+ iωr)v
γδ
p . (3.103)
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Figure 3.7: Bethe–Salpeter equation for the vertex function.
In the quantum cluster framework, we evaluate the vertex function Γqpα ′β ′,γ ′δ ′(iωv, iωr, ; iωn)
from the reference system. Compared with the Bubble approximation, the local excitations
are described better by the vertex correction.
In Γqpα ′β ′,γ ′δ ′(iωv, iωr, ; iωn), we adopt the approximation presented by Sato, et.al [126]
given by
Γqpα ′β ′,γ ′δ ′(iωv, iωr, ; iωn)≈ Γ
qp
α ′β ′,γ ′δ ′(iωn). (3.104)
The precision of this approximation is checked in Refs [126, 127]. According to the
Bethe–Salpeter equation [128], the vertex function is represented by the irreducible ver-
tex Iqpα ′β ′,γ ′δ ′ as
Γqpαβ ,γδ (iωn) = I
qp
αβ ,γδ (iωn)+
1
β ∑p′ ∑γ ′δ ′γ ′β ′∑ωr
Iqp
′
αβ ,γ ′δ ′(iωn)Gα ′δ ′(p
′, iωr)Gγ ′β ′(p′, iωr + iωn)Γ
p′p
α ′β ′,γδ (iωn)
= Iqpαβ ,γδ (iωn)+∑
p′
∑
γ ′δ ′γ ′β ′
Iqp
′
αβ ,γ ′δ ′(iωn)Mα ′δ ′,γ ′β ′(p
′, p′, iωn)Γp
′p
α ′β ′,γδ (iωn),
(3.105)
which is given by the diagram given in Fig. 3.7.
The irreducible vertex function is evaluated from the reference system by Iqpαβ ,γδ ≈
Iαβ ,γδ . Then Eq. (3.105) is given by
Γqpαβ ,γδ (iωn) = Iαβ ,γδ (iωn)+ ∑
γ ′δ ′γ ′β ′
Iαβ ,γ ′δ ′(iωn)∑
p′
Mα ′δ ′,γ ′β ′(p
′, p′, iωn)Γp
′p
α ′β ′,γδ (iωn).
(3.106)
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To the right hand side, the vertex function does not depend on q. Therefore we have
Γqpαβ ,γδ (iωn) = Γαβ ,γδ (iωn) and
Γαβ ,γδ (iωn) = Iαβ ,γδ (iωn)+ ∑
γ ′δ ′γ ′β ′
Iαβ ,γ ′δ ′(iωn)Qα ′δ ′,γ ′β ′(iωn)Γα ′β ′,γδ (iωn), (3.107)
where Qαβ ,γδ (iωn) =∑p Mαδ ,γβ (p, p, iωn). This relation is represented in a compact form
by the matrix representation as
Γ = I + IQΓ. (3.108)
Then, Eq. (3.103) becomes
BVerj, j (iωn) =− ∑
αβγδ
∑
α ′β ′γ ′δ ′
[∑
q
vαβq Mαβ ,β ′α ′(q,q, iωn)]Γα ′β ′,γ ′δ ′(iωn)[∑
p
Mδ ′γ ′,γδ (p, p, iωn)v
γδ
p ]
= PT (iωn)Γ(iωn)P(iωn), (3.109)
where P is a vector whose elements are defined as Pαβ (iωn) = ∑γδ Mαβ ,γδ (q,q, iωn)v
γδ
q .
We have a relation ∑q vqM(q,q, iωn) =−PT .
Now we discuss how to obtain I from the reference system. According to the formula
of Mα ′δ ′,γ ′β ′ , we define a following quantity in the reference system as
Mcαβ ,γδ (iωn) =
1
β ∑ωr
Gc,δα(iωr)Gc,βγ(iωn+ iωr)
= dω1dω2Acδα(ω1)A
c
βγ(ω2)
fF(ω1)− fF(ω2)
ω1−ω2+ iωn , (3.110)
where Gc is the Green’s function of the reference system and Ac is the spectra function in
the reference system. In the reference system, we have the Bethe–Salpeter equation given
by
χ c−1 = Mc−1− I , (3.111)
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where χ c is a matrix whose element χcαβ ,γδ (τ) = 〈Tτφβ (τ)φδφ†α(τ)φ†γ 〉 is the two-particle
Green’s function of the reference system and Mc is a matrix, whose element are Mαβ ,γδ .
Here φα introduced in Eq. (3.22) represents the operator in the reference system. In prin-
ciple, from Eq. (3.111) we calculate the irreducible vertex function I , and then obtain the
reducible vertex function Γ = (I−1−Q)−1 from Eq. (3.108). Numerically, it is unstable
to calculate the inverse of the Green’s function χ c−1, since the matrix χ c is quite singular.
This problem is solved by taking Eq. (3.111) into Eq. (3.108) as
Γ = (I−1−Q)−1 = I(1−QI)−1
= (Mc−1χ cQ−1−χ c−1χ cQ−1)(χ cQ−1−QMc−1χ cQ−1)−1
=−(1−Mc−1χ c)Q−1(1+χ cQ−1−QMc−1χ cQ−1)−1. (3.112)
Using this formula we calculate the of vertex function. In order to save the computation
resource, we transform it to the following expression
Γ = Q−1(F −1)(1+E −F )−1, (3.113)
where E = χ cQ−1 and F =QMc−1χ cQ−1. Using this compact form, the vertex correction
is obtained as
BVerj, j = P
T Q−1(F −1)(1+E −F )−1P. (3.114)
Chapter 4
Electronic states and optical responses in
Dimer-type Organic System
In chapter 2, we introduce an extended Hubbard model with dimer degree of freedom.
Here, we discuss the results. This chapter contains three parts. We first calculate the
finite temperature phase diagram. Then we calculate the spectral function and discuss the
electron structure. Finally, we calculate the optical conductivity spectra.
4.1 Finite temperature phase diagram
We chose the parameters according to the extended Hückel tight-binding band calculations
[40] and first principle calculation [103]. From those calculations, we obtain the range of
the parameters as 2/ |t1/t2|/ 12, and U/t1 ∼ 3. The inter-molecular Coulomb interacting
V1 can be as large as 50% of U . According to these relations, in our calculation, we chose
t2 =−1 (|t2| as the energy unit), and fix U/|t2|= 12, V1/|t2|= 3, t1/|t2|= 4 and free V2.
The reference system with cluster size 2×1 (two dimers) is chosen for the calculation.
For the reference cluster, the open boundary condition is used. In the calculation, we
consider the lattice size to be infinity. Therefore the summation in the Brillouin zone is
replaced by the integration. We use Gauss-Legendre method (Appendix B) with 400 q
points in the Brillouin zone to estimate the integration.
54
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Figure 4.1: The Potthoff functionals as functions of the mean-field of the chemical potential
, δµ . The stationary point is marked by the arrow.
Several values of chemical potential µ are tried so that the average number of particles
per molecule is 0.5. To satisfy the thermodynamic consistency [122], the stationary point
of Eq (3.55) need to be found. The procedure is as follows. For a given µ , we find out the
stationary point of Ω[δµ ] as
∂Ω[δµ ]
∂δµ
∣∣∣
δ cµ
= 0. At such point, we calculate the particle number
per molecule n = n(µ,δ cµ). The equation for the chemical potential is n(µ,δ cµ) = 0.5.
Variational process and the stabilization of AF phase
We fix the value as V2/|t2| = 2.0 and T/|t2| = 0.1 to study the property of the stationary
point. The variational process is done in a 2D parameter space (δµ ,δAF). The quasi-
Newton method is used to fix the stationary point, and the result is (δ cµ ≈ 0.05,δ cAF ≈ 0.29).
We fix the value of δAF = δ cAF and show the Potthoff functionals as functions of the mean-
field of the chemical potential, δµ . The result is shown in Fig. 4.1. The stationary point,
marked by the arrow, is a maximum value. This is consistent with the empirical conclusion
that the stationary point in δµ direction is a maximum point [11].
Then we fix δµ = δ cµ and show the Potthoff functionals as functions of the mean-field
of the AF phase, δAF , for several values of T in Fig. 4.2. Here we focus on the position
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Figure 4.2: The Potthoff functionals as functions of the mean-field of the AF phase ,δAF ,
for several values of T . The stationary points are marked by arrows.
of the stationary point. The stationary points are marked by arrows with the same color of
the corresponding curve. In the case of high temperature, T/|t2| = 0.40, there is only one
trivial stationary point at δAF = 0. It means there is no long-range order. At T/|t2|= 0.35,
another stationary point appears around δAF ∼ 0.13. The grand potential at this point is
lower than that at δAF = 0, that is the stable state of the system. Between T/|t2| = 0.40
and T/|t2|= 0.35 the green arrow in the figure smoothly moves to the point by the yellow
arrow. This indicates a second order transition, and the transition temperature is estimated
to be Tc/|t2| ∼ 0.37. When we further decrease temperature to T/|t2| = 0.30, the value of
Ω at the stationary point becomes lower, which means the AF phase becomes more stable.
Meanwhile, the stationary point moves to the larger value of δAF . However, the value of
the mean-field does not always increase when long-range order state becomes stable. One
example is shown the Fig. 6 in Ref. [11]. The correct way to measure the stability of an
ordered state is to calculate the corresponding order parameter.
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Order parameters
In Fig. 4.3(a), we show the AF order parameter for several values of V2. In the range
of 2.0 < V2/|t2| < 3.0, one find PM to AF transitions. The transition temperatures are of
second order. The discontinues are due to the sparse density of data. When V2 increases,
the transition temperature decreases. Around V c2 /|t2| ∼ 2.5, the property of the system is
changed. In V2 < V c2 , the transition temperature is not sensitive to V2, on the other hand,
V2 > V c2 , the transition temperature decreases with increasing V2. We will show that V
c
2 is
the transition point for the CO phase.
Figure 4.3(b) shows the CO order parameters as functions of V2 for several values of T .
When V2 increases, the CO order parameters PCO become nonzero at the critical point VCO2 .
The transition points are of second order. VCO2 decreases with increasing T .
When V2 is small, the strong dimerization split the molecular orbitals into bonding and
antibonding bands, where the former one is occupied. The charge distribution is homoge-
neous. When V2 increases, to avoid the increasing inter-dimer Coulomb repulsion energy,
the homogeneous charge tends to be transferred. When the critical point VCO2 is reached,
the CO phase is stabilized. Meanwhile, the dimer picture is broken down. It shows the
competition between the CO state and dimer-type Mott insulator.
Finite temperature phase diagram
By using the calculated order parameters, we obtained the phase diagram. The result is
shown in Fig. 4.4. We identify four phases: PM phase, AF phase, AF+CO phase and
PM+CO phase. On the right-hand side of the yellow line in the figure, a CO state is sta-
bilized in the system. While on the other side, the system is identified as a dimer-type
Mott insulator with the homogeneous charge distribution in each molecule of the dimer.
The two phases compete with each other. When temperature T decreases, the AF phase
appears. Without the CO phase, the AF phase transition temperature is not sensitive to V2.
In the CO phase, the transition temperature decreases as increasing V2. On the other hand,
in high T without AF order, the CO phase boundary is not sensitive to V2. If AF phase
appears, the CO phase boundary shift to large V2 with decreasing T . The yellow (blue)
dashed line represents an extrapolation of the phase boundary from the high T (low V2).
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(a) (b)
Figure 4.3: (a) AF phase order parameters as functions of T for several V2. (b) CO phase
order parameter as functions of V2 for several T .
Compared the solid lines with the dashed line, the AF phase and the CO phase compete
with each other. This phase diagram is similar to the previous calculation by mean-field
and Monte-Carlo methods [65].
In the strong dimerization regime (small value of V2), the molecular orbitals form the
bonding and antibonding bands. Because of the strong intra-orbital Coulomb interaction
U , the bonding band is further split into the upper Hubbard and lower Hubbard bands
with a gap evaluated as Ue f f ≈ 2t1 + U+V12 −
√
4t21 +
(U−V1)2
4 ≈ 6.3|t2| approximately. In
the quarter filling case, the lower one is filled. So, this case corresponds to an effective
half filled system. While in the weak dimerization regime (large value of V2), the equal
distribution of the charge contributes to high Coulomb repulsion energy estimated as ∼
V2〈nm〉2 = V24 (〈nm〉 = 0.5). If this energy is too large, the dimer picture is broken down,
and the CO phase is stabilized.
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Figure 4.4: Finite temperature phase diagram. PM, AF, PM+CO, and AF+CO represent
paramagnetic, antiferromagnetic, paramagnetic and charge ordered coexistent, and antifer-
romagnetic and charge ordered coexistent phases, respectively. Oval, arrows and shaded
circles represent molecule, spin state, and charge, respectively. Yellow (blue) dashed line
represents an extrapolation of the phase boundary from the high T (low V2) region.
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4.2 One particle excitation spectra
Figure 4.5(a) to Fig. 4.5(d) show the spectral functions of the one particle excitation in four
parameter sets. The spectral functions are calculated by the CPT Green’s function [31] as
GσCPT (k,ω) =
1
L∑i j
e−ik·(r i−r j)Gi jσ (k,ω), (4.1)
where k is the momentum, and L is the cluster size, and i and j are the molecular indexes
in one cluster, and Gi jσ (k,ω) is the lattice Green’s function. The spectral functions are
calculated along: Γ→ X →M→ Γ in the 2-dimensional Brillouin zone.
Figure 4.5(a) and Fig. 4.5(c) show the results in dimer-type Mott insulating systems.
We identify major four bands, which are termed as A, B, C and D. The origins of these
bands are illustrated in Fig. 4.6 and are explained as follows. When the dimer hybridization
t1 is introduced, the molecular orbitals will split into a bonding band and an antibonding
band with a gap of 2|t1|. When the Coulomb interactions U and V1 are introduced, there will
be an effective interaction Ue f f whose value has been mentioned above. Its expression is
obtained by analytical results of a two-site Hubbard model. By such influence, the bonding
band is separated into upper and lower Hubbard bands. The electrons occupy the lower
Hubbard band. In this scheme, the B, C, and D bands correspond to the antibonding band,
the upper Hubbard band, and the lower Hubbard band, respectively. The origin of the A
band is interpreted as follows. As shown in Fig. 4.6(b), we consider the two dimers. In the
ground state, the lower Hubbard bands are fully occupied. In the excited state two electrons
exist on the same molecule. The excitation energy is estimated to be ∼ 2t1 +U = 20|t2|,
which is consistent with the position of the A band in Fig. 4.5(a) and Fig. 4.5(c).
Figure 4.5(c) shows the results of low temperature in the dimer-Mott insulating phase,
where the AF order appears. Due to the two sub-lattices in the AF ordered states, the Bril-
louin zone is folded. We note that the M point is equivalent to the Γ point. Because of the
doubling of the Brillouin zone, the gap is enhanced. This seen in Fig. 4.5(c) in comparison
with the results in high-temperature shown in Fig. 4.5(a). A similar enhancement of the
gap is seen in Fig. 4.5(b) and Fig. 4.5(d).
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At the high temperature as shown in Fig. 4.5(b), such sub-lattice structure can be still
guaranteed by the CO phase. So in all regime of the CO phase, the Brillouin zone is always
half of the origin one.
4.3 Optical conductivity spectra
From the Kubo formula, the optical spectra are calculated in the Bubble approximation and
by including the vertex correction. In the numerical calculations, we introduce artificial
broadening factors. There are two kinds of factors, ηb which is used for the one particle
excitation spectra in the Bubble level, and ηc which is in the vertex function. Without any
instructions, we set ηb = ηc = 1 = |t2|.
Fig. 4.7(a) shows the result of the optical conductivity spectra at T/|t2| = 0.1 and
V2/|t2| = 2.0. There is one peak in each curve. The position of the red peak is estimated
as Ue f f /|t2| ∼ 6.3 (see above) and that of the green peak is estimated (very roughly) as
2t1/|t2| = 8, which is consistent with the expectation as shown in Fig. 4.7(b). Hereafter
we call the red peak as “Hubbard peak” and the Green one as “dimer peak”. The long tail
is attributed to the large artificial broadening as we mentioned. For a single dimer system,
positions of peaks are exactly fixed at Ue f f and 2t1 respectively. Origin of each peak is
interpreted as follows. In our model, where dimer is set to align in the y-direction, the
dimer peak in the optical conductivity only appears in σyy, and the Hubbard peak appears
in σxx. This is shown in Fig. 4.7(b).
Temperature dependence of the optical conductivity spectra
Figure 4.8 shows the optical conductivity spectra at low-temperature T/|t2| = 0.1 for sev-
eral values of V2. Red and green dashed lines represent σxx and σyy, which reflect the
Hubbard peak and the dimer peak, respectively. The red (green) dot represents the Hub-
bard (dimer) peak, which reflects the energies of the peaks. We note that the DM-CO
transition occurs around VCO2 /|t2| ∼ 2.41. With increasing V2 inside of the CO phase the
position of the Hubbard peak increase. As a comparison, the position of the Hubbard peak
decrease with increasing V2 inside of DM phase (V2 <VCO2 ). This peak shift with changing
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(a) (b)
(c) (d)
Figure 4.5: One particle excitation spectra for (a) (V2/|t2| = 2.0, T/|t2| = 0.4), (b)
(V2/|t2| = 2.7, T/|t2| = 0.4), (c) (V2/|t2| = 2.0, T/|t2| = 0.1), and (d) (V2/|t2| = 2.7,
T/|t2|= 0.1) . Right panel in each figure show density of states.
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(a) (b)
Figure 4.6: Schematic energy levels and the origin of the bands in the one particle excitation
spectra. Symbols A, B, C and D correspond to those in Fig. 4.5. (a) The origin of B, C and
D bands. Under the influence of hybridization between the two molecules in the dimer, a
bonding and antibonding band are formed. (b) The origin for the A band.
(a) (b)
Figure 4.7: (a) The optical conductivity spectra at T/|t2| = 0.1 and V2/|t2| = 2.0. (b) The
schematic picture for the origin of the Hubbard peak (red arrow) and the dimer peak (green
arrow). Ovals and shaded circles represent the molecules and the electrons.
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Figure 4.8: The optical conductivity spectra at T/|t2| = 0.1 for several values of V2. Red
and green dots indicate tops of the peaks.
V2 consist with the previous study of the optical spectra by the Lanczos plus mean-field
calculation in a larger cluster [9]. In our result, such softening is weak in dimer peak.
However, with decreasing V2 until the transition occurs, the reduction of the dimer peak
decreases, indicating a tendency of softening. As mentioned in Ref. [9], such softening
is enhanced with increasing cluster size. Therefore the disappearance of softening of the
dimer gap in our calculation might be due to the small cluster size of the reference system.
Figure 4.9 shows the contour plots of the optical conductivity spectra at finite temper-
ature in V2/|t2| = 2.0 and V2/|t2| = 2.8, which correspond to the DM phase and the CO
phase, respectively. The horizontal axes represent the frequency, and the vertical axes rep-
resent the temperature. We identify two peaks, the Hubbard peak at low energy and the
dimer peak at the higher energy. In Fig. 4.9(a), the white dashed line represents the PM-
AF transition temperature. When the temperature is higher than the transition temperature,
with decreasing T , the positions of the peaks almost remain unchanged. When it decreases,
and the system goes into the AF phase, a kink appears at the Hubbard peak; the position of
the peak increases. While the dimer peak still remains unchanged. With further decreasing
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(a) (b)
Figure 4.9: Contour plot of the intensities of the optical conductivity spectra in the ω−T
plane at (a) V2/|t2| = 2.0 and (b) V2/|t2| = 2.8. White dashed line in (a) indicate AF-PM
transition temperature, and that in (b) indicate AF+CO-PM+CO transition temperature.
T , the position of the Hubbard peak is almost unchanged. In the AF phase by decreasing
T , the position of the Hubbard peak shift into high energy region.
As a comparison, Fig. 4.9(b) shows the optical conductivity spectra at V2/|t2| = 2.8,
where the CO phase is realized. In all the region in the plot, an insulator-metal crossover
does not occur. In high temperatures, the system is in the PM phase with the CO order,
while in low temperatures, an AF order is realized. The phase transition temperature is
indicated in the figure. With decreasing T from high temperature, the position of the AF
peak is almost unchanged. However, the position of the dimer peak little shift to the low
energy, when it crosses the transition temperature. It is concluded that in the AF phase by
decrease T , the dimer excitation energy decreases.
It is more clear to show the position of the peak in the optical spectra as a function of T .
Figure 4.10(a) shows the T dependence of the Hubbard peak, for several V2. Black arrows
indicate the AF phase transition temperature TN . In 2.5≤V2/|t2| ≤ 2.8, where the system is
in the CO phase, the peak position of the Hubbard peak, ωpeak, nearly remains even though
a small kink is seen at the transition temperature TN . By contrast, in 2.0 ≤ V2/|t2| ≤ 2.4,
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(a) (b)
Figure 4.10: (a) The peak energy of the Hubbard peak as functions of T for several values
of V2. The black arrows represent the AF transition temperatures TN . (b) Schematic pictures
for the origin of the shift in the Hubbard peak.
where the system is in the DM phase, the AF phase appears with decreasing T , ωpeak
increases.
We explain that the origin of the peak shift is due to the doubling of the original Bril-
louin zone as follows. As shown in Fig. 4.10(b), because of the AF long-range order, the
new Brillouin zone enclosed by the dashed line is half of the original one. As a schematic
dispersion shown in Fig. 4.10(b), the gap energy increases. For the CO phase, such Bril-
louin zone doubling occurs in all T regime. Therefore the enhancement of the energy is not
so clear. However, one can still see a very small kink at TN for the CO phase, which means
such enhancement is not fully suppressed.
We then plot the results of the dimer peak in Fig. 4.11(a). In the CO phase, with
decreasing T , the peak position ωpeak is little reduced until near TN marked as the black
arrows, where a kink appears. The position of the dimer peak decreases by the appearance
of the AF phase. While in the DM phase (2.0 ≤ V2/|t2| < 2.4), such reduction is not so
clear. The reason for the peak shift in the CO phase is explained as follows. In Fig. 4.11(b),
we show schematic energy level structures in the ground state (yellow framework) and the
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(a) (b)
Figure 4.11: (a) The peak energy of the dimer peak as functions of T for several values of
V2. The black arrows represent the AF transition temperatures TN . (b) Schematic pictures
for the origin of the shift in the dimer peak.
excited state (red framework) in the CO phase. When we compare with T > TN , the energy
in the excited state in T < TN is higher by the exchanged energy J ∼− t2U , obtained by the
second order perturbation with respect to the electron hopping. Here t = t2. Because of
this energy of increasing, the energy of the excited state is reduced. The gap, which is the
energy difference between the excited state and that of the ground state, is also reduced.
We conclude that in the AF phase by decreasing T , the peak position are changed. In
the DM phase, the Hubbard peak is shifted into a higher energy regime. While in the CO
phase, the dimer peak is shifted into a lower energy regime. These shifts are due to the
modification of the gaps energies.
Chapter 5
Electronic states and optical responses in
Excitonic Insulating System
This chapter is organized as follows. In section 5.1, we discuss the non-interacting case.
We show that there is always a robust nesting Fermi surface with the nesting vector (pi,pi).
In section 5.2, we compare the stability between the CDW and the SDW phases. The SDW
phase is stabler than CDW if there is Hund’s coupling. Because of these two reasons,
we consider the SDW with the nesting (pi,pi) in the later calculations. In section 5.3, we
calculate the finite temperature phase diagram. In section 5.4, we calculate the one particle
excitation spectra and discuss the electron structure. Finally in section 5.5, we calculate the
optical conductivity spectra.
5.1 Band structure in non-interacting case
The reference system with cluster size 2×1 (i.e. four orbitals) is chosen for the calculation.
We chose ta = tb = t = 1 as the energy unit.
We first discuss the band structure of the non-interacting case. In Fig. 5.1, the left
column shows the band structures calculated by CPT for several values of ∆, and the right
column shows the corresponding Fermi surfaces. In the band structures, the a band and the
b band are separated with energy difference ∆. Since the system is half filled, the Fermi
surfaces show the hole pocket surrounding the Γ point and the electron pocket surrounding
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the M point. In the limit of ∆→ 0, the two bands are degenerated and the Fermi surfaces
are connected with each other. In several values of ∆, the Fermi surfaces are always nested
by a vector Q = (pi,pi). Because of this, the density wave state is expected to be realized
in the system. Because ta/tb > 0 (= 1 in our model), an indirect gap is realized. The gap
energy is defined as Eg = ∆−W , where W = 4t is the bandwidth in the 2D square lattice.
When Eg > 0, the system is a insulator, and when Eg < 0, the system is a semimetal.
5.2 Effect of the Hund’s coupling
As shown in Refs. [129, 124, 130], when the system is in the EI state, different kinds
of the density-wave phase are degenerated, when the inter-band Coulomb interaction and
the intra-band Coulomb interaction are only taken into account. The EI state with SDW
(ESDW) is stabilized when the Hund’s coupling is included. We show this point by compar-
ing the ESDW with ECDW phase. The open boundary condition is used for the reference
cluster. The system size is set as infinite, therefore all the summations in the Brillouin zone
is replaced by integration. We use Gauss-Legendre method (Appendix B) with 400 q points
in Brillouin zone to estimate the integration. Value of U is chosen to be 9t. We chose the
temperature as T = 0.01/t. To avoid the Hartree shift [130], we chose V = (U + J)/2.
We consider the CDW mean-field ∆CDWEI and the the SDW mean-field ∆
SDW
EI , respec-
tively. The coexistence of the different state is not considered. We first calculate the energy
per site defined as
E =Ω+µ, (5.1)
where the grand thermal potential, Ω, is calculated by the Potthoff functional at the station-
ary point. The results are shown in Fig. 5.2(a). At J/t = 0, the energies in ECDW and
ESDW are the same (~−6.295) with each other. When the Hund’s coupling is introduced,
the degeneracy is lifted and ESDW is stabilized. With increasing J, the energy in ESDW
lower than that in ECDW.
We also calculate the EI order parameter. The EI order parameter PEI for ESDW (PSDWEI )
is defined by Eq(3.61), and that for ECDW (PCDWEI ) is defined by Eq(3.62). The results of
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(b)
(c)
(d)
(e)
(f)
Figure 5.1: Band structures and the Fermi surfaces in non-interacting case. Values of ∆ are
chosen to be (a) ∆= 2t, (b) ∆= 4t, and (c) ∆= 6t. Right panels in (a)–(c) show the density
of states. Arrows in (d)–(f) indicate possible nesting vectors.
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PEI as functions of J is shown in Fig. 5.2(b). When J/t = 0, PSDWEI and P
CDW
EI are the same.
With increasing J, PSDWEI is larger than P
CDW
EI .
It is concluded that the Hund’s coupling stabilized the EI state in SDW. Although here
we only consider the CDW and SDW phase, there are many other possibilities [124]. The
final stabilized state should still be SDW among them [129]. In our further calculations,
we consider the EI state with SDW.
(a) (b)
Figure 5.2: (a) Energies as functions of J. (b) EI order parameters as functions of J.
5.3 Phase diagram at finite temperature
In the section 5.1, results show that the density-wave state is expected to be realized. More-
over, in the section 5.2, we show that in the EI state, when J is introduced, the ESDW
is stabilized. In the following calculation, we focus on the EI state with SDW. We set
ta = tb = t = 1 as the energy unit, and ∆/t = 9, U = 5J, V = 3J, and I = J. In the present
parameter set, the system is a semiconductor in the non-interacting case.
Grand potential At low temperature (T/t = 0.1), we examine the Potthoff functional per
orbital Ω around the stationary points. We show the results at J/t = 2.2, 2.4 and 2.6 in Fig.
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5.3. We show later that the critical point of ESDW phase is located around J/t = 2.3. At
J/t = 2.2, the system is in a band insulator (BI) phase. The only stationary point is δEI = 0.
When J/t = 2.4, another stationary point exists around δEI ∼ 0.175. The ground potential
at this stationary point is lower than that at δEI = 0. The spontaneous hybridization between
the two bands occurs and the ESDW appears. When we further increase J, the ground
potential at the stationary point becomes lower.
Figure 5.3: Potthoff functional per orbital as functions of δEI . Arrows indicate the station-
ary points.
Order parameter Figure 5.4 shows the order parameters of PEI , PHL and PAF . We first
focus on the low-temperature case at T/t = 0.01. Fig. 5.4(a) shows the order parameters
of the EI and HL states. When J < Jc1 (Jc1/t ≈ 2.3), no long-range order is found: the
system is in an LS state. With increasing J greater than Jc1, the EI order appears. This is
of a second order phase transition. With increasing J furthermore, the EI order increases
and reaches its maximum value around Jc2/t ≈ 3.1. Then, the EI order parameter decreases
until J = Jc3/t ≈ 3.25. The system finally becomes the HS state with the AF order. The
wave functions in the EI state is represented by a combination of those of the LS and HS
states. Near the transition point Jc2, EI state competes with the HS state.
Then we study the temperature effect. We chose J/t = 2.928 and calculated the order
parameters of the EI and HL states as functions of T . As a comparison, the EI order
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parameters, P′EI , by the calculation without considering the HL phase, are obtained. The
results are shown in Fig. 5.4(b). At low temperature, the system is in the EI phase. If we do
not introduce the HL mean-field, as shown by the green dashed line, with increasing T , the
EI phase is suppressed and disappears at the critical point Tex/t ∼ 0.275. The transition is
of the second order. When HL phase is considered, before Tex, a first order phase transition
occurs, and the HL state is stabilized around THL/t ∼ 0.24. In higher temperatures, this
order disappears. The appearance of the HL with increasing T occurs in some regimes of
J.
(a) (b)
Figure 5.4: Order parameters as functions of (a) J/t at T/t = 0.01 and (b) T/t at J/t =
2.928. The green dashed line is the data of EI order parameters calculated without the HL
phase mean-field.
Phase diagram Figure 5.5 shows the finite temperature phase diagram. In small J and
T region, the system is in the LS state. When J is large enough, the system is in the EI
state. With increasing J furthermore, the HS state with the AF order appears. At high
temperature, the HL state appears. The HL state disappears by strong or weak Hund’s
coupling. In the figure, dashed lines represent the first order transition, and solid lines
represent the second order transition.
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In the EI state, where the wave function is given by a combination of those of the
LS state and the HS state, the physical picture is understood as flows. Assume that at
the site i, one electron is excited into the a band, the electrons at other sites occupy the
b band. The electronic structure at the site i is described by two spins coupled with the
exchange energy which is given by J∑iσσ ′ c
†
iaσc
†
ibσ ′ciaσ ′cibσ = −2J∑i(Sia ·Sib+ 14nianib),
where Siα = h¯2 ∑k∑xy c
†
ixσ
k
xyciyek is the spin operator. A spin-triplet state is stabilized. This
energy contributes to the EI binding energy and compensates the energy gap. From the
mean-field calculation in the pseudo-spin model [98], the HL state survives at zero tem-
perature. In the present VCA calculation, where the local electron-electron correlation is
treated properly, in low temperatures the grand potential of the HL state is not lower than
that of the EI state.
Figure 5.5: Finite temperature phase diagram. Symbols LS, EI, AF, and HL represents
the low spin (LS) phase, excitonic insulating (EI) phase, antiferromagnetic (AF) state (also
high spin (HS) phase), and high spin/low spin (HL) ordered phase, respectively. The solid
line represents the second order phase transition, and the dashed lines represent the first
order phase transition.).
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5.4 Band structure
The single particle excitation spectra is calculated by Gσ (k,ω) = 1L ∑i jGi j,σ (k,ω) where
L is the cluster size and i and j are the indexes of the orbitals in the cluster. The spectral
function is obtained by A(ω) = − 1piℑ[Gσ (k,ω + iη)], where η is an artificial broadening
and is chosen to be 0.1 in the numerical calculation. The results are shown in Fig. 5.6 and
Fig. 5.7.
low temperature At J/t = 2.2, the band structure is similar to that in the non-interacting
case. Two separated bands, a and b, are colored in cyan and red in the figure. The Fermi
level is located in the gap. However, the b band is not fully occupied, and a small red
peak appears above the Fermi level (ω/t ∼ 15). Correspondingly, the a band is partially
occupied. This is driven by the pair-hopping I. At J/t = 2.8 where the system is in the EI
state, the hybridization occurs between the two bands (see the density of states). Because
of the staggered SDW order, the Brillouin zone is doubled. This leads to the fact that the
M point (pi,pi) is equivalent to the Γ point (0,0). Then the gap is enhanced. At J/t = 3.4,
where the system is the HS state accompanied with the AF order, the hybridization between
the two orbitals disappears. Each band is separated into the upper Hubbard (UH) band and
the lower Hubbard(LH) band, and each band is half filled. Only in the EI phase, there is a
hybridization between the two bands.
Finite temperature We then discuss the temperature effect. We fix J/t = 2.8 and shown
the results at T/t = 0.3 and T/t = 0.4 in Fig. 5.7. Results in low temperatures (T/t = 0.05)
are shown in Fig. 5.6(a). At T/t = 0.05, the a band and the b band are hybridized with
each other. At T/t = 0.3, the hybridization disappears. The system is in the HL phase.
As shown in the density of states, the bands are mixed with each other. By comparing
the results with those in the low-temperatures, there are more fine structures in the band
structure. However, the band structure at the M point and the Γ point are equivalent, which
means the two sub-lattice are still remaining. At T/t = 0.4, the M point and the Γ point is
not equivalent any more. All the long-range orders disappear and the unit cell contains one
site.
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(a) (b)
(c)
Figure 5.6: Band structure in (a) J/t = 2.2, (b) J/t = 2.8 and (c) J/t = 3.4 at T/t = 0.05.
The broadening factor is chosen as η = 0.1. Right panel in each figure shows the density
of states.
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(a) (b)
Figure 5.7: Band structure in (a) T/t = 0.3 and (b) T/t = 0.4 at J/t = 2.8.
5.5 Optical conductivity spectra
The optical conductivity spectra are calculated by the method mentioned in Chapter 3. In
the vertex approximation σΓx , we set to ηb = ηc = η0 = 1, where ηb and ηc are the artificial
broadening in the Bubble diagram and the vertex diagram, respectively. Since there are
some approximations in the vertex function, a small η0 will contribute to negative value
into the optical spectra, which is unphysical.
low-temperature case Figure 5.8(a) shows the results of the optical conductivity spectra
for several values of J at T/t = 0.05. At J/t = 2.2, the system is in the LS state. Almost no
peaks appear in the optical conductivity spectra. There are some “fluctuation” at ω/t ∼ 5.
This fluctuation is due to that the temperature is not exactly 0. Its origin will be discus-
sion later. In 2.5 ≤ J/t ≤ 3.1, the system is in the EI phase. Because of the hybridization
between the two bands, the new gap is opened, which appears in the optical conductivity
spectra. This is seen in the data that a peak gradually appears in the low energy regime
(ω/t ∼ 10). As the EI state is stabilized with increasing J, this peak becomes clear. At
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J/t = 3.4, the EI state destabilized, the peak disappears. This low energy peak is accom-
panied by the appearance of the EI state. So, we call it the EI peak. On the other hand,
in the high energy regions, there is another peak around ω/t ∼ 20. When the HS state
is realized, this peak becomes strong. We call this peak the Hubbard peak, in which the
electron is excited to the next site, and a double occupation occurs as shown in Fig. 5.8(b).
The energy of this peak is roughly estimated to be U . In the LS state, this excitation is
forbidden because of the Pauli principle. While in the HS state this is allowed. This is why
the amplitude of this peak increases with increasing J.
The long tail in the data is due to the large value of ηo, which we chose in the calcu-
lation. The EI peak shows some substructure at J/t = 2.8. This effect will be discussed
later.
High temperature Figure 5.9(a) shows the optical conductivity spectra at T/t = 0.45.
There are two peaks in the spectra and it is similar to the data in the low-temperature case.
At high energy regime, the Hubbard peak remains. In the low energy region, there is a peak
whose position is similar to that in the EI peak. With increasing J, the weight of the peak
increases first and then decreases at large value of J. The origin of this peak is different
from that of EI peak. At J/t = 2.2, the system is in the LS phase. At zero temperature, the a
band is occupied and the b band is empty. The hopping between a bands of different sites is
forbidden due to Pauli exclusion principle. According to the expression of current operator
in Eq(3.75), the contribution to the optical conductivity spectra is ∝ ti jc†i c j(r i− r j). In our
model, we do not consider the hopping between the a and b bands (ti j = 0). So, there is
no contribution to the optical conductivity. At zero temperature, there should be no peak in
the LS phase. As shown in 5.9(a), at J/t = 2.2, there is a peak around ω/t ∼ 8. We explain
it as follows. As shown in Fig. 5.9(b), in the LS state, because of the thermal fluctuation,
a thermally excited state gives the contribution, with proportion e−∆/T , to the peak in the
optical spectra. In the HS state, this process is reduced by the Pauli exclusion principle.
Therefore, at J/t = 3.4, this peak is strongly suppressed.
To examine the effect of the thermal fluctuation, we calculate the temperature depen-
dences of the optical spectra at J/t = 2.2 with small ηb and ηc. To avoid the numerical
problem, we calculate the optical conductivity spectra in the Bubble approximation and the
CHAPTER 5. EXCITONIC INSULATING SYSTEM 79
(a) (b)
Figure 5.8: (a) Optical conductivity spectra at T/t = 0.05. (b) A schematic excitation
process of the Hubbard peak.
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(a) (b)
Figure 5.9: (a) Optical conductivity spectra for several J/t at T/t = 0.45. (b) A schematic
excitation process of the peak in the low energy region.
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optical conductivity spectra of the reference system. The latter one is a 2× 1cluster and
contains the mean-field from the VCA and reflects the contribution of the vertex function.
Fig. 5.10(a) shows the optical conductivity spectra in the Bubble approximation. When T
decreases to T = 0, the system is in the LS state, and there is no peak in the optical spectra.
With increasing T , two peaks appear. One is located at ω/t = 0, and another is located
around ω/t ∼ 5. The finite Drude weight indicates a metal phase. In high temperatures, an
insulator-metal crossover occurs. The peak at ω/t ∼ 5 is similar to the EI peak that is men-
tioned in Fig. 5.9(b). We calculate the amplitude of the peak, IMax, as a function of T . The
results are shown in Fig. 5.10(c). It shows that temperature effect contributes to the peak.
Figure 5.10(b) shows the optical conductivity spectra of the reference cluster. The Drude
weight is not included in the regular part of the optical spectra. Therefore there is no peak
at ω ∼ 0 even at high temperature. A small peak at ω/t ∼ 2 represents the “gap” opened
by inter-site hopping. This is a finite size effect. In the present calculation, the reference
system contains two sites. Because of the hopping t between this two sites, a bonding and
an antibonding state are realized. The energy of the gap is 2t, which is consistent with the
peak energy. With increasing size of the reference system, this gap becomes a band. The
peak will shift to ω/t ∼ 0. In the thermodynamic limit, this peak becomes the Drude peak.
The peak at ω ∼ 7 is similar to the EI peak with a different origin, which is mentioned in
Fig. 5.9(b). Figure 5.10(d) shows the temperature dependences of IMax, which shows like
the Boltzmann function. Thus we claim that the origin of the peak at high temperature is
due to the temperature effect.
Temperature effect We then discuss the temperature effect. We chose J/t = 3.0 and
ηb/t = ηc/t = 1. We show the optical conductivity spectra for several values of T in Fig.
5.11(a). Two peaks appear in the optical conductivity spectra. At T/t = 0.05 and 0.15,
there is a fine structure in the low energy peak around ω/t ∼ 8. We use green and blue
dashed lines to assign them. The black dashed line assigns the high energy peak. In all
temperatures, the black and blue peak remains. The green peak only appears at T/t ≤ 0.15,
where the system is in the EI phase. At T/t > 0.15, the energy of the blue peak decrease.
The black peak is the Hubbard peak which is shown in Fig. 5.8(b). In the EI phase
(T/t ≤ 0.15), the blue peak is the EI peak. As shown in Fig. 5.11(c), in the EI state, the
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(a) (b)
(c) (d)
Figure 5.10: At J/t = 2.2. (a) Optical conductivity spectra in the Bubble approximation.
(b) The optical conductivity spectra of the reference system. The amplitude of the peak at
low energy region as a function of T for (c) σbubblex and (d) σ clusterx .
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wave function is given by a combination of those of the LS state and HS state. The EI peak
represents the inter-site excitation. Its energy is in the order of V . With increasing T , there
is a shift of the blue peak around the transition temperature. The energy of this shift reflects
the binding energy of the EI state. Compared with the blue and black peak, the green peak
is broad. The long tail in the optical conductivity spectra is due to the large ηc and ηb. Later
we will show that there is a cutoff frequency ωc1 for the green peak. We can understand
the green peak as follows. In Fig. 5.11(b), we show the single particle excitation spectra at
T/t = 0.05. The stabilization of the EI state opens a gap in the band structure. The sharp
cutoff frequency ωc1 reflects the gap energy. It represents the excitation from the top of the
valence band to the bottom of the conduction band. All the possible excitations between
the two bands give rise to a broad green peak, and there is no well defined upper limit ωc2.
Because of this band gap is accompanied with the EI state, at high temperatures, the green
peak disappear with the disappearance of the EI state.
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(a)
(b) (c)
Figure 5.11: (a) Optical conductivity spectra for several T at J/t = 3.0. Three peaks are
assigned by dashed lines. (b) The single particle excitation spectra at T/t = 0.05. Symbol
ωc1 represents the excitation from the top of the valence band to the conduction band, and
ωc2 represent a general excitation between the bands. (c) A schematic excitation process
of the EI peak.
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Bubble approximation We calculate the optical conductivity spectra in the Bubble ap-
proximation at J/t = 3.0. We chose ηb/t = 0.1. The results are shown in Fig. 5.12(a). At
T/t = 0.05, we see a sharp cutoff frequency ωc1, a clear lower limit of the frequency ωc1
is seen. On the other hand, ωc2 is an unclear point where a long tail is found. There is a
sharp peak with strong intensity in the low energy region. The sharp peak is understood as
follows. When EI phase is stabilized, a new gap is opened. As shown in Fig. 5.11(b), the
top of the valence band and the bottom of the conduction band at M point are flat. The ex-
citations around this point give the same energy. This contributes to the sharp peak. When
T/t ≥ 0.25, the EI state disappears. The remaining peak around ωc1 is due to the thermal
effect.
There are fine structures in each peak. This is due to the finite size effect in the self-
energy. It is explained in Fig. 5.12(b). In the thermodynamic limit, there is an infinite
number of poles in the self-energy. The conduction band and the valence bands are rep-
resented by the blue bands. The minimum energy and maximum energy of the excitation
are E1 and E2, respectively. There are continuous excitation spectra between E1 and E2.
Therefore the peak in the optical conductivity spectra is continues and broad. On the other
hand, in the finite size system, there are only a few numbers of poles in the self-energy.
The bands are simulated by several sub-bands. There are only several discrete excitations
denoted as E ′1 to E
′
4 in Fig. 5.12(b). So peaks in the optical conductivity becomes discrete.
In present calculation, we adopt the reference system with size L = 2×1. Only finite num-
ber of poles are obtained in the self-energy. This finite size effect is also seen in the band
structure as shown in Fig. 5.11(b).
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(a) (b)
Figure 5.12: (a) Optical conductivity spectra in Bubble approximation. Symbols ωc1 and
ωc2 denote the range of the low energy peak. (b) A schematic to show the fine structure of
the peak in the optical conductivity spectra.
The EI peak and the order paramter In the last part, we show that there is a strong con-
nection between the optical conductivity and the EI order parameter in low temperatures.
We define the EI peak intensity as an integration of the optical conductivity spectra from
ω = 0 to ω = ωL ( the shadow area in Fig. 5.13(a)). The position of ωL is located between
the EI peak and the Hubbard peak. The value of the EI peak intensity is not sensitive to
choices of ωL. We chose T/t = 0.05. Results are shown in Fig. 5.13 (b). It is clearly
shown that the EI order parameter and the EI peak intensity are consistent. When the EI
phase appears (PEI > 0), the EI peak intensity increases. The intensity is not exactly zero
when PEI = 0 due to the artificial broadening η0/t = 1. The EI peak intensity increases
with increasing the EI order parameter. These two take their maximum point at the same
value of JMax/t ∼ 3.1, then decrease and disappear. We conclude that the EI peak intensity
reflects the EI order parameter.
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Experimentally it is difficult to identify the EI state. Here we show a connection be-
tween the EI order parameter and the EI peak intensity in the optical conductivity spectra.
(a)
(b)
(c)
Figure 5.13: (a) Optical conductivity spectra at J/t = 3.1. A shaded area is identified
as intensity of the EI peak. (b) The EI order parameter and (c) the EI peak intensity as
functions of J/t at T/t = 0.05.
Chapter 6
Summary
In this dissertation, we have studied the optical responses in multi-orbital systems with
strong electron correlation. To reach this goal, we have adopted the two prototypical sys-
tems as the multi-orbital systems with electron correlation. One is the dimer-type organic
system with the charge degree of freedom. Another is the EI system with SSDF. We have
used VCA to consider the local electron correlation exactly and the long range orders. The
obtained results are summarized as follows.
Dimer-type organic system
To consider the charge degree of freedom in the dimer-type organic system, we take into
account the molecular orbitals in the dimer. The extended Hubbard model with effective
quarter-filled electron system is studied. We calculated the finite temperature phase dia-
gram. The results have been compared with our previous studies by the mean-field and
Monte-Carlo methods. A competition between the AF phase and the CO phase is found.
The one particle excitation spectra have been calculated to study the electron structure. In
the strong dimerization regime, we assigned the bonding and antibonding bands. The bond-
ing band is further split by the effective Coulomb interaction Ue f f . The optical conductivity
spectra have been calculated. According to the arrangement of the dimers, a Hubbard peak
is found in the σxx, and a dimer peak is found in the σyy. The soften model near the CO-DM
phase boundary is not fully reproduced due to the small cluster we have adopted. We have
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shown that the peaks positions are influenced by the appearance of the AF phase in the
temperature dependent optical conductivity spectra. It can be concluded as below.
• With decreasing temperature as the AF phase appears, the Hubbard peak shifts into
high energy regime in the DM phase, while the peak energy of the Hubbard peak is
not influenced too much in the CO phase. The dimer peak in the CO phase shifts to
lower energy regime while it is not influenced too much in the DM phase. The shift
of the Hubbard peak is due to the doubling of the Brillouin zone. The shift of the
dimer peak is due to the exchange energy induced by the AF.
EI system
Two-band Hubbard model with Hund’s coupling has been adopted as a simplest and ef-
fective model to simulate the multi-orbital systems in Co compounds. We confirmed the
spin state transition induced by the competition between Hund’s coupling and energy split.
We calculated the finite temperature phase diagram and shown the competitions between
the LS state, the ESDW state, the HL state, and the HS (AF) state. We calculated the one-
particle excitation spectra and the optical conductivity spectra. Through these calculations,
obtained results are summmarized as follows.
• We find in low temperatures that a peak structure appears only in the EI phase. This
peak intensity is scaled by the EI order parameter in low temperature. We suggest
that this is available to identify the EI phase.
At high temperature, we found a similar peak at the same position of EI peak. This peak,
however, has a different origin and has been explained as the thermal fluctuation. This point
was proved by the benchmark calculation of temperature dependent optical conductivity
spectra at the LS phase.
Appendix A
Practical calculation of the Potthoff
functional
Summation of the frequency ∑ωn Tr ln[−G(iωn)]
Consider the translational symmetry, the Potthoff functional in Eq. (3.48) is written as
Ω˜t,U =Ωt ′,U +∑
q
∑
iωn
Tr ln[−GL(q, iωn)]−M∑
iωn
Tr ln[−G′(iωn)], (A.1)
where M is the number of clusters in the system, and L is the cluster size, and GL is the
lattice Green’s function and G′(z) is the Green’s function of the reference system. We
have N = L×M, where N is the number of total sites in the system. The first term is
the grand potential of the reference system, the second and third term are in the type of
∑iωn Tr[−G(iωn)]. A converged factor eiωn0
+
is suppressed in the expression. In this part,
we calculate the value of the expression below numerically
E =∑
iωn
eiωn0
+
Tr ln[−G(iωn)]. (A.2)
For a n×n matrix M , we have
Tr lnM = ln(det |M |). (A.3)
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Rather than prove it exactly, we give an intuitive illustration. Assume the matrix M is
diagonalized by a similarity transformation as
M = S†mS, (A.4)
where m is a diagonal matrix and SS† = 1. Then we expand the left side of Eq. (A.3) as
Tr lnM =∑
k
f (k)(0)
k!
Tr[Mk] =∑
k
f (k)(0)
k!
Tr[(S†mS)...(S†mS)]
=∑
k
f (k)(0)
k!
Tr[(S†mkS)]
Tr(ABC)=Tr(BCA)−−−−−−−−−−−→∑
k
f (k)(0)
k!
Tr[mk] =∑
k
f (k)(0)
k! ∑i
mki
=∑
i
∑
k
f (k)(0)
k!
mki =∑
i
lnmi = ln∏
i
mi = lndetm = lndetM , (A.5)
where f (k)(x)≡ ( ddx)k ln(x) and mi is the matrix element of m. The “proof” is done.
To calculate Eq. (A.2), we first find a similarity transformation to diagonalize G as
G(iωn) = S†g(iωn)S, (A.6)
where the elements of g is gi j = δi jgi. Eq. (A.2) becomes
E =∑
iωn
eiωn0
+
lndet[−G(iωn)] =∑
iωn
eiωn0
+
lndet[−S†g(iωn)S]
=∑
iωn
eiωn0
+
lndet[−g(iωn)] =∑
iωn
eiωn0
+
ln∏
i
[−gi(iωn)] =∑
i
∑
iωn
eiωn0
+
ln[−gi(iωn)].
(A.7)
We write the diagonalized Green’s function as
gi(z) =∑
s
w(i,s)
z− ps , (A.8)
where ps are the poles of the system and w(i,s) are the corresponding weight. In the large
frequency limit we have gi(z)∼ 1zWi, where Wi = ∑s w(i,s). Without the factor eiωn0
+
, the
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summation in Eq. (A.7) is diverse. We use a trick to cancel the diverse part. Using the
auxiliary function g′(z) = 1z−q , we transform the integrand as
ln[−gi(z)] = ln[gi(z)g′(z) × (−g
′(z))] z→∞−−−→ ln[1− q−Wi
z−Wi ]+ ln[−
1
z−q ]. (A.9)
The last step shows the result in the large frequency limit. We chose q=Wi, the divergence
in the first term disappears so that the factor eiωn0
+
is ignored. By doing so, Eq. (A.7)
becomes
E =∑
i
∑
iωn
ln[(iωn−Wi)gi(z)]+∑
i
∑
iωn
eiωn0
+
ln(− 1
iωn−Wi ). (A.10)
The second term in Eq. (A.10) is calculated as
∑
iωn
eiωn0
+
ln(− 1
iωn−Wi ) =−
1
2pii
‰
fF(ω) ln(− 1ω−Wi )dω, (A.11)
where the integration path

enclose the image axis, and fF(ω) = 1eβω+1 is the Fermi–Dirac
distribution function. We change the path of the integration into the real axis as
− 1
2pii
‰
fF(ω) ln(− 1ω−Wi )dω
=− 1
2pii
ˆ +∞+i0+
−∞+i0+
fF(ω) ln(− 1ω−Wi )dω−
1
2pii
ˆ −∞−i0+
+∞−i0+
fF(ω) ln(− 1ω−Wi )dω
(A.12)
=− 1
pi
ˆ +∞
−∞
fF(ω)Im[ln(− 1ω+ i0+−Wi )]dω.
The reason for the last step is that near the real axis, the contribution of the real part are
canceled. Then, we use the expression given by
1
pi
Im[ln(− 1
x+ i0+−Wi )] = θ(x−Wi), (A.13)
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where θ(x) is the step function. Eq. (A.12) becomes
∑
iωn
eiωn0
+
ln(− 1
iωn−Wi ) =−
ˆ +∞
−∞
θ(ω−Wi)[ fF(ω)dω]
=
1
β
ˆ +∞
−∞
θ(ω−Wi)d ln(1+ e−βω)
Integration by parts−−−−−−−−−−→− 1
β
ˆ +∞
−∞
ln(1+ e−βω)δ (ω−Wi)dω (A.14)
=− 1
β
ln(1+ e−βWi).
Therefore we have
E =∑
i
∑
iωn
ln[(iωn−Wi)gi(z)]− 1β ∑i
ln(1+ e−βWi). (A.15)
This is the expression to calculate the value of E numerically. Wi are obtained by consider-
ing a large value of z so that we have
g−1(z) =

g−11 (z) 0 0 0
0 g−12 (z) ... 0
... ... ... ...
0 0 ... g−1L (z)
≈ z−

W1 0 0 0
0 W2 ... 0
... ... ... ...
0 0 ... WL
 . (A.16)
Equation (A.15) and Eq. (A.16) are enough to calculate Ω˜t,U . But motivated by the
derivations above, if we can obtain all the poles of the Green’s function ps in Eq. (A.8), we
can further simplify the calculation. In the following, we offer another method to calculate
E.
We rewrite E as
E =− 1
2pii
β∑
j
‰
fF(ω) ln[−∑
s
w( j,s)
z− ps ]dω. (A.17)
We first discuss the case of w( j,s) 6= 0. We change the path of the integration to the real
axis so that all the poles of fF(ω) are excluded. The contribution of the poles are coming
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Figure A.1: A path encloses all the poles is equivalent to a summation of small circles
around each pole.
from ln(...) in Eq. (A.17). We change the path of the integration into a summation of small
circles enclose each pole as shown in Fig. A.1, therefore we have
E =− 1
2pii
β∑
j
∑
s
‰
s
fF(ω) ln[−∑
s
w( j,s)
z− ps ]dω, (A.18)
As an example, we calculate one term around the path s = 1 as
‰
s=1
dω fF(ω) ln[−∑
s
w( j,s)
z− ps ] =
‰
s=1
dω fF(ω) ln[−w( j,1)z− p1 (1+∑s>1
w( j,s)
w( j,1)
z− p1
z− ps )]
=
‰
s=1
dω fF(ω) ln[−w( j,1)z− p1 ]+
‰
s=1
dω fF(ω) ln[−(1+∑
s>1
w( j,s)
w( j,1)
z− p1
z− ps )]. (A.19)
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The second term on the right hand side of Eq. (A.19) is zero because

s=1 only enclose p1.
We simplify E as
E =− 1
2pii
β∑
j
∑
s
‰
s
fF(ω) ln[−w( j,s)z− ps ]dω
=− 1
2pii
β∑
j
‰
fF(ω)∑
s
ln[−w( j,s)
z− ps ]dω. (A.20)
In the last step, we use the inverse transformation of that shown in Fig. A.1. Using the
transformation in Eq. (A.14), we have
E =−∑
i
1
β ∑s
ln(1+ e−β ps) =−L 1
β ∑s
ln(1+ e−β ps). (A.21)
Then we discuss the case of w(i,s)= 0. Using Dyson equation, equation (A.8) is written
as
g(z) = SG(z)S† = S
1
z− t −Σ(z)S
† =
1
z−η (z) , (A.22)
where ηi j(z) = δi jηi(z) is a diagonal matrix. We expand ηi(z) as
ηi(z) = ∑
α≥0
γαi z
−α . (A.23)
At the pole of the Green’s function, z = ps, if w(i,s) = 0, ps must be a pole of η(z) too.
Around this point we have
η(z)∼ αs
z− ps . (A.24)
In Eq. (A.1), the self-energy for GL and G′ are the same. Therefore the contribution of this
parts are canceled exactly. So even w(i,s) = 0, the result in Eq. (A.21) is not changed.
Here we have discussed how to treat the frequency summation. The basic idea is to
either calculate a numerical integration (NI) on the complex plane or abstract all poles of
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the Green’s function. The later one is the analytic frequency integration (AI) method. For
both, there are advantages and drawbacks.
For AI, the difficulty is that we do not know the poles of GL(q, iωn). The method to
solve this problem is the so-called Q matrix technique [131, 132].
For NI, the problem is to reach a high enough precision is difficult. Numerically, we
use Gauss-Legendre integration method (Appendix B) to treat the integration.
Zero temperature and Q matrix technique
Use Eq. (A.21), we write the AI results of Eq. (A.1) as
Ω˜t,U =Ωt ′,U −L∑
q
∑
s
1
β
ln(1+ exp(−β pq,s))+ML 1β ∑s
ln(1+ exp(−β p′s)), (A.25)
where pq,s are the poles of GL(q,z), and p′s are the poles of G
′(z). At zero temperature we
have
1
β ∑s
ln(1+ exp(−β p)) β→∞−−−→−pθ(−p). (A.26)
The contribution only comes from the poles < 0. Then in formalism we write the result of
Eq. (A.25) as
Ω˜t,U =Ωt ′,U +L ∑
pqs<0
pq,s−ML ∑
p′s<0
p′s. (A.27)
Equation (A.27) is the starting point of Q matrix method. From the Lehmann representation
we write down the Green’s function of the reference system as
G′i j(z) =
1
Z∑mn
〈n|ci|m〉e
−βEn + e−βEm
z− (Em−En) 〈m|c
†
j |n〉
≡∑
mn
Qi,mn
1
z−Λmn Q
†
mn, j, (A.28)
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where ci is the annihilation operator at site i (without losing generality we suppressed the
spin index), and |m〉 is the eigen state of the Hamiltonian of the reference system, and Em
is the corresponding eigenenergy, and Qi,mn =
√
e−βEn+e−βEm
Z 〈n|ci|m〉, and Λmn = Em−En
are the elements of the diagonal matrix Λ. The total Green’s function of reference system
is given by
G′(z) = Q
1
z−ΛQ
†. (A.29)
Next we calculate ps. The connection between GL(q,z) and G′(z) is given by
GL(q,z) =
1
G−10c (z)− τ q−Σ(z)
=
1
(G−10c (z)−∆−Σ(z))− (τ q−∆)
=
1
G′−1(z)−V q
,
(A.30)
where
V q ≡ τ q−∆. (A.31)
The definition of τ q is in the Eq. (3.15). The variables z and q are separated in Eq. (A.30).
With the help of Q matrix we have
GL(q,z) = [(Q
1
z−ΛQ
†)−1(1−Q 1
z−ΛQ
†V q)]−1
= (1+Q
1
z−ΛQ
†V q +(Q
1
z−ΛQ
†V q)2+ ...)(Q
1
z−ΛQ
†)
= Q
1
z−ΛQ
†+Q
1
z−Λ (Q
†V qQ)
1
z−ΛQ
†+Q
1
z−Λ (Q
†V qQ)
1
z−Λ (Q
†V qQ)
1
z−ΛQ
†+ ...
= Q
1
z−Λ (1+[(Q
†V qQ)
1
z−Λ ]+ [(Q
†V qQ)
1
z−Λ ]
2+ ...)Q†
= Q
1
z−Λ− (Q†V qQ)
Q† = Q
1
z−U q Q
† = QF
1
z−U˜ q
(QF )†, (A.32)
where U q ≡ Λ+Q†V qQ = FU˜ qF † and U˜ q is a diagonal matrix. The elements of U˜ q are
the poles pq,s.
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Figure A.2: Different selections of the path on the complex plane to calculate the integra-
tion I.
Numerical Integration
At finite temperature, the dimension of the Q matrix is too large to store. In NI, we chose a
closed path on the complex plane that contains all the poles of the Green’s function. In this
way, we need not to know the information about the position of the poles. However, we
have some degrees of freedom to chose the different path. The numerical integration near
a pole is not stable. So keep the path far away from poles.
Using Eq. (A.30), we write Eq. (A.1) as
Ω=Ωt ′,U +∑
q
∑
iωn
Tr ln[−(G′−1(iωn)−V q)−1]−M∑
iωn
Tr ln[−G′(iωn)]
=Ωt ′,U −∑
q
∑
iωn
Tr{ln[G′(iωn)(G′−1(iωn)−V q)]}
=Ωt ′,U −∑
q
∑
iωn
Tr[ln(1−V qG′(iωn))] =Ωt ′,U −∑
iωn
Fq(iωn), (A.33)
where F(z)≡ ∑q Tr[ln(1−V qG′(z))]. Ωt ′,U/M is the grand thermal potential of the refer-
ence system. The goal becomes to calculate the expression given by
I =∑
iωn
F(iωn). (A.34)
According to the definition we have F(z∗) =∑q Tr[ln(1−V−qG′†(z))] = F∗(z). There-
fore, for a pair of path which are symmetric to the real axis, the contribution of the
imaginary parts are canceled with each other . For instance we write Eq. (A.34) as
APPENDIX A. PRACTICAL CALCULATION OF THE POTTHOFF FUNCTIONAL99
I = 2ℜ[∑U pperiωn F(iωn)] where ∑
U pper
iωn represent the summation on the upper complex plane
and ℜ[...] represent the real part. Therefore I and Ω are real.
The summation on the imaginary axis is transformed into an integration given by
I =− 1
2pii
1
β
‰
C1
dzΓ(z), (A.35)
where Γ(z) = F(z) fF(z), and C1 is shown in Fig. A.2.
At zero temperature, fF(z) = θ(−ℜ[z]). The contribution of the integration at the right
side of the imaginary axis is 0. The remaining path is chosen infinitely close to the imag-
inary axis. The asymptotic behavior of F(z) at z→ ∞ is important. The factor eiωn0+ is
taken into account. We change the integration path and cancel the divergent part. Details
of the trick are illustrated in Ref. [11].
At finite temperature, Γ(z) contains poles on the imaginary axis. The path for the
integration is changed into C2, as shown in Fig. A.2. When |z| > RE , where RE is large
enough to include all the poles of Green’s function on the real axis, we chose the integration
path approach to the real axis so that the contributions at large z are canceled. In this case,
there is no divergence problem. This method is applied in Ref. [133].
There is a problem for the choice of C2. We denote the broadening in C2 as δ . If δ is
too large, the Matsubara points ωn = (2n+1)piβ at low frequency are missing. The maximum
value of δ is piβ . At low temperature, δ becomes small. But δ can not be too small since the
poles on the real axis makes the integration unstable. One solution for this contradiction
is to chose the integration path C3 as shown in Fig. A.2 [123]. In the range of |ω| < RE ,
we chose a path little far from real axis. The path is decomposed as C3 =C′3 +C
′′
3 , where
C′3 is the path cross imaginary axis and C
′′
3 is the inner circle enclose Matsubara points.
Therefore
I =− 1
2pii
1
β
‰
C′3
dzΓ(z)+ ∑
iωn∈C′′3
F(iωn). (A.36)
We chose a appropriate value for δ . The number of Matsubara frequency points that en-
closed in C′′3 is Nc3 = int[
1
2(
δβ
pi +1)]. Detail of this method is in Ref. [123].
APPENDIX A. PRACTICAL CALCULATIONOF THE POTTHOFF FUNCTIONAL100
However, there are still some problems. First, Γ(z) has some poles on the imaginary
axis. When we calculate the integration on C′3, the evaluation of the function value Γ(z)
near the imaginary axis may be unstable. Second, with decreasing temperature, Nc3 ∝ β
becomes larger. The numerical evaluation of Potthoff functional becomes time-consuming.
Both of the two problems become severe at low temperature. The solution for the first
problem is to set δ as the middle point of two adjacent Matsubara points. Thus z= x+ i2npiβ
and we have
fF(z) =
1
eβ z+1
=
1
eβx+1
= fF(ℜ(z)). (A.37)
The numerical evaluation of Γ(z) = F(z) fF(ℜ(z)) is stable. The second problem is intrin-
sic. To solve this problem we use the path C4 as shown in Fig. A.2. We redirect the path to
the origin. No Matsubara frequency points are leaked. Since we use the Gauss-Legendre
method, the function value at the edge (the origin) is not evaluated. Even there are poles
near z = 0, this method is robust. Since there are poles on both the imaginary axis and the
real axis near the origin, we redirect the path approach to origin with an angle of pi4 . For a
quarter of C4 for instance, we chose it as a quarter of a circle with radius R. Here we chose
R = RE . At low temperature, there are many poles on the imaginary axis. If the physical
system is near the metal phase, there are many poles on the real axis near the origin. In
both cases, we need a high precision for the integration near |z|= 0. We separate the path
into two, C41and C42, by an angle θ , as shown in Fig. A.3. For the calculation on C41, we
use a set of dense sampling points, while for the calculation on C42, we use sampling points
with the sparse density to save the computational resource.
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Figure A.3: The details of the path C4.
Appendix B
Gauss-Legendre integration
Gauss-Legendre method is one of the most effective ways to evaluate an integration numer-
ically. Here we introduce the formula for the one-dimensional case. It can be generalized
into the high-dimensional case.
We consider a general integration given by
I =
ˆ b
a
f (x)dx. (B.1)
We generate the transform as y = 2b−a(x− a+b2 ), I becomes
I =
b−a
2
I′, (B.2)
where I′ =
´ 1
−1 F(y)dy and F(y) = f (
b−a
2 y+
a+b
2 ). Therefore we discuss an effective in-
tegration, I′, which is carried in the region (−1,1). Numerically, we use a summation to
evaluate the integration given by
I′ ≈∑
i
F(xi)wi. (B.3)
In this way, a set {xi} if chosen to estimate the values of the function {F(xi)}, and {wi} is
a set of corresponding weight. For example, we use N points that are equally spacing in
regime (−1,1) as shown in Fig. B.1. In such case, xi =−1+ 2N × i, wi = 2N for i= 1,2, ...,N.
102
APPENDIX B. GAUSS-LEGENDRE INTEGRATION 103
Figure B.1: Evaluate the integration by equal spacing points.
B.1 Two-point rule
We only use two points in Eq. (B.3) to evaluate the value of the integration given as
ˆ 1
−1
F(x)dx≈ F(x1)w1+F(x2)w2. (B.4)
We first generate the series expansion of F(x) to the third-order given by
F(x) = Γ3(x)+O(x4)≈ Γ3(x), (B.5)
where Γ3(x) = a3x3 + a2x2 + a1x+ a0 and O(x4) is a higher-order minim. Here a0, ...,a3
are the coefficients of the expansion. If we omit O(x4), the integration is given by
ˆ 1
−1
Γ3(x)dx = Γ3(x1)w1+Γ3(x2)w2. (B.6)
To make it true for any Γ3(x), each term in Γ3(x), that is xi|i = 0, ..,3, should satisfy Eq.
(B.6). We obtain a system of equations given by
´ 1
−1 x
3dx = x31w1+ x
3
2w2,´ 1
−1 x
2dx = x21w1+ x
2
2w2,´ 1
−1 x
1dx = x11w1+ x
1
2w2,´ 1
−1 x
0dx = x01w1+ x
0
2w2.
(B.7)
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And its solution is given by
−x1 = x2 = 1√
3
,
w1 = w2 = 1. (B.8)
therefore we have
ˆ 1
−1
Γ3(x)dx = Γ3(− 1√
3
)+Γ3(− 1√
3
). (B.9)
We conclude that for any F(x), according to the two-point rule, the integration I′ is esti-
mated by
ˆ 1
−1
F(x)dx≈ F(− 1√
3
)+F(
1√
3
). (B.10)
And its precision is evaluated by Eq. (B.5).
B.2 N-point rule
To obtain the higher precision, we use the function ΓN+1(x) to estimate the function value.
A system of equations similar to Eq. (B.7) is obtained. The solution of this system is
not simple, and usually to get its root solution for a general F(x) is impossible if N ≥ 4.
However, with the help of the Legendre polynomial, PN(x), we obtain the solution [134].
Here we only give the result. There are N zeros for PN(x), and the corresponding zeros are
the solution {xi}. Some examples of PN(x) are shown in Fig. B.2.
The corresponding weight is associated with xi by
wi =
2
(1− x2i )[dPN(x)dx
∣∣∣
x=xi
]2
. (B.11)
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Figure B.2: Legendre polynomial PN(x) for N = 0, 1, 2, 3, 4, and 5.
The value of PN(x) and ddxPN(x) is evaluated by the useful expressions as following
P0(x) = 1,
P1(x) = x,
kPk(x) = (2k−1)xPk−1(x)− (k−1)Pk−2(x) (k > 1),
d
dx
Pk(x) =
k
x2−1 [xPk(x)−Pk−1(x)] (k ≥ 1). (B.12)
The next question is to obtain the value of xi numerically. In math, the approximate solution
for xi is given by [134]
xi ≈ x0i = cos(
4i−1
4n+2
pi). (B.13)
The exact value of xi is obtained by the Newton-Raphson iteration given by
xα+1i = x
α
i −
g(xαi )
g′(xαi )
. (B.14)
where g(x) = PN(x) and g′(x) = ddxPN(x).
More details of this methods are in Ref. [134].
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