The variational assimilation method has been examined for ability of reconstructing mesoscale features in altimeter data using a simple dynamic model. A onedimensional, two-layer Rossby wave model in a cross-track channel has been chosen. The "simulated" data are constructed from a theoretical solution, which is composed of any combination of two normal vertical (barotropic and baroclinic) modes. The data are collected along tracks and with repeat periods similar to those of the Geosat altimeter. The phase space of control variables is composed of initial and boundary conditions. A cost function is defined to measure differences between the simulated data and the model solution. Regularization (smoothing) terms are also included in the cost function in the form of second-order spatial and time derivatives of the solution. In this paper, two potential problems existing in the altimeter data assimilation are addressed: one is low cross-track resolution, and the other is vertical projection of the data measured at the sea surface. A successful method is developed for reconstructing Rossby waves with wavelengths as short as twice the track intervals for any combination of two vertical modes. A key component to efficient assimilation is a preparation step prior to the actual variational assimilation: a uniform ratio of pressure amplitudes in the two layers is included as an optimization parameter. Starting with the first guess from the preparation step, the variational method is carried out based on adjoint equations without such constraint. Separation of the control variables into the two subsets of the initial and the boundary conditions is found useful. Characteristics of the Hessian matrix are related to the performance of this technique. The method developed for the linear system implies steps to be included in data assimilation for nonlinear meanders and eddies in a major current system as well.
Introduction
Satellite altimeter data, which regularly provides measurements of sea surface dynamic height for the global ocean, have been collected for several years by Geosat, ERS-1 and Topex/ Poseidon. To utilize the data fully, the altimeter data need to be assimilated into numerical models; e.g., assimilation may be able to interpolate the data dynamically and produce more comprehensive flow field than objective analysis does.
Data assimilation methods generally fall into two categories: sequential methods and variational methods (Ghil and Malanotte-Rizzoli, 1991) . Within the category of the sequential *Present affiliation: Department of Oceanography, Dalhousie University, Halifax, Nova Scotia, Canada. **Present affiliation: Graduate School of Environmental Earth Science, Hokkaido University, Sapporo, Japan. methods, Holland and Malanotte-Rizzoli (1989) studied a simple relaxation ("nudging") technique for assimilating altimeter data into a multi-layer model. Examining the influence of data resolution, they showed that their method worked well with a nearly perfect space-time resolution of sea surface height, in which data were supplied at every model grid point. As pointed out by Haines (1991) , the sequential method has to rely on dynamical adjustment taking place in the model, and has the drawback that long time is required before subsurface structures are reconstructed. Hence, assimilation at small time scales ~100 days is unsatisfactory. Since the variational methods make use of all the data available during assimilation, that drawback could be overcome.
Concerning the variational assimilation method in oceanography, Thacker (1987) gave a detailed discussion on error estimation in terms of the Hessian matrix of a cost function, which is a measure of the difference between the model and the observation. Tziperman and Thacker (1989) presented a complete exposition on the principles of variational data assimilation. Nechaev and Yaremchuk (1994) presented an experiment of assimilating CTD data into a quasigeostrophic open ocean model. Thus, the variational methods have been examined and applied to some oceanographic problems.
Application of the variational methods to altimeter data is rather limited. Moore (1991) used the variational method, in which a feature model was employed to generate the first guess field of control variables for initializing subsurface structures reasonably well. However, it is not guaranteed that an appropriate feature model is available for a study area. Schröter et al. (1993) discussed effects of various parameters in QG model and the convergence of variational assimilation. However, they used a two-layer model with a motionless lower layer and hence paid no attention to vertical projection of surface information into the lower layer.
A brief description of the variational method may be useful here. An adjoint equation system is derived from the variational principle and optimal control theory. The problem is how to find the minimum in a cost function, which measures differences between a model solution and data, subject to constraints imposed by the model. The model components that are less well known are usually chosen as control variables, which are varied to minimize the cost function; for example, the space of control variables is often composed of initial and boundary conditions. The minimum point is searched by descending along the directions of gradients of the cost function. An efficient way to calculate the gradients is to solve the adjoint equations, which are obtained by setting partial derivatives of the Lagrange function (defined by the cost function and constraints) to zero.
Vertical transfer of surface information to the subsurface ocean is a fundamental problem in the assimilation of altimeter data. This problem can be solved. Sea surface topography certainly depends on subsurface structures: e.g., there is a difference in propagation speeds between barotropic and baroclinic Rossby waves. Thus, information in the lower ocean can be obtained from sea surface data by a proper vertical projection. The possibility of using altimeter data to determine lower ocean structures was investigated by Webb and Moore (1986) , who assimilated the sea surface height of theoretical Rossby wave modes into a linear Rossby wave model. Their work suggested that separation of the barotropic and the first baroclinic modes was possible once an assimilation period was long (~100 days). Following Webb and Moore (1986) , who used only the sea surface height continuous in time and space, we need to examine how well the actual variational methods reconstruct lower ocean structures with the altimeter data collected by realistic sampling methods.
In this paper, a variational method is presented for assimilating altimeter data based on real Geosat data sampling, which has a horizontal resolution of ~110 km and a time resolution of 17 days over a relatively large domain and over a long time period. To focus on the vertical projection problem, a simple model is chosen: a linear one-dimensional two-layer Rossby wave model in a cross-track channel. Simulated data are constructed from theoretical solutions with some combination of the barotropic and the baroclinic modes. The key component to efficient assimilation is the preparation step prior to the actual variational method. In the preparation step, a ratio of streamfunctions in the two layers is chosen by optimizing the mismatches between the data and a solution. In the variational method, the constraint by a constant streamfunction ratio between the two layers is removed. The adjoint equation method is used with the control variables separated into two subspaces (initial and boundary conditions).
In Section 2, the governing equations of a one-dimensional two-layer Rossby wave model are introduced, along with simulated data extracted from a theoretical solution. In Section 3, an assimilation procedure of the adjoint equation method and the basic behavior of the Hessian matrix are presented. Numerical results are shown and analyzed in Section 4, in comparison with theoretical solutions. Finally, concluding remarks are given in Section 5.
Rossby Wave Model and Simulated Data
A linear one-dimensional two-layer Rossby wave model is derived from quasi-geostrophic equations (e.g., Ikeda and Apel, 1981) . Waves have meridional wavenumbers k y , indicating that they are the lowest cross-channel modes in a zonal channel with a width of π/k y . The amplitudes and phases of the waves vary in the zonal direction and time, and satisfy ∂ ∂t
where p1 (x, t) and p2(x, t) are streamfunctions in the upper and lower layers, respectively, x is the zonal coordinate, and t is time. The variables in these equations have been scaled by the Rossby radius Ro, a total depth D, a horizontal current speed U, typical advection time Ro/U and pressure variabilities ρ 1 f 0 UL and ρ 2 f 0 UL. The parameters are defined as:
where g is the gravitational acceleration, ρ 0 is the average density, f 0 is the Coriolis parameter at the channel center, ∆ρ is a density difference between the two layers, D1 and D2 are thicknesses of the upper and lower layers, θ is the latitude, and Ω and r 0 are the angular velocity and the radius of the earth, respectively. The model parameters are chosen as follows: U = 1 m s -1 , D1 = 250 m, D2 = 4750 m, ∆ρ = 2 kg m -3 , θ = 40°, giving Ro = 22 km, a time unit = 0.25 day, d = 19, and b = 0.006. The wavenumber in the meridional direction k y is chosen to be π/10 in all numerical experiments. Some parameters are changed in the case studies as shown in Table 1 . A theoretical Rossby wave solution, which satisfies Eq. (1), has two components: the barotropic mode and the baroclinic mode. These modes are given fractions of p 0 and 1 -p 0 in the upper layer, respectively. Once a wavenumber k x is chosen, the frequencies and vertical profiles of the two modes are uniquely determined, as shown in Appendix A.
A numerical method is used to solve Eq. (1), which are discretized into finite difference equations. This equation system is integrated forward in time. The dependent variables are defined at grids on the x-coordinate and time steps on the t-axis; e.g., p1 i j at x = (i -1)∆x and t = ( j -1)∆t. The grid size ∆x is chosen to be 0.5 (11 km), and the time step ∆t is 0.25 (1/16 day).
The Geosat data sampling scheme is displayed in Fig. 1 . The data were collected along tracks sequentially from west to east at ~110 km intervals, with 3-day lags between two consecutive tracks. This data set was repeated with 17-day cycles. Since the descending track data are often noisy in the North Atlantic region (LeTraon, 1991) , only the ascending track data were useful. The ascending tracks have orientation angles of ~20° turning counter-clockwise from north.
In this paper, the geometry and the data sampling method are simplified: simulated data in one repeat cycle is sampled simultaneously at 110 km intervals on the zonal section. Thus, time differences among the tracks are neglected in one repeat cycle. As shown in Fig. 1 , a Rossby Lx: non-dimensional wavelength; b = β 0 L 2 /U: β-effect parameter; p 0 : fraction of the barotropic mode in the whole Rossby wave; ε 0 : RMS error on the data points only; ε 1 , ε 2 , ε: global errors in the upper layer, the lower layer and the average including all grid points and days, respectively. wave, which is given a prescribed meridional structure, is measured at the data points located in the channel center along the zonal section. The simultaneous sampling is justified, because the propagation speed of the Rossby wave considered in this study is ~0.01 m s -1 , which is much lesser than the phase speed (~0.4 m s -1 ~ 110 km/3 days) of the altimeter sampling points as they advance eastward during one repeat cycle. The simulated data set is given by the theoretical solution as where nx = 71 and nt = 85·16 correspond to the zonal size of the domain and the total calculation period, respectively.
Assimilation Method

Adjoint equations
The objective of data assimilation is to find the solution that minimizes the cost function and satisfies dynamical constraints expressed by the governing equation (1). The first component of the cost function contains squared differences between an assimilation solution and the data,
where the summation is taken at all tracks (i) and repeats ( j) included in the data set. c i j is often taken to be a diagonal element of the inverse error-covariance matrix of observations under the assumption that errors in the observations are uncorrelated. In this study, c i j is actually set to 1, implying that all data points have equal influences on a solution.
The minimum point of the cost function is found by selecting values of control variables pj, which are chosen to be the initial streamfunction at each grid point and the streamfunctions on the eastern and western boundaries at one time step per day. Thus, there are 71 initial control variables and 2 × 85 boundary control variables in each layer, and there is a total of 482 control variables.
In our simple system, the total number of the data points is only 48, while the number of the control variables is 482: it is therefore an ill-conditioned problem. An effective way to overcome this difficulty is to introduce bogus data or to include smoothness in a solution. Smoothness is obtained by adding the squared second-order spatial and time derivatives of the streamfunctions to the cost function
( )
The additional terms are called regularization terms
Although one might think that the second-order derivatives of the potential vorticities should be used instead of the streamfunctions, there is no fundamental difference between them in introducing smoothness of this linear wave system. From numerical experiments with various values of e x and e t , the optimal values of the coefficients are chosen to be e x = 0.00025 and e t = 0.00005 in this work so that errors over all grid points reduce most rapidly. It is the gradients of the cost function with respect to the control variables ∂J/∂ pj that determine the direction toward the minimum cost function. The variational method is a very efficient way to calculate the gradients in a system with a strong constraints. The Lagrange function L is introduced:
where the constraint C contains the potential vorticity equations multiplied by the Lagrange multipliers ψ1 and ψ 2
where Eqs. (1a) and (1b) denote the finite difference equations equivalent to Eq. (1) in the upper and lower layers, respectively, and the summation is taken over the interior grid points (except for the boundaries). After some algebra (Thacker, 1987) , ∂J/∂ pj can be computed from
where J has only pj as independent variables, while L is expressed as a function of pj, pj and ψ j. The condition used to derive Eq. (7) is ∂L(pj, pj, ψ j)/∂pj = 0, from which adjoint equations for ψ j are derived. The gradients and the adjoint equations are shown in Appendix B.
The procedure of assimilation is as follows:
(1) Equation (1) is integrated forward in time, starting with a first guess of the control variables, (2) the adjoint equations (B.2a) and (B.2b) are integrated backward in time, by accumulating differences between the solution and the data, (3) the gradients of the cost function are computed by Eq. (B.1), (4) the optimal step size along direction of the steepest gradient is determined (Appendix C), and (5) a set of new control variables are obtained from the optimal step size and the gradients. The steps (1) to (5) are iterated until the cost function approaches zero. Within (3) to (5), a separation of two control variables into two subspaces is used for efficiency: alternatively in one iteration, only the initial condition is taken as control variables where the boundary conditions are fixed, and in next iteration, only the boundary conditions are taken as control variables with the fixed initial condition. The separation accelerates convergence, because there is an order of magnitude difference between the gradients with respect to the initial and the boundary control variables. This technique will be further examined and discussed in Subsection 4.1.
Preparation by vertical projection
If the number of data points were larger than or equal to the number of control variables, an assimilation solution of a linear system would converge to the theoretical solution from any first guessed field. Although the system in this study is linear, the data are sparce both in time and space, and the data points are fewer than the control variables. Hence, the assimilation solution could not be completely identical to the theoretical solution. Furthermore, starting with a wrong first guess in the lower layer in which no data is available, convergence has actually been found to be very slow. The extremely slow convergence is not acceptable from a practical point of view, and a more efficient method should be found. Hence, another step called "preparation" is carried out, to provide a reasonable first guess to the lower layer before the adjoint method starts.
The essential component of the preparation step is to use additional constraint: a lower-layer solution is proportional to an upper-layer solution. The ratio α 0 is determined by optimizing the mismatch between the data and the solution, where the initial and the boundary conditions are primarily determined by interpolating the data at the initial time and the boundaries, respectively. Thus, only α 0 is a crucial control variable, and the optimal value can be searched easily. Note that, after the preparation, the assimilation procedure using the adjoint method is carried out without the assumption of a uniform value of α 0 .
The actual procedure of the preparation is described in detail as follows: an additional data set is given in the lower layer as bogus data. The lower-layer bogus data is proportional to the upper-layer data
This data set is consistent with a single barotropic or baroclinic mode. Note that a combination of the two modes is not represented by the uniform α 0 , whereas the preparation will be shown to be effective with any combination in Section 4. The mismatch, which is to be minimized in the preparation step, is defined including a new component for the lower layer
The optimal value α 0 is obtained through iterative optimization. Within each iteration, before the initial and boundary conditions are corrected, the minimum value of J0 is searched with only α 0 varied: it is a one-dimensional optimization. At each iteration, the initial and boundary conditions are corrected through
where p 1 i j is calculated by interpolating the data p1 i j with a two-dimensional (the x-t domain) spline function. Once the gradients of J0 are obtained, the optimal point is searched by the steepest descent method (Appendix C). A dozen iterations are required to reach a satisfactory first guess for the adjoint equation method.
The preparation starts with uniform initial and boundary conditions; p1 = p2 = 0. The preparation solution tends to approach the data efficiently. When the data are taken from the single-mode theoretical solution, an optimal value of α 0 is close to a ratio associated with the theoretical solution. Even when both barotropic and baroclinic modes are combined, α 0 is similar to the ratio at t = 0. This may be related to the fact that the data at early time is more influential.
Hessian matrix
The Hessian matrix of the cost function is useful for explaining the performance of the assimilation techniques used here. Since Tziperman and Thacker (1989) fully explained the usage of Hessian matrix, only simple description is given here. A full calculation of the Hessian matrix needs a large memory: it is 482 × 482. In order to reduce the matrix size, only a subspace is dealt with, by taking one of every four boundary control variables and one of every two initial control variables. Thus, the Hessian matrix is composed of 
An element of the Hessian matrix is generally defined as
1 1
( )
Thus, the matrix implies sensitivities of a gradient of J with respect to one control variable to itself (m = n) and the other control variable (m ≠ n). A numerical calculation can determine the Hessian matrix in a finite difference form
where δp n is a small increment of p n . The element h mn could be dependent on a solution and may vary from iteration to iteration. For a linear system such as the model used in this study, the gradients ∂J/∂p m are linear functions of the Lagrangian multiplier ψj (Eq. (B.1)), and ψj is linearly related with the control variables pj (or p) (Eq. (B.2)). Hence, the Hessian matrix is independent of a model solution, and depends only on distribution of data points.
Once the Hessian matrix is obtained, its eigenvalues γ 1 ≥ γ 2 ≥ ... ≥ γ N ≥ 0 and the corresponding eigenvectors are calculated. Under the condition that the M-number of eigenvalues are much larger than the rest (γ 1 ~ γ M ӷ γ M+1 ), the assimilation solution tends to approach the theoretical solution during the first M-number of iterations, after which the convergence becomes slow. The conditioning number Co = γ 1 /γ N is an important criterion for predicting the assimilation performance. If the Hessian matrix is well-conditioned (i.e. Co is small), the theoretical solution is completely reconstructed. Otherwise, the Hessian matrix is ill-conditioned due to a lack of data, and a bogus data or the regularization terms may be necessary to improve data assimilation by reducing the conditioning numbers. Tziperman and Thacker (1989) showed that the largest change in a cost function occurs along the direction of the eigenvector corresponding to the largest eigenvalue: this eigenvector determines the most preferable direction for searching a minimum point of the cost function. Thus, the control variables corresponding to prominent elements in the eigenvector are efficiently reconstructed, while those corresponding to minor elements are not reconstructed well.
Numerical Results
Test of the assimilation technique
Before presenting assimilation results for various cases with different model parameters, the assimilation techniques are first examined in this section. The techniques to be examined are the spatial and temporal regularization for smoothing, the vertical projection in the preparation step, and the separation of the control variables into the initial and boundary variables. When data points are much fewer than control variables, an assimilation solution could be consistent with a theoretical solution only around the data points. Thus, minimization of the cost function may not guarantee convergence of the assimilation solution to the theoretical solution. Since the data is taken from the theoretical solution, an assimilation result can be judged from the difference between these two solutions over the entire field. The difference denoted to be "global error" is defined as
where the summation is taken over all grid points and time steps. The assimilation techniques are examined with a particular choice of the model parameters b (β parameter) = 0.03, p 0 (barotropic fraction) = 1 and Lx (wavelength of the Rossby wave) = 2π/k x = 10. The theoretical solution is shown with its horizontal structure in Fig. 1 , propagating westward by ~20 length units in the assimilation period of 85 days. The global errors are shown in Fig. 2 for four cases (A) with both the regularization and the vertical projection, (B) without the regularization but with the vertical projection, (C) with the regularization but without the vertical projection, and (D) without either of them. Here, the preparation by the vertical projection reduces the errors as indicated by the changes between iterations 1 and 2, and then, the errors are shown against the iteration numbers of the adjoint equation method.
The errors are halved by the vertical projection in cases (A) and (B), as shown by the differences from cases (C) and (D). Although the errors reduce without the vertical projection in cases (C) and (D), the errors are still large even after 30 iterations. This extremely slow convergence suggests necessity of the preparation. Without the regularization in cases (B) and (D), the errors start increasing slightly after ~20 iterations, whereas the cost function is reducing (not shown). These cases clearly show that the solution converges to the theoretical solution only near the data points, while the solution starts to depart from the theoretical one somewhere else. In case (A) with the regularization, the errors reduce continuously for 30 iterations. Thus, the regularization is useful for reproducing a solution globally consistent with a theoretical solution.
Contribution of the regularization is shown by the Hessian matrices corresponding to the cases with and without the regularization in Fig. 3 . By introducing the regularization terms into the cost function, the basic feature of the Hessian matrix is changed from isolated peaks (in Fig.  3(a) ) to continuous ridges (in Fig. 3(b) ) along the diagonal of the matrix. In addition, the components corresponding to the cross-derivatives by the upper-layer initial variables and the lower-layer initial variables are increased. This change reflects that coupling between the upper and the lower layers is enhanced by the regularization. The number of extremely small eigenvalues is reduced by the regularization (Fig. 4) . Thus, the conditioning number of the Hessian matrix becomes smaller, and hence assimilation can be improved.
Although altimeter data is available from the sea surface only, we could examine the Hessian matrix with data in the lower layer. If a data set is also provided in the lower layer at the same points as the surface data, the Hessian matrices (in Figs. 3(c) and 3(d) ) have taller peaks corresponding to the control variables in the lower-layer boundary conditions, compared with Figs. 3(a) and 3(b) . The successful preparation by the vertical projection is well explained by this feature.
The eigenvector corresponding to the largest eigenvalue is shown in Fig. 5 for the case with the regularization and only the upper-layer data. The value of each element in the eigenvector indicates sensitivity of a control variable during the descending procedure. A comparison of the elements between the initial and the boundary conditions clearly shows that the initial conditions are changed by an order of magnitude faster than the boundary conditions. Thus, separation of the entire control variable space into two sub-spaces of the initial and the boundary conditions may be an effective way to accelerate the convergence. As shown in Fig. 6 by an additional case Fig. 6 . The global errors with b = 0.03, p 0 = 1 and Lx = 10 for cases of (A) the separated space into two sub-spaces of the initial and the boundary conditions, and (E) the combined space of the control variables.
without this separation compared with case (A), the improvement is shown to be achieved by using the separation. The elements of the eigenvector fluctuate along the initial control variable axis (Fig. 5) . The elements fluctuate also along the boundary control variable axis, although they are not distinguishable in Fig. 5 . There are about twelve initial control variables in one wavelength of the fluctuation, and nearly fifteen boundary control variables are grouped together into one wavelength. Note that only one of the two initial control variables and one of the four boundary control variables are included for the calculation of Hessian matrix. The most efficient assimilation may be achieved with four control variables in one wavelength: four points are minimum to resolve one wave. Thus, the density of the control variables could be reduced by factors of 1/3 and 1/4 for the initial and the boundary control variables, respectively.
Studies of model parameters
Assimilation of the simulated data is carried out for several cases listed in Table 1 using the adjoint equation method described above including "preparation" by the vertical projection, and the separation of the control variables into the initial and the boundary conditions. The model and data parameters are varied in the ranges of Lx = 5~20, b = 0.006~0.03 and p 0 = 0~1. The errors and the solutions are shown at iteration 30.
Cases 1-3 are compared for examining the dependence of assimilation results on the wavelength Lx of a Rossby wave with b = 0.006 and p 0 = 1. The errors reduce as Lx becomes larger (Table 1) . Since the global error, which is 0.707 before the preparation, is not reduced by assimilation in case 1, the present method is not successful for the wavelength equal to or less than the track interval. The assimilation solution is actually only consistent with the theoretical solution around the data points. By comparing case 1 through case 3, the interval between two consecutive tracks should be smaller than a half of wavelength. As shown in Fig. 7 , the solution is very similar to the theoretical solution with Lx = 10. Since an increase in a wavelength with fixed data points is equivalent to a reduction in the cross-track resolution with a given data set, this tendency is well expected.
An exception to this tendency is observed in cases 4 and 5 with b = 0.03: the error in the upper layer is larger with larger Lx. A large discrepancy between the theoretical and the assimilation solutions for case 5 is seen around the eastern boundary in Fig. 8 . In this special case, the satellite repeat cycle is close to half of one wave period. Since the theoretical solution is initially zero at the eastern boundary, the data are nearly zero at the data points on the eastern boundary. A further study is required to achieve an accelerated convergence for a case with zero values in the data along the eastern boundary.
As shown by cases 2 and 4, the parameter b, on which the wave propagation speed depends, has effects similar to that of Lx: the errors reduce as b becomes smaller or as the wave propagates more slowly. This tendency is expected, because a decrease in b is equivalent to an increase in the temporal resolution. However, if b becomes extremely small (b < 0.001), the convergence slows down, because the data is almost independent of time, or the time series of data is too short to capture the wave feature.
Cases 6-8 with b = 0.03, Lx = 20, and p 0 = 0.5~0 show rapid convergence for any combination of the barotropic and the baroclinic modes in the data. The vertical projection works well for preparing the first guess field for the adjoint equation method, which is also successful for efficient convergence to the theoretical solutions. In case 7 with p 0 = 0.05, the theoretical solution has comparable amplitudes of the barotropic and the baroclinic modes in the upper layer: the data in the upper layer is far from a single mode data. The solution shown in Fig. 9 is similar to the theoretical solution in both layers. Note that relative errors are larger in the lower layer, in which the amplitude of solution is much lesser than the upper layer.
Concluding Remarks
1) The lack of data in the lower layer makes reconstruction of a theoretical solution difficult through a nudging technique (Ikeda, 1993) and even the standard variational method. This problem is effectively solved by the vertical projection preparation, in which the vertical profile is represented by a constant ratio. It is suggested that, when a solution retains less flexibility, an assimilation solution converges to a theoretical solution more rapidly at least in first several iterations so that fundamental characters are reconstructed.
The convergence of the assimilation solutions to the theoretical solutions is satisfactory in any combination of the two vertical modes. Although the present method has been shown successful only for a linear one-dimensional two-layer Rossby wave model, the same approach can be applied to more sophisticated flow field. In particular, the method may be useful for mesoscale eddies, whose movements are sensitive to their vertical profiles. However, it is expected that assimilation of real altimeter data is more difficult, because of discrepancy between the data and a model.
2) Data resolution is crucial to reconstruction of a theoretical solution. Sufficient data should be given, appropriately for the wavelength and period of a given Rossby wave. The study has shown that the intervals of the tracks should be at most half a wavelength. Note that this limit is less critical for reconstructing the barotropic Rossby waves than the nudging method, by which the waves with a wavelength twice as long as the intervals are not reconstructed well (Ikeda, 1993) .
The minimum wave to be reconstructed with Geosat data has a wavelength of 200~300 km. Since the track intervals of ERS-1 are about half of Geosat, shorter waves could be reconstructed with ERS-1. However, it is difficult to estimate the minimum wave with ERS-1, because the satellite takes alternate tracks (with track intervals of 100~150 km) between the first half and the second half of a repeat cycle.
3) Convergence is improved effectively by separating the control variable space into the initial and the boundary sub-spaces of control variables. This technique can be applied more generally to any set of separated control variables. An optimal choice of control variable density should be made for achieving quick convergence as well as reducing a memory size.
4) The Hessian matrix is a useful tool for diagnozing how effective techniques are. The techniques used in this paper have been examined successfully by the Hessian matrices; e.g., the regularization, the preparation by the vertical projection, the separation of the control variables into the initial and the boundary conditions, and the optimal control variable density.
The techniques explored in this work should be tested with a more sophisticated model such as a nonlinear quasi-geostrophic model. Nonlinearity would make data assimilation harder; e.g., there might be multiple minima, into which an assimilation solution converges. In spite of such additional problems, the techniques may be useful for the nonlinear model as well. The strategy chosen in this work is to examine various assimilation techniques using a simple model and found to be a valuable approach. 
