Abstract. In this paper, we study the long time behavior of the solution of nonlinear Schrödinger equation with a singular potential. We prove scattering below the ground state for the radial NLS with inverse-square potential in dimension two
Introduction
Considering the initial value problem (IVP), also called the Cauchy problem for the nonlinear Schrödinger equation with inverse potential i∂ t u + ∆u − V (x)u = λ|u| p u, t ∈ R, x ∈ R 2 u(0, x) = u 0 (x) ∈ H 1 a (R 2 ) (1.1) where u : R t × R 2 x → C and V (x) = a |x| 2 with a > 0. And λ ∈ {1, −1} with λ = 1 known as defocusing case and λ = −1 as the focusing case.
We consider the operator
More precisely, we interpret L a as the Friedrichs extension of this operator defined initially on C The nonlinear Schrödinger equations with inverse-square potential have attracted a lot of interest in the past years (see e.g. [3, 10, 11, 13, 14, 16, 17, 18] ). However, to the best of our knowledge, there is little result for the low dimension d = 2. In this paper, we will prove scattering theory for case d = 2.
When d = 2, restricting naturally to values a > 0, we consider L a as the Friedrich extension of the quadratic form Q,(see [6] and [8] ), defined on C .
In dimension d ≥ 3, Killip-Miao-Visan-Zhang-Zheng [11] established harmonic analysis for L a and showed the Sobolev norm properties. But for d = 2, the above properties fails. And by Hardy inequality, the spcace H 1 a is strictly smaller than the classical Sobolev space H 1 , hence we can not use the chain rule in [11] which is a crucial step to show the well-posedness. Instead, we will use Aharonov-Bohn potential [15] to define the Sobolev norm · HA and prove the norm of H 1 a coincide with H 1 A for radial function, thus we can use the quadratic form of the norm oḟ H A to obtain the chain rule. Therefore we can prove the well posedness and scattering theory of (1.1).
The class of solutions to (1.1) conserve their mass and energy, defined respectively by
Initial data belonging to H 1 a (R 2 ) have finite mass and energy and the following variant of the Gagliardo-Nirenberg inequality:
where C a denotes the sharp constant in the inequality above the radial functions. The sharp constant C a is attained by a radial solution Q a (see [18] ), to elliptic equation
In this paper, we consider the mass-supercritical range 2 < p < ∞, in two spatial dimension. We will give simple proof of the following scattering results.
Then the solution to (1.1) with data u 0 is global and scatters.
Remark 1.1. In the case without potential (i.e. a = 0), Theorem 1.1 result was previously established in [1, 5, 9] . In these works the authors proved via the concentration compactness. Recently, Arora-Dodson-Murphy [2] give a simple proof with radial initial data, which avoids concentration compactness.
Remark 1.2. The method here also can be use to treat the defocusing cases with a > 0. In the defocusing case, we can prove the scattering theory with the condition a > 1 4 via interaction Morawetz estimate by following [16] , see Appendix. In this sense, we extends the results in [16] for a > 0 under the radial assumption.
The rest of this paper is organized as follows: In section 2, we set up some notation, recall some important theory for the L a . In section 3, we establish a new scattering criterion for (1.1), Lemma 4.1. In section 4, by the Morawetz identity, we will establish the virial/Morawetz estimates to show the solution satisfy the scattering criterion of Lemma 4.1, thereby completing the proof of Theorem 1.1. In appendix, we will establish interaction Moraweta type estimate for the nonradial defocusing case, then we can obtain global solution scattering.
We conclude the introduction by giving some notations which will be used throughout this paper. We always use X Y to denote X ≤ CY for some constant C > 0. Similarly, X u Y indicates there exists a constant C := C(u) depending on u such that X ≤ C(u)Y . We also use the big-oh notation O. e.g. A = O(B) indicates C 1 B ≤ A ≤ C 2 B for some constants C 1 , C 2 > 0. The derivative operator ∇ refers to the spatial variable only. We use L r (R 2 ) to denote the Banach space of functions f : R 2 → C whose norm
is finite, with the usual modifications when r = ∞. For any non-negative integer k, we denote by H k,r (R 2 ) the Sobolev space defined as the closure of smooth compactly supported functions in the norm f H k,r = |α|≤k
∂x α r , and we denote it by H k when r = 2. For a time slab I,
with the usual modifications when q or r is infinite, sometimes we use
for short.
Preliminaries
In this section, we first introduce the Sobolev norm associated with Aharonov-Bohn potential and show the equivalence. Next we recall the dispersive estimates and Strichartz estimates.
The equivalent Sobolev norm.
Define
) with respect to the norm
In [15] , the quadratic formḢ A can be written in a more convenient form by using the polar coordinate
Thus, for any radial u ∈Ḣ A , we have
Hence, if u is radial, we obtain that
On the other hand, we have
So, it follows the equivalent norm when α = √ a(a > 0)
Define the inhomogenous space
Dispersive and Strichartz estimates.
We recall some Strichartz estimates associated to the linear Schrödinger propagator in the radial case.
We say the pair (q, r) is L 2 −adimissible or simply admissible pair if they satisfy the condition
Lemma 2.1 (Dispersive estimate [6, 7] ). Let a > 0 and 2 ≤ p ≤ ∞, then we have
and for radial solution
Proof. The first estimate (2.5) is a direct consequence of the argument of Keel-Tao [12] and the above dispersive estimate. By the fact [∇ A , L a ]f = 0 with radial f , we obtain (2.6) from (2.5).
Local and global well posedness
As a consequence of the Strichartz estimate, we obtain the local well-posedness theory in H 1 a (R 2 ).
Theorem 3.1 (Local well posedness). Let α = √ a and a > 0.
In particular, if u remains uniformly bounded in H 1 a throughout its lifespan, then u extends to a global solution.
Proof. Using the equivalent ofḢ 1 A andḢ 1 a , we will prove as in [17] . We define solution map
on the complete metric space
The constant C depends only on the dimension and p, and it reflects implicit constants in the Strichartz and Sobolev embedding inequalities. We need prove that the operator Φ is well-defined on B and is a contraction map under the metric d for I.
Throughout the proof, all spacetime norms will be on I × R 2 . By Strichatz inequality and Sobolev embedding, we have
Similarly, by Strichartz, we get
Taking T sufficiently small such that
Thus Φ maps B to itself.
Finally, for u, v ∈ B, we argument as above
by taking T sufficiently small such that
The standard fixed point argument gives a unique solution u of (1.1) on I × R 2 . We also have
Then C a ∈ (0, ∞) and the Gagliardo-Nirenberg inequality for radial functions
is attained by a function Q a ∈ H 1 a , which is non-zero, non-negative, radial solution to elliptic problem
Lemma 3.3 (Coercivity, [18] ). Fix a > 0. Let u : I × R 2 → C be the maximal-lifespan solution to (1.1)
then for all t ∈ I.
Remark 3.1. By the coercivity and conserving mass, we may get u H 1 a uniformly bounded. Together with local well posedness, the solution u is global.
Proof of Theorem 1.1
In this section, we turn to prove Theorem 1.1. Let u 0 satisfies the hypotheses of Theorem 1.1, and let u(t) be corresponding global-in-time solution to (1.1). In particular, u is uniformly bounded in H 1 a and obeys the condition (i) of Lemma 3.3 .
Scattering Criterion.
To show Theorem 1.1, we first establish a scattering criterion by following the argument.
Lemma 4.1 (Scattering Criterion
There exist ǫ = ǫ(E) > 0 and R = R(E) > 0 such that
where 0 < α < 1. Then u scatters forward in time.
Proof. By standard continuity argument, Sobolev embedding and Strichartz, it suffices to show u
By Duhamel formula and continuity argument, we need to prove
Noting that
where
and
Let T 0 be large enough, we have
It remains to show
Estimation of F 1 (t): We may use the dispersive estimate, Hölder's inequality, thus
On the other hand, we may
By Strichartz and (
Thus, by interpolation, we get
Estimation of F 2 (t): By Strichartz, Sobolev embedding and radial sobolev embedding, we get
Let T 0 be large enough. By the assumption and identity ∂ t |u| 2 = −2∇ · Im(ū∇u), together with integration by parts and Cauchy-Schwartz, we duce
Using radial Sobolev inequality and choosing R large enough, we deduce
Then we may have
Choosing θ = 1 6 , ǫ = T −6(1+γ) , where γ + α < 1. Thus, we get
In this part, we recall the following general identity, which follows by computing directly using (1.1).
Lemma 4.2. Let u be the solution of (1.1) and w(x) be a smooth function. We denote the Morawetz action M w (t) by
Let R ≫ 1 to be chosen later. We take w(x) to be a radial function satisfying w(x) = |x| 2 ; |x| ≤ R 3R|x|; |x| > 2R, (4.12) and when R < |x| ≤ 2R, there holds ∂ r w ≥ 0, ∂ rr w ≥ 0 and |∂ α w| R|x| −|α|+1 .
Here ∂ r denotes the radial derivative. Under these conditions, the matrix (w jk ) is non-negative. It is easy to verify that
as follows:
where ∇ denotes the angular derivation, subscripts denote partial derivatives, and repeated indices are summed in this paper.
Thus, we have
where α = min{2, 
In particular, there exists δ ′ so that
Proof. We will make use the following identity, which can be checked by direct computation:
In particular, we have
Taking R large enough, we obtain (4.17). Then inequality (4.18) follows from (4.17).
By radial Sobolev inequality, Sobolev embedding and Lemma 4.3, we get Proof. By (4.20) and radial sobolev inequality, we may have
Note that the uniform H 
, we get (4.21).
By the same argument, we deduce
, we may have
as desired. Therefore, we complete the proof of Theorem 1.1.
on the spacetime slab I × R 2 , and a > 1 4 , then we have
and hence
To do this, we first show the local smoothing estimate as follows.
Lemma A.2 (Local smoothing estimate). Let u : I × R 2 be an H 1 -solution to (1.23) with λ = 1, then we have
Proof. Define the Virial quantity
where ∂ r u = x |x| · ∇u. Deviating in t and by Leibniz rule, we obtain
The contribution of I 1 : Using (1.23) and integration by parts, we get
The contribution of I 2 : From (1.23) and integration by part, we estimate
Hence,
Integrating on time interval I implies
The proof of Proposition A.1: We consider the NLS equation in the form of (1.29) i∂ t u + ∆u = gu
Define the pseudo-stress energy tensors associated with Schrödinger equation for j = 1, 2
(1.30)
We have by [4] ∂ t T 00 + ∂ j T 0j = 0,
By the density argument, we may assume sufficient smoothness and decay at infinity of the solutions to the calculation and in particular to the integrations by parts. Let h = |x|. The starting point is the auxiliary quantity
Define the quadratic Morawetz quantity M = 1 4 ∂ t J. Hence we can precisely rewrite (1.32)
. By (1.31) and integration by parts, we have
T 0k , ∂ jk h * T 0j + T 00 , ∂ jk h * T jk + 1 2 ρ, ∂ j h * (ρ∂ j g) .
A simple computation gives n j,k=1
T 0k , ∂ jk h * T 0j = Im(ū∇u), ∇ 2 h * Im(ū∇u) = ū∇u, ∇ 2 h * ū∇u − Re(ū∇u), ∇ 2 h * Re(ū∇u) . ∇ρ, ∆h * ∇ρ + ρ, ∂ j h * (ρ∂ j g) dt ≤ −2 T 00 , ∂ j h * T 0j t=t2 t=t1
.
From now on, we choose h(x) = |x|. It is easy to see that Now we consider the term P := ρ, ∇h * (ρ∇g) .
Consider g(ρ, |x|) = ρ (p−1)/2 + V (x) with V (x) = a |x| 2 , then we can write P = P 1 + P 2 where This together with (1.36) and (1.35) yields (1.24). The result follows.
