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We consider the formation of a single spot (localized solution) in reaction-diffusion (RD) equation
on a curved manifold. Specifically, we study the direction (alignment) of the normal to interface
between maxima and minima of concentration in the steady-state on a prolate and on an oblate
ellipsoid. We further analyse the effect of shape asymmetry on l = 1 eigenmode of the sphere by
assuming a small deformation from the spherical geometry. Our analysis shows that the eigenfunc-
tion corresponding to highest eigenvalue align along the symmetry axis for a prolate ellipsoid, and
perpendicular to the symmetry axis for an oblate ellipsoid. Finally, we compare the direction of
variation of the most unstable mode (eigenfunction with highest growth rate) in the system obtained
by assuming a small deformation from the sphere and the alignment of interface normal obtain from
the numerical simulations.
PACS numbers: 87.10.-e, 82.40.Ck, 82.20.-w, 02.40.-k
I. INTRODUCTION
The emergence of pattern in space and time is an
ubiquitous phenomenon in nature. Hence its understand-
ing and modeling is of fundamental importance in many
fields. After the seminal work of Turing [1], reaction-
diffusion systems play a central role in the mathematical
modeling of spatial pattern formation [2–5].The appli-
cability of RD equations ranges through many different
fields. Recently RD equations have also found its role
in understanding the spatial organization of molecules in
biological membranes [6]. For example, oscillations of
Min protein system in E.coli cell are modelled using RD
equations [7–9].
In most of the previous studies RD equations have
been proposed and analyzed on flat surfaces to under-
stand the formation of patterns. It is important to note
that the features of surface geometry has been under-
appreciated in all these studies. But, the role of surface
shape has been highlighted in many of the recent studies.
For example, the spatial patterning of protein molecules
are known to be sensitive to cell shape [10]. Geometry
can also play an important role in the formation of com-
plex patterns observed on animal surfaces [2]. Thus the
shape of the surface can be crucial in the formation of
wide variety of patterns.
Owing to the importance of understanding RD on
complex geometries, some of the previous studies have
analyzed the effect of geometry in RD systems [11–20].
For example, the parr-marks formation on fish skins are
studied in the work [12] where shape of the skin is mod-
eled as growing elliptic cylinder which indicates the im-
portance of surface shape in understanding the patterns
observed in nature. Some of the rececnt works about the
study on nucleation of RD waves on curved surfaces [13],
∗ email:sankaran.n@icts.res.in
spiral waves on curved surfaces [21] and the effect of ge-
ometry on Min-protein dynamics [22, 23] again suggest
the importance of surface shape. These studies suggest
that the shape of the surface strongly influence the for-
mation of spatial patterns. It is also interesting to note
that the importance of the spectrum of the Laplace op-
erator on a curved surface in RD equation is highlighted
in the work [11].
The localized state (single spot) holds a significant po-
sition in RD like systems [24]. The localized solutions can
have important applications in morphogenesis and tech-
nologies. One interesting appearance of localized struc-
ture is in the RD models of blood coating [25]. Another
important application of localized solution can come in
variuos cellular processes. For example, single spot in
RD like equation can play a significant role in cell polar-
ization [26].
In the light of above studies it would be imperative
to analyze the interplay between geometry and the po-
sitioning of a single spot in RD. In the current work,
we have analyzed the role of shape asymmetry of the
surface on the positioning of a single spot in RD sys-
tems. To analyze the role of shape asymmetry in RD, we
have numerically evolved RD equations of Schnakenberg
model on both prolate and oblate ellipsoid. Specifically,
we have studied the positions of single spot on both cases
by varying one of the parameters in the system. Our
analysis suggests that the geometry can act as a cue for
the positioning of a single spot in RD systems.
The paper is organized as follows. In Sec. II, we
outline the general model of RD equation. Then we in-
troduce the Schnakenberg model of RD and its linear
stability analysis on a sphere. We then consider the for-
mation of a single spot on a sphere using Schnakenberg
model. In Sec. III, we analyse the formation of spot
on a prolate and on an oblate ellipsoid by solving the
RD equations numerically. In Sec. IV, we carry out a
perturbative analysis to understand the effect of defor-
mation on l = 1 mode by assuming a small deformation
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2from the spherical geometry. In Sec V, we compare the
conclusions from perturbative analysis and the numerical
observations. We summarize our results in Sec. VI.
II. MODEL
In general, the dynamics of RD system on a given
curved surface can be modelled by the following set of
equations
∂A
∂t
= F1(A,B) +DA 4LB A, (1a)
∂B
∂t
= F2(A,B) +DB 4LB B, (1b)
where A, B are the concentrations of chemicals,
F1(A,B), F2(A,B) represent the reaction kinetics,
DA, DB are diffusion coefficients of the chemicals A and
B respectively, and 4LB is the Laplace-Beltrami opera-
tor on curved surface. The reaction terms in the equation
control the degredation and production of chemicals on
the surface, and in general, independent of the surface
shape. Hence the RD system senses the presence of ge-
ometry through the Laplace-Beltrami operator of that
surface.
A. Schnakenberg model on a sphere
We restrict to the well-studied Schnakenberg
model [27] as an example for our studies. The
model has the following advantages a) The model has
simplest kinetics b) The space of parameters where the
model can exhibit Turing instability is large and robust.
The reaction kinetics of the model is written as [27]
F1(A,B) = k1 − k2A+ k3A2B, (2)
F2(A,B) = k4 − k3A2B, (3)
where the reaction kinetics F1 and F2 controls the pro-
duction and depletion of chemicals A and B. To proceed
further, we now write the non-dimensional version of the
equation as
∂U
∂τ
= 4˜LBU + γf(U, V ), (4a)
∂V
∂τ
= d4˜LBV + γg(U, V ), (4b)
where τ = DAta2 , γ =
a2k2
DA
, d = DBDA , U = A(k3/k2)
1/2
and V = B(k3/k2)
1/2 and the 4˜LB Laplace-Beltrami
operator on a sphere in scaled variable. The reaction
kinectics is given by f(U, V ) = (a0−U+U2V ), g(U, V ) =
(b0 − U2V ) where a0 = k1k2 (k3k2 )1/2 and b0 = k4k2 (k3k2 )1/2.
The linear stability analysis about the homogeneous
steady state (U0, V0) = (a0+b0,
b0
(a0+b0)2
) follows. A small
variation in the homogeneous steady state can be denoted
as
δW =
(
δU − U0
δV − V0
)
,
which satisfies the linearized equation
∂ (δW )
∂t
= LˆδW, (5)
where
Lˆ = γC +D∇2, (6)
D =
(
1 0
0 d
)
, C =
 ∂f∂U ∂f∂V
∂g
∂U
∂g
∂V

U0,V0
,
and
f(U, V ) = γ(a0 − U + U2 V ),
g(U, V ) = γ(b0 − U2 V ) .
The solution to the Eq. (5) can be written as
δW (θ, φ, t) =
∞∑
l=0
l∑
m=−l
Cml e
λ(l)tPml (cos θ)e
imφ, (7)
where the constants Cml can be determined from initial
conditions. The eigenvalues λ(l) satisfy
λ2+λ[(
l(l + 1)
a2
)(1+d)−γ(fu+gv)]+h(l(l+1)) = 0. (8)
Hence the growth rate λ(l) corresponding to a partic-
ular mode l can be written as
λ± =
−( l(l+1)a2 (1 + d)− γ(fu + gv))
2
±
√
( l(l+1)a2 (1 + d)− γ(fu + gv))2 − 4h(l(l + 1))
2
, (9)
where fu =
∂f
∂U |U0,V0 , gv = ∂g∂V |U0,V0 . The h(l(l + 1))
can be given as
h(l(l+1)) = d(l(l+1)/a2)2−γ(d fu+gv) l(l+1)/a2+
γ2(fugv − fvgu).
Note that the set of modes having the postive growth
rate can lead to spatial inhomogeneity in concentration
in the steady-state. It is also important to note that
the eigenvalues of Laplce-Beltrami operator is crucial in
determining the growth rate for RD systems.
First we illustrate the formation of single spot on a
sphere. Note that the parameters (a0, b0, d, γ) can con-
trol the growth rate of each modes. Hence, these pa-
rameters can play a significant role in determining the
number of spots. In this case, we chose the values of
parameters in such a way that l = 1 mode is unstable
and all other modes are stable. We have then numeri-
cally solved Eq.(4a,4b) on the surface of a sphere using
FEniCS [28]. The single spot obtained on a sphere is
shown in the Fig. 1.
3FIG. 1: Spot on a sphere. The parameters are γ = 8,
d = 10, a0 = 0.1, b0 = 0.9. The red represents the
maxima of the concentration of chemical U and blue
represents the minimum.
In the following section we analyse the positioning
of a single spot on a prolate and on an oblate ellipsoid
by keeping (a0, b0, d) same as in the case of a sphere and
vary the value of parameter γ. The specific importance
of parameter γ and its role in pattern selection is thor-
oughly discussed [2]. Note from Eq. (9) that the changes
in the value of γ can affect the growth rate of modes. The
growth rate of higher modes (modes with lower eigenval-
ues) can increase as a result of increasing the value of γ.
In other words, the maximum of growth rate can shift
towards higher modes as we increase the value of γ as
shown in the Fig. 2.
FIG. 2: The figure illustrates the effect of γ on growth
rate λ(l). Note that the curve shift towards the left
(right) as we decrease (increase) the γ.
III. ROLE OF GEOMETRY ON THE
POSITIONING OF A SINGLE SPOT
In the previous section we have seen that the role of
eigenvalues of Laplace-Beltrami operator in determining
the growth rate (λ±) of different modes. It is obvious that
spectrum (eigenvalues and eigenfunctions) of Laplace-
Beltrami operator is connected to the geometry of the
surface. Thus, by controlling the spectrum of Lapalce-
Beltrami operator, the geometry can influence the nature
of the steady-state solutions of RD. Hence, in this sec-
tion, we have explored the effect of deformation from the
spherical geometry on the localized solution (single spot)
in RD systems.
In order to understand the role of geometry, we have
numerically solved the Schnakenberg model on both pro-
late and oblate ellipsoid. Specifically, we have studied the
positioning of a single spot on both ellipsoids as we vary
the parameter γ. Our numerical simulation shows that
the parameter γ can play a significant role in determining
the positioning of a single spot .
A. Schnakenberg model on ellipsoid
In this section we consider the formation of single
spot on prolate and oblate ellipsoid using Schnakenberg
model. We now briefly mention the geometrical charac-
terestics of ellipsoids. The equation of an ellipsoid is
x2 + y2
a2
+
z2
b2
= 1, (10)
where the case with a > b is called oblate ellipsoid, while
the case with a < b is the prolate ellipsoid. The ellipsoid
can be parametrized as
X(θ, φ) =
a sin θ cosφa sin θ sinφ
b cos θ
 , (11)
where θ and φ are the coordinates on the surface. Note
that on an ellipsoid both curvatures are θ dependent.
The Gaussian curvature of an ellipsoid is positive (see
appendix) where the curvature varies from b2/a4 (at θ =
0) to 1/b2 (at θ = pi/2). Note that the Gauss curvature
is maximum at θ = 0 and minimum at θ = pi/2 for a
prolate ellipsoid. In the case of an oblate ellipsoid, the
maximum of Gauss curvature occurs at θ = pi/2 and
minimum occurs at θ = 0.
We have numerically solved the RD equation for
Schnakenberg model on both ellipsoids using FEniCS.
Initially we have considered a homogeneous distribution
of chemicals on both surfaces. The initial condition is
then provided by adding random perturbation to the ho-
mogeneous steady-state.
First, we have solved RD equations on prolate el-
lipsoid by considereing different values of γ. The spot
obtained in each cases are presnted in the Fig. 3 and
Fig. 4. To begin with, we have chosen γ = 8 and obtained
a single spot in the steady-state where the concentration
contains one maxima and one minima as shown in the
Fig. 3. In this case, the normal to interface is perpendic-
ular to the axis of symmetry. In other words, concentra-
tion is varying perpendicular to the axis of symmetry for
these values of γ. Here the maxima of concentration is
4peaked near to the points of minimum Gauss curvature.
We have then considered γ = 5.6 and obtained the same
positioning of spot as in the previous case as shown in
the Fig. 3.
We have then carried out the simulation using γ = 5.5
and γ = 4 as shown in the Fig. 4. In both cases, the nor-
mal to interface is aligning along the symmetry axis. In
other words, the variation of concentration occurs along
the symmetry axis in this case. Here the maxima of
concentration is peaked near to the regions of maximum
Gauss curvature . Our simulation shows that concentra-
tion can vary along and perpendicular to symmetry axis
depending on the parameter γ.
FIG. 3: Left is the single spot on a prolate ellipsoid with
γ = 8 and right is the spot obtained for γ = 5.6. The
white line represents the interface. The other parameter
values are a0 = 0.1, b0 = 0.9, d = 10. We have chosen
semi-major axis b = 1.1 and semi-minor axis a = 1. Note
that concentration is varying perpendicular to symmetry
axis.
FIG. 4: Left is the single spot on a prolate ellipsoid with
γ = 4 and right is the spot obtained for γ = 5.5. Note
that the interface normal is aligning along symmetry axis.
We have then solved the system of RD equations on an
oblate ellipsoid and the spot observed for different values
of γ is shown in the Fig. 5 and Fig. 6. In this case, the
paramater γ = 8 and γ = 5.5 result into a patterned state
where the normal to interface is aligning along symmetry
axis as shown in the Fig. 5. Note that the peak of the
maxima is formed around the points of minimum Gauss
curvature.
We have then considered parameter values γ = 5.3 and
γ = 4 in our simulation and obtained a spot as shown
in the Fig 6. The interface normal is aligning perpen-
dicular to symmetry axis for both values of γ. Here the
concentration is high around the positions of maximum
Gauss curvature. In the case of an oblate ellipsoid also,
as similar to prolate ellipsoid, the concentration can vary
along and perpendicular to symmetry axis.
FIG. 5: Left is the single spot on an oblate ellipsoid with
γ = 8 and right is the spot obtained for γ = 5.5. Note
that concentration is varying along the symmetry axis.
Here b = 1, a = 1.1.
FIG. 6: Left is the single spot on an oblate ellipsoid with
γ = 4 and right is the spot obtained for γ = 5.3. Note
that concentration is varying perpendicular to symmetry
axis.
IV. EFFECT OF DEFORMATION: PROLATE
AND OBLATE ELLIPSOID
In this section, we have analyzed the role of shape
asymmetry on l = 1 mode by assuming a small deforma-
tion from the spherical geometry. The deformation can
remove the degeneracy of l = 1 mode. In other words,
the eigenvalues of different modes l = 1; m = 1,−1, 0
can be different due to shape asymmetry. This result into
different growth rates for these modes. Note from Fig. 2
that the modes with lower (higher) eigenvalues can have
larger growth rate for high (low) values of γ.
In the case of both prolate and oblate ellipsoid, we
have computed perturbatively the correction to eigen-
value of modes l = 1; m = 1,−1, 0 to understand which
mode has got highest/lowest eigenvalue and also the cor-
responding eigenfunction to zeroth order. To summa-
rize, the most unstable mode (eigenfunction with high-
5est growth rate) and its direction of variation (along or
perpendicular to symmetry axis) on the surface can be
obtained from the perturbative analysis.
A. prolate ellipsoid
First we consider the case of a prolate ellipsoid where
we calculate the correction to eigenvalue and eigenfunc-
tion corresponding to l = 1;m = 1,−1, 0 modes. In
oder to obtain the eigenvalues and eigenfunctions we need
to compute the form of Laplace-Beltrami operator. The
form of Lapalce-Beltrami operator on any curved surface
is given by 1√g∂i
√
ggij∂j where g
ij is the inverse of the
metric gij and g is the determinant of the metric. This
can be given as
O2 = 1
a2(cos2 θ + b
2
a2 sin
2 θ)
∂2
∂θ2
+{ cot θ
a2(cos2 θ + b
2
a2 sin
2 θ
+
(1− b2a2 ) sin 2θ
2a2(cos2 θ + b
2
a2 sin
2 θ)2
} ∂
∂θ
+
1
a2 sin2 θ
∂2
∂φ2
. (12)
The above form of 52 for a small deformation from the
spherical geometry can be written as
52 = 52sphere + Aˆ, (13)
where Aˆ is given as
Aˆ = − 2
a3
sin2 θ
∂2
∂θ2
− 2
a3
sin 2θ
∂
∂θ
. (14)
Next, for l = 1 case where we have a 3-fold degeracy,
we compute the 3×3 matrix of the perturbation Aˆ which
is given by 〈Y 11 | Aˆ | Y 11 〉 〈Y 11 | Aˆ | Y 01 〉 〈Y 11 | Aˆ | Y −11 〉〈Y 01 | Aˆ | Y 11 〉 〈Y 01 | Aˆ | Y 01 〉 〈Y 01 | Aˆ | Y −11 〉
〈Y −11 | Aˆ | Y 11 〉 〈Y −11 | Aˆ | Y 01 〉 〈Y −11 | Aˆ | Y −11 〉
 .
(15)
We consider the following form of spherical harmonics for
calculating the above matrix elements.
Y 11 (θ, φ) =
−1
2
√
3/2pi sin θeiφ,
Y 01 =
1
2
√
3/pi cos θ,
Y −11 =
1
2
√
3/2pi sin θe−iφ.
Because of the orthogonality relation we need to calculate
only the integrals in the diagonal terms of the perturba-
tion matrix. These are evaluated to be
〈Y 11 | Aˆ | Y 11 〉 =
4
5a3
,
〈Y −11 | Aˆ | Y −11 〉 =
4
5a3
,
〈Y 01 | Aˆ | Y 01 〉 =
12
5a3
.
The perturbation matrix can now be explicitly written
as 4/5a3 0 00 12/5a3 0
0 0 4/5a3
 . (16)
We can now write the correction to eigenvalue for l = 1
mode due to a small deformation from spherical geometry
as
α11 = −2/a2 + 4/5a3, (17)
α01 = −2/a2 + 12/5a3, (18)
α−11 = −2/a2 + 4/5a3, (19)
where α1,0,−11 are the new eigenvalues calculated upto
O(). Note from above expression that the eigenvalue α01
is higher compared to other eigenvalues. The three-fold
degenaracy of l = 1 mode is lifted to two-fold degenaracy
due to deformation. Now we need to calculate the eigen
functions corresponding to these eigenvalues.
The eigenvectors of the perturbation matrix are
given by
| I〉 =
10
0
 , | II〉 =
01
0
 , | III〉 =
00
1
 . (20)
Now one can write the eigenvectors to zeroth order cor-
responding to α11, α
0
1 and α
−1
1 as
| ψ1 1〉 = Y 11 , (21)
| ψ1 2〉 = Y 01 , (22)
| ψ1 3〉 = Y −11 . (23)
Note that the eigenfunction correponding to highest eigen
value α01 is given by Y
0
1 which is varying along the axis
of symmetry for a prolate ellipsoid. The eigenfunction
(Y −11 , Y
1
1 ) corresponding to lowest eigenvalue is varying
perpendicular to symmetry axis.
Note that the growth rate of modes are different as a
result of removing the degeneracy in the eigenvalues due
to deformation. We can write the growth rate λ± corre-
sponding to the different modes Y 01 and Y
1
1 by following
the Eq. (9) as
λ01± =
−(−α01(1 + d)− γ(fu + gv))
2
±
√
(−α01(1 + d)− γ(fu + gv))2 − 4h(α01)
2
, (24)
λ11± =
−(−α11(1 + d)− γ(fu + gv))
2
±
√
(−α11(1 + d)− γ(fu + gv))2 − 4h(α11)
2
, (25)
6where λ01± and λ
1
1± are the growth rates corresponding
to modes Y 01 and Y
1
1 . Note from Fig. 2 that the higher
modes (modes with lower eigenvalues) can have largest
growth rate for high values of γ. The lower modes can
become more unstable for low values of γ.
In the case of a prolate ellipsoid, we have seen from
the Eq. (17, 18, 19) that the eigenvalue of mode Y 11 is
lower compared to Y 01 . Hence the growth rate λ
1
1+ of
the mode Y 11 with lower eigenvalue can be larger com-
pared to the growth rate of Y 01 for high values of γ. Note
that Y 11 is varying perpendicular to the axis of symmetry.
The mode Y 01 with higher eigenvalue can become more
unstable (λ01+ > λ
1
1+) for lower values of γ. The mode
Y 01 is varying along the symmetry axis. The schematic
illustration of the effect of γ on the growth rate of modes
is shown in the Fig. 7.
FIG. 7: Schematic illustration of the effect of γ on
growth rate of the modes Y 01 and Y
1
1 . Note that the
mode Y 01 can become more unstable as we decrease the
γ from γ2 to γ1. Y
0
1 vary along symmetry axis and Y
1
1
vary perpendicular to symmetry axis.
B. oblate ellipsoid
Here, similar to the analysis carried out in the case of
a prolate ellipsoid, we calculate the growth rate corre-
sponding to different modes. We can write the form of
52 for a small deformation from the spherical geometry
as
52 = 52sphere + Aˆ, (26)
where Aˆ is given by
Aˆ =
2
a3
sin2 θ
∂2
∂θ2
+
2
a3
sin 2θ
∂
∂θ
. (27)
We can now calculate the correction eigenvalues for l = 1
mode using the perturbation theory and can be given as
α−11 = −2/a2 − 4/5a3, (28)
α01 = −2/a2 − 12/5a3, (29)
α−11 = −2/a2 − 4/5a3. (30)
In the case of an oblate ellipsoid, the eigenfunction corre-
ponding to higher eigenvalue α11 or α
1
1 is given by Y
1
1 or
Y −11 . The eigenvalue of the mode Y
0
1 is lower compared
to eigenvalue of the mode Y 11 in the case of an oblate
ellipsoid.
In the case of an oblate ellipsoid, the growth rate of
Y 01 with lower eigenvalue can be higher compared to the
growth rate of Y 11 for high γ values. The mode Y
1
1 with
higher eigenvalue can become more unstable for low val-
ues of γ. The schematic illustration of the effect of γ on
the growth rate of modes is shown in the Fig 8.
FIG. 8: Schematic illustration of the effect of γ on
growth rate of the modes Y 01 and Y
1
1 . Note that the
mode Y 11 can become more unstable as we decrease the
γ from γ2 to γ1.
V. DIRECTION OF VARIATION OF MOST
UNSTABLE MODE AND NUMERICAL
OBSERVATIONS: A COMPARISON
In this section, we compare the direction of variation
of the most unstable mode obtained by the perturbative
analysis and the direction of interface normal observed
in our numerical simulations. The normal to interface
is aligning perpendicular to symmetry axis for γ = 8
and γ = 5.6 and parallel to symmetry axis for γ = 5.5
and γ = 4 in the case of a prolate ellipsoid. Thus our
numerical simulations shows that concentration can vary
perpendicular (parallel) to symmetry axis for high (low)
values of γ .
The perturbative analysis shows that the mode Y 11
(Y 01 ) can be more unstable for high (low) values of γ
as schematically shown in the Fig. 7 in the case of a
prolate ellipsoid. Hence, our analysis suggests that the
mode varying perpendicular (parallel) to symmetry axis
can be more unstable for the high (low) values of γ. Note
the similarity between the directions of variation of con-
centration observed in the simulations and the directions
of variation of most unstable mode obtained by the per-
turbative analysis for high (low) values of γ.
7The interface normal is aligning along the symmetry
axis for γ = 8 and γ = 5.5 and perpendicular to symme-
try axis for γ = 5.3 and γ = 4 in the case of an oblate
ellipsoid. The perturbative analysis shows that the mode
varying parallel (pependicular) can be more unstable for
high (low) values of γ as schematically illustrated in the
Fig. 8. The analysis again indicates the similarity be-
tween the directions of interface normal observed in the
simulations and the directions of most unstable mode.
VI. SUMMARY
To sum up, we have studied the role of shape asym-
metry on the positioning of a single spot using Schnaken-
berg model on both prolate and oblate ellipsoid. In
the case of a prolate ellipsoid, the normal to interface
is aligning perpendicular to symmetry axis for γ = 8 and
γ = 5.6. For values of γ = 5.5 and γ = 4, the interface
normal is aligning along the symmetry axis. In the case
of an oblate ellipsoid, for γ = 8 and γ = 5.5, the normal
to interface is aligning along the symmetry axis. The
normal to interface is aligning pependicular to symmetry
axis for γ = 5.3 and γ = 4. In both prolate and oblate
ellipsoid, the concentration can vary along and perpen-
dicular to the symmetry axis depending on the parameter
value γ.
We have analysed the effect of shape asymmetry on
l = 1 mode by assuming a small deformation from the
spherical geometry. Our analysis shows that the mode Y 11
(Y 01 ) can become more unstable for high (low) values of γ
for a prolate ellipsoid. In the case of an oblate ellipsoid,
the mode Y 01 (Y
1
1 ) can become more unstable for high
(low) values of γ.
We have then compared the direction of variation of
concentration obtained in the numerical simulation with
the direction of variation of the most unstable mode ob-
tained by the perturbative analysis. The concentration
can vary perpendicular (parallel) to symmetry axis as we
move along high (low) values of γ for a prolate ellipsoid.
The mode Y 11 (Y
0
1 ) can be more unstable for high (low)
values of γ as schematically illustrated in Fig. 7 in the
case of a prolate ellipsoid.
In the case of an oblate ellipsoid, concentration can
vary parallel (perpendicular) to symmetry axis as we
move along high (low) values of γ. In this case, the mode
Y 01 (Y
1
1 ) can become more unstable for high (low) val-
ues of γ as schematically shown in the Fig. 8. Thus,
in the case of both prolate and oblate ellipsoid, we have
observed a similarity between the directions of interface
normal observed in the simulations and the directions
of most unstable mode obtained from the perturbative
analysis.
The analysis presented in the work can be extended
to understand the role of geometry in any RD models
like BVAM model [14] and other models [2, 3]. Another
important application of this work can come in under-
standing the role of geometry in various cellular process.
Many important processes in cell and developmental bi-
ology are controlled by the spatial distribution of pro-
teins [29] where the effect of geometry can be signifi-
cant [30]. Note that RD like equations play a crucial
role [7–9, 31, 32] in understanding these spatial distribu-
tion of proteins. Hence the analysis presented here can
be incorporated into above studies which may provide
useful insights about the role of cell geometry in various
cellular processes.
The localized solution (single spot) of RD systems can
play a significant role in determining the positioning of
plane of division in cell division processes [26]. The cur-
rent study hints that identifying the possible directions
of variation of eigenfunctions can lead to a model inde-
pendent (neglect the details of reaction kinetics) under-
standing of the positioning of a single spot on arbitarly
shaped surfaces. Thus the analysis presented here may
be useful to give insights about the possible planes of
division without knowing the details of reaction kinetics.
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Appendix A: Laplace operator and perturbative
calculations
Here we calculate the correction to eigenvalues and
eigenfunction of l = 1 mode due to deformation from
spherical geometry. First we consider the case of a pro-
late ellipsoid.
The ellipsoid can be parametrized as
x = a sin θ cosφ, (A1)
y = a sin θ sinφ, (A2)
z = b cos θ, (A3)
where the range of φ and θ is given by 0 6 φ 6 2pi and
0 6 θ 6 pi. The vector ~X is given by
~X = a sin θ cosφiˆ+ a sin θ sinφjˆ + b cos θkˆ. (A4)
The metric gθθ and gφφ is given by
gθθ = a
2(cos2 θ +
b2
a2
sin2 θ),
gφφ = a
2 sin2 θ,
gθφ = gφθ = 0.
The form of Lapalce-Beltrami operator is given by
1√
g∂i
√
ggij∂j . This can be explicitily calculated as
O2 = 1
a2(cos2 θ + b
2
a2 sin
2 θ)
∂2
∂θ2
+{ cot θ
a2(cos2 θ + b
2
a2 sin
2 θ
+
8(1− b2a2 ) sin 2θ
2a2(cos2 θ + b
2
a2 sin
2 θ)2
} ∂
∂θ
+
1
a2 sin2 θ
∂2
∂φ2
.
Note that when b = a the form of the Laplace operator
reduces to sphere as expected. Now consider a small
deformation of the form b = a + . We can write the
term (cos2 θ + b
2
a2 sin
2 θ) as (1 + 2a sin
2 θ) by neglecting
O(2) term. Now we can write 52 to O() as
52 = 1
a2
∂2
∂θ2
+
cot θ
a2
∂
∂θ
+
1
a2 sin2 θ
∂2
∂φ2
−
2
a3
sin2 θ
∂2
∂θ2
− 2
a3
sin 2θ
∂
∂θ
.
The above form of 52 can be written as
52 = 52sphere + Aˆ, (A5)
where Aˆ is given as
Aˆ = − 2
a3
sin2 θ
∂2
∂θ2
− 2
a3
sin 2θ
∂
∂θ
. (A6)
The elements in the peturbation matrix Aˆ is given by
〈Y 11 | Aˆ | Y 11 〉 = 2pi
∫ pi
0
−1
2
√
3/2pi sin θ
{ 2
a3
sin2 θ
∂2(
√
3/2pi sin θ)
∂θ2
+
2
a3
sin 2θ
∂(
√
3/2pi sin θ)
∂θ
} sin θ dθ
=
4
5a3
.
〈Y −11 | Aˆ | Y −11 〉 =
4
5a3
.
〈Y 01 | Aˆ | Y 01 〉 = 2pi
∫ pi
0
−1
2
√
3/2pi cos θ
{ 2
a3
sin2 θ
∂2(
√
3/pi cos θ)
∂θ2
+
2
a3
sin 2θ
∂(
√
3/pi cos θ)
∂θ
} sin θ dθ = 12
5a3
.
Similar procedure can be done for an oblate ellipsoid also.
Appendix B: Ellipsoid
The ellipsoid can represented as
x2 + y2
a2
+
z2
b2
= 1, (B1)
where the case with a > b is called oblate spheroid, while
the case with a < b is prolate spheroid. The ellipsoid can
be parametrized as
X(θ, φ) =
a sin θ cosφa sin θ sinφ
b cos θ
 , (B2)
where θ and φ are the coordinates on the surface. Using
the above parametrization we read intrinsic and extrinsic
quantities related to curvature as
gθθ = a
2(cos2 θ +
b2
a2
sin2 θ), gφφ = a
2 sin2 θ, gθφ = gφθ = 0,
κθθ =
b
(cos2 θ + b
2
a2 sin
2 θ)1/2
, κφφ =
b sin2 θ
(cos2 θ + b
2
a2 sin
2 θ)1/2
,
κθφ = κφθ = 0,
and then Gauss and mean curvature on an ellipsoid is
given by
K =
b2
a4(cos2 θ + b
2
a2 sin
2 θ)2
,
H = b
1 + (cos2 θ + b
2
a2 sin
2 θ)
2a2(cos2 θ + b
2
a2 sin
2 θ)3/2
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