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Resumen
Este trabajo propone la deteccio´n de FV y su discriminacio´n de TV y otros ritmos cardiacos basa´ndose en la representacio´n
tiempo-frecuencia del ECG y su conversio´n en ima´gen como entrada a un clasificador de vecinos ma´s cercanos (KNN) sin necesidad
de extraccio´n de para´metros adicionales. Tres variantes de datos de entrada al clasificador son evaluados. Los resultados clasifican
la sen˜al en cuatro clases diferentes: ’Normal’ para latidos con ritmo sinusal, ’FV’ para fibrilacio´n ventricular, ’TV’ para taquicardia
ventricular y ’Otros’ para el resto de ritmos. Los resultados para deteccio´n de FV mostraron 88,27 % de sensibilidad y 98,22 %
de especificidad para la entrada de imagen equivalente reducida que es la ma´s ra´pida computacionalmente a pesar de obtener
resultados de clasificacio´n ligeramente inferiores a las representaciones no reducidas. En el caso de TV, se alcanzo´ un 88,31 % de
sensibilidad y 98,80 % de especificidad, un 98,14 % de sensibilidad y 96,82 % de especificidad para ritmo sinusal normal y 96,91 %
de sensibilidad con 99,06 % de especificidad para la clase ’Otros’. Finalmente, se realiza una comparacio´n con otros algoritmos.
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Ventricular Fibrillation detection using time-frequency and the KNN classifier without parameter extraction.
Abstract
This work describes new techniques to improve VF detection and its separation from Ventricular Tachycarida (VT) and other
rhythms. It is based on time-frequency representation of the ECG and its use as input in an automatic classifier (K-nearest neighbours
- KNN) without any further signal parameter extraction or additional characteristics. For comparison purposes, three time-frequency
variants are analysed: pseudo Wigner-Ville representation (RTF), grey-scale image obtained from RTF (IRTF), and reduced image
from IRTF (reduced IRTF). Four types of rhythms (classes) are defined: ’Normal’ for sinus rhythm, ’VT’ for ventricular tachycardia,
’VF’ for ventricular fibrillation and ’Others’ for the rest of rhythms. Classification results for VF detection in case of reduced IRTF
are 88.27 % sensitivity and 98.22 % specificity. In case of VT, 88.31 % sensitivity and 98.80 % specificity is obtained, 98.14 %
sensitivity and 96.82 % specificity for normal rhythms, and 96.91 % sensitivity and 99.06 % specificity for other rhythms. Finally,
results are compared with other authors.
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1. Introducción
Las arritmias cardı´acas son anomalı´as en el funcionamiento
normal del corazo´n consideradas como una de las principales
causas de mortalidad en el mundo occidental. Una de las arrit-
mias ma´s mortı´feras es la Fibrilacio´n Ventricular (FV), produ-
cida por una actividad ele´ctrica desorganizada del corazo´n que
puede desembocar en muerte su´bita (Murakoshi and Aonuma,
2013; Jin et al., 2017). Durante la FV, los ventrı´culos se con-
traen de forma ası´ncrona con ausencia de latido efectivo, fa-
llando el bombeo sanguı´neo y produciendo la muerte en el pa-
ciente si no se trata de forma adecuada en el plazo de pocos
minutos. Muchas de las vı´ctimas pueden sobrevivir si los testi-
gos actu´an de forma inmediata despue´s de la aparicio´n de los
primeros sı´ntomas. La evidencia cientı´fica indica que la des-
fibrilacio´n temprana es determinante en la recuperacio´n de la
vı´ctima, siendo e´ste el u´nico tratamiento definitivo posible para
la FV: la aplicacio´n de un choque ele´ctrico de alta energı´a so-
bre el pecho del paciente para facilitar el reinicio de la actividad
ele´ctrica cardı´aca normal (Jekova, 2007a; Othman et al., 2013;
Jin et al., 2017).
Otra patologı´a cardiaca considerada altamente peligrosa es
la TV. En este caso, el corazo´n tiene muy poco tiempo para lle-
narse entre dos latidos consecutivos y la cantidad de sangre que
envı´a al resto del cuerpo es mucho menor que la que enviarı´a
en una situacio´n normal (Mateo et al., 2016). En el caso de TV,
los tratamientos serı´an el uso de medicamentos o de la cardio-
versio´n (se aplica una descarga ele´ctrica de menor voltaje), ya
sea sobre el to´rax o directamente a trave´s del ventrı´culo, con el
fin de recuperar el ritmo normal. El e´xito en la desfibrilacio´n
ventricular es inversamente proporcional al intervalo de tiempo
desde el comienzo del episodio de FV hasta la aplicacio´n de
la descarga. Habitualmente aparecen muchas dificultades a la
hora de diagnosticar la FV: por una parte esta´n las caracterı´sti-
cas intrı´nsecas de la FV (falta de organizacio´n, irregularidad,
etc.), y por otra, la diferenciacio´n entre FV y TV: el diagno´stico
erro´neo de la TV como FV en un paciente puede ocasionarle
graves lesiones ya que la aplicacio´n de una terapia contra la
FV (desfibrilacio´n) a un paciente que sufre TV puede causar-
le una fibrilacio´n ventricular. El electrocardiograma (ECG) es
un me´todo ba´sico, no invasivo y de bajo coste que se utiliza en
el diagno´stico de deso´rdenes cardı´acos de conduccio´n ele´ctrica.
Mediante el estudio de la frecuencia cardiaca y la morfologı´a de
las diferentes ondas que constituyen el ciclo cardiaco es posible
conocer el estado de un paciente y detectar posibles anomalı´as.
La sen˜al ECG ofrece informacio´n de la actividad ele´ctrica del
corazo´n a lo largo del tiempo, sin embargo, tambie´n existe in-
formacio´n u´til de la sen˜al en el dominio de la frecuencia. El
diagno´stico en el dominio de la frecuencia utiliza me´todos co-
mo la transformada de Fourier (V.Oppenheim et al., 1998), y
en particular, es muy adecuado para las sen˜ales estacionarias.
Desafortunadamente, la mayorı´a de las sen˜ales ECG de intere´s
presentan caracterı´sticas no estacionarias. Por lo tanto, si bien
el ana´lisis en el dominio de la frecuencia permite determinar las
frecuencias caracterı´sticas de la sen˜al, se pierde la informacio´n
de tipo temporal siendo por ello un me´todo muy limitado que no
resulta u´til para el ana´lisis de sen˜ales no estacionarias (Cohen,
1989a; Mahmoud et al., 2006; Elhaj et al., 2016). Para superar
las limitaciones del me´todo espectral basado en la transformada
de Fourier surgen las transformadas tiempo-frecuencia, que re-
presentan de forma combinada la sen˜al tanto en el dominio del
tiempo como de la frecuencia, siendo aplicadas con e´xito pa-
ra el diagno´stico de sen˜ales ECG (Martin and Flandrin, 1985;
Yochum et al., 2016).
Por otro lado, la sen˜al ECG de un paciente suele incluir di-
ferentes tipos de ruido y oscilaciones debidas a factores exter-
nos como el movimiento del paciente, ruido electromagne´tico
o mala adherencia de electrodos, por lo que es de gran impor-
tancia realizar un buen procesado de la sen˜al antes de aplicar
algoritmos de clasificacio´n para la reduccio´n de las oscilacio-
nes de la lı´nea de base y de otras perturbaciones provenientes
del exterior (von Borries et al., 2005).
El algoritmo KNN utilizado en este trabajo es un me´todo
de clasificacio´n muy potente y a la vez muy simple usado en
diferentes aplicaciones. Por ejemplo, para la deteccio´n y cla-
sificacio´n de etapas de suen˜o a partir del ECG (Yilmaz et al.,
2010) y para la deteccio´n de perı´odos de apnea en combinacio´n
con AdaBoost Bootstrap (Kao et al., 2012). Tambie´n se ha usa-
do KNN para diagnosticar enfermedades del corazo´n de forma
automa´tica (Saini et al., 2015).
Habitualmente, tras el procesado inicial de la sen˜al, se apli-
can diversos algoritmos para la obtencio´n de caracterı´sticas o
para´metros que sirven como entrada a un clasificador encarga-
do de separar las clases segu´n el tipo de sen˜al de entrada. Este
trabajo plantea una nueva estrategia de deteccio´n de FV cuyos
pasos son el procesado inicial de la sen˜al y la obtencio´n de su
representacio´n tiempo-frecuencia (RTF), con posibilidad de ob-
tener en una imagen equivalente (IRTF) y una imagen equiva-
lente reducida (IRTF reducida). En los tres casos, e´sta sera´ la
entrada a un clasificador de vecinos ma´s cercanos KNN sin ne-
cesidad de obtener para´metros ya que la representacio´n tiempo-
frecuencia o su equivalente (IRTF, IRTF reducida) ya contiene
la informacio´n tanto temporal como espectral de la sen˜al ECG,
permitiendo al clasificador disponer de informacio´n suficiente
para la deteccio´n de las diferentes clases de patologı´as cardiacas
que se desea diferenciar.
Se realiza una comparativa entre los resultados obtenidos
para RTF, IRTF e IRTF de taman˜o reducido. Se muestran los
resultados de clasificacio´n (sensibilidad, especificidad y exacti-
tud) y se analiza el tiempo de ejecucio´n del algoritmo de cla-
sificacio´n KNN con vistas a su funcionamiento en tiempo real
(diagno´stico inmediato).
Para alcanzar los objetivos buscados, el presente trabajo se
estructura de la siguiente manera: en la seccio´n 2 se describen
los materiales y me´todos, seguida de la seccio´n 3 donde se de-
talla el procesado inicial aplicado a la sen˜al ECG. En la seccio´n
4 se presenta el algoritmo de clasificacio´n KNN. La seccio´n 5
muestra los resultados de clasificacio´n, y finalmente en las sec-
ciones 6 y 7 se establecen las discusiones y conclusiones.
2. Materiales y Me´todos
Los registros de las sen˜ales ECG se han tomado de las
bases de datos esta´ndar del MIT-BIH Malignant Ventricular
Arrhytmia Database (http://physionet.org ) y AHA 2000 series
(http://ecri.org ), genera´ndose a partir de ellos tanto el conjun-
to de entrenamiento como el de prueba. En total, se han em-
pleado 24 registros de monitorizacio´n continua (22 registros de
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Figura 1: Diagrama general de las etapas de procesado realizadas para la deteccio´n de Fibrilacio´n Ventricular. Tras la reduccio´n de oscilacio´n de la lı´nea base y
ca´lculo de marcas de referencia, se obtiene la representacio´n tiempo-frecuencia (RTF) para una ventana temporal (Vt). Opcionalmente, se muestra la posibilidad de
obtener la imagen equivalente sin reduccio´n de datos (IRTF) y con dimensionalidad reducida (IRTF reducida). Una de las tres se emplea como entrada al clasificador
KNN.
MIT-BIH ma´s dos adicionales de la base de datos AHA), con
frecuencia de muestreo de 125 Hz. Todos los registros dispo-
nen de los episodios cardiacos ya etiquetados, lo que permite la
comparacio´n con otros algoritmos que usen estas bases de datos
como datos de prueba. Los registros AHA tienen como objeti-
vo aumentar el nu´mero de episodios de Taquicardia Ventricular
(TV) para mejorar el equilibrio entre el tiempo registrado de
TV y los episodios de FV.
Con los episodios etiquetados, cuatro grupos (clases) de
sen˜ales fueron creados: ′FV ′ para tramos de registro en los que
se ha producido fibrilacio´n ventricular y flutter ventricular, ′TV ′
para tramos con taquicardia ventricular y que en muchos casos
aparecen como una etapa previa a la fibrilacio´n ventricular (en
ocasiones, algunos tramos de TV presentan morfologı´as simi-
lares a la FV), ′Normal′ para tramos etiquetados como ritmo
sinusal normal, y finalmente ′Otros′ para el resto de tramos no
etiquetados como ninguna de las clases anteriores (otras arrit-
mias, ruido, etc.). En total, se generaron 20040 segundos (s)
para todos los registros de sen˜al ECG, 3600 s correspondieron
a la clase ′FV ′, 1380 s a ′TV ′, 10860 s a ′Normal′ y 4200 s a
′Otros′.
3. Procesado de la sen˜al ECG.
Para que el clasificador obtenga un resultado satisfactorio
es necesario que los datos de entrada este´n adecuadamente tra-
tados. Por ello, tanto en la sen˜al temporal de ECG como en su
representacio´n tiempo-frecuencia se realizan diversas etapas de
acondicionamiento. La figura 1 muestra las diferentes etapas se-
guidas durante todo el proceso, desde la lectura de los registros
de la base de datos hasta el resultado obtenido por el clasificador
KNN. A continuacio´n se detalla el funcionamiento de cada una
de estas etapas, a saber: reduccio´n de oscilaciones de la lı´nea
base, ca´lculo de marcas de referencia y obtencio´n de la repre-
sentacio´n tiempo-frecuencia; opcionalmente, tambie´n se obtie-
ne su imagen e imagen reducida para aplicarse como entrada al
clasificador KNN.
3.1. Reduccio´n de las oscilaciones de la lı´nea base
Las variaciones de la lı´nea base son debidas a varios fac-
tores como la respiracio´n, el movimiento del paciente duran-
te la adquisicio´n del electrocardiograma y los cambios en la
impedancia de los electrodos (Rangayyan, 2002; Sornmo and
Laguna, 2005). Estas variaciones crean interferencias de baja
frecuencia en el rango de 0 Hz a 0,5 Hz. Estas interferencias
en la sen˜al deben ser reducidas para no modificar el resultado
de procesos posteriores (Sharma et al., 2010; Kabir and Shah-
naz, 2012). En este caso, la primera etapa de procesado de la
sen˜al ECG consiste en un filtro de respuesta impulsional infini-
ta (IIR) de orden 8 con una respuesta Butterworth (Kaur et al.,
2011; Ravindra Pratap Narwaria and Singhal, 2011). Las figu-
ras 2b y 2f muestran el efecto de la aplicacio´n de este filtro
de eliminacio´n de la lı´nea de base a una sen˜al de ECG sinusal
normal (figura 2a) y FV (figura 2e), respectivamente.
3.2. Marcas de Referencia
Para que las Ventanas de tiempo (Vt) de las sen˜al ECG so-
bre las que se aplica la representacio´n tiempo-frecuencia (RTF)
sean comparables, es necesario obtener unas marcas de refe-
rencia de ventana (MRV) que indiquen el comienzo de dicha
ventana Vt. Para poder analizar la sen˜al de forma continuada
evitando solapes en las ventanas o una distancia excesiva en-
tre las mismas, se ha tenido en cuenta que los rangos normales
de frecuencia cardiaca esta´n situados entre 50 y 120 latidos por
minutos (lpm) (Viitasalo and Karjalainen, 1992), definiendo los
para´metros MRVmin y MRVmax como las distancias mı´nima y
ma´xima que puede existir entre dos marcas MRV consecutivas.
En este caso MRVmin = 0,5 s y MRVmax = 1,2 s.
El procedimiento para calcular las marcas de referencia de
las ventanas (MRV) consta de cuatro etapas:
Primera Etapa: Se utiliza un detector de ma´ximos locales
(ML) de la sen˜al de entrada (las figuras 2c y 2g muestran
un ejemplo para tipo ’Normal’ y ’FV’, respectivamente).
El detector de ma´ximos locales fue implementado utili-
zando la funcio´n f indpeaks de Matlab. De este modo, se
obtiene un vector de marcas ML = [MLi; i = 1..NML],
siendo NML el nu´mero de marcas ML encontradas.
Segunda Etapa: Se mide la distancia entre dos ma´ximos
locales ML consecutivos: DMLi = MLi+1 − MLi; i =
1, ...,NML − 1. En algunos casos no aparecen puntos ML
por un largo tiempo y se generan distancias grandes que
se denominan DAG (Distancia Atı´pica Grande). En otros
casos aparecen ML muy cercanos entre sı´ produciendo
distancias muy cercanas entre puntos ML, denominadas
DAP (Distancia Atı´pica Pequen˜a). Si la distancia esta´
dentro del rango [MRVMin MRVMax], se genera lo que
denominamos como DRM (Distancia Regular Mediana).
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Figura 2: Etapas de procesado inicial de sen˜al ECG de tipo ′Normal′ (a-d) y ′FV′ (e-h). Cada columna representa la misma etapa, de izquierda a derecha: sen˜al
original (a y e), etapa de eliminacio´n de oscilacion de lı´nea base (b y f), puntos ML (puntos rojos) del algoritmo de deteccio´n de marcas (c y g), y marcas MRV
(lı´neas rojas) despue´s de aplicar el algoritmo de correccio´n de marcas (d y h). La figura c muestra una distancia DAP en la sen˜al normal y la figura g una distancia
DAG que son ambas corregidas posteriormente como se aprecia en las figuras d y h.




DAG si LMDi > MRVMax
DAP si LMDi < MRVMin
DRM si Otros casos
(1)
Tercera Etapa: Si existen puntos DAG o´ DAP, se desarro-
lla un sistema corrector iterativo que analiza las distan-
cias DML. Cuando se detecta un DAP, se elimina uno de
ellos de acuerdo a la distribucio´n de los ML vecinos. Si la
distancia detectada es de tipo DAG, se introduce un ML
entre los dos puntos ML que determinan dicha distancia.
Si las DML generadas son tambie´n de tipo DAG, estara´n
sujetas a la misma operacio´n iterativa. Al finalizar el pro-
ceso iterativo, todos los valores de las distancias DML
producidos cumplen la condicio´n indicada en (2).
DML :=
{
MRVmin ≤ DML j ≤ MRVmax
DML j = ML j+1 − ML j (2)
Donde j = 1, ...,NMLC y NMLC es el nu´mero de marcas
ML corregidas
Finalmente, las marcas MRV se obtienen a partir de las
ML corregidas. Las figuras 2d y 2h muestran un ejemplo
del resultado obtenido.
Dado que es habitual que la marca ML coincida con un
complejo QRS, se aplica un desplazamiento de tiempo (to f f set =
150 milisegundos(ms)) en la obtencio´n de la ventana Vt para
asegurar que se incluye en la misma ventana un complejo QRS
completo en el caso de ritmo sinusal normal. Por tanto, las mar-
cas MRV se definen segu´n (3).
MRV j = [ML j − to f f set; j = 1, ...,NMLC] (3)
3.3. Representacio´n tiempo-frecuencia.
Estas representaciones permiten obtener simulta´neamente
el contenido espectral y temporal de una sen˜al (ECG, en este ca-
so). Principalmente existen dos tipos de distribuciones tiempo-
frecuencia: lineales y cuadra´ticas (Cohen, 1989b; Poularikas,
1999; Hlawatsch and Boudreaux-Bartels, 1992). Las distribu-
ciones cuadra´ticas generan te´rminos cruzados que dificultan la
interpretacio´n de la sen˜al. Esto constituye una desventaja y por
este motivo se han propuesto las llamadas distribuciones de in-
terferencias reducidas que permiten disminuir la contribucio´n
de estos te´rminos. La distribucio´n ma´s representativa es la lla-
mada Wigner-Ville (WV), pudie´ndose usar como una herra-
mienta para analizar sen˜ales no estacionarias donde se repre-
senta la densidad de energı´a de la sen˜al en funcio´n del tiempo
y de la frecuencia. La distribucio´n de WV correspondiente a la
sen˜al analı´tica S (t) de una sen˜al temporal x(t) se define segu´n
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Para disminuir los te´rminos cruzados se emplean ventanas sua-
vizantes en el dominio del tiempo antes de calcular la distribu-
cio´n de WV , dando lugar a la representacio´n Pseudo-Wigner-
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Siendo S(t) la sen˜al analı´tica, τ el intervalo de tiempo, t el ins-
tante de tiempo y h una ventana regular. La sen˜al analı´tica S (t)
que corresponde a la sen˜al original x(t) se obtiene segu´n (6)
donde H[x(t)] es la transformada de Hilbert de x(t).
S [x(t)] = x(t) + jH[x(t)] (6)
Una vez obtenidas las marcas MRV a partir de los ML corregi-
dos (ver seccio´n anterior), esta marca es el inicio de una venta-
na Vt de longitud de 1, 2 s (150 muestras segu´n la frecuencia de
muestreo de los datos) (Viitasalo and Karjalainen, 1992), tal y
como se muestra en (7).
Vt j = [MRV j,MRV j + 1,2 s]; j = 1, ...,NMLC (7)
Para cada ventana Vt se calcula la transformada de Hilbert y
despue´s se calcula la RT F de tipo PWV . Una vez obtenida la
RT F, dado que la sen˜al de intere´s se encuentra en valores por
debajo de la frecuencia de 45 Hz (ver figuras 3(a, b, c, d)),
se han cancelado las contribuciones en frecuencia por encima
de 45 Hz, eliminando adema´s la interferencia de red (50 Hz,
60 Hz) y el electromiograma (EMG). Finalmente, se dispone
de una Matriz de Datos (MD
′
) de RT F de taman˜o 45 × 150.
3.4. Extraccio´n de ima´genes
Una vez obtenida la matriz MD
′
de RT F para cada ventana
Vt (ver seccio´n anterior), se convierte dicha matriz de datos a
una imagen IRT FL f×Lt de taman˜o L f ×Lt pı´xeles con L f = 45 y
Lt = 150 convirtiendo los niveles de energı´a de la sen˜al dentro
del rango que va desde 0 a 255. Estos valores se corresponden
con distintos niveles de gris en una imagen tal y como muestran
las figuras 3(e, f, g, h). Cada imagen se almacena en una matriz
de datos (MD
′′
) de taman˜o 45 × 150 que sera´ utilizada como
matriz de entrada al clasificador.
3.5. Reduccio´n del taman˜o de las ima´genes
Dado el taman˜o de la matriz MD
′′
de IRT F obtenida ante-
riormente (45x150), la dimensionalidad de dichas matrices pa-
ra aplicar al clasificador es muy grande (45x150=6750 carac-
terı´sticas de entrada), lo que implica una elevada carga compu-
tacional. Por tal motivo, se utilizan te´cnicas que reduzcan la
dimensio´n MD
′′
. Algunas de las te´cnicas de reduccio´n de di-
mensionalidad de las ima´genes ma´s utilizadas son: Ana´lisis de
componentes principales (PCA), interpolacio´n por vecino ma´s
pro´ximo, interpolacio´n bilineal e interpolacio´n bicu´bica (Valen-
zuela, 2008). La te´cnica de reduccio´n de datos empleada en este
trabajo es relativamente simple en comparacio´n con otras te´cni-
cas, con el objetivo de reducir el coste computacional. Sobre la
IRT FL f×Lt se efectu´a una divisio´n de la imagen en recta´ngulos
Rnm de taman˜o K × J pı´xeles segu´n (8), donde La = L fK , Lb = LtJ
con K = 15, J = 30 y La×Lb es el taman˜o reducido IRT FLa×Lb .






Seguidamente, se calcula la media de la intensidad de los
pı´xeles del recta´ngulo Rnm utilizando la expresio´n (9) donde
I MediaPixelesnm(Rnm) es la intensidad media de los pı´xeles
en el recta´ngulo Rnm y K × J es el taman˜o del recta´ngulo Rnm,
siendo I Pixelk j la intensidad del pixelk j en el recta´ngulo Rnm y
[k = 1, ...,K; j = 1, ..., J].
I MediaPixelesnm(Rnm) =
∑
k j I Pixelk j(Rnm)
K × J (9)
Este proceso se repite para todos los recta´ngulos de la ima-
gen, obteniendo como resultado una imagen IRT FLa×Lb de ta-
man˜o La × Lb con (La = 3, Lb = 5), como ilustran las figuras
3(i, j, k, l). Ası´, cada IRT F reducida se transforma a una Matriz
de Datos (MD
′′′
) de taman˜o (3 × 5) y por tanto, el nu´mero de
caracterı´sticas de entrada al clasificador es de 15.
4. Algoritmo KNN
El algoritmo KNN clasifica un nuevo vector aplicando un
conjunto de entrenamiento sin necesidad de aprender para´me-
tros, a diferencia de otros algoritmos que aplicando un conjun-
to de entrenamiento aprende algunos para´metros y luego uti-
lizando estos u´ltimos se procede a la clasificacio´n. El algorit-
mo KNN es el siguiente: dado un conjunto de entrenamiento
D = (Vi, etiquetai) con i = 1, ...,N donde N es el nu´mero de
vectores de caracterı´sticas, cada vector de caracterı´sticas Vi esta´
definido por n variables atributos (Vi= (pi j, con j = 1, 2, ...n))
correspondiente a una etiquetai perteneciente a una de las m
clases definidas en el conjunto C=(etiquetai con i = 1, ...,m).
Para definir la clase a la que pertenece un nuevo vector
V = ((p1, ..., pn)) que no pertenece al conjunto D de entrena-
miento, en primera instancia se fijan las distancias de todos los
casos que fueron clasificados con respecto al nuevo caso V, que
se busca clasificar. Posteriormente, el algoritmo KNN busca los
K vecinos ma´s cercanos al vector V , y posteriormente hace una
valoracio´n de las clases a las que esta´n integradas estos vectores
vecinos. Esta valoracio´n se basa en comparar las distancias que
existen entre las clases.
Los algoritmos usados en esta valoracio´n pueden ser varios:
distancia mahalanobis, distancias usando la funcio´n delta, dis-
tancia del coseno, distancia euclı´dea, etc. La distancia euclı´dea
es una de las ma´s empleadas, se calcula a partir de una genera-





(pi j − p j)2 (10)







) de cada ventana Vt se emplean como entrada al
clasificador (ver figura 1). En este trabajo se ha utilizado el cla-
sificador KNN con K=1 y distancia euclı´dea.
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Figura 3: De arriba a abajo: las ventanas de sen˜al temporal y sus correspondientes RT F, IRTF de taman˜o 45× 150 e IRTF de taman˜o reducido 3 × 5 para sen˜ales de
tipo ′Normal′, ′Otros′, TV y FV (en columnas).
Tras el procesado inicial con el establecimiento de las mar-
cas de inicio de ventana temporal, se obtuvieron las ventanas







para los casos de RT F, IRTF de
taman˜o 45 × 150 e IRTF de taman˜o reducido 3 × 5, respec-
tivamente. Cada conjunto MD, con un taman˜o total de 28507
matrices estaba distribuido del siguiente modo: 5309 matrices
de la clase ′FV ′, 1987 de ′TV ′, 6051 ’Otros’ y 15160 de tipo
’Normal’. Para cada clase, el 67 % de los datos se utilizo´ para el
entrenamiento y el resto para prueba con repeticio´n de 10 veces
usando validacio´n cruzada. El clasificador KNN se evalu´a to-
mando el promedio de estas 10 iteraciones. Una vez finalizado
el entrenamiento, se genera una funcio´n de prediccio´n que pos-
teriormente se utiliza para evaluar nuevos datos introducidos al
clasificador KNN.
La figura 4 muestra los resultados para una iteracio´n del
entrenamiento y los resultados de validacio´n (prueba) para un
conjunto de datos asignados aleatoriamente. Esta figura indica
el nu´mero de casos clasificados como e´xito y error para cada
una de las clases.
5. Evaluacio´n del Desempen˜o
Para evaluar el rendimiento del clasificador, se utilizan ı´ndi-
ces estadı´sticos esta´ndar como la Sensibilidad (Sen), Especifici-
dad (Esp) y Exactitud (Exa) (11) donde VP son los Verdaderos
Positivos, FN los Falsos Negativos, VN los Verdaderos Negati-
vos, y FP los Falsos Positivos (Labatut and Cherifi, 2011).
El valor de la Especi f icidad Global y Exactitud Global de
cada uno de los tipos (’FV’, ’TV’, ’Otros’, ’Normal’) se obtuvo
calculando la Especi f icidad y Exactitud de dicho tipo de pa-
tologı´a ante la suma de los tipos de patologı´a restantes, es decir,
sumando todos los casos de FP y FN.










VP + FN + VN + FP
× 100
(11)
El tiempo de ejecucio´n de cada una de las pruebas realiza-
das se midio´ empleando un PC de tipo Intel(R) Core(TM) i7-
3612QMCPU@2.10 GHz con Memoria RAM de 8GB, sistema
operativo de 64 bits y ejecucio´n usando Matlab(R).
6. Resultado y discusio´n
Se realizaron comparaciones entre los valores de la sensibi-
lidad, especificidad y exactitud global de los resultados logra-
dos en las respectivas clases (’FV’, ’TV’, ’Otros’ y ’Normal’).
Los resultados que se obtienen para los tres tipos diferentes de
MD como entrada al clasificador KNN se muestran en la tabla
1.
Los valores de sensibilidad (Sen) para las cuatro clases ob-





de IRTF (45 × 150), esta´n por encima del 93 %, con una
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Figura 4: Nu´mero de casos obtenidos por el clasificador KNN para entrada de datos IRTF de 45× 150: a)Fase de entrenamiento, b)Fase de prueba o validacio´n. Para
cada patologı´a mostrada en el eje de coordenadas se muestra el nu´mero de casos de e´xito (verdaderos positivos) y errores cometidos (falsos positivos).
sensibilidad del (94, 97 %; 95, 36 %), una especificidad global
del (99, 27 %; 99, 24 %) y una exactitud global del (98, 47 %;
98, 51 %) para ’FV’ y una sensibilidad del (93, 47 %; 93, 11 %),
especificidad global del (99, 39 %; 99, 42 %) y una exactitud
global del (98, 97 %; 99, 97 %) para ’TV’, respectivamente.
Tabla 1: Sensibilidad, especificidad y exactitud global en la deteccio´n de las pa-
tologı´as FV, TV, Otros y Normal obtenidos por el clasificador KNN en la fase
de validacio´n (test) usando como entrada al clasificador las MD de los tipos:
RT F 45 × 150, IRT F 45 × 150 e IRT F reducida (3 × 5).
Clases ı´ndices estadı´sticos RTF(45 × 150) IRTF(45 × 150) IRTF(3 × 5)
FV Sen % FV 94,97 95,36 88,27
Esp % Global 99,27 99,24 98,22
TV 95,21 94,68 89,86
Otros 99,63 99,63 99,91
Normal 99,66 99,68 98,91
Exa % Global 98,47 98,51 96,35
TV Sen % TV 93,47 93,11 88,31
Esp % Global 99,39 99,42 98,80
FV 96,98 97,16 94,18
Otros 99,99 100 99,95
Normal 99,98 99,97 99,88
Exa % Global 98,97 99,97 98,05
Normal Sen % Normal 99,07 99,16 98,14
Esp % Global 98,29 98,39 96,82
TV 98,11 98,30 98,20
Otros 98,03 98,09 97,70
FV 98,70 98,80 95,20
Exa % Global 98,71 98,80 97,53
Otros Sen % Otros 97,69 97,75 96,91
Esp % Global 99,40 99,48 99,06
TV 99,87 99,93 99,87
FV 99,28 99,29 97,93
Normal 99,42 99,50 99,28
Exa % Global 99,03 99,11 98,59
En el caso de MD
′′′
correspondiente a la IRTF reducida
(3 × 5), los resultados obtenidos muestran una sensibilidad del
88, 27 %, una especificidad global del 98, 22 % y una exactitud
global del 96, 35 %) para ’FV’. Para ’TV’ se muestra una sen-
sibilidad del 88, 31 %, especificidad global del 98, 80 % y una
exactitud global del 98, 05 %.
La tabla 2 muestra el tiempo de ejecucio´n medio de todo el
proceso de ca´lculo obtenido para cada ventana Vt de la sen˜al
ECG. Se aprecia que el clasificador con entrada de datos IRTF
de taman˜o reducido tiene un menor coste computacional, con
un tiempo ejecucio´n t = 0, 020 s. Tambie´n se observan unos
tiempos t = 0, 1763 s y t = 0, 1682 s obtenidos por RTF e IRTF
no reducida, respectivamente. En general, se puede decir que
una clasificacio´n satisfactoria deberı´a cumplir que el tiempo de
respuesta para detectar un ritmo ECG debe ser el mı´nimo tiem-
po posible, pues de lo contrario el paciente puede estar en riesgo
de muerte si se presenta ′FV ′, con una correcta separacio´n entre
un ritmo ′TV ′ y ′FV ′.
Tabla 2: Tiempo de ejecucio´n medio para cada ventana Vt obtenidos por el cla-
sificador KNN con entrada de MD de los tipos: RTF (45 × 150) e IRTF de
taman˜os (45 × 150) y (3 × 5).
RTF (45 × 150) IRTF (45 × 150) IRTF (3 × 5)
Tiempo de ejecucio´n(s) 0,1763 0,1682 0,020
Se puede apreciar que los resultados conseguidos mediante
la te´cnica de dimensionalidad reducida son ligeramente meno-
res a los resultados que se obtienen mediante el uso de la RTF e
IRTF no reducidas. Esto es debido a que en la te´cnica de dimen-
sionalidad reducida no se utilizan todos los datos de entrada que
se utilizan en las te´cnicas no reducidas, lo que se traduce en una
pe´rdida de informacio´n. Por otro lado, la reduccio´n en el volu-
men de datos que se utiliza en las te´cnicas con dimensionalidad
reducida permite disminuir el tiempo de ejecucio´n hasta diez
veces menos que en el caso de las te´cnicas no reducidas, lo que
se traduce en un menor coste computacional y aumento de la
velocidad de procesamiento.
6.1. Comparacio´n con otros me´todos
En la Tabla 3 se presenta una comparacio´n del algoritmo
propuesto en cuanto a sensibilidad (Sen) y especificidad (Esp)
con diferentes me´todos que son frecuentemente citados en la
literatura. En esta tabla aparecen los resultados del clasifica-
dor KNN obtenidos mediante los datos de RTF 45 × 150, IRTF
45 × 150 e IRTF reducida de 3 × 5.
En (Xie et al., 2011) utilizan la entropı´a aproximada para
distinguir entre ’FV’ y ’TV’ con buenas tasas de clasificacio´n
de ’FV’ (S en = 91, 8 %, Esp = 90, 2 %, Exa = 91 %) emplean-
do la misma base de datos de sen˜al. Adema´s, tambie´n proponen
una versio´n modificada utilizando entropı´a difusa aproximada
basada en la similitud, que a su vez ha conseguido un alto va-
lor de clasificacio´n de ’FV’ (S en = 97, 98 %, Esp = 97, 03 %,
Exa = 97, 5 %). Aunque se obtuvieron valores ma´s altos que en
este trabajo, para hacer una comparacio´n equitativa entre ambos
ana´lisis se ha de tener cuenta que el ana´lisis realizado utiliza
episodios limpios de dos tipos como datos de entrada: ’TV’ y
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Tabla 3: Resumen de resultados obtenidos para clasificación de las arritmias cardiacas por el método propuesto en este trabajo, y otros métodos.
Tipos FV TV Otros Normal Base de datos
Me´todos: Sen % Esp % Exa % Sen % Esp % Exa % Sen % Esp % Exa % Sen % Esp % Exa %
Este trabajo,KNN,RTF: 45 × 150 94,97 99,27 98,47 93,47 99,39 98,97 97,69 99,40 99,03 99,07 98,29 98,71 AHA & MIT-BIH
Este trabajo,KNN,IRTF: 45 × 150 95,36 99,24 98,51 93,11 99,42 99,97 97,75 99,48 99,11 99,16 98,39 98,80 AHA & MIT-BIH
Este trabajo,KNN,IRTF: 3 × 5 88,27 98,22 96,35 88,31 98,80 98,05 96,91 99,06 98,59 98,14 96,82 97,53 AHA & MIT-BIH
(Mjahad et al., 2015), usando Boltzmann 92,52 76,01 81,04 MIT-BIH
(Jekova, 2007b), usando Discriminant Analysis 94,10 93,80 AHA & MIT-BIH
(Jekova and Krasteva, 2004), usando Filter and Counts 94,40 95,90 94,7 AHA & MIT-BIH
(Li et al., 2014), usando SVM 96,20 96,20 96,3 AHA & MIT-BIH
(Xia et al., 2014), usando Lempel-Ziv and EMD 98,15 96,01 97,1 CU & MIT-BIH
(Tan et al., 2007), usando Type 2 fuzzy 90,9 84,0 100,0 MIT-BIH
(Tan et al., 2007), usando Neural SOM 100,0 48,0 88,0 MIT-BIH
(Phong and Thien, 2009), usando Type 2 TSK Fuzzy 93,3 92,0 100,0 MIT-BIH
(Phong and Thien, 2009), usando Type 2 Mamdani Fuzzy 86,6 88,0 100,0 MIT-BIH
(Xie et al., 2011), usando Fuzzy Simil App Entropy 97,98 97,03 97,5 CU & MIT-BIH
(Xie et al., 2011), usando Approximate Entropy 91,84 90,2 91,0 MIT-BIH
(Kaur and Singh, 2013), usando EMD & App Entropy 90,47 91,66 91,2 MIT-BIH
(Ibaida and Khalil, 2010), usando KNN 98,10 88,00 93,2 MIT-BIH
(Ibaida and Khalil, 2010), usando RBF 91,53 90,91 91,3 MIT-BIH
’FV’ u´nicamente, mientras que este trabajo usa una clasifica-
cio´n de cuatro clases (’FV’, ’TV’, ’Otros’, ’Normal’).
Lo mismo ocurre para otros estudios que distinguen en-
tre ritmos ’FV’ y ’TV’. Ası´, (Kaur and Singh, 2013) utiliza
entropı´a aproximada con descomposicio´n empı´rica de modo
(EMD) y un conjunto de datos de Xie ma´s reducido, que tie-
ne buenos valores de clasificacio´n de ’FV’ (S en = 90, 47 %,
Esp = 91, 66 %, Exa = 91, 2 %). En (Xia et al., 2014) tam-
bie´n utilizan, en la misma lı´nea, la complejidad Lempel-Ziv y
EMD en las mismas condiciones que hizo antes Xie, usando
un nu´mero representativo de episodios limpios de cada pato-
logı´a, obteniendo para ’FV’ S en = 98, 15 %, Esp = 96, 01 %,
Exa = 97, 08 %. Lo mismo ocurre con (Li et al., 2014) que uti-
lizaron ma´quinas de vectores soporte SVM y obtuvieron buenos
valores de clasificacio´n de ’FV’ (S en = 96, 2 %, Esp = 96, 2 %,
y Exa = 96, 3 %) para una ventana de datos de 2 s de duracio´n.
Otros trabajos ofrecen buenas tasas de rendimiento que distin-
guen entre ’FV’ y ’TV’ (Ibaida and Khalil, 2010).
Siguiendo esta lı´nea, nos encontramos con otros trabajos
comparables con el objetivo de distinguir tambie´n entre el rit-
mo sinusal normal (’N’), aparte de ’TV’ o ’FV’. Dentro de estos
trabajos, (Tan et al., 2007) obtuvo buenos resultados de exac-
titud (ExaFV = 90, 9 %, ExaTV = 84, 0 %, ExaN = 100 %)
usando un clasificador tipo-2 basado en la lo´gica difusa pa-
ra una clasificacio´n de tres clases (’FV’, ’TV’ y ’N’). Tam-
bie´n describieron los resultados de la utilizacio´n de una red
neuronal SOM, pero con malos valores de exactitud para TV.
Posteriormente, (Phong and Thien, 2009) siguieron la misma
lı´nea en la aplicacio´n de multi-clase utilizando el clasificador
’sistema difuso tipo-2 TSK’, con mejores valores de exactitud
(ExaFV = 93, 3 %, ExaTV = 92, 0 %, ExaN = 100 %). De este
modo, los resultados producidos en este trabajo son compara-
bles con los que han sido obtenidos por otros investigadores
que han trabajado en el mismo campo. En cambio, no existen
referencias sobre el tiempo de ejecucio´n de los clasificadores
empleados por otros autores. En este caso, la IRTF de taman˜o
reducido proporciona resultados de clasificacio´n elevados con
un tiempo de ca´lculo del orden de 20 ms en el PC empleado.
7. Conclusiones
La deteccio´n ra´pida y correcta de la fibrilacio´n ventricular
(FV) y la taquicardia ventricular (TV) es de fundamental im-
portancia tanto para la utilizacio´n de un desfibrilador externo
automa´tico como para la monitorizacio´n del paciente. En este
trabajo se ha propuesto un detector de FV fiable que presen-
ta adema´s una baja carga computacional para la deteccio´n en
tiempo real de la fibrilacio´n ventricular mediante un me´todo
tiempo-frecuencia, eliminando previamente las perturbaciones
de la lı´nea de base y la interferencia de red.
Adema´s, se ha desarrollado un nuevo algoritmo para la de-
teccio´n de las marcas de referencia correspondientes a las ven-
tanas de tiempo, a partir de las que se calcula la RTF, y poste-
riormente las ima´genes IRTF en diferentes taman˜os (45 × 150
y 3× 5) para comparar resultados de tres variantes. Finalmente,
se ha realizado la deteccio´n y clasificacio´n de la sen˜al ECG en
cuatro clases, mediante el clasificador KNN.
Como novedad, al algoritmo de clasificacio´n se le aplica
como entrada cada uno de los valores obtenidos en la matriz
de la representacio´n tiempo-frecuencia, en tres variantes: RTF,
IRTF e IRTF de taman˜o reducido. Ello implica que no es nece-
sario obtener para´metros de entrada al clasificador tal y como
habitualmente se plantea en los sistemas de clasificacio´n. Los
resultados indican que esta metodologı´a de deteccio´n propues-
ta ofrece elevados porcentajes de deteccio´n correcta.
Finalmente, se ha realizado una comparativa de los resul-
tados obtenidos con trabajos similares conocidos en la literatu-
ra. Se indicaron los valores de la sensibilidad, especificidad y
tiempos de ejecucio´n que se obtuvieron durante los diferentes
episodios posibles. Los resultados muestran que las patologı´as
’FV’ y ’TV’ se pueden separar satisfactoriamente del resto de
patologı´as cardiacas a la hora de realizar un diagno´stico. Esto
mejora significativamente las posibilidades del paciente de ser
tratado eficazmente. Adicionalmente, dado que es posible rea-
lizar la deteccio´n de ’FV’ con un reducido tiempo de ca´lculo,
el algoritmo se puede incorporar en sistemas de diagno´stico en
tiempo real como los que actualmente se instalan en lugares de
gran afluencia de pu´blico (estadios, centros comerciales, aero-
puertos, etc.) para mejorar su eficacia y ayuda al tratamiento de
la fibrilacio´n ventricular.
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