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Abstract
Analytic solutions are obtained for iterative functional di$erential equations that are natural extensions of
x′=1=x◦x. We make use of neutral functional di$erential equations with proportional delays as well as neutral
di$erential-di$erence equations for achieving our purposes.
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1. Introduction
Golomb [5] asked for an asymptotic formula for the self-describing sequence
{Xn}∞n=1 = {1; 2; 2; 3; 3; 4; 4; 4; 5; 5; 5; 6; 6; 6; 6; : : :}
de@ned by X1 = 1 and Xn = |{m : Xm = n}|. Marcus in [7] suggested and Fine in [4] (see also [9])
proved that Xn is approximated by(
1 +
√
5
2
)(3−√5)=2
n(
√
5−1)=2 (1.1)
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for suMciently large n. Marcus’ idea is based on the conjecture that an asymptote x(z) of {Xn}
satis@es the functional di$erential equation
x′(z) =
1
x(x(z))
(1.2)
and a solution of which is
x(z) = (!− 1)−1=(!+1)z!−1; != (1 +
√
5)=2; (1.3)
obtained by setting x(z) = 
z in (1.2). It is interesting to @nd that earlier in [8], Mckiernan had
already investigated the existence of analytic solutions for Eq. (1.2) and found the solution given
by (1.3). His method is based on the standard power series method.
Let h=h(z) be a complex function. The iterates of h are de@ned by h[0] = I; h[1] =h; h[2] =h◦h; : : : ,
etc., where ◦ means composition of functions. A natural generalization of Eq. (1.2) is
x′(z) =
1
x[m](z)
; m¿ 2: (1.4)
Yet another generalization is
x′(z) =
1
c0x[0](z) + c1x[1](z) + · · ·+ cmx[m](z) ;
m∑
j=0
cj 	= 0; m¿ 2: (1.5)
Since (1.4) and (1.5) are quite di$erent from the usual di$erential equations, the standard existence
and uniqueness theorems cannot be applied directly. It is therefore of interest to @nd some or all of
their solutions. We remark that functional di$erential equations involving iterates of the unknown
function also arise in other contexts, and a limited number of such studies can be found (see e.g.
[2,3,10–12]).
In the next section, we will show that the idea of Marcus may be applied to Eq. (1.4) and leads
to explicit analytic solutions. For the more general equation (1.5) the same idea, however, cannot
be applied. Therefore, as well as in the previous works [10,11], in Section 3 we still reduce this
problem to @nding analytic solutions of an associated neutral functional di$erential equation with
proportional delay and a neutral di$erential-di$erence equation. Known in [10,11], the existence of
analytic solutions for such equations is closely related to the position of an indeterminate constant
 in the so-called Schr<oder transformation x(z) = y(y−1(z)), in the complex plane. For technical
reasons, in [10,11] only the situation of  o$ the unit circle in C and the situation of  on the
circle with the Diophantine condition are discussed. In roughly speaking, the Diophantine condition
requires  to be far from all roots of unity. In this paper, besides both the situations considered
in [10,11], we break the restriction of the Diophantine condition and study the situation that the
constant  in Eq. (3.12) (or b−;  is in Eq. (3.14)) is a root of unity in C. In such a situation 
(or b−) is of course on the unit circle but the Diophantine condition is o$ended.
For the sake of convenience, we will set =
∑m
j=0 cj in later discussions.
2. Explicit analytic solutions
In this section, we seek analytic solutions of (1.4) in the form x(z) = 
z. Setting it into (1.4),
we obtain

z−1 = 
−(1++···+
m−1)z−
m
:
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This prompts us to consider the equations

2++···+
m−1
= 1 (2.6)
and
m +  − 1 = 0: (2.7)
First of all, observe that  = 0 is not a root of (2.7). We assert further that the polynomial
f() = m +  − 1 cannot have any double roots. Otherwise, a double root 0 of f satis@es
0 = f(0)− 0m f
′(0) = m0 + 0 − 1− m0 −
0
m
= 0
(
1− 1
m
)
− 1;
implying that 0 = m=(m − 1). This is contrary to the fact that f(m=(m − 1))¿ 0. Therefore, let
1; : : : ; m be the m distinct roots of the polynomial equation (2.7), from (2.6) we can then solve

i = 
(i−1)=(2−i−mi )
i = 
i−1
i ; i = 1; 2; : : : ; m: (2.8)
In other words, we have found m distinct solutions of the form
xi(z) = 
izi ; i = 1; 2; : : : ; m; (2.9)
where 1; : : : ; m are roots of (2.7) and 
1; : : : ; 
m are de@ned by (2.8).
We remark that each solution xi(z) = 
izi has a nontrivial @xed point i. Indeed, from 
i
i
i = i,
we @nd
i = 

1=(1−i)
i = (
i−1
i )
1=(1−i) =
1
i
:
In terms of the @xed point i, we may therefore write xi(z) in the form
xi(z) = 
1−i
i z
i : (2.10)
Since x′i(z) = 
1−i
i iz
i−1, we see further that x′i(i) = i.
Theorem 1. Let 1; : : : ; m be the m distinct roots of (2.7), and let i =1=i for i=1; : : : ; m. Then
in the neighborhood of each point i de2ned by |z− i|¡i, Eq. (1.4) has an analytic solution of
the form
xi(z) = 
1−i
i z
i = i
(
1 +
z − i
i
)i
= i
[
1 +
i
1!
(
z − i
i
)
+
i(i − 1)
2!
(
z − i
i
)2
+ · · ·
]
;
which satis2es xi(i) = i.
For example, consider Eq. (1.4) where m = 2. In this case, 2 +  − 1 = 0 has roots ± =(−1±√5) =2. Thus we @nd two analytic solutions
x+(z) = 
+−1
+ z
+ and x−(z) = 
−−1
− z
− ;
which are already known to Mckiernan.
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Another example is Eq. (1.4) where m = 3. The polynomial equation 3 +  − 1 = 0 has roots
1 = 3
√
! − 1=3 3√!; 2 = − 12 3
√
! + 1=6 3
√
! + 12 i
√
3
(
3
√
!+ 1=3 3
√
!
)
, and 3 = − 12 3
√
! + 1=6 3
√
! −
1
2 i
√
3
(
3
√
!+ 1=3 3
√
!
)
, where ! = 12 +
1
18
√
93. We similarly give three explicit analytic solutions
xi(z) = 
i−1
i z
i(i = 1; 2; 3) for this equation by Theorem 1.
3. Discussion on auxiliary equations
If there exist a constant  and an invertible function y(z) such that y(y−1(z)) is well de@ned,
then letting
x(z) = y(y−1(z)); (3.11)
we can formally transform (1.5) into the functional di$erential equation
y′(z) = y′(z)
m∑
j=0
cjy(jz): (3.12)
This prompts us to @rst seek analytic solutions y(z) of the auxiliary equation (3.12) with the initial
condition
y(0) =
1

: (3.13)
Once this is done, we can show that x(z) = y(y−1(z)) is an analytic solution of (1.5) in a neigh-
borhood of 1=y(0).
A change of variable further transforms (3.12) into the di$erential-di$erence equation
g′(!) = g′(!+ )
m∑
j=0
cjg(!+ j); (3.14)
where  is a complex constant. The solution of this equation have properties similar to those of
(3.12). If Eq. (3.14) has an invertible solution g(!), then we can show that x(!) = g(g−1(!) + )
is an analytic solution of (1.5).
Obviously, Eq. (3.12) has solutions of the form y(z) ≡ constant, which are of course analytic. In
order to construct nontrivial solutions, we consider the existence of power series solutions of (3.12).
First we discuss the case where  is inside the unit circle.
Theorem 2. Suppose that 0¡ ||¡ 1. Then for any nonzero complex number , there exists a
positive constant M such that Eq. (3.12) has an analytic solution of the form
y(z) = ()−1 + z +
∞∑
n=2
bnzn (3.15)
in the region de2ned by |z|6 1=(4M ||), and for any z is this region
|y(z)|6 ||−1 + 1
2M
:
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Proof. We seek solutions of (3.12) in the form
y(z) =
∞∑
n=0
bnzn: (3.16)
By de@ning b0 = ()−1 and b1 = , and then substituting the power series into (3.12), we see that
the sequence {bn}∞n=2 is determined by the condition
(1− n)(n+ 1)bn+1 =
n∑
k=1
(n− k + 1)
m∑
j=0
cjn−k+jk+1bn−k+1bk ; n= 1; 2; : : : (3.17)
in a unique manner. We need to show that the power series (3.16) converges in a neighborhood of
the origin. Note that since 16 k6 n,∣∣∣∣∣(n− k + 1)
∑m
j=0 cj
n−k+jk+1
(n+ 1)(1− n)
∣∣∣∣∣6 1|n − 1|
m∑
j=0
|cj|6M; n¿ 2
for some positive number M . Thus if we de@ne a sequence {Bn}∞n=0 by B1 = || and
Bn+1 =M
n∑
k=1
Bn−k+1Bk; n= 1; 2; : : : ;
then
|bn|6Bn; n= 1; 2; : : : :
Indeed, |b1|= ||= B1. Assume by induction that the above inequality holds for n=1; 2; : : : ; t. Then
|bt+1| =
∣∣∣∣∣
t∑
k=1
(t − k + 1)∑mj=0 cjt−k+jk+1
(t + 1)(1− t) bt−k+1bk
∣∣∣∣∣
6M
t∑
k=1
|bt−k+1‖bk |
6M
t∑
k=1
|Bt−k+1‖Bk |
as desired. Now if we de@ne
G(z) =
∞∑
n=1
Bnzn; (3.18)
then
G2(z) =
∞∑
n=2
(
n−1∑
k=1
Bn−kBk
)
zn =
∞∑
n=1
(
n∑
k=1
Bn−k+1Bk
)
zn+1
=
1
M
∞∑
n=1
Bn+1zn+1 =
1
M
(G(z)− ||z):
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Hence
G(z) =
1
2M
{
1±
√
1− 4M ||z
}
:
However, since G(0) = 0, only the negative sign of the square root is possible. It follows that
G(z) =
1
2M
{
1−
√
1− 4M ||z
}
:
Thus the power series G(z) converges for |z|6 1=(4M ||), implying that (3.15) is also convergent
for |z|6 1=(4M ||).
Next, note that for |z|6 1=(4M ||),
1
G(|z|) =
2M
1−√1− 4M |z| =
1 +
√
1− 4M ||z
2|‖z| ¿
1
2|‖z|
or
G(|z|)6 2|‖z|6 2|| 1
4M || =
1
2M
:
Thus
|y(z)|6 |b0|+
∞∑
n=1
|bn‖zn|6 |b0|+
∞∑
n=1
|Bn‖zn|
= |b0|+ G(|z|)6 |b0|+ 12M
as required. The proof is complete.
The case where  is on the unit circle is quite di$erent from the previous one. In this case we
need the following preparatory lemma.
Lemma 1. Assume that ||= 1;  is not a root of unity, and
log
1
|n − 1|6T log n; n= 2; 3; : : :
for some positive constant T. Then there is a positive number ! such that |n − 1|−1¡ (2n)! for
n= 1; 2; : : : : Furthermore, the sequence {dn}∞n=1 de2ned by d1 = 1 and
dn =
1
|n−1 − 1| maxn1+···+nt=n;0¡n16···6nt ;t¿2 {dn1 · · ·dnt}; n= 2; 3 : : : ;
satis2es
dn6 (25!+1)n−1n−2!; n= 1; 2; : : : :
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The proof of this lemma can be found in [6, Chapter 6]. The assumptions for  is called the
Diophantine condition.
Theorem 3. Suppose that assumptions in Lemma 1 hold. Then for 0¡ ||6 1, there exists a
positive constant ! such that the initial value problem (3.12) and (3.13) has an analytic solution
y(z) of form (3.15) in a neighborhood of the origin. In addition, if ! in Lemma 1 is greater than
1
2 , then y(z) satis2es
|y(z)|6 ||−1 + 1
25!
∞∑
n=1
1
n2!
for z in the above neighborhood.
Proof. As in the proof of Theorem 2, we seek a power series of the form (3.16). Let b0 = ()−1
and b1 = . Then (3.17) holds again and therefore
|bn+1|6
n∑
k=1
∣∣∣∣∣(n− k + 1)
∑m
j=0 cj
n−k+jk+1
(n+ 1)(1− n)
∣∣∣∣∣ |bn−k+1‖bk |
6
1
|n − 1|
m∑
j=0
|cj|
n∑
k=1
|bn−k+1‖bk |
=
1
|n − 1|
m∑
j=0
|cj|
∑
n1+n2=n+1;16n1 ; n26n
|bn1‖bn2 |
for n= 1; 2; : : : : Consider the function
G(z) =
1
2
∑m
j=0 |cj|

1−
√√√√1− 4 m∑
j=0
|cj|z

 ;
which, in view of the binomial series expansion, can also be written as
G(z) = z +
∞∑
n=2
Cnzn
for |z|¡ 1=(4∑mj=0 |cj|). Since G(z) satis@es the equation
 m∑
j=0
|cj|

G2(z) + z = G(z);
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thus, by the method of undetermined coeMcients, it is not diMcult to see that the coeMcient sequence
{Cn}∞n=2 satis@es C1 = 1 and
Cn+1 =

 m∑
j=0
|cj|

 n∑
k=1
Cn−k+1Ck
=

 m∑
j=0
|cj|

 ∑
n1+n2=n+1;16n1 ; n26n
|Cn1‖Cn2 |; n= 1; 2; : : : :
By induction we prove that
|bn|6Cndn; n= 1; 2; : : : ;
where the sequence {dn}∞n=1 is de@ned in Lemma 1. In fact, |b1|= ||6 1 = C1d1 and
|b2| =

 m∑
j=0
|cj|

 |− 1|−1|b1‖b1|
6

 m∑
j=0
|cj|

 |− 1|−1C1d1C1d1
= C2|− 1|−1 max
n1+n2=2;0¡n16n2
{d1 · d1}
= C2d2:
Assume that the inequality holds for n= 1; 2; : : : ; t. Then
|bt+1|6

 m∑
j=0
|cj|

 |t − 1|−1 t∑
k=1
|bt−k+1‖bt|
6

 m∑
j=0
|cj|

 |t − 1|−1 t∑
k=1
Ct−k+1dt−k+1Ctdt
6

 m∑
j=0
|cj|

 |t − 1|−1 max
n1+n2+···+ns=t+1;0¡n16···6ns;s¿2
{dn1 : : : dns}
t∑
k=1
Ct−k+1Ct
as desired.
Since G(z) converges in the open disc |z|¡ 1=(4∑mj=0 |cj|), there is a positive constant T such
that Cn¡Tn for n= 1; 2; : : : : In view of Lemma 1, we easily see that
|bn|6Tn(25!+1)n−1n−2!; n= 1; 2; : : : ;
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which shows that the power series (3.16) converges for |z|¡ 1(T25!+1). Finally, when |z|¡ 1=(T25!+1),
we have
|y(z)|6 ||−1 +
∞∑
n=1
|bn‖z|n6 ||−1 +
∞∑
n=1
Cndn|z|n
6 ||−1 +
∞∑
n=1
Tn(25!+1)n−1n−2!(T25!+1)−n
= ||−1 + 1
25!+1
∞∑
n=1
1
n2!
as required. The proof is complete.
The following theorem is devoted to the case where  is a root of unity. Such a number  lies
on the unit circle but o$ends the Diophantine condition as required in Lemma 1. The idea of our
proof is acquired from [1].
Theorem 4. Suppose that p=1 for some p∈N;p¿ 2 and k 	= 1 for all 16 k6p− 1. Suppose
that for b0 = ()−1 and some  	= 0 the system
b1 = 
(1− n)(n+ 1)bn+1 =
n∑
k=1
(n− k + 1)
m∑
j=0
cjn−k+jk+1bn−k+1bk
(3.19)
has a solution {bi}∞i=1 such that blp+1 = 0 and
lp∑
k=1
(lp− k + 1)
m∑
j=0
cjlp−k+jk+1blp−k+1bk = 0; l= 1; 2; : : : :
Then the initial value problem (3.12) and (3.13) has an analytic solution of the form
y(z) = ()−1 + z +
∞∑
n =lp+1;l∈N
bnzn; N = {1; 2; 3; : : :};
in a neighborhood of the origin.
Proof. If {bi} is a solution of system (3.19) such that blp+1=0, then y(z)=
∑∞
n=1 bnz
n is the formal
solution of the auxiliary equation (3.12). Now we need to prove that the power series
∑∞
n=1 bnz
n is
convergent. Let
( =max
{
1
|− 1| ;
1
|2 − 1| ; : : : ;
1
|(p−1) − 1|
}
:
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From (3.17), we have
|bn+1|6 1|n − 1|

 m∑
j=0
|cj|

 n∑
k=1
|bn−k+1‖bk |6(

 m∑
j=0
|cj|

 n∑
k=1
|bn−k+1‖bk |
for all n 	= lp where l= 1; 2; : : : : In order to construct a majorant series, we consider the function
R(z) :=
1
2((
∑m
j=0 |cj|)

1−
√√√√√1− 4(

 m∑
j=0
|cj|

 ||z

 ;
whose series is clearly convergent for |z|6 1=(4((∑mj=0 |cj|)||) and satis@es the equality
(

 m∑
j=0
|cj|

R2(z) = R(z)− ||z:
Write R(z) =
∑∞
n=1 Bnz
n. Then
B1 = ||;
Bn+1 = (

 m∑
j=0
|cj|

 n∑
k=1
Bn−k+1Bk; n= 1; 2; : : : :
Furthermore,
|bn|6Bn; n= 1; 2; : : : :
In fact, |b1| = || = B1. For inductive proof we assume that |bj|6Bj for j6 n. When n = lp, we
have |bn+1|= 06Bn+1; when n 	= lp, we have
|bn+1|6(

 m∑
j=0
|cj|

 n∑
k=1
|bn−k+1‖bk |
6(

 m∑
j=0
|cj|

 n∑
k=1
Bn−k+1Bk
= Bn+1
as required. By convergence of the series of R(z), we see that the series y(z)=
∑+∞
n=0 bnz
n converges
uniformly for |z|6 1=(4((∑mj=0 |cj|)||). This completes the proof.
The following theorem shows that each analytic solution of Eq. (3.12) leads to an analytic solution
of Eq. (3.14). In the sequel we always assume that * is a Diophantine number, i.e. there are some
constants &¿ 0 and ,¿ 0 such that |e2-in* − 1|¿ &−1n−,, ∀n¿ 1.
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Theorem 5. Suppose either that R¡ 0 or that R = 0 and I = 2-*. Then there exists a
positive number . such that Eq. (3.14) has an analytic solution in the half-plane S. = {! :
R!¡ ln .;−∞¡ I!¡+∞}, and satis2es limR!→−∞ g(!) = (e)−1.
Proof. If R¡ 0 (resp. R = 0 with I = 2-*) then  := e satis@es that 0¡ ||¡ 1 (resp. 
satis@es the Diophantine condition as given Lemma 1). From Theorems 2 and 3, we know that there
is a positive . such that the initial value problem (3.12) and (3.13) has an analytic solution y(z) in
a neighborhood of the origin U. = {z : |z|¡.}. Write != u+ iv, where u and v are real numbers.
Let the variable z be connected with ! by the equation
z = e! = eu+iv = eu(cos v+ i sin v):
Then |z| = eu. Furthermore, it is easy to see that |z| tends to 0 when u tends to −∞. This shows
that there exists a positive number ! such that z ∈U. if !∈ S.. De@ne an analytic function g(!) for
!∈ S. by the equation
g(!) = y(e!):
We assert that g(!) satis@es Eq. (3.14) when e = . In fact,
g′(!) = y′(e!)e! = e!y′(e!)
m∑
j=0
cjy(je!)
= g′(!+ )
m∑
j=0
cjg(!+ j)
and
lim
R!→−∞
g(!) = lim
R!→−∞
y(e!) = y(0) =
1
e
:
This completes the proof of Theorem 5.
We now discuss the existence of analytic Dirichlet series solutions of (3.14).
Theorem 6. Suppose either that R¿ 0 or that R = 0 and I = −2-*=ln b. Then there is a
positive 3 such that Eq. (3.14) has the Dirichlet series solution
g(!) = (b−)−1 + 4b−! +
∞∑
n=2
dnb−n!
in the half-plane S3 = {! : R!¿−logb 3;−∞¡ I!¡ + ∞} and satis2es limR!→+∞ g(!) =
(b−)−1 where b¿ 1 and 4 is an arbitrary nonzero complex constant.
Proof. We seek Dirichlet series solution of the form
g(!) =
∞∑
n=0
dnb−n!: (3.20)
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By substituting (3.20) into (3.14) and comparing the coeMcients of b−n! on both sides, we obtain
an equality
1− d0b− m∑
j=0
cj

d1 = 0
and a recurrence relation
1− d0 m∑
j=0
cjb−n

 ndn = n−1∑
k=1
kdkdn−k
m∑
j=0
cjb(kj−k−nj); n= 1; 2; : : : :
We take d0 = (b−)−1; d1 = 4 and
(1− b(1−n))ndn =
n−1∑
k=1
kdkdn−k
m∑
j=0
cjb(kj−k−nj); n= 2; 3; : : : :
If R¿ 0 (resp. R = 0 and I =−2-*=ln b), then |b−|¡ 1 (resp. b− satis@es the Diophantine
condition as given in Lemma 1) Therefore,
|dn|6 |1− (b−)n−1|−1

 m∑
j=0
|cj|

 n−1∑
k=1
|dk‖dn−k |; n= 2; 3; : : : :
Similar to the proof of convergence of the power series in Theorems 2 and 3, we can prove that
there is a positive 3 such that the power series
∑∞
n=0 dnz
n is convergent in the region {z : |z|¡3}.
Notice that b−! ∈{z : |z|¡3} is equivalent to !∈ S3 = {! : R!¿−logb 3;−∞¡ I!¡+∞}, it
follows that the Dirichlet series (3.20) is convergent in the half-plane S3. Furthermore, since
lim
R!→+∞
b−! = lim
R!→+∞
b−(R!+iI!) = lim
R!→+∞
[b−R!(cos(I! ln b)− i sin(I! ln b))] = 0;
we have
lim
R!→+∞
g(!) = lim
R!→+∞
[
(b−)−1 + 4b−! +
∞∑
n=2
dnb−n!
]
= (b−)−1:
This completes the proof of Theorem 6.
4. Analytic solutions
Having knowledges about the auxiliary equations (3.12) and (3.14), we are ready to give analytic
solutions of (1.5).
Theorem 7. Suppose that either 0¡ ||¡ 1 or assumptions in Theorem 3 hold. Then equation
(1.5) has an analytic solution x(z) of the form x(z)=y(y−1(z)) in a neighborhood of the number
()−1 where y(z) is an analytic solution of Eq. (3.12). Furthermore, if 0¡ ||¡ 1 then there is
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a constant M such that
|x(z)|6 ||−1 + 1
2M
in a neighborhood of ()−1; while if assumptions in Theorem 3 hold and the positive constant !
is greater than 12 , then
|x(z)|6 ||−1 + 1
25!+1
∞∑
n=1
1
n2!
in a neighborhood of ()−1.
Proof. In view of Theorems 2 and 3, we may @nd an analytic solution y(z) of form (3.15) in a
neighborhood of the origin. Since y′(0) =  	= 0, the function y−1(z) is analytic in a neighborhood
of the point y(0) = ()−1. If we now de@ne x(z) by y(y−1(z)), then
x′(z) = y′(y−1(z)) (y−1(z))′ =
y′(y−1(z))
y′(y−1(z))
=
1∑m
j=0 cjy(
jy−1(z))
=
1∑m
j=0 cjx
[j](z)
as required. Furthermore, if 0¡ ||¡ 1 then, in view of Theorem 2,
|x(z)|= |y(y−1(z))|6 ||−1 + 1
2M
and then, in view of Theorem 3,
|x(z)|= |y(y−1(z))|6 ||−1 + 1
25!+1
∞∑
n=1
1
n2!
;
both of which are valid in a neighborhood of ()−1. The proof is complete.
Knowing existence of analytic solutions of (1.5), we can take an alternate route to calculate an
analytic solution as follows. Assume that x(z) is of the form
x(z) = x
(
1

)
+ x′
(
1

) (
z − 1

)
+
1
2!
x′′
(
1

) (
x − 1

)2
+ · · · :
It suMces to determine the derivatives x(n)(()−1) for n= 0; 1; 2; : : : : First of all,
x
(
1

)
= y
(
y−1
(
1

))
= y( · 0) = 1

and
x′
(
1

)
=
1∑m
j=0 cjx
[j](()−1)
= :
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Next, by di$erentiating (1.5), we see that
x′′(z) =−c0 +
∑m
j=1 cjx
′(x[j−1](z))x′(x[j−2](z)) : : : x′(x(z))x′(z)
(
∑m
j=0 cjx
[j](z))2
;
implying that
x′′
(
1

)
=−
m∑
j=1
cjj+1:
Similarly,
x′′′
(
1

)
=23

 m∑
j=0
cjj


2
+2
m∑
j=1
cj


m∑
j=0
cj3j−1 +
m∑
j=0
cj2j +W (j − 1)
j−2∑
t=1
m∑
j=0
cj2j+t

 ;
where W (0)=W (1)= 0 and W (s)= 1 for s=2; 3; : : : : By inductive arguments, it is not diMcult to
show that x(n)(()−1) can be found in similar manners. An analytic solution can thus be found.
Theorem 8. Suppose that conditions in Theorem 5 hold. Then Eq. (1.5) has an analytic solution
x(z) of the form x(z) = g(g−1(z) + ) in a neighborhood of z = (e)−1, where g(z) is an analytic
solution of Eq. (3.14) such that x((e)−1) = (e)−1.
Proof. In view of Theorem 5, we may @nd an analytic solution g(z) of Eq. (3.14) in the half-plane
S! = {! : Re!¡ ln !;−∞¡ Im!¡+∞}, and the function g−1(z) is analytic in a neighborhood
of the point limRe z→∞ g(z) = 1=(e). If we now de@ne x(z) by g(g−1(z) + ), then
x′(z) = g′(g−1(z) + ) (g−1(z))′ =
g′(g−1(z) + )
g′(g−1(z))
=
1∑m
j=0 cjg(g
−1(z) + j)
=
1∑m
j=0 cjx
[j](z)
and
x
(
1
e
)
= g
(
g−1
(
1
e
)
+ 
)
= lim
Re z→−∞ g(z) =
1
e
as required. The proof is complete.
Theorem 9. Suppose that conditions in Theorem 6 hold. Then Eq. (1.5) has an analytic solution
x(z) of the form x(z) = g(g−1(z) + ) in a neighborhood of z= (e−)−1 where g(z) is an analytic
solution of Eq. (3.14) such that x(1=(e−)) = 1=(e−).
We omit the proof of this theorem since it is similar to that of Theorem 8.
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