The parietal operculum, particularly the cytoarchitectonic area OP1 of the secondary somatosensory area (SII), is involved in somatosensory feedback. Using fMRI with 58 human subjects, we investigated task-dependent differences in SII/OP1 activity during three familiar speech production tasks: object naming, reading and repeatedly saying "1-2-3." Bilateral SII/OP1 was significantly suppressed (relative to rest) during object naming, to a lesser extent when repeatedly saying "1-2-3" and not at all during reading. These results cannot be explained by task difficulty but the contrasting difference between naming and reading illustrates how the demands on somatosensory activity change with task, even when motor output (i.e., production of object names) is matched. To investigate what determined SII/OP1 deactivation during object naming, we searched the whole brain for areas where activity increased as that in SII/OP1 decreased. This across subject covariance analysis revealed a region in the right superior temporal sulcus (STS) that lies within the auditory cortex, and is activated by auditory feedback during speech production. The tradeoff between activity in SII/OP1 and STS was not observed during reading, which showed significantly more activation than naming in both SII/OP1 and STS bilaterally. These findings suggest that, although object naming is more error prone than reading, subjects can afford to rely more or less on somatosensory or auditory feedback during naming. In contrast, fast and efficient error-free reading places more consistent demands on both types of feedback, perhaps because of the potential for increased competition between lexical and sublexical codes at the articulatory level.
Introduction
Speech production is supported by a complex multilevel neural system which includes somatosensory and auditory processing of the spoken word during and after articulation. Activation related to somatosensory processing during articulation is observed in the lateral posterior part of the secondary somatosensory cortex (Guenther et al., 2006) known as secondary somatosensory area (SII)/OP1 (Eickhoff et al., 2006a) , where responses increase when articulations are longer (Baciu et al., 2002; Shuster and Lemieux, 2005) , slower (Binder et al., 2005) , or less familiar (Wilson et al., 2009) . Interestingly, SII/OP1 responses are suppressed during some speech production tasks (Borden, 1979; Keller, 1987; Bookheimer et al., 1995; Dhanjal et al., 2008) . This has been interpreted as an efficient adaptation process (Eliades and Wang, 2008) because it maximizes the somatosensory response when speech production becomes error prone, for example, in noisy environments, during perturbed feedback, or when producing novel or less familiar articulations (Golfinopoulos et al., 2011; Simmonds et al., 2011) . The mismatch between the experienced somatosensory response and that expected from the intended speech output can then be used for on-line error correction.
Our study pursued an answer to the following question: if SII/OP1 activation increases in error-prone contexts, why is it greater for reading object names than naming the same objects in pictures (Bookheimer et al., 1995) , given that reading is faster and less error-prone than object naming? One possibility is that more somatosensory activity for reading might reflect: (1) greater articulatory and acoustic variability in the presence of phonemic competition (McMillan et al., 2009; McMillan and Corley, 2010) , particularly when written words have conflicting lexical and sublexical motor commands (Hennessey and Kirsner, 1999) ; (2) more attention to somatosensory responses to ensure that any acoustic variability in the output is minimized; or (3) suppression of somatosensory processing during object naming because, in the absence of conflicting sublexical influences, somatosensory activity can be predicted at the point of lexical retrieval, and is not required to fine tune the acoustic output. To summarize, we are proposing that precision in the speech output is primarily controlled at an articulatory/somatosensory stage during reading, but an earlier lexical retrieval stage during object naming. Reduced somatosensory activity during more semantic tasks would explain why SII/OP1 activity is less for narrative speech than counting (Dhanjal et al., 2008) or syllable repetition (Brownsett and Wise, 2010) .
To investigate which brain areas might be influencing somatosensory activation, we searched the whole brain for regions where activation increased or decreased, across subjects, in proportion to that in the secondary somatosensory cortex. We anticipated that the identified areas might be: (1) left frontal, middle temporal, or posterior parietal areas involved in the semantic mediation of speech production (Hope et al., 2014) ; (2) primary somatosensory regions of the postcentral gyrus where tactile and proprioceptive representations of articulation are likely to be coded (see discussion by Guenther et al., 2006) ; and/or (3) the auditory cortices involved in auditory feedback (Zheng et al., 2013) , given the tradeoff between somatosensory and auditory feedback that has been observed in a behavioral study when both auditory and somatosensory feedback were altered (Lametti et al., 2012) .
Materials and Methods
This study was approved by the London Queen Square Research Ethics Committee. All subjects gave written informed consent to participate in this study.
Experiment 1
Subjects. Fifty-eight right-handed native English speakers participated (33 females, 25 males, aged 29.6 Ϯ 19 years). They had normal or corrected-to-normal vision, and had no history of neurological or psychiatric disorders.
Experimental design. All stimuli were derived from a set of 192 objects with three to six letter common names with regular spelling to sound relationships: 33 objects had three letter names (cat, bus, hat), 65 had four letter names (ship, bell, frog, hand), 58 had five letter names (teeth, camel, snake), and 36 had six letter names (spider, dagger, button). During two separate scanning sessions, subjects were asked to: (1) name pictures of familiar objects, (2) read aloud their written names, and (3) repeatedly say "1-2-3" in response to meaningless pictures of unfamiliar symbols or unfamiliar non-objects. During each of the two sessions, there were four different blocks of each condition, with 12 stimuli per block presented as triads (3 stimuli at a time) every 4.5 s (i.e., total duration per block ϭ 18 s). To be able to characterize both activations and deactivations in the parietal operculum, six blocks of fixation (14.4 s per block) were also included. For the reading and object naming conditions, triads of stimuli were constructed where there was no obvious semantic relationship between the three different items in the triad (e.g., slide, axe, cup). Accuracy of vocal responses during all conditions was recorded with a MRI-compatible microphone. To minimize artifacts from head motion and airflow caused by the mouth opening and closing, subjects were instructed to produce vocal responses with minimal mouth movement. A sound cancellation system allowed us to identify the accuracy of vocal response. Stimulus presentation was via a video projector, a front-projection screen, and a system of mirrors fastened to a head coil. Additional details about the paradigm and stimuli can be found in our previous work (cf. Josse et al., 2008; .
MRI acquisition. Experiments were performed on a 1.5T Siemens system (Siemens Medical Systems). Functional imaging consisted of an EPI GRE sequence (TR/TE/Flip ϭ 3600 ms/50 ms/90°, FOV ϭ 192 mm, matrix ϭ 64 ϫ 64, 40 axial slices, 2 mm thick with 1 mm gap). Functional scanning was always preceded by 14.4 s of dummy scans to ensure tissue steady-state magnetization. Anatomical T1-weighted images were acquired using a three-dimensional modified driven equilibrium Fourier transform sequence (TR/TE/TI ϭ 12.24 ms/3.56 ms/530 ms, matrix ϭ 256 ϫ 224, 176 sagittal slices with a final resolution of 1 mm 3 ).
fMRI data analysis. Data processing and statistical analyses were performed with the Statistical Parametric Mapping SPM5 software package (Wellcome Trust Centre for Neuroimaging, London UK; http://www.fil.ion.ucl.ac.uk/spm/). All functional volumes were spatially realigned, unwarped, normalized to MNI space using the unified normalization-segmentation procedure of SPM5, and smoothed with an isotropic 6 mm FWHM Gaussian kernel, with resulting voxel size of 2 ϫ 2 ϫ 2 mm 3 . Time-series from each voxel were high-pass filtered (1/128 Hz cutoff) to remove low-frequency noise and signal drift. The preprocessed functional volumes of each subject were then submitted to a fixedeffects analysis, using the general linear model at each voxel. Each stimulus onset was modeled as an event in condition-specific "stickfunctions" with a duration of 4.32 s per trial and a stimulus onset interval of 4.5 s. The resulting stimulus functions were convolved with a canonical hemodynamic response function, which provided regressors for the linear model. For each subject, we generated a contrast image that summarizes the activation level during each condition relative to fixation.
Parcellation of the parietal operculum. The SII region is mainly located on the upper bank and parietal operculum of the Sylvian sulcus, and is defined as the ventral part of a large sensory association cortex of the parietal lobe (Caselli, 1993) . Several subdivisions (or areas) have previously been identified in SII (Disbrow et al., 2000; Eickhoff et al., 2007; Hinkley et al., 2007) . Here we defined these areas using the probabilistic cytoarchitectonic maps that are available in the MNI space within the Anatomy Toolbox in SPM8 (v1.7; Eickhoff et al., 2005) . Specifically, four parietal opercular areas in each hemisphere, labeled OP1, OP2, OP3, and OP4, are included in the toolbox (Eickhoff et al., 2007) . Areas OP1, OP3, and OP4, but not OP2, are considered to be part of human SII (see discussion by Eickhoff et al., 2007) although other work has shown significant somatosensorial responses in OP2 as well (Burton et al., 2008) .
OP1 is located at the lateral-posterior part of the parietal operculum and is equivalent to area SII of nonhuman primates. OP4 is located at the lateral-anterior parietal operculum and immediately ventral to the primary somatosensory region and is considered to be the homolog of the parietal-ventral area of nonhuman primates. OP3 is located at mesialanterior parietal operculum and is considered to be equivalent to the ventral somatosensory area of nonhuman primates. OP2 is located at the mesial-posterior part of the parietal operculum and is considered to be the homolog of the parieto-insular vestibular cortex of nonhuman primates (Eickhoff et al., 2006b) . Figure 1 illustrates the location of SII in respect to other anatomical landmarks and its different subdivisions.
It is worth noting that previous studies have used functional localizers to identify relevant SII voxels, for example using voluntary jaw/tongue movement tasks (Dhanjal et al., 2008; Simmonds et al., 2011; Geranmayeh et al., 2012) . Here we investigated signal change in the whole SII region, as defined anatomically above. Although all our analyses were performed across the whole brain, we were particularly interested in speech production related signal changes in subdivisions OP1, OP3, and OP4 ( Fig. 1 , voxels shown in red).
Movement artifacts and data quality. It has been shown that speech production can cause artifacts during fMRI data acquisition (Yetkin et al., 1996; Birn et al., 1998) . We have therefore optimized our procedures to minimize their impact. This included instructing all subjects to move their mouth as little as possible while speaking, the use of short block durations of 18 s (Soltysik and Hyde, 2006) , unwarping during data preprocessing to correct artifacts caused by the interaction between head motion and geometric distortion (Andersson et al., 2001) , and excluding any session with any motion parameter more than the size of 1 voxel (3 mm). Under these methodological conditions, we were able to identify robust activations during speech production; for a discussion see Heim et al. (2006) .
We also conducted a systematic examination of motion parameters during each condition/task. This ad hoc analysis aimed to test whether the experimental conditions (reading, naming, and saying "1-2-3") differed systematically in their susceptibility to head motion artifacts. During realignment, each EPI image was transformed via a six-parameter rigidbody transformation, three translation and three rotation parameters, so as to be as similar as possible to the first image in the time series. Using these parameters after detrending, we computed an interscan displace-ment (ISD) as an average path length (D'Esposito et al., 1999) for each condition, with ISD computed separately for translation and rotation parameters (Yoo et al., 2005 ). An ISD value reflects the average 3D Euclidean distance (in mm) between two consecutive EPI volumes. For each subject, ISD values were averaged over the two sessions for each task (naming, reading, saying "1-2-3" and fixation). As illustrated in Figure 2 , ISD values were comparable across tasks, although slightly higher for naming. The ISD values were strongly correlated between tasks (e.g., r ϭ 0.87 between naming and reading), which means that when subjects moved a lot during one condition they also tended to move a lot during the other conditions. Perhaps more importantly, the amount of head motion during each task ( Fig. 2) did not reflect or mirror the taskdependent activation in SII regions (see Results, below).
Second-level condition-dependent analyses. The contrast images of each of our three speech production conditions (i.e., naming, reading, and repeatedly saying "1-2-3") relative to fixation, from each of the 58 subjects' first-level analyses, were entered into a second-level ANOVA analysis (i.e., random-effects analysis). From this second level analysis, we generated statistical parametric maps of the t statistic at each voxel SPM{t} for condition-dependent activation differences with the expectation that we would observe deactivation for speaking relative to fixation. Statistical comparisons are reported at a threshold of p Ͻ 0.05 FWE-corrected for height across the whole brain. We investigated the influence of age on these effects because previous work has shown that speech production may differ between old and young adults (Sörös et al., 2011; for review, see Mortensen et al., 2006) .
Second-level covariance analysis. The aim of this analysis was to search over the whole brain for regions where activation increased across our 58 subjects in proportion to deactivation in the somatosensory cortex. Practically, the effect size (parameter estimate) in the voxel showing the most significant deactivation in the somatosensory cortex SII was extracted in each individual subject for each condition (naming, reading and repeatedly saying "1-2-3"). These effects were then entered as regressors in a repeat of the second-level analysis described above. This allowed us to search the whole brain for voxels where activation varied in proportion to that in the seed region (in SII), and to determine how such a relationship depended on the type of task. The aim was to identify regions that were functionally related to the seed region; for a similar rationale, see .
In-scanner behavioral data. Although we were able to monitor and record in-scanner accuracy both on line (during scanning) and off line (checking the recordings), the recording apparatus was not set up to measure speech latencies (RTs). It was started manually by the operator and did not indicate the exact start of each scan or the onset of the stimulus. We can therefore only measure time from the onset of one vocal response to another. This is not informative because the interstimulus interval was kept constant. Thus, faster response times from stimulus onset to speech onset were cancelled out by more time from speech onset to next stimulus. Last but not least, the stimuli were grouped into triads (3 stimuli per trial/ event) and thus speech onset for each individual stimulus could not be extracted. To examine whether and how the effects identified in the first experiment (above) were modulated by in-scanner response times, we included data from a second Experiment (see Experiment 2: validation in an independent sample with inscanner RTs, below) that also allowed us to replicate the results of the main experiment, in a new cohort of participants.
Experiment 2: validation in an independent sample with inscanner RTs
This experiment aimed to test:(1) whether brain responses in bilateral SII varied with speech latencies (Do faster subjects suppress SII more?), and (2) whether the strength of the covariance between SII and other brain regions interacted with RTs (Is covariance strongest in subjects with faster latencies?). The participants were 55 healthy subjects (age: 43 Ϯ 17 years, 23 males, 32 females) in whom in-scanner RTs were measured during overt object naming. The subjects in this new sample were older than our original 58 subjects (t ϭ 4.0, p Ͻ 0.001, df ϭ 111). They were visually presented with pictures of two objects at a time. In the first scanning session, they decided whether the two objects were semantically related (e.g., pirate-boat) or unrelated (barrel-deer). In the second scanning session, the task was to overtly name both objects that were always semantically unrelated (e.g., pirate-deer). Only the data from the second scanning session are considered in the current paper. Data from both sessions have already been reported in a recent report (Sanjuán et al., 2015) . There were four blocks of stimuli in each scanning session. Each block presented five different pairs of objects (at a rate of one pair every 5 s and stimulus duration of 1.5 s). Each block of object stimuli was followed by a block of fixation. In the second (naming) session of interest, half the objects had been seen in the previous (semantic decision) session but in a different pair. Repeated and novel items were presented in different blocks so that the effect of novelty/repetition could be investigated on object naming activation. The first and fourth blocks presented pictures of objects that had been seen in the previous (semantic decision) session. The second and third blocks presented pictures of objects that had not been seen in the previous session. Stimulus onsets and the participant's spoken responses were recorded via a noise-cancelling MRI microphone (FOMRI IIITM, Optoacoustics). To compute the reaction times, we used an adaptive window moving average filter that was tailored to each subject. The optimal window length (i.e., the width that maximally smoothed the audio stream) was based on a portion of the audio file collected during rest. After smoothing the whole audio recording, we defined the onset of speech as a rise in the absolute amplitude of the smoothed audio stream beyond 1.5 SD from the mean.
Functional images were acquired from a Siemens 3T scanner, with a 12-channel head coil, using a gradient-echo EPI sequence (TR/TE ϭ 3080 ms/30 ms; flip angle ϭ 90°; matrix size ϭ 64 ϫ 64; FOV ϭ 192 ϫ 192 mm, slice thickness ϭ 2 mm, interslice gap ϭ 1 mm). Each functional run consisted of 66 scans, including five "dummy scans" to allow for T1 equilibration effects. All data analyses were conducted using standard routines, as in the first experiment, using SPM12. First level, subject specific, fixed-effect analyses modeled each stimulus onset as a single event. For the naming session, there were four regressors of interest, which corresponded to the correct responses in each of the four stimulus blocks. Three extra regressors modeled the instructions, incorrect or "other" (self-corrected, delayed, or no-response) trials. Contrast images for the four regressors of interest (correct trials Ͼ fixation averaged across block) were then entered into the second level analysis, which focused on replicating the effects observed in the first experiment. We focused on whether the BOLD response in bilateral SII was deactivated. Then we repeated the same analysis, using the BOLD signal in the deactivated SII area as a covariate, specifically checking whether decreases in SII activity covaried with increased activity in the same region(s) as the first experiment. Having replicated the effects of the first experiment, we could then investigate whether they correlated with inscanner response times.
Results

Experiment 1: in-scanner performance
In the first fMRI experiment, a response was considered correct when all three stimuli in a triad were read/named correctly. Over our 58 healthy controls, accuracy across sessions was on average 91 Ϯ 9% for object naming, 99 Ϯ 1% for word reading, and 100% for saying "1-2-3," with subjects making more errors during naming than reading (Wilcoxon signed rank test: p Ͻ 0.001). Increased errors for object naming could be a consequence of: (1) timing constraints because the interstimulus interview was not sufficient for 3 different naming responses, (2) failures to select a lexical phonological representation related to the picture, or (3) in-accurate pronunciation. A detailed analysis of performance during object naming revealed that 83% of all naming errors corresponded to trials where subjects failed to name the third stimulus (36%) or the third response was uncertain or incorrect (47%). In all these cases, the other two stimuli were correctly named. This suggests that the majority of the errors during object naming were the consequence of time constraints. Indeed, it takes longer to retrieve phonological representations from the semantic content of pictures than to read aloud written words that are facilitated by nonsemantic links between orthography and phonology.
Experiment 1: deactivations confined to bilateral SII/OP1
As predicted, speech production decreased activation in bilateral SII relative to fixation (Fig. 3) . This was observed in a large lateral cluster in the inferior parietal cortex (cytoarchitectonic areas PF/ PFop) and the postcentral gyrus extending ventrally to area OP1 at x ϭ Ϫ60, y ϭ Ϫ28; z ϭ 24 and x ϭ 60, y ϭ Ϫ26, z ϭ 30, in left and right hemispheres, respectively (Fig. 3B, coronal slices) . These coordinates correspond to those that Guenther et al. Table 1 at MNI: x ϭ Ϫ62, y ϭ Ϫ28, z ϭ 32; x ϭ 66, y ϭ Ϫ24, z ϭ 35). The extension of the effects beyond the cytoarchitectonic maps (Eickhoff et al., 2006a) in the dorsal and posterior direction is consistent with that reported in (Dhanjal et al., 2008) .
No other deactivations were seen in other parietal opercular areas, including OP3 and OP4 even at lower thresholds. Thus, somatosensory deactivation relative to fixation was limited to lateral SII/OP1 foci, bilaterally. Figure 3C illustrates the task effects at these SII/OP1 foci, demonstrating that deactivation was significant during naming (Z-score ϭ 4.6 and 5.4, for left and right OP1, respectively) and for repeatedly saying "1-2-3" (Zscore ϭ 4.8 and 3.2, for left and right OP1, respectively) but not during reading aloud. The difference between (de)activation during naming and reading (i.e., "reading Ͼ naming") at the same Figure 2 . Top, Bar graphs of the mean ISD (in mm) over subjects for each task when using detrended translation and rotation parameters that are derived from the six-parameter rigid-body transformation during realignment. Error bars represent the SD. N, Naming; R, reading; S, saying "1-2-3"; F ϭ fixation. Bottom, A scatter plot of ISD for reading against naming (left) and reading against saying "1-2-3" (right). This is based on the translation parameters; a similar profile for rotation parameters was also observed (data not shown here). The ISD values were strongly correlated between tasks (r Ͼ 0.8, p Ͻ 0.001). Each dot represents the ISD value of one subject. The solid gray line represents the diagonal "y ϭ x." OP1 coordinates was also highly significant: Z-score ϭ 4.7 and 5.6, in left and right OP1 respectively, p Ͻ 0.05 FWEcorrected). This task-specific effect was highly consistent at the individual subject level (Fig. 3D ) and was not significantly influenced by age ( p Ͼ 0.05 uncorrected).
Experiment 1: strong negative covariance between SII/OP1 and the right auditory cortex The second-level covariance analysis used both left and right SII/OP1 of Figure 3 as seed regions for naming and reading tasks. The only region to show significant across-subject negative covariance with left OP1was located in the right auditory cortex in the superior temporal sulcus (STS) at [x ϭ 56, yϭϪ18, zϭϪ8]; see Figure 4A . The significant negative covariance with left OP1 that was observed during object naming (Zscore ϭ 5.1, p Ͻ 0.05 FWE-corrected for multiple comparisons across the whole brain) was not observed during either reading or repeatedly saying "1-2-3" (p Ͼ 0.05 uncorrected). The effect of task (object naming versus reading) on the relationship between left OP1 and auditory cortex was significant at p Ͻ 0.001 uncorrected (Zscore ϭ 3.5). When the seed region was located in right OP1, there was no significant relationship with activity in either left or right STS (p Ͼ 0.05 uncorrected). Figure 4 illustrates the task-dependent activation in left and right STS, as well as the relationship between activation in each SII/OP1 region and each STS region during naming and reading.
Experiment 2: validation in an independent sample with inscanner RTs
In-scanner RTs did not vary across blocks of the naming session (p Ͼ 0.05 uncorrected). Area SII (Ϫ48, Ϫ25, 23; Z-score ϭ 5.4) was most deactivated in the context of the first block of novel items (Block 2) and this effect survived significance at p Ͻ 0.05 FWE-corrected across the whole brain. Negative covariance between SII and right auditory cortex was also strongest for Block 2 with a local peak at (51, Ϫ22, Ϫ10) where activity increased as that in left SII decreased (Z-score ϭ 2.84), and this cluster was also highly activated during object naming (Z-score ϭ 4.7).
To investigate how these effects were related to RTs, we correlated mean correct naming RTs for Block 2 only (in-scanner accuracy ϭ 94%, in-scanner naming RTs ϭ 1.29 Ϯ 0.2 s) with activation in left SII and right STS. We also compared the strength of covariance between these regions for the 28 subjects with faster RTs (range, 0.95-1.28 s) Figure 3 . A, A 3D-rendering illustrating the location of the suppressed responses in left and right SII/OP1 (black clusters) in relation to the activated production system (in white, defined during the simple production task of saying "1-2-3.") B, Projection of the peaks (at p Ͻ 0.05 FWE-corrected) of the deactivated clusters (in black) on the cytoarchitectonic maps. The abbreviations of the different areas are defined from the Anatomy toolbox. C, The bar graphs show the effect size at each peak in left and right SII/OP1 during the three production tasks. N, Naming; R, reading; S, saying "1-2-3." D, A scatter plot showing the signal in SII/OP1 being consistently more suppressed during naming than reading in the majority of subjects (i.e., each point represents 1 subject, and the majority subjects falls above the diagonal line shown in black). a.u., Arbitrary unit. and the 27 subjects with slower RTs (range, 1.31-1.66 s) using a two-tailed Z-test performed on the Fisher's Z-transformed correlations. The effect of RTs was not significant in any of these analyses, though we note that there was a trend (p ϭ 0.14, two tailed) for covariance to be stronger across participants with faster RTs.
Discussion
This study sought to explain why more somatosensory activation has been reported for tasks that are less error prone when the prevailing theories of somatosensory function predict more activation for more error prone tasks (Borden, 1979; Keller, 1987; Ventura et al., 2009; Golfinopoulos et al., 2010; Behroozmand and Larson, 2011; Chang et al., 2013) . First, we replicated prior evidence (Bookheimer et al., 1995) that somatosensory activity in SII/OP1 is higher for reading (less error prone) than object naming (more error prone). We also found that SII/OP1 activity for repeatedly saying "1-2-3" was less than reading but more than naming. This cannot simply be explained by the demands on semantic processing, which are stronger for naming and reading than saying "1-2-3." Nor can it be explained by "automaticity," which is greatest for saying "1-2-3" and least for naming.
To investigate the brain regions, and their processing functions, that might explain SII/OP1 activation, we searched the whole brain for areas where activation increased or decreased proportionately with somatosensory activity during object naming. This allowed us to explicitly test whether SII/OP1 activity was: (1) inversely related to areas involved in the semantic mediation of speech production, consistent with SII/OP1 suppression being greatest when semantic mediation was high; (2) positively related to SI of the postcentral gyrus (Guenther et al., 2006) ; and/or (3) inversely related to activity in the auditory cortices as would be expected if there was a tradeoff between somatosensory and auditory feedback (Lametti et al., 2012) .
This covariance analysis revealed one highly significant effect in the right STS, where activation was higher during object naming when activation in left SII/OP1 was lower. This relationship was not observed during reading or saying "1-2-3." The same right STS region (ϩ54, Ϫ18, Ϫ6) has been associated with auditory feedback during speech production (Zheng et al., 2010) in an experiment that found increased activation at these coordinates when auditory processing was perturbed by introducing conflict between the expected auditory input (i.e., the speech production response) and the actual auditory input (noise). Our covariance analysis therefore provided evidence that SII/OP1 activity during object naming is more suppressed when auditory responses are high (Lametti et al., 2012) . In contrast, we did not find evidence that SII/OP1 suppression was related to activity in any other areas including those previously associated with semantic processing or motor output.
The tradeoff between auditory and somatosensory feedback during speech production was previously demonstrated in behavioral experiments that altered somatosensory and auditory feedback while subjects repeated a simple speech utterance (Feng et al., 2011; Lametti et al., 2012) . Interestingly, the amount of compensation for each perturbation depended on the preferen- Figure 4 . A, Illustrates the location of the right STS cluster (black voxels) where activation increased in proportion to deactivation in SII/OP1. The white surround shows activation related to speech production (saying "1-2-3"). B, The bar graphs illustrate the responses profile in both left and right STS during the three production tasks. N, Naming; R, reading; S, saying "1-2-3." As shown, activation is higher for reading than naming in both right and left STS (Z-score ϭ 2.3 and 1.8, respectively). C, Illustrates the scatter plots of the signal in left and right SII/OP1 against the signal in left and right STS during naming (black dots) and reading (open squares). Each point in the scatter plots represents one subject (i.e., the scatter plots are for illustration purposes only). A significant relationship across subjects was only observed between left SII/OP1 and right STS during naming. There is no clear relationship between the signal in left SII/OP1 and left STS or between right SII/OP1 and both left and right STS, regardless of task. a.u., Arbitrary unit.
tial reliance that individuals showed for either somatosensory, auditory feedback or both during speech production (Lametti et al., 2012, their Fig. 8) . Those who were more reliant on auditory feedback failed to adapt to the somatosensory disturbances, while those who were more reliant on somatosensory feedback ignored the auditory perturbation. Lametti et al.'s (2012) behavioral study is therefore consistent with what we observe here: subjects with low activation in a somatosensory area (SPII/OP1) had high activation in an auditory processing area (right STS), whereas those with high SPII/OP1 activation showed low activation in right auditory cortex. The three key differences between studies are that we: (1) provide the neuroanatomical substrates for the previously reported behavioral effect, (2) demonstrate that this compensatory relationship is task-dependent because it is observed during object naming but not during reading or saying "1-2-3," and (3) observe a tradeoff between somatosensory and auditory activity even when feedback was not experimentally distorted as by Lametti et al. (2012) .
As we did not find any evidence, in Experiment 2, that naming response times were faster or slower with higher or lower SII/OP1 activity or with stronger covariance between left SII/OP1 and right STS, we have no indication of which type of feedback strategy might be more efficient (i.e., somatosensory, auditory, or both). Plausibly the strategy used depends on individual differences, with no noticeable effect on processing speed. Alternatively, (1) between-subject variance in mean naming responses may have been insufficiently precise to detect differences in speech performance at the individual stimulus level, or (2) speech performance may have been at ceiling for all our healthy nativespeaking participants. We therefore plan, in future, to explore how the somatosensory-auditory processing tradeoff during naming is influenced by between group differences in speech proficiency; e.g., those speaking in a first or second language or those who have developmental delay or acquired damage to the speech production network. We could also investigate how somatosensory and auditory processing (in SII and right STS) tradeoff within an individual subject during the naming task, and whether such a tradeoff influences response times in that individual. The neural mechanisms supporting such a tradeoff could be investigated with effective connectivity analyses that measure how the different regions influence each other and how these inter-regional interactions are modulated by response times or task.
With respect to the neuroanatomical substrates for the tradeoff in somatosensory and auditory activation, we observed a striking lateralized and cross-hemisphere relationship. Namely, activity in left SII/OP1 was inversely correlated with activity in right STS, while there was an absence of such a relationship between left SII/OP1 with left STS, right SII/OP1 with right STS or right SII/OP1 with left STS (Fig. 4C) . Although further investigations are required to understand such lateralized effects, we speculate that the right hemisphere (STS and SII/OP1) might be more involved when speech is predictable whereas the left hemisphere is more involved when speech is unfamiliar or needs monitoring. In the auditory cortices, evidence for this conjecture comes from a recent study (Ylinen et al., 2014) that found activity in the right but not left auditory cortex to be suppressed when the same auditory stimulus is repeated during covert speech rehearsal. In contrast, activity in the left auditory cortex increased when there was a mismatch between the auditory stimulus and covert speech. In SII, evidence comes from findings that left SII at x ϭ Ϫ68, y ϭ Ϫ26, z ϭ 30 is more important for processing unfamiliar pseudowords than familiar words (Roux et al., 2012) , whereas right SII (x ϭ 64, y ϭ Ϫ28, z ϭ 34) is more activated (less suppressed) for words than pseudowords (Mechelli et al., 2003) . Thus in both studies, activation in the left hemisphere was increasing with unexpected/unfamiliar feedback, whereas activation in the right hemisphere was increasing with predictable feedback.
Putting these results together with our own findings supports the following hypothesis: when left hemisphere somatosensory cortex increases its response to aberrations in speech output, the auditory signal becomes less relevant which decreases the response in right STS. In contrast, when the left somatosensory cortex is less responsive, the auditory signal becomes more relevant which increases responses in right STS. This relationship between STS and SII/OP1 is anatomically plausible because it can be mediated by many heteromodal connections that exist between auditory regions and SII (Cappe and Barone, 2005; Hackett et al., 2007; Smiley and Falchier, 2009) ; however, further studies are required to determine how the relationship between SII/OP1 and STS is established. Finally, with respect to why the tradeoff between activity in somatosensory and auditory feedback areas was detected during naming but not reading, we note that both systems (bilateral SII/OP1 and bilateral STS) were more activated for reading than naming (Figs. 3C, Fig. 4B ). This suggests that both systems were engaged for fast and efficient reading but naming involved variable contributions from one system or another. Specifically, reading may need to engage both feedback systems to resolve competition between conflicting phonemic information that can potentially arise at the articulation level from coactivation of lexical and sublexical orthographic to phonological mappings. By contrast, for object naming, somatosensory activity can be predicted at the point of lexical retrieval, probably because monitoring may primarily take place at the lexical level. The level of phonemic competition during reading and naming may also depend on the context (e.g., naming novel and repeated items in Experiment 2). Reading in Experiment 1 may also have been particularly susceptible to phonemic competition because it required the production of three unrelated words in rapid succession. By measuring acoustic and articulatory variation in speech responses (McMillan et al., 2009; McMillan and Corley, 2010) , future studies can provide insight into the different task-and context-dependent monitoring mechanisms.
In conclusion, our findings demonstrated that task-dependent responses in SII/OP1 may reflect the contribution of many different factors, the most significant of which is the relative contribution of both somatosensory and auditory feedback mechanisms. In particular, we show that both feedback systems are more engaged by reading than picture naming even when the motor outputs are controlled, and during picture naming different individuals show a preference for using one system over the other. Future work needs to investigate how both suppressed and nonsuppressed parietal opercular areas interact during speech production, how SII/OP1 interact with other subnetworks of the feedback system (Parker Jones et al., 2013; Zheng et al., 2013; Simmonds et al., 2014) , and how this would vary with learning, expertise, and experimental context. For instance, previous developmental studies have suggested more reliance on sublexical reading and greater feedback mechanisms in children who were learning to read compared with skilled adult readers (Ratner et al., 1964; Borden, 1979; Awaida and Beech, 1995; Green et al., 2002; Shiller et al., 2010; MacDonald et al., 2012) . The relative involvement of the somatosensory and auditory feedback systems may also show substantial changes when the speech production system is damaged in adults.
