The method of generalized projections is used to design pure-amplitude diffraction holograms that generate gray-scale images. Two algorithms are presented: the direct method nonlinearly constrains the hologram transmittance to the range of real values in [0,1]; the indirect method constrains the transmittance values to the real axis and linearly transforms the resulting values to the range [0,1]. Digital amplitude holograms were simulated by quantizing the amplitude holograms resulting from the indirect method. Performance is demonstrated with objective measures (error, efficiency, and variance) as well as with subjective comparison of images. Test images included a photographic quality image of Lena, a uniform intensity spot array, and a binary amplitude block text image.
INTRODUCTION
In this paper we address the following problem: What distribution of amplitude a(x) is needed in the transmittance function of a pure-amplitude hologram or spatial light modulator to generate a far-field light intensity I(u)? Here, x is the displacement vector in the plane of the hologram, and u is the displacement vector in the Fourier, or image plane. We examine both continuous and quantized amplitude holograms. With the increasing interest in diffractive optics, [1] [2] [3] [4] [5] this problem complements pure-phase hologram design. 6, 7 Wyrowski approached the pure-amplitude hologram design problem by using an iterative algorithm. 8, 9 In this paper we apply the method of generalized projections. We also address a second constraint in which the hologram is divided into N c nonoverlapping cells, within which the amplitude a(x) is constant.
Hologram design has been applied to optical imaging 10 and uniform intensity spot array generation 11, 12 and could be used for optical computing 13 and photonic switching.
14 For example, it could serve as the basis for a reconfigurable optical interconnection device 15 as in a general parallel iterative optical processor. 16 This type of problem is also of interest in the areas of antennas, radio-wave propogation, and radar. 17, 18 For example, it appears in adaptive antennas. 19 Stated mathematically, the problem addressed here is as follows: Given a prescribed intensity I(u), find a real function a(x) that satisfies
where ⍀ is the support of the hologram. We make the usual scalar optics approximations, i.e., paraxial optics, and spatial details much larger than the wavelength of light. 20 The constraint on the real a(x) requires that a͑x͒ ͓0, 1͔ for all x ⍀.
Nonlinear integral equations of the type shown in Eq. (1) are generally not solvable by the iterative procedure of Ladweber 21 or its derivatives, the Gerchberg 22 and Papoulis 23 algorithms.
The method of convex projections 24 is also not applicable because the constraint in Eq. (1) cannot be expressed as a convex set. To solve this problem, we use the method of generalized projections. 25 The remainder of this paper is organized as follows: Section 2 briefly reviews the method of generalized projections; Section 3 presents two design algorithms and the relevant projection operators; Section 4 shows the results of computer simulations when this method was applied to three test images; and Section 5 contains our conclusions.
METHOD OF GENERALIZED PROJECTIONS
A very brief review of the method of projections is given below; additional details can be found in Refs. 26 and 27. An early application of an iterative algorithm that uses biplanar constraints for hologram design is furnished in Ref. 28 .
A. Convex Projections
A fundamental concept in image restoration is that the signal or image to be restored, f, is known to lie in M given sets C i (i ϭ 1, 2, ..., M), where each of the sets represents a constraint on the image. A method for restoring f when all the sets are convex is given by the method of projection onto convex sets. This algorithm 24 is given as
where f 0 is arbitrary and
This algorithm is known to converge to a point in C 0 ϭ പ iϭ1 M C i , provided that C 0 is not empty and 0 Ͻ i Ͻ 2.0. When i ϭ 1 for all i, Eq. (3) is referred to as a pure-projection algorithm. In Eq. (4) T i is called a relaxed projector, and P i is the projector that maps an arbitrary L 2 signal h to its nearest neighbor in C i .
B. Generalized Projections
If one or more of the sets C i is nonconvex, then the convergence of the algorithm given in Eq. (3) is not guaranteed, and the algorithm can stagnate at a local minimum, often called a trap. Nevertheless, the algorithm for M ϭ 2, i.e.,
is useful for image restoration because it satisfies a restricted type of convergence related to the summed distance error (SDE), defined as follows. For any vector g in L 2 , the SDE, denoted by J(g), is given by
The SDE is the sum of distances from g to the two sets C 1 and C 2 . Note that J(g) у 0, and J(g) ϭ 0 if and only if g C 1 പ C 2 . An important characteristic of the recursion given in Eq. (5) is the set distance reduction (SDR) property described in the following theorem.
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Theorem: The recursion given in Eq. (5) has the property
for every 1 and 2 that satisfy
where ⌫(f n ) (not given here in general because of its lengthy form) depends only on the latest estimate f n and on the operators P 1 , P 2 . 27 Because ⌫(f n ) у 1, the pureprojection algorithm f nϩ1 ϭ P 1 P 2 f n , resulting from Eqs. (3) and (4) when i ϭ 1, for i ϭ 1, 2, always exhibits the SDR property. In words, Eqs. (7) and (8) say that as long as the algorithm is restricted to two projections (or relaxed projections), it is guaranteed to not diverge.
PURE-AMPLITUDE HOLOGRAM DESIGN: PROJECTION OPERATORS
A. Image-Plane Constraint: Prescribed Magnitude Method The prescribed image pixel magnitude method, discussed in Ref. 6 , is summarized here. The constraint set related to this method is C PM , the set of all complex-valued functions having the prescribed Fourier magnitude M(u). Thus,
where the double-sided arrow indicates a Fourier transform pair. It is straightforward to show that C PM is nonconvex, and we omit this demonstration. The projection of an arbitrary function g(x) onto C PM is
where
. In each iteration, the projection operator in Eq. (10) 
The constraint set that corresponds to the pure-amplitude hologram design problem is C PA , which can be written mathematically as
where ⍀ c is the complement of ⍀. Note that the set C PA can be written as the intersection of N c ϩ 1 sets
where C FS is the set of all functions having finite support ⍀ and C PA,i are given by
In Ref. 29 we show that C PA,i is convex and that the projection of an arbitrary function f (x) onto C PA,i is given by
where f Ri
and f R (x) denotes the real component of f (x). The projection P PA,i f (x) is implemented by (1) discarding the imaginary part of f (x), (2) replacing the real part of f (x) by an average over ⍀ i , and (3) constraining this average to the range [0, 1] by clipping all values outside the range. The discrete implementation of this algorithm replaces the integration over ⍀ i with a summation. The projection operator P PA is thus implemented as P FS ⌸ iϭ1 N c P PA,i , where
However, because all of the operators act independently, effectively operating on nonoverlapping regions of the projected function ⍀ i and ⍀ c , they can be simultaneously applied. With respect to the SDR property, P PA counts as a single projection operator.
Indirect Method: The Pure-Real-Hologram Constraint
This method consists of two steps and is detailed in Section 4. In the first step, the method of generalized projections is used to find a continuous amplitude hologram that generates the prescribed image-plane magnitude, with no restriction on the amplitude range of the hologram. The second step scales the real hologram so that each cell has an amplitude in the range [0, 1].
As with the direct method, the real hologram is divided into N c nonoverlapping cells, with the ith cell having support ⍀ i . The transmittance function of the hologram h(x) within each cell has a constant value r i , which is restricted to the set of real values (not necessarily positive). The support of the hologram is given by
The constraint set that corresponds to the pure-realhologram design problem is C PR , which can be written mathematically as
where R is the set of real numbers. Note that the set C PR can be written as the intersection of N c ϩ 1 sets
where C FS is the finite support constraint set introduced above and C PR,i are given by
In Ref. 29 we show that C PR,i is convex and that the projection of an arbitrary function f (x) onto C PR,i is given by
where f Ri is defined in Eq. (15) . The projection P PR,i f (x) is realized by discarding the imaginary part of f (x) and replacing the real part of f (x) by an average over ⍀ i . The projection operator P PR is thus implemented as P FS ⌸ iϭ1 N c P PR,i , where P FS was defined in Eq. (16). As with P PA , P PR counts as a single projection operator with respect to the SDR property.
COMPUTER SIMULATIONS
In this section we present the results of several computer simulations that use the methods described above. A set of performance measures are defined. Three types of image were used in the experiments: a photograph-quality image of Lena, a uniform intensity spot array, and white block text on a black background.
A. Generalized Projection Algorithms

Direct Method
The steps of the pure-amplitude-hologram design algorithm are as follows:
1. Begin with an initial transmittance function f 0 (x) ϭ 1. Initialize k ϭ 0. 
Compute
, the projection onto the pure-amplitude hologram constraint set. Increment k so that k⇐k ϩ 1.
5. If k р k max , then go to step 2; otherwise stop. The constant k max is chosen to be large enough that there is negligible change in f k (x) for k Ͼ k max . In practice, k max ϭ 100 was always large enough.
The direct method can be modified to generate discrete amplitude holograms by replacing P PA with a quantized amplitude projection operator that we shall denote P QA . It can be shown that the application of P QA is equivalent to the application of P PA , followed by the quantization of each resulting amplitude in ⍀. Because the direct method produced unacceptable results for all experiments performed, details of the quantized algorithm are not presented here. The interested reader is referred to Ref. 29.
Indirect Method
The indirect method of pure-amplitude-hologram design is detailed as 1. Follow the five steps in the direct method, replacing P PA by P PR in step 4 such that there is no restriction on the amplitude range of the pure-real hologram.
2. Scale the real hologram so that each cell has an amplitude in the range [0, 1].
3. For discrete amplitude holograms, quantize the amplitudes to the set of Q uniformly distributed values, ͕n/(Q Ϫ 1), n ϭ 0, 1, ..., Q Ϫ 1͖.
Step 2 is achieved by replacing the real f (x) that results from step 1 with the scaled value
where f min and f max are the minimum and the maximum values, respectively, of f (x) over all x ⍀. A remark is in order: because of the hard-clipping of values to the range [0, 1], the direct method does not maintain the relationship of gray levels among the pixels, whereas the indirect method does. Hence we intuitively expect superior results from the latter. Indeed, such was the case.
B. Performance Measures
The far-field efficiency , particularly important in spotarray generation, is defined as the ratio of the energy that illuminates the receivers to the total summed light energy in the image plane (far field). Mathematically, is defined as
where I D is the set of desired indices corresponding to the image-plane pixels that we wish to illuminate. Note that indicates the percentage of far-field energy that is distributed as desired. However, the total far-field energy represents only a fraction of the energy illuminating an amplitude hologram. A measure of the energy absorbed by the hologram is the total efficiency, T , defined as
where E in is the total energy illuminating the hologram. We expect that for inherently lossy pure-amplitude holograms, both and T will be small versus efficiencies obtainable with pure-phase holograms. 6, [10] [11] [12] Although it is well known that the mean square error alone is often not a useful measure, to provide an objective quality measure that augments the subjective images, we use the normalized mean squared error (NMSE), defined by
where F(u) is the complex image generated by the algorithm, M(u) is the prescribed image magnitude, and the scale factor ␣ is given by
It is not difficult to show from Eqs. (24) and (25) that the NMSE can be rewritten as 
where the inner product in Eq. (26) is given as
ʈM͑ u͒ʈ 2 ͗M͑u͒,M͑u͒͘, (28) and likewise for ʈF(u)ʈ 2 . Hence, when ͉F(u)͉ is proportional to M(u) (highly desirable), the NMSE is zero. On the other hand, when ͉F(u)͉ is orthogonal to M(u) (highly undesirable), the NMSE is unity, i.e., a 100% error.
For some applications, such as spot arrays and block text, we would like to illuminate various regions of the image plane with uniform intensities. This uniformity is measured by the normalized variance of the peaks, 2 , defined by
where N D is the number of elements in I D , and 
C. Simulation Results
Photographic Image: Lena
In the first experiment, the amplitude hologram design algorithms were used to generate a photographic image of Lena. Because amplitude holograms generate far-field intensity patterns (i.e., ͉F(u)͉) with odd quadrant symmetry (͉F(u)͉ ϭ ͉F(Ϫu)͉), we used a symmetric far-field pattern consisting of a 127 ϫ 127 Lena image and its twin image. All far-field pixels outside the two images were assigned an intensity of zero. The entire image field was contained in a 256 ϫ 256 array with 256 prescribed gray levels uniformly distributed between black and white. Figure 1(a) shows the prescribed intensity function, and Fig. 1(b) shows the Lena portion of the prescribed intensity function. Figure 2(a) shows the Lena portion of the far-field intensity pattern that is generated by a continuous pureamplitude hologram designed by the direct method. The poor subjective quality of this image led to the formula- tion of the indirect method. Figure 2(b) shows the image generated by the continuous amplitude indirect method. The subjective quality of this image is excellent because the constraint sets intersect. In addition, for any real initial condition f 0 (x), the algorithm converges to the solution after one iteration. In these figures, the dc peak is purposely blocked and the contrast in the 127 ϫ 127 image is optimized without the dc peak to minimize the NMSE, as given in Eqs. (24) and (25) .
The rapid convergence can be understood by examining the projection algorithm. The algorithm begins with an initial transmittance function f 0 (x) of unity within the support of the hologram ⍀. Next, the magnitude of the Fourier transform F(u) is constrained. Then, the imaginary component of f (x) is set to zero. Because the prescribed magnitude function has odd quadrant symmetry, the imaginary component is already zero. After this point in the algorithm, the functions do not change. This convergence is guaranteed for any arbitrary real f 0 (x). Figure 3 shows the quantized amplitude results from the indirect method for Q levels, where Q ϭ 1024, 512, 256, and 128. The subjective quality for Q ϭ 1024 is, in our opinion, excellent. As Q is reduced to 512, quantization noise is (barely) noticeable. The Q ϭ 256 result has visible degradation. As Q is reduced to 128, the subjective quality is unacceptable.
The NMSE values for the Lena images listed in Table 1 are calculated without the dc peak since it adds nothing to the quality of the image. As with the subjective quality, the NMSE is excellent for Q ϭ 1024, 512, and 256, but degrades significantly when Q is reduced to 128. This can be explained by considering the relative frequency of the amplitude of the continuous hologram. When the amplitudes are normalized to the range [0, 1], over 90% of the amplitude values fall in the range [0.268, 0.277]. For Q ϭ 128, all of these values will be mapped to one of two quantization levels. This suggests a large error due to the coarse quantization of the majority of the values, which is reflected as a noisy far-field image.
Uniform Intensity Spot Arrays
Another important application of diffraction holograms is the generation of uniform intensity spot arrays. In this application, the diffraction hologram converts an incident monochromatic plane wave into a two-dimensional matrix of uniform intensity spots in the far field. Such a device can be used to uniformly illuminate a matrix of optical devices with a single source. In a related application, a coherent laser beam that is modulated by an information signal can be broadcast to an array of receivers. Because amplitude holograms attenuate the incident light, they are generally not well suited for applications in which efficiency is to be maximized. Pure-phase holograms, on the other hand, transmit 100% of the source optical power. 6, 30 Wyrowski addressed the design of efficient amplitude holograms in Ref. 9 . The amplitude holograms designed here suffer in efficiency, as expected, due to attenuation and a large amount of energy at dc, on the other hand, their variance is quite excellent.
Because of the symmetry property of amplitude holograms, we restrict our experiment to spot arrays having odd quadrant symmetry. Figure 4 shows the prescribed intensity pattern for the 4 ϫ 4 array of spots, with N c ϭ 64. Figure 5 shows the far-field intensity patterns that result with the indirect method for Q ϭ ϱ (continuous amplitude), 64, 16, and 8. In these images, the dc peak is allowed to saturate as a white square in the upper left-hand corner.
Performance measures for the uniform intensity spot array results are listed in Table 2 , where the dc peak is included in the computation of the efficiency but not in the computation of the NMSE or variance. The NMSE agrees with the subjective quality of the images, remaining very good for Q of 16 or above and degrading for lower values of Q as the energy spreads to the alternating farfield pixels.
Note that the variance is exactly zero for all values of Q, indicating that the intensities of the spot array are perfectly uniform. The perfect uniformity provides motivation for using amplitude holograms even though their efficiency is low, as anticipated. The low values of NMSE combined with the low values of indicate that the vast majority of the energy in the far field is lost in the dc peak.
Binary Amplitude Block Text
In the third experiment, we generated the block letters ''IIT'' in white on a black background. The prescribed intensity pattern is shown in Fig. 6, with N c ϭ 1024 . The results from the indirect method for Q ϭ ϱ, 64, 32, and 16 are shown in Fig. 7 . Again the dc peak is allowed to saturate in the upper left-hand corner. The subjective quality remains excellent as Q decreases to 32 but degrades significantly as Q reaches 16 or less.
Performance measures for the block text experiments are listed in Table 3 , where again the dc peak is included in the computation of the efficiency but is not included in the computation of the NMSE or the variance. The NMSE agrees with the subjective quality, maintaining negligible values for Q larger than 16 and degrading as Q is reduced to 16. The variance of the peaks measures the uniformity of the intensities of the far-field elements that constitute the text. This measure is consistent with the NMSE: excellent for Q above 16 and steadily degrading as Q decreases. Similar to the spot-array results, the consistent uniformity motivates use of amplitude holograms despite their low efficiency. As in the spot-array experiment, most of the far-field energy is lost to the dc peak. When Q is reduced to 16 or less, some of the farfield energy leaks into the background of the text and is visible as noise. Note that here, and T are computed with use of only one quadrant of the far-field image in Fig. 7 . 
CONCLUSIONS
The method of generalized projections is used to design pure amplitude diffraction holograms that generate grayscale images. Two algorithms are presented. 
