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The carrier envelope phase (CEP) jitter of isolated attosecond pulses (IAPs) is theoretically and
experimentally investigated based on the assumption that a significant contribution originates from
the measurable CEP jitter of the driving laser. By solving the time-dependent Schro¨dinger equation,
it is demonstrated that the attosecond CEP jitter of IAPs is minimized when the driving pulse is
near its Fourier limit but with slightly negative chirp. Although, at present the utilization of the
CEP of IAPs has limited applications, understanding and characterization of the CEP jitter of IAPs
is the first step towards exact control of the electric field of extreme ultraviolet (XUV) pulses.
PACS numbers:
I. INTRODUCTION
Stabilization of the carrier-envelope phase (CEP) of
femtosecond laser pulses has revolutionized the field of
strong-field physics enabling the electronic response of
matter to be controlled and measured within one optical
cycle [1]. In the past 20 years considerable effort has been
carried out to actively stabilize the CEP of mode-locked
oscillators [2] or passively for optical parametric ampli-
fiers [3]. Subsequent chirped-pulse amplification (CPA)
of these femtosecond pulses, at a lower repetition rate,
requires a separate slow-loop feedback to stabilize the
CEP. The remaining CEP jitter of these amplified pulses
is dominated by the CPA process through thermal, beam-
pointing and mechanical fluctuations [4] and can be mea-
sured using various techniques [5, 6]. An important ap-
plication of these CEP stabilized femtosecond pulses is
the generation of isolated attosecond pulses (IAPs) us-
ing high-harmonic generation (HHG) [7, 8]. However,
the question arises to which extent the CEP jitter of the
driving pulse affects the CEP jitter of the correspond-
ing HHG-based IAP which may present an operational
limit to the shortest attosecond pulses demonstrated so
far [9–11].
In a typical attosecond setup using amplitude gating
for HHG [12], the adjustment of the optical phase and the
CEP of the driving laser pulses is usually done by a pair
of wedges. Controlling the dispersion by these wedges
generates near Fourier-transform-limited driving pulses.
Provided the wedges are thin, small changes of the dis-
persion are treated as CEP control while neglecting the
higher order dispersion terms, resulting in a change of
the CEP over a range of a few pi rad.
In this work, we investigate this widely used concept
with a complete treatment of the dispersion introduced
by the wedges even for small changes in the absolute dis-
persion. The dependence of the HHG spectrum on the
amount of dispersion given by the wedge position, cen-
tered around the Fourier-limited pulse, is called a ”CEP-
scan”. In the past, changes in the CEP have been used
to identify the half-cycle cutoff (HCO) positions which
are extremely sensitive to the CEP and can additionally
be used to measure the CEP extremely accurately [13].
The characteristic features of HCOs have been further
investigated using quantum mechanical calculations by
solving the ab initio time-dependent Schro¨dinger eqation
(TDSE) in the single-active electron (SAE) approxima-
tion [14].
Furthermore, theoretical studies are carried out to ob-
tain the dependence of the CEP stability of IAPs on the
measured CEP jitter of the driving laser pulses. We
demonstrate that the CEP-scan technique can be used
not only to identify wedge positions for maximum IAP
bandwidth corresponding to near Fourier-limited driving
laser pulses, but also and more importantly, for minimum
CEP jitter of the IAPs. With respect to current devel-
opments towards the single-cycle limit of driving laser
pulses [15–18], we believe that adequate control of the
attosecond pulse is required and we demonstrate a first
approach to stabilize the attosecond pulse formation by
dispersion engineering for exremely short driving laser
pulses.
II. CEP-SCAN
We use a CEP-stabilized sub-6 fs few-cycle Ti:Sa-laser
system to generate isolated attosecond pulses by ampli-
tude gating and spectral filtering of the HHG cut-off re-
gion [19]. The CEP defines the form and the length of
the continuum region at the cut-off [20]. Experimentally,
the CEP is controlled by a pair of wedges introducing
either a positive or negative chirp to a Fourier-limited
pulse by material dispersion. The CEP stabilization and
control are realised with a f-to-0f interferometer in the
oscillator and a f-to-2f interferometer in the amplifier av-
eraging over 30 shots. For this laser system, the CEP
jitter was measured to be 60 mrad. A neon-gas filled
hollow-core fiber spectrally broadens the pulses and a set
of chirped mirrors compresses the octave spanning spec-
trum to Fourier-transform-limited pulses of 5.9 fs. For
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FIG. 1: Left panel: Comparison of the CEP-scans obtained through TDSE calculations (a) and in the experiment (c), where
calculations are based on the spectral and temporal shape for the 5.9 fs pulse measured in the experiment (intensity of
4 · 1014 W/cm2). The cut-off energy calculated with the intensity model is given by the red dashed lines. The dotted blue
lines are the half-cycle cut-offs. The intensity profiles at E = 79 eV photon energy from both the TDSE calculations (solid
green line) and experiment (solid orange line) are compared in (b) (adapted from [19]). Right panel: a CEP-scan comparison
between TDSE calculations (d) and experiment (e) (adapted from Frank et al. [12]) for a 4 fs pulse.
HHG, the beam is focused into a neon filled target with
a propagation length of ≈ 2 mm. HHG spectra were
recorded over many CEP periods as shown in Fig. 1c),
with a slit grating spectrometer to identify the highest
cut-off energy in the HHG spectrum.
A. CEP-Scan: Simulations
Classical and quantum mechanical simulations includ-
ing the full dispersion of the wedges (CEP-scans) were
performed and compared with the experimental results.
First, the HHG process is modeled classically using the
intensity model (see [19]), where the linear polarized laser
electric field is expressed as:
E(t) = EL(t) cos (ω0t+ φD), (1)
where EL(t) is the time-dependent field envelope and ω0
is the carrier frequency. The CEP of the driving laser
is described by φD. For few-cycle pulses, the electric
field extrema vary significantly in amplitude for adja-
cent half-cycles, leading to different cut-off energies in
the HHG process. Interference of the half-cycle trajecto-
ries leads to a modulation of the spectrum. A continuum
is generated, where no interference occurs. The classi-
cal cut-off depends linearly on the ionization potential
of the medium (Ip) and the instantaneous intensity (I):
Ecut = 3.17Up + Ip, so Ecut − Ip ∝ λ2I [21]. Therefore,
the following simple relation for the energy range of the
continuum is given as
Econtinuum = (Ecut − Ip) | Imax1 − Imax2 |
Imax2
, (2)
where Imax1 and Imax2 are the values of the intensity
maxima of the two neighboring half-cycles contributing
to the highest energy part of the HHG process. The
CEP dependency leads to values between zero for sine-
like pulses and a maximum for cosine-like pulses. Second,
the classical HCO model is a similar approach, but ex-
pands to all local field extrema [13]. With this model, the
impact of the individual half cycles of a few-cycle pulse
leads to localized features in the harmonic spectrum con-
nected to the individual half-cycles of the driving pulse.
Third, for the quantum mechanical simulations, the
electron dynamics leading to HHG is described by using
the time-dependent Schrdinger equation (TDSE). TDSE
calculations in single-active electron (SAE) approxima-
tion with intensity averaging were carried out, revealing
a strong impact of the spectral phase on the HHG cut-off
3behavior [14]. A deviation from the spectral phase of a
Fourier-transform-limited pulse leads to a reduced cut-off
energy and shorter continuum.
For the simulations, the spectral and temporal shape
of the initial pulse Ein(t) for φD = 0 rad is taken from the
experiment measured with a SEA-F-SPIDER [22] and is
Fourier transformed into the frequency domain together
with the dispersion introduced by the wedges. In the
following we distinguish between a pure CEP shift de-
noted as φCEP and a CEP shift introduced by disper-
sion (CEP-scan) denoted as φD. Thus, the electric field
E˜(ω) = FT {Ein(t)} is multiplied with an additional
phase term according to φD including the higher order
dispersion. Spectrum and phase are then transformed
back to the time domain. The resulting pulse shape used
for further calculations is given by:
Eout(t) = FT −1
{
FT {Ein(t)}e−iωc n˜(ω)L
}
. (3)
The fused-silica index of refraction is taken from Kita-
mura et al. [23]. According to these values a change of
the propagation distance in glass of L = 28 µm results
in a change of φCEP by pi/2 rad at a carrier wavelength
of λc = 800 nm.
We performed the TDSE simulations in the single-
active electron approximation in a two-dimensional (2D)
model for the neon atom. Absorbing boundary condi-
tions similar to [24] were employed to avoid unphysical
reflections or transmissions at the grid borders. Further
details for the TDSE simulation are discussed in [14].
B. CEP-scan: Comparison of experiment and
simulation results
The comparison between two experimental CEP-scans
and TDSE simulations is shown in Fig. 1. In Fig. 1c), a
CEP-scan from the laser described in section II is given
with a pulse duration of 5.9 fs pulse and an IR intensity of
4 ·1014 W/cm2 in neon. The spectral region below 75 eV
is assigned to the HHG-plateau region. The region above
65 eV is strongly modulated when φD is varied. The less
intense part above 75 eV is assigned to be the cut-off re-
gion, which is used in experiments to generate the IAP.
The cut-off is reproduced with the intensity model indi-
cated by the red dashed line. Fig. 1a) presents the cor-
responding results from the TDSE calculations using the
parameters from the experiment. Experiment and sim-
ulations reveal spectrally shifting HHG lines above the
classical cut-off, which cannot be attributed to a prop-
agation effect as the TDSE calculations do not include
such effects. Line-outs at 79 eV (green and orange solid
lines in Fig. 1a) and c)) compare the simulation to exper-
iment. Without dispersion, the periodicity is expected to
be n·pi rad. However, in a CEP-scan the dispersion is var-
ied and therefore the resulting electric field is not strictly
periodic.
Good agreement with our theory is also obtained for
a CEP-scan taken from Frank et al. [12]. In Fig. 1 d)
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FIG. 2: HHG spectrum for a 3.8 fs pulse at an intensity of
I = 4·1014 W/cm2 for φD = 0 (blue solid line) and the applied
spectral filter (black dash-dotted line), (adapted from [19]).
and e), the simulated spectra and the energy filtered ex-
perimental spectra for a CEP scan are shown, respec-
tively. Note, that the simulations consider a 4 fs pulse
with Gaussian temporal and spectral shape at an inten-
sity of 4 · 1014 W/cm2. In the energy range from 40 to
60 eV of both the experimental and the simulated spec-
tra clear diagonal (φD . 2) and horizontal (φD & 2)
structures are visible, which can be used to determine
φD = 0 rad in the experiment. With these two compar-
isons to experimental data, we rely on the simulations to
extract an absolute φD = 0 rad value for calibration.
III. STABILIZING THE IAP GENERATION
In order to demonstrate optimal IAP generation, fur-
ther calculations are conducted with ideal pulses with
a Fourier-limited duration of 3.8 fs and intensity of
4 · 1014 W/cm2. As an example, a single HHG spec-
trum for such a Fourier-limited driving pulse at φD = 0
is shown in Fig. 2. The black dash-dotted line indicates
the spectral filter that is applied to generate IAPs. The
corresponding temporal shape is given in Fig. 3a) for the
complete CEP-scan, depicting the attosecond bursts.
We investigate the influence of the CEP jitter on the
HHG process by TDSE calculations for 3 positions in
the CEP-scan at φD = −6.4pi rad (negative chirp), φD =
0 rad, and φD = 6.4pi rad (positive chirp) and varying
φCEP in the range ±100 mrad to mimic the jitter of the
laser system without dispersion (see Fig. 3b)). Note, we
assume no further dispersive effects included in φCEP .
For the negatively and the positively chirped pulses, CEP
jitter can lead to the formation of two attosecond pulses
with a probability of ≈50%. Only in the Fourier limited
case (φD = 0, see Fig. 3b) (center)) the additional jitter
of the CEP allows for a single IAP almost over the full
4range of φCEP .
To determine the optimal IAP, we need to consider the
CEP-scan phase φD with the largest IAP peak intensity.
The peak intensity is shown in Fig. 4 a) by the blue
line, while the green crosses indicate the pulse durations
for the different values of φD. The rising edges in the
intensity graph lead to longer IAP durations compared
to the duration at maximum intensities. The shortest
pulse durations can be achieved at the falling edge of
the intensity slopes, but with the drawback of smaller
IAP peak intensity. In the regions close to the intensity
maxima, the pulse durations stay constant.
Next, we consider the spectral phase (GDD) of the
IAPs at distinct positions of φD from −3.0pi rad to
3.0pi rad shown in Fig. 4b). Here, only slight differences
in phase (GDD) are observed around the central pho-
ton energy of the attosecond pulse between 110 eV and
115 eV. At lower and higher photon energies the differ-
ences are more clearly visible. These differences lead to
different temporal pulse shapes, and therefore, slightly
different IAP pulse durations.
The influence of the CEP-jitter of the driving laser
on the CEP of the IAP (φatto) is depicted in Fig. 5.
Five positions from a CEP-scan of the driving laser at
φD = −3pi rad to 1pi rad are considered. For each φD,
the dependence of φatto on driving laser CEP without dis-
persion is calculated (Fig. 5 (left panel)). In each case,
the dependency is found to be approximately linear over
the considered φCEP range; the slopes of the linear de-
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FIG. 3: a) The resulting Fourier transformed CEP-scan IAPs
(in the time domain) calculated on the basis of a 3.8 fs Fourier-
limited pulse duration at φD = 0 by applying the supergaus-
sian filters at Ecenter = 110 eV as shown in Fig. 2. In this
case, CEP phase change φD is introduced by glass wedges
causing additional optical pulse dispersion. The calculated
HHG pulses are shown in a false color representation. The
dashed vertical line represents the φD value with the smallest
IAP CEP jitter. b) Dispersion-free scan (for varying φCEP )
for three chirped pulses at φD = −6.4 rad (left), φD = 0
(center), and φD = 6.4 rad (right), (adapted from [19]).
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left panel, assuming a driving laser CEP jitter from −100 to
100 mrads. For each case, the corresponding φatto-jitter (std.)
in rms is given, (adapted from [19]).
pendency are provided in Fig. 5 (left panel). For the
strongest up- and down-chirp, the slopes are steeper than
the slope at φD = −1pi rad. Corresponding histograms
are generated (Fig. 5 (right panel)) for the CEP jitter
of the IAP (φatto), assuming a CEP-jitter of the driving
laser from −100 to 100 mrads. Clearly in this case, the
choice for maximum IAP intensity at φD just below 0 (see
Fig. 4 a)) does not achieve the minimum possible CEP
jitter of the IAP at φD = −1.2pi rad (see dashed line in
Fig. 3 a) and 4 a)). Thus, the CEP jitter of the IAP,
∆φatto, is smallest for slightly negative chirped pulses.
5IV. DISCUSSION
We demonstrate the possibility to optimize the driv-
ing laser’s spectral phase φD to generate ideally sta-
ble attosecond pulses using TDSE simulations including
dispersion-free jitter φCEP . We found CEP-scan regimes
of the driving laser pulse, where an additional jitter may
result in the generation of two attosecond pulses of low
intensity. Generally, by changing φD in a CEP-scan, a
value for a theoretical minimum of the CEP jitter of the
attosecond pulses φatto can be identified. This minimum
does not necessarily coincide with the most intense at-
tosecond pulse and therefore a compromise between ideal
CEP stability and intensity must be made. This value is
accessible in the experiment by choosing the correspond-
ing dispersion controlled by the pair of wedges. Accord-
ing to our simulations, a slight negative chirp of -1.2pi rad
yields optimal IAP formation and stability.
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