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Gluing construction of initial data
with Kerr-de Sitter ends
Julien Cortier∗
Abstract
We construct initial data sets which satisfy the vacuum constraint equa-
tions of General Relativity with positive cosmologigal constant. More pre-
silely, we deform initial data with ends asymptotic to Schwarzschild-de
Sitter to obtain non-trivial initial data with exactly Kerr-de Sitter ends.
The method is inspired from Corvino’s gluing method. We obtain here
a extension of a previous result for the time-symmetric case by Chrus´ciel
and Pollack in [10].
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1 Introduction
Let (M, g¯) be a space-time, solution of the vacuum Einstein equations with
cosmological constant Λ. Let M be a spacelike hypersurface of this space-time.
Then the induced Riemannian metric g and second fundamental form k on M
must satisfy the constraint equations :
Φ(g, k) :=
(
R(g)− 2Λ− |k|2g + (trg k)2
2 (divg k − d(trg k))
)
= 0 . (1)
This set of equations is obtained by the Gauss-Codazzi-Mainardi formulas (see
for example [3]), and one immediately notices that these are intrinsic, i.e. depend
only on the induced data on M .
On the other hand, a major result of Choquet-Bruhat in [14] and Choquet-
Bruhat-Geroch in [6] asserts that, given a set (M, g, k) of initial data satisfying
the constraint equations (1), where (M, g) is a Riemannian manifold and k a
symmetric 2-tensor on M , one can then obtain the existence of a space-time
(M, g¯), solution of the vacuum Einstein equations with cosmological constant Λ,
and an isometric embedding of (M, g, k) as a spacelike hypersurface of M such
that g and k are respectively the first and the second fundamental form of the
hypersurface in (M, g¯).
A way of understanding the Einstein equations of general relativity is therefore
to understand the constraint equations themselves. There is already a large
literature that explores the set of solutions of the constraint equations (1). In
particular, two methods have been fruitful, the conformal method on the one
hand, described and used in articles such as [1, 3, 16, 18], and the gluing method
on the other hand, initiated in 2000 by Corvino in [11], and which is at the center
of the present article.
Corvino was able to produce in [11] families of initial data which are time-
symmetric, i.e. of the form (g, 0), with g asymptotically flat, scalar-flat, with
exactly Schwarzchildean ends, without being forced to be globally Schwarzschild
initial data. Moreover, the decay at infinity required for the asymptotically flat
metric to be glued with a Schwarzchildean metric is the same that the one which
ensures that the ADM mass is a well-defined geometric invariant, see also [2].
Such a result is therefore of particular interest in problems such as the proof of
the Positive Mass Theorem, since it makes sufficient to prove the positivity for
metrics which, beyond the assumptions of the Theorem, are also Schwarzschildean
at infinity.
In 2006, the gluing method has been used and improved by Corvino and
Schoen in [12] and by Chrus´ciel and Delay in [7] for the full constraint operator
Φ defined in equation (1), again for asymptotically flat initial data.
Some more recent work has also been done, in the case of a non-zero cos-
mological constant Λ. See [8] for the case Λ < 0 (asymptotically hyperbolic,
1 INTRODUCTION 3
time-symmetric initial data) and [10] for the case Λ > 0, with a result gener-
alized in [9]. All these results are however restricted to time-symmetric initial
data.
In this work, we aim at extending some of the previous results in the case of
a positive cosmological constant to the general initial data (g, k), thus involving
the full constraint operator Φ. The understanding of space-times with positive
cosmological constant is of special interest in astrophysics since observations such
as [24] suggest that our universe enters in this case.
After a study of some properties of the constraint operators, and more par-
ticularly of its linearization evaluated at the Schwarzschild-de Sitter reference
initial data in section 2, we go back in section 3 to the properties of Kerr-de
Sitter space-times already pointed out in [15], in particular their induced initial
data on a spacelike hypersurface. The section 4 aims at constructing a solu-
tion to an auxiliar perturbation problem projected on a suitable linear space
that makes the constraint operator becomes a local diffeomorphism. This linear
space is chosen to be transverse to the cokernel K0 of the linearized constraint
operator, also known as the space of Killing Initial Data (KID). Eventually, the
section 5 focuses on the projection of the problem on K0 by the means of the
global charges associated to the various initial data involved, therefore complet-
ing the proof of Theorem 4.1 stated in section 4. As for gluing problems already
treated in [7,10–12], the key point consists in using a suitable reference family of
initial data (here the Kerr-de Sitter family) parametrized by as many independent
variables as there are dimensions in the space K0.
For the static case of [10], the object of study was the cokernel of the linearized
scalar curvature evaluated at a Schwarzschild-de Sitter metric, which was proved
there to be one-dimensional, and the chosen family of reference metric was merely
the family of Schwarzschild-de Sitter metrics, parametrized by the mass number
m. Here, we will see in section 1 that since the cokernel K0 has dimension 4, so
that one cannot expect to be able to deform general asymptotically Schwarzschild-
de Sitter initial data to initial data with an exactly Schwarzschild-de Sitter end.
Instead, one can only expect to deform it to initial data which have an end being
exactly an element of a reference family of initial data with 4 parameters; here
the family of Kerr-de Sitter initial data plays this role, parametrized by the mass
m and a vector ~a ∈ R3 which is related to the angular momentum.
Acknowledgments The author wishes to thank Piotr T. Chrus´ciel and Marc
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2 Some facts about the constraint operator
Let us write first the constraint equations (1) in a slightly different form:
Φ(g, k) :=
(
R(g)− 2Λ− |k|2g + (trg k)2
2∇i (kij − (trg k)gij)
)
= 0 . (2)
g is here a Riemannian metric on a smooth n-dimensional manifold M , while
k is a symmetric (0, 2)-tensor on M . We are interested in the sequel in the
linearization DΦ(g0,k0) of the operator Φ evaluated at a couple (g0, k0) of initial
data. In particular, the main object of study is its formal L2(g0) adjoint DΦ
∗
(g0,k0)
,
which writes:
DΦ∗(g0,k0)(f, Z) =
(
L∗g0f − 12∇p(kpq0 Zq)g0 + 12∇p(Zpk0)
−1
2
LZg0 + (divg0 Z)g0 − 2fk0 + 2f(trg0 k0)g0
)
, (3)
where L∗g0f is the adjoint of the linearized scalar curvature operator R evaluated
at g0 and computed against f , and whose expression is:
L∗g0f = −(∆g0f)g0 +Hessg0f − fRicg0 ,
where the arguments f and Z are respectively a function and a vector field on
M . The elements (f, Z) of the kernel of DΦ∗(g0,k0) are usually referred to as the
Killing initial data, or KIDs of (g0, k0), see [4] (where this terminology was first
introduced), and [20] for an improvement of this formalism. We are now interested
in the case where the initial data (g0, k0) are the data induced by a Schwarzschild-
de Sitter (SdS) space-time. The space-time metric in local coordinates takes the
form
g¯ = −V (r)dt2 + dr
2
V (r)
+ r2h0 , (4)
where V (r) = f(r)2 = 1 − 2m
r
− r2, and where h0 is the canonical round metric
on the unit sphere S2. This expression is valid on a range (rb, rc) of r where V (r)
is positive, where rb and rc are the two positive roots of V (r).
These space-times are static, so that the initial data induced on the hyper-
surface {t = 0} write on the form (g0, 0). This leads to the simplification
DΦ∗(g0,0)(f, Z) =
(
L∗g0f
−1
2
LZg0 + (divg0 Z)g0
)
. (5)
To compute the kernel of the operator above, one already knows that the functions
f on M such that L∗g0f = 0 form a one-dimensional space when the mass param-
eter m is non-zero, as states the Lemma 3.3 p 647 of [10]. On the other hand, one
has to look for vector fields Z tangent to M such that −1
2
LZg0+(divg0 Z)g0 = 0.
But these are exactly the Killing vector fields for the metric g0, since the equation
above, when computing its trace, reduces to LZg0 = 0. Since the Killing fields of
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g0 form a three-dimensional space, we eventually find that the space of KIDs of
(g0, 0) form a space of dimension 4. In the sequel, we denote this space K0, and
we write it
K0 = Vect (V0, V1, V2, V3) ,
with V0 = (f, 0) where f(r) =
√
V (r), Vi = x
j ∂
∂xk
− xk ∂
∂xj
, for (i, j, k) being a
3-cycle of (1, 2, 3).
We therefore aim at finding a 4-parameter family of space-times in which one
could chose an element to perform a gluing construction with initial data that
asymptote to a spacelike slice of a SdS space-time; a natural candidate for this
family is the Kerr-de Sitter family of space-times.
3 Kerr-de Sitter space-times and their initial
data
3.1 Space-time metric and analytic extension
Kerr-de Sitter metrics, also labeled KdS in the sequel, form a family parametrized
by numbers m and a of solutions of the vacuum Einstein equations with positive
cosmological constant. In the Boyer-Lindqvist local coordinate system, the KdS
metrics take the form:
g¯m,a = ρ
2
(
dr2
∆r
+
dθ2
∆θ
)
+ sin2 θ
∆θ
ρ2
(
adt− (r2 + a2)dϕ
1 + Λa2/3
)2
(6)
−∆r
ρ2
(
dt− a sin2 θdϕ
1 + Λa2/3
)2
,
with
∆r = (r
2 + a2)(1− Λr
2
3
)− 2mr , ∆θ = 1 + Λ
3
a2 cos2 θ , ρ2 = r2 + a2 cos2 θ .
In what follows, we choose sufficiently small values of the parameters m > 0 and
a such that ∆r admits four distinct real roots, which are noted
r1 < r2 < r3 < r4 .
The above coordinates θ and ϕ are usual spherical coordinates on the unit 2-
sphere, while r takes values in the interval (r3, r4) on which ∆r is positive. In
this range of values for r, the metric g¯m,a is Lorentzian, analytic and satisfies the
vacuum Einstein equations in dimension 3+1 with positive cosmological constant
Λ. The above expression in coordinates (t, r, θ, ϕ) gives rise to an apparent singu-
larity at both r = r3 and r = r4. It is however possible to construct an analytic
extension of the metric across the horizons {r = r3} (black hole event horizon)
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and {r = r4} (cosmological event horizon). The construction, already mentioned
in [15], is the following: we define new coordinates u and ϕˆ by:
du = dt+
λ
r − r3dr , dϕˆ = dϕ− µdt ,
where λ and µ are constants to be determined. Then we study the coefficients
of the metric g¯m,a in coordinates (u, r, θ, ϕˆ). In particular, the coefficient g¯rr
becomes:
g¯rr = − ∆r
A2ρ2
λ2
(r − r3)2 (1− aµ sin
2 θ)2 +
ρ2
∆r
(7)
+ sin2 θ
∆θ
A2ρ2
λ2
(r − r3)2 (a− µ(r
2 + a2))2 ,
where we have introduced the constant A := 1+ Λ
3
a2. The first line of ( 7) seems
to have a first-order pole at r = r3, whereas the second line seems to have a
second-order pole there. But when one chooses
µ =
a
r23 + a
2
, (8)
the singularity at r = r3 in ( 7) disappears from the second line of this expression,
whereas the cancelation of the singular part of the first line of the equation
evaluated at r = r3 requires the choice of λ such that
λ2 =
9
Λ2
A2(r23 + a
2)2
(r4 − r3)2(r3 − r2)2(r3 − r1)2 . (9)
One can check that these values also ensure that the other metric coefficients of
g¯ = g¯m,a are also bounded in the neighborhood of {r = r3} in the (u, r, θ, ϕˆ)-
coordinate system.We can therefore analytically extend g¯ to a space-time metric,
solution of the vacuum Einstein equations with cosmological constant Λ on the
whole region {r2 < r < r4}. This region is represented as the union of the two
regions labeled I and II of the diagram of the Figure 1. One can similarly
introduce a new coordinate v instead:
dv = dt− λ
r − r3dr ,
where λ > 0 is again given by the formula (8); the metric coefficients obtained
in the coordinate system (v, r, θ, ϕˆ) are again bounded at r = r3, and g¯ can be
analytically extended through the horizon {r = r3} as done previously (regions
I and III of the diagram of the Figure 1).
It is now tempting to write the metric in coordinates (u, v, θ, ϕˆ) in order to
overlap the two previous extensions, but the metric g¯ becomes degenerate at
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r = r3 in this coordinate system. A classical method ( [5,17,19]) to avoid this is
to set exponential coordinates defined as:
uˆ := ecu , vˆ := −e−cv ,
where c is a constant to be suitably chosen later. The smoothness and non-
degeneracy of the metric g¯ at r = r3 imposes the choice
c =
1
2λ
. (10)
Since r can therefore be expressed as a smooth function of uˆ and vˆ by the identity
uˆvˆ = −(r − r3) ,
we obtain that g¯, initially defined in the region {uˆ > 0 , vˆ < 0 , r3 < r <
r4}, analytically extends to a smooth Lorentzian metric, solution of the vacuum
Einstein equations with cosmological constant Λ to the region {uˆ ∈ R , vˆ ∈
R , r2 < r < r4}, through the horizon {r = r3} which presents there a bifurcation
structure as it also reads {uˆvˆ = 0}. On the diagram of Figure 1, this extended
space-time corresponds to the union of the four regions labeled from I to IV .
One can repeat this process to construct an analytic extension of g¯ across the
cosmological horizon (see [15]) {r = r4}, by choosing again suitable values of the
corresponding constants
µ˜ =
a
r24 + a
2
,
and
λ˜2 =
9
Λ2
A2(r24 + a
2)2
(r4 − r3)2(r4 − r2)2(r4 − r1)2 .
One can further construct analytic extensions across the horizons {r = r2} (“in-
ner” black hole event horizon) and {r = r1} (“inner” cosmological horizon), and,
by induction, we obtain a maximal analytic extension (M̂m,a, gˆm,a) of the initial
space-time (Mm,a, g¯m,a). The Figure 1 shows the extended space-time and the
various horizons.
Remark 3.1. At this stage it is important to note that the above Kerr-de Sitter
metric with parametersm and a has an angular momentum vector ~a = a∂z, hence
directed along ∂z, where z is one of the cartesian coordinates x, y, z with respect
to which the spherical coordinates r, θ, ϕ are defined.
3.2 Induced initial data
From the above Carter-Penrose diagram, one expects that the induced initial
data on a slice Σ := {t = 0} (or more precisely on its analytic extension) are
periodic; we will see later that we can indeed define in a natural way a coordinate
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Figure 1: Carter-Penrose diagram of the Kerr-de Sitter space-time showing causal
relations between various regions of the analytic extension.
Vertical dashed lines represent the locus of the singularity {r = 0, θ = π/2}.
y on R, such that the coordinate r restricted to Σ is a smooth periodic function
of y, taking values in the set [r3, r4].
From now, we will only consider the case Λ = 3; the general case Λ > 0 can
be deduced from that by a scaling. We will denote (˚gm,a, k˚m,a) the initial data on
Σ. In the (r, θ, ϕ)-coordinate system, the induced metric g˚m,a reads
g˚m,a = ρ
2
(
dr2
∆r
+
dθ2
∆θ
)
+
sin2 θ
ρ2(1 + a2)2
(
∆θ(r
2 + a2)2 − a2 sin2 θ∆r
)
dϕ2 ,
and one can check that the coefficients of k˚m,a are zero except krϕ = kϕr and
kθϕ = kϕθ. In particular, we write here the expression of krϕ which will be of use
of later:
krϕ =
am sin3 θ
√
∆θ (a
2(a2 − r2) cos2 θ − r2a2 − 3r4)
ρ3(1 + a2)
√
∆r
√
∆θ(r2 + a2)2 −∆ra2 sin2 θ
, (11)
whereas the expression of the (θ, ϕ)-component is
kθϕ =
4a3m cos θ sin5 θ
√
∆r
√
(r2 + a2)(1 + a2) + 2a2mr sin2 θ
ρ(1 + a2)3
√
∆θ
.
We now aim at making explicit the periodicity property of these initial data.
In the Schwarzschild-de Sitter case, Chrus´ciel and Pollack in [10] showed that the
induced metric on the slice {t = 0},
bm =
dr2
V (r)
+ r2gS2
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is exactly a Delaunay metric of the form
g˚ε = u
4
ε(y)
(
dy2 + gS2
)
,
where y is defined on R, and where uε is a positive solution of
u′′ − 1
4
u+
3
4
u5 = 0 , u(0) = ε = min u ,
with ε belonging to the interval (0, ε¯), with ε¯ =
(
1
3
)1/4
. Note that the number ε
corresponds to the neck size, namely the minimal distance from the rotation axis
of the Delaunay manifold. The positive solutions of this equation are studied by
Schoen in [25] and by Mazzeo, Pollack and Uhlenbeck in [21]. They are shown
to be periodic, with a period depending on ε.
The way to switch coordinates between r and y is there the following:
dy
dr
=
1√
r2 − 2mr − r4 =
1
r
√
V (r)
, (12)
so that y is well defined as a function (elliptic integral) of r on every interval on
which V is positive, in particular on (rb, rc), where rb and rc are the two positive
roots of the polynomial rV (r) = r−2m−r3. On the other hand, one has r = u2ε,
so that r is actually a function of y defined on R, which is moreover smooth,
periodic, even, so that the period is obtained by the formula:
T (ε) = 2
∫ rc
r=rb
dr
r
√
V (r)
.
Note that the parameters m and ε are related by the identity ε2 = rb(m), so that
the period T (ε) varies with the mass parameter m.
We now use a similar approach to find coordinates in which the periodicity
of the Kerr-de Sitter initial data is made obvious. Recall that the Riemannian
metric g˚m,a induced by g¯m,a on Σ writes:
g˚m,a = ρ
2
(
dr2
∆r
+
dθ2
∆θ
)
+
sin2 θ
ρ2(1 + a2)2
[
∆θ(r
2 + a2)2 −∆ra2 sin2 θ
]
dϕ2 ,
so that we set
dy
dr
=
1√
∆r
, ρ2 =: u4a(y, θ) . (13)
This change of variables allows us to define y as a smooth function of r on the
interval (r3, r4) where ∆r is positive. By morevover adding the choice of the
origin r(y = 0) = r3, we also obtain r as an elliptic function of y, which therefore
extends by periodicity and parity to a smooth function defined on R.
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Hence, the metric g˚m,a can be expressed in coordinates (y, θ, ϕ) as
g˚m,a = u
4
a(y, θ)
(
dy2 +
dθ2
∆θ
)
+
sin2 θ
ρ2(1 + a2)2
[
∆θ(r
2 + a2)2 −∆ra2 sin2 θ
]
dϕ2 ,
namely in a periodic metric with respect to y, with period T (m, a) given by the
integral
T (m, a) = 2
∫ r4
r3
dr√
∆r
. (14)
One can likewise write the second fundamental form k˚m,a of Σ in these coordinates
to make it periodic with the same period with respect to y. Note that the period
T (m, a) does vary with m and a, in a continuous way from the formula (14)
above.
4 Construction of deformed initial data
This section, together with the next one, aims at proving the following Theorem
which is the main result in this article:
Theorem 4.1. Let (g, k) ∈ Γ(Met×S2T ∗M) be a pair of initial data on a smooth
non-compact 3-manifold M which solves the constraint equations Φ(g, k) = 0.
Assume that M contains a region M∞ = [R0,∞)× S2 on which the initial data
(g, k) asymptote to the induced initial data (g0, k0) = (bm0 , 0) of a Schwarzschild-
de Sitter space-time of parameter m0. More precisely, we require that the g0-
norms of g − g0 and of k − k0, together with their derivatives up to some finite
order, tend to 0 as y → +∞. Then there exists a number m > 0, a vector ~a in
R3 and a pair of initial data (g˜, k˜) solution of Φ(g˜, k˜) = 0, which coincides with
(g, k) on a compact subset of M and which also coincides with the induced initial
data of a Kerr-de Sitter space-time (˚gm,~a, k˚m,~a) on the complement of a compact
set of M∞.
Here, Met is the space of Riemannian metrics on M .
Let (g, k) satisfy the assumptions of the above Theorem. Without loss of
generality, we will now assume that R0 = 0. We denote T = T (m0) the period of
g0 with respect to the y-coordinate described in the previous section. For every
admissible (m,~a) in R4, every i in N and σ in [0, T ), we start by interpolating,
by the means of a cut-off function, between (g, k) and (˚gm,~a, k˚m,~a) in the region
Ωi,σ, where
Ωi,σ = (iT + σ + δ, (i+ 1)T + σ − δ)× S2 ,
where δ is a constant in (0, T/3). Ωi,σ is therefore a product of an interval of
length T − 2δ with S2. Note in particular that the function f(r) = √V (r)
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remains positive on the compact set Ωi,σ. The interpolation reads:
gm,~a,i,σ := (1− χi,σ)g + χi,σg˚m,~a , (15)
km,~a,i,σ := (1− χi,σ)k + χi,σk˚m,~a ,
and is illustrated in Figure 2. The functions χi,σ are cut-offs, compactly supported
in (iT + σ + δ, (i + 1)T + σ − δ). More precisely, all these cut-off functions are
defined from a single one, whose support is translated: we namely take χi,σ(y) =
χ(y−iT−σ), where χ is a smooth function having values in [0, 1] which is zero on
[0, T/3] and equal to one on [2T/3, T ]. From the asymptotic assumptions on the
initial data (g, k), we will be able to make the image of the interpolated initial
data g′ = gm,~a,i,σ and k
′ = km,~a,i,σ by the constraint operator Φ as small as needed,
provided that one choose a parameter i big enough, and suitable values of m,~a
and σ. But for further analysis, we will need a fixed gluing zone which does not
depend on i. We can avoid this difficulty by defining the following quantities,
Figure 2: Gluing principle.
The initial data (M, g, k) are represented by the curve which asymptotes to the
horizontal line referring to the initial data (Mm0 , g˚m0 , 0). We glue it with initial
data of (Mm,a, g˚m,a, k˚m,a) (represented by the dashed horizontal line) to obtain
(M ′, g′, k′). The gluing zone is located between the two vertical dashed segments.
obtained from a translation of (g, k):
gi,σ(y, θ, ϕ) := g(y + iT + σ, θ, ϕ) ; ki,σ(y, θ, ϕ) := k(y + iT + σ, θ, ϕ) .
We similarly define g˚m,~a,i,σ and k˚m,~a,i,σ from g˚m,~a and k˚m,~a respectively. We also
make the choice
σ := σ(i, T, T ′) := iT ′ mod T ∈ [0, T ) ,
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so that the metrics g˚m,~a,i,σ and g0, periodic with respective periods T
′ and T ,
have the same phase at y = 0, see Figure 3. With this condition on σ, the initial
Figure 3: Illustration of the definition of σ = σ(i, T, T ′).
The fat saw-toothed line represents the reference initial data (g0, 0) which are
T -periodic with respect to the variable y, whereas the thin saw-toothed line
represents the T ′-periodic initial data (˚gm,~a, k˚m,~a).
data (˚gm,~a,i,σ, k˚m,~a,i,σ) do not depend on i and equal (˚gm,~a, k˚m,~a) on Ω. We then
replace gm,~a,i,σ(y) by gm,~a,i,σ(y + iT + σ) and km,~a,i,σ(y) by km,~a,i,σ(y + iT + σ).
The above value imposed to σ makes it depend on i,m,~a. We therefore adopt
the following definitions:
g′ := gm,~a,i := (1− χ)gi,σ + χg˚m,~a , (16)
k′ := km,~a,i := (1− χ)ki,σ + χ˚km,~a .
Hence, the gluing zone, as for the cut-off function, is compactly supported in Ω.
Moreover, Ω¯ is a smooth manifold with boundary ∂Ω = ({δ}×S2)∪({T−δ}×S2).
We take a defining function x of the boundary ∂Ω, for example
x(y) :=
T − 2δ
2π
sin
(
2π
T − 2δ (y − δ)
)
.
Note at this point that the interpolation (g′, k′) satisfies the constraint equation
outside Ω, but has no reason to do so in Ω. However, from a heuristic point of
view, (g′, k′) will be a “good” approximate solution of the constraint equations
for large i. We wish now to find a small perturbation (δg, δk) such that Φ(g′ +
δg, k′ + δk) = 0. However, the fact that the cokernel K0 of DΦ(g0,0) is not trivial
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motivates us to first look at the projection of the problem on a subspace transerve
to K0. We will then use the following classical result, which is a consequence of
the Picard’s fixed point Theorem:
Lemma 4.2. Let Ψ : E → F a smooth map between two Banach spaces E and
F . Let Q : E → F defined by Q(x) = Ψ(x) − Ψ(0) − Dψ(0) · x . Assume that
there exists positive constants q, r0, c such that:
1. ∀x, y ∈ BE(0, r0) , ‖Q(y)−Q(x)‖ ≤ q‖y − x‖(‖x‖+ ‖y‖) ,
2. DΨ(0) is invertible, and the inverse is bounded by c .
Then, for all r > 0 such that r < min
(
1
2qc
, r0
)
, if ‖Ψ(0)‖ ≤ r
2c
, there exists a
unique x ∈ BE(0, r) solution of Ψ(x) = 0.
We wish to apply this Lemma in the following way:
Recall that for all i ∈ N, (m,~a) ∈ R4, (g′, k′) is the interpolation of initial data
as described above. We define Ψi,m,~a : E(g
′) −→ F (g′), by the formula
Ψi,m,~a(N, Y ) := ΠK⊥g′0
e−2s/xΦ ((g′, k′) + (δg, δk)) ,
where
(δg, δk) = Ξe2s/xΞP ∗(N, Y ) ,
E(g′) = K⊥g′0 ∩
(
H˚k+4
x2,es/x
(g′)× H˚k+3
x2,es/x
(g′)
)
and
F (g′) = K⊥g′0 ∩
(
H˚kx2,es/x(g
′)× H˚k+1
x2,es/x
(g′)
)
.
The spaces H˚ l
x2,es/x
(g′) are the weighted Sobolev spaces (with respect to the
defining function x) which are defined in [7]. In what follows, to avoid to many
parameters, we take s = 1/2. We assume that the parameter (not to be confused
with the second fundamental form) k is greater than 3/2, following [7]. More
precisely, k ≥ 0 suffices for having a linear isomorphism DΨi,m,~a, whereas k > 3/2
is required to have Ψi,m,~a well-defined. Here Ξ is the map (u, v) 7→ (x4u, x2v)
(the one that is denoted by Φ in [7]) and P is DΦ(g′, k′), P ∗ its formal adjoint.
E(g′) and F (g′) are Banach spaces. Hence, the maps Ψi,m,~a are well-defined,
differentiable, and, following the notations of [7],
DΨi,m,~a(0, 0) = ΠK⊥g′0
e−2s/xPΞe2s/xΞP ∗ =: Π
K⊥g
′
0
Lx2,es/x ,
hence by the Theorem 3.6 of [7], DΨi,m,~a(0, 0) is an isomorphism between E(g
′)
and F (g′), such that the inverse
‖DΨi,m,~a(0, 0)−1‖F (g′),E(g′) ≤ C (17)
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is bounded independently of i,m,~a for i ≥ i0, (m,~a) ∈ B((m0,~0), δ0), for some
i0 ∈ N and δ0 > 0. On the other hand, for all i,m,~a, Ψi,m,~a is smooth, in
particular is in W 2,∞loc (g0), thus there exists qi,m,~a > 0 and r0,i,m,~a > 0 such that
the condition 1 of the Lemma 4.2 is satisfied:
‖Qi,m,~a(y)−Qi,m,~a(x)‖ ≤ qi,m,~a‖y − x‖
(‖x‖+ ‖y‖) , ∀x, y ∈ BE(g′)(0, r0,i,m,~a) ,
where
Qi,m,~a = Ψi,m,~a −Ψi,m,~a(0, 0)−DΨi,m,~a(0, 0) .
However, we wish to obtain such an inequality, but with constants q and r0 which
do not depend anymore on i and on (m,~a) for i ≥ i0 and (m,~a) ∈ B((m0,~0), δ0),
provided that we have increased i0 and decreased δ0 if necessary.
Proposition 4.3. There exists positive constants q and r0, and i0 ∈ N, δ0 > 0
such that the inequality
‖Qi,m,~a(y)−Qi,m,~a(x)‖F (g′) ≤ q‖y − x‖E(g′)
(‖x‖E(g′) + ‖y‖E(g′))
holds, for all x, y in BE(g′)(0, r0), for all i ≥ i0 and for all (m,~a) such that
|(m,~a)− (m0,~0)| < δ0.
Proof. We will show that we have a uniform convergence of the expression
‖Qi,m,~a(y)−Qi,m,~a(x)‖F (g′)
‖y − x‖E(g′)
(‖x‖E(g′) + ‖y‖E(g′))
towards ‖Q∞,m0,~0(y)−Q∞,m0,~0(x)‖F (g0)
‖y − x‖E(g0)
(‖x‖E(g0) + ‖y‖E(g0))
as (i,m,~a) → (∞, m0,~0), uniformly with respect to x and y in some ball of
radius r0 for the E(g
′) norm, with x 6= y. We start by showing that one has the
above uniform convergence when all the norms are taken to be with respect to
the metric g0. Note that Qi,m0,~0 does not depend on i, so one can write Qi,m0,~0
or Q∞,m0,~0 to express the same quantity. From the definition of Q we can write∣∣‖Qi,m,~a(y)−Qi,m,~a(x)‖g0 − ‖Qi,m0,~0(y)−Qi,m0,~0(x)‖g0∣∣
‖y − x‖g0
(‖x‖g0 + ‖y‖g0) ≤ I + II ,
where
I =
‖(Ψi,m,~a −Ψi,m0,~0)(y)− (Ψi,m,~a −Ψi,m0,~0)(x)−D(Ψi,m,~a −Ψi,m0,~0)(x).(y − x)‖g0
‖y − x‖2g0
,
and
II =
‖ [DΨi,m,~a(x)−DΨi,m,~a(0)− (DΨi,m0,~0(x)−DΨi,m0,~0(0))] .(y − x)‖g0
‖y − x‖g0
(‖x‖g0 + ‖y‖g0) .
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If we denote Ψ = Ψi,m,~a −Ψi,m0,~0, the terms above read
I =
‖Ψ(y)−Ψ(x)−DΨ(x).(y − x)‖g0
‖y − x‖2g0
,
II =
‖ [DΨ(x)−DΨ(0)] .(y − x)‖g0
‖y − x‖g0
(‖x‖g0 + ‖y‖g0) ≤
‖DΨ(x)−DΨ(0)‖g0
‖x‖g0
.
From Taylor-Lagrange inequality, we have
I ≤ 1
2
sup
z∈BE(g0)(0,r0)
‖D2Ψ(z)‖g0 ,
and the right-hand term does not depend on x and y in BE(g0)(0, r0). On the other
hand, we also have II ≤ supz∈BE(g0)(0,r0) ‖D
2Ψ(z)‖g0. So, in order to conclude
this case, we have to prove that supz∈BE(g0)(0,r0)
‖D2Ψ(z)‖g0 goes to 0 as (i,m,~a)
goes to (∞, m0,~0).
Indeed, note that
Ψi,m,~a(z) = ΠK⊥g′0
e−
1
xΦ
(
G′ + F 2e
1
xP ∗z
)
.
We write
sup
z∈BE(g0)(0,r0)
‖D2Ψ(z)‖g0 ≤ III + IV ,
where
III = ‖
(
Π
K⊥g
′
0
− Π
K
⊥g0
0
)
e−
1
xΦ
(
G′ + F 2e
1
xP ∗z
)‖g0
and
IV = ‖Π
K
⊥g0
0
e−
1
x
[
Φ
(
G′ + F 2e
1
xP ∗z
)− Φ(G0 + F 2e 1xP ∗0 z)] ‖g0 .
We show that both expressions go to zero uniformly in z in some ball BE(g0)(0, r0)
as (i,m,~a) tends to (∞, m0,~0). For the expression III, this comes from the fact
that we have the convergence
Π
K⊥g
′
0
W −→ Π
K
⊥g0
0
W (18)
being uniform with respect to W in a neighborhood of 0 in the appropriate g0-
norm as g′ tends to g0. Indeed, recall that K0 is finite-dimensional (dimension 4
in our case). The projection of W on K0 with respect to g0 reads
∑
j〈ej ,W 〉g0ej ,
where
(
ej
)
1≤j≤4
is an orthonormal basis of K0 for the g0-norm, whereas it reads∑
j〈eg
′
j ,W 〉g′eg
′
j when the projection is done with respect to g
′, where
(
eg
′
j
)
1≤j≤4
is the orthonormal basis of K0 with respect to the g′-norm obtained as the Gram-
Schmidt basis from (ej) in the g
′-norm. We wish to show that we have the
convergence eg
′
j towards ej as g
′ → g0 for all j. To do so, consider the map
Θ : (g′, u1, . . . , u4) 7→ (〈uj, uk〉g′)1≤k,l≤4 ,
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defined and smooth for g′ in a neighborhood of g0 and matrices [u1, . . . , u4] being
upper triangular with positive diagonal coefficients. The differential of this map
restricted to the ui-variables writes
D2Θ(g0, e1, . . . , e4) : (u1, . . . , u4) 7→ (〈ej, uk〉g0 + 〈ek, uj〉g0)1≤k,l≤4 ,
in other words, it maps a matrix U = [u1, . . . , u4] to its symmetric sum U + U
T ,
so that its kernel, when restricted to the space of upper triangular matrices, is
trivial. One can therefore apply the implicit function Theorem to Θ, and get
the existence of a neighborhood V0 of (e1, . . . , e4) in (K0)4 and a neighborhood
Ug0 of g0 such that, for (u1, . . . , u4) and g′ in these neighborhoods, one has the
equivalence
Θ(g′, u1, . . . , u4) = I ⇐⇒ ∀j uj = uj(g′) ,
with g′ 7→ uj(g′) being smooth functions of g′. But the left-hand side of the
above equivalence implies that (u1, . . . , u4) is an orthonormal basis of K0 for the
g′-norm, and it is written as a upper-triangular system with positive diagonal
coefficients in the (e1, . . . , e4)-basis: in other words, uj(g
′) coincide with eg
′
j forall
all 1 ≤ j ≤ 4, and the eg′j converge to ej as g′ → g0, as desired. Then, the fact
that the convergence (18) is (locally) uniform with respect to W comes easily
from this fact.
For the expression IV , we note that the projection operator Π
K
⊥g0
0
is contin-
uous (hence bounded) in the g0-norm, so one has
IV ≤ C‖e− 1x [Φ(G′ + F 2e 1xP ∗z)− Φ(G0 + F 2e 1xP ∗0 z)]‖g0 ,
which converges to 0 as (i,m,~a) tends to (∞, m0,~0) uniformly in z in some ball
BE(g0)(0, r0), since the map G
′ 7→ e− 1xΦ(G′) is three times differentiable in a
neighborhood of G0, hence its second derivative is Lipschitz in a neighborhood
of G0 (in suitable g0-norms).
To complete the proof of the proposition, we notice that the norms computed
with respect to g′ and to g0 are equivalent for all (m,~a) in a small neighborhood
of (m0,~0) and i large enough, so that we still obtain the uniform convergence of
‖Qi,m,~a(y)−Qi,m,~a(x)‖F (g′)
‖y − x‖E(g′)
(‖x‖E(g′) + ‖y‖E(g′))
towards ‖Q∞,m0,~0(y)−Q∞,m0,~0(x)‖F (g0)
‖y − x‖E(g0)
(‖x‖E(g0) + ‖y‖E(g0))
as (i,m,~a)→ (∞, m0,~0), uniformly with respect to x and y in some ball of radius
r0 for the E(g
′) norm, with x 6= y, for some r0 > 0. Hence, there exists a constant
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r1 in (0, r0) such that the inequality announced holds for all x, y in BEg0 (0, r1)
and for all i ≥ r−11 .
The above proposition gives us some constants q > 0, r0 > 0, i0 ∈ N and
δ0 > 0 such that the second requirement of the Lemma 4.2 above is fulfilled
independently of (i,m,~a) with i ≥ i0 and |(m,~a) − (m0,~0)| < δ0, so that for
all r < min
(
1
2qC
, r0
)
, if we further have ‖Ψi,m,~a(0)‖F (g′) ≤ r2C . Such r do exist,
provided one, if necessary, increases q and i0, and decreases r0, δ0 > 0, in order
to obtain smaller bounds on the norm of Ψi,m,~a(0).
In other words, for all such (i,m,~a), there exists a (locally unique) pair of the
form (δg′, δk′), such that the equality
Π
K⊥g
′
0
e−1/xΦ ((g′, k′) + (δg′, δk′)) = 0 (19)
holds.
5 Solving the constraint equation
5.1 Projection on the cokernel
At the last section 4, we proved the existence of a pair (g˜, k˜) of initial data which
matches with the original pair (g, k) in a complement of the asymptotic region,
and which coincides with the Kerr-Kottler-de Sitter initial data (˚gm,~a, k˚m,~a) far
enough in the asymptotic region, with an intermediate gluing zone where we have
performed a perturbation of the initial interpolation (g′, k′), so that the perturbed
data (g˜, k˜) pointwise satisfy Π
K⊥g
′
0
e−1/xΦ(g˜, k˜) = 0.
Note that if the kernel K0 were trivial, then the initial data (g˜, k˜) would be
solution of the constraint equations Φ(g˜, k˜) = 0 and we would conclude. However,
the kernel K0 is not trivial, so let us consider the maps
Fi :
B((m0,~0), δ0) ⊂ R4 −→ R4
(m,~a) 7→
(∫
Ω
〈Φ(g˜, k˜), Vµ〉dµg0
)
µ=0...3
, (20)
which are the L2
e1/2x
(g0) projections on K0 of e−1/xΦ(g˜, k˜).
The maps Fi are all well defined for all i ≥ i0 on the ball B((m0,~0), δ0) of R4,
where i0 ∈ N and δ0 > 0 have been obtained in the previous section 4.
We wish to prove the existence, for every integer i large enough, of a couple
(m,~a) close to (m0,~0) and such that Fi(m,~a) = 0; this would provide us with
data (g˜, k˜) whose projection on K0 is zero. Combining this with (19), we would
conclude that Φ(g˜, k˜) = 0. To do so, we will use for the Fi’s the following result,
which is a consequence of the Brouwer fixed point Theorem (see [7], Lemma 3.18):
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Proposition 5.1. Let G : U → V be a homeomorphism between two open sets
U and V of Rd. Let {Gλ}λ∈R be a family of continuous maps U → Rd, which
uniformly converge to G as λ tends to +∞. Then, for all y ∈ V , there exists
λ0 such that the condition λ ≥ λ0 implies that the equation Gλ(x) = y admits a
unique solution xλ.
The remainder of this section is devoted to the computation of the Fi’s, in
order to check that we can apply the proposition, with the parameter i having
the role of λ.
5.2 Global charges
We start this paragraph by deriving the global charges of initial data asymptotic
to a model, following the notations of [22]. If (g0, k0) is the background initial
data and (g1, k1) is “close” to (g0, k0), then, let e := (g1 − g0, k1 − k0) be the
difference between them and let V ∈ K0, one can write∫
Ω
〈Φ(g1, k1), V 〉dµg0 −
∫
Ω
〈Φ(g0, k0), V 〉dµg0 =
∫
Ω
〈DΦ(g0,k0)(e), V 〉dµg0 +Q(V, e) ,
where Q(V, e) :=
∫
Ω
Q(e)V dµg0 and where Q(e) is obtained as
Q(e) = Φ(g1, k1)− Φ(g0, k0)−DΦ(g0, k0)(e) . (21)
Since DΦ∗(g0,k0) is the L
2 formal adjoint of DΦ(g0,k0), one has
〈DΦ(g0,k0)(e), V 〉 = 〈DΦ∗(g0,k0)V, e〉+ divU(V, e) , (22)
and since Φ(g0, k0) = 0 and V ∈ K0, one eventually has∫
Ω
〈Φ(g1, k1), V 〉dµg0 =
∮
∂Ω
U(V, e)(ν)dS +Q(V, e) , (23)
where ν is the outwards unit normal vector of ∂Ω and dS the induced measure on
it, with respect to g0. The global charge associated to V is the boundary integral
term ∂Ω de Ω in the formula (23).
For V = (f, α) ∈ K0, one has the explicit formula (see [22])
U(V, e) = f (div h− d(tr h))− ι∇fh+ (tr h)df + 2 (ιαl − (tr l)α) . (24)
In particular, one notices that this expression is linear with respect to V = (f, α).
5.3 Computation in the Schwarzschild-de Sitter case
In the present case, g0 = bm0 , k0 = 0 (SdS initial date with mass m0), Ω =
(δ, T − δ) × S2. Let us first take g1 = g˚m,~a, k1 = k˚m,~a (KdS initial data with
parameters m,~a), we note h = g1 − g0, l = k1 − k0, in other words e = (h, l).
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For V = V0 = (f, 0), we compute U(V0, e) in the (r, θ, ϕ) coordinate system,
where g0 and g1 are diagonal:
U(V0, e)(ν) = f
2 (grr0 ∂rhrr − ∂r (tr0 h)) + f
(−f 2(∂rf)hrr + (tr0 h)∂rf) ,
or:
U(V0, e)(ν) = f
2
(−∂r(f 2)hrr − ∂r (gθθ0 hθθ + gϕϕ0 hϕϕ))+f (gθθ0 hθθ + gϕϕ0 hϕϕ) ∂rf .
We find that hrr =
2(m−m0)
rf4
+O(|(m−m0,~a)|2) and gθθ0 hθθ + gϕϕ0 hϕϕ = O(a2), as
long as its derivative with respect to r.
We therefore obtain
U(V0, e)(ν) =
−2∂r(f 2)
rf 2
(m−m0) +O(|(m−m0,~a)|2) . (25)
The computations above are valid provided that we choose r such that f(r) 6= 0.
The integration on the slice {r} × S2 yields
∫
{r}×S2
U(V0, e)(ν)dS = −8πr∂r(f
2)
f 2
(m−m0) +O(|(m−m0,~a)|2) .
Then, we choose spherical coordinates such that ~a = a∂z. In thus have V3 =
(0, ∂ϕ), and can compute
U(V3, e)(ν) = 2fk˚rϕ ,
where k˚ refers to k˚m,~a. Hence, from (11), one has
U(V3, e)(ν) = −6m0 sin
2 θ
r2
a+O(|(m−m0,~a)|2) , (26)
and thus ∫
{r}×S2
U(V3, e)(ν)dS = −16πm0a+O(|(m−m0,~a)|2) .
On the other hand, the elements V1 = (0, X1) and V2 = (0, X2) of K0 can be
written in coordinates r, θ, φ as:
X1 = − sinϕ∂θ − cot θ cosϕ∂ϕ ,
and
X2 = − cosϕ∂θ + cot θ sinϕ∂ϕ .
When one integrates over 2π period in ϕ, it yields∫
{r}×S2
U(Vi, e)(ν)dS = 0 ,
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for i = 1, 2.
The above calculations have been carried out in the spherical coordinates
(r, θ, ϕ) with respect to cartesian coordinates (x, y, z) (namely θ measures the
colatitude, ϕ the radius...) such that the parameter ~a is directed along ∂z, ~a =
a∂z.
With the notations ~V = (V1, V2, V3), we have therefore obtained∫
{r}×S2
U(~V , e)(ν)dS = −16πm0~a+O(|(m−m0,~a)|2) .
Since this is true for an arbitrary choice of coordinates x, y, z, one has, for all
vector ~a in R3 with a small enough norm, the general result,∫
{r}×S2
U(Vi, e)(ν)dS = −16πm0ai +O(|(m−m0,~a)|2)
for all i ∈ {1, 2, 3}.
5.4 Charges of perturbed data
Let us now consider g1 = g˜, k1 = k˜ (depending on i,m,~a). Since (g1, k1) coincides
with (˚gm,~a, k˚m,~a) at r = r(y = T − δ) to any order, the integrals∫
{r}×S2
U(Vµ, e)(ν)dS
still have the same values as above for µ ∈ {0, · · · , 3} for this value of r. In fact,
these expressions do not depend on i. On the other hand, (g1, k1) coincides to
any order with the original initial data (gi, ki) en r = r(y = δ), so that for this
value of r, the integrals ∫
{r}×S2
U(Vµ, e)(ν)dS
do not depend on (m,~a) and converge to 0 when the parameter i tends to +∞,
since (gi, ki)→ (g0, 0).
One can summarizes by writing
Fi(m,~a) = −8π
(
r2∂r(f
2)
f 2
(m−m0), 2m0~a
)
+O(|(m−m0,~a)|2)+o(1)+(Q(Vµ, e))µ=0...3 ,
(27)
where r = r(y = T − δ). The term o(1) above does not depend on (m,~a),
hence it does uniformly converge to 0 as i tends to infinity, and meanwhile,
O(|(m−m0,~a)|2) does not depend on i.
We now have to evaluate the terms Q(V, e), for V = Vµ, µ = 0 . . . 3. More
precisely, we would like these functions to uniformly converge with respect the
parameters (m,~a) as i→ +∞, and the limit to read o(|(m−m0,~a)|).
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To do so, one considers the initial data (g′∞, k
′
∞) obtained by making the inter-
polation between the SdS initial data (g0, 0), and the KdS initial data (˚gm,~a, k˚m,~a),
and we still use the cut-off function χ for this interpolation. We therefore have
(g′∞, k
′
∞) := (1− χ)(g0, 0) + χ(˚gm,~a, k˚m,~a) .
Notations with indices ∞ indicate that this interpolation obtained as a limit as
i → +∞ of the interpolation (g′, k′) between (gi, ki) and (˚gm,~a, k˚m,~a) given by
the formula (16). Following exactly the same procedure as in section 4, for each
(m,~a) ∈ B((m0,~0), δ0), one can likewise show the existence of a couple (δg0, δk0)
such that
Π
K
⊥g′∞
0
e−2s/xΦ(g˜∞, k˜∞) = 0 ,
where g˜∞ = g
′
∞+δg0, k˜∞ = k
′
∞+δk0. Recall that these quantities do not depend
on i, because σ has been chosen so that the initial data (˚gm,~a,i,σ, k˚m,~a,i,σ) do not
depend on i.
Let us now consider (23) with (g1, k1) = (g˜∞, k˜∞). Denoting e0 := (g˜∞ −
g0, k˜∞), for V ∈ K0, one has∫
Ω
Φ(g˜∞, k˜∞)V dµg0 =
∮
∂Ω
U(V, e0)(ν)dS +Q(V, e0) .
As for the couple (g˜, k˜) above, one has
(∮
∂Ω
U(Vµ, e0)(ν)dS
)
µ=0...3
= −8π
(
r2∂r(f
2)
f 2
(m−m0), 2m0~a
)
+O(|(m−m0,~a)|2) .
There is no more dependence on i. On the other hand, since the error term
Q(V, e0) does not depend on i, one wishes to show that it is limit of Q(V, e) as
i→ +∞, the convergence being uniform with respect to (m,~a) ∈ B((m0,~0), δ0).
To that end, we notice that
e = e0 + (g˜ − g˜∞, k˜ − k˜∞) .
we have to estimate the second term at the right-hand side of this equality. The
conclusion will then follow from:
Q(V, e) = Q(V, e0) +
∫
Ω
V [Q(e)−Q(e0)] dµg0 . (28)
The writing of this splitting highlights the term Q(V, e0) which does not depend
on i on the one hand; on the other hand, from the definition of Q (see (21)), and
from the regularity of Φ, one can write the pointwise inequality:
|Q(e)−Q(e0)| ≤ q|e− e0|
(|e|+ |e0|)
for all values of (i,m,~a) such that i ≥ i0, |(m−m0,~a)| < δ0.
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We compute e− e0, which yields
(g˜ − g˜∞, k˜ − k˜∞) = (δg, δk)− (δg0, δk0) + (1− χ)(gi − g0, ki) .
For the sake of clarity, we denote G1 for the couple (g1, k1). With respect to these
new notations, one has:
e− e0 = G˜− G˜∞ = δG− δG0 + (1− χ)(Gi −G0) .
Now, using the property of Q, one has
|Q(e)−Q(e0)| ≤ q0|δG− δG0 + (1− χ)(Gi −G0)|
(|e|+ |e0|) ,
with:
|e|+ |e0| ≤ 2|e0|+ |δG− δG0|+ |(1− χ)(Gi −G0)| .
In particular, the factor |e|+ |e0| is bounded independently of i,m,~a with i ≥ i0
and |(m − m0,~a)| < δ0. On the other hand, the term |(1 − χ)(Gi − G0)| does
not depend on (m,~a) and tends to 0 as i tends to +∞. In order to determine
the convergence of |δG − δG0|, one can simply notice that the map G′ 7→ δG
is uniformly continuous. In fact, as it appears when considering the parameters
i,m,~a, the sequence i 7→ δGi,m,~a converges to δG∞,m,~a, uniformly with respect to
(m,~a) with |(m−m0,~a)| < δ0. Indeed, this property arises from the application of
Picard’s fixed point Theorem with parameter, that we use to solve the projected
problem (19), see for example the Proposition G.1 of [7].
To summarize, we have bounded |Q(e)−Q(e0)| by a term converging to 0 as i
tends to the infinity uniformly with respect to (m,~a) such that |(m−m0,~a)| < δ0.
The formula (28) then allows us to assert that, for any V ∈ K0, Q(V, e) converges
to Q(V, e0) as i→ +∞, uniformly in (m,~a) such that (m,~a) ∈ B((m0,~0), δ0).
Thus, one can use Proposition 5.1 for the family of maps (Fi)i≥i0, since it
converges uniformly to a map F , which reads:
F (m,~a) = −8π
(
r2∂r(f
2)
f 2
(m−m0), 2m0~a
)
+O(|(m−m0,~a)|2) .
Hence, taking a smaller δ0 if necessary, with U = B((m0,~0), δ0) and V = F (U),
the map F is a homeomorphism between U and V with 0 ∈ V since F (m0,~0) = 0.
Therefore, by increasing i0 if necessary, one obtains that, for all i ≥ i0, there exists
a unique (mi,~ai) ∈ U such that Fi(mi,~ai) = 0. The couple (g˜, k˜) corresponding
to the parameters (mi,~ai) is solution of the constraint equations, which finishes
the proof of the Theorem 4.1.
We observe that the initial date then obtained are nontrivial in general (mean-
ing that they do coincide with KdS initial data in the asymptotic region, but not
globally), since they coincide with the original initial data (g, k) which asymptote
to (g0, k0) = (bm0 , 0).
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Remark 5.2. It appears from the last two sections that the assumptions of the
Theorem 4.1 may not be optimal, since initial data (g, k) such that (g−g0, k−k0)
has a small enough g0-norm in the asymptotic region can be treated as above.
Remark 5.3. One could derive such gluing result starting from an initial data
set G asymptotic to Schwarzschild-de Sitter, such that µ ≥ |J|g0, where µ is the
function equal to the first line of the constraint operator defined in (1), while
J is the one-form equal to the second line of it. In the spirit of the work of
Delay in [13] (see in particular the section 4 and Theorem 4.1 there), one could
construct a gluing between G and some G˚m,a as above, imposing only that the
inequality µ ≥ |J|g0 is everywhere preserved.
6 Gluing constructions for asymptotically Kerr-
de Sitter initial data
One can reproduce step by step the above work, for asymptotically Kerr-de Sitter
initial data. We consider initial data G = (g, k) which asymptote to the model
initial data G0 = (g0, k0) := (˚gm,a, k˚m,a) for some m and a admissible and non-
zero, that is to say, such that the four roots r1, . . . , r4 defined in section 3 exist
and are distinct. As seen in section 3, these initial data are also periodic in y,
with period T = T (m, a) (and we still impose the condition Λ = 3 as before).
In this case, the co-kernel K0 of the linearized constraint operator evaluated
at G0 contains at least the Killing initial data of the Killing fields ∂t and ∂ϕ
of the Kerr-de Sitter space-time in Boyer-Linquist coordinates. It is a widely
known fact that there is no other independant Killing field. The proof of this for
Kerr (Λ = 0) space-times can be found in [23], Theorem 3.8.8, together with a
complete determination of the group of isometries.
Hence, K0 is spanned by the corresponding elements V0 and V1, with V0 =
(f0, Z0), where f0 =
√
−λ
gϕϕ
, and Z0 =
g¯tϕ
gϕϕ
∂ϕ, and with V1 = (f1, Z1), where f1 = 0
and Z1 = ∂ϕ. λ refers to the (negative) quantity g¯ttg¯ϕϕ − g¯2tϕ.
On the other hand, the candidate family of initial data used to carry out the
gluing will be the Kerr-de Sitter family of initial data with a fixed direction given
by ~a = a∂z for the angular momentum. This family has therefore two parameters
m′ and a′.
For each admissible value of (m′, a′), and for i ∈ N, one can again define
an interpolation G′i,m,~a := (g
′
i,m′,a′, k
′
i,m′,a′) between G and G˚m′,a′ with a cut-off
function χ translated such that its support is included in a (relatively compact)
region Ωi,T,T ′, with boundary and a defining function x, whose definition is similar
to the one given in section 4, where T = T (m, a) and T ′ = T (m′, a′) are the
respective periods of both initial data. See again the Figure 2, with now (g0, k0) =
(˚gm,a, k˚m,a).
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Then, for each (m′, a′) close enough to (m, a) and for all i big enough, one
can solve the projected problem in δG′:
Π
K⊥g
′
0
e−
1
xΦ
(
G′i,m′,a′ + δG
′
)
= 0 ,
and, repeating the arguments of section 4, find a locally unique solution δG′i,m′,a′ ,
small in g0-norm, of the above equation, and we again note G˜i,m′,a′ = G
′
i,m′,a′ +
δG′i,m′,a′ .
For the projection on K0, one needs to compute the boundary integrals like-
wise section 5, with now the background G0 = (g0, k0) being that of Kerr-de
Sitter with parameters m and a. In particular, we need to evaluate the integrals∫
{r}×S2
U(V, e)(ν)dS ,
where V ∈ K0 and e = (g1−g0, k1−k0) = (h, l), where (g1, k1) are the KdS initial
data with parameters (m′, a′) close to (m, a). We recall the general expression of
the charge integrand U(V, e) given in [22], for V = (f, α):
U(V, e) = f (div h− d(tr h))− ι∇fh+ (tr h)df + 2 (ιαl − (tr l)α)
+(tr h)ιαk0 + g0(k0, h)α− 2ια(h ◦ k0) . (29)
The traces and divergences above are computed with respect to g0. For such
G1 = (g1, k1), we obtain expressions of the form(∫
{r}×S2
U(Vµ, e)(ν)dS
)
µ=0,1
=
(
u(r)(m′−m), A(a′−a))+O(|(m′−m, a′−a)|2) ,
for some function u independent of m′, a′ and some non-zero constant A.
Explicitely, with the help of the Mathematica program, one finds formulas,
which we only give here for small values of a to avoid very long expressions:
• For V = V0, and for a′ = a, one has
∫
{r}×S2
U(V0, e)(ν)dS =
(
− 16π (−m+ r
3)
r2 (2m− r + r3) +O[a]
2
)
(m′−m)+O((m′−m)2) ,
whereas for m′ = m,∫
{r}×S2
U(V0, e)(ν)dS =
(
πPm(r)a
6r5 (2m− r + r3) +O[a]
2
)
(a′−a)+O((a′−a)2) ,
where Pm(r) is the polynomial given by
Pm(r) = 4m
3(−160 + 27π) + 2m2r (128− 27π + 6(−80 + 9π)r2)
+mr2
(
192 + (64− 27π)r2 + 3(−64 + 9π)r4)+ 64r3 (−2 + 6r2 − 5r4 + r6) .
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• For V = V1 = (0, ∂ϕ), and for a′ = a, one has
∫
{r}×S2
U(V1, e)(ν)dS =
(
− 9π
2 (−1 + r2) a
2r (2m− r + r3) +O[a]
2
)
(m′−m)+O((m′−m)2) ,
whereas for m′ = m, one has∫
{r}×S2
U(V1, e)(ν)dS =
(
−9mπ
2
2r2
+O[a]2
)
(a′ − a) +O((a′ − a)2) .
Hence, for all a small enough and for any admissible m, all expressions above
have non trivial coefficients in front of the order one terms in (m′−m) or (a′−a),
for r taking values on the complement of a discrete subset of the interval (r3, r4),
as desired.
Then, for (g1, k1) = G˜i,m′,a′, one has again the same expression for the bound-
ary integrals plus an error term of the form o(1) as i→∞, whereas the remainder
Q(V, e) defined as in the previous section is dominated by a term O(|(m′−m, a′−
a)|2) + o(1) as i→∞.
Thus, one gets the similar conclusion as before, applying the homeomorphism
result stated in the Proposition 5.1 to the maps Fi which give the projection on
K0, as defined in 27, since the map obtained as the limit as i→∞ will be itself
a local homeomorphism, sending (m, a) to 0.
We therefore obtain that for every big enough i, there exists a (locally unique)
pair (m′, a′) such that the projection on K0 vanishes, namely such that G˜i,m′,a′ is
the desired solution of the constraint equations.
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