Contention at the storage nodes is the main cause of long and variable data access times in distributed storage systems. Offered load on the system must be balanced across the storage nodes in order to minimize contention, and load balancing should be robust against the skews and fluctuations in content popularities. Data objects are replicated across multiple nodes in practice to allow for load balancing. However redundancy increases the storage requirement and should be used efficiently. We evaluate load balancing performance of natural storage schemes in which each data object is stored at d different nodes and each node stores the same number of objects. We find that load balance in a system of n nodes improves multiplicatively with d as long as d = o (log(n)), and improves exponentially as soon as d = Θ (log(n)). We show that load balance improves the same way with d when the service choices are created with XORs of r objects rather than object replicas, which also reduces the storage overhead multiplicatively by r. However, unlike accessing an object replica, access through a recovery set composed by an XOR'ed copy requires downloading content from r nodes, which increases load imbalance additively by r.
I. INTRODUCTION
Every distributed computing system is built on a storage layer that provides data write/read service for the executing workloads. Thus the overall system performance is strongly tied to the data access (I/O) performance of its underlying storage system [1] . Data access times in modern large scale systems greatly suffer from the performance variability at the storage nodes [2] , which is caused by many factors, but primarily by multiple-workload resource sharing and the resulting resource contention [3] . Performance variability exists at any level of load, but it is aggravated by the most overloaded storage nodes [4] . It is therefore paramount that the system be able to well balance the offered data access load across the storage nodes.
Data replication is used in modern storage systems (e.g., HDFS [5] , Cassandra [6] , Redis [7] ) to offer multiple nodes (choices) for splitting the offered load for each stored object. The best support for load balancing is provided when each object is stored at each node, but that is mostly not feasible at large scale, where only limited redundancy can be used. If the offered load for each object is known and fixed, each object could be stored with the adequate level of redundancy. However, in practice, object popularities, and in turn the load offered on them, are not only unknown but also fluctuate. Thus the ability of load balancing should be robust against the skews and changes in object popularities [1] , [8] . On the other hand, the cumulative offered load for all objects stored in a system is known to vary at a much slower pace and is naturally easier to estimate (see, e.g., Fig. 7 in [9] ).
We here evaluate certain load balancing metrics for several storage schemes in which each object is replicated d times and each node stores the same number of objects. We assume that all object offered loads are possible and equally likely as long as the cumulative offered load for all objects remains constant. Each node can serve at most a load of 1, and the offered load for each object can be split across its choices (nodes hosting the object) as long as the cumulative load at each node remains below 1. We address the following questions:
Q1 What fraction of the object offered load vectors satisfying the constant cumulative condition can the system support? Q2 If an offered load vector can be served, what is the best achievable load balance in the system? How does it change with the design parameters: number of objects stored per node, number of choices d provided for each object and the layout of the stored objects across the nodes? Q3 Can we store XORs of multiple objects instead of object replicas (cf. code) to improve the load balance in the system with less storage overhead?
The storage schemes we consider are common. Optimizing storage schemes for various purposes are studied elsewhere (e.g. for improving data access in [10] ). Prior and Related Work: Load balancing in storage systems has been studied in two main settings which we refer to as the dynamic and static. In dynamic settings, requests for data objects arrive sequentially. Each request gets dynamically assigned to one of nodes storing the requested object according to some strategy based on the nodes' load information, with the objective to minimizes the maximum load on any node (see e.g., [11] , [12] ). In static settings, the goal is to either 1) design storage-efficient schemes (e.g., batch codes) that allows good load balance across the nodes [13] for some set of expected offered loads, or 2) understand which object offered loads a given storage scheme (based on, e.g., some known erasure code) can support [14] . We are here concerned with a static setting, and the questions we ask are related to those asked in the "service rates of codes" problem [14] , [15] . Unlike the previous work, 1) we consider schemes that store more than a single object per node, 2) we find which fraction of a targeted offered load region can the considered schemes achieve without explicitly finding the complete achievable region. We were able to do that by establishing a connection of our problem with uniform spacings (described in Sec. II-B), 3) we address the question of load imbalance which is (as mentioned above) important in practice.
This paper is organized as follows: Sec. II presents the storage model, offered load model and its connection with uniform spacings, and finally introduces the metrics we use to evaluate a system's load balancing performance. In Sec. III and IV we discuss storage schemes in which each object is stored in single or multiple nodes, and evaluate their load balancing performance. In Sec. V we discuss creating multiple service choices for objects as recovery sets using XORs rather than object replicas, and evaluate the impact of this change on the storage overhead and load balancing performance.
Note on the proofs, plots, and notation: We omit the proofs here because of the space constraint. For the proofs, we refer the reader to the long version of this paper [16] . Each point in Fig. 1 and 2 are computed by taking the average of 10 5 simulation runs. Within each simulation run, offered loads for the objects are sampled as described in Sec. II-B and the load imbalance factor I is computed as described in Sec. II-C. Throughout, log refers to the natural logarithm, and log i refers to i times iterated logarithm, e.g., log 2 (x) stands for log log(x).
II. SYSTEM MODEL AND PERFORMANCE METRICS

A. Storage and Access Model
We consider a system of n storage nodes s 1 , . . . , s n (redundantly) hosting k data objects o 1 , . . . , o k where n|k. Each node provides the same capacity for content access, which is defined as the maximum number of Bytes that can be streamed from a node per unit time. An object denotes the smallest unit of content, and mathematically, it is a fixed-length string of bits. XOR'ing multiple objects is carried out bitwise.
Offered load for object o i is denoted by ρ i and refers to the number of bytes streamed from the system per unit time to access o i , divided by the capacity of a single node. We use choice for an object to refer to a node that hosts the object. Multiple choices for an object can be created either by replicating it over several nodes (see Sec. IV), or by XOR'ing it together with other objects and storing the result on a node that did not previously host any of the XOR'ed objects (Sec. V). When XOR'ing is used, a choice for an object refers to a recovery set, i.e., a set of nodes that can jointly recover the object. Accessing an object through one choice shall not interfere with accessing the same object through another choice, thus, different choices for the same object are disjoint.
Offered load for an object can be arbitrarily split across its choices. When a load of ρ is exerted by an object on a recovery set, each node within the set that composes the choice will be exerted a load of ρ. Load on a node is given by sum of the offered load portions exerted on it by the objects for which the node can serve as a choice. A node is said to be stable if its load is less than 1. A system is said to be stable if each node within the system is stable. We assume that offered load ρ i 's on the objects are split across their choices so that the load on the maximally loaded node is minimized.
A storage allocation defines how each object is assigned, possibly with redundancy, to storage nodes. This paper focuses on regular balanced d-choice storage allocations. Definition 1. A regular balanced d-choice allocation stores each object with d choices and distributes object copies across the nodes so that each node stores the same number of different objects (either as an exact or XOR'ed copy).
There are many different ways to design a d-choice allocation. We detail some of them in Sec. IV and V. For the rest of the paper, unless otherwise noted, allocation itself will mean a regular balanced allocation. The reader familiar with batch codes should be able to see that any regular balanced dchoice allocation represents a (k, kd, n, n, 1) batch code and a (k, kd, d, n, 1) multiset batch code [13] .
B. Offered Load and Uniform Spacing Model
We assume that the system is expected to operate under any object offered load vector (ρ 1 , . . . , ρ k ) in the set
That is, cumulative offered load remains constant at Σ but the object popularities can change arbitrarily. We further assume that (ρ 1 , . . . , ρ k ) is sampled uniformly at random from S Σ , and establish a connection with uniform spacings; a mathematical object connected with the uniform sampling of points from a simplex geometry (as explained below). The results available in the literature on the properties of uniform spacings (see e.g. [17] ) and those derived here by us have been instrumental in obtaining our main results.
Let U (1) , . . . , U (k−1) be k −1 i.i.d. uniform samples in [0, 1], given in non-decreasing order. Then S i = U (i) − U (i−1) 's for i = 1, . . . , k, where U (0) = 0 and U (k) = 1, are known as k uniform spacings on the unit line. Lemma 1 (see e.g. [17] ). Uniform spacings (S 1 , . . . , S k ) is uniformly distributed over the simplex
Lemma 1 implies that object offered loads ρ i 's for a cumulative load of Σ can be seen as the k uniform spacings in [0, Σ]. This connection allows us to use the results on uniform spacings in order to evaluate the metrics we define next to evaluate load balancing performance in storage systems.
C. Performance Metrics
We use two metrics to answer the questions posed in Sec. I. Definition 2. P Σ for a system denotes the fraction of points in S Σ (1) at which the system can operate under stability. In other words, since offered load vector (ρ 1 , . . . , ρ k ) is sampled uniformly at random from S Σ , P Σ denotes the probability that the system defined by S Σ will operate under stability.
Definition 3 (I). In a system of n storage nodes operating under a cumulative load of Σ, load imbalance factor I for the system is defined as the load on the maximally loaded node divided by its minimum possible value, i.e., Σ/n. P Σ is obviously 0 when Σ > n, hence we assume Σ ≤ n implicitly throughout. Notice also that I is always ≥ 1.
III. LOAD BALANCING WITH NO REDUNDANCY
Here, each of the k objects is stored on a single node and each of the n nodes stores m = k/n different objects. Offered load for an object in this case has to be completely served by the only node hosting the object, and each node has to serve the total load for all objects stored on it.
As discussed in Sec. II-B, object offered load vector (ρ 1 , . . . , ρ k ) can be described by k uniform spacings in [0, Σ]. Given that uniform spacings are exchangeable RV's, we can say that node s i stores o (i−1)m+1 , . . . , o im . Then the load l i exerted on s i is given by l i = im (i−1)m+1 ρ j . For the system to be stable, all l i 's must be ≤ 1, and thus max{l 1 , . . . , l n } ≤ 1 is necessary and sufficient for stability. Therefore, P Σ is given by Pr {max{l 1 , . . . , l n } ≤ 1}. In the uniform spacing literature, l i 's are called non-overlapping m-spacings, and their maximum is called maximal non-overlapping m-spacing.
k,m denotes the load on the maximally loaded node in the system when the cumulative offered load is 1. Using a combination of the ideas presented in [18] - [20] , we can derive the following convergence results for M
Now we are ready to express P Σ and I in terms of M (n) k,m . Lemma 3. In a system with single-choice storage allocation,
Using Lemma 3 and Lemma 2, we determine the behavior of P Σ and I for large n as follows: where f n = (m − 1) log 2 (n) − log((m − 1)!).
If Σ n = b n · n/ log(n) for some sequence b n > 0, then we have in the limit n → ∞
Remark 1. Theorem 1 implies I = Θ (log(n)) for a system with single-choice storage allocation and fixed m. It also shows that the limiting value of I decays multiplicatively with m. The scaling of I with log(n) is aligned with the well-known result for dynamic load balancing setting with the balls-into-bins model: if n balls arrive sequentially and each is placed into one of the n bins randomly, the maximally loaded bin will end up with Θ(log(n)/ log 2 (n)) balls with high probability [11] .
IV. LOAD BALANCING WITH d-FOLD REDUNDANCY
In d-choice allocation, each of the k objects is stored on d different nodes (choices) and each of the n nodes stores k · d/n different objects.
As discussed at the end of Sec. III, load imbalance I in the system decays with the number of objects stored per node. We here (and in Sec. V) consider the worst case for load balancing, which is k = n. This makes it easier to formulate and study the problem, and also to explain and interpret the derived results. Results that we present here can be extended using similar arguments for the general case with a fixed k/n > 1.
In our study of d-choice allocation, we can find sufficient and necessary conditions on system stability using maximal d-spacing, which we discuss in the following subsection.
A. Uniform spacings interlude Definition 5 (M k,d ). Maximal d-spacing within k uniform spacings on the unit line is defined as
where d is any integer in [1, k] . 
While deriving our main results, we extensively use the elegant results presented on M k,d in [19] , [21] and in particular [ We only state the following result which gives an intuition for why the asymptotic results that were previously known for M k,d carry over to M A d-choice allocation defines a d-regular balanced bipartite mapping from the set of objects to the set of nodes, which we refer to as allocation graph. Its construction can be described as follows: i) Map the primary object copies to nodes with a bijection f 0 , ii) For i going from 1 to d − 1, map the ith redundant copies for each object to nodes with a bijection f i such that f i (o) = f j (o) for any j < i and o. Thus, every node stores one primary and d − 1 different redundant copies. We refer to a node with the id of the primary object copy stored on it, i.e., o i is hosted primarily on s i . Subscript in s i or o i will implicitly denote i mod n throughout. We denote the set of nodes that host o i with C i .
Load balancing ability in storage is not only determined by the number of object choices but also on the layout of the content across the nodes. Since k = n and d > 1, |C i ∩C j | > 0 for some j = i. Overlaps between C i 's might lead to contention when the content popularity is skewed towards the objects that has overlapping choices. Both the number of overlapping C i 's and the size of the overlaps shall be minimized to improve the ability of load balancing. However, the size and number of overlaps cannot be reduced together given a fixed number of nodes. Denoting the cardinality of a set with | · |, we have
which comes from observing that each node serves as a choice for d different objects and counted in exactly the d − 1 of the intersections. Given that cumulative cardinality of the overlaps are fixed, i.e., (3), decoupling some of the C i 's can only come at the cost of enlarging the overlap between some other C j 's. We first consider the two following simple designs for constructing d-choice allocation.
Definition 7 (Clustering design). When d|n, the simplest construction is to form clusters of d nodes such that each node within the same cluster hosts the same set of d objects.
In other words, f i 's are chosen such that the allocation graph is composed by n/d separate d-regular complete bi-partite graphs. 
For a given set of objects S, union of their choices C i 's forms the node expansion of S, which we denote by N (S). If |N (S)| = x, then there is at most x amount of capacity available for the joint use of the objects within S. It is surely impossible to stabilize the system when the cumulative offered load for S is greater than N (S). Thus it is desirable to increase the size of node expansions in the allocation graph in order to guarantee stability for larger skews in content popularity. Greater expansion for a given S requires reducing the size of overlaps between C i 's for the objects in S, which would imply overlapping C i 's with the C j 's of objects outside of S.
It is not easy to define a knob that regulates both the overlaps between C i 's and the node expansions in the allocation graph. We next define a class of allocations in which the overlaps and node expansions are loosely controlled by a single parameter.
Definition 9 (r-gap design). An allocation is an r-gap design if |C i ∩ C j | = 0 for j > i and min{j − i, n − (j − i)} > r.
Lemma 5. In a d-choice allocation with r-gap design, for set of objects S = {o i , o i+1 , . . . , o i+x−1 } with i = 1, . . . , n, we have r ≥ d − 1 and x ≤ |N (S)| ≤ x + 2r .
We can use the properties of r-gap design to find necessary and sufficient conditions for the stability of storage system. Lemma 6. Consider a system with d-choice storage allocation that is constructed with an r-gap design and operating under a cumulative offered load of Σ. Then for system stability, a necessary condition is given as
n,i ≤ (i + 2r)/Σ, for any i = 1, . . . , n − 2r, and a sufficient condition is given as
In other words, we have for i = 1, . . . , n − 2r
Notice that clustering or cyclic design is an r-gap design, hence the bounds in Lemma 6 are valid for storage allocation with either design. Their well-defined structure also allows refining the bounds on P Σ as follows. Using the bounds given in Lemma 7, we can find an asymptotic characterization for P Σ and I as follows.
Theorem 2. Consider a system with d-choice storage allocation constructed with clustering or round-robin design.
When d = o (log(n)), in the limit n → ∞ a.s.
and if Σ n = b n · n/ log(n) for some sequence b n > 0, then
When d = c log(n) for some c > 0, in the limit n → ∞ a.s.
where α is the unique positive solution of e −1/c = (1 + α)e −α , and if Σ n = b n · n/ log(n) for some sequence b n > 0, then
where τ = c(1 + α) 2 /α. Remark 2. Theorem 2 implies that i) d choices for each object initially reduces the load imbalance multiplicatively by d, ii) exponential reduction in the load imbalance kicks in as soon as d reaches Θ (log(n)), i.e., I goes from Θ(log(n)) to Θ (log log(n)/ log(n)) as d goes from 1 to Θ (log(n)). These results show that the two observations of [12] , which were shown with the dynamic balls-into-bins model under light offered load (i.e., when O(n) balls are sequentially placed into n bins) extend to the static setting under general offered load. Fig. 1 plots the load imbalance factor I for the system with n = 100 and varying d. Notice that the value of I is close to log(n) when d = 1 as suggested by Theorem 1, and decays with 1/d as suggested by Theorem 2. This illustrates that our asymptotic results are close estimates for the finite case.
Construction with r-gap design decouples C i 's that are rapart at the cost of enlarging the overlaps between those that are close to each other, e.g., see this in the clustering or cyclic design. Balanced Incomplete Block Designs (BIBD) allows controlling the overlaps between every pair of C i 's.
Definition 10 (BIBD, [24] ). A (d, λ) block design is a class of equal-size subsets of X (set of objects), called blocks (nodes), such that every point in X appears in exactly d blocks (choices), and every pair of distinct points is contained in exactly λ blocks.
Since we assume k = n, block designs we consider are symmetric. A symmetric BIBD with λ = 1 guarantees that |C i ∩ C j | = 1 for every j = i. Since this case represents the minimal overlap between C i 's, we focus on this case and by block design in the remainder we refer to (d, 1) symmetric BIBD. Since every pair of C i 's overlaps at one node, we have Block design, n = 7, d = 3
Cyclic, n = 21, d = 5
Block design, n = 21, d = 5 
Sufficient and necessary conditions presented in Lemma 6 cannot be used on a storage allocation with block design, since it does not comply with the r-gap design. However using ideas that are similar to those used to derive Lemma 6, we can find the following conditions on the system stability.
Lemma 8. Consider a system with d-choice allocation constructed with block design and operating under a cumulative offered load of Σ. For the stability of the system, a necessary condition is given as M 
. Stability conditions given in Lemma 8 allow us to find bounds on P Σ and I for storage systems with block design, similar to those that were stated in Theorem 2. We do not state them here since they are obtained by simply modifying the multiplicative factors of the bounds given in Theorem 2. The upper bound on I decays with 1/d, which says that d choices initially reduce load imbalance at least multiplicatively by d. On the other hand, the lower bound on I decays in this case with 1/d 2 , that is, block design can possibly implement better scaling of I in d compared to clustering or cyclic design. However, in the simulations we observe that this is not the case and I decays as 1/d for block design as well.
Our asymptotic analysis does not allow ordering different allocation designs in terms of their load balancing performance. As discussed previously, all d-choice allocations yield the same cumulative overlap between object choices C i 's (recall (3)) and each design gives a different way of distributing the overlaps across C i 's. With simulations we find that it is better to evenly spread the overlaps between C i 's using block design, that is, many but consistently small overlaps is better than few but occasionally large overlaps. For instance, Fig. 2 shows I in 3and 5-choice allocations constructed with clustering, cyclic or block design. We here see that the largest gain in I is achieved by moving from clustering to cyclic, while moving to block design yields a smaller gain in I. Currently we don't have a rigorous way to understand how designs with different overlaps between C i 's compare with each other in terms of P Σ or I.
V. d-FOLD REDUNDANCY WITH XORS
In this section we will answer Q3. So far we have only considered d-choice allocations with object replicas. A replicated copy adds a new choice for only a single object, while a coded copy can add a new choice simultaneously for multiple objects. For instance, suppose XOR of objects a, b is stored on a node that previously hosted neither a nor b. This adds a choice for both objects; one can now access a by downloading directly a or (a + b, b), and access b by downloading directly b or (a + b, a). When an XOR of r objects (i.e., r-XOR) is stored on a node that did not previously host any of the XOR'ed objects, each of the r objects will gain a recovery set, i.e., a set of r nodes that can jointly serve the object of interest.
We here consider d-choice storage allocation with r-XORs, which is implemented by distributing k exact and k(d − 1)/r of r-XOR'ed object copies evenly across the storage nodes while complying with Def. 1. Note that XOR'ed sets of objects shall not intersect pairwise at more than one object since this would violate the requirement that sets of choices for each must be disjoint. In addition, we here consider data recovery only from recovery sets that contain a single XOR'ed object, which potentially is less storage efficient than schemes that have been previously proposed based on batch codes and combinatorial designs [24] - [26] . For instance, 3-choice allocation given in (4) with object replicas is implemented with 2-XORs as Allocation with r-XORs reduces the storage overhead multiplicatively by r. However, object access from a recovery set requires downloading an object copy from each of the r nodes that jointly implement the choice, hence download overhead of object recovery grows multiplicatively with r. As a direct consequence of this, load imbalance factor grows additively with r as stated in the following. Theorem 3. Consider a system with d-choice storage allocation created with r-XOR's, where r ≥ 2 is an integer. When d = o (log(n)), in the limit n → ∞ we have almost surely 1 2 ≤ I · d log(n) + β n,d ≤ 1,
where β n,d = r(d − 1) (1 + log 2 (n) − log (1 + r(d − 1))). When d = c log(n) for some constant c > 0, in the limit n → ∞ we have almost surely 1 2 ≤ I (α + 1) 3 2cα · log 2 (n) log(n) + r
where α is the unique positive solution of e −1/c = (1 + α)e −α .
Remark 3. Theorem 3 implies that d-choice allocation with r-XORs achieves the same scaling of I in d as if the service choices were created with replicas (as stated in Remark 2), while also reducing the storage requirement r times. However, accessing an object by a recovery set requires downloading r objects to recover one, thus, increasing the object access overhead r times. Consequently, I increases additively in r.
