Introduction
Increasingly important is the need for automated, realtime monitoring and diagnosing of industrial processes, towards a better understanding of the phenomena occurring in them and to prevent potential accidents and disasters. In this field a number of, rapidly developing new non-invasive measurement methods of tomographic nature exist. These techniques are gaining in popularity especially as they provide effective tools for the visualization without interfering in the process.
From the process diagnosis and monitoring point of view the existing non-invasive imaging methods can be divided into two families: static and dynamic tomography of cross-section (2D) [5] , and static and dynamic threedimensional tomography of volume (3D/4D) [1, 2, 3, 4] .
The first family uses variety of data processing and visualization algorithms that are able to process the measurement data in real time using currently available computational power of processors. This group, having a threedimensional nature, often requires processing of much more data. Thus, with currently available CPU (Central Processing Unit) computing power, it is still characterized by low imaging speed (not sufficient for real-time measurement systems) and limited by numerical precision.
These defects are still disqualifying the three-dimensional tomography systems as dedicated for monitoring and diagnosis of industrial processes.
Motivation
Of the many available non-invasive tomographic imaging techniques Electrical Capacitance Tomography (ECT) has a higher temporal resolution compared to other three- However in order to achieve this objective, the computational subsystem must be able to process the measurement data in real time.
The main problem of rapid and accurate threedimensional visualization in 3D Electrical Capacitance Tomography (3D ECT) systems is the necessity of using effective, but computationally demanding non-linear image reconstruction algorithms [1, 2, 5] . This is due to the fact that most of the algorithms perform a series of complex algebraic operations on two-dimensional arrays, which contain large number of elements. Nonlinear threedimensional image reconstruction in 3D capacitance tomography is therefore a complex numerical problem, saturated with linear algebra transformations. During this iterative calculation process a set of parameters is deter- Main idea of the developed algorithm can be formulated as follows. Firstly the matrix equation, which is the foundation of the Finite Element Method [7] is formulated:
Implementation of Finite Element Method utilizing computations on Graphics Processing Units
where: ϕ -is an unknown electric field distribution matrix -represented by the spatial distribution of nodalbased electric potential -it is the first step of the forward problem in capacitance tomography that computing Then the following numerical tasks have to be executed, for obtaining the solution (electric field distribution) given in the form of:
The first stage of the algorithm is the process of determining the transformation matrix Y by using the developed method named ECT3D_SparseMatrixMultiplication (FEM1 on Fig. 1 ).
This procedure computes the matrix Y as a matrix product of A T , B and A, based on the following equation:
where: A -is a matrix of shape function gradients, B -is a normalized matrix of volumes of mesh elements.
The resulting matrix is then passed as an argument to a function named ECT3D_GenerateYSubMatrix (FEM2 on Fig. 1 ) which, based on the map of indexes contained in NdIndUnknown table (mesh nodes with Fig. 1 ) function. This vector together with the matrix, using the method utilizing CUSP library, is then passed to the ECT3D_CalculateAMGandCG (FEM4_1 on Fig. 1 ) function.
Matrix A_OF_Y is preconditioned using AMG method, implemented utilizing GPU mechanisms [8, 9] .
The equation (2) is then solved iteratively using a parallel implementation of the Conjugate Gradient algorithm.
Used CG algorithm is very fast when combined with CUDA mechanisms and less dependent on the density of the mesh used as a model of the capacitance sensor than CPU implementations.
When using CULA Sparse library (linear algebra for purpose of processing sparse matrices), and in calculations using OpenCL, the A_OF_Y matrix is passed to alternative function ECT3D_CalculateJacobiAndCG
(FEM4_2 on Fig. 1 ). This method solves the equation (2) iteratively utilizing Conjugate Gradient algorithm (just like previously mentioned function), but the A_OF_Y matrix is preconditioned with Jacobi method.
After performing one of the above two functions the resulting vector is supplemented with known Dirichlet boundary conditions. As a result the matrix containing values of potential for all nodes in the mesh of the capacitance sensor model is then obtained.
In the final stage the proposed algorithm, based on the solution from previous step, the simulated measurements vector is calculated, using the Gauss' Law [6] :
where: C eg -capacitance between electrodes e and g, ε(x, y, z) -dielectric permittivity distribution, ϕ(x, y, z)
-potential distribution, ϕ e -potential on the electrode e, Sample calculations were performed on the GPU after having started the reconstruction process three times. This was done to avoid the phenomenon of so-called "warm-up process" resulting from the need of initializing the graphics processing and loading necessary libraries and functionality. After the initial preparation of the system three tests were performed and the speed of reconstruction was determined as the average time of calculation, which was presented in Tab. 1.
Summary and conclusions
The The algorithms were compared using two FEM meshes of varying complexity. As a result, it was possible to obtain a nearly 13-fold reduction of computation time.
Moreover this speed-up factor is showing a growing trend along with the increase of grid complexity. The results are promising and indicate a large potential of the proposed approach.
