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A variety of analytical techniques suggest that quantum fluctuations lead to a fundamental instability of
the Fermi liquid that drives ferromagnetic transitions first order at low temperatures. We present both
analytical and numerical evidence that, driven by the same quantum fluctuations, this first order transition
is preempted by the formation of an inhomogeneous magnetic phase. This occurs in a manner that is
closely analogous to the formation of the inhomogeneous superconducting Fulde-Ferrel-Larkin-
Ovchinnikov state. We derive these results from a field-theoretical approach supplemented with numerical
quantum Monte Carlo simulations.
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Many metallic magnetic materials display second order
ferromagnetic phase transitions. In these itinerant ferro-
magnetic systems the transition temperature can be tuned
using external parameters such as doping and pressure.
Hertz realized that tuning such a transition to zero tem-
perature could give rise to a new type of critical phenome-
non, for which he coined the term quantum criticality [1].
This led to a tremendous experimental and theoretical
effort that has had some notable successes with the uni-
versal scaling predicted for the quantum critical regime
being seen in a handful of materials [2]. However, in the
majority of itinerant ferromagnetic systems, new behavior
intervenes before the transition temperature can be tuned to
zero. In many cases, such as ZrZn2 [3],UGe2 [4], MnSi [5],
and CoS2 [6], the second order transition becomes first
order before the quantum critical point is reached.
Moreover, materials such as ZrZn2 [3], UGe2 [7],
Ca3Ru2O7 [8], NbFe2 [9], and Sr3Ru2O7 [10] all display
unusual behavior in the vicinity of the putative quantum
critical point that go beyond a first order transition.
This failure to find a naked quantum critical point has
lead to speculation that it represents a fundamental princi-
ple [11]. Diagrammatic calculations that extend beyond the
standard Moriya-Hertz-Millis theory of itinerant quantum
criticality [1] suggest a breakdown of the Landau expan-
sion around the quantum critical point [12,13]. This raises
the question of how to connect these calculations to the
second order perturbation approach [14] that accounts for
all orders of vacuum scattering amplitude, and predicts a
first order ferromagnetic transition at low temperature.
This Letter is divided into two parts: In the first we show
that, when a linearization of the electron dispersion about
the Fermi surface is permissible, with increasing repulsive
interaction strength the system first forms an inhomoge-
neous magnetic phase prior to the transition into a uniform
ferromagnetic phase. These results, which mirror the the-
ory of the inhomogeneous superconducting Fulde-Ferrel-
Larkin-Ovchinnikov (FFLO) state [15], are derived using a
field-theoretical approach [16] that reveals how quantum
fluctuations self-consistently stabilize a textured state that
is not favored at the mean-field level, and also resolves the
connection between the second order perturbation theory
approach and the nonanalyticities that appear in extensions
to the Moriya-Hertz-Millis theory [12]. Secondly, we de-
scribe quantum Monte Carlo (QMC) simulations that sup-
port our analytics.
In metals, the long-range component of the Coulomb
interaction is screened. We therefore take as our starting
point a free electron system interacting through a contact
(Hubbard-like) repulsive interaction, g3ðrÞ [1]. The cor-
responding partition function may be expressed as a fermi-
onic coherent state path integral, Z ¼ TreðH^N^Þ ¼R
Dc eS, with the action
S ¼
Z X
¼
c ð@ þ ^Þc  þ
Z
g cþ cccþ: (1)
Here
R  R0 dR d3x, ^ k^ ¼ k^ , with a general dis-
persion k^, and  represents the chemical potential. To
develop an effective Landau theory of the magnetic tran-
sition, Hertz introduced a scalar Hubbard-Stratonovich
decoupling of the interaction in the spin channel [1].
However, this form of decoupling neglects the potential
impact of soft transverse field fluctuations that are respon-
sible for driving the second order transition first order and
in turn promote the instability towards inhomogeneous
phase formation. Therefore, we will introduce a general
Hubbard-Stratonovich decoupling which incorporates fluc-
tuations in all of the spin  and charge  sectors [17]. To
simplify the analysis it is useful to transform to a rotating
basis with pitch vector q in which the spin spiral would
adopt a uniform magnetization and to gauge transform the
fermions according to c  eiqrz=2c . Finally, after inte-
grating over the fermion degrees of freedom one obtains
Z ¼ RDDeS where,
S¼
Z
gð22ÞTrln½@þ ^kþzq=2þgg :
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At this stage, we could subject the action to a saddle
point analysis to determine the mean-field values of  and
. However, fluctuations in  and  renormalize these
equations, changing the order of the transition into the
uniform phase [16]. We therefore expand the action to
quadratic order in fluctuations of  and  around their
putative spatially homogeneous mean-field values 0 and
m ¼ ðm?; 0; mkÞ, with m? representing the spiral vector
and mk the constant component. Integrating over the fluc-
tuating fields yields the free energy,
F ¼ Vgðm2  20Þ
 Tr lnð@ þ ^kþzq=2 þ g0  g mÞ
þ Trg^þ þ 12 Trg2ð^þ^þ  ^þþ^Þ;
Here ^ss
0 ¼ G^sG^s0 denotes the Lindhard function, G^ ¼
ð@ þ k^;q þ g0 Þ1, and k;q represents the energy
of the electrons in plane-wave states with momentum k
and spin-up or down relative to the mean-field spiral,
2k;q ¼ kþðq=2Þ þ kðq=2Þ  ½ðkþðq=2Þ  kðq=2Þ þ
2gmkÞ2 þ ð2gm?Þ21=2.
Finally, carrying out the remaining Matsubara frequency
summations, one obtains the free energy
F¼X
k;s
sk;qnðsk;qÞþ
2kFa
	
V
Nþq Nq
2

2kFa
	
V

2X
k
Z
dþd
þq ðk;þÞq ðk;Þ
þþ
þ2

2kFa
	
V

2 X0
k1;2;3;4
nðþk1;qÞnðk2;qÞ
þk1;qþk2;qþk3;qk4;q
; (2)
with Nsq ¼
P
knðsk;qÞ, sqðk; Þ ¼
P
k0nðsk0þk=2;qÞ
½1 nðs
k0k=2;qÞð sk0þk=2;q þ sk0k=2;qÞ is the den-
sity of particle-hole pairs with spin s (and nðÞ ¼ ½1þ
eðÞ1 is the Fermi distribution). We have used
the standard regularization setting g 2kFa	
  2V ð2kFa	
 Þ2P0
k3;4
ðþk1;q þ k2;q  þk3;q  k4;qÞ1 [18], in order to re-
move the unphysical ultraviolet divergence of the contact
interaction. The prime indicates that the summation is
subject to the momentum conservation k1 þ k2 ¼ k3 þ
k4. This regularization allows us to characterize the
strength of the interaction through the dimensionless pa-
rameter kFa, where kF denotes the Fermi wave vector, a is
the s-wave scattering length, and 
 is the density of states
at the Fermi surface. A similar expression was derived in
the homogeneous case in Ref. [14] using second order
perturbation theory. Equation (2)—justified on the basis
of our field-theoretical analysis—can be thought of as a
generalization to a spiral background.
Uniform magnetization.—We first consider the impli-
cations of the fluctuation corrections on the magnetic
phase diagram for a free particle dispersion k ¼ k2=2m
without accounting for spatial modulation. By minimiz-
ing the free energy Eq. (2) with respect to the magnetiza-
tionmwe recover the phase behavior. In this case one finds
that fluctuations drive the second order ferromagnetic tran-
sition first order below the tricritical point temperature
TT  0:2TF, where TF is the Fermi temperature (see
Fig. 1) [14]. Focusing on T ¼ 0, substituting the low
energy form of the particle-hole density of states,
q¼0ðk; Þ ¼ ðkkF  k2=2 Þ=2	k, where kF ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2mð 2kFam=	
Þ
p
, into the fluctuation correction to
the free energy, and expanding in powers of magnetization,
one recovers a singular term of order m4 lnm2 arising from
particle-hole excitations with momentum near to 2kF, the
same nonanalyticity as that found diagrammatically in
Refs. [12]. A finite magnetization increases the phase
space available for the formation of virtual intermediate
particle-hole excitations, and this enhancement ultimately
drives the ferromagnetic transition first order.
Texturedmagnetization.—Quantumfluctuationsalso lead
to spatial modulation of the magnetic order and further re-
construction of the magnetic phase diagram. If we antici-
pate that the transition into the spatially modulated phase is
continuous and leads to a planar spiral (i.e. mk ¼ 0), we
may determine the phase boundary by expanding Eq. (2) to
quadratic order in m?, and then search for the q and kFa
where the coefficient ofm2? first turns negative. The result-
ing phase diagram in Fig. 1 reveals that a textured phase
preempts the transition into the uniform phase, and, in
particular, the phase terminates at the tricritical point.
To understand this phase behavior, it is instructive to
look at the Ginzburg-Landau expansion in the vicinity of
the tricritical point [19]. For a quadratic dispersion, the
magnetization and spiral wave vector enter the single elec-
FIG. 1. The lower graph shows the phase diagram consisting
of paramagnetic, uniform and textured ferromagnetic phases.
The thick solid locus of continuous transitions from the para-
magnet into the textured phase and uniform ferromagnetic phase
are determined from analysis of Eq. (2). The anticipated tran-
sition or crossover between the textured and uniform phase
(shown dashed) requires expansion of Eq. (2) to higher order
than that carried out here. The thin line shows where the first
order transition from paramagnet to ferromagnet takes place if
the magnetization were restricted to be uniform. The upper graph
shows the magnitude of the wave vector q along the upper
modulated phase boundary.
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tron energy k;q in the combination ðk  qÞ2 þ ð4	am?Þ2,
where we have restricted attention to a planar spiral since
(as we will see below) it always has lower energy than a
conical spiral at zero magnetic field. Upon linearizing the
electron energy at the Fermi surface, q2 and m2? enter the
free energy in the same way (up to the angular factors that
accompany q and which are integrated over). Therefore,
the spatial modulation enters as if it where a direction de-
pendent magnetization. As a consequence, the coefficient
of m4? in a Ginzburg-Landau expansion is proportional to
that of q2m2?: i.e., F ¼ ðþ k2Fq2=24	2a2Þm2? þ
m4? þ m6? þ    , where , , and  are the same
functions of T and kFa as in the homogeneous case.
When  becomes negative and a first order transition
becomes favorable, the q2m2?-term also becomes negative
favoring a spatial modulation that emerges from the tricrit-
ical point. This is exactly the same situation as in the FFLO
state [15]. Whether or not this transition is continuous is, in
general, controlled by nonuniversal parameters that depend
on details of the dispersion. Finally, we justify the assump-
tion that the spin spiral is planar by noticing that, for a
conical spiral withmk nonzero and uniform, there would be
an additional contribution to the Landau free energy of
m2k. However, the instability to a textured phase develops
at an optimal q where  remains positive so the planar
spiral is favored over a conical spiral.
To assess the validity of the perturbative scheme, we
now turn now to the numerical quantum Monte Carlo
analysis of the Stoner Hamiltonian (1) making use of the
CASINO program [20]. These methods are based upon
optimizing a trial wave function and are restricted to zero
temperature. Our approach is a refinement of that used in
previous studies of itinerant ferromagnetism [21]. The
variational wave function used in our simulation, c ¼
DeJ, is a product of a Slater determinant, D, that takes
account of the Fermion statistics and occupation of single
particle orbitals, and a Jastrow factor, J, that accounts for
electron correlations.
The Slater determinant consists of plane-wave spinor
orbitals containing both spin-up and spin-down electrons,
D ¼ detðfc k2k" ; c k2k# gÞ. Although the Slater determinant
is not an eigenstate of total spin, when separated into its
constituent spin basis states, those with low spin have a
greater multiplicity than those with high spin. Therefore, to
a good approximation, the spin is set by Sztot. In the case of
uniform magnetization, for computational efficiency, we
factorize the Slater determinant into an up and a down-spin
determinant [20]. The spin textured phase is described by
noncollinear spins, which have only recently been studied
within the variational Monte Carlo (VMC) method [22].
These studies lead us to describe a planar spin spiral with
a trial wave function that contains the spinors c k ¼
eiqr=2ðeikr; eikrÞ and c k ¼ eiqr=2ðeikr; eikrÞ
which explicitly fix the spin spiral orientation. The ground
state energy was estimated from QMC runs at q=kF ¼ 0,
0.2, and 0.4; at q ¼ 0 this would recover the factorized
form for the Slater determinant employed in the uniform
case. Our simulations are carried out in a unit cell with
periodic boundary conditions commensurate with the pitch
of the spiral.
The Jastrow factor, J, accounts for electron-electron
correlations. It consists of polynomial and plane-wave
expansions in the electron-electron separation [23]. To
further optimize the wave function, the Slater determinant
orbitals were evaluated at quasiparticle positions related to
the electrons through a polynomial backflow function [24].
In the spiral case, the Jastrow factor is restricted to be spin
independent to maintain the spin spiral orientation and the
wave function antisymmetry. In the uniform case, the wave
function optimization was performed in two steps using
VMC and diffusion Monte Carlo, whereas only VMC
calculations were performed for the textured state. To
model the repulsive contact interaction between the elec-
trons we employ the modified Po¨schl-Teller potential [25]
which has smooth edges so that the QMC configurations
can sample it faithfully [26].
First, constraining the magnetization to be spatially uni-
form, an estimate of the ground state magnetization for
different interaction strengths recovers a first order phase
transition into the itinerant magnetic phase (Fig. 2).
Although the QMC calculation reproduces the predicted
phase behavior of the theory, the small but significant
discrepancy between the critical values of kFa reflects
the limitations of perturbation theory in the regime of
strong coupling. Allowing for spatial modulation of the
magnetization, we find that an inhomogeneous magnetic
phase preempts the transition into the uniform phase. The
resulting textured phase has similar extent and wave vector
to the analytical prediction and slightly penetrates the
uniform phase, lending support to the conclusions of the
perturbative field theoretic analysis.
In conclusion, quantum fluctuations are known to drive
the itinerant ferromagnetic transition first order. This same
FIG. 2. The lower panel shows the variation of the ground state
magnetization m with interaction strength kFa at zero tempera-
ture. The dashed line corresponds to the uniform phase, and the
solid line is the textured phase. The upper panel shows the
ground state wave vector of the inhomogeneous magnetic phase,
estimated from results at three discrete values of q highlighted
by the horizontal dotted lines.
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mechanism leads to the development of inhomogeneous
magnetic order in the vicinity of the tricritical point, re-
sulting in a phase diagram which mirrors that of the super-
conducting FFLO phase. Our results are consistent with
recent diagrammatic analyses and reveal the connection
between these works [12] and older second order perturba-
tion calculations [14]. Moreover, our approach represents a
considerable analytical simplification and more clearly
reveals the underlying physical processes. This motivates
searching for similar phenomena in itinerant antiferromag-
netic systems as well as the possibility of a fluctuation-
driven FFLO at zero magnetic field in d-wave super-
conductors.
There are several directions in which this analysis might
be extended. An electronic band dispersion can drive a
similar reconstruction of the electronic phase diagram [27].
It would be informative to investigate the interplay be-
tween such effects and quantum fluctuations. As well as
the possibility of spatially modulated magnetism, recent
works have suggested that a band dispersion might lead to
d-wave distortion of the Fermi surface [28]. Such electron
nematics may be viewed as melted versions of spatially
modulated magnetism. Indeed, one might envisage a vari-
ety of spin crystalline phases and their melted nematics,
driven by quantum fluctuations and occupying the same
broad region of the phase diagram as studied here.
Finally, we comment upon the possibility of observing
these effects experimentally. A spatially modulated mag-
netic phase would have its clearest signature in elastic
neutron scattering, but possibly also in anisotropic trans-
port and nuclear magnetic resonance. Determining whether
such modulations are driven by quantum fluctuations or by
electronic band dispersions is difficult. We note, however,
that the topology of the latter case is different from that
studied here [27]. Although the antiferromagnetic behavior
observed in NbFe2 [9] and UGe2 [7] is consistent with
magnetic texturing, a definitive identification of inhomo-
geneous phase formation is still lacking.
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