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Abstract
We determine the set of canonical equivalence relations on [G]n, where G is a random graph,
extending the result of Erdo˝s and Rado for the integers to random graphs.
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1. Preliminaries
A tree is any partially ordered set (T , ) such that for any t ∈ T the set {s ∈ T : s t}
is well ordered by the induced order. Given a tree T we say that S is a subtree of T if S ⊆ T .
From now on we will suppose that every tree has a root i.e. we will suppose that every tree
has a unique minimal element. By Succ(t, T ) we will denote the set of all s ∈ T such that
ts. By Pred(t, T ) we will denote the set of all s ∈ T such that s t and by IS(t, T ) we
will denote the set of immediate successors of t in T. We will also suppose that for a given
tree T, for every t ∈ T , both Pred(t, T ) and IS(t, T ) are ﬁnite. By T (n) we will denote the
nth level of T i.e. the set of all t ∈ T such that |{s ∈ T : s t, s = t}| = n. For a tree T,
height(T ) will denote sup{n + 1 : T (n) = ∅}. We say that a tree (T , ) is perfect if for
every t ∈ T there is s ∈ T such that ts and |IS(s, T )|2. Given a tree T and nodes s
and t in T by s ∧ t we will denote the maximal node in T which is below both s and t. If
A ⊆ T , by ∧(A) we will denote the ∧ - closure of A, the smallest subset A′ of T containing
A such that (∀s, t ∈ A′)s ∧ t belongs to A′. Most of the time we shall be working inside the
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complete binary tree 2<N i.e. inside the set of all ﬁnite sequences of 0’s and 1’s, ordered
by end-extension which we denote by ⊆. We shall need also to consider the following two
orderings on 2<N, <lex and Q which we introduce in the following two deﬁnitions
Deﬁnition 1.1. Let s, t ∈ 2<N. We say that s is lexicographically less than t and write
s <lex t providing the following hold: s and t are incomparable and if i ∈ N is the maximal
integer such that si = ti then s(i) < t(i).
Deﬁnition 1.2. Given s, t ∈ 2<N put tQs iff s = t or (s ⊆ t and sˆ0 ⊆ t) or (t ⊆ s and
tˆ1 ⊆ s) or (s and t are incomparable and t <lex s).
Note that while Q is a total order <lex is not. But, <lex is a total order on any antichain
of 2<N and in fact it agrees with Q. Since (2<N, Q) is a countable linearly ordered
set with no largest and no smallest element and between any two elements lies a third one,
it follows from an old theorem of Cantor that (2<N, Q) has order type , the order type
of the set of rationals. Let A ∈ [2<N]n for some n ∈ N. From now on whenever we write
A = {a1, ..., an} we will suppose that we enumerate elements of A with respect to Q.
Sometimes we will writeA = {a1, ..., an}Q just to remind the reader that the enumeration
of the elements of A is with respect to Q.
Deﬁnition 1.3. Suppose that S is a subtree of T. We say that S is strongly embedded in T
(see Fig. 1 for the case T = 2<N) if
1. If s ∈ S(n) for some n < height(S) − 1 and t ∈ IS(s, T ), then Succ(t, T ) ∩ IS(s, S)
is a singleton,
2. If height(T ) =  and height(S) there is strictly increasing function f : height(S)
→  such that S(n) ⊆ T (f (n)) for each n ∈ height(S).
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If in the previous deﬁnition we drop requirement 2, and instead of 1) we have:
1′. If s is a nonmaximal element of S and t ∈ IS(s, T ), then Succ(t, T )∩ IS(s, S) is either
a singleton or empty.
Then we say that S is weakly embedded in T.
Remark 1.1. Note that a subtree A of S is weakly embedded in S iff it is closed under the
meet operation i.e. A is weakly embedded in S iff ∧(A) = A.
From now on by WEm<(T ) we denote the set of all ﬁnite weakly embedded subtrees
of T.
Note that a strongly embedded subtree S′ of a strongly embedded subtree S ofT is strongly
embedded in T, and a weakly embedded subtree A of a strongly embedded subtree S of T
is weakly embedded in T. Note also that for every strongly embedded subtree T of 2<N,
(T , Q) is also a countable linearly ordered set with no largest and no smallest element
and between any two elements lies a third one, hence it has the order type , the order type
of the set of rationals.
Lemma 1.1. Let T be a perfect strongly embedded subtree of 2<N. Then there is a unique
bijection h : 2<N → T such that
1. for every s, t ∈ 2<N, s ⊆ t iff h(s) ⊆ h(t),
2. for every s, t ∈ 2<N, |s| < |t | iff |h(s)| < |h(t)| and
3. for every s, t ∈ 2<N, s <lex t iff h(s) <lex h(t).
Proof. The proof follows immediately from the deﬁnition of a strongly embedded,
subtree. 
From now on if T is a strongly embedded subtree of 2<N of height , by T we will
denote the unique bijection which satisﬁes the conditions 1–3 of Lemma 1.1, and we call
T , the tree isomorphism. Note also that if T is a strongly embedded subtree of 2<N, then
T is Q-order isomorphism i.e. for every s, t ∈ 2<N: sQt iff T (s)QT (t).
Deﬁnition 1.4. Given a strongly embedded subtree T of 2<N and trees A and B weakly
embedded in T, we say that A and B have the same embedding type and we write A ∼Em B
provided the following hold:
1. There is a bijection f : A → B satisfying a ⊆ a′ iff f (a) ⊆ f (a′).
2. If a ∈ A∩T (n), a′ ∈ A∩T (n′), f (a) ∈ B∩T (m), and f (a′) ∈ B∩T (m′) then n < n′
iff m < m′.
3. Let a, b ∈ A and let |a| < |b|. Then we require that b(|a|) = 0 iff f (b)(|f (a)|) = 0
(see Fig. 2).
Note that this is not the same as the original deﬁnition given in [3]. Originally, in a ﬁnitely
branching tree T for each t ∈ T there is a linear order ≺ on IS(t, T ). In other words, for
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each t ∈ T , IS(t, T ) can be enumerated as
IS(t, T ) = {is(t, T )(j) : j ∈ |IS(t, T )|}
so that
is(t, T )(i) ≺ is(t, T )(j) ⇔ i ∈ j ∈ |IS(t, T )|.
Also, in the previous deﬁnition of the embedding type of weakly embedded subtrees in 3., it
is required that for each i ∈ |Is(a, T )|, b = is(a, T )(i) iff b′ = is(a′, T )(i). In the case of
strongly embedded subtrees of the complete binary tree we naturally take the ordering<lex
to be the linear order ≺. Then it is easy to see that our deﬁnition is equivalent to original
one when working with the strongly embedded subtrees of the complete binary tree. We
write EmA(T ) for the collection of all weakly embedded subtrees B of T with A ∼Em B.
Remark 1.2. Let A ∈ [2<N]n be an antichain for some positive integer n and let B ∈
[∧(A)]n be such that ∧(A) = ∧(B). Then A = B. This follows by an easy induction
argument considering elements <Q of the root of ∧(A) and elements >Q of the root of
∧(A).
Remark 1.3. Let T be a perfect strongly embedded subtree of 2<N and let A,B ∈
WEm<(T ) be such thatA ∼Em B. Then one can easily prove by induction on the number
of elements of A that there is only one bijection f between them witnessing A ∼Em B.
Remark 1.4. Let T be a perfect strongly embedded subtree of 2<N, let S be a weakly
embedded subtree S of T and let T be the unique tree isomorphism which corresponds to
T. Then it is easy to see that −1T ′′S ∼Em S. Also, given a strongly embedded subtree T of
2<N and a weakly embedded subtree S of T we can easily ﬁnd a perfect strongly embedded
subtree U of T such that S ⊆ U . Let S be a ﬁnite weakly embedded subtree of 2<N such
that |S| = n and let U be a perfect strongly embedded subtree of 2<N such that S ⊆ U . It is
easy to see that S ⊆ ∪nk=0U(n). Let U be the tree isomorphism which corresponds to U.
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Then S ∼Em −1U ′′S, which means that 2n−1 realizes every embedding type of weakly
embedded subtrees of 2<N which have n elements.
The following theorem which is due to Milliken (see [3, Theorem 4.3]) is crucial for our
proof.
Theorem 1.1. Let T be a perfect strongly embedded subtree of 2<N, let A ∈ WEm<(T )
and let E be an equivalence relation on EmA(T ) with ﬁnitely many classes. Then there
is a perfect strongly embedded subtree S of T such that for every B,C ∈ EmA(S) it is
valid that
B E C.
2. Essential patterns
We say G ⊆ [N]2 is a random graph if it has the deﬁning property that for every two
non-empty subsets A,B ⊆ N there is a vertex x which is adjacent to all vertices of A and
not adjacent to any of the vertices of B. From now on let G ⊆ [N]2 be a ﬁxed random graph
and let {gn : n ∈ N} be a ﬁxed enumeration of the set of vertices. By TG = {tn : n ∈ N}
we denote the subtree of 2<N deﬁned as follows:
tn(m) = 1 iff {m, n} ∈ G for every 1m < n and tn(n) = 1.
Remark 2.1. Note that every subtree T = {tn : n ∈ N} ∈ 2<N which has the property that
for every s, t ∈ T if s = t then |s| = |t | deﬁnes a graph GT ⊆ [N]2 deﬁned as follows:
{m, n} ∈ GT iff tn(m) = 1.
From now on we will identify a subtree T ⊆ 2<N with the graph it deﬁnes.
We need the following deﬁnition.
Deﬁnition 2.1. Let  : 2<N → 2<N be an injection and let D = ′′2<N. We say that  is
a diagonalization if:
1. D is an antichain.
2. For every s, t ∈ ∧(D) we have |s| = |t |.
3. For every s, t, u ∈ D if s = t , s ∧ t ⊆ u and |s ∧ t | < |u| then u(s ∧ t) = 0.
4. For every s, t ∈ 2<N if |s| > |t | then s(|t |) = (s)(|(t)|).
5. For every s, t, u, v ∈ 2<N, |s ∧ t | < |u ∧ v| implies |(s) ∧ (t)| < |(u) ∧ (v)|.
Remark 2.2. Note that for every ﬁnite antichainF ⊆ 2<N whose elements satisfy property
3. we have that ∧(F ) ∼Em ∧(′′F) for every diagonalization  : 2<N → 2<N. This
follows immediately from the deﬁnition of the embedding type.
We have the following (see [4, Theorem 4.1]):
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Theorem 2.1. For every random graph G there is a diagonalization  : 2<N → 2<N such
that ′′2<N ⊆ TG .
Remark 2.3. Note that if  : 2<N → 2<N is a diagonalization such that ′′2<N ⊆ TG ,
where G is a random graph, then ′′′′T′′TG is an induced random subgraph of G for every
perfect strongly embedded subtree T of 2<N. This follows immediately from the fact that
for every perfect strongly embedded subtree T of 2<N, the tree isomorphism T satisﬁes
the property 4 of Deﬁnition 2.1.
Let  be a diagonalization as in Theorem 2.1. From now on by D we denote the image
′′TG . Also, by Sn we denote the set of all embedding types which appear as the ∧-closure
of n-element subsets ofD. Let sn = |Sn|. Nowwe are going to reprove the result of N. Sauer
(see [4, Theorem 2.1] ) about ﬁnite partitions of n-element subsets of the set of vertices of
a random graph G which we denote by [G]n.
Theorem 2.2. Let n be a positive integer and let G be a random graph. Then for every
ﬁnite coloring c : [G]n → {1, ..., k} there is an induced random subgraph H of G such that
|c′′[H]n|sn.
Moreover, there is a coloring c of [G]n with sn colors such that |c′′[H]n| = sn for every
induced random subgraph H of G.
Proof. Let c : [G]n → {1, ..., k} be a coloring. We may assume that we have a color-
ing c : [D]n → {1, ..., k} where D = ′′TG and  : 2<N → 2<N is a diagonalization
such that ′′2<N ⊆ TG . The coloring c induces a coloring c′ : [2<N]n → {1, ..., k}
deﬁned as follows: given F ∈ [2<N]n put c′(F ) = i for some 1 ik iff c(′′F) =
i. List all embedding types of weakly embedded subtrees of 2<N which appear as the
∧-closure of n-element antichains as {E1, ..., El}. The coloring c′ induces a coloring ci
of EmEi (2<N) for each 1 i l deﬁned as follows: given some M ∈ EmEi (2<N) put
ci(M) = j iff c′(K) = j , where K ∈ [2<N]n is the unique n-element antichain such
that ∧(K) = M . Applying Milliken’s theorem l times we get a strongly embedded subtree
(see Fig. 3) S ⊆ 2<N such that all weakly embedded subtrees of S which have the same type
as Ei for some 1 i l are monochromatic. Let H = ′′′′TD. Then it is easy to see that|c′′H|sn.
The second part of the theorem follows from the fact that ifH ⊆ D is an induced random
subgraph, then it realizes every essential type (see [1, Theorem 4.1]). 
The following lemma will help us count the numbers sn. But before we state and prove
the lemma we need a couple of deﬁnitions.
Deﬁnition 2.2. Let A = {a1, ..., an} ∈ [D]n be given and let ∧(A) = {a′1, ..., a′2n−1}Q .
Note that a′2i−1 = ai and a′2i = ai ∧ ai+1 for each 1 in. Let <WA be the well-ordering
of the set {1, ..., 2n − 1} deﬁned as follows:
i <WA j iff |a′i | < |a′j |.
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Also, for each A ∈ [D]n let s1A ∈ 21, ..., sn−1A ∈ 2n−1 be deﬁned as follows: Let
A = {ai1 , ..., ain−1}<WA . Set
skA(l) = 0 for 0 lk − 1 iff aik+1(|ail+1 |) = 0, for each 1kn − 1.
Then we have the following:
Lemma 2.1. Let A,B ∈ [D]n. Then A ∼Em B iff <WA=<WB and skA = skB for each
1kn − 1.
Proof. Let n be a positive integer and let A,B ∈ [D]n. Let us prove ﬁrst that ∧(A) ∼Em
∧(B) implies <WA = <WB and skA = skB for each 1kn − 1. We will prove this by
induction on n. For n = 1 it holds trivially. Suppose that it is true for every kn and let
A,B ∈ [D]n+1. Let A′ = {a1, a2, ..., a2n+1} and B ′ = {b1, b2, ..., b2n+1} be such that
A′ = ∧(A) and B ′ = ∧(B). Let ak and bl be the roots of A′ and B ′ respectively. Set
A1 = {x ∈ A′ : akˆ0 ⊆ x}, A2 = {x ∈ A′ : akˆ1 ⊆ x} and similarly deﬁne B1 and
B2. Then, if f : A′ → B ′ is a bijection witnessing A′ ∼Em B ′ it is easy to see that
f (ak) = f (bl) and therefore k = l. Also, it is easy to see that f A1 is a bijection from
A1 onto B1 witnessing A1 ∼Em B1 and f A2 is a bijection from A2 onto B2 witnessing
A2 ∼Em B2. Therefore, we can apply the inductive hypothesis to A1, B1 and to A2 and B2
and conclude easily that
<WA = <WB .
That skA = skB for each 1kn follows immediately from the deﬁnition of the embedding
type.
Suppose now that <WA = <WB and skA = skB for each 1kn− 1, and let us prove that∧(A) ∼Em ∧(B). Let f : ∧(A) → ∧(B) be the bijection deﬁned by f (aik ) = bik for every
1k2n − 1. We will prove by induction that f satisﬁes the properties of Deﬁnition 1.4.
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The case n = 1 is trivial, so suppose that this is true for every kn and letA,B ∈ [D]n+1 be
such that <WA=<WB and skA = skB for each 1kn. Let {i1, ..., i2n+1} be an enumeration
of the set {1, ..., 2n+ 1} with respect to <WA (and <WB of course). Let f : ∧(A) → ∧(B)
be the bijection deﬁned by f (aik ) = bik for every 1k2n + 1. Note that ai1 and bi1
are the roots of ∧(A) and ∧(B) respectively. Let A1 = {x ∈ ∧(A) : ai1 ˆ0 ⊆ x} , A2 =
{x ∈ ∧(A) : ai1 ˆ1 ⊆ x} and similarly deﬁne B1 and B2. Then we must have |A1| = |B1|
and |A2| = |B2|. Moreover, if |A1| = |B1| = r and |A2| = |B2| = s then ∧(A1) =
{aj1 , ..., ajr }, ∧(B1) = {bj1 , ..., bjr }, ∧(A2) = {ak1 , ..., aks } and ∧(B2) = {bk1 , ..., bks }.
Let<wA1 ,<wA2 and<wB1 ,<wB2 be thewell-orderings of the sets {j1, ..., jr} and {k1, ..., ks}
which correspond toA1,A2 andB1,B2 respectively. One can easily see that<wA1 = <wA2
and<wB1 = <wB2 . Then f A1 and f B1 are the bijections betweenA1 andB1 andA2 and
B2 respectively. Hence, by the inductive hypothesis both f A1 and f A2 satisfy properties
1–3 of Deﬁnition 1.4. Thus f satisﬁes them. Therefore,
∧(A) ∼Em ∧(B). 
Let n be a positive integer.Denote byPn the set of all permutations of the set {1, ..., 2n−1}
with the property that if  = (i1, ..., i2n−1) ∈ P and if ij = 2k, il = 2k−1 and im = 2k+1
for some 1kn − 1, then j < l,m. Further, let p = (i1, ..., i2n−1) ∈ P . Note that i2n
and i2n−1 must be odd numbers and i1 is even. For each 1 ln − 1 let ol = |{j : ij =
2k − 1 for some k and l < j} and let el = |{j : ij = 2k for some k and l < j}. Set
np = 2ni1 2ni2 ...2ni2n−1 , where nij = oj − ej if ij is odd number and 0 otherwise.
Using the previous lemma get the following formula for counting the number of the
essential types sn.
Corollary 2.1. sn =
∑
p∈P
np f or n1.
Proof. Recall ﬁrst that for A ∈ [D]n if ∧(A) = {a′1, ..., a′2n−1}Q then a′2k = ak ∧ ak+1
for every 1kn − 1 and a′2k−1 = ak for every 1kn. Note also that if <WA is the
well-ordering of the set {1, ..., 2n − 1} then it determines the unique permutation  =
(i1, ..., i2n−1) of the set {1, ..., 2n − 1}. Since the length of a′2k = ak ∧ ak+1 is always less
than the length of both ak and ak+1 the permutation  = (i1, ..., i2n−1) which corresponds
to<WA has the property that if  = (i1, ..., i2n−1) ∈ Pn and if ij = 2k, il = 2k−1 and im =
2k + 1 for some 1kn− 1, then j < l,m. Therefore each element of Sn determines the
unique element ofP . By the previous lemma the embedding type ofA ∈ [D]n is determined
completely by the well-ordering<WA and by the family s1A ∈ 21, ..., sn−1A ∈ 2n−1. To ﬁnish
the proof of the corollary it sufﬁces to prove the following:
Claim 2.1. |slA| = nij = oj − ej where ij = 2l − 1 for each 1 ln.
Proof. We are going to prove the claim by induction on 2n − 1j1 such that ij is odd.
Basic step at j = 2n−1: Note that i2n−1 is an odd number and that oj = ej = 0. Hence,
|sijA | = nij = 1.
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Inductive step at j < 2n − 1: Suppose that the claim is true for all il such that il is odd
and j < l2n − 1 and let us prove the claim for ij .
Case 1: ij+1 = 2l for some l. Note ﬁrst that |sijA | = |sikA | − 1, where j < k < 2n − 1
is the smallest number such that ik is odd. Note also that oj = o) and ej = ek + 1
(see Fig. 4). Hence, by the inductive hypothesis we have |sijA | = |sikA | − 1 = nik − 1 =
ok − ek − 1 = oj − ej = nij .
Case 2: ij+1 = 2l−1 for some l < n. Note that nowwehave |sijA | = |s
ij+1
A |+1. Since ij+1
is an odd number we have oj = oj+1+1 and ej = ej+1 (see Fig. 5). Hence, by the inductive
hypothesis we have |sijA | = |s
ij+1
A | + 1 = nij+1 + 1 = oj+1 − ej+1 + 1 = oj − ej = nij .
This ﬁnishes the proof of Claim 2.1. 
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Table 1
n 1 2 3 4 5 · · ·
Sn 1 4 112 12352 4437760 · · ·
By Claim 2.1 we get
sn =
∑
p∈P
np for n1,
where np = 2ni1 2ni2 ...2ni2n−1 and nij = oj − ej if ij is odd number and 0 otherwise. 
By Lemma 2.1 we get for the ﬁrst few elements of the sequence {sn}. given in Table 1.
The author has learnt from Larson [2] that she has found another way to count the number
of essential types {sn} .
3. Transitive sets
We remind the reader that D = ′′TG , where  is a diagonalization of 2<N such that
′′2<N ⊆ TG , where G is a random graph and Sn is the ﬁnite list of all embedding types
which appear as the ∧-closure of n-element subsets of D. Now we shall proceed as we did
in [5].
Deﬁnition 3.1. Let n be a positive integer and let A,B,C,D ∈ [D]n be such that ∧(A)
∼Em ∧(C),∧(B) ∼Em ∧(D) and∧(A∪B) ∼Em ∧(C∪D).We will writeA : B = C : D
if, wheneverf : ∧(A∪B) → ∧(C∪D) is themappingwitnessing∧(A∪B) ∼Em ∧(C∪D)
then f ′′A = C and f ′′B = D.
From now on, whenever we write A : B = C : D the requirements mentioned in the ﬁrst
sentence of Deﬁnition 3.1 are to be understood.
Deﬁnition 3.2. Let A,B,C,D ∈ [D]n. Deﬁne A : B  C : D iff A : B = C : D or
A : B = D : C.
Deﬁnition 3.3. Let n be a positive integer. A subset L of [D]n × [D]n is called a saturated
set if for every C,D ∈ [D]n there is a pair (A,B) ∈ L such that A : B  C : D.
Lemma 3.1. For every positive integer n there is a ﬁnite saturated set L.
Proof. Let n be a positive integer. Given A,B ∈ [D]n we have n |A ∪ B|2n. Let
{P1, ..., Pl} be the list all embedding types which appear as the ∧-closures of the union
of two n-element subsets of D. Let Pi be ﬁxed and let A,B,C,D ∈ [D]n be such that
∧(A ∪ B) = ∧(C ∪ D) = Pi . Then we have that A : B  C : D iff {A,B} = {C,D}.
We know that there are
((mn)+1
2
)
pairs of n-element subsets of Pi where |Pi | = m. Let
Ai = {(Ai1, Bi1), ..., (Aini , Bini )} be the list of all pairs (A,B) such that A,B ∈ [D]n,
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∧(A ∪ B) = Pi and such that {Aij , Bij } = {Aik, Bik} for j = k. Let us prove that L =
∪li=1Ai is saturated. Let C,D ∈ [D]n be arbitrary. Let Pi for some 1 i l be such that∧(C ∪ D) ∼Em Pi and let f : ∧(C ∪ D) → Pi be the mapping witnessing this. Then one
can easily see that there is a pair (Aij , B
i
j ) ∈ Ai such that (f ′′C = Aij and f ′′D = Bij )
or (f ′′C = Bij and f ′′D = Aij ). Hence, C : D  Aij : Bij . This ﬁnishes the proof of the
lemma. 
Lemma 3.2. Let n be a positive integer and let L′ and L′′ be two saturated sets with the
minimal number of elements among all saturated sets. Then there is a bijection fL′,L′′ :
L′ → L′′ such that for every (A′, B ′) ∈ L′, if fL′,L′′(A′, B ′) = (A′′, B ′′) then A′ : B ′ 
A′′ : B ′′.
Proof. By Deﬁnition 3.3 for every (A′, B ′) ∈ L′ there is a pair (A′′, B ′′) ∈ L′′ such that
A′ : B ′  A′′ : B ′′. Deﬁne a mapping fL′,L′′ : L′ → L′′ as follows: given (A′, B ′) ∈ L′
put fL′,L′′(A′, B ′) = (A′′, B ′′), where (A′′, B ′′) ∈ L′′ is a pair such that A′ : B ′ 
A′′ : B ′′. Let us prove that fL′,L′′ is a bijection. By minimality of the set L′′, fL′,L′′ is
well deﬁned, because for every (A′, B ′) ∈ L′ there is a unique (A′′, B ′′) ∈ L′′ such that
A′ : B ′  A′′ : B ′′. To prove that fL′,L′′ is a bijection it sufﬁces to prove that it is one-to-
one. Let (A1, B1), (A2, B2) ∈ L′ be such that (A1, B1) = (A2, B2). By minimality of the
set L′, it is not possible to have a pair (A′′, B ′′) ∈ L′′ such that A′′ : B ′′  A1 : B1 and
A′′ : B ′′  A2 : B2. Hence, fL′,L′′ is one-to-one and therefore a bijection. This ﬁnishes the
proof of the lemma. 
Let n ⊆ [D]n × [D]n be a ﬁxed minimal saturated set from now on.
Deﬁnition 3.4. Let n be a positive integer. We say that a set T ⊆ n is transitive if
1. for every P ∈ Sn, T contains a pair (A,A) such that ∧(A) ∼Em P, and
2. for every (A1, B1), (A2, B2) ∈ T there is a pair (A3, B3) ∈ T such that if C,D,E ∈
[D]n and C : D  A1 : B1 and D : E  A2 : B2 then C : E  A3 : B3.
Note, that by Lemma 3.2, ifL′,L′′ are twominimal saturated sets, then there is one-to-one
correspondence between the set of all transitive subsets of L′ and the set of all transitive
subsets ofL′′. Namely, let T ′ ⊆ L′ be a transitive subset ofn and let fL′,L′′ : L′ → L′′ be
the bijection as in Lemma 3.2. Then fL′,L′′ ′′T ′ is transitive subset of L′′ and also, for every
transitive T ′′ ⊆ L′′ there is a unique transitive set T ′ ⊆ L′ such that fL′,L′′ ′′T ′ = T ′′. It
follows that by our choice of the minimal saturated setn we do not lose any transitive set.
Let n be a positive integer and let T ⊆ n be a transitive set. Given A,B ∈ [D]n set:
A ET B iff A : B  C : D for some (C,D) ∈ T .
Lemma 3.3. Let n be a positive integer and let T ⊆ n be a transitive set. Then ET is an
equivalence relation on [D]n.
Proof. 1. Reﬂexivity and symmetry of ET follows immediately from the deﬁnition of ET .
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2. LetA ET B and B ET C. IfA = B orB = C thenA ET C, so suppose thatA = B = C.
Then there are (A1, B1) and (A2, B2) in T such thatA1 : B1  A : B andA2 : B2  B : C.
By Deﬁnition 3.4 there is a pair (A3, B3) ∈ T such that A : C  A3 : B3. This implies A
ET C. Hence, ET is transitive. 
Given a transitive set T ⊆ n, from now on we will denote by ET the relation on [D]n
which corresponds to T . We call these equivalence relations ET , canonical relations. We
will prove now that the name canonical is appropriate.
Theorem 3.1. Let n be a positive integer. Then for every equivalence relation E on [D]n
there is a perfect strongly embedded subtree S ⊆ 2<N and there is a transitive T ⊆ n
such that for every A,B ∈ [′′′′SD]n, we have
A ET B iff A EB,
where S : 2<N → S is the tree isomorphism deﬁned in Section 1.
Proof. Let {(A1, B1), ..., (Al, Bl)} be an enumeration of the ﬁxed minimal ﬁnite saturated
set n. By induction on 1 i l, we will ﬁnd a decreasing sequence {Ti : 1 i l} of
perfect strongly embedded subtrees of 2<N such that for every 1 i l the following holds:
() for every 1j i we have either C E D for every C,D ∈ [′′′′STi]n such that
C : D  Aj : Bj or C E D for every C,D ∈ [Ti]n such that C : D  Aj : Bj .
The initial step i = 1: Deﬁne an equivalence relation on Em∧(A1∪B1)(2<N) as follows:
put
F E1 F
′ iff(′′CE′′D iff ′′C′ E′′D′),
where F,F ′ ∈ Em∧(A1∪B1)(2<N) and C,D and C′,D′ are unique n-element subsets of
F and F ′ respectively such that C : D = A1 : B1 = C′ : D′. By Theorem 1.1 there is a
perfect strongly embedded subtree T1 of 2<N such that for every F,F ′ ∈ Em∧(A1∪B1)(T1)
we have F E1 F ′. This means that we have either ′′C E ′′D for every C,D ∈ [T1]n such
that C : D  A1 : B1 or ′′C E ′′D for every C,D ∈ [T1]n such that C : D  A1 : B1.
This ﬁnishes the proof of the initial step i = 1.
The induction step at i > 1: Suppose that we have deﬁned a sequence {Ti : 1j i} for
1 i < l which satisﬁes (). Deﬁne an equivalence relation Ei+1 onEm
′′
Ti
∧(Ai+1∪Bi+1)(Ti)
as follows: put
F Ei+1 F ′ iff (′′′′TiC E
′′′′TiD iff 
′′′′TiC
′ E′′′′TiD
′),
where F,F ′ ∈ Em′′Ti∧(Ai+1∪Bi+1)(Ti) and C,D and C′,D′ are unique n-element subsets
of F and F ′, respectively such that C : D = ′′TiAi+1 : ′′TiBi+1 = C′ : D′. By Theorem
1.1 there is a perfect strongly embedded subtree Ti+1 of Ti such that, either ′′′′Ti+1C E
′′′′Ti+1D for every C,D ∈ [Ti+1]n such that C : D  ′′TiAi+1 : ′′TiBi+1  Ai+1 :
Bi+1 or ′′′′Ti+1C E ′′′′Ti+1D for every C,D ∈ [Ti+1]n such that C : D  ′′TiAi+1 :
′′TiBi+1  Ai+1 : Bi+1. Ti+1 as a strongly embedded subtree of Ti is strongly embedded in
2<N. By the inductive hypothesis for every 1j i we have either ′′′′Ti+1C E 
′′′′Ti+1D
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for every C,D ∈ [Ti+1]n such that C : D  Aj : Bj or ′′′′Ti+1C E ′′′′Ti+1D for every
C,D ∈ [Ti+1]n such that C : D  Aj : Bj . Hence Ti+1 satisﬁes ().
Let S = Tl and let S : 2<N → T be the tree isomorphism as in Section 1. Let
T = {(A,B) ∈ n : ′′′′SA E′′′′SB}.
Let us check that T is as claimed in the theorem. First, let us prove that T is a transitive
subset of n. It is obvious that for every P ∈ Sn, T contains a pair (A,A) such that
A ∈ EmP (D) because ′′′′STG realizes every P ∈ Sn. Let (A1, B1), (A2, B2) ∈ T be
arbitrary and let C,D,E ∈ [D]n be such that C : D  A1 : B1 and D : E  A2 : B2.
Then ′′′′SA1 E 
′′′′SB1 and 
′′′′SA2 E 
′′′′SB2. By the construction we must have
′′′′SC E 
′′′′SD and 
′′′′SD E 
′′′′SE. Hence 
′′′′SC E 
′′′′SE. Let (A3, B3) ∈ n
be such that A3 : B3  C : E. Then, ′′′′SA3 : ′′′′SB3  ′′′′SC : ′′′′SE. Therefore
(A3, B3) ∈ T which proves that T is transitive.
Let A,B ∈ [D]n. Suppose that ′′′′SA ET ′′′′SB. Then, there is a pair (C,D) ∈ T
such that A : B  C : D. Then by the deﬁnition of the set T we have that ′′′′SC E
′′′′SD. Hence 
′′′′SA E 
′′′′SB. This ﬁnishes the proof of the theorem. 
4. Canonical sets
Let n be a positive integer and let {P1, ..., Psn} be a ﬁxed enumeration of Sn. Let n
be a ﬁxed minimal saturated set with the property that if (A,B) ∈ n and ∧(A) ∼Em
Pi,∧(B) ∼Em Pj then ij . For X ⊆ n and 1 ijsn, let
Xi,j = {(A,B) ∈ X : ∧(A) ∼Em Pi,∧(B) ∼Em Pj .
Given P ∈ [D]n by P ∗ we denote the set of all t ∈ 2<N such that there are u, v ∈ ∧(P )
with the property that t ⊆ u and |t | = |v|.
Deﬁnition 4.1. Let n be a positive integer and let Pi ∈ Sn and let P ′∗i = {p1, ..., pni }Q
where P ′i ∈ [D]n is such that ∧(P ′i ) = Pi . We say that  ⊆ {1, ..., ni} is canonical for Pi
if, whenever i, j ∈  and pk = pi ∧ pj then k ∈  and whenever j ∈  is such that there
is pk ∈ Pi such that |pj | = |pk| then k ∈ .
Let A,B ∈ [D]n such that ∧(A) ∼Em Pi and ∧(B) ∼Em ∧Pj for some 1 ijsn
and let A∗ = {a1, ..., ani }Q and B∗ = {b1, ..., bnj }Q . Further let i = {i1, ..., ik} ⊆{1, ..., ni} and let j = {j1, ..., jk} ⊆ {1, ..., nj }. Then we write
A∗i = B∗j iff ail = bjl for every 1 lk.
Deﬁnition 4.2. Let Pi, Pj ∈ Sn for some 1 ijsn and let i ,j be canonical for Pi
and Pj , respectively. We say that (i ,j ) is a canonical pair if:
1. |i | = |j | and
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2. P ′∗i i = P
′∗
j j ,
where P ′i , P ′j ∈ [D]n are such that Pi = ∧(P ′i ) and Pj = ∧(P ′j ).
Deﬁnition 4.3. Let A ⊆ {1, 2, ..., sn} be such that |A| = 1 and let i for 1 isn be
canonical for Pi , respectively.We say that a sequence {1, ...,sn} is a canonical sequence
if for every i, j ∈ A such that i < j the pair (i ,j ) is canonical.
Lemma 4.1. Let n be a positive integer and let A,B ∈ [D]n be such that ∧(A) ∼Em
Pi and ∧(B) ∼Em Pj for some 1 ijsn and let A∗ = {a1, ..., ani }Q and B∗ ={b1, ..., bnj }Q . Further let i ⊆ {1, ..., ni}, j ⊆ {1, ..., ni} be maximal sets with the
property that A∗i = B∗j . Then (i ,j ) is a canonical pair.
Proof. The proof follows immediately from the fact that if x, y ∈ ∧(A) ∩ ∧(B) then
x ∧ y ∈ ∧(A) ∩ ∧(B). 
Let A,B ∈ [D]n be such that ∧(A) ∼Em Pi and ∧(B) ∼Em Pj for some 1 ijsn.
From now on, by (A,B) we will denote the unique canonical pair (i ,j ) which cor-
responds to (A,B) and have the properties described in Lemma 4.1. Also, if (A,B) =
(i ,j ) then by 1(A,B) and 2(A,B) we will denote i and j , respectively.
Very often in the proofs that followwewill use the procedure of stretching the subtree. By
this wemean the following: Let n, k be positive integers, letP = {p1, ..., pn} ∈ [D]n and let
pi be ﬁxed for some 1 in. One can easily construct a subtreeQ = {q1, ..., qn, q1i , ..., qki }
of 2<N such that ∧(Q) ∼Em ∧(P ) and ∧(Q \ {qi} ∪ {qji } ∼Em ∧(P ) for each 1jk.
Then ′′Q ⊆ D has the same property as Q since  preserves the embedding type of ﬁnite
subsets of D.
Let n be a positive integer and let A ∈ [D]n . From now on we call the elements of
∧(A)∩D, top nodes and the elements of∧(A)\D,meet nodes. Then we have the following:
Lemma 4.2. Let (A,B) ∈ T i,i and let  ⊆ {1, ..., ni} be a maximal set such that A∗ =
B∗. Then T contains all (C,D) ∈ i,in such that C∗ = D∗.
Proof. Let (A,B) ∈ T i,i ,  ⊆ {1, ..., ni} and (C,D) ∈ i,in be as in the statement
of the lemma. We will prove by induction on n that we can ﬁnd ﬁnitely many pairs
(E1, F1), ..., (Ek, Fk) such that:
1. Fi = Ei+1 for every 1 ik − 1,
2. Ei : Fi  A : B for every 1 ik and,
3. E1 : Fk  C : D.
Note that applying the transitivity of T k − 1 times we will prove the lemma.
Remark 4.1. Recall that for every positive integer n and every P ∈ Sn every transitive
subset T of n contains a pair (A,A) for some A ∈ [D]n such that ∧(A) ∼Em P .
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Fig. 6.
The initial step n = 1: We know that there are four essential embedding types
(see Fig. 6) which appear as the ∧-closure of a pair in D.
Hence 1 has ﬁve elements (∅,∅), (〈00〉, 〈1〉), (〈0〉, 〈10〉), (〈01〉, 〈1〉) and (〈0〉, 〈11〉). If
 = {1}, then there is nothing to prove, because by Remark 4.1 every transitive subset of
1 must contain the pair (∅,∅). So suppose that  = ∅ and suppose now that transitive
subset T of 1 beside (∅,∅) contains one of the remaining four pairs. By the deﬁnition of
the transitive subsets of 1 we get that in either case T = 1 (see Fig. 7). This ﬁnishes the
proof of the initial step n = 1.
The induction step at n > 1: Suppose ﬁrst that the embedding type of Pi is determined by
s1, s2, ..., sn−1 where for each 1jn − 1, sj is a zero sequence. Then either  contains
all the indices of the meet nodes of A or it does not.
Case 1: contains all the indices of themeet nodes ofA. Then the only difference between
(A,B) and (C,D) can be either the height of the top nodes ofA∪B andC∪D or the height
of ai ∧ bi and ci ∧ di of the meets of top nodes or both. Stretching the subtree ∧(A ∪ B)
we can attach nodes a′i to ∧(A) for every top node ai of A which has different height than
corresponding node of C in the direction we want to move ai so that combining the pairs
(A,A′) and (A,B) and using the transitivity of T we get immediately A′ : B  C : D (see
Fig. 8).
Hence, if  contains all the indices of the meet nodes of A by the transitivity of T we get
that every (C,D) ∈ i,in such that C∗ = D∗ belongs to T .
Case 2:  does not contain all the indices of the meet nodes of A. Let nj be the index
of the biggest meet node of A with respect to Q such that nj /∈ . Let 1 i2n − 1 be
such that ai−1 ∧ ai = a′nj where ∧(A) = {a1, ..., a2n−1} and A∗ = {a′1, ..., a′ni } Note that
this means that ai−1 ∧ ai = bi−1 ∧ bi .
Case 2.1: i = 2n − 1. Then either {k : a′nk ∈ A∗ and a′nj ˆ1 ⊆ a′nk } ∩  = ∅ or
{k : a′nk ∈ A∗ and a′nj ˆ1 ⊆ a′nk } ∩  = ∅.
Before we proceed with the proof we need the following deﬁnition
Deﬁnition 4.4. Let M ∈ [D]n and let M = {m1, ..., mn}Q . By M∗− we denote the set
M∗ \ {m ∈ M∗ : (mn−1 ∧ mn)ˆ0 ⊆ m}.
Case 2.1.1: {k : a′nk ∈ A∗ and a′nj ˆ1 ⊆ a′nk } ∩ = ∅. Let A′ = A \ {an}, B ′ = B \ {bn},
C′ = C \ {cn} and D′ = D \ {dn} where A = {a1, ..., an}Q , B = {b1, ..., bn}Q ,
C = {c1, ..., cn}Q and D = {d1, ..., dn}Q . By the inductive hypothesis we can ﬁnd
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ﬁnitely many pairs (E′j , F ′j ), 1j l such that
1. F ′j = E′j+1 for every 1j l − 1,
2. E′j : F ′j  A′ : B ′ for every 1j l and,
3. E′1 : F ′l  C′ : D′.
It is easy to see that stretching the subtrees ∧(E′j ∪ F ′j ) we can always attach one node,
say e′j , to E′j and one node, say f ′j , to F ′j for every 1j l such that ∧(E′j ∪ {e′j }),
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∧(F ′j ∪ {f ′j }) ∼Em Pi . We can arrange the attachment of these nodes to be such that
the places where e′j and f ′j are attached to ∧(E′j ∪ F ′j )are different for every 1j l.
Also we may suppose that e′1 and f ′l are attached to ∧(E′1 ∪ F ′l ) at different places.
Stretching the subtree ∧(E′1 ∪ F ′l ) we may also arrange that (E′1 ∪ {e′1})∗− = (F ′l ∪{f ′l })∗− and (E′j ∪ {e′j })∗− = (F ′j ∪ {f ′j })∗− for every 1j l. Note that it might
happen that
a. E′j ∪{e′j } : F ′j ∪{f ′j }  A : B for some 1j l, or [b.] E′1 ∪{e′1} : F ′l ∪{f ′l }  C : D.
If it happens that for some 1j l, E′j ∪ {e′j } : F ′j ∪ {f ′j }  A : B, then it sufﬁces to
ﬁnd ﬁnitely many pairs (Gj1, H
j
1 ), ..., (G
j
mj ,H
j
mj ) such that:
1. Hjl+1 = Gjl for every 1 lmj − 1,
2. Gjl : Hjl  A : B for every 1 lmj and,
3. Gj1 : Hjmj  E′j ∪ {e′j } : F ′j ∪ {f ′j }.
Let K,L ∈ [D]n be such that K : L  A : B. Let K ′ = K \ {kn} and L′ = L \ {ln},
where K = {k1, ..., kn}Q and L = {l1, ..., ln}Q . One of the nodes kn and ln must be
the last element of ∧(K ∪ L) with respect to Q. Assume ﬁrst that it is ln. Then either
kn ∧ ln−1 = ln ∧ ln−1 or kn ∧ ln−1 = ln ∧ ln−1. Let x = ln−1 ∧ ln.
Case 2.1.1.1: kn ∧ ln−1 = ln ∧ ln−1. Then either xˆ0 ⊆ kn or xˆ1 ⊆ kn or (kn ∧ x)ˆ1 ⊆ x
or (kn ∧ x)ˆ0 ⊆ kn. Since ln is the last element of ∧(K ∪L) with respect to Q and since
kn ∧ ln−1 = ln ∧ ln−1 we must have xˆ0 ⊆ kn or (kn ∧ x)ˆ1 ⊆ x.
Case 2.1.1.1.1: xˆ0 ⊆ kn. Then either (kn−1 ∧ kn)ˆ1 ⊆ x or xˆ0 ⊆ kn−1 ∧ kn since
kn−1 ∧ kn and x are the meet nodes of the three nodes: kn−1, kn and ln.
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Case 2.1.1.1.1.1: (kn−1 ∧ kn)ˆ1 ⊆ x. Then we can easily ﬁnd nodes l1n and l2n (see
Fig. 9) such that:
1. l1n, l2n = ln,
2. l1n and ln are attached to ∧(K ∪ L′) at different places,
3. l2n and ln are attached to ∧(K ∪ L′) at the same place, and
4. K : L′ ∪ {lsn}  A : B for s = 1, 2.
By the transitivity of T , (L,L′ ∪ {l1n}) and (L,L′ ∪ {l2n}) belong to T . Note that using
these two pairs, (L,L′ ∪ {l1n}) and (L,L′ ∪ {l2n}) we can get (E′j ∪ {e′j }, F ′j ∪ {f ′j }) for all
1j l, because the only difference between (A,B) and (E′j ∪ {e′j }, F ′j ∪ {f ′j }) can be
either the height of the nodes kn and ln, or where they are attached to ∧(K ′ ∪L′), or both.
Case 2.1.1.1.1.2: xˆ0 ⊆ kn−1 ∧ kn. Then we can proceed as in Case 2.1.1.1.1.1
(see Fig. 10).
Case 2.1.1.1.2: (kn ∧ x)ˆ1 ⊆ x. Then we can also proceed as in Case 2.1.1.1.1.1
(see Fig. 11).
Case 2.1.1.2: kn ∧ ln−1 = ln ∧ ln−1. Then either (kn−1 ∧ kn)ˆ1 ⊆ x (kn−1 ∧ kn)ˆ0 ⊆ x
or xˆ0 ⊆ (kn−1 ∧ kn) or xˆ0 ⊆ (kn−1 ∧ kn) since x and kn−1 ∧ kn are the meet nodes of the
three nodes: kn−1, kn and ln. Since ln is the last element of ∧(K ∪ L) with respect to Q
and since kn−1 ∧ kn = ln−1 ∧ ln we must have (kn−1 ∧ kn)ˆ1 ⊆ x (see Fig.12). Stretching
the subtree ∧(K ′ ∪L) we can add one node, say k1n to K ′, such that K ′ ∪ {k1n} : L  K : L.
We can add the node k1n in such a way that the heights in 2<N of all nodes of K ′∗ are either
bigger (see Fig.12) than |kn ∧ k1n| or less then |kn ∧ ln|. Using the pair (K,K ′ ∪ {k1n}) once
more, we get a pair (K ∪ {k2n}, L) such that:
1. x <Q ln <Q k2n,
2. K : L  K ′ ∪ {k2n} : L,
3. the heights in 2<N of all nodes inK ′ are either bigger than |kn∧ ln| or less than |k2n∧kn|
and
V. Vuksanovic / Journal of Combinatorial Theory, Series A 113 (2006) 225–250 243
kn-1
kn
ln-1
ln
x
Fig. 10.
x
ln-1
lnkn
Fig. 11.
4. if a = max{|y| : y ∈ K ′∗ and |y| < |kn ∧ ln|} and b = min{|y| : y ∈ L′∗ and |y| > a}
then a < |k2n| < b.
Now repeat the same procedure with ln in place of kn. After less or equal than r steps
where r = |{y ∈ (K ′ ∪ L′) : |x| < |y| < |kn ∧ ln|}| we will get a pair (see Fig.13)
(K ′ ∪ {k1n}, L′ ∪ {l1n}) such that K ′ ∪ {k1n} : L′ ∪ {l1n}  K : L and the heights in 2<N of all
nodes in (L′ ∪ K ′) are either bigger than |k1n ∧ l1n| or less than |x|.
Stretching the subtree (∧(K ′∪{k1n}∪L′∪{l1n})wecan addonenode, say k2n to∧(K ′∪{k1n}∪
L′∪{l1n}) such thatK ′∪{k1n} : L′∪{l1n}  K ′∪{k2n} : L′∪{l1n}. By the transitivity ofT weget
that the pair (K ′ ∪{k1n},K ′ ∪{k2n}) belongs to T . Combining the pairs (K ′ ∪{k1n},K ′ ∪{k2n})
and (K ′ ∪ {k1n}, L′ ∪ {l1n}) we will get a pair (K ′ ∪ {k3n}, L′ ∪ {l1n}) where the last nodes are
not attached at the same place so we can repeat the same procedure as in Case 2.1.1.
Similarly one can show that in the case E′1 ∪ {e′1} : F ′l ∪ {f ′l }  C : D we can ﬁnd
ﬁnitely many pairs (M1, N1), ..., (Ms,Ns) such that:
1. Ml+1 = Nl for every 1 ls − 1,
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2. Ml : Nl  E′1 ∪ {e′1} : F ′l ∪ {f ′l } for every 1 ls and,
3. M1 : Ns  C : D.
To be more speciﬁc, because e′1 and f ′l are attached at different places to ∧(E′1 ∪ F ′l )
we can apply the same procedure as in Case 2.1.1.1.1.1.
Remark 4.2. Note that in Case 2.1.1 we had complete freedom to move the node ln since
{k : ank ∈ A∗ and anj ˆ1 ⊆ ank } ∩  = ∅.
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Recall that we have started the proof with the assumption that kn <Q ln. It should be
clear that the same discussion applies to the case where ln <Q kn. This ﬁnishes the proof
of Case 2.1.1.
Case 2.1.2: {k : ank ∈ A∗ and anj ˆ1 ⊆ ank } ∩  = ∅. Note that we must have {k : ank ∈
A∗ and anj ˆ0 ⊆ ank }∩ = ∅ since nj /∈ . Since {k : ank ∈ A∗ and anj ˆ0 ⊆ ank }∩ = ∅
and nj /∈  we have complete freedom to move the node an−1. Hence we can repeat the
similar procedure with an−1 in place of an as in Case 2.1.1.
Remark 4.3. Note that in Case 2.1 we have just considered one possible ordering of the
nodes ln−1, kn−1, ln and kn with respect to Q and their length. It should be clear that the
same proof works for any other possible ordering of the nodes ln−1, kn−1, ln and kn with
respect to Q and their length.
Hence, if an ∧ an−1 = bn ∧ bn−1 by the transitivity of T we get that every (C,D) ∈ i,in
such that C∗ = D∗ belongs to T .
Case 2.2: i < n. Let s = ai−1 ∧ ai . Note that the index of ai ∧ ai+1 in A∗ belongs
to . Let K,L ∈ [D]n be such that K : L = A : B and let K = {k1, ..., kn}Q and
L = {l1, ..., ln}Q . Suppose that ki−1Qli−1. Let x = li−1 ∧ li , y = ki−1 ∧ ki and
z = ki ∧ ki+1 = li ∧ li+1. Since the index of s in A∗ does not belong to  we have x = y.
Note also that x and z as well as y and z must be comparable as the meet nodes of three
elements. Hence either xˆ1 ⊆ z or zˆ0 ⊆ x.
Case 2.2.1: xˆ1 ⊆ z. Since ki−1Qli−1Qli we must have (x ∧ y)ˆ1 ⊆ y (see Fig. 14).
Then we can apply the same procedure with li−1 in place of ln as in Case 2.1.1 (see
Fig. 14). To be more precise, since there are no nodes from K∗ which end extend y we have
the complete freedom to move the subtree of L∗ which end extends y.
Case 2.2.2: zˆ0 ⊆ x. Since ki−1Qli−1Qli we must have (x ∧y)ˆ0 ⊆ x (see Fig. 15).
Then we can apply the same procedure with li−1 as in Case 2.2.1 (see Fig. 15), since there
are no nodes from K∗ which end extend y.
Remark 4.4. Note that in Case 2.2 we have just considered one possible ordering of the
nodes li−1, ki−1, li , ki , li+1 and ki+1 with respect to Q and their length. It should be clear
that the same proof works for any other possible ordering of the nodes li−1, ki−1, li , ki , li+1
and ki+1 with respect to Q and their length.
Hence, if ai−1 ∧ ai = bi−1 ∧ bi by the transitivity of T we get that every (C,D) ∈ i,in
such that C∗ = D∗ belongs to T .
Recall that we have started the proof with the assumption that Pi is determined by
s1, s2, ..., sn−1 where for each 1jn − 1, sj is a zero sequence. It should be clear that
the same discussion applies to the case where Pi is determined by any other sequence
s1 ∈ 21, s2 ∈ 22, ..., sn−1 ∈ 2n−1. This ﬁnishes the proof of the lemma. 
Lemma 4.3. Let n be a positive integer, let T ⊆ n be a transitive set and let  ⊆
{1, ..., ni} be a maximal set such that A∗ = B∗ for all (A,B) ∈ T i,i . Then there
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exists (A,B) ∈ T i,i such that
(A,B) = (,).
Proof. Let P ∗i = {p1, ..., pni }Q and let (A1, B1) ∈ T i,i be such that 1(A1, B1) =
2(A1, B1). Note that by the deﬁnition of the transitive sets there is at least one such
(A1, B1). If(A1, B1) = (,), we are done, so suppose that(A1, B1) = (∪F,∪F)
for some non-empty ﬁnite set F ⊆ {1, ..., ni} disjoint from . Pick i0 ∈ F .
Case 1: pi0 is a top node of Pi . Then there is a pair (A′2, B ′2) ∈ Ti,i such that a′i0 = b′i0
where A′∗2 = {a′1, ..., a′ni }Q and B
′∗
2 = {b′1, ..., b′ni }Q . If not, then  ∪ {i0} would be
a maximal set such that A∗ ∪ {i0} = B∗ ∪ {i0} for all (A,B) ∈ T i,i . By Lemma
4.2 there is (A2, B2) ∈ T i,i such that (A2, B2) = ({1, ..., ni} \ {i0}, {1, ..., ni} \ {i0}).
Choose C,D,E ∈ [D]n to be such that C : D  A1 : B1 and D : E  A2 : B2. By the
transitivity of T there is a pair (A3, B3) ∈ T such that C : E  A3 : B3. It follows that
(A3, B3) = ( ∪ (F \ {i0}, ∪ (F \ {i0}).
Case 2: pi0 is not the top node of P. By the maximality of either there is a pair (Ar2, Br2)
in T i,i such that if Ar∗2 = {ar1, ..., arni }Q and Br∗2 = {br1, ..., brni }Q then ari0 = bri0 and
ari = bri for every i ∈ {j : pi0 ˆ0 ⊆ pj } or there is a pair (Al2, Bl2) in T i,i such that if
Al∗2 = {al1, ..., alni }Q and Bl∗2 = {bl1, ..., blni }Q then ali0 = bli0 and ali = bli for every
i ∈ {j : pi0 ˆ1 ⊆ pj }. Suppose without loss of generality that there is a pair (Ar2, Br2) in
T i,i such that if Ar∗2 = {ar1, ..., arni }Q and Br∗2 = {br1, ..., brni }Q then ari0 = bri0 and
ari = bri for every i ∈ {j : pi0 ˆ0 ⊆ pj }. By Lemma 4.2 there is a pair (A2, B2) ∈ T i,i
such that (A2, B2) = ({1, ..., ni} \ {i : i = i0 or pi0 ˆ0 ⊆ pi}, {1, ..., ni} \ {i : i = i0 or
pi0 ˆ0 ⊆ pi}). Choose C,D,E, F ∈ [D]n such that C : D  A1 : B1, D : E  A2 : B2
and A1 : B1  E : F . By the transitivity of T there is a pair (A3, B3) ∈ T such that
C : F  A3 : B3. Then, 1(A3, B3) ∩ 2(A3, B3) ⊆  ∪ (F \ {i0}).
Continuing this process k = |F | times and eliminating every i ∈ F , we ﬁnd (A,B) ∈
T i,i such that (A,B) = (,). 
The following two lemmas are analogues to Lemmas 4.2 and 4.3 for the case 1 i <
jsn.
Lemma 4.4. Let n be a positive integer, let T ⊆ n be transitive, let (A,B) ∈ T i,j for
some 1 i < jsn and let (A,B) = (i ,j ). Then T contains all (C,D) ∈ i,jn such
that C∗i = D∗j .
Proof. Stretching the subtree ∧(A ∪ B) we can ﬁnd A′ ∈ [D]n such that
1. ∧(A′) ∼Em Pi,
2. (A,A′) = (i ,i ) and
3. A : B  A′ : B.
Applying the transitivity of T to the pairs (A,B) and (A,B) we get a pair (E, F ) ∈ T i,i
such that E : F  A : A′.
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Stretching the subtree ∧(A ∪ B) again we can ﬁnd A′′ ∈ [D]n such that:
1. ∧(A′′) ∼Em Pi,
2. A′′∗i = A∗i and
3. C : D  A′′ : B.
Let (G,H) ∈ i,in be such that G : H  A : A′′.
Then G∗i = H ∗i . By Lemma 4.2 we have that (G,H) ∈ T i,i . Applying the
transitivity of T to the pairs (A,B) and (G,H) we get that (C,D) belongs to T . This
ﬁnishes the proof of the lemma. 
Lemma 4.5. Let n be a positive integer, let 1 i < jsn and letT ⊆ n be a transitive set.
Suppose that T i,j is non-empty. Let (i ,j ) be a canonical pair such thati andj are the
maximal canonical sets for Pi and Pj , respectively, with the property that A∗i = B∗j
for every (A,B) ∈ T i,j . Then there is (A,B) ∈ T i,j such that (A,B) = (i ,j ).
Proof. Pick (A′, B ′) ∈ T i,j . If (A′, B ′) = (i ,j ) we are done. So, suppose that
(A′, B ′) = (i ,j ).
Claim 4.1. There exist (C,D) ∈ T i,i and (U, V ) ∈ T j,j such that (C,D) = (i ,i )
and (U, V ) = (j ,j ).
Proof. Let ′i ⊆ {1, ..., ni} be a maximal set such that C∗′i = D∗′i for all (C,D) ∈
T i,i . By Lemma 4.2 it sufﬁces to show that ′i = i . Stretching the subtree ∧(A′ ∪B ′) we
can ﬁnd A′′ ∈ [D]n such that
1. ∧(A′′) ∼Em Pi,
2. (A′, A′′) = (1(A′, B ′),1(A′, B ′)) and
3. A′ : B ′  A′′ : B ′.
It follows that ′i ⊆ i . Suppose that ′i = i i.e. there is k ∈ i \ ′i . By Lemma 4.3
there is (E, F ) ∈ T i,i such that (E, F ) = (′i ,′i ). Let M,N,O ∈ [D]n be such that
A′ : B ′  M : N andE : F  N : O. By the transitivity of T there is a pair (C,D) ∈ T i,j
such that C : D  M : O. Then 1(C,D) = ′i . Hence, C∗i = D∗j which is a
contradiction. Similar to this we can prove that there is a pair (U, V ) ∈ T j,j such that
(U, V ) = (j ,j ). This ﬁnishes the proof of the claim. 
Stretching the subtree ∧(A′ ∪ B ′) choose A′′′ ∈ [D]n such that
1. ∧(A′′′) ∼Em Pi and
2. (A′′′, B ′) = (i ,j ).
Let (C,D) ∈ i,jn and (G,H) ∈ i,in be such thatC : D  A′′′ : B ′ andG : H  A′ : A′′′.
Then G∗i = H ∗i . By Lemma 4.2 we have that (G,H) ∈ T i,i . Applying the
transitivity of T to the pairs (A′, B ′) and (G,H) we get that (C,D) belongs to T . This
ﬁnishes the proof of the lemma. 
Using Lemmas 4.2–4.5 we get the following theorem:
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Theorem 4.1. Let n be a positive integer and let T ⊆ n be a transitive set. Then there
is a canonical sequence C = {1, ...,sn} such that the transitive set T is equal to the
following set deﬁned on the basis of C:
⋃
1 i j sn
{(A,B) ∈ i,jn : ∃(i ,j ) ∈ C [A∗i = B∗j ]}.
Conversely, every canonical sequence C = {1, ...,sn} determines the unique transitive
set T = T (C) such that
T =
⋃
1 i j sn
{(A,B) ∈ i,jn : ∃(i ,j ) ∈ C [A∗i = B∗j ]}.
Proof. This follows immediately from Lemmas 4.2 to 4.5. 
By Theorems 3.1 and 4.1 we have the following result:
Theorem 4.2. Let n be a positive integer and let E be an equivalence relation on [D]n.
Then there is a perfect strongly embedded subtree S ⊆ 2<N and a canonical sequence C =
{1, ...,sn} such that for every A,B ∈ [D]n such that ∧(A) ∼Em Pi and ∧(B) ∼Em Pj
it is valid that
′′′′SA E ′′′′SB iff ∃(i ,j ) ∈ C [(′′′′SA)∗i = (′′′′SB)∗j ].
5. Counting
Let n be a positive integer, let P ∈ Sn and let P = {p1, ..., p2n−1}Q . Let Cn(P ) ={A ⊆ {1, ..., 2n − 1} : ∀i, j ∈ A if pk = pi ∧ pj then k ∈ A} and let cn(P ) = |Cn(P )|.
Then we have the following
Lemma 5.1. Let n be a positive integer and let P ∈ Sn be arbitrary. Further let P1 ∈ Si
and P2 ∈ Sk be such that {p ∈ P : pQr} ∼Em P1, {p ∈ P : rQp} ∼Em P2, where
i = |{p ∈ P ∩ D : pQr}|, k = |{p ∈ P ∩ D : rQp}| and r is the root of P. Then
cn(P ) = ci(P1) + ck(P2) + ci(P1)ck(P2) − 1.
Proof. Fix P,P1, P2, i, k and r as in the statement of the lemma. Let P = {p1, ...,
p2n−1}Q and let r be the root of P. Note that 1 i2n − 2 and 2k2n − 1. Note
also that r = pl for some l such that 2i − 1 = l − 1. Let C = Cn(P ), C1 = Ci (P1) and
C2 = Ck(P2). Let C ∈ C be arbitrary. If l /∈ C then C ∈ C1 or C ∈ C2. Hence the number
of all elements of C which don’t contain l is equal to
ci(P1) + ck(P2) − 1
because we count the empty set twice. On the other hand, if l ∈ C then C = {l} ∪C1 ∪ C2
where C1 ∈ C1 and C2 ∈ C2. Hence, if l ∈ C, then C is completely determined by the pair
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(C1, C2)whereC1 ∈ C1 andC2 ∈ C2. Hence the number of all elements of C which contain
l is equal to
ci(P1)ck(P2).
This ﬁnishes the proof of the lemma. 
Let us calculate the ﬁrst few numbers cn(P ) using Lemma 5.1. It is obvious that c1(P ′) =
2 and c2(P ′′) = 7 for everyP ′ ∈ S1 and everyP ′′ ∈ S2. In the case n = 3 given an essential
pattern P ∈ S3 if r is the root of P then either we have one top node to the left of r and two
top nodes to the right of r or we have two top nodes to the left of r and one top node to the
right of r. In both cases using the formula from Lemma 5.1 we get c3(P ) = 22. In the case
n = 4 let P ∈ S4 be arbitrary and let r be the root of P. Then if there is one top node to the
left of r and three top nodes to the right of r or if there are three top nodes to the left of r
and one top node to the right of r we have c4(P ) = 67. If there are two top nodes on each
side of r then c4(P ) = 62. Similarly we get c5(P ) ∈ {182, 187, 202} for P ∈ S5.
Let n be a positive integer and let Sn denote the number of canonical equivalence relations
on [D]n. Then by Theorems 3.1 and 4.2 we get the following table for the ﬁrst few values
of the sequence {Sn}:
n 1 2 3 4 · · ·
Sn 2 7572 > 22112 > 6212352 · · ·
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