If f is a symmetric complex-valued function on the m-fold Cartesian product of the set of non-negative reals and A is a positive semi-definite m × m matrix with eigenvalues λ j , we set f (A) := f (λ 1 , . . . , λ m ). It is shown that if [f (A αβ )] is positive semi-definite whenever [A αβ ] is a positive semi-definite matrix with positive semi-definite entries A αβ , then f has a power series expansion with positive coefficients.
The symbols N, Z + , R, R + , and C stand for the set of positive integers, non-negative integers, real, non-negative real and complex numbers, resp. Let m, n ∈ N. If S is a subset of the algebra of all m × m matrices with complex entries, let M n (S) denote the set of all n × n matrices with entries from S and M ≥ n (S) the set of all positive semi-definite matrices of M n (S). If S = M 1 = C, we shall write M n (S) := M n and M ≥ n (S) := M ≥ n . For a matrix A ∈ M m , let λ j , j ∈ {1, . . . , m}, denote the eigenvalues of A counted according to their algebraic multiplicity and det A its determinant. The vectors of C m are written as row vectors. If [z 1 , . . . , z m ] ∈ C m , denote by diag(z 1 , . . . , z m ) the diagonal matrix with elements z 1 , . . . , z m on its principal diagonal. The symbol I m stands for the unit matrix of M m
If f : C m → C is a symmetric function, i. e. if f (z 1 , . . . , z m ) = f (z π(1) , . . . , z π(m) ) for all [z 1 , . . . , z m ] ∈ C m and all permutations π of the set {1, . . . , m}, we define f (A) := f (λ 1 , . . . , λ m ), A ∈ M m , according to the paper [10] . The function f is called to preserve
. It seems to be a difficult problem to characterize all functions preserving positive semi- We shall say that a symmetric function f : R m + → C preserves positive semi-definiteness if it preserves positive semi-definiteness on M ≥ n (M ≥ m ) for all n ∈ N. In the case m = 1, the problem to describe all functions preserving positive semi-definiteness and some related problems have a long history and were completely solved by several authors applying different methods, cf. [2] [3] [4] [5] [6] [7] [12] [13] [14] . A well known result is stated in Thm. 2. 
Our Thm. 5 below generalizes the "only-if" part of the preceding theorem to arbitrary m ∈ N.
For p ∈ Z + , denote by Lemma 3. Let m ∈ N, p ∈ Z + , and n := (p + 2) m . There exist positive real numbers a αβ , α ∈ {1, . . . , m}, β ∈ {1, . . . , n}, such that the corresponding vectors
Proof. For n = (p + 2) m , let a 1β be n pairwise different positive real numbers and
, α ∈ {1, . . . , m}, β ∈ {1, . . . , n}. It is easy to see that for 
which is a contradiction to the estimate |z 0 | ≤ max{1+|p α −q α | : α ∈ {1, . . . , m}} for any zero z 0 of P , cf. [8, Problem 5.6 .26].
In the case m = 1 the result of the next lemma was proved by Horn, cf. the first part of the proof of [7, Thm. 1.1]. In 1979 Vasudeva [14] published a simplified proof, which can be easily adapted to the case that m is an arbitrary positive integer. Proof. Let [x 1 , . . . , x m ] ∈ R m + and n ∈ N. If a αβ are positive real numbers and t α ∈ R n + , α ∈ {1, . . . , m}, β ∈ {1, . . . , n}, the matrix [diag(x 1 + t 1 a 1β a 1γ , . . . , x m + t m a mβ a mγ )] β,γ=1,...,n belongs to M ≥ n (M ≥ m ). From the assumption on f it follows n β,γ=1
Expanding the function g βγ : t 1 a 1β a 1γ , . . . , x m + t m a mβ a mγ ) into a Taylor polynomial of degree p − 1, from (1) we obtain n β,γ=1
where θ βγ ∈ [0, 1], β, γ ∈ {1, . . . , n}. Let [q 1 , . . . , q m ] be an arbitrary element of K p \K p−1 . From Lem. 3 it follows that for n = (p + 2) m , the positive numbers a αβ can be chosen in such a way that there exist real numbers z β satisfying the system of linear equations 
Proof. Let ψ : R → R + have support on (−1, 0), continuous partial derivatives of arbitrary order and satisfy R ψ(t)dt = 1. Define φ(t 1 , . . . , t m ) := m j=1 ψ(t j ), [t 1 , . . . , t m ] ∈ R m , and then for arbitrary ǫ ∈ (0, ∞) the functions φ ǫ (t) := φ(t/ǫ), t ∈ R m , and
The function f ǫ is symmetric, non-negative, and has continuous partial derivatives of arbitrary order. The integral at the right-hand side of (4) is the limit of the integral sums of the form
n , and from Lem. 4 we can conclude that all finite differences of f ǫ are non-negative, cf. [11, p. 260] . Since f is the pointwise limit of f ǫ if ǫ tends to 0, all finite differences of f are non-negative. By [11, Thm. 8.6 ] the representation (3) follows.
We conclude our paper with an application of the preceding result. (i) The function f has a power series expansion
Proof. (i)⇒(ii):
Assume that f has the form (5).
j and the assertion (ii) is a simple consequence of Schur's theorem and the well-known fact that . We can assume that f is not a constant function. Let r ∈ {1, . . . , m} be the smallest number such that there exists [x 1 , . . . , x r ] ∈ R r + satisfying f (x 2 1 , . . . , x 2 r , 0, . . . , 0) = f (0, . . . , 0). Since the coefficients of the power series expansion (3) are non-negative, we get
For ǫ ∈ (0, ∞), define A . Then 
