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Abstract
We give a closed analytical formula for expected absolute difference to the power a
between two identical general random processes, when a is an even positive number.
The following identity is valid
E [|Xk − Yk|
a] =
a! (Var [ξ1])
a
2(
a
2
)
!
k
a
2
λa
+
O
(
k
a
2
−1
)
λa
(see Theorem 2).
As an application to sensor network we prove that the optimal transportation cost
to the power b > 0 of the maximal random bicolored matching with edges {Xk, Yk} is
in
Θ
(
n
b
2
+1
)
λb
when b ≥ 2, and in
O
(
n
b
2
+1
)
λb
when 0 < b < 2.
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The aim of the note is to study the problem of the expected absolute difference to
a power b > 0 between two identical general random processes. We define general
random process as follows.
Assumption 1 (general random process). Fix b > 0. Let c be the smallest even integer
greater than or equal to b. Consider two identical and independent sequences {ξi}i≥1 ,
{τi}i≥1 of identically distributed positive, absolutely continuous random variables.
Assume that
E [ξi] = E [τi] = 1, (1)
E [ξpi ] = E [τ
p
i ] ≤ Cc, p ∈ {2, 3, . . . , c} (2)
∗Corresponding author at: Department of Computer Science, Faculty of Fundamental Problems of Tech-
nology, Wrocław University of Science and Technology, Wybrzez˙e Wyspian´skiego 27, 50-370 Wrocław,
Poland. Tel.: +48 71 320 33 62; fax: +48 71 320 07 51.
Email address: rafal.kapelko@pwr.edu.pl (Rafał Kapelko)
1Research supported by grant nr 0401/0086/16
1
for some constans Cc independent on λ > 0,
∀pi∈N, 2≤p1+p2+···+pj≤c(
E
[
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i1
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i2
. . . ξ
pj
ij
]
= E
[
ξ
p1
i1
]
E
[
ξ
p2
i2
]
. . .E
[
ξ
pj
ij
]
,
E
[
τ
p1
i1
τ
p2
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. . . τ
pj
ij
]
= E
[
τ
p1
i1
]
E
[
τ
p2
i2
]
. . .E
[
τ
pj
ij
] )
. (3)
Let Xk =
1
λ
∑k
i=1 ξi, Yk =
1
λ
∑k
i=1 τi.
We are interested in the moments (of each b > 0)
E
[
|Xk+r − Yk|
b
]
, when k ≥ 1, r ≥ 0, (see Assumption 1).
More importantly, our work is related to the paper [8] where the author studied the ex-
pected absolute difference of the arrival times between two identitcal and independent
Poisson processes with respective arrival times P1, P2, . . . and Q1, Q2, . . . on a line
and derived a closed form formula for the
E [|Pk+r −Qk|] , for any k ≥ 1, r ≥ 0. (4)
The paper [8] treats only the very special case when Pk, Qk obeys the gamma distri-
bution with parameters k, λ.
The following open problem was proposed in [8] to study the moments
E
[
|Pk+r −Qk|
b
]
,
where b > 0 is fixed for more general random processes.
We extend the work in [8] by considering the expected absolute difference to all
exponents b > 0 between two identical and independent general random processes and
thus solve the open problem. The main advantage of our approach is to derive closed
form asymptotic formulas for the moments without use of any specific density function
(gamma distribution) for a wide class of distributions.
As another point of motivation for studying these expected absolute difference to
exponent arise in sensor networks. We consider two sequences {Xi}
n
i=1 , {Yi}
n
i=1 (see
Asumption (1)). The sensors in X1, X2, . . . , Xn are colored black and the sensors
in Y1, Y2, . . . , Yn are colored white. We are interested in expected minimum sum of
length to exponent of a maximal bicolored matching (the vertices of each matching
edge have different colors).
The cost of sensor movement has been studied extensively in the research commu-
nity (e.g., see [1, 9, 4, 2, 11, 3, 7, 6]). The book [11] addresses the matching theorems
forN random variables independently uniformly distributed in the d−dimensional unit
cube [0, 1]d, where d ≥ 2. The authors of [7] deal with covering of the unit interval
with uniformly and independently at random placed sensors when the cost of move-
ment of sensors is proportional to some (fixed) power a > 0. This paper [3] regards the
problem of optimally placing unreliable sensors in a one-dimensional environment.
Closely related to our work is the paper [5] where the author considers two identical
and independent Poisson processes with arrival rate λ > 0 and respective arrival times
X1, X2, . . . and Y1, Y2, . . . on a line and gives a closed analytical formula for the
E [|Xk+r − Yk|
a] , for any integer k ≥ 1, r ≥ 0 and a ≥ 1.
2
1. Main results
Fix b > 0. In this section the expected absolute difference to the power b between
two identical and independent general random processes is analyzed.
Firstly, we derive closed form formula for expected absolute difference to the power
a between two identical general random processes, when a is an even positive integer.
We proof Theorem 2.
Theorem 2. Let us fix an even positive integer a. Let Assumption 1 hold for b := a and
let k > a
2
. Then the following identity is valid
E [|Xk − Yk|
a] =
a! (Var [ξ1])
a
2(
a
2
)
!
k
a
2
λa
+
O
(
k
a
2
−1
)
λa
.
The general strategy of our combinatorial proof of Theorem 2 is the following.
Applying multinomial theorem we write E [|Xk − Yk|
a] as the sum (see Equation (5)).
Next, we make an important observation that E
[
(ξi − τi)
2d+1
]
= 0 (see Equation
(6)). Using this, we rewrite E [|Xk − Yk|
a] as the sums (13) and (15). Finally, the
asymptotic depends on the expression given by the first sum (see Equation (13)), while
the second sum (see Equation (15)) is negligible.
Proof. Fix an even positive integer a. Assume that k > a
2
.
Firstly, combining together multinomial theorem, Equation (3) as well as Assump-
tion 1 we deduce that
E [|Xk − Yk|
a] = E [(Xk − Yk)
a]
=
∑
S
a!
(l1)!(l2)! . . . (lk)!
1
λa
E
[
k∏
i=1
(ξi − τi)
li
]
=
∑
S
a!
(l1)!(l2)! . . . (lk)!
1
λa
k∏
i=1
E
[
(ξi − τi)
li
]
, (5)
where
S = {(l1, l2, . . . lk) ∈ N
k : l1 + l2 + · · ·+ lk = a}.
Let d be natural number. Using Assumption 1 and the basic binomial identity
3
(
2d+1
j
)
(−1)2d+1−j = −
(
2d+1
2d+1−j
)
(−1)j we have
E
[
(ξi − τi)
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]
=
2d+1∑
j=0
(
2d+ 1
j
)
E
[
ξ
j
i
]
(−1)2d+1−jE
[
τ
2d+1−j
i
]
=
2d+1∑
j=0
(
2d+ 1
j
)
E
[
τ
j
i
]
(−1)2d+1−jE
[
τ
2d+1−j
i
]
=
d∑
j=0
E
[
τ
j
i
]
E
[
τ
2d+1−j
i
](2d+ 1
j
)
(−1)2d+1−j
+
d∑
j=0
E
[
τ
j
i
]
E
[
τ
2d+1−j
i
]( 2d+ 1
2d+ 1− j
)
(−1)j
= 0 (6)
Combining together (5) and (6) we deduce that
E [|Xk − Yk|
a] =
∑
S1
a!
(l1)!(l2)! . . . (lk)!
1
λa
k∏
i=1
E
[
(ξi − τi)
li
]
, (7)
where
S1 ={(l1, l2, . . . lk) ∈ N
k : l1 + l2 + · · ·+ lk = a,
li are even for i = 1, 2, . . . , k}.
Observe that
S1 = S2 ∪ S3, (8)
S2 ={(l1, l2, . . . lk) ∈ N
k : l1 + l2 + · · ·+ lk = a,
li ∈ {0, 2} for i = 1, 2, . . . , k},
S3 ={(l1, l2, . . . lk) ∈ N
k : l1 + l2 + · · ·+ lk = a,
li are even for i = 1, 2, . . . , k, ∃i (li 6= 2)},
|S2| =
(
k
a
2
)
, |S3| = O
(
k
a
2
−1
)
. (9)
Let f(t) be the probability density function of the random variables ξi, τi. We use
Ho¨lder’s inequalities with p ∈ {2, 3, . . . , a}, q = p−1p and get the following sharp
inequalities
∫ ∞
0
tf(t)dt <
(∫ ∞
0
tpf(t)dt
)1/p(∫ ∞
0
f(t)dt
)1/q
. (10)
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Putting together Inequality (10) and Equality (1) in Assumption 1 we deduce that
E [ξpi ] = E [τ
p
i ] > 1, when p ∈ {2, 3. . . . , a}. (11)
Observe that
E
[
(ξi − τi)
2
]
= 2
(
E
[
ξ21
]
− 1
)
= 2 (Var [ξ1]) > 0. (12)
Together, (9), (12) and (11) imply
∑
S2
a!
(l1)!(l2)! . . . (lk)!
1
λa
k∏
i=1
E
[
(ξi − τi)
li
]
=
a! (Var [ξ1])
a
2
λa
|S2|
=
a! (Var [ξ1])
a
2(
a
2
)
!
k
a
2
λa
+
O
(
k
a
2
−1
)
λa
. (13)
Using Inequality (2) in Assumption 1 we have
E
[
(ξi − τi)
li
]
= E
[
|ξi − τi|
li
]
≤ E
[
(|ξi|+ |τi|)
li
]
=
li∑
j=0
(
li
j
)
E
[
ξ
j
i
]
E
[
τ
li−j
i
]
≤ C2a
li∑
j=0
(
li
j
)
= C2a2
li . (14)
Together, (14), (9) and Ca > 1 (see (11)) imply
∑
S3
a!
(l1)!(l2)! . . . (lk)!
1
λa
k∏
i=1
E
[
(ξi − τi)
li
]
≤ a!2aC2aa
|S3|
λa
=
O
(
k
a
2
−1
)
λa
. (15)
Finally, combining together (7), (8), (13), (15) finishes the proof of Theorem 2.
The next results supports our earlier result whereby the expected absolute differ-
ence to the power a between two identical and independent random processes, remains
in
Θ
(
k
a
2
)
λa provided that r = o
(
k
1
2
)
.
Theorem 3. Let us fix an even positive integer a. Let Assumption 1 hold for b := a. If
r = o
(
k
1
2
)
then
E [|Xk+r − Yk|
a] =
Θ
(
k
a
2
)
λa
.
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Proof. Firstly, we apply multinomial theorem, Equation (3) and get
E [|Xk+r −Xk|
a] = E
[∣∣∣∣∣
r∑
i=1
Xk+i
∣∣∣∣∣
a]
= E
[(
r∑
i=1
Xk+i
)a]
=
∑
l1+l2+...lr=a
a!
(l1)!(l2)! . . . (lr)!
1
λa
r∏
i=1
E
[
ξlik+i
]
.
Using Inequality (2) in Assumption 1 and (11) we have
r∏
i=1
E
[
ξlik+i
]
≤ Caa .
Hence
E [|Xk+r −Xk|
a]
≤
Caa
λa
∑
l1+l2+...lr=a
a!
(l1)!(l2)! . . . (lr)!
=
Caa
λa
ra.
Since r = o
(
k
1
2
)
, we have
E [|Xk+r −Xk|
a] =
o
(
k
a
2
)
λa
. (16)
Combining together assumption r = o
(
k
1
2
)
and the result of Theorem 2 for k := k+r
we easily deduce that
E [|Xk+r − Yk+r |
a] =
Θ
(
k
a
2
)
λa
. (17)
Notice that
|x+ y|a ≤ (|x|+ |y|)
a
≤ 2a−1 (|x|a + |y|a) when a ≥ 1, x, y ∈ R. (18)
This inequality follows from the fact that f(x) = xa is convex over R+ for a ≥ 1.
Applying (18) for x := Xk − Yk, y := Xk+r −Xk we get
E [|Xk+r − Yk|
a]
≤ 2a−1 (E [|Xk − Yk|
a] +E [|Xk+r −Xk|
a]) . (19)
Combining together (19), the result of Theorem 2 and Equation (16) we have the de-
sired upper bound
E [|Xk+r − Yk|
a] =
O
(
k
a
2
)
λa
if r = o
(
k
1
2
)
.
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Next, applying (18) for x := Xk+r − Yk, y := Xk −Xk+r we have
E [|Xk − Yk|
a]
≤ 2a−1 (E [|Xk+r − Yk|
a] +E [|Xk −Xk+r|
a]) . (20)
Together (20), the result of Theorem 2 and Equation (16) imply the lower bound
E [|Xk+r − Yk|
a] =
Ω
(
k
a
2
)
λa
if r = o
(
k
1
2
)
.
This is sufficient to complete the proof of Theorem 3.
The next theorem extends our Theorem 3 to real-valued exponents. In the proof of
Theorem 4 we combine together Jensen’s inequality and the results of Theorem 3
Let us recall Jensen’s inequality for expectations. If f is a convex function, then
f (E[X ]) ≤ E [f(X)] (21)
provided the expectations exists (see [10, Proposition 3.1.2]).
Theorem 4. Fix b > 0. Let Assumption 1 hold. If r = o
(
k
1
2
)
, then
E
[
|Xk+r − Yk|
b
]
=


Θ
(
k
b
2
)
λb
if b ≥ 2
O
(
k
b
2
)
λb
if 0 < b < 2.
Proof. Assume that b > 0. Let c be the smallest even integer greater than or equal to b.
First we prove the upper bound. We use Jensen’s inequality (see (21)) for X =
|Xk+r − Yk|
b and f(x) = x
c
b and get(
E
[
|Xk+r − Yk|
b
]) c
b ≤ E [|Xk+r − Yk|
c] . (22)
Putting together Theorem 3 for a := c and Inequality (22) we deduce that
E
[
|Xk+r − Yk|
b
]
≤
(
Θ
(
k
c
2
)
λc
) b
c
=
Θ
(
k
b
2
)
λb
.
This proves the upper bound.
Next we prove the lower bound. Assume that b ≥ 2.We apply Jensen’s inequality
(see (21)) forX = |Xk+r − Yk|
2 and f(x) = x
b
2 and have
(
E
[
|Xk+r − Yk|
2
]) b
2 ≤ E
[
|Xk+r − Yk|
b
]
. (23)
Combining together Theorem 3 for a := 2 and Inequality (23) we get
E
[
|Xk+r − Yk|
b
]
≥
(
Θ(k)
λ2
) b
2
=
Θ
(
k
b
2
)
λb
.
This is enough to prove the lower bound and completes the proof of Theorem 4.
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2. Application to sensor networks
In this section, we consider the optimal transportation cost to the power b of the
maximal random bicolored matching, when b > 0.
Assume that sensors are initially placed according to two general randomprocesses.
Let Assumption 1 hold. The sensors in X1, X2, . . . , Xn are colored black and the
sensors in Y1, Y2, . . . , Yn are colored white.
We would like to find the maximal bicolored matchingM so as to:
(1) for every pair of sensors {Xk, Yl} ∈ M, the sensorsXk, Yk have different colors,
(2) the expected transportation cost to the power b > 0 defined as
Tb(M) :=
∑
{Xk,Yl}∈M
E
[
|Xk − Yl|
b
]
is minimized.
Firstly, we observe that the minimal transportation cost to the power b is attained by
the maximal matching with edges {Xk, Yk} for k = 1, 2, . . . , n.
Lemma 5. Fix b ≥ 0. Let Mopt be the maximal matching with edges {Xk, Yk}, for
k = 1, 2, . . . , n. Then for all matchingsM we have
Tb(M) ≥ Tb (Mopt) .
Proof. The proof is essentially the same as the proof of [8, Lemma 5].
We are now ready to analyze the maximal matching with edges {Xk, Yk} for k =
1, 2, . . . , n. Applying Theorem 4 from the previous section we can prove the following
theorem.
Theorem 6. Fix b > 0. If Mopt denotes the maximal matching with edges {Xk, Yk}
for k = 1, 2, . . . , n, then
Tb(Mopt) =


Θ
(
n
b
2
+1
)
λb when b ≥ 2
O
(
n
b
2
+1
)
λb
when 0 < b < 2.
Proof. First of all, observe that
Tb(Mopt) =
n∑
k=1
E
[
|Xk − Yk|
b
]
.
After that, the result of Theorem 6 follows immediately from well known identity
n∑
k=1
k
b
2 = Θ
(
n
b
2
+1
)
when b > 0
and Theorem 4 for r := 0.
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