Abstract-Objective image and video quality measures play important roles in a variety of image and video processing applications, such as compression, communication, printing, analysis, registration, restoration, enhancement and watermarking. Most proposed quality assessment approaches in the literature are error sensitivity-based methods. In this paper, we follow a new philosophy in designing image and video quality metrics, which uses structural distortion as an estimate of perceived visual distortion. A computationally efficient approach is developed for full-reference (FR) video quality assessment. The algorithm is tested on the video quality experts group (VQEG) Phase I FR-TV test data set.
I. Introduction
There has been an increasing need recently to develop objective quality measurement techniques that can predict perceived image and video quality automatically. These methods are useful in a variety of image and video processing applications, such as compression, communication, printing, displaying, analysis, registration, restoration, enhancement and watermarking. Generally speaking, these methods can be employed in three ways. First, they can be used to monitor image/video quality for quality control systems. Second, they can be employed to benchmark image/video processing systems and algorithms. Third, they can also be embedded into image/video processing systems to optimize algorithms and parameter settings.
Currently, the most commonly used full-reference (FR) objective image and video distortion/quality metrics are mean squared error (MSE) and peak signal-to-noise ratio (PSNR). MSE and PSNR are widely used because they are simple to calculate, have clear physical meanings, and are mathematically easy to deal with for optimization purposes. However, they have been widely criticized as well for not correlating well with perceived quality measurement [1] - [8] . In the last three decades, a great deal of effort has been made to develop objective image and video quality assessment methods, which incorporate perceptual quality measures by considering human visual system (HVS) characteristics. Some of the developed models are commercially available. The video quality experts group (VQEG) was formed to develop, validate and standardize new objective measurement methods for video quality. Although the Phase I test [9] , [10] for FR television video quality assessment only achieved limited success, VQEG continues its work on Phase II test for FR quality assessment for television, and reduced-reference (RR) and no-reference (NR) quality assessment for television and multimedia.
It is worth noting that many of the proposed objective image/video quality assessment approaches in the literature share a common error sensitivity-based philosophy [4] , [7] , [8] , which is motivated from psychophysical and physiological vision research. The basic principle is to think of the distorted signal being evaluated as the sum of a perfect quality reference signal and an error signal. The task of perceptual image quality assessment is then to evaluate how strong the error signal is perceived by the HVS according to the characteristics of human visual error sensitivity.
A general framework following error sensitivity-based philosophy is shown in Fig. 1 [8] . First, the original and distorted image/video signals are subject to preprocessing procedures, possibly including alignment, transformations of color spaces, calibration for display devices, point spread function (PSF) filtering that simulates the eye optics, and light adaptation. Next, a CSF (contrast sensitivity function) filtering procedure may be applied, where the CSF models the variation in the sensitivity of the HVS to different spatial and temporal frequencies. The CSF feature may be implemented before the channel decomposition module using linear filters that approximate the frequency responses of the CSF. It may also be considered as a normalization factor between channels after channel decomposition. The channel decomposition process transforms the signals into different spatial and temporal frequency as well as orientation selective subbands. A number of channel decomposition methods that attempt to model the neuron responses in the primary visual cortex have been used [1] , [11] - [15] . Some quality assessment metrics use much simpler transforms such as the discrete cosine transform (DCT) [16] , [17] and the separable wavelet transforms [18] - [20] , and still achieved comparable results. Channel decompositions tuned to various temporal frequencies have also been reported [21] , [22] . The errors calculated in each channel are adjusted according to the "base sensitivity" for each channel (related to the CSF) as a normalization process. They are also adjusted according to a spatially varying masking factor, which refers to the fact that the Fig. 1 . Framework of error sensitivity-based quality assessment system. Note: the CSF feature can be implemented either as "CSF Filtering" or within "Error Normalization".
presence of one image component reduces the visibility of another image component spatially and temporally proximate. Both intra-and inter-channel masking effects may be considered. Finally, the the error pooling module combines the error signals in different channels into a single distortion/quality value, where most quality assessment methods take the form of the Minkowski error metric [23] . The overall framework covers MSE as the simplest special case (with identity preprocessing, no CSF filtering, identity transform, constant error adjustment and L 2 Minkowski error pooling).
A perceptual image quality metric may implement one or more perceptually meaningful components of the system. Reviews on perceptual error sensitivity-based models can be found in [8] , [23] , [24] .
The visual error sensitivity-based algorithms attempt to predict perceived errors by simulating the perceptual quality related functional components of the HVS. However, the HVS is an extremely complicated system and the current understanding of the HVS is limited. Currently, several issues that are critical for justifying the general framework are still under investigations [8] .
The "suprathreshold problem" is one issue that has not been well understood: Note that most psychophysical subjective experiments are conducted near the threshold of visibility. These measured threshold values are then used to define visual error sensitivity models, such as the CSF and the various masking effect models. However, current psychophysical studies are still not sufficient to determine whether such near-threshold models can be generalized to characterize perceptual distortions significantly larger than threshold levels, as is the case in a majority of image processing situations. Another question is: when the errors are much larger than the thresholds, can the relative errors between different channels be normalized using the visibility thresholds? Recent efforts have been made to incorporate suprathreshold psychophysics research for analyzing image distortions (e.g., [25] - [29] ). It remains to be seen how much these efforts can improve the performance of the current quality assessment algorithms.
The "natural image complexity problem" is another important issue: The CSF and various masking models are established based on psychovisual experiments conducted using one or a few relatively simple patterns, such as bars, sinusoidal gratings and Gabor patches. But all such patterns are much simpler than real world images, which can be thought of as a superposition of a much larger number of simple patterns. Can we generalize the model for the interactions between a few simple patterns to model the interactions between tens or hundreds of patterns? Are these simple-pattern experiments sufficient to build a model that can predict the quality of complex-structured natural images? Although the answers to these questions are currently not known, the recently established Modelfest dataset [30] includes both simple and complicated patterns, and should facilitate future studies.
Motivated from a substantially different philosophy, a simple structural distortion-based method is proposed for still image quality assessment in [4] - [6] . In this paper, an improved version of the algorithm is employed for video quality assessment. In Section II, the general philosophy and a specific implementation of the structural distortionbased method are presented. A new video quality assessment system is introduced in Section III. The system is tested on the VQEG Phase I FR-TV video dataset. Finally, Section IV draws conclusions and provides further discussions.
II. Structural Distortion Based Method

A. The New Philosophy
Natural image signals are highly structured. By "structured signal", we mean that the samples of the signals have strong dependencies between each other, especially when they are close in space. However, the Minkowski error pooling formula used in the error-sensitivity based method is in the form of pointwise signal differencing, which is independent of the signal structure. Furthermore, decomposing the signals using linear transformations still cannot remove the strong dependencies between the samples of the signals. Therefore, a significant amount of signal structural changes still cannot be captured with the Minkowski metric. An interesting recent trend is to design optimal transformation and masking models that can reduce both statistical and perceptual dependencies (e.g., [31] , [32] ). However, these models significantly complicate the system.
The motivation of our new approach is to find a more direct way to compare the structures of the reference and the distorted signals. In [4] , [7] , a new philosophy in designing image and video quality metrics was introduced:
The main function of the human visual system is to extract structural information from the viewing field, and the human visual system is highly adapted for this purpose.
Therefore, a measurement of structural distortion should be a good approximation of perceived image distortion.
A major difference of the new philosophy from the errorsensitivity based philosophy is that image degradations are considered as perceived structural information loss instead of perceived errors. A motivating example is shown in Fig.  2 , where the original "Goldhill" image is distorted with global contrast suppression, JPEG compression, and blurring. We tuned all the distorted images to yield a similar MSE relative to the original one. Interestingly, the distorted images exhibit drastically different visual qualities. This can be easily understood with the new philosophy by examining how the image structures are preserved in the distorted images. In the JPEG compressed and blurred images, hardly any detailed structures of the original image can be observed. By contrast, almost all the image structures of the reference image are very well preserved in the contrast-suppressed image. In fact, the original information can be nearly fully recovered via a simple pointwise inverse linear intensity transformation.
Another important difference is that the new philosophy is a top-down approach − simulating the hypothesized functionality of the overall HVS, while the error-sensitivity based philosophy uses a bottom-up approach − simulating the function of each relevant component in the HVS and combine them together.
It needs to be mentioned that the new philosophy does not intend to solve the problems of the error-sensitivity based paradigm (e.g., the "suprathreshold" problem and the "natural image complexity" problem mentioned above). Instead, we consider it more as an alternative to avoid the problems (though might not be completely). For example, it suggests not to predict image quality by accumulating simple pattern differences, thus somehow avoids the "natural image complexity" problem. Also, since the quantization of perceived distortions does not rely on threshold psychophysics, the "suprathreshold" problem is avoided.
B. The Structural Similarity (SSIM) Index
There may be different implementations of the new philosophy, depending on how the concepts of "structural information" and "structural distortion" are interpreted and quantified. Here, from an image formation point of view, we consider the "structural information" in an image as those attributes that reflect the structure of the objects in the scene, which is independent of the average luminance and contrast of the image. This leads to an image quality assessment approach that separates the measurement of luminance, contrast and structural distortions.
In [4] , [5] , a simple image similarity indexing algorithm was proposed. Let x and y be two non-negative signals that have been aligned with each other (e.g., two image patches extracted from the same spatial location from two images being compared, respectively), and let µ x , µ y , σ 2 x , σ 2 y and σ xy be the mean of x, the mean of y, the variance of x, the variance of y, and the covariance of x and y, respectively. Here the mean and the standard deviation (square root of the variance) of a signal are roughly considered as estimates of the luminance and the contrast of the signal. The covariance (normalized by the variance) can be thought of as a measurement of how much one signal is changed nonlinearly to the other signal being compared. We define the luminance, contrast and structure comparison measures as follows:
(1) Notice that these terms are conceptually independent in the sense that the first two terms only depend on the luminance and the contrast of the two images being compared, respectively, and purely changing the luminance or the contrast of either image has no impact on the third term. Geometrically, s(x, y) corresponds to the cosine of the angle between the vectors x − µ x and y − µ y , independent of the lengths of these vectors. Although s(x, y) does not use a direct descriptive representation of the image structures, it reflects the similarity between two image structures − it equals one if and only if the structures of the two image signals being compared are exactly the same (recall that we consider structural information as those image attributes other than the luminance and contrast information).
When (µ
y ) = 0, the similarity index measure between x and y given in [4] , [5] corresponds to 
One problem with (2) is that when (µ
y ) is close to 0, the resulting measurement is unstable. This effect has been frequently observed in our experiments, especially over flat regions in images. In order to avoid this problem, we have modified equation (2) . The resulting new measure is named the Structural SIMilarity (SSIM) index between signals x and y:
Two constants, C 1 and C 2 , are added which are given by where L is the dynamic range of the pixel values (for 8 bits/pixel gray scale images, L = 255), and K 1 and K 2 are two constants whose values must be small such that C 1 or C 2 will take effect only when (µ The SSIM indexing algorithm is applied for quality assessment of still images using a sliding window approach. The window size is fixed to be 8×8 in this paper. The SSIM indices are calculated within the sliding window, which moves pixel-by-pixel from the top-left to the bottom-right corner of the image. This results in a SSIM index map of the image, which is also considered as the quality map of the distorted image being evaluated. The overall quality value is defined as the average of the quality map, or, equivalently, the mean SSIM (MSSIM) index. A Matlab implementation of the SSIM index algorithm is available online at [33] . The SSIM index maps of two JPEG comprssed images are shown in Fig. 3 . The MSSIM values of the test images Fig. 2(b) , (c) and (d) are 0.9622, 0.6451 and 0.6430, respectively, which appear to have better consistency with perceived image quality than MSE. While Fig. 2 is a good example for testing the cross-distortion capability of image quality assessment methods, Fig. 3 is a simple test for the cross-image capability of image quality assessment algorithms. Again, the images with similar MSE have significantly different visual quality, and MSSIM delivers better consistency with perceptual evaluations. More demonstrative images are available online at [6] .
III. Video Quality Assessment
In [34] , a hybrid video quality assessment method was developed, where the proposed quality indexing approach (with C 1 = C 2 = 0) was combined with blocking and blurring measures as well as a texture classification algorithm. In this paper, we attempt to use a much simpler method, which employs the SSIM index as a single measure for various types of distortions. 
A. Video Quality Assessment Algorithm
The diagram of the proposed video quality assessment system is shown in Fig. 4 . The quality of the distorted video is measured in three levels: the local region level, the frame level, and the sequence level.
First, local sampling areas are extracted from the corresponding frame and spatial locations in the original and the distorted video sequences, respectively. The sampling areas are randomly selected 8×8 windows. This is different from the method used for still images in Section II, where all possible sampling windows are selected since the sliding window moves pixel-by-pixel across the whole image. Instead, only a proportion of all possible 8 × 8 windows are selected here. We use the number of sampling windows per video frame (R s ) to represent the sampling density. Our experiments show that a properly selected R s can largely reduce computational cost while still maintains reasonably robust measurement results. The SSIM indexing approach is then applied to the Y, Cb and Cr color components independently and combined into a local quality measure using a weighted summation. Let SSIM In the second level of quality evaluation, the local quality values are combined into a frame-level quality index using:
where Q i denotes the quality index measure of the i-th frame in the video sequence, and w ij is the weighting value given to the j-th sampling window in the i-th frame. Finally in the third level, the overall quality of the entire video sequence is given by
where F is the number of frames and W i is the weighting value assigned to the i-th frame. If all the frames and all the sampling windows in every frame are considered equally then
(11) This leads to a quality measure equaling the average SSIM index measurement of all sampling windows in all frames. Such a weighting assignment method may not be optimal because different regions and different frames may be of different importance to the human observers. Optimal weighting assignment is difficult because many psychological aspects are involved, which may depend on the content and context of the video sequence being observed. However, certain appropriate adjustments around the selection of all-equal-weighting may help to improve the prediction accuracy of the quality assessment algorithm.
In this paper, two simple adjustment methods are employed. The first is based on the observation that dark regions usually do not attract fixations, therefore should be assigned smaller weighting values. We use the mean value µ x (as given in (3)) of the Y component as an estimate of the local luminance, and the local weighting is adjusted as
The second adjustment considers the case when very large global motion occurs. Note that some image distortions are perceived differently when the background of the video is moving very fast (usually corresponds to highspeed camera movement). For example, severe blurring is usually perceived as a very unpleasant type of distortion in still images or slowly moving video. However, the same amount of blur may not be as important in a large motion frame, perhaps because large perceptual motion blur occurs at the same time. Such kind of differences cannot be captured by the intra-frame SSIM index, which does not involve any motion information. Our experiments also indicate that the proposed algorithm performs less stable when very large global motion occurs. Therefore, we give smaller weighting to the large motion frames to improve the robustness of the algorithm. First, for each sampling window, we use a block-based motion estimation algorithm to evaluate its motion with respect to its adjacent next frame.
Suppose m ij represents the motion vector length of the j-th sampling window in the i-th frame, then the motion level of the i-th frame is estimated as
where K M is a constant that serves as a normalization factor of the frame motion level. We uses K M = 16 in our experiment. The weighting of frame is then adjusted by
B. Test with VQEG dataset
The VQEG Phase I test dataset for FR-TV video quality assessment [35] is used to test the system. We follow the performance evaluation procedures employed in the VQEG Phase I FR-TV test [9] to provide quantitative measures on the performance of the objective quality assessment models. Four metrics are employed. First, logistic functions are used in a fitting procedure to provide a non-linear mapping between the objective/subjective scores. In [9] , Metric 1 is the correlation coefficient between objective/subjective scores after variance-weighted regression analysis. Metric 2 is the correlation coefficient between objective/subjective scores after non-linear regression analysis. These two metrics combined, provide an evaluation of prediction accuracy. The third metric is the Spearman rank-order correlation coefficient between the objective/subjective scores. It is considered as a measure of prediction monotonicity. Finally, Metric 4 is the outlier ratio (percentage of the number of predictions outside the range of ±2 times of the standard deviations) of the predictions after the non-linear mapping, which is a measure of prediction consistency. For more details about these metrics, readers can refer to [9] , [10] .
Figs. 5(a), (b), (c) and (d) show the scatter plots of the subjective/objective comparisons on all test video sequences given by PSNR, the KPN/Swisscom CT model (the best VQEG Phase I proponent in terms of the performance measurement used in the VQEG Phase I test when all test video sequences are included), the proposed method without any weighting adjustment (Equation (11)), and the proposed method with weighting adjustment (Equations (12) and (14)), respectively. In Table I , we give the comparison results of the four metrics when all the test video sequences are included. Despite its simplicity, the proposed method without any weighting adjustment provides reasonably good results compared with the other approaches. The proposed method with weighting adjustment performs better than all the other models.
Note that the proposed algorithm was developed after the VQEG Phase I test and after the test video sequences and subjective data became available to the public. Many of the proponents that attended the test have improved their algorithms after the test. Therefore, the experimental comparison given in this paper only suggests the potential of the proposed method to compete against the VQEG Phase I proponents. Further and broader comparisons are still needed to draw solid conclusions about the relative merits and demerits of the proposed method against the other models. It also needs to be mentioned that the parameters of the algorithm were selected empirically, without any optimization process for a specific database. We believe that careful selection of the parameters via psychophysical studies should be helpful in improving the performance of the algorithm. However, since the proposed algorithm is intended for general purpose video quality assessment, it is not preferable to train the parameters for any specific database that does not cover a very wide range of image and distortion types. On the other hand, we observe in our experiments that the proposed algorithm is in general insensitive to these parameters. For example, setting the color weighting parameters W Y to one and W Cb and W Cr to zero in (8) (in other words, only the luminance channel is used for video quality assessment) does not have significant effect on the overall performance of the algorithm on the VQEG dataset. For another example, the same set of parameters of K 1 and K 2 in (7) were used to test LIVE image quality database [36] composed of 344 subject-rated JPEG and JPEG2000 compressed images with a wide range of compression bit rates, and the proposed algorithm outperforms PSNR by a clear margin.
IV. Conclusions and Discussions
We designed a new objective video quality assessment system. The key feature of the proposed method is the use of structural distortion instead of error sensitivity based measurement for quality evaluation. Experiments on VQEG FR-TV Phase I test dataset show that it has good correlation with perceived video quality.
One of the most attractive features of the proposed method is perhaps its simplicity. Note that no complicated procedures (such as spatial and temporal filtering, linear transformations, object segmentation, texture classification, blur evaluation, and blockiness estimation) are involved. This implies that the SSIM index is a simple formula that inherently has effective normalization power for various types of image structures and distortions. The simplicity of the algorithm also makes real-time implementation easy. In addition, the speed of the algorithm can be further adjusted by tuning the parameter of frame sampling rate R s . Our experiments show that reasonably robust performance can be obtained with a relatively small sampling rate (e.g., R s < 100), allowing real-time software implementation on moderate speed computers.
The proposed method has been found to be consistent with many observations of HVS behaviors. For example, the blocking artifact in JPEG compressed images may significantly impair the "structure" in smooth image regions, but is less disturbing in highly textured regions. This is captured very well in the quality maps in Fig. 3 . However, there are other HVS characteristics that may not be well understood with the proposed method. For example, vertical distortions may appear more significant than horizontal distortions. It remains a problem that how to systematically connect and adjust the proposed quality index in accordance with psychophysical and physiological HVS studies.
In order to improve the proposed algorithm, many other issues also need further investigations in the future. One important issue is related to motion. The current SSIM index is oriented for comparison of still image structures. Notice that there are several significant outliers in the scatter plots of the proposed algorithms (in the lower-left parts of Figs. 5(c) and 5(d) , where the models give much lower scores than they should supply). In fact, most of these significant outliers corresponds to the video sequences with large global motions (such as SRC5, SRC9 and SRC19 in the VQEG Phase I test dataset). So far, no method has been found to naturally incorporate motion information into the SSIM index measure. We have attempted to apply the same SSIM index measure as in (6) for 3-dimensional windows (instead of the current intra-frame 2-dimensional windows). Unfortunately, no significant improvement has been observed. Another issue is regarding the case of burstof-error. For example, when most of the frames in a video sequence have high quality, but only a few are damaged and have extremely low quality, the human observers tend to give a lower quality score than averaging all the frames. To solve this problem, a non-linear pooling method (instead of weighted summation used in this paper) may need to be applied. Furthermore, how to measure and incorporate color distortions also needs more investigations.
