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Online optimization and data assimilation with
performance guarantees
D. Li1 and S. Martı´nez1
Abstract—This paper considers a class of real-time decision
making problems to minimize the expected value of a function
that depends on a random variable ξ under an unknown
distribution P. To deal with this, we aim to devise a procedure that
incorporates samples of ξ sequentially and adjusts decisions using
the real-time data. We approach this problem in a distributionally
robust optimization framework and propose a novel ONLINE
DATA ASSIMILATION ALGORITHM for this purpose. This algo-
rithm guarantees out-of-sample performance of decisions with
high probability, and gradually improves the quality of the data-
driven decisions by incorporating the streaming data. We show
that the ONLINE DATA ASSIMILATION ALGORITHM guarantees
convergence under a sufficiently slow rate of streaming data,
and provide a criteria for the termination of the algorithm after
certain number of data have been collected. Simulations illustrate
the results.
I. INTRODUCTION
Online data assimilation is of benefit in many applications
that require real-time decision making under uncertainty, such
as optimal target tracking, sequential planning problems, and
robust quality control. In these problems, uncertainty is often
represented by a multivariate random variable that has an
unknown distribution. Among available methods, distribution-
ally robust optimization (DRO) has attracted attention due
to its capability to handle data with unknown distributions
while providing out-of-sample performance guarantees with
limited uncertainty samples. To quantify uncertainty and make
decisions that guarantee the performance reliably, one often
needs to gather a large number of samples in advance. Such
requirement, however, is hard to achieve under scenarios where
acquiring samples is expensive, or when real-time decisions
must be made. Further, when the data is collected over time,
it remains unclear what the best the procedure is to assimilate
the data in an ongoing optimization process. Motivated by
this, this work studies how to incorporate finitely streaming
data into a DRO problem, while guaranteeing out-of-sample
performance via the generation of time-varying certificates.
Literature Review: Optimization under uncertainty is a
popular research area, and as such available methods in-
clude stochastic optimization [2] and robust optimization [3].
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Recently, data-driven distributionally robust optimization has
regained popularity thanks to its out-of-sample performance
guarantees, see e.g. [4], [5] and [6], [7], for a distributed
algorithm counterpart, and references therein. In this setup,
one defines a set of distributions or ambiguity set, which
contains the true distribution of the data-generating system
with high probability. Then, the out-of-sample performance
of the data-driven decision is obtained as the worst-case
optimization over the ambiguity set. An attractive way of
designing these sets is to consider a ball in the space of
probability distributions centered at a reference or most-likely
distribution constructed from the available data. In the space
of distributions, the popular distance metric is the Prokhorov
metric [8], φ-divergence [9] and the Wasserstein distance [4].
Here, following the paper [6], which proposes a distributed
optimization algorithm for multi-agent settings, we use the
Wasserstein distance as it leads to a tractable reformulation
of DRO problems. However, available algorithms in [4] and
in [6] do not consider the update of the data-driven decision
over time, which serves as the focus of this work. In terms
of the algorithm design, our work connects to various convex
optimization methods [10] such as the Frank-Wolfe (FW) Al-
gorithm (e.g., conditional gradient algorithm), the Subgradient
Algorithm, and their variants, see e.g. [11]–[13] and references
therein. Our emphasis on the convergence of the data-driven
decision obtained through a sequence of optimization prob-
lems contrasts with typical algorithms developed for single
(non-updated) problems.
Statement of Contributions: In this paper, we propose a
new ONLINE DATA ASSIMILATION ALGORITHM to solve
decision-making problems subject to uncertainty. The distri-
bution of the uncertainty is unknown and thus the algorithm
adjusts decisions based on realizations of ξ that are revealed
and collected sequentially over time. The new algorithm
addresses four challenges: 1) the evaluation of the out-of-
sample performance of every possible online decision; 2) the
adaptation to online, increasingly-larger data sets to reach
a decision with out-of-sample performance guarantees with
increasingly higher probabilities; 3) the availability of an
online decision vector with performance guarantees at any
time; 4) the capability of handling sufficiently large streaming
data sets.
To address 1), we start from a distributionally robust opti-
mization (DRO) problem setting. This leads to a worst-case
optimization over an ambiguity set or neighborhood of the
empirical distribution constructed from a data set. To solve
this intractable problem, we reformulate it into an equivalent
2convex optimization over a simplex. This enables us to explore
the simplex vertex set and find a performance certificate for the
decision with a given confidence. When the data is streaming
online, we consider a sequence of DRO problems and their
equivalent convex problems employing increasingly larger data
sets. Thus, as the data streams, the associated problems are
defined over simplices of increasingly larger dimension. The
similarities of these feasible sets allow us to assimilate the
online data via specialized Frank-Wolfe Algorithm variants,
thus solving 2) via a CERTIFICATE GENERATION ALGO-
RITHM described in Section IV. Further, to seek for decisions
that approach to the minimizers of the optimization problem,
the ONLINE DATA ASSIMILATION ALGORITHM adapts its
iterations online via a Subgradient Algorithm as described in
Section V. We show in Section VI that the resulting ONLINE
DATA ASSIMILATION ALGORITHM is finitely convergent in
the sense that the confidence of the out-of-sample performance
guarantee for the generated data-driven decision converges to 1
as the number of data samples increases to a sufficiently large
but finite value. Under this scheme, a data-driven decision with
certain performance guarantee is also available any time as
soon as the algorithm finishes generating the first certificate
for the initial decision, which resolves the challenge 3). To ex-
pedite the algorithm and deal with the challenge 4), we develop
in Section VII an incremental covering algorithm to process
the streaming data set and obtain low-dimensional ambiguity
sets in DRO problems. These new sets are based on a weighted
version of the empirical distribution and thus close to the full
empirical distributions constructed from the uncertainty under
a Wasserstein metric. We finally illustrate the performance
of the proposed ONLINE DATA ASSIMILATION ALGORITHM
in Section VIII, with and without the incremental covering
algorithm.
II. PRELIMINARIES
This section introduces notations, including some from
Probability Theory that help describe the distributionally ro-
bust optimization framework following [4], and a brief sum-
mary of the numerical methods employed next.
Notations: Let Rm, Rm≥0 and R
m×d denote respectively the
m-dimensional Euclidean space, the m-dimensional nonneg-
ative orthant, and the space of m × d matrices. We use the
shorthand notations 0m for the column vector (0, · · · , 0)
⊤
∈
Rm, 1m for the column vector (1, · · · , 1)
⊤
∈ Rm, and
Im ∈ R
m×m for the identity matrix. We let x ∈ Rm denote
a column vector of dimension m, while x⊤ represents its
transpose. We say x ≥ 0, if all its entries are nonnegative.
We use either subscripts or parentheses superscripts to index
vectors, i.e., xk ∈ R
m or x(k) ∈ Rm, for k ∈ {1, 2, . . . , n}.
We use (x,y) ∈ Rm+d to indicate the concatenated column
vector from x ∈ Rm and y ∈ Rd. The 1-norm of the vector
x ∈ Rm is denoted by ‖x‖. We define the m-dimensional
Euclidean ball centered at x ∈ Rm with radius ω as the
set Bω(x) := {y ∈ R
m | ‖y − x‖ ≤ ω}. For matrices
A1 ∈ R
m×d and A2 ∈ Rp×q , we let A1 ⊕ A2 denote
their direct sum. The shorthand notation ⊕mi=1Ai represents
A1⊕· · ·⊕Am. Given a set of points I in R
m, we let conv(I)
indicate its convex hull. The gradient of a real-valued function
f : Rm → R is written as ∇xf(x). The i
th component of
the gradient vector is denoted by ∇if(x). We use dom f to
denote the domain of the function f , i.e., dom f := {x ∈
Rm | − ∞ < f(x) < +∞}. We call the function f proper
if dom f 6= Ø. We say a function F : X × Y → R is
convex-concave on X × Y if, for any point (x˜, y˜) ∈ X × Y ,
x 7→ F (x, y˜) is convex and y 7→ F (x˜,y) is concave. We refer
to this property as F being convex-concave in (x,y). We use
the notation sgn : R → R, x 7→ {−1, 0, 1} denote the sign
function. Finally, the projection operator projY(X ) : X → Y
projects the set X onto the set Y under the Euclidean norm.
Notations from Probability Theory: Let (Ω,F ,P) be a prob-
ability space, with Ω the sample space, F a σ-algebra on Ω,
and P the associated probability distribution. Let ξ : Ω→ Rm
be an induced multivariate random variable. We denote by
Z ⊆ Rm the support of the random variable ξ and denote
by M(Z) the space of all probability distributions supported
on Z with finite first moment. In particular, P ∈ M(Z).
To measure the distance between distributions in M(Z), in
this paper we use the dual characterization of the Wasserstein
metric [14] dW :M(Z)×M(Z)→ R≥0, defined by
dW (Q1,Q2) := sup
f∈L
∫
Z
f(ξ)Q1(dξ) −
∫
Z
f(ξ)Q2(dξ),
where L is the space of all Lipschitz functions defined on
Z with Lipschitz constant 1. A closed Wasserstein ball of
radius ω centered at a distribution P ∈ M(Z) is denoted by
Bω(P) := {Q ∈ M(Z) | dW (P,Q) ≤ ω}.
Numerical Optimization Methods: There are mainly two
types of Numerical Optimization methods that serve as the
main ingredients of our ONLINE DATA ASSIMILATION ALGO-
RITHM. One type is given by Frank-Wolfe Algorithm (FWA)
variants and another is the Subgradient Algorithm. In this
subsection, we describe FWA and the Away-step Frank-Wolfe
Algorithm (AFWA) for the sake of completeness. We will
combine it with another variant, the Simplicial Algorithm,
in Section IV. For the Subgradient Algorithm, please refer
to [15]–[20].
The Frank-Wolfe Algorithm over a unit simplex. To solve
convex programs over a unit simplex, we introduce the FWA
and AFWA following [12], [13]. Let us denote the m-
dimensional unit simplex by ∆m := {λ ∈ R
m | 1m
⊤λ =
1, λ ≥ 0}. Let Λm be the set of all extreme points for the
simplex ∆m. Consider the minimization of a convex function
f(x) subject to x ∈ ∆m; we refer to this problem by (⋆) and
denote by x⋆ an optimizer of (⋆). We call xǫ an ǫ-optimal
solution of (⋆), if xǫ ∈ ∆m and f(x
ǫ)−f(x⋆) ≤ ǫ. The clas-
sical FWA solves problem (⋆) to an xǫ via the iterative process
as follows. Let x(0) ∈ ∆m denote a random initial point for
FWA. For each iteration k with an x(k) ∈ ∆m, the convexity
of f enables f(x⋆) ≥ f(x(k))+∇f(x(k))
⊤
(x⋆−x(k)), which
implies f(x⋆) ≥ f(x(k)) + minx∈∆m ∇f(x
(k))
⊤
(x − x(k)).
Using this property, we define a FW search point s(k) by an
extreme point such that s(k) ∈ argmin
x∈∆m ∇f(x
(k))
⊤
(x−
x(k)). With this search point we define the FW direction at
x(k) by d
(k)
FW := s
(k) − x(k).
3The classical FWA then iteratively finds a FW direction
and solves a line search problem over this direction until an
ǫ-optimal solution xǫ := x(k) is found, certified by η(k) :=
−∇f(x(k))
⊤
d
(k)
FW ≤ ǫ.
It is known that the classical FWA has linear convergence
rate if the cost function f is µ-strongly convex and the
optimum is achieved in the relative interior of the feasible
set ∆m. If the optimal solution lies on the boundary of ∆m,
then this algorithm only has sublinear convergence rate, due
to the zig-zagging phenomenon [13]. AFWA is an extension
of the FWA that guarantees the linear convergence rate of
the problem (⋆) under some conditions related to the local
strong convexity. The main difference between AFWA and
the classical FWA is that the latter solves the line-search
problem after obtaining a descent direction by considering all
extreme points, while the AFWA chooses a descend direction
that prevents zig-zagging. We summarize the convergence
properties of the AFWA here. For complete descriptions of
the AFWA, we refer the reader to [13] and an older version
of this paper [21].
Theorem II.1 (Linear convergence of AFWA [13, Theorem
8]) Suppose the function f has a constant curvature Cf and
a geometric strong convexity constant µf on ∆m, as defined
in [13, page 17-18]. Let us define the decay rate κ := 1 −
µf/(4Cf ) ∈ (0, 1) ⊂ R. Then the suboptimality bound at the
iteration point x(k) of the AFWA decreases geometrically as
f(x(k+1))− f(x⋆) ≤ κ(f(x(k))− f(x⋆)).
III. PROBLEM DESCRIPTION
Consider a decision-making problem of the form
inf
x∈Rd
EP[f(x, ξ)], (P)
where x ∈ Rd is the decision variable, the random variable
ξ : Ω → Rm is induced by the probability space (Ω,F ,P),
and the expectation of f is taken w.r.t. the unknown distri-
bution P ∈ M(Z). We aim to develop an ONLINE DATA
ASSIMILATION ALGORITHM that efficiently adapts iterations
for decisions x of (P) with online streaming data. In this
section, we describe the algorithm procedure employing the
DRO terminology in [4], [6].
Let {x(r)}∞r=1 be a sequence where, for each iteration r, the
decision x(r) is feasible for (P). The ONLINE DATA ASSIMI-
LATION ALGORITHM generates {x(r)}∞r=1 while sequentially
collecting iid realizations of the random variable ξ under
P, denoted by ξˆn, n = 1, 2, . . .. This defines a sequence
of streaming data sets, Ξn ⊆ Ξn+1, for each n. W.l.o.g.
assume that each Ξn+1 consists of just one more new data
point, i.e., Ξn+1 = Ξn ∪ {ξˆn+1} and Ξ1 = {ξˆ1}. The time
between updates of Ξn and Ξn+1 corresponds to certain time
period, referred to as the nth time period. The subsequence of
decisions obtained during this period is labeled by {x(r)}
rn+1
r=rn .
The objective of our algorithm is to make real-time decisions
for (P) that have a potentially low objective value, while
assimilating information from the Ξn.
To quantify the quality of the decisions {x(r)}∞r=1, we
introduce the following terms. We call an x(r) ∈ Rd a proper
data-driven decision of (P), if x(r) is feasible and its out-of-
sample performance, defined by EP[f(x
(r), ξ)], satisfies the
following performance guarantee:
Pn(EP[f(x
(r), ξ)] ≤ Jn(x
(r))) ≥ 1− βn, (1)
where the certificate Jn(x
(r)) is a function that indicates the
goodness of x(r) under the data set Ξn. If x
(r) is adopted
during the nth time period, then EP[f(x
(r), ξ)] ≤ Jn(x
(r))
is an event that depends on the n samples in Ξn, and P
n
denotes the probability with respect to these. The confidence
1 − βn ∈ (0, 1) ⊂ R governs the choice of x
(r) and
the resulting certificate Jn(x
(r)). Finding an approximate
certificate is much easier than finding an exact one. Based on
this, we call x(r) ǫ1-proper, if it satisfies (1) with J
ǫ1
n (x
(r))
such that Jn(x
(r)) ≤ Jǫ1n (x
(r))+ǫ1. The certificates Jn(x
(r))
and their approximates Jǫ1n (x
(r)) provide an upper bound to
the optimal value of (P) with high confidence 1− βn.
In each time period n, given a confidence level 1− βn, our
goal is to approach to an ǫ1-proper data-driven decision with a
low certificate. Thus, we call any proper data-driven decision
ǫ2-optimal, labeled as x
ǫ2
n , if Jn(x
ǫ2
n ) − Jn(x) ≤ ǫ2 for all
x ∈ Rd. Then, for any ǫ2-optimal and ǫ1-proper data-driven
decision xǫ2n with certificate J
ǫ1
n (x
ǫ2
n ) and ǫ1 ≪ ǫ2, we have
the following performance guarantee:
Pn(EP[f(x
ǫ2
n , ξ)] ≤ J
ǫ1
n (x
ǫ2
n ) + ǫ1) ≥ 1− βn. (2)
We describe now the procedure of the ONLINE DATA AS-
SIMILATION ALGORITHM. Let tolerance parameters ǫ1 and ǫ2
be given and let us choose strictly decreasing confidence levels
{βn}
N
n=1 such that
∑∞
n=1 βn < ∞ whenever N → ∞. The
algorithm aims to find a sequence of ǫ2-optimal and ǫ1-proper
decisions {xǫ2n }
N
n=1 associated with the sequence of the certifi-
cates {Jǫ1n (x
ǫ2
n )}
N
n=1 so that (2) holds for all n ∈ {1, . . . , N}.
Additionally, as the data set streams to infinite cardinality, i.e.,
N →∞, there exists a large enough but finite n0 such that the
algorithm returns a final xǫ2n0 after processing the data set Ξn0 .
The final decision xǫ2n0 guarantees performance almost surely,
that is, Pn0(EP[f(x
ǫ2
n0 , ξ)] ≤ J
ǫ1
n0(x
ǫ2
n0) + ǫ1) = 1, with a
certificate Jǫ1n0(x
ǫ2
n0) close to the optimal objective value of
Problem (P).
To do this, consider that the ONLINE DATA ASSIMILATION
ALGORITHM has reached an ǫ2-optimal decision x
ǫ2
n and
Jǫ1n (x
ǫ2
n ) its ǫ1-proper certificate at r = rn+1, using Ξn.
After receiving Ξn+1, we select x
(rn+1) := xǫ2n and
construct the subsequence x(r), for rn+1 ≤ r ≤ rn+2, via
the Subgradient Algorithm of Section V. While doing this,
for each r, Algorithm 1 in Section IV associates each x(r)
with a certificate Jǫ1n+1(x
(r)), turning it into an ǫ1-proper data-
driven decision. If no new data is received, the algorithm will
reach r = rn+2 such that x
(rn+2) = xǫ2n+1 is ǫ2-optimal, i.e.,
Jǫ1n+1(x
(rn+2)) is (ǫ1+ǫ2)-close to J
⋆
n+1 := Jn+1(x
⋆
n+1) with
x⋆n+1 ∈ argminx Jn+1(x). In this case the algorithm obtains
the best achievable xǫ2n+1 using Ξn+1, and will remain inactive
until new data arrives. Upon acquiring Ξn+2, the algorithm
proceeds to find the next ǫ2-optimal x
ǫ2
n+2 and J
ǫ1
n+2(x
ǫ2
n+2)
with corresponding higher confidence 1−βn+2, by generating
a new {x(r)}
rn+3
r=rn+2. If the algorithm receives new data
4set Ξn+2 at iteration r < rn+2, it safely starts generating
{x(r)}
rn+3
r=rn+2 by letting x
(rn+2) to be the current best decision
and finding its Jǫ1n+2(x
(rn+2)). Then the algorithm proceeds
similarly on the data set Ξn+2.
In this way, online data can be assimilated while refining
the {xǫ2n }
N
n=1 with certificates {J
ǫ1
n (x
ǫ2
n )}
N
n=1 that guarantee
performance with high confidence {1− βn}
N
n=1.
Next, we focus on how to design Jn based on the assump-
tion that f is continous. To do this, we employ ideas from
DRO. The material in the next two subsections is adapted
from [4], [6], [7].
Certificate design: To find certificates, one can first use
the data Ξn to estimate an empirical distribution, Pˆ
n, and let
E
Pˆn
[f(x, ξ)] be the candidate certificate for the performance
guarantee (1). More precisely, assume that the data set Ξn is
uniformly sampled from P. The discrete empirical probability
measure associated with Ξn is the following:
Pˆn :=
1
n
n∑
k=1
δ{ξˆk},
where δ{ξˆk} is a Dirac measure at ξˆk. The candidate certificate
is
J saen (x) := EPˆn [f(x, ξ)] =
1
n
n∑
k=1
f(x, ξˆk).
The above approximation Pˆn of P, also known as the sample-
average estimate, makes J saen easy to compute. However,
such value only results in an approximation of the out-of-
sample performance if P is unknown. Following [4], [6],
we are to determine an ambiguity set Pn containing all the
possible probability distributions supported on Z ⊆ Rm that
can generate Ξn with high confidence. Then, with the given
feasible decision x, it is plausible to consider the worst-
case expectation of the out-of-sample performance for all
distributions contained in Pn. The solution to such problem
offers an upper bound for the out-of-sample performance with
high probability in form of (1), and we refer to this upper
bound as the certificate of decision x.
In order to quantify the certificate for an ǫ1-proper data-
driven decision, we denote by Mlt(Z) ⊂ M(Z) the set of
light-tailed probability measures in M(Z), and introduce the
following assumption for P:
Assumption III.1 (Light tailed unknown distributions) It
holds that P ∈ Mlt(Z), i.e., there exists an exponent a > 1
such that: b := EP[exp(‖ξ‖
a)] <∞.
Assumption III.1 validates the following modern measure
of concentration result, which provides an intuition for con-
sidering the Wasserstein ball Bǫ(Pˆ
n) of center Pˆn and radius
ǫ as the ambiguity set Pn.
Theorem III.1 (Measure concentration [22, Theorem 2]) If
P ∈Mlt(Z), then
Pn{dW (P, Pˆ
n) ≥ ǫ} ≤
{
c1e
−c2nǫmax{2,m} , if ǫ ≤ 1,
c1e
−c2nǫa , if ǫ > 1,
(3)
for all n ≥ 1, m 6= 2, and ǫ > 0, where c1, c2 are positive
constants that only depend on m, a and b. 
Then, equipped with this result, we are able to provide the
certificate that ensures the performance guarantee in (1), for
any decision x ∈ Rd.
Lemma III.1 (Certificate in Performance Guarantee (1))
Given Ξn := {ξˆk}
n
k=1, βn ∈ (0, 1) and x
(r) ∈ Rd for any
r ≥ rn. Let
ǫ(βn) :=


(
log(c1β
−1
n )
c2n
)1/max{2,m}
, if n ≥
log(c1β
−1
n )
c2
,(
log(c1β
−1
n )
c2n
)1/a
, if n <
log(c1β
−1
n )
c2
,
(4)
and Pn := Bǫ(βn)(Pˆ
n). Then the following certificate satisfies
the performance guarantee in (1) for all x(r) ∈ Rd:
Jn(x
(r)) := sup
Q∈Pn
EQ[f(x
(r), ξ)]. (5)
Worst-case distribution reformulation: To get the certificate
in (5), one needs to solve an infinite dimensional optimization
problem. Luckily, problem (5) can be reformulated into a
finite-dimensional convex problem as follows.
Theorem III.2 (Convex reduction of (5) [4, Application
of Theorem 4.4]) Under Assumption III.1 on the light tailed
distribution of P, for all βn ∈ (0, 1) the value of the certificate
in (5) for the data-driven decision x(r) under the data set Ξn
is equal to the optimal value of the following optimization
problem:
Jn(x
(r)) := sup
y1,...,yn∈Rm
1
n
n∑
k=1
f(x(r), ξˆk − yk),
s. t.
1
n
n∑
k=1
‖yk‖ ≤ ǫ(βn),
(P1
(r)
n )
where ǫ(βn) is the radius of of Bǫ(βn) calculated from (4).
Moreover, given any feasible point y(l) := (y
(l)
1 , . . . ,y
(l)
n )
of (P1
(r)
n ), indexed by l, define a finite atomic probability
measure at x(r) in the Wasserstein ball Bǫ(βn) of the form:
Q(l)n (x
(r)) :=
1
n
n∑
k=1
δ{ξˆk−y(l)k }
. (6)
Now, denote by Q⋆n(x
(r)) the distribution in (6) constructed
by an optimizer y⋆ := (y⋆1, . . . ,y
⋆
n) of (P1
(r)
n ) and evaluated
over data-driven decisions x(r). Then, Q⋆n is a worst-case
distribution that can generate the data set Ξn with high
probability (no less than (1− βn)). 
IV. CERTIFICATE GENERATION
Given the tolerance ǫ1, sequentially available data sets
{Ξn}
N
n=1 and decisions {x
(r)}∞r=1, we present in this section
the CERTIFICATE GENERATION ALGORITHM for approxi-
mated certificates {Jǫ1n (x
(r))}n,r and resulting ǫ1-worst-case
distributions {Qǫ1n (x
(r))}n,r. To achieve this, we first reformu-
late Problem (P1
(r)
n ) to Problem (P2
(r)
n ), a convex optimization
5problem over a simplex. Then, we design the CERTIFICATE
GENERATION ALGORITHM (Algorithm 1) to solve (P2
(r)
n ) to
an approximated certificate Jǫ1n (x
(r)) efficiently. Finally, we
analyze the convergence of Algorithm 1 under {Ξn}
N
n=1.
Let us consider the nth time period, the data set Ξn, and the
sequence {x(r)}
rn+1
r=rn . In this period, for each x
(r) and ξˆk ∈
Ξn, with k ∈ {1, . . . , n}, we define a parametrized function
hrk : R
m → R as
hrk(y) := f(x
(r), ξˆk − y).
For each x(r), let us consider the following convex optimiza-
tion problem over a simplex:
Jn(x
(r)) := max
uk,vk∈Rm,
k∈{1,...,n}
1
n
n∑
k=1
hrk(uk − vk),
s. t. (u,v) ∈ nǫ(βn)∆2mn,
(P2
(r)
n )
where the concatenated variable (u,v) is composed of u :=
(u1, . . . ,un) and v := (v1, . . . ,vn); and the scalar nǫ(βn)
regulates the size of the feasible set via scaling of the unit
simplex ∆2mn := {(u,v) ∈ R
2mn | 12mn
⊤(u,v) = 1, u ≥
0, v ≥ 0}. We denote by Λ2mn the set of all the extreme
points for the simplex nǫ(βn)∆2mn.
The following lemma shows that Problem (P1
(r)
n ) and
Problem (P2
(r)
n ) are equivalent for Jǫ1n (x
(r)) and Qǫ1n (x
(r)).
Lemma IV.1 (Equivalence of the problem formulation) Let
x(r) be a feasible decision on the nth time period with the data
set Ξn. Then solving (P1
(r)
n ) is equivalent to solving (P2
(r)
n )
in the sense that
1 For any feasible solution (u˜, v˜) of (P2
(r)
n ), let y˜ := u˜−v˜.
Then y˜ is feasible for (P1
(r)
n ).
2 For any feasible solution y˜ of (P1
(r)
n ), there exists a
feasible point (u˜, v˜) of (P2
(r)
n ).
3 Assume that the point (u˜⋆, v˜⋆) is an optimizer of (P2
(r)
n ).
Then by letting y˜⋆ := u˜⋆ − v˜⋆, the point y˜⋆ is also an
optimizer of (P1
(r)
n ), with the same optimal value.
To obtain {Jǫ1n (x
(r))}n,r and {Q
ǫ1
n (x
(r))}n,r by solv-
ing (P2
(r)
n ), we develop the CERTIFICATE GENERATION AL-
GORITHM in 1 via Frank-Wolfe Algorithm variants, e.g., the
Simplicial Algorithm [12] and the AFWA as in Section II.
The algorithm proceeds iteratively at times l = 1, 2, . . ..
At each iteration l, (u(l),v(l)) is the candidate optimizer
of (P2
(r)
n ). Let the objective value of (P2
(r)
n ) at (u(l),v(l))
be J
(l)
n (x(r)) and, equivalently, write the candidate optimizer
in form of y(l) := u(l) − v(l) (exploiting the equivalence in
Lemma IV.1). Each candidate y(l) is associated with it a set of
FW search points denoted by I
(l)
n := {y˜
(i) := u˜(i)− v˜(i), i ∈
{1, . . . , T }}. As we will see later, the set I
(l)
n plays the role of
generating the certificate when assimilating data, and is called
the candidate vertex set.
Algorithm 1 alternatively solves the following problems:
max
uk,vk∈Rm,
k∈{1,...,n}
1
n
n∑
k=1
〈
∇hrk(y
(l−1)
k ), · · ·
uk − vk − y
(l−1)
k
〉
,
s. t. (u,v) ∈ nǫ(βn)∆2mn,
(LP
(l)
n )
max
γ∈RT
1
n
n∑
k=1
hrk(
T∑
i=0
γiy˜
(i)
k ),
s. t. γ ∈ ∆T .
(CP
(l)
n )
Note that the candidate optimizer y(l−1) parameterizes the
linear problem (LP
(l)
n ). The solution to (LP
(l)
n ) is then used to
refine the set of FW search points I
(l)
n = {y˜
(i)}i, which span
the implicit feasible set ∆T ≡ conv(I
(l)
n ) in problem (CP
(l)
n ).
A solution to (CP
(l)
n ) then determines the new candidate
optimizer y(l) of the LP problem at the next iteration.
Algorithm 1 Certificates CG(x(r), {Ξn}n=1,y
(0), I
(0)
n )
Require: Goes to Step 1 whenever Ξn ← Ξn+1.
1: l← 0; ⊲ Procedure for Ξn
2: Update y(l), I
(l)
n , T and γǫ1 ; ⊲ Adapted from Ξn−1
3: repeat
4: l ← l + 1;
5: (Ω(l), η(l))← LP(x(r),Ξn,y
(l−1));
6: I
(l)
n ← I
(l−1)
n ∪ Ω(l), T ← |I
(l)
n |;
7: (γǫ1 , J
(l)
n (x(r)))← AFWA (CP
(l)
n );
8: y(l) ←
∑T
i=0 γ
ǫ1
i y˜
(i), y˜(i) ∈ I
(l)
n for each i;
9: until η(l) ≤ ǫ1
10: return Jǫ1n (x
(r)) = J
(l)
n (x(r)), yǫ1 = y(l), Qǫ1n (x
(r)) =
1
n
∑n
k=1 δ{ξˆk−yǫ1k }.
More precisely, at each iteration l = 1, 2, . . . with a
candidate optimizer y(l−1), Algorithm 1 first solves subprob-
lem (LP
(l)
n ) using the point search algorithm (Algorithm 2),
which returns the optimal objective value η(l) and the set
of maximizers Ω(l) such that η(l) ≥ Jn(x
(r)) − J
(l)
n (x(r))
and Ω(l) ⊂ Λ2mn. In particular, Algorithm 2 computes all
optimizers by iteratively choosing a sparse vector with only
a positive entry. That is, an extreme point of the feasible set
of (LP
(l)
n ), such that the nonzero component of (u˜
(l), v˜(l))
has the largest absolute gradient component in the linear cost
function of subproblem (LP
(l)
n ). As a result, Algorithm 2 re-
turns the value η(l) that certifies the ǫ1-suboptimality condition
to the optimal objective of Problem (P2
(r)
n ), and the set Ω(l)
that updates the candidate vertex set to I
(l)
n := I
(l−1)
n ∪ Ω(l).
Let us denote the cardinality of the set I
(l)
n by T := |I
(l)
n |.
Then for each i ∈ {1, . . . , T }, we use y˜(i) := u˜(i) − v˜(i)
to denote the ith candidate vertex in I
(l)
n . Using the obtained
I
(l)
n , the algorithm solves the Problem (CP
(l)
n ) over the simplex
∆T := {γ ∈ R
T | 1T
⊤γ = 1, γ ≥ 0}, where each component
γi of γ ∈ ∆T represents the convex combination coefficient of
the candidate vertex y˜(i). After solving (CP
(l)
n ) to ǫ1-optimality
via the AFWA, an ǫ1-optimal weighting γ
ǫ1 ∈ ∆T with
the objective value J
(l)
n (x(r)) is obtained. A new candidate
6optimizer y(l) is then calculated by y(l) =
∑T
i=0 γ
ǫ1
i y˜
(i).
The algorithm repeats the process and increments l if the
optimality gap η(l) is greater than ǫ1, otherwise it returns
the certificate Jǫ1n (x
(r)) := J
(l)
n (x(r)), an ǫ1-optimal solution
yǫ1 := y(l) and an ǫ1-worst-case distribution Q
ǫ1
n (x
(r)) :=
1
n
∑n
k=1 δ{ξˆk−yǫ1k }.
Algorithm 2 Point search LP(x(r),Ξn,y
(l−1))
1: Set Ω(l) := Ø;
2: Let H := {(j, k) | j ∈ {1, . . . ,m}, k ∈ {1, . . . , n}};
3: Let S(r),(l) := argmax(j,k)∈H{±∇jh
r
k(y
(l−1)
k )};
4: while S(r),(l) 6= Ø, do
5: Pick (ℏ, ℓ) ∈ S(r),(l) and let y˜ = 0mn;
6: Update scalar y˜ℏℓ ← nǫ(βn)sgn(∇ℏ h
r
ℓ(y
(l−1)
ℓ ));
7: Update Ω(l) ← Ω(l) ∪ {y˜};
8: Update S(r),(l) ← S(r),(l) \ {(ℏ, ℓ)};
9: end while
10: Pick any y˜ ∈ Ω(l) and,
11: set η(l) = 1n
∑n
k=1
〈
∇hrk(y
(l−1)
k ), y˜k − y
(l−1)
k
〉
;
12: return the set Ω(l) and the optimality gap η(l).
Adapting Algorithm 1 to online data sets {Ξn}
N
n=1 is
inherently difficult due to the changes in the Problems (P2
(r)
n ).
As the size of Ξn grows by 1, the dimension of the
Problem (P2
(r)
n ) increases by 2m. To obtain Jǫ1n (x
(r)) and
Qǫ1n (x
(r)) sufficiently fast, we exploit the relationship among
Problems (P2
(r)
n ), for different n, by adapting the candidate
vertex sets I
(l)
n . Specifically, we initialize the set I
(0)
n+1 for
the new Problem (P2
(r)
n+1) by I
(l)
n , constructed from the pre-
vious (P2
(r)
n ). Suppose that the CERTIFICATE GENERATION
ALGORITHM receives a new data set Ξn+1 ⊃ Ξn at some
intermediate iteration l with candidate vertex set I
(l)
n . At
this stage, the subset conv(I
(l)
n ) has been explored by the
previous optimization problem, and the gradient information
of the objective function based on the data set Ξn has been
partially integrated. Then, by projecting the set I
(l)
n onto
the set of extreme points of the new Problem (P2
(r)
n ), i.e.,
I
(0)
n+1 := projΛ2m(n+1)({(y˜
(i),0m) | y˜
(i) ∈ I
(l)
n }), the subset
conv(I
(0)
n+1) of the feasible set of (P2
(r)
n ) is already explored.
Such integration contributes to the reduction of the number
of iterations in the Algorithm 1 for Problems (P2
(r)
n ). This
insight gives us a sense of the worst-case efficiency to update
a certificate under the streaming data.
For the online implementation of Algorithm 1, we have
the following assumption on the local strong concavity of the
function f and the computation of the gradient of f :
Assumption IV.1 (Local strong concavity) For any feasible
decision x˜ ∈ {x(r)}∞r=1 and any data point ξˆ ∈ ΞN , the
function h : Rm → R, y 7→ f(x˜, ξˆ − y) is differentiable, has
a constant curvature Ch, and has a positive geometric strong
concavity constant µh on ∆2mN .
Assumption IV.2 (Cheap access of the gradients) For any
feasible decision x˜ ∈ {x(r)}∞r=1, we denote by ∇h(y) the
gradient of the function h : Rm → R, y 7→ f(x˜,y) and
assume it can be accessed cheaply.
The concavity requirement of h ensures that (P2
(r)
n ) is
a convex problem. Under Assumption IV.2, we show the
convergence properties of Algorithm 1.
Theorem IV.1 (Convergence of the CERTIFICATE GENER-
ATION ALGORITHM 1) Let the tolerance ǫ1 and any feasible
decision x(r) be given. Let us choose y(0) = 0m and I
(0)
1 = Ø
to be the initial candidate optimizer and candidate vertex set
for Algorithm 1, respectively. Consider the online data sets
{Ξn}
N
n=1 and the set of parameterized functions {h
r
n}
N
n=1.
Assume Assumption IV.1 and Assumption IV.2 hold. Then, for
each data set Ξn, there exists a parameter κ ∈ (0, 1) ⊂ R such
that the worst-case computational bound φ(n) of Algorithm 1,
depending on n, is
φ(n) ≤ (2mn)logκ(
ǫ1
Jn(x(r))− J
(0)
n (x(r))
).
Moreover, consider that data sets {Ξn}
N
n=1 are streaming
online. Then there exists a parameter κ¯ ∈ (0, 1) ⊂ R and
a computational bound
φ¯(n) := (2mn)logκ¯(
ǫ1
JN (x(r))− J saeN (x
(r))
)
such that, if the average data-streaming rate is slower than
(φ¯(1))−1, then Algorithm 1 is guaranteed to obtain the cer-
tificates {Jǫ1n (x
(r))}Nn=1 and {Q
ǫ1
n (x
(r))}Nn=1.
V. AN ǫ2-OPTIMAL PERFORMANCE GUARANTEE
In this section, we aim to construct a subsequence of ǫ2-
optimal data-driven decisions {xǫ2n }
N
n=1, associated with the
ǫ2-lowest certificates {J
ǫ1
n (x
ǫ2
n )}
N
n=1 over time. We achieve
this by means of: the Subgradient Algorithm to derive an ǫ1-
proper decision sequence {x(r)}
rn+1
r=rn ; and concatenation of
{x(r)}
rn+1
r=rn to obtain a {x
ǫ2
n }
N
n=1.
To construct ǫ1-proper decision sequence {x
(r)}
rn+1
r=rn on the
nth time period with set Ξn, let us consider the following
problem:
J⋆n := inf
x∈Rd
Jn(x),
where the function Jn(x) is defined as in either (5) or (P1
(r)
n ),
and we assume the approximation of Jn(x), J
ǫ1
n (x), can be
evaluated as in Section IV.
To solve this Problem to Jǫ1n (x
ǫ2
n ), we have the following
assumption on the convexity of f :
Assumption V.1 (Convexity in x) The function fξ : R
d → R
x 7→ f(x, ξ˜) is convex for all ξ˜ ∈ Rm.
Assumption V.1 results in convexity of Jn(x) as follows.
Lemma V.1 (Convexity of Jn(x)) If Assumption V.1 holds,
then for each n ∈ {1, . . . , N} the certificate Jn(x) defined
by (5) is convex in x.
Lemma V.1 allows us to apply the Subgradient Algo-
rithm [15], [16], [19] to obtain xǫ2n via {x
(r)}
rn+1
r=rn and the
following lemma.
7Lemma V.2 (Easy estimate of the ǫ-subgradients of Jn(x))
Let the tolerance ǫ1 and time period n be given. For any
feasible decision we denote an ǫ1-optimal solution and ǫ1-
worst-case distribution of (P1
(r)
n ) by y
ǫ1 and Qǫ1n (x
(r)),
respectively. Let us consider the function grn : R
d → Rd,
defined as
grn(x) :=
d
dx
EQǫ1n (x(r))[f(x, ξ)].
We define an ǫ-subdifferential of Jn(x) at x, by ∂ǫJn(x).
Then, for all ǫ ≥ ǫ1 we have the following:
grn(x
(r)) ∈ ∂ǫJn(x
(r)),
or equivalently, for every z ∈ dom Jn and ǫ ≥ ǫ1, we have
Jn(z) ≥ Jn(x
(r)) + grn(x
(r))
⊤
(z − x(r))− ǫ.
Moreover, for any x˜ ∈ Rd, there exist η > 0 such that for
all ǫ ≥ η the following relation holds:
grn(x˜) ∈ ∂ǫJn(x˜).
Using the previous lemma, every time we achieve an ǫ1-
proper decision x(r) from Algorithm 1, a valid ǫ1-subgradient
grn(x
(r)) of the certificate function can be computed. Thus, the
Subgradient Algorithm can be employed to reach an ǫ1-proper
data-driven decision with a lower certificate.
To do this, we make use of the divergent but square-
summable step size rule and scaled direction, as follows:
x(r+1) = x(r) − α(r)
grn(x
(r))
max{‖grn(x
(r))‖ , 1}
, (7)
where α(r) > 0,
∑∞
r=1 α
(r) = +∞ and
∑∞
r=1 (α
(r))2 < +∞.
The Subgradient Algorithm requires access of {grn}
rn+1
r=rn ,
which are obtained from Algorithm 1. To reduce the number of
computations, we estimate the candidate subgradient functions
{grn}
rn+1
r=rn as follows. Let ǫSA ≫ ǫ1 be a specified tolerance.
At some iteration r ≥ rn, assume that an ǫ1-optimizer y
ǫ1
and ǫ1-worst-case distribution Q
ǫ1
n (x
(r)) are obtained from
Algorithm 1. Using Qǫ1n (x
(r)), we calculate the function grn at
x(r) and perform the subgradient iteration (7). At iteration r+1
with x(r+1), we firstly check for the suboptimality of Problem
(P1
(r+1)
n ) using initial candidate optimizer y
(0) := yǫ1 in
Algorithm 2. If the optimality gap η(1) is less than ǫSA, we
estimate the candidate subgradient function gr+1n using g
r
n and
proceed the subgradient iteration. Othwerwise, we obtain gr+1n
from Algorithm 1, which is again an ǫ1-subgradient function
at x(r+1). Thus, we cheaply construct a sequence of ǫSA-
subgradient functions {grn}
rn+1
r=rn that achieve an x
ǫ2
n efficiently.
The following lemma follows from the convergence of the
Subgradient Algorithm applied to our problem scenario.
Lemma V.3 (Convergence of ǫSA-Subgradient Algorithm)
In each time period n with an initial data-driven decision
x(rn), assume the subgradients defined in Lemma V.2 are
uniformly bounded, i.e., there exists a constant L > 0 such
that ‖grn‖ ≤ L for all r ≥ rn.
Given a predefined ǫ2 > 0, let the certificate tolerance ǫ1
and the subgradient tolerance ǫSA be such that 0 < ǫ1 ≪
ǫSA < ǫ2/µ. Let µ := max{L, 1}. Then there exists a large
enough number r¯ such that the above designed Subgradient
Algorithm in (7) has the following performance bounds:
min
k∈{rn,...,r}
{Jn(x
(k))} − Jn(x
⋆
n) ≤ ǫ2, ∀ r ≥ r¯,
and terminates at the iteration rn+1 := r¯ with an
ǫ2-optimal decision under the data set Ξn by x
ǫ2
n ∈
argmin
k∈{rn,...,r¯}
{Jn(x
(k))}.
To quantify the effect of subgradient estimation on conver-
gence rate under Ξn, we have the following theorem.
Theorem V.1 (Worst-case computational bound for an xǫ2
n
)
In each time period n with an initial x(rn), let us consider
the algorithm setting as in Lemma V.3. Then, there exist
parameters κ ∈ (0, 1), t > ǫ1 such that the computational
steps ϕ(n, r¯) to reach xǫ2n are bounded by
ϕ(n, r¯) ≤ φ(n) + r¯
(
logκ(
ǫ1
t
) + 1
)
,
where r¯ are the subgradient steps of Lemma V.3. The value
φ(n) is the worst-case computational bound as in Theo-
rem IV.1 and one should use φ¯(1) in the bound in place of
φ(n) if considering a data-streaming scenario.
From the Subgradient Algorithm, we provide, for each Ξn, a
sequence {x(r)}
rn+1
r=rn that approaches an x
ǫ2
n . If the algorithm
receives new data set Ξn+1 before reaching x
ǫ2
n , we initialize
the next subsequence by using the best decision at current iter-
ation r, i.e., x(rn+1) := xbestn ∈ argmink∈{rn,...,r}{J
ǫ1
n (x
(k))}.
Then by connecting these sequences over n, our goal is
achieved.
VI. DATA ASSIMILATION
This section summarizes and analyzes our ONLINE DATA
ASSIMILATION ALGORITHM for online data {Ξn}
N
n=1.
Specifically, we present the algorithm procedure, its transient
behavior and the convergence result.
The ONLINE DATA ASSIMILATION ALGORITHM starts
from some random initial decision x(r) ∈ Rd and a data set
Ξn with r = 0 and n = 1. Then, we first generate its certificate
Jǫ1n (x
(r)) via Algorithm 1, then execute the Subgradient
Algorithm to achieve decisions {x(r+1),x(r+2), . . .} with
lower and lower certificates {Jǫ1n (x
(r+1)), Jǫ1n (x
(r+2)), . . .}.
This algorithm has the anytime property, meaning that the
performance guarantee is provided anytime, as soon as the
first ǫ1-proper data-driven decision with certificate J
ǫ1
n (x
(r))
is found. If no new data set Ξn+1 comes in, the algorithm
terminates as soon as the Subgradient Algorithm terminates
at iteration rn+1. Otherwise, the algorithm then tries to make
decisions using more data, which achieves lower certificates
with higher confidence until we obtain the lowest possible
certificate and guarantee the performance almost surely. The
details of the whole algorithm procedure are summarized in
the Algorithm 3.
8Algorithm 3 ONLINE DATA ASSIMILATION ALGORITHM.
Require: Goes to Step 3 whenever Ξn ← Ξn+1.
1: Set ǫ1, ǫ2, ǫSA, Ξ1, x
(0) ∈ Rd, y(0) = 0m and I
(0)
1 = Ø;
2: n← 1, r ← 0;
3: rn ← r;
4: (Jǫ1n (x
(r)), yǫ1 , Qǫ1n (x
(r)))← Algorithm 1;
5: repeat
6: x(r+1) ← (x(r), grn) as in (7), r ← r + 1;
7: η ← Algorithm 2;
8: if η > ǫSA, then
9: Goes to Step 4;
10: else
11: Update grn ← g
r−1
n ;
12: if Jǫ1n (x
(r)) < Jǫ1n (x
best
n ), then
13: Update and post (xbestn , J
ǫ1
n (x
best
n ));
14: end if
15: end if
16: until ‖x(r) − x(r−1)‖2 < ǫ2;
17: rn+1 ← r;
18: Post xǫ2n := x
best
n , J
ǫ1
n (x
ǫ2
n ) := J
ǫ1
n (x
best
n );
19: Wait for Ξn+1, or Termination if n = n0.
The transient behavior of the ONLINE DATA ASSIMILATION
ALGORITHM is affected by the data streaming rate and the
rate of convergence of intermediate algorithms (assimilation
rate). To further describe these effects, we call the data stream
{Ξn}
N
n=1 sufficiently slow in the n
th time period, if we can
find an xǫ2n in the Subgradient Algorithm during the time
period n, where its worst-case assimilation rate is described
in Theorem V.1. Further, we call {Ξn}
N
n=1 slow in the n
th
time period if we can find at least one certificate during time
period n, where its worst-case assimilation rate is described
in Theorem IV.1. When the data streaming rate is not faster
than the worst-case assimilation rate as in Theorem V.1, the
ONLINE DATA ASSIMILATION ALGORITHM guarantees to
find {xǫ2n }
N
n=1. When the data streams sufficiently slow for
at least one time period, it guarantees to find an xǫ2n . When
the data streaming rate is slow for at least one time period,
the ONLINE DATA ASSIMILATION ALGORITHM guarantees to
find a Jǫ1n for an x
(r). When the data stream are not slow for all
time periods, the ONLINE DATA ASSIMILATION ALGORITHM
will hold on the newly streamed data set, to make the data
streaming rate sufficiently slow and achieve a better data-driven
decision efficiently.
Next, we state the convergence result of the ONLINE
DATA ASSIMILATION ALGORITHM when the data streams are
sufficiently slow for all the time periods.
Theorem VI.1 (Finite convergence of the ONLINE DATA
ASSIMILATION ALGORITHM) Given any tolerance ǫ1, ǫ2 >
0 and sufficiently slow data streaming sets {Ξn}
N
n=1 with
N < ∞. Then, the ONLINE DATA ASSIMILATION ALGO-
RITHM guarantees to find a sequence of ǫ2-optimal ǫ1-proper
data-driven decisions {xǫ2n }
N
n=1 associated with the sequence
of the certificates {Jǫ1n (x
ǫ2
n )}
N
n=1 so that the performance
guarantee (2) holds for all n.
In addition, given any tolerance ǫ3 and sufficiently slow
data streams with N → ∞, there exists a large enough
number n0(ǫ3) > 0, such that the algorithm terminates in
finite time with a guaranteed ǫ2-optimal and ǫ1-proper data-
driven decision xǫ2n0 and a certificate J
ǫ1
n0(x
ǫ2
n0) such that the
performance guarantee holds almost surely, i.e.,
Pn0(EP[f(x
ǫ2
n0 , ξ)] ≤ J
ǫ1
n0(x
ǫ2
n0) + ǫ1) = 1, (8)
and meanwhile the quality of the designed certificate Jǫ1n0(x
ǫ2
n0)
is guaranteed, i.e., for all the rest of the data sets
{Ξn}
∞
n=n0 , any element in the desired certificate sequence
{Jǫ1n (x
ǫ2
n )}
∞
n=n0 satisfies
sup
n≥n0
Jǫ1n (x
ǫ2
n ) ≤ J
⋆ + ǫ1 + ǫ2 + ǫ3, (9)
where J⋆ := inf
x∈Rd
EP[f(x, ξ)] is the optimal objective value
for the original unsolvable problem (P).
VII. DATA INCREMENTAL COVERING
In this section, we aim to handle large streaming data
sets for efficient ONLINE DATA ASSIMILATION ALGORITHM.
To achieve this, we firstly propose an incremental covering
algorithm (ICA). This algorithm leverage the pattern of the
data points for a new ambiguity set, denoted by P˜n. Then,
we adapt P˜n for a variant of ONLINE DATA ASSIMILATION
ALGORITHM. The resulted algorithm enables us to construct
subproblems which have the dimension lower than that gen-
erated without ICA, and we verify its capability of handling
large data sets in simulation.
Incremental covering algorithm (ICA): Let ζ and ω denote
the center and radius of the Euclidean ball Bω(ζ), respectively.
For each data set Ξn and a given ω, let Cn ⊂ Ξn denote the
set of points such that Ξn ⊂ ∪ζ∈CnBω(ζ). Let p := |Cn|
denote the number of these Euclidean balls. To account for
the number of data points that are covered by a specific ball,
we associate each ball Bω(ζk) a weighting parameter θk. We
denote by Qn := {θk}
p
k=1 the set of these parameters. Then,
as data sets {Ξn}
N
n=1 are sequentially accessible, we are to
incrementally cover data sets by adapting Cn and Qn.
Formally, ICA works as follows. Let C0 = Ø and Q0 = Ø.
For the nth time period with set Ξn, we first initialize sets by
setting Cn := Cn−1 and Qn := Qn−1. To generate a random
cover for Ξn, we randomly and sequentially evaluate each
newly streamed data point. Let ς ∈ Ξn \Ξn−1 denote the data
point under consideration. If ς /∈ Bω(ζk) for all ζk ∈ Cn, we
update Cn ← Cn ∪ {ζp+1 := ς}, Qn ← Qn ∪ {θp+1 := 1}
and p = |Cn|. If ς is covered by some (at least one) Euclidean
balls, i.e., ς ∈ Bω(ζk) for some k with ζk ∈ Cn, we only
update Qn. Let ℓς denote the number of the balls that cover
ς and let Iς ⊂ {1, . . . , p} denote the index set of these balls.
Then we update elements of Qn via θk ← θk + ℓ
−1
ς for all
k ∈ Iς . After all the new data points are evaluated in this
way, we achieve a cover of Ξn. Then, as the data set streams
over time, the algorithm incrementally updates the cover and
weights. By construction, we see that |Cn| ≤ n.
Next, we use Cn and Qn to construct a new ambiguity set
that results in potentially low dimensional subproblems in the
ONLINE DATA ASSIMILATION ALGORITHM.
9Design of the ambiguity set P˜n: Following ICA, we consider
a distribution P˜n associated with Ξn, as follows:
P˜n :=
1
n
p∑
k=1
θkδ{ζk}, (10)
where δ{ζk} is a Dirac measure at the center of the covering
ball Bω(ζk) and θk is the associated weight of Bω(ζk). We
claim the distribution P˜n is close to the empirical distribution
Pˆn under the Wasserstein metric, using the following lemma.
Lemma VII.1 (Distribution P˜n is a good estimate of Pˆn)
Let the radius ω of the Euclidean ball be chosen. Then
the distribution P˜n constructed by the incremental covering
algorithm on Ξn is close to Pˆ
n under the Wasserstein metric,
i.e., dW (Pˆ
n, P˜n) ≤ ω.
Then equipped with Lemma VII.1 and Theorem III.1 on the
measure of concentration result, we can provide the certificate
that ensures the performance guarantee in (1).
Lemma VII.2 (Tractable certificate generation for x
with Performance Guarantee (1) using P˜n) Given Ξn :=
{ξˆk}
n
k=1, βn ∈ (0, 1), {x
(r)}∞r=rn and the radius ω of the cov-
ering balls. Define the new ambiguity set P˜n := Bǫ˜(βn)(P˜
n)
where the center of the Wasserstein ball P˜n is defined in (10)
and the radius ǫ˜(βn) := ǫ(βn) + ω. Then the following
certificate satisfies (1) for all x(r):
J˜n(x
(r)) := sup
Q∈P˜n
EQ[f(x
(r), ξ)]. (11)
Further, under the same assumptions required in Theorem III.2
we have the new version of (P1
(r)
n ) as follows:
J˜n(x
(r)) := sup
y1,...,yp∈Rm
1
n
p∑
k=1
θkf(x
(r), ζk − yk),
s. t.
1
n
p∑
k=1
θk‖yk‖ ≤ ǫ˜(βn),
(P˜1
(r)
n )
and the associated worst-case distribution Q˜⋆n(x
(r)) is a
weighted version of Q⋆n(x
(r)) in Theorem III.2, i.e.,
Q˜⋆n(x
(r)) :=
1
n
p∑
k=1
θkδ{ζk−y⋆k},
where y⋆ := (y⋆1, . . . ,y
⋆
p) is an optimizer of (P˜1
(r)
n ).
Remark VII.1 (New version of (P2(r)
n
)) The equivalent
formulation of Problem (P˜1
(r)
n ) is a new version of (P2
(r)
n ),
defined as follows:
J˜n(x
(r)) := max
uk,vk∈Rm,
k∈{1,...,p}
1
n
p∑
k=1
h˜rk(
uk − vk
θk
),
s. t. (u,v) ∈ nǫ˜(βn)∆2mp,
(P˜2
(r)
n,p)
where for each k ∈ {1, . . . , p}, ζk ∈ Cn and x
(r) ∈ Rd, we
define h˜rk : R
m → R as
h˜rk(y) := θkf(x
(r), ζk − y).
With the constructed ambiguity set P˜n and certificate
function J˜n, the the developed algorithms in Section IV
and Section V are valid to solve Problem (P˜2
(r)
n,p). And the
main Theorem VI.1 on the finite convergence of the ONLINE
DATA ASSIMILATION ALGORITHM is valid for the certificate
function J˜n where the only difference is that the quality of
the certificate for xǫ2n in (9) is replaced by
sup
n≥n0
Jǫ1n (x
ǫ2
n ) ≤ J
⋆ + ǫ1 + ǫ2 + ǫ3 + 2(1−
pn0
n0
)Lˆω,
where n0 is the number of the data set in Ξn0 and pn0 indicates
the number of Euclidean balls that cover Ξn0 .
VIII. SIMULATION RESULTS
In this section, we demonstrate the application of the
ONLINE DATA ASSIMILATION ALGORITHM to find an ǫ2-
optimal, ǫ1-proper data-driven decision for Problem (P) with
a potentially large streaming data set.
Case study 1 (The effect of the Incremental Covering
Algorithm): In order to visualize the effect of the ICA,
here we solve a toy problem in form of (P) using ONLINE
DATA ASSIMILATION ALGORITHM, with and without ICA
respectively. Let x ∈ R be the variable for Problem (P).
Assume there are N = 200 data points {ξˆk}
N
k=1 streaming
into the algorithm. Assume each time period is one second, and
for each second k we only stream in one data point ξˆk ∈ R
3,
where ξˆk is a realization of the unknown distribution P. The
P we use for simulation is a multivariate weighted Gaussian
mixture distribution with three centers, where each center has
mean µ1 = (2,−4, 3), µ2 = (−3, 5, 0), µ3 = (0, 0,−6),
variance
∑
1 = diag(1, 3, 2),
∑
2 = 2 · I3,
∑
3 = I3, and
weights 0.25, 0.5, 0.25, respectively. Let the cost function
to be f(x, ξ) := x2 − ξ⊤ξ, the confidence be 1 − βn :=
1 − 0.95e1−
√
n and we use the parameter c1 = 2, c1 = 1
to design the radius ǫ(βn) of the Wasserstein ball in (4). The
radius of the Euclidean ball for ICA is w = 1.5. We sample the
initial decision x(0) from the uniform distribution [−10, 10].
The tolerance for the algorithm is ǫ1 = 10
−5, ǫ2 = 10−6.
Figure 1 and Figure 2 demonstrate the effect of ICA
in ONLINE DATA ASSIMILATION ALGORITHM. Specifically,
Figure 1 shows the incremental data covering at the end
of the 200th time period in the (ξ1, ξ2, ξ3) coordinates. The
large shaded blue area are 59 Euclidean balls Bω with their
centers {ζk}
59
k=1 denoted by the red small circles. The blue
and red small circles together constitute the streamed data
set Ξ200 := {ξˆk}
200
k=1. In Figure 2, the blue dashed line
represents the number of the data points used as centers of
the empirical distribution Pˆn over time and the black dashed
line is that for distribution P˜n. Clearly as the data streams
over time, the number p := |Cn| is significantly smaller than
n := |Ξn|, which results in the size of Problem (P˜2
(r)
n,p) much
smaller than that of (P2
(r)
n ). Further, the blue continuous line
counts the total number of subproblems (CP
(l)
n ) solved for
certificate generation over time and the black continuous line
represents that for subproblems (C˜P
(l)
n ). These subproblems
search the explicit solution for the ǫ1-worst-case distribution
and consume the major computing resources in ONLINE DATA
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ASSIMILATION ALGORITHM. It can be seen that the number
of (C˜P
(l)
n ) solved over time is on average only half of (CP
(l)
n )
in each time period. Together, the dimension and total number
of subproblems (C˜P
(l)
n ) solved in the algorithm with ICA is
significantly smaller than without it.
Fig. 1: Covering of the data set at 200th time period. The axis
represents (ξ1, ξ2, ξ3) coordinates
To evaluate the quality of the obtained ǫ1-proper data-driven
decision with the streaming data, we estimate the optimizer
of (P), x⋆, by minimizing the average value of the cost
function f for a validation data set of Nval = 10
4 data points
randomly generated from the distribution P (in the simulation
case P is known). We take the resulting objective value as
the estimated optimal objective value for Problem (P), i.e.,
J⋆ := J⋆(x⋆). We calculate J⋆(x⋆) using the underline
distribution P, serving as the true but unknown scale to
evaluate the goodness of the certificate obtained throughout
the algorithm.
Figure 3 and Figure 4 show the evolution of the
certificate sequence {J˜ǫ1n (x
(r))}N,∞n=1,r=1 with ICA and
{Jǫ1n (x
(r))}N,∞n=1,r=1 without ICA, respectively. Here, the opti-
mal decision of (P) is trivially x⋆ = 0, and for both algorithms
the subgradient counterpart of the ONLINE DATA ASSIMI-
LATION ALGORITHM returns the optimal decision after the
0 20 40 60 80 100 120 140 160 180 200
Time period n
0
50
100
150
200
250
Fig. 2: The number of point mass for Empirical distribution
P˜n(Pˆn) and subproblems {C˜P
(l)
n }n,l({CP
(l)
n }n,l) solved for
certificate generation over time with(out) ICA.
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Fig. 3: Certificate revolution over time with ICA. The x-axis
is the time (second) and the y-axis plots the relative goodness
function R(t) := ‖
Jǫ1n (x
(r)(t))−J⋆
J⋆ ‖.
first data point ξˆ1 is used. Therefore, after a very short period
within the first second, both figures start reflecting the certifi-
cate evolution under the decision sequence {x(r) ≈ 0}∞r=r2 .
The blue line in both Figure 3 and Figure 4 show the relative
goodness of the certificates for the currently used ǫ1-proper
data-driven decision x(r) ≈ 0 calibrated by the estimated
optimal value J⋆ over time. The red segments on the blue
line indicate that a new certificate Jǫ1n+1(x
(r)(t)) is processing
when the new data set is incorporated, while at these time
intervals the old certificate Jǫ1n (x
ǫ2
n ), associated with the ǫ2-
optimal and ǫ1-proper data-driven decision x
ǫ2
n , is still valid
to guarantee the performance under the old confidence 1−βn.
This situation commonly happens when a new data set Ξn+1
is streamed in and a new certificate Jǫ1n+1(x
(r)(t)) is yet
to be obtained. It can be seen that after a few samples
streamed, both the obtained certificate becomes close to the
estimated true optimal value J⋆ with about the 10% range. In
Figure 4 however, as the data streams over 50 seconds, the
computing cost for updating certificates becomes significant
for the algorithm without ICA. After 100th data point streamed,
the certificate Jǫ1n (x
(r)) stops updating for all n ≥ 100. And,
further, after all the data points streamed, the algorithm took
about 70 seconds to terminate the algorithm with certificate
Jǫ1200(x
(r)). This is a clear disadvantage compared to the
algorithm with ICA, which terminates as soon as all the data
points were taken in.
Case study 2 (ONLINE DATA ASSIMILATION ALGO-
RITHM with significantly large number of streaming data
sets): Here, we are to find an ǫ2-optimal, ǫ1-proper decision
x ∈ R30 for Problem (P). We consider N = 500 iid sample
points {ξˆk}
N
k=1 streaming randomly in between every 1 to 3
seconds with each data point ξˆk ∈ R
10 a realization of P. Here,
we assume that the unknown distribution is a multivariate
Gaussian mixture distribution with three centers where the
components of the mean of each center is uniformly chosen
between [−10, 10], and the variance matrix is Im for each
center. We assume the cost function f : R30×R10 → R to be
f(x, ξ) := x⊤Ax + x⊤Bξ + ξ⊤Cξ with random values for
the positive semi-definite matrix A ∈ R30×30, B ∈ R30×10
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Fig. 4: Certificate revolution over time without ICA.
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Fig. 5: The cardinality of data sets for Pˆn, the number
of Euclidean balls for P˜n, and the number of subproblems
{C˜P
(l)
n }n,l solved over time periods.
and negative definite matrix C ∈ R10×10. The radius of the
Euclidean ball for ICA is w = 5.
Similar to Figure 2, Figure 5 demonstrates the incremen-
tal construction of the distribution P˜n and the accumulated
number of Problem (P˜2
(r)
n,p) solved over time. Clearly, after
certain amount of data streamed, the structure of the data set
was inferred by ICA and the number of Euclidean balls used
to cover the data set is about 20. Also, after 100 time period
(about 100 to 200 seconds in this case), the algorithm can
certify new certificate without solving any Problem (P˜2
(r)
n,p).
This feature dramatically improves the performance of the
ONLINE DATA ASSIMILATION ALGORITHM and makes the
algorithm flexible for online setting.
Similar to Figure 3, Figure 6 shows the evolution of
the certificate sequence {Jǫ1n (x
(r))}N,∞n=1,r=1 for the decision
sequence {x(r)}∞r=1. Same as last case study, the obtained
certificate becomes close to the estimated true optimal value
J⋆ within the 10% range after about 25 seconds with 10
data sets streamed. Also, as the large amount of data sets
stream over time, the update of certificate to J˜ǫ1n (x
ǫ2
n ) remains
efficient and the algorithm terminates right after the last data
set streamed in.
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Fig. 6: Relative goodness of the certificates for the perfor-
mance guarantee of the obtained ǫ1-proper data-driven deci-
sions.
IX. CONCLUSIONS
In this paper, we have proposed the ONLINE DATA ASSIMI-
LATION ALGORITHM to solve the problem in the form of (P),
where the realizations of the unknown distribution (i.e., the
streaming data) are collected over time in order for the real-
time data-driven decision of (P) to have guaranteed out-of-
sample performance. To incorporate the streaming uncertainty
data, we have firstly formulated a sequence of the convex
optimization problems that are equivalent to the problems for
generating the certificate of the out-of-sample performance
guarantee of (P), then provided a scheme that incorporates
streaming data when finding the certificate for the data-driven
decision and further approaching to the ǫ2-optimal and ǫ1-
proper data-driven decision in real time. The data-driven
decision with the certificate that guarantees out-of-sample
performance are available any time during the execution of the
algorithm, and the optimal data-driven decision are approached
with a (sub)linear convergence rate. The algorithm terminates
after collecting sufficient amount of data to make good deci-
sion. To facilitate the decision making, an enhanced version
of the proposed algorithm is further constructed, by using
an Incremental Covering Algorithm (ICA) to estimate new
ambiguity sets over time. We provided sample problems and
showed the actual performance of the proposed ONLINE DATA
ASSIMILATION ALGORITHM with ICA over time. Future
work will generalize the results for weaker assumptions of
the problem and potentially extend the algorithm to scenarios
that include system dynamics.
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APPENDIX
PROOFS
LEMMA III.1
Proof: Following [4], [6] and from Theorem III.1, we
prove that Jn(x
(r)) is a valid certificate for (1). Knowing
that (4) is obtained by letting the right-hand side of (3) to be
equal to a given βn, for each n we substitute (4) into the right-
hand side of (3), yielding Pn{dW (P, Pˆ
n) ≥ ǫ(βn)} ≤ βn for
each n. This means that for each data set Ξn we can construct
empirical probability measure Pˆn such that dW (P, Pˆ
n) ≤
ǫ(βn) with probability at least 1 − βn, for each n. Namely,
Pn{P ∈ Bǫ(βn)(Pˆ
n)} ≥ 1 − βn. Thus, for all x
(r) ∈ Rd,
we have Pn{P ∈ Bǫ(βn)(Pˆ
n)} = Pn{EP[f(x
(r), ξ)] ≤
sup
Q∈Pn
EQ[f(x
(r), ξ)]} = Pn{EP[f(x
(r), ξ)] ≤ Jn(x
(r))} ≥
1− βn.
LEMMA IV.1
Proof: To prove 1, for any feasible solution (u˜, v˜)
of (P2
(r)
n ), we compute
1
n
∑n
k=1 ‖y˜k‖ =
1
n
∑n
k=1 ‖u˜k −
v˜k‖ ≤
1
n
∑n
k=1 ‖u˜k‖ +
1
n
∑n
k=1 ‖v˜k‖ =
1
n1mn
⊤u˜ +
1
n1mn
⊤v˜ = 1n12mn
⊤(u˜, v˜) = ǫ(βn). Therefore (y˜1, . . . , y˜n)
is feasible for (P1
(r)
n ).
For 2, we exploit that any feasible solution y˜ of (P1
(r)
n )
is a linear combination of the extreme points of the con-
straint set in (P1
(r)
n ). Let us denote the matrix An :=
[⊕ni=1Im,−⊕
n
i=1 Im] ∈ R
mn×2mn. By construction of Prob-
lem (P2
(r)
n ), we see that each column vector of the matrix
nǫ(βn)An is a concatenated vector of an extreme point of
Problem (P1
(r)
n ), and that all the extreme points of (P1
(r)
n )
are included. Then, any feasible solution of (P1
(r)
n ) can be
written as y˜ = nǫ(βn)An(uˆ, vˆ) where (uˆ, vˆ) is a vector of
the convex combination coefficients of the extreme points of
the constraint set in (P1
(r)
n ). Clearly, we have (uˆ, vˆ) ∈ ∆2mn,
i.e., nǫ(βn)(uˆ, vˆ) is in the feasible set of the Problem (P2
(r)
n ).
Then, by construction (u˜, v˜) := nǫ(βn)(uˆ, vˆ) is feasible
for (P2
(r)
n ).
For 3, since Problem (P1
(r)
n ) and (P2
(r)
n ) are the same in
the sense of (1) and (2), then if (u˜⋆, v˜⋆) is an optimizer
of (P2
(r)
n ), by letting y˜
⋆
k := u˜
⋆
k − v˜
⋆
k for each k ∈ {1, . . . , n}
we know the objective values of the two problems coincide.
We claim that the optimum of the Problem (P1
(r)
n ) is achieved
via the optimizer y˜⋆. If not, then there exists yˆ
⋆ 6= y˜⋆
such that the optimum is achieved with higher value. Then,
from the construction in (2) we can find a feasible solution
(uˆ, vˆ) of (P2
(r)
n ) that results in a higher objective value.
This contradicts the assumption that (u˜⋆, v˜⋆) is an optimizer
of (P2
(r)
n ).
THEOREM IV.1
Proof: Given tolerance ǫ1, decision x
(r) and data set Ξn,
let Hn : R
mn → R, Hn :=
1
n
∑n
k=1 h
r
k denote the objective
function of (P2
(r)
n ) and let Sn denote the family of subsets
of Λ2mn. In the procedure of Algorithm 1, let us consider a
sequence of generated candidate vertex sets: I
(l)
n ⊂ I
(l+1)
n ,
l = 0, 1, 2, . . . with I
(l)
n ∈ Sn. We show the convergence of
Algorithm 1 for any data set Ξn, by two steps.
Step 1) The sequence {I
(l)
n }l is finite and the number of
iterations is at most 2mn. For each l and candidate optimizer
y(l−1), we generate a nonempty set of search points Ω(l)
with suboptimality gap η(l) via (LP
(l)
n ). If η(l) ≤ ǫ1, then
we solved (P2
(r)
n ) to ǫ1-optimality and l is therefore finite,
otherwise we update I
(l)
n := I
(l−1)
n ∪ Ω(l). Given that the
maximal cardinality of each I
(l)
n ∈ Sn is bounded by 2mn,
then it is sufficient to show Ω(l)∩I
(l−1)
n = Ø. Because y(l−1)
is an ǫ1-optimal of (CP
(l)
n ) under conv(I
(l−1)
n ), then for any
y ∈ conv(I
(l−1)
n ), it holds that
1
n
∑n
k=1〈∇h
r
k(y
(l−1)
k ),yk −
y
(l−1)
k 〉 ≤ ǫ1. Since any element in Ω
(l) is such that η(l) > ǫ1,
then for any y ∈ conv(I
(l−1)
n ), we have y /∈ Ω(l), which
concludes Ω(l) ∩ I
(l−1)
n = Ø. Further, the cardinality of Ω(l)
is at least one for every iteration l, then after at most 2mn
steps the cardinality of I
(l)
n becomes 2mn, which implies the
ǫ1-optimality of (P2
(r)
n ) by the ǫ1-optimality of (CP
(l)
n ).
Step 2) The computational bound of Algorithm 1 is
quantified. To see this, consider the problems {(LP
(l)
n )}l
and {(CP
(l)
n )}l. By Assumption IV.2 on the cheap access of
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the gradients, the computation of (LP
(l)
n ) is negligible. Thus,
the computational bound is given by the sum of the steps to
solve the {(CP
(l)
n )}l, where the number of iterations l is 2mn
in the worst case. For each (CP
(l)
n ) solved by AFWA, index the
AFWA iterations by i = 0, 1, 2, . . ., let obj
(l)
i be the objective
value at each iteration, and assume the optimal objective value
is obj(l)⋆ . As in Theorem II.1, let κl ∈ (0, 1) ⊂ R be the
decay parameter related to local strong concavity of Hn over
conv(I
(l)
n ). Then using the linear convergence rate of the
AFWA, each (CP
(l)
n ) achieves the following computational
bound:
obj(l)⋆ − obj
(l)
i ≤ κ
i
l(obj
(l)
⋆ − obj
(l)
0 ),
where the initial condition obj
(l)
0 results from an ǫ1-optimal
optimizer of CP at iteration l − 1, i.e., we can equivalently
denote obj
(l)
0 by J
(l−1)
n (x(r)), for all l ∈ {1, . . . , 2mn}.
Let us consider sequence {(CP
(l)
n )}l with feasible sets
{conv(I
(l)
n )}l. Then we have
conv(I
(0)
n ) ⊂ conv(I
(1)
n ) ⊂ · · · ⊂ conv(I
(2mn)
n ).
This results into monotonically decaying parameters and (ǫ1-
)optimal objective values, as given in the following
0 < κ1 ≤ κ2 ≤ · · · ≤ κ2mn < 1,
J
(0)
n (x(r)) ≤ J
(1)
n (x(r)) ≤ · · · ≤ J
(2mn)
n (x(r)),
obj(0)⋆ ≤ obj
(1)
⋆ ≤ · · · ≤ obj
(2mn)
⋆ .
Using previous notation, we can identify J
(2mn)
n (x(r)) ≡
Jǫ1n (x
(r)), obj(0)⋆ ≡ J
(0)
n (x(r)), and obj
(2mn)
⋆ ≡ Jn(x
(r)). Let
us denote κ := maxl{κl}. Then, by solving each (CP
(l)
n ) to
ǫ1-optimality, it leads to the accumulated computational steps
φ(n) :=
∑
l il, where each il is the computation step for ǫ1-
optimal (CP
(l)
n ) that satisfies the following inequality:
κil(Jn(x
(r))− J (0)n (x
(r))) ≤ ǫ1, l ∈ {1, . . . , 2mn}.
Finally, in the worst-case scenario, the computational bound
of Algorithm 1 is
φ(n) ≤ (2mn)logκ(
ǫ1
Jn(x(r))− J
(0)
n (x(r))
).
Next, we show the convergence of Algorithm 1 under online
data sets {Ξn}
N
n=1. Similarly to the proof for the computa-
tional bound for a given n, we can compute the worst-case
bound under {Ξn}
N
n=1, by summing over the steps required
to solve the {(CP
(l)
n )}n,l. This leads to the stated bound φ¯(n),
where the empirical cost J saeN (x
(r)) serves as the cost of
initial condition y(0) := 02mN . In this way, when the average
data-streaming rate is slower than (φ¯(1))−1, we claim that
Algorithm 1 can always find the certificate for each data set
Ξn. This is because in each time period n on average, we only
have 2mn extreme points, and 2m(n− 1) has been explored
due to the adaptation of the candidate vertex set I
(0)
n .
LEMMA V.1
Proof: For any x, y ∈ Rd and t ∈ [0, 1] ⊂ R, we have
the point z = tx + (1 − t)y ∈ Rd and an optimizer of (5),
Q⋆n(z), such that
Jn(z) ≤EQ⋆n(z)[tf(x, ξ) + (1− t)f(y, ξ)]
=tEQ⋆n(z)[f(x, ξ)] + (1− t)EQ⋆n(z)[f(y, ξ)]
≤tJn(x) + (1− t)Jn(y).
LEMMA V.2
Proof: Let us consider the function EQǫ1n (x(r))[f(x, ξ)].
Using Assumption V.1 on convexity of f in x, we have for
any z ∈ dom Jn the following relation:
EQǫ1n (x(r))[f(z, ξ)] ≥ J
ǫ1
n (x
(r)) + grn(x
(r))
⊤
(z − x(r)).
Knowing that Jǫ1n (x
(r)) ≥ Jn(x
(r)) − ǫ1 and Jn(z) ≥
EQǫ1n (x(r))[f(z, ξ)], this concludes the first part of the proof.
To show the second part, similarly, we also have for any x˜,
z ∈ dom Jn the following relation:
EQǫ1n (x(r))[f(z, ξ)] ≥ EQǫ1n (x(r))[f(x˜, ξ)] + g
r
n(x˜)
⊤(z − x˜).
Using Point Search Algorithm 2, we achieve an η > 0 such
that EQǫ1n (x(r))[f(x˜, ξ)] ≥ Jn(x˜) − η. Finally, by similar
statement as in the first part, we claim grn(x˜) ∈ ∂ǫJn(x˜).
LEMMA V.3
Proof: In the nth time period, let us consider subgradient
iterates i for all rn ≤ i ≤ r:
‖x(i+1) − x⋆n‖
2 = ‖x(i) − x⋆n − α
(i) g
i
n(x
(i))
max{‖gin(x
(i))‖ , 1}
‖2
= ‖x(i) − x⋆n‖
2 + (α(i))2min{‖gin(x
(i))‖2, 1}
− 2α(i)
gin(x
(i))
⊤
(x(i) − x⋆n)
max{‖gin(x
(i))‖ , 1}
.
From Lemma V.2, we know that Jn(x
⋆
n) ≥ Jn(x
(i)) +
gin(x
(i))
⊤
(x⋆n − x
(i))− ǫSA for all x
(i). Then, we have
‖x(i+1) − x⋆n‖
2 ≤ (α(i))2min{‖gin(x
(i))‖2, 1}
+ ‖x(i) − x⋆n‖
2 +
2α(i)(Jn(x
⋆
n)− Jn(x
(i)) + ǫSA)
max{‖gin(x
(i))‖ , 1}
.
Combining the inequalites over iterations from rn to r,
0 ≤ ‖x(rn) − x⋆n‖
2 +
r∑
i=rn
(α(i))2min{‖grn(x
(i))‖2 , 1}
+
r∑
i=rn
2α(i)(Jn(x
⋆
n)− Jn(x
(i)) + ǫSA)
max{‖grn(x
(i))‖ , 1}
≤ ‖x(rn) − x⋆n‖
2 + 2ǫSA
r∑
i=rn
α(i) +
r∑
i=rn
(α(i))2
+
r∑
i=rn
2α(i)(Jn(x
⋆
n)− Jn(x
(i)))
max{‖grn(x
(i))‖ , 1}
.
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Then, using the fact that
r∑
i=rn
2α(i)(Jn(x
⋆
n)− Jn(x
(i)))
max{‖grn(x
(i))‖ , 1}
≤
r∑
i=rn
−2α(i) min
k∈{rn,...,r}
{Jn(x
(k))− Jn(x
⋆
n)}
max{‖grn(x
(i))‖ , 1}
≤
− 2(
r∑
i=rn
α(i))
min
k∈{rn,...,r}
{Jn(x
(k))} − Jn(x
⋆
n)
µ
,
and the previous iteration, we have
min
k∈{rn,...,r}
{Jn(x
(k))} − Jn(x
⋆
n) ≤
µ‖x(rn) − x⋆n‖
2 + µ
∑r
i=rn
(α(i))2
2(
∑r
j=rn
α(i))
+ µǫSA.
Since we have
∑∞
i=rn
α(i) =∞,
∑∞
i=rn
(α(i))2 <∞, and as
r increases to ∞, we have the right hand side term goes to
µǫSA < ǫ2, then there exists a large enough but finite number
r¯, such that the right hand side of the above inequality is no
greater than ǫ2, which concludes the claim.
THEOREM V.1
Proof: The computational bound to achieve an xǫ2n
strongly depends on the subgradient iterations r¯ := rn+1− rn
in Lemma V.3 and the number of subgradient functions
{grn}
rn+1
r=rn constructed via Algorithm 1. To characterize this
bound, we quantify the computational steps for {grn}
rn+1
r=rn next.
For each time period n, let us assume the CERTIFICATE
GENERATION ALGORITHM 1 has explored the feasible set
of (P2
(r)
n ) when obtaining the initial certificate Jǫ1n (x
(rn)).
This procedure consumes a worst-case computational time
φ(n), (or φ¯(1) if a data-streaming scenario), as stated in
Theorem IV.1. After this initial step, every time the Sub-
gradient Algorithm needs to execute Algorithm 1 at some
r ≤ rn+1, Algorithm 1 will solve a unique (CP
(l)
n ) and
return Qǫ1n for an ǫ1-subgradient function g
r
n at x
(r). Let CPr
denote the unique (CP
(l)
n ) solved at x
(r). Then, to quantify the
computational steps for {grn}
rn+1
r=rn , we compute the sum of the
steps to solve {CPr}r.
Let us denote the number of steps solving CPr by ir, for
all r ∈ {rn, . . . , rn+1}. Then, we aim to quantify ir+1 for
gr+1n . To achieve this, let us assume a subgradient function g
r
n
is computed at an iteration r. Then we perform a subgradient
iteration (7) and obtain an x(r+1). By using a subgradient
estimation strategy, we obtain the optimality gap η(1) via
Algorithm 2, denoted by η¯r+1 := η
(1). This gap η¯r+1 enables
us to quantify the distance between the initial objective value
and the optimal objective value of CPr+1. When η¯r+1 ≤ ǫSA,
the algorithm uses the estimated subgradient function and
ir+1 = 0. Otherwise, the computational steps can be calculated
via convergence of AFWA for CPr+1, by
κir+1 η¯r+1 ≤ ǫ1,
where κ, or using κ¯ for the data-streaming case, is determined
as in Theorem IV.1. Let us consider a threshold value tr as
the following:
tr :=
{
ǫ1, if η¯r ≤ ǫSA,
η¯r, o.w.
Then we can represent each value ir by
ir = logκ(
ǫ1
tr
), r ∈ {rn, . . . , rn+1}.
Let us denote t := maxr{tr}. Then, the computational steps
for {grn}
rn+1
r=rn ,
∑
r ir, are bounded by∑
r
ir ≤ r¯logκ(
ǫ1
t
).
Finally, the computational steps to achieve an xǫ2n , denoted
by ϕ(n, r¯) := φ(n) +
∑
r ir + r¯, are bounded as:
ϕ(n, r¯) ≤ φ(n) + r¯
(
logκ(
ǫ1
t
) + 1
)
.
Again, one should use φ¯(1) in the bound in place of φ(n) if
considering a data-streaming scenario.
THEOREM VI.1
Proof: The first part of the proof is an application of
Theorem IV.1 and Lemma V.3. For any data set Ξn and the
initial data-driven decision x(rn), by Theorem IV.1 we can
show x(rn) to be ǫ1-proper, via finding J
ǫ1
n (x
(rn)) such that
Pn(EP[f(x
(rn), ξ)] ≤ Jǫ1n (x
(rn))+ ǫ1) ≥ 1− βn. Then using
Lemma V.3, an ǫ2-optimal ǫ1-proper data-driven decision x
ǫ2
n
with certificate Jǫ1n (x
ǫ2
n ) can be achieved. Therefore the per-
formance guarantee (2) holds for xǫ2n , i.e.,P
n(EP[f(x
ǫ2
n , ξ)] ≤
Jǫ1n (x
ǫ2
n ) + ǫ1) ≥ 1− βn.
Then we show the almost sure performance guarantee.
For any time period n, the algorithm guarantees to find
xǫ2n with the performance guarantee (2), which can be
equivalently written as Pn(EP[f(x
ǫ2
n , ξ)] ≥ J
ǫ1
n (x
ǫ2
n ) +
ǫ1) ≤ βn. As
∑∞
n=1 βn < ∞, from the 1
st Borel-Cantelli
Lemma we have that P∞{EP[f(xǫ2n , ξ)] ≥ J
ǫ1
n (x
ǫ2
n ) +
ǫ1 occurs infinitely many often} = 0. That is, almost surely
we have that EP[f(x
ǫ2
n , ξ)] ≥ J
ǫ1
n (x
ǫ2
n ) + ǫ1 occurs at most
for finite number of n. Thus, there exists a sufficiently large
n1, such that for all n ≥ n1, we have EP[f(x
ǫ2
n , ξ)] ≤
Jǫ1n (x
ǫ2
n ) + ǫ1 occurs almost surely, i.e., P
n(EP[f(x
ǫ2
n , ξ)] ≤
Jǫ1n (x
ǫ2
n ) + ǫ1) = 1 for all n ≥ n1. Later if we pick n0 ≥ n1,
then the almost sure performance guarantee holds for such
xǫ2n0 and J
ǫ1
n0(x
ǫ2
n0).
Now, it remains to find an n0, associated with an ǫ2-
optimal and ǫ1-proper data-driven decision x
ǫ2
n0 , such that the
performance bound (9) of the certificate Jǫ1n0(x
ǫ2
n0) can be
guaranteed for the termination of the ONLINE DATA ASSIM-
ILATION ALGORITHM.
First, let xδ denote the δ-optimal solution of (P), i.e.,
EP[f(x
δ, ξ)] ≤ J⋆ + δ. By construction of the certificate in
the algorithm we have Jǫ1n (x
ǫ2
n ) ≤ Jn(x
ǫ2
n ) ≤ Jn(x
⋆
n) +
ǫ2 ≤ Jn(x
δ) + ǫ2 ≤ J
ǫ1
n (x
δ) + ǫ1 + ǫ2 for all n, where
the first inequality holds because Jn is the function that
achieves the supreme of Problem (5) while Jǫ1n (x
ǫ2
n ) is the
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objective value for a feasible distribution Qǫ1n (x
ǫ2), the second
inequality holds because xǫ2n is ǫ2-optimal, the third inequality
holds because x⋆n is a minimizer of the certificate function
Jn, the last inequality holds because the Algorithm 1 for
certificate generation guarantees the existence of Jǫ1n (x
δ) such
that Jn(x
δ) ≤ Jǫ1n (x
δ) + ǫ1, with an distribution Q
ǫ1
n (x
δ)
satisfying dW (Pˆ
n,Qǫ1n (x
δ)) ≤ ǫ(βn).
Next, we exploit the connection between Jǫ1n (x
δ) and
J⋆. By Assumption IV.1 on the concavity of f in ξ, there
exists a constant Lˆ > 0 such that f(x, ξ) ≤ Lˆ(1 + ‖ξ‖)
holds for all x ∈ Rd and ξ ∈ Z . Then by the dual
representation of the Wasserstein metric from Kantorovich and
Rubinstein [4], [14] we have Jǫ1n (x
δ) := EQǫ1n (xδ)[f(x
δ, ξ)] ≤
EP[f(x
δ, ξ)] + LˆdW (P,Q
ǫ1
n (x
δ)). In order to quantify the
last term, we apply the triangle inequality, which gives us
dW (P,Q
ǫ1
n (x
δ)) ≤ dW (P, Pˆ
n) + dW (Pˆ
n,Qǫ1n (x
δ)). Then
by the performance guarantee we have Pn{dW (P, Pˆ
n) ≤
ǫ(βn)} ≥ 1−βn, and by the the way of constructing Q
ǫ1
n (x
δ)
we have dW (Pˆ
n,Qǫ1n (x
δ)) ≤ ǫ(βn). These inequalities result
in Pn{dW (P,Q
ǫ1
n (x
δ)) ≤ 2ǫ(βn)} ≥ 1− βn, or equivalently,
Pn{dW (P,Q
ǫ1
n (x
δ)) ≥ 2ǫ(βn)} ≤ βn. As
∑∞
n=1 βn < ∞,
then the 1st Borel-Cantelli Lemma applies to this situation.
Thus we claim that there exists a sufficiently large n2 such that
for all n ≥ n2 we have P
n{dW (P,Q
ǫ1
n (x
δ)) ≤ 2ǫ(βn)} = 1.
We use now this bound to deal with the last term in the
upper bound of Jǫ1n (x
δ). In particular, we have Pn{Jǫ1n (x
δ) ≤
EP[f(x
δ, ξ)] + 2Lˆǫ(βn)} = 1 for all n ≥ n2. As ǫ(βn)
decreases and goes to 0 as n → ∞, there exists n3 such
that 2Lˆǫ(βn) ≤ ǫ3 holds for all n ≥ n3. Therefore, we
have Pn{Jǫ1n (x
δ) ≤ EP[f(x
δ, ξ)] + ǫ3} = 1 for all n ≥
max{n2, n3}.
Combining all the inequalities of the above results, we
obtain almost surely Jǫ1n (x
ǫ2
n ) ≤ J
⋆ + δ + ǫ1 + ǫ2 + ǫ3, for
all n ≥ max{n2, n3}. Since δ can be arbitrarily small, then
by letting n0 := max{n1, n2, n3} we have almost sure perfor-
mance guarantee Pn0(EP[f(x
ǫ2
n0 , ξ)] ≤ J
ǫ1
n (x
ǫ2
n0) + ǫ1) = 1,
and almost surely
sup
n≥n0
Jǫ1n (x
ǫ2
n ) ≤ J
⋆ + ǫ1 + ǫ2 + ǫ3.
LEMMA VII.1
Proof: The proof is an application of the dual character-
ization of the Wasserstein distance. Let us consider
dW (Pˆ
n, P˜n) = sup
f∈L
{
∫
Z
f(ξ)Pˆn(dξ)−
∫
Z
f(ξ)P˜n(dξ)},
=
1
n
sup
f∈L
{
n∑
k=1
f(ξˆk)−
p∑
k=1
θkf(ζk)}.
By partitioning the data set Ξn into Cn and Ξn \ Cn for each
summation term, we have
n∑
k=1
f(ξˆk) =
∑
ς∈Cn
f(ς) +
∑
ς∈Ξn\Cn
f(ς),
p∑
k=1
θkf(ζk) =
p∑
k=1
f(ζk) +
∑
ς∈Ξn\Cn
ℓ−1ς
∑
k∈Iς
f(ζk).
Canceling the first summation term gives us the following
dW (Pˆ
n, P˜n) =
1
n
sup
f∈L
{
∑
ς∈Ξn\Cn
ℓ−1ς
∑
k∈Iς
f(ς)− f(ζk)},
≤
1
n
sup
f∈L
{
∑
ς∈Ξn\Cn
ℓ−1ς
∑
k∈Iς
|f(ς)− f(ζk)|},
≤
1
n
∑
ς∈Ξn\Cn
ℓ−1ς
∑
k∈Iς
‖ς − ζk‖,
≤
1
n
∑
ς∈Ξn\Cn
ℓ−1ς
∑
k∈Iς
ω =
n− p
n
ω ≤ ω,
where the first inequality is derived by taking component-wise
absolute value; the second inequality comes from the fact that
f is in the space of all Lipschitz functions defined on Z with
Lipschitz constant 1; and the third inequality is because ς ∈
Bω(ζk).
LEMMA VII.2
Proof: From Lemma III.1 we have Pn{dW (P, Pˆ
n) ≤
ǫ(βn)} ≥ 1 − βn for each n. Then using the result from
Lemma VII.1 we have Pn{dW (P, P˜
n) ≤ dW (P˜
n, Pˆn) +
dW (P, Pˆ
n) ≤ ǫ(βn) + ω} ≥ 1 − βn, i.e., P
n{dW (P, P˜
n) ≤
ǫ˜(βn)} ≥ 1 − βn for each n. The rest of the proof follows
directly from that in Lemma III.1 and Theorem III.2.
