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chromophores exhibit ultrafast charge displacements (on the order of tens of femtoseconds) (Munn & Ironside, 1993) . The response time is the phase relaxation time of the -electron correlation. These response times are superior to that of conventional inorganic crystals (e.g. lithium niobate) typically used widespread in commercial applications; the response time of lithium niobate is defined by ion displacement and is on the order of picoseconds. Of course, other factors such as velocity mismatch of electrical and optical waves and the electrical conductivity of metal electrodes can also influence the bandwidth performance of practical devices . OEO materials also offer other advantages including the potential for significantly higher EO activity, lower dielectric constants, and amenability to a plethora of techniques including, but not limited to crystal growth, sequential synthesis/self-assembly layer-by-layer growth, deposition from either solution or the gas phase, soft and nano-imprint lithography and gray scale and photolithography, etc. (Kwon et.al., 2010; Frattarelli et. al., 2009; .
Several different types of OEO materials have been developed in previous research, some of which have been implemented into viable photonic device structures (Shi et.al., 2000; Blanchard-Desce et. al., 1999; Sullivan et. al., 2007) . One of the most prevalent types of OEO systems involves a strongly dipolar ellipsoidal-shaped molecule comprised of an electron donor, -conjugated bridge, and electron acceptor units; this type of molecule is typically denoted as a "push-pull" chromophore. Because they are comprised of electron donor, bridge, acceptor, OEO chromophores tend to have large dipole moments which translate to exhibiting strong dipole-dipole anti-parallel pairing intermolecular interactions (lowest energy configuration) in a bulk system. Fig. 1 illustrates an example of an OEO push-pull chromophore (A) and a cartoon illustrating bulk anti-parallel dipole-dipole pairing (B). In addition to dipolar chromophores, other types of chromophores such as octupolar have been explored (Blanchard-Desce et. al., 1999; Valore et.al., 2010; Ray & Leszcynski, 2004) . Unfortunately, such chromophores have yet to be implemented into device structures. The reader is referred elsewhere for more information on these types of EO materials as our discussion here will focus on dipolar rod-shaped chromophores and systems based from these types of molecules .
Before proceeding further, it is important to discuss the basis for the bulk properties of OEO materials. The EO activity of materials originates from the nonlinear susceptibility or macroscopic polarization response of a material, given in Eq. 1. Several physical processes can be expressed within the higher ordered moment terms (second order, third order, etc.) of the macroscopic polarization, but materials must exhibit certain properties or behavior to do so. For example, the basis for EO activity is the Pockels Effect, which is a second order nonlinear process inherent in the second ordered term,  Ε E in Eq. 1. The Pockels effect is expressed when a change in the refractive index (birefringence) is induced in the material as caused by a constant or varying electric field (Munn & Ironside, 1993; Sun & Dalton, 2008) .
In order for the Pockels effect or any other even ordered process to be expressed, the material must be noncentrosymmetric (bulk acentric order). In addition to a macroscopic response, a microscopic polarization response must also be demonstrated on a molecular basis. The microscopic nonlinear polarization, p i , is represented as
The terms , , , etc. in the equation are second, third, and fourth rank tensors, respectively.
The term, 2 () jk ijk
 EE , is the second order polarization response and 2
() ijk
 is the molecular first hyperpolarizability for an individual chromophore molecule. The component of the tensor along the dipolar axis of the chromophore is denoted as zzz  . Within these tensor elements lies three interrelated components: (1) vector components of the molecular electronic density distribution, (2) direction and polarization of light that is propagating through the material and (3) the direction and polarization of externally low-frequency applied fields. Optimizing has a direct impact on the macroscopic NLO second order susceptibility,
where 2
() zzz
 is dependent on the frequency (ω) of the incident light; N is the number density of the material or the concentration of chromophores in the material system; zzz (,)   is dependent on both frequency and material dielectric; 3 cos    is the acentric order parameter in the material or the orientational average of the angle (θ) between the z (dipolar) axis of a chromophore and the z direction of the externally applied electric field; and g()  represent effects of local fields upon the chromophore molecules.
The EO coefficient, r 33 , is the principal tensor element of the linear EO coefficient, ijk r . Short for r 333, r 33 is the tensor element that corresponds to the polarization of the optical beam and the direction of the externally applied electrical field both in the z direction.
 is related to r 33 through Eq. 4 (Munn & Ironside, 1993 
Research efforts in the past have focused on improving one or more of these parameters through molecular and material system design. In order to further understand the nanoengineering approach described herein, a brief history of EO systems development will be discussed.
Past approaches in improving EO activity
Many past efforts have had the goal of designing chromophores with superior hyperpolarizability,  zzz . Early EO materials consisted of a chromophore as a guest in a host amorphous polymer system (Zhang et.al., 2001) . The most sophisticated, best-performing chromophores with the largest hyperpolarizabilities are those that contain a heteroaromatic or polyene (isophorone-protected) bridge in the chromophore core structure. An example of both of these types of chromophores is given in Fig. 2 . Fig. 2 . Example structures of FTC-type and CLD-type chromophores are given with a heteroaromatic bridge and isophorone bridge as identifiers. The specific names for these structures, F2 and YLD-124, are also given beneath each structure. "F2" is given as a name of the structure for ease of reference and "YLD-124" is named after the inventor of the compound Chromophores of this nature, known as FTC-type and CLD-type, respectively, are the basis for OEO chromophores used in the limited number of commercial devices today and in ongoing research for implementing OEO materials into silicon hybrid inorganic device structures (Baehr-Jones et. al., 2008; Ding et. al., 2010; Michalak et.al., 2006) . "FTC" is an abbreviation that stands for "furan-thiophene chromophore" since the chemical structure contains these moieties; "CLD" is named after the authors who first introduced the molecular structure (Zhang et. al., 2001) . Such acronyms are widely referred to in specialized literature and we include them here for ease of reference. While many other improvements have been made in exploring various chromophore donors, bridges, and acceptors Cheng et. al., 2007; Cheng et.al., 2008) , these two base structures are the best in terms of hyperpolarizability, performance, ease of synthesis, and low absorption at the telecommunications (applications) wavelengths.
However, in examining Eq. 5, we see that r 33 also depends on the number density or the concentration of chromophores in the system. Because of the strong intermolecular dipoledipole antiparallel pairing interactions, such guest-host systems are often limited to number densities of ~20 % . As was discussed earlier, chromophores possessing large hyperpolarizabilities also possess large dipole moments (on the order of 25 Debye), making designing chromophore with larger hyperpolarizabilities problematic. Additionally, in order to have an appreciable electro-optic effect (a second order nonlinear process), these molecules must exhibit noncentrosymmetry (be ordered in an acentric manner (i.e. uniformly or in one direction)). With increasing concentration of chromophores in the system, dipole-dipole pairing increases which negates any acentric order (<cos 3 θ>) in the system. Such dipole-dipole intermolecular pairing also causes aggregation of chromophores at high number densities, leading to undesired optical loss and conductivity at poling temperatures.
To prevent or limit dipole-dipole intermolecular paring in bulk systems containing EO chromophores, bulky groups have been synthetically attached to chromophores to inhibit close approach. This method of "site (chromophore)-isolation" has been shown to limit chromophore aggregation (Liao et. al., 2005; Hammond et. al., 2008; . In this approach, bulky groups such as dendrons are covalently attached the chromophore core, therefore prohibiting one chromophore molecule from getting too close spatially to another chromophore molecule. In addition, multi-arm EO chromophore dendrimers have also been designed and synthesized and shown to permit high number densities of chromophores to be achieved without unwanted effects (Sullivan et. al., 2007) .
Another approach that has been utilized and has yielded high EO activities on the order of 300 pm/V is preparation of binary chromophore organic glasses (BCOGs) (Kim et. al., 2006 Sullivan et. al., 2007) . BCOGs are prepared by mixing chromophore guest molecules into chromophore-containing host molecules. Such systems can tolerate chromophore concentrations on the order of 60%. Both guest and host molecules are polar, resulting in favorable entropy of mixing and an absence of solvatochromic shifts with changing chromophore compositions. A dimensional restriction is also imposed because less freedom for movement of guest chromophores is able to be achieved, contributing to higher chromophore order and also higher EO activity .
Improving EO activity through Increased acentric order
With the success of site-isolation and BCOG approaches, improvement of acentric order by chromophore modification, such as incorporation of additional and specific intermolecular electrostatic interactions, has remained a less pursued goal. Realization of molecular and supramolecular architectures with desired long-range acentric order in glassy materials remains a fundamental challenge.
Electric field poling
Most as-synthesized OEO materials are disordered, i.e. <cos 3 > and r 33 = 0. The most commonly employed method for inducing acentric order into a chromophore system is to apply an electric field in the z direction (perpendicular to a device substrate) while heating the material to near its glass transition temperature. This electric field poling is the primary method utilized to induce acentric order into conventional poled guest-host polymer composites, EO dendrimers, and BCOG systems . For chromophorepolymer composites using solely electric field poling, the highest acentric order that is commonly achieved is on the order of 0.05 or lower ).
Other acentric ordering approaches
Approaches other than electric field poling that have also been explored have mainly consisted either of sequential synthesis of self-assembling chromophore systems or growing noncentrosymmetric crystal lattices of OEO chromophores (Kang et. al., 2004; van der boom et. al., 2001; Frattarelli et. al., 2009; Kwon et. al., 2010) . In addition and more recently, chromophores capable of being vapor deposited onto a substrate while undergoing electric field or laser-assisted electric field poling have demonstrated high acentric order (Wang et. al., 2011) .
Self assembly approaches that have been successful to the present have utilized chromophores with modest values. These chromophores are deposited through solution or vapor-phase self assembly with a functionalized monolayer tethered to the surface of the substrate. Marks and coworkers have demonstrated this concept for both OEO materials and materials in Organic Field Effect Transistors (OFETs) (Kang et. al., 2004; van der boom et. al., 2001; Frattarelli et. al., 2009; DiBenedetto et. al., 2008) . Recently, another self assembly approach has involved utilizing chromophores with weak hyperpolarizabilities and vapor depositing them on a surface under the influence of a polarized optical (laser) field as well as an electric poling field (Wang et. al., 2011) . In this approach utilized by Chen and coworkers, the chromophore BNA (Benzyl-2-methyl-4-nitroaniline) has achieved r 33 values ~ 40 pm/V with an acentric order parameter nearly unity. This approach is referred to as Laser-Assisted Poling -Matrix Assisted Poling (LAP-MAP) because the intermolecular BNA-BNA crystal forming interactions juxtaposed with the assistance of the poling field orient the chromophores in the material matrix. Albeit, BNA has been demonstrated to grow into noncentrosymmetric crystals without the presence of a poling field, laser-assisted electric field poling permits the acentric order to be achieved in a direction appropriate for waveguide device structures (Wang et. al., 2011) .
Even though systems have been demonstrated in which chromophores exhibit higher acentric order as a result of self-assembly mechanisms, such systems have not utilized chromophores with large hyperpolarizabilities ( ) and their fabrication methodologies are not easily adapted to chromophores with large . High order does not adequately compensate for lower and lower r 33 values are the result. Moreover, defects propagate in sequential synthesis/self-assembly methods and thus film thicknesses are typically limited to 150 nm or less.
An alternative route to achieving acentric order in EO materials has been to grow noncentrosymmetric crystals of chromophore molecules (Kwon et. al., 2010; Yang et. al., 2007; Hunziker et. al., 2008; Weder et. al., 1997) . A handful of EO chromophores when grown from a melt are able to crystallize in a noncentrosymmetric crystal lattice. Examples of such molecules are shown in Fig. 3 . These chromophores, possessing low hyperpolarizabilities, yield acentric order parameters of <cos 3 θ> between 0.7-0.9 and EO activities of r 33 = 52 pm/V at 1313 nm for OH1 and r 11 = 53 pm/V at 1319 nm for DAST (Rainbow Photonics, 2011) . However, designing chromophores that will crystallize into a noncentrosymmetric crystal is unpredictable and extremely sensitive to small structural details. For example, in attempting to improve the chromophores structure of OH1, changing chirality of one bond, extending a bond by one additional carbon, or any slight alteration in chemical structure can result in a centrosymmetric rather than a noncentrosymmetric crystal. This unpredictability makes chromophore design and improvement quite difficult and left to synthetic trial and error. It is possible that such crystal formations may be able to be modeled using theoretical methods, but such guidance is not yet available. In addition, it can be difficult and timeconsuming to achieve such crystals, taking away from the efficacy in efficient processing of organic EO chromophores. Another disadvantage of crystal growth methods is the potential for light scattering from crystalline micro-domain formation.
Nano-engineering of directed interactions for increased acentric order
As already mentioned, the primary method for inducing acentric order is electric field poling. Recently, efforts to improve poling-induced order have involved incorporation of additional and specific intermolecular electrostatic interactions into synthesized chromophores. Dalton and Jen have employed covalent attachment of directed molecular interactions to enhance the poling-induced acentric order . Interactions such as arene-perfluorarene (Ar-pFAr) and coumarin-coumarin have yielded some of the highest EO activities to date, ranging from 140-450 pm/V . Such systems embody covalent attachment of pendant groups, which interact with each other, to the chromophore cores of the molecules. In the case of Ar-pFAr interactions, an arene group is covalently attached to the chromophore donor substituent while a pFAr group is attached to the bridge substituent of the chromophore. In a bulk system the Ar and pFAr pendant groups intermolecularly interact (via quadrupolar interaction), exhibiting a self-assembly-like behavior. In the presence of an electric poling field, these pendant groups help to assist the acentric ordering of the chromophore molecules .
In addition to Ar-pFAr interactions, coumarin-based pendant groups can also be covalently attached to different portions of the chromophore core. In this case, Benight and coworkers have synthesized a series of compounds in which two coumarin-containing pendant groups are attached to the chromophore core of the molecule. Specifically, an alkoxybenzoyl-coumarin with a 6 carbon chain linker was covalently attached the chromophore core at both the donor and bridge portions to make the prototype molecule "C1" . Through extensive characterization, to be recounted later in this Chapter, it was shown that the coumarin groups interact intermolecularly to restrict the rotational movement or lattice dimensionality of the chromophore cores in the bulk system. Lattice dimensionality can be further explained using theoretical methods (see Section 2.6) such as Monte Carlo theoretical modeling (see Section 2.7). As a result, the material system exhibits higher centrosymmetric and acentric order, yielding significantly enhanced EO activities. Experimental methods also demonstrate that coumarin-coumarin interactions lead to long range molecular cooperativity and that the coumarin moieties are oriented in a plane orthogonal to the poling-induced order of the chromophores (Benight, 2011; Benight et. al., 2011) . These experimental results are also corroborated by molecular dynamics theoretical methods. This lattice dimensionality restriction and resulting improvement in poling-induced order is referred to as Matrix Assisted Poling (MAP). This approach can be expanded to include covalently attaching pendant groups which are molecules that differ in structure and property from the EO material and that organize in type of intermolecular interaction unique from that of the EO material . Such spatially anisotropic interactions include but are not limited to dipolar, quadrupolar, and ionic interactions.
Herein, this nano-engineering of chromophores will be described in detail with an overview and explanation of the behavior of C1 through a developed toolset of comprehensive experimental characterization and theoretical methods. Instrumental methods are of the utmost importance to detect and probe pendant group molecular interactions, chromophore-chromophore interactions, and acentric/centric order of the molecular system. Several experimental methods are of great utility including optical ellipsometric methods, methods for characterizing electro-optic activity (e.g., attenuated total reflection, ATR), and methods for measuring viscoelastic behavior. Specific methods to be discussed include Attenuated Total Reflection (ATR) (Chen et. al., 1997) , Variable Angle Polarization Referenced Absorption Spectroscopy (VAPRAS) (Olbricht et. al., 2011) , Variable Angle Spectroscopic Ellipsometry (VASE) (Woollam, 2000) , Shear-Modulation Force Microscopy (SM-FM) (Ge et. al., 2011) , Intrinsic Friction Analysis (IFA) (Knorr et. al., 2009a) , and Dielectric Relaxation Spectroscopy (DRS) . These methods provide complementary and synergistic understanding of the roles played by various intermolecular electrostatic interactions. Furthermore, theoretical methods such as rigid body Monte Carlo (RBMC) methods and coarse-grained Molecular Dynamics (MD) simulations are invaluable and will also be discussed 2. Recent results and discussion of nano-engineered OEO chromophore systems
The preparation of C1
The strategy of nano-engineering intermolecular interactions into organic functional materials systems involves a three pronged approach of synthesis, characterization, and theoretical simulation. As an example, we focus on the C1 molecule involving coumarin attachment to an FTC-type chromophore core. The C1 chemical structure is shown in Fig. 4 . Alkoxybenzoyl-coumarins were attached to the donor and bridge portions of an EO (FTCtype) chromophore with large hyperpolarizability. The alkoxybenzoyl-coumarin pendant groups in C1 have been shown to exhibit highly planar liquid crystalline thermotropic phases (Tian et. al., 2003 (Tian et. al., , 2004 .
The approach in the design of C1 was to use the intermolecular interactions amongst coumarin molecules that govern liquid crystal phase formation to assist in the unidirectional (acentric) ordering of the highly dipolar chromophores in an electric field. As explained above, being able to mitigate intermolecular interactions in the EO material system is important in order to be able to induce and sustain acentric order and therefore, appreciable EO activity (r 33 ). The effect of coumarins can be interpreted as improvement of EO activity by reduction of effective lattice symmetry in the vicinity of the EO chromophore . Fig. 4 . The structure of C1 is shown with the EO active chromophore unit highlighted in green and the alkoxybenzoyl coumarin units highlighted in blue C1 was synthesized in a multi-step (15 total steps) synthesis (Benight et. al, 2011; Benight, 2011) . First, the chromophore core comprised of donor and bridge components was prepared according to procedures established in the literature (Sullivan et. al., 2007) . The chromophore was modified to have two ethoxy groups to act as points of pendant group attachment on both the donor and bridge of the chromophore. In parallel, the coumarin pendant group was prepared through a 4-step synthesis involving a series of modified Steglich esterifications by first preparing the pendant group itself (coumarin-containing mesogen) followed by attaching an adipic acid linker to act as the connection point between chromophore and pendant group. Once the chromophore core (all components minus acceptor) and the pendant group was prepared, the pendant group was then attached to the chromophore through an esterification reaction. The final step in the synthesis of C1 was attaching the electron acceptor (also prepared separately according to a literature procedure) via a Knoevenagel condensation (Liu et. al., 2003) .
EO activity of C1
To evaluate physical properties including EO activity, samples of C1 were spin coated from organic solvent into thin films on ITO coated substrates and titanium dioxide (TiO 2 ) coated ITO substrates. TiO 2 has been shown to be quite useful as a blocking layer in organic materials-based devices by acting as a Schottky-type barrier in blocking excess charge injection into the organic layer (Sprave et. al, 2006; Enami et. al., 2007; . We have found this is to be the case in our EO characterization experiments both in poling more conventional poled polymer materials as well as MAP systems like C1, achieving upwards of 30% more effective electric field poling and EO activities. r 33 values for C1 were acquired using the widely applied technique of attenuated total reflection (ATR). The use of ATR for characterization of EO materials is described in detail elsewhere (Benight, 2011; Herminghaus et. al., 1991; Chen et. al., 1997) . Although several methods for characterizing EO coefficients exist, most notably Teng-Man Simple Reflection Ellipsometry (Teng & Man, 1990; Park et. al., 2006; Verbiest et.al., 2009) , ATR remains one of the most reliable techniques. Thin film samples of C1 were electric field poled at various applied voltages to obtain a linear relationship between r 33 and applied poling field strength (E p , in units of V/micron). C1 was demonstrated to give r 33 values ~ 140 pm/V, three times higher than that of the same chromophore core (FTC-type) in an amorphous polymer host at optimal (20% chromophore) number density . C1 is 41% chromophore and spin coated neat with no host. In addition, the poling efficiency for C1 on TiO 2 -coated substrates was measured to be r 33 /E p = 1.92 .
Molecular order of C1
Upon observing that C1 exhibited superior EO activity (greater than what would be expected with simply increasing the number density), methods which could ascertain the degree of poling-induced order, <P 2 >, were employed. <P 2 > is related to <cos 2 θ>, the second degree order parameter through Eq. 6 
Currently, no direct method for measuring acentric order, <cos 3 θ>, in a material system is available. To obtain a quantitative measurement of acentric order in the system, other components of the r 33 e q u a t i o n m u s t b e c a l c u l a t e d a n d < c o s 3 θ> back-calculated from knowledge of the other parameters. However, the <P 2 > or the centric (order) of molecules can be measured using several experimental methods. The normal incidence method (NIM), in which UV-visible absorption spectra are acquired at normal to the surface of the chromophore sample before and after poling, has been employed . The <P 2 > is able to be measured based on the assumption that as strongly absorbing chromophore molecules are poled in the z direction of the substrate, the chromophores orient more parallel to the poling axis, therefore absorbing less in the plane of the substrate. While the NIM does yield insight into the centrosymmetric order of materials, the measurement is simple and prone to error in that photo-induced chromophore degradation can lead to significant over-estimation of poling-induced order.
Recently, new and improved methods for measuring <P 2 > of EO materials have been introduced. The method developed by Robinson and coworkers is known as Variable Angle Polarization Referenced Absorption Spectroscopy (VAPRAS) and measures, at various angles of incidence, absorption of s and p polarizations of light (Olbricht et. al., 2011) . Utilization of the ratio of s and p absorptions negates and attenuates the effects of Fresnel reflections. That is, the s polarized absorption acts as a reference. The C1 material was studied using NIM and VAPRAS techniques to yield <P 2 > values of <P 2 > = 0.16 and <P 2 > = 0.19, respectively for samples poled at 50 V/micron .
While the absorption of the chromophore unit of the C1 molecule could be easily probed due to being in a desirable wavelength range for the VAPRAS instrument, the absorption profiles of the coumarin units after poling remained inaccessible. Utilizing another technique capable of ascertaining absorption behavior over a wide range of wavelengths (190nm -1700nm), Variable Angle Spectroscopic Ellipsometry (VASE) was employed for unpoled and poled samples of C1 (Woollam, 2000) . Isotropic and anisotropic models can both be applied to analyze optical constants of samples. In our case, an anticipated anisotropy in the xz, yz (poling) axes prompted us to use an anisotropic model for samples that have been poled. Using an anisotropic model, the absorptions of the coumarin and chromophore units were able to be obtained for both the plane perpendicular to the sample surface (as studied in UVVis absorption spectroscopy) and for the plane within the sample (Benight et. al., 2011) . A clear illustration of the absorption profiles as measured with VASE is given in Fig. 5 . These results illustrate that the coumarin units in poled samples of C1 were oriented in the x-y planes of the sample, orthogonal to that of the chromophores.
Not only can VASE be used to detect absorption behavior for a wide range of transparent and absorptive materials, but VASE can also be used to compute the <P 2 > of a material using Eq. 7.
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Here, the coefficient represents the absorption parallel to the normal of the film (z axis) and represents the absorption perpendicular to the poling (z) axis (Michl & Thulstrup, 1986) . The <P 2 > for samples of C1 poled at 50 V/micron was measured to be <P 2 > = 0.24, in good agreement with VAPRAS measurements of the material (Benight et. al., 2011; Benight, 2011) . In addition, the <P 2 > of the coumarin units was found to be <P 2 > = -0.19. Since mathematically, the highest negative order that can be achieved is <P 2 > = -0.5, the coumarins are approximately ~40% centrosymetrically ordered in the xy plane (Benight et. al., 2011; Benight, 2011) . 
BCOG system incorporating C1
A BCOG system including the C1 material as a chromophore-containing host and a guest chromophore (polyene bridge, CLD-based) was also characterized. The guest chromophore YLD-124 (CLD-type) was doped at 25 wt % into C1 and spin coated onto TiO 2 coated ITO glass substrates. From poling experiments and measurements of EO activity using ATR technique, the poling efficiency (r 33 /E p ) was measured to be 2.00, slightly higher than the poling efficiency for neat C1 at r 33 /E p = 1.92 . This poling efficiency is a bit lower compared to other BCOG systems, but a small enhancement is still observed . The lack of more improved enhancement in the BCOG system with C1 as a host is likely due to the addition of more chromophore molecules complicating the reduced fractional lattice dimensionality experienced by the chromophores in C1. The addition of more chromophores is likely restricting coumarin movement slightly, but the restriction in chromophore movement from fractional lattice dimensionality imposed on the chromophores is likely already fully reached with the neat C1 system.
Investigation of molecular cooperativity and mobility in C1
Intermolecular electrostatic interactions leading to improved poling-induced order should also be manifested through impact on viscoelastic properties. Traditionally, differential scanning calorimetry (DSC) is a method for ascertaining thermal transitions in a material. Upon DSC investigation of C1, it was observed that a glass transition-like change was apparent around 80 °C.
To probe the thermal transitions on a more sensitive scale, we employed methods capable of detecting molecular mobility and cooperativity on the nanoscale. Length scales and degrees of cooperativity (quantitative energetics of activations of various phases) can be deduced by nanoviscoelastic and nano-thermorheological measurements. The nanoscopic methods of Shear Modulation Force Microscopy (SM-FM), Intrinsic Friction Analysis (IFA) and Dielectric Relaxation Spectroscopy (DRS) were used to examine C1. These methods have also been applied to EO systems which incorporate Ar-pFAr pendant group interactions (Gray et. al., , 2008 Knorr et. al., 2009b) .
Before proceeding with the results of the C1 system, it is important to give a brief overview of each of these instruments. SM-FM is a nanoscopic analogue to dynamic mechanical analysis (DMA) widely used in studies of the nanoviscoelastic behavior of polymer relaxations and phase behavior. The SM-FM instrument is essentially an Atomic Force Microscope that measures the temperature-dependent shear force on a tip modulated parallel to the sample surface (Ge et. al., 2000) . SM-FM measures the force required to move the tip of contact and the velocity of the moving tip at fixed temperatures. Experiments are typically acquired at increments of 1 K temperature. These perturbations in force and velocity can be quantified in a contact stiffness parameter (typically denoted as k c ). As the experiment is carried out over a range of temperatures, changes in the slope of contact stiffness versus temperature yield information about temperatures at which phase transitions in the material occur.
In order to ascertain specific information regarding the energetics of the detectable phase transitions as found in the SM-FM measurements, IFA was employed. IFA is a nanoscopic analogue based on the well-known lateral force microscopy technique capable of providing molecular descriptions of relaxation processes associated with transitions of structural molecular movement (Knorr et. al., 2009a) . From the IFA experiment, quantitative energies of activation for structural transitions, referred to as "apparent energy" or E a , and the molecular-scale cooperativity of these transitions can be measured. Non-cooperative processes are generally described taking into account dynamic enthalpy ΔH solely. However, if a process is cooperative, the dynamic entropy (ΔS) is also taken into account as given in the classical sense from Gibbs Free energy, ΔG* = ΔH*-TΔS*. In addition to IFA measuring E a , the technique also measures TΔS*.
The IFA technique utilizes the same instrument as in SM-FM. Specifically, the force required to move the tip probe from the AFM is measured at a fixed temperature to give a force curve as a function of the log of the velocity. Data are shifted to achieve a "master" curve according to the time-temperature equivalence principle (Ward, 1971; Ferry, 1980) . The vertical shifting of data is related to TΔS* in the Gibbs energy and depicts the degree of cooperativity as observed with respect to temperature for the material. It can be valuable to also estimate the contribution due to entropic energy from the measurement. To conduct this exercise, a method developed by Starkweather can be used to analyze the cooperativity with apparent Arrhenius activation energies which can be determined from Eq. 8 (Starkweather, 1981 (Starkweather, , 1988 .
where k and h are Boltzmann's constant and Plank's constant, respectively, and f o is the frequency at which the relaxation peak is observed. f o is either deduced from DRS or estimated (Sills et. al., 2005) . In IFA, the friction force typically varies with temperature and the velocity at which the tip moves is accounted for using the WLF superposition (Williams et. al., 1955) . 
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In conducting SM-FM and IFA measurements for C1, two distinct thermal transitions were observed for the samples of C1. The first transition, denoted as T 1 , was observed at 61 °C and a transition quite close to the T g (at 76 °C), denoted as T 2 , was also observed. An example SM-FM scan for C1 is given in Fig. 6 .
The T 1 transition was not detectable clearly in the DSC scan, however was able to be probed nanoscopically using SM-FM. The results from the SM-FM and IFA for the C1 system and the molecule HD-FD (incorporating Ar-pFA interactions) is presented for comparison. Above the glass transition temperature, the mobility of the chromophore molecules in the system is the highest allowing for maximum cooperativity in the system. In fact, the entropic component of the activation energy is 75-80% of the activation energy above T g . The vertical friction shift, related to molecular cooperativity is shown for the C1 compound in Fig. 7 below. Fig. 7 . The vertical friction shift, related to molecular cooperativity, is shown for C1. The plot shows that cooperativity starts at the T 1 temperature and is maximized at the glass transition or poling temperature of the material Keeping in mind that this plot is proportional to the change in entropy and signifies the molecular cooperativity in the material, the cooperativity in C1 starts to increase at T 1 and reaching a maximum at T g . IFA data yield an associated activation entropy change, |ΔS|  160 cal/K for C1 (Benight et. al., 2011; Benight, 2011) .
Temperature Range
Another method that works in tandem with IFA in providing critical information on the length scales of molecular cooperativity is that of dielectric relaxation spectroscopy (DRS). Specifically the dissipation length, ξ(T) for cooperativity or molecular mobilities (molecular interactions) can be quantified. The dissipation length is determined from Eq. 9.
where v p (T) is the peak velocity from IFA and f p (T) is the peak relaxation frequency determined from DRS (Sills et. al., 2005 , Hedvig, 1977 . In the actual measurement, the real and imaginary impedance values are measured and are given in Eqs. 10 and 11. These values are ascertained for a range of frequencies and temperatures. By measuring the real and imaginary values of the impedance, information of the real and imaginary portions of the dielectric data are known.
where C o is the vacuum capacitance of the test set-up without the sample, and ω is the angular frequency. It's important to note that in the measurement referred to here, poled samples of OEO materials are measured (in a parallel plate capacitor format).
Eq. 9 is used to acquire a dissipation length for the material, however, it can be difficult to obtain v p (T) and f p (T) at the same temperatures over large ranges of temperature. This limits the amount of information to be acquired at lower temperatures closer to T g , however, information from both IFA and DRS can be acquired at temperatures above T g and cooperativity can be extrapolated to lower temperatures.
It is important to note that the DRS technique is widely applied in the study of polymer relaxations, side-chain and main-chain relaxations in particular, but this technique has rarely been shown to be used on organic molecular glassy systems like C1. The dissipation length for C1 was measured to be as high as 55 ± 25 nm at 106 °C, approximately 25 °C above the T g of the material as measured by DSC and SM-FM (Benight, 2011) . To compare to other materials, typically the dissipation length for polystyrene, a conventional polymer, fades to a couple of angstroms at temperatures above T g . As another comparison, an EO material containing Ar-pFAr interactions was analyzed using the same DRS instrument used in the investigation of C1 to give ξ = 15  10 nm at T = 153 -160 °C (Knorr, 2010) . The higher dissipation length for C1 likely indicates that the interactions in C1 are more stable over longer length scales. Furthermore, this dissipation length signifies that in the C1 system, the movement of one C1 molecule is influenced by another C1 molecule up to approximately 55 nm away.
Reduced dimensionality
The C1 material system has been shown to exhibit increased centrosymmetric and acentric order, intermolecular coumarin pendant group interactions and defined optical orthogonal orientations of chromophore and coumarin units . These results can be explained as the coumarin-based pendant groups imposing a lattice restriction which leads to fractional dimensional order of the chromophore molecules in the presence of an electric poling field. Inflicting a dimensional restriction upon the chromophores increases centrosymmetric order and may also increase acentric order of the bulk material system, at constant poling field strength. This lattice dimensionality restriction, as applicable to the chromophore systems presented here, can be described utilizing two different theoretical arguments both using the independent particle assumption in a low-density limit . The fundamental statistical description of the order parameters is defined in Eq. 12. 
where the probability distribution is given in Eq. 13 and is described using the many-body interactions potential (the Hamiltonian) ). It is important to note that the E 0 given in Eq. 12 is representative of the electric field at the chromophore molecule and does not necessarily represent the overall applied poling field strength (E p ).
 
In the first theoretical treatment the ordering potential is considered to be uniform but the dimensionality, M, of the space is reduced. In this case the order parameter is computed using Eq. 14 (Stillinger, 1977) . All higher index order parameters can be found from this one and its derivatives. In this theoretical treatment, different dimensional restrictions translate to varied degrees of rotation for the point dipoles in the system. In this model, in three dimensions, the dipolar molecule being examined can access any orientation in the Cartesian coordinate system exhibiting Langevin type behavior. By generalizing the Langevin function for any dimension, we can describe molecular order for any fractional dimension from 1 to 3 dimensions. Full derivation for the equations for 2D and 3D scenarios and 2 nd degree (centrosymmetric) and 3 rd degree (acentric) order parameters has been given previously .
The centrosymmetric and acentric order parameters give insight into the system's dimensionality. The dimensional restrictions given for a single dipole can translate to dimensionality of molecules (chromophores in our case) in macroscopic systems including those restrictions originating from the environment. The dimensionality, M, can be approximated from a linear interpolation between M = 2 and M = 3 from the relation of <cos 3 θ>/<P 2 >, as shown in Eq. 16 .
Using this linear interpolation model, the dimensionality of C1 was found to be M = 2.2 D while those of the control systems utilizing more standard conventional chromophore systems with the same chromophore core were nearly 3D 
When this description of the confining potential is substituted into Eq. 12, the acentric order parameter for the lowest order, n=1, is given according to Eq. 18.
Again, all other order parameters can be found from this one and appropriate derivatives. An illustration of the ratio of centric (<P 2 >) to acentric (<cos 3 θ>) order parameters for all of the theoretical descriptions of dimensionality that have been presented here can be of utility. Fig. 8 illustrates the relationship of <P 2 > and <cos 3 θ> for several different dimensionalities. Overlaid in Fig. 8 are (1) from Bessel functions (red dotted line), (2) the dimensionality as computed from Bessel I(z) functions (black solid line) and (3) the dimensionality as computed from the rigid wall model of confining potential (blue solid line). Fig. 8 shows that for as the dimensionality is less restricted (ascending toward N = 3), the relationship between <P 2 > and <cos 3 θ> is the same for all of the theoretical models. All three models agree nicely for dimensionalities from N = 3 to N = 2, however, as the dimensionality is further restricted toward 1.1 D, the theoretical model which utilizes a linear interpolation of <P 2 > and <cos 3 θ> to calculate dimensionality is not as aligned with the other two models. In summary, the reduced dimensionality integrals are easily represented by Bessel functions, making the computation of the order straightforward, and are easily compared to a full 3D model with a restrictive wall barrier characterized by a designated cutoff angle. These models of dimensionality show that achieving reduced lattice dimensionality for a material system encompassing strongly dipolar chromophores will increase centrosymmetric order and may also increase acentric order at the same poling strength being applied to the system. Furthermore, one can compare <P 2 > and <cos 3 θ> to determine whether the effective dimensionality of the material system has been reduced.
Theoretical methods
Theoretical methods coupled with experimental results have been integral in understanding molecular interactions in systems such as C1. The specific theoretical methods of rigid body Monte Carlo (RBMC), fully atomistic Monte Carlo (FAMC) and molecular dynamics (MD) have been crucial (Sullivan et. al., 2009; Rommel & Robinson, 2007; Robinson& Dalton, 2000; Leahy-Hoppa et. al., 2006; Knorr et. al., 2009b) . Such methods have been used to study EO dendrimer, chromophore guest polymer host systems, BCOGs and MAP systems. With custom code, an electric field poling experiment can be simulated with an ensemble of ellipsoids or spheres parameterized to possess the properties of the experimental chromophore systems and 1 st , 2 nd , and 3 rd degree order parameters can be computed. Such capability allows the effect of different applied poling field strengths, different temperatures on chromophores systems and various sizes and shapes of ellipsoids to be investigated .
RBMC simulations were implemented in investigation of the effect of density of chromophores systems on centrosymmetric (2 nd degree) and acentric (3 rd degree) order. As part of this investigation, prolate ellipsoids parameterized as the F2 chromophore (the active chromophore unit in C1, depicted in Fig. 1) were simulated under applied poling fields of 50 V/micron and 75 V/micron at low densities of chromophores in the system (~20%) ranging upwards of 60% chromophore . The <P 2 > and <cos 3 θ> values were computed for each simulation and the dimensionalities of the simulations from these order computations were determined. The results of these simulations illustrated that at low numbers density (~20%) in electrically-poled guest-host systems, nearly no dimensional restriction exists, yielding nearly three dimensional systems. However, upon increasing the number density of the system toward number densities of chromophore concentration similar to that of C1 (40% and beyond) the centric order of the chromophores as observed from the computed <P 2 > values and visualizations of the simulations increased dramatically . At nearly 60% chromophore concentration, the visualization of the simulation showed a system that closely resembles that of a smectic-A liquid crystal with high planar and directional order . Furthermore, the dimensionality of this system was calculated to be less than 2, indicating more dimensional restriction at Table 2 for clarity.
In the most recent development of molecular dynamics of chromophore systems, the C1 chromophores are parameterized with the MMFF94 force field (Halgren, 1996) and MD simulations were run using the Tinker 5.1 program (Ponder, 2010) and simulated in a defined box with an Ewald boundary. Simulations can be run at room temperature or at appropriate poling temperatures near T g (Benight et. al., 2011; Benight, 2011) .
A standard statistical mechanical correlation function (McQuarrie, 2000) can be used to monitor the interactions of chromophore components in the simulation. The correlation function used in an example of recent work is given in Eq. 19 (Benight et. al., 2011; Benight, 2011) .
In this equation, the volume of the system (V), the number of molecules in the system (N) and the distance between two components, r are accounted for and are indicative of the radial distribution. In the simulation of molecules specific intermolecular interactions can be probed by monitoring a given atom in the molecule of interest. For example, in the C1 system, the sulfur atom on the thiophene component of the bridge can be tagged and the interactions between intermolecular S-S can be quantified, enabling probing of the chromophore-chromophore interactions in the system. Furthermore, monitoring a specific carbonyl group of the coumarin pendant group enables monitoring of intermolecular interactions between neighboring pendant groups. The correlation function allows for monitoring at varied distances apart (Benight et. al., 2011; Benight, 2011) .
As an example, MD, simulations of C1 can be run in the presence of chloroform molecules and as neat systems at experimental density. Upon viewing simulation visualizations of these simulations, the correlation functions demonstrate that in the C1 system, the chromophore-chromophore dipole-dipole interactions as monitored through the S-S bonds in the chromophore units are suppressed when compared to runs of just the chromophores in the simulation and in runs including short PMMA polymer chains in the simulation. Furthermore, distinct coumarin-coumarin interactions are evident and constant for various concentrations. In addition, visualizations of the simulations illustrate coumarin-coumarin pairs or dimers that regularly occur, further driving home the point that the intermolecular interactions of the coumarin have a strong presence in the C1 system. An example visualization of simulated neat C1 using MD is shown in Fig. 9 .
In addition to MD, fully atomistic Monte Carlo (FAMC) can be employed in the study of OEO chromophore systems. It has been demonstrated that simulation under a poling field of EO chromophore dendrimers are quite useful in investigating the order parameters and poling behavior. Recent code development upgrades (done in-house) also enable the study of systems like C1 in which several levels of detail are possible in simulation the chromophores. Ellipsoids can be parameterized around the chromophore and coumarin Fig. 9 . A visualization of the C1 molecule as observed in the MD simulations shown units, around specific functional units or groups within those components, or around every aromatic ring to yield further levels of detail in modeling of the chromophores. Indeed, with more levels of detail, more simulation time and expense arise. Results with updated code are still primitive, but this approach bodes well for being able to simulate more complex systems in the future.
Conclusions
A combination of methods for characterization of soft matter organic electro-optic materials can be utilized to yield insight into molecular order, material performance, and intermolecular interaction dynamics. The specific methods of attenuated total reflection (ATR) and in-situ poling are of utility for measuring the EO activity of OEO materials. Techniques such as shear-modulation force microscopy (SM-FM), intrinsic friction analysis (IFA) and dielectric relaxation spectroscopy (DRS) determine viscoelastic properties of the materials. These methods yield insight into the dynamics of intermolecular interactions in the material system, including measurement of the quantitative energies of activation for the materials discussed. In addition, optical spectroscopy methods such as Variable Angle Spectroscopic Ellipsometry (VASE) were utilized to probe the unique molecular orientations of chromophore and coumarin units in the C1 system. These experimental methods can be coupled with theoretical methods such as Monte Carlo and Molecular Dynamics to further understand the molecular ordering and intermolecular interactions in the C1 system. Utilizing all of these methods together illustrates that the coumarin-based pendant groups of the C1 molecule interact in a plane orthogonal to the chromophores to enhance the acentric order of the EO active chromophores in the presence of a poling field. It has been shown that this result can be explained through reduced dimensionality in that the coumarins are imposing a dimensional restriction on the lattice environment in which the chromophores are embedded, yielding higher centric and acentric order in the system. These results of higher order, in turn, lead to enhanced EO activities.
Utilizing this approach of nano-engineering intermolecular interactions for enhanced molecular order will aid in the development of improved OEO materials. Understanding the role and effect of intermolecular interactions yields higher EO activities. If EO performance continues to be improved, OEO materials can potentially replace the current inorganic materials being utilized in commercial applications. Such materials, for example, can be implemented into hybrid silicon-organic nano-slot waveguide device structures which, if incorporated successfully with OEO materials, could revolutionize the telecommunications industry with the ultrafast transmission of information. 
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