A new approach was proposed to reformulate the biobjectives optimization model of portfolio management into an unconstrained minimization problem, where the objective function is a piecewise quadratic polynomial. We presented some properties of such an objective function. Then, a class of penalty algorithms based on the well-known conjugate gradient methods was developed to find the solution of portfolio management problem. By implementing the proposed algorithm to solve the real problems from the stock market in China, it was shown that this algorithm is promising.
Introduction
Portfolio management problem concerns itself with allocating one's assets among alternative securities to maximize the return of assets and to minimize the investment risk. The pioneer work on this problem was Markowitz's mean variance model 1 , and the solution of his mean-variance methodology has been the center of the consequent research activities and forms the basis for the development of modern portfolio management theory. Commonly, the portfolio management problem has the following mathematical description.
Assume that there are n kinds of securities. The return rate of the jth security is denoted as R j , j 1, . . . , n. Let x j be the proportion of total assets devoted to the jth security, then it is obvious that n j 1 x j 1.
2 Journal of Inequalities and Applications
In the real setting, due to uncertainty, the return rates R j , j 1, 2, . . . n, are random parameters. Hence, the total return of the assets R x n j 1 R j x j 1.2 is also random. In this situation, the risk of investment has to be taken into consideration. In the classical model, this risk is measured by the variance of R x . If V ∈ R n×n is the covariance matrix of the vector R R 1 , R 2 , . . . , R n T , then the variance of R x is V R x x T V x.
1.3
Therefore, a portfolio management problem can be formulated into the following biobjectives programming problem:
subject to e T x 1,
where e is a vector of all ones. Up to our knowledge, almost all of the existing models of portfolio management problems evolved from the basic model 1.4 . Summarily, the past attempts on the portfolio management problems concentrated on two major issues. The first one is to propose new models. In this connection, some recent notable contributions mainly include the following: i mean-absolute deviation model Simaan 2 ,  ii maximizing probability model Williams 3 ,  iii different types of mean-variance models Best 6 , they assumed that the return of each security, the variance, and the covariances among them can be estimated by the investor prior to decision. Under this assumption, the problem 1.4 is a deterministic problem. Furthermore, if an aversion coefficient λ is introduced, the problem 1.4 can be transformed into the following standard quadratic programming problem:
where μ ∈ R n is the expected value vector of R, and a, b ∈ R n are two given vectors denoting the lower and the upper bounds of decision vector, respectively.
Obviously, if λ 0 in 1.5 , then it implies that the return is maximized regardless of the investment risk. On the other hand, if λ 1, then the risk is minimized without consideration on the investment income. Increasing value of λ in the interval 0, 1 indicates an increasingly weight of the invest risk, and vice versa.
For a fixed λ ∈ 0, 1 , it is noted that 1.5 is a quadratic programming problem. Since it has been shown that the matrix V is positive semidefinite, the problem 1.5 is a convex quadratic programming CQP . For a CQP, there exist a lot of efficient methods to find its minimizers. Among them, active-set methods, interior-point methods, and gradientprojection methods have been widely used since the 1970s. For their detailed numerical performances, one can see 24-30 and the references therein. However, the efficiency of those methods seriously depends on the factorization techniques of matrix at each iteration, often exploiting the sparsity in V for a large-scale quadratic programming. So, from the viewpoint of smaller storage requirements and computation cost, the methods mentioned above must not be most suitable for solving the problem 1.5 if V is a dense matrix.
Fortunately, recent research shows that the conjugate gradient methods can remedy the drawback in factorization of Hessian matrix for an unconstrained minimization problem. At each conjugate-gradient iteration, it is only involved with computing the gradient of objective function. For details in this direction, see, for example, 31-34 . Motivated by the advantage of the conjugate gradient methods, the first aim of this paper is to reformulate problem 1.5 as an equivalent unconstrained optimization problem. Then, we are going to develop an efficient algorithm based on conjugate gradient methods to find its solution. The effectiveness of such algorithm will be tested by implementing the designed algorithm to solve some real problems from the stock market in China.
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The lay out of the paper is as follows. Section 2 is devoted to the reformulation of the original constrained problem. Some features of the subproblem will be presented. Then, in Section 3, we are going to develop a penalty algorithm based on conjugate gradient methods. Section 4 will provide applications of the proposed algorithm. The last section concludes with some final remarks.
Reformulation
Firstly, for brevity, denote
Then, the problem 1.5 reads
2.2
Since the covariance matrix V is symmetric positive semidefinite, Q also has such property. Thus, f x is a convex function.
For the equality constraint e T x 1 and the inequality constraints a ≤ x ≤ b in 2.2 , we define a function P : R n 1 → R, which is used to describe the constraints violation:
where θ > 0 is called penalty parameter, and · denotes the 2-norm of vector. If x is a feasible point of problem 2.2 , then
Actually, the larger the absolute value of P x; θ is, the further x from the feasible region is. For example, let n 2, and denote
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2.6
Then, F x; θ has the following more compact form:
where c 0 is a constant scalar. Next, we are going to present some properties of F.
Proposition 2.1. Given n, the piecewise function F consists of
pieces.
Proposition 2.2. Assume that
k ≤ n. For any { i 1 , i 2 , . . . , i k } ⊆ { 1, 2 . . . ,
n}, define a matrix
. . . . . .
where each of the other rows is 1 1 · · · Proof. From the construction of F and the linear algebra theory, it is not difficult to prove the above two propositions. We omit it.
In the following, we turn to state the relation between the global minimizer of F and that of the original problem 1.5 .
Theorem 2.3. For a given sequence {θ
Proof. Let x be a global solution of problem 1.5 . Then, for any feasible point x, we have
2.10
Since x k is an exact global minimizer of F x; θ k for the fixed θ k , it follows that
By definition, 2.11 is equivalent to
2.12
where the last equality is from the feasibility of x. So, it is obtained that
2.13
Let x * be an accumulation point of {x k }. Without loss of generality, assume that
2.14 8
Journal of Inequalities and Applications
Then, by taking the limit of k → ∞ on both sides of 2.13 , we have
where the last equality follows from θ k → ∞. It follows that
Therefore, we have proved that x * is a feasible point. In the following, we prove that x * is a global minimizer of problem 1.5 . Because
The desired result has been proved.
Without difficulty, the following result can be proved.
Theorem 2.4.
Suppose that x is a solution of problem 1.5 . Then, x is a global minimizer of F ·; θ for any θ.
Based on Theorems 2.3 and 2.4, we will develop an algorithm to search for a solution of problem 1.5 by solving a sequence of piecewise quadratical programming problems.
Penalty Algorithm Based on Conjugate Gradient Method
Among all methods for the unconstrained optimization problems, the conjugate gradient method is regarded as one of the most powerful approaches due to its smaller storage requirements and computation cost. Its priorities over other methods have been addressed in many literatures. For example, in 27, 32, 34-38 , the global convergence theory and the detailed numerical performances on the conjugate gradient methods have been extensively investigated.
Since the number of the possible selected securities in the investment management is large and the matrix Q x; θ may be dense, it is natura that the conjugate gradient method is selected to find the minimizer of F for some given θ. However, it is noted that 2.7 is not a classical quadratic function. The standard procedures of minimizing a quadratic function can not be directly employed. To develop a new algorithm, we first propose an rule of updating the coefficients in F.
Regarding the coefficients of the quadratic terms in
we modify Q q ij according to the following update rule:
3.2
Regarding the coefficients of the linear terms in
we modify c c i according to the following update rule:
The conjugate gradient method will be employed into an ordinary minimization of quadratic function:
where θ is a given parameter. It is easy to see that
Although there exist several variants on the conjugate gradient method, the fundamental computing procedures for the solution of 3.6 include the following two steps. 2 Along the direction d l , choose a step size α l such that, at the new iterate point
the absolute value of the function F ·; θ decreases sufficiently.
The following lemma presents a method to determine the search direction. Actually, the formula 3.10 is called HS method.
In the case that the step size α l is chosen by exact linear search along the direction d l , that is,
we have the following global convergence theorem. Based on the discussion above, we now come to develop a penalty algorithm based on conjugate gradient method in the last of this section.
Algorithm 1 Penalty Algorithm Based on Conjugate Gradient Method .
Step 0 Initialization . Given constant scalars θ > 1, λ ∈ 0, 1 , δ > 0, ε > 0 and ρ. Input the expected return vector μ, and compute Q and c. Choose an initial solution x 0 . Set k : 0, l : 0, and x l : x k .
Step 1 Reformulation . If
then set
and go to Step 4; otherwise, go to Step 2.
Step 2 Search Direction . Compute the search direction d l by 3.8 and 3.10 .
Step 3 Exact Line Search . Compute α l by 3.13 , and update
Return to Step 1. Step 4 Feasibility Test . Check feasibility of x k in problem 2.2 . If
the algorithm terminates; otherwise, go to Step 5.
Step 5 Update . Set l : 0, x l : x k , θ : ρθ. At the new iterate point x k , modify the matrix Q and the vector c by 3.2 and 3.4 , respectively. Set k : k 1, and return to Step 1.
Remark 3.4. 1 In Algorithm 1, the index k denotes the number of updating penalty parameter, and l denotes the number of iterations of conjugate gradient method for unconstrained subproblem 3.6 .
2 For some fixed θ, it is easy to see that the condition
implies that x k is feasible. From Theorem 2.3, it leads that x k is a global minimizer of the original problem 1.5 if x k is a global minimizer of problem 3.6 .
Numerical Experiments
In this section, we are going to test the effectiveness of Algorithm 1. All the test problems come from the real stock market in China, in 2007. The computer procedures are implemented on MATLAB 6.5. In our numerical experiments, the initial solution is chosen to satisfy the bound vector a is a vector of all zeros, and b is a vector of all ones. We take the initial penalty parameter θ 10 and the aversion coefficient λ 0.5. The tolerance of error is taken as ε 10 −7 , δ 10 −4 .
4.2
We implement Algorithm 1 to solve ten real problems. Each of them has a different dimension ranging from 10 to 100. In these problems, the expected return rates of each stock come from the monthly data in the stock market of China, in 2007. In Table 3 , we list the data used to form a real problem whose size of dimension is 30.
In Table 1 , we report the numerical behavior of Algorithm 1 for all ten problems. In Table 1 , n is the dimensional size of each problem; the third and the forth columns report the CPU time when β l is evaluated by HS method and FR method, respectively. k indicates the number of updating penalty parameter, θ is the penalty parameter, and P x * ; θ * denotes the value of penalty term.
In Table 2 , we list the obtained optimal solution for each problem.
Final Remarks
In this paper, the biobjectives optimization model of portfolio management was reformulated as an unconstrained minimization problem. We also presented the properties of the obtained quadratic function.
