Introduction
Let G be a locally compact group. The algebra M cb A(G) of completely bounded multipliers of the Fourier algebra A(G), introduced in [4] , has played a pivotal role in both Harmonic Analysis and Operator Algebra Theory. It was shown by J. E. Gilbert and by M. Bożejko and G. Fendler in [3] (see also [16] and [30] ) that the map N which sends a function f : G → C to the function N f : G × G → C given by N f (s, t) = f (ts −1 ), carries M cb A(G) isometrically into the algebra of Schur multipliers S(G) on G × G. This result has led to fruitful interaction between the two areas, see e.g. [25] , [22] and [30] .
The weak* closed subspaces of the von Neumann algebra VN(G) that are invariant under A(G) are precisely the annihilators of (closed) ideals J ⊆ A(G). On the other hand, the weak* closed subspaces of the space B(L 2 (G)) of bounded operators on L 2 (G) which are invariant under all Schur multipliers are precisely the (weak* closed) masa-bimodules in B(L 2 (G)), that is, invariant under the map T → M f T M g where f, g ∈ L ∞ (G) (or, under left and right compostion with multiplication operators from L ∞ (G)).
Thus, given a closed ideal J ⊆ A(G), there are two natural ways to construct a weak* closed masa-bimodule in B(L 2 (G)): (a) one may first consider the norm closed masa-bimodule Sat(J) of T (G) suitably generated by N (J) and then take the annihilator of Sat(J) in B(L 2 (G)), or (b) one may first take the annihilator J ⊥ of J in VN(G) and then generate a weak* closed masa-bimodule Bim(J ⊥ ). One of our main results, Theorem 3.2, This action was studied by F. Ghahramani, M. Neufang, Zh.-J. Ruan, R. Smith, N. Spronk and E. Størmer in [12] , [21] , [22] , [29] , [32] , among others.
The maps Γ(µ) are precisely those weak* continuous completely bounded maps on B(L 2 (G)) that are VN(G)-bimodule maps and leave the multiplication masa invariant [21] , [22] . In Section 4, we show that the set L of all weak* closed subspaces of B(L 2 (G)) that are invariant under both S(G) and Γ(M (G)) consists precisely of the masa-bimodules of the form Bim(J ⊥ ), where J ⊆ A(G) is a closed ideal; we also determine the lattice structure of L.
In the presence of an approximate identity in A(G), we show that the generating invariant subspace of a bimodule of the form Bim(X ) can be recovered by taking the intersection with VN(G). Thus, the map X → Bim(X ) from the class of weak* closed invariant subspaces of VN(G) to the class of weak* closed masa bimodules of B(L 2 (G)) is in this case one-to-one.
Preliminaries
If (X, m) is a σ-finite measure space, we write L p (X) for L p (X, m). For φ ∈ L ∞ (X), let M φ be the operator on L 2 (X) of multiplication by φ. The collection D X = {M φ : φ ∈ L ∞ (X)} is a maximal abelian selfadjoint algebra (masa, for short).
Let X and Y be standard Borel spaces (that is, Borel isomorphic to Borel subsets of complete separable metric spaces), equipped with σ-finite measures m and n. A subset E ⊆ X×Y is called marginally null if E ⊆ (X 0 × Y ) ∪ (X × Y 0 ), where m(X 0 ) = n(Y 0 ) = 0; we write E ∅. Two functions h 1 , h 2 : X × Y → C are said to be equal marginally almost everywhere (m.a.e.) or marginally equivalent if the set {(x, y) : h 1 (x, y) = h 2 (x, y)} is marginally null.
Let T (X, Y ) be the projective tensor product L 2 (X)⊗L 2 (Y ). Every element h ∈ T (X, Y ) is an absolutely convergent series 
We denote by h t the norm of h ∈ T (X, Y ) and note that if φ ∈ L ∞ (X) and ψ ∈ L ∞ (Y ), then the function (φ ⊗ ψ)h belongs to T (X, Y ); thus,
Let S(X, Y ) be the multiplier algebra of T (X, Y ); by definition, a measurable function w : X ×Y → C belongs to S(X, Y ) if the map m w : h → wh leaves T (X, Y ) invariant, that is, if wh is marginally equivalent to a function from T (X, Y ), for every h ∈ T (X, Y ). The elements of S(X, Y ) are called (measurable) Schur multipliers. The closed graph theorem can be used to show that m w is automatically a bounded operator; hence it has a dual
given by
It can be shown ( [23] , see also [13, 18] and [30] ) that w ∈ S(X, Y ) if and only if w can be represented in the form
where, for every T ∈ B(L 2 (X), L 2 (Y )), the series converges in the weak* topology. We write w = ∞ k=1 a k ⊗ b k as a formal series. Moreover, the norm of S w as an operator on B(L 2 (X), L 2 (Y )) (which of course also equals the norm of the operator m w on T (X, Y )) is given by
) is a masa-bimodule in the sense that BT A ∈ U for all A ∈ D X , B ∈ D Y and T ∈ U, if and only if U is invariant under the mappings S w , w ∈ S(X, Y ) [6, Proposition 3.2] . It follows by duality that a norm closed subspace
and only if it is invariant under the mappings m w , w ∈ S(X, Y ).
Throughout, G will denote a second countable locally compact group.
We now summarise some results from non-commutative harmonic analysis. All spaces L p (G) are with respect to left Haar measure m; dm(x) is shortened to dx and the modular function is denoted by ∆. If A, B ⊆ G we write A −1 = {x −1 : x ∈ A} and AB = {xy : x ∈ A, y ∈ B}. Denote by λ : G → B(L 2 (G)), s → λ s , the left regular representation and write (f, g) for the inner product of the elements f, g ∈ L 2 (G). We set
The group von Neumann algebra of G is the algebra
is the (commutative, regular, semi-simple) Banach algebra consisting of all complex functions u on G of the form
Multiplication in A(G) is pointwise, while the norm u of an element u ∈ A(G) is the infimum of the products ξ 2 η 2 over all representations (1) of u. The spectrum of A(G) is identified with G via point evaluations.
Every element τ of the dual A(G) * defines a bounded operator T τ on L 2 (G) by the formula τ, u a := (T τ ξ, η) (the symbol ·, · a is used to denote the duality between A(G) and A(G) * ), where u ∈ A(G) is given by (1) . The map
sends A(G) * isometrically and weak* homeomorphically onto VN(G). Note that the spaces A(G) * and VN(G) are usually identified in the literature and the map τ → T τ is suppressed; we have chosen to retain it in order to emphasize the different dualities used in this paper. The algebra VN(G) is a Banach A(G)-module under the operation
where τ is defined by the relation τ , v a = τ, uv a , v ∈ A(G).
To obtain an explicit formula for P , take τ such that T τ = λ s and recall
by Proposition 3.3 below. Thus
The space A(G) has a canonical operator space structure arising from its identification with the predual of VN(G) (the reader is referred to [7] , [24] , [25] for the basic notions of operator space theory). We write
for the multiplier algebra of A(G); the set of all v ∈ M A(G) for which the map u → vu on A(G) is completely bounded will be denoted M cb A(G) and equipped with the completely bounded norm.
Define
We warn the reader that our definition of the map N differs from the one used in [31, 20] , where the expression f (xy −1 ) is used instead of f (yx −1 ). The following result [3] , [30] (see also [16] ) will be used in the sequel.
) equals the space of those w ∈ S(G) for which w(sr, tr) = w(s, t) for every r ∈ G and marginally almost all s, t.
If G is compact then T (G) contains the constant functions, and Theorem 2.1 implies that N takes values in T (G).
If u ∈ A(G), h ∈ T (G) and t ∈ G then, using (3), we have
Ideals and bimodules
The main result of this section is the annihilator formula of Theorem 3.2. We start by explaining its main ingredients. Given a closed ideal J of A(G), we will abuse notation and identify its annihilator J ⊥ with a (weak* closed) subspace of VN(G). The space J ⊥ is invariant, that is, it is an A(G)-submodule of VN(G); it is easy to see that every weak* closed invariant subspace of VN(G) arises in this way. Similarly, there is a bijective correspondence between the class of all norm closed L ∞ (G)-bimodules in T (G) and the class of all weak* closed masa-bimodules in B(L 2 (G)), given by taking annihilators and pre-annihilators.
Given any weak* closed invariant subspace X of VN(G), we let Bim(X ) ⊆ B(L 2 (G)) be the weak* closed masa-bimodule generated by X . It is not hard to see that
Given a closed ideal J ⊆ A(G), we wish to define, similarly, a norm closed L ∞ (G)-bimodule in T (G) "generated by" J. To this end, suppose first that G is compact. Then, as pointed out in Section 2, N (J) ⊆ T (G). Hence, one may consider the norm closed
is a multiplier of T (G), the claim follows). Hence we may consider the closed L ∞ (G)-bimodule of T (G) generated by the set
We will denote this bimodule by Sat(J). This bimodule may also be written as follows
For the converse, consider u ∈ J and h ∈ T (G). It follows from Lemma 3.13 below that there are compact subsets K n and L n of G such that hχ Kn×Ln ∈ S(G) and h is the · t -limit of the sequence (hχ
The rest of the section is devoted to the proof of the following theorem.
We need several preliminary results.
In particular, the sequence (u n ) n∈N where u n (r) =
Proof. The argument below is due to Ludwig -Turowska [20, Proof of Theorem 4.11]. We reproduce it for completeness: For each s, t ∈ G, applying the Cauchy-Schwartz inequality, we obtain
Taking the infimum over all representations of h, we obtain
The remaining assertions are clear from this inequality after an application of the Lebesgue Dominated Convergence Theorem.
Denote by G the set of (equivalence classes of) unitary irreducible representations of G. For π ∈ G, write H π for the Hilbert space where the representation π acts. Fixing an orthonormal basis {e n } n∈Nπ of H π (where N π is either finite or equals N), we write u π i,j (r) = (π(r)e j , e i ) for the coefficients of π.
Let π ∈ G and h ∈ T (G). Define
where the integrals are understood in the weak sense. We also let
If φ is a function on G, we denote byφ the function given byφ(s) = φ(s −1 ), s ∈ G.
Proof. When h = f ⊗ g is an elementary tensor, (6) gives
. Now A(G) embeds contractively in
Thus,
The same inequality holds for linear combinations N n=1 f n ⊗ g n , and hence the linear operator Φ given by Φ(h) =h π i,j , defined on the algebraic tensor product
On the other hand, Proposition 3.
The proof of the following lemma, which follows readily from the definitions, is left to the reader.
We do not know if h π i,j always defines a Schur multiplier; however, it suffices for our purposes to show that its restriction to a compact set does define a Schur multiplier; this is done in Lemma 3.8. In Lemma 3.12 we express this restriction in terms ofh π k,j . We thank the referee for the following remark.
Proof. Indeed, given ε > 0, writing h = n ϕ n ⊗ ψ n with
we have
For the next lemma, recall (see for example [2] or [30, Section 3] ) that S(G) can be identified with the weak* Haagerup tensor product L ∞ (G)⊗ w * h L ∞ (G) which coincides with the dual of the Haagerup tensor product L 1 (G) ⊗ h L 1 (G), the duality being given by
It follows that r → (χ L×L h r ), ω is continuous for every finite sum ω = f n ⊗ g n . Since such elements ω form a dense subset of
, and h S = h r S for all r ∈ G (Lemma 3.5 (i)), the conclusion follows.
Suppose h ∈ S(G) is supported in a compact set K ×K and let u : G → C be bounded and continuous. For a compact set L ⊆ G, let
(the second equality follows from the fact that sr
In the next lemma, we show that w h,L ∈ S(G). First note that, since h ∈ S(G), the function r → (χ L×L h r ), ω is bounded and hence the integral
Lemma 3.8. If h ∈ S(G) is compactly supported, then for every compact L ⊆ G and every bounded continuous function u : (8) is a Schur multiplier. In particular, χ L×L h π i,j is a Schur multiplier.
Proof. Suppose h is supported in a compact set K × K. By Lemmas 3.5(i) and 3.7, the linear mapping
is bounded with norm not exceeding
We will show that v h,L = w h,L almost everywhere. By (7) and (9), if ω = f ⊗ g with f, g ∈ L 1 (G) then, applying Fubini's theorem (note that the integration with respect to r is over a compact set), we obtain
This shows that the function v h,L − w h,L annihilates the algebraic tensor product 
where w h,L is as in (8) . In particular,
for all π ∈ G and all i, j ∈ N π .
If T is arbitrary, let (T n ) be a sequence of Hilbert-Schmidt operators (with operator norms uniformly bounded by T ) such that T n → T in the weak* topology. Then
by the weak* continuity of S w h,L . On the other hand, since
and L −1 K has finite Haar measure, the Lebesgue Dominated Convergence Theorem implies that
The conclusion follows.
Proof. Suppose first that h is an elementary tensor, say h = φ ⊗ ψ, and recall that in this case h π k,j S ≤ u π k,j φ 2 ψ 2 (see the proof of Lemma 3.4). Now
and so
In particular,
Since the map h →h π k,j : T (G) → S(G) is contractive (see Lemma 3.4), the last inequality holds for all h ∈ T (G). But N is arbitrary, and so (10) is proved for an arbitrary h.
We thank V. S. Shulman and L. Turowska for letting us include a proof of the following lemma from an earlier version of [27] . Proof. It suffices to consider the case where H π is infinite dimensional. Fix k ∈ N and let
where P m is the projection on the closed subspace generated by {e l : l ≥ m}.
Since the function r → π(r)e k : G → H π is continuous, so is the function r → P m π(r)e k : G → H π ; thus each f m is a continuous function.
Since (P m ) m∈N decreases to 0, the sequence (f m (r)) m∈N decreases to 0 for each r ∈ G. By Dini's Theorem, the convergence is uniform on compact subsets of G.
Lemma 3.12. Assume h ∈ T (G). Let π ∈ G and i, j ∈ N π . For each compact set L ⊆ G, and all f, g ∈ L 2 (G), we have that
in the norm of T (G).
Proof. We prove the first formula; the second follows similarly. We show first that the series
converges in the norm of T (G). Fix > 0 and let T ∈ B(L 2 (G)) be a contraction. For all n < m,
Using Lemma 3.11, we can choose n < m so that
By the Cauchy-Schwarz inequality,
where for the last inequality we have used (12) and Lemma 3.10. It follows that the series (11) converges in the norm of T (G); let Λ be its sum. By [28, Lemma 2.1], there exists a sequence of partial sums of (11) that converges marginally almost everywhere to Λ. On the other hand, for every s, t ∈ G, we have
and hence the series (11) converges pointwise to the function
) and the proof is complete. Lemma 3.13. Let S ⊆ T (G) be a norm closed L ∞ (G)-bimodule. Each h ∈ S is the norm limit of a sequence (h n ) with h n = hχ Kn×Ln ∈ S ∩ S(G) where K n and L n are compact sets.
, where
It is straightforward to see that h − h n t → 0.
Lemma 3.14. Let h ∈ T (G) be supported in a compact set K × K. Then h belongs to the T (G)-closed linear span of
We will show that T, h t = 0.
Recall that h π i,j (s, t) = G h(sr, tr)u π i,j (r)dr. We may write χ K×K h π i,j in the form
where is the action of L 1 (G) on T (G) given by
. Thus the hypothesis gives
Now let f be a continuous function supported in the compact set K −1 K. Then f ∆ is continuous and vanishes outside K −1 K; hence it is the limit, uniformly in K −1 K, of a sequence (g n ) of linear combinations of coefficients u π i,j of irreducible representations π of G (see [10, Theorem 3.27, 3.31 and Proposition 3.33] or [5, 13.6.5 and 13.6.4]). Hence g n ∆ −1 → f uniformly in K −1 K (observe that ∆ −1 is continuous, hence bounded, on compact sets). Each g n is a linear combination of coefficients u π i,j and therefore S χ K×K (T ), (χ K −1 K g n ∆ −1 ) h t = 0 for each n. Since f = f χ K −1 K , it follows that S χ K×K (T ), f h t = 0. Now let {f α } be an approximate identity for L 1 (G) consisting of non-negative continuous functions with f α 1 = 1, all supported in K −1 K. Then a standard argument shows that f α h − h t → 0 and we obtain
which proves the lemma.
We now proceed to the proof of Theorem 3.2. We first show that
Let u ∈ J, h ∈ T (G), w ∈ S(G) and T ∈ J ⊥ ⊆ VN(G). Then, if τ ∈ A(G) * satisfies P * (τ ) = T , using (4), we have
since u ∈ J and P (wh) ∈ A(G), hence uP (wh) ∈ J. Thus, S w (T ) annihilates Sat(J) by Proposition 3.1. Since {S w (T ) : T ∈ J ⊥ , w ∈ S(G)} generates Bim(J ⊥ ), (13) is established.
For the reverse inclusion, suppose that h ∈ (Bim(J ⊥ )) ⊥ . By Lemma 3.13, we may assume that there exists a compact set
The steps of the argument are the following:
Step 1. If T ∈ J ⊥ then S hr (T ) = 0 for every r ∈ G. Proof. A direct verification using relation (3) shows that if r ∈ G then ∆(r) −1 P (h) = P (h r ). By Lemma 3.5 (i), h r ∈ S(G). It suffices to prove that (S hr (T )ξ, η) = 0 whenever ξ and η are in
since h annihilates Bim(J ⊥ ). Hence, S hr (T ) = 0 for every r ∈ G.
Step 2. If T ∈ J ⊥ then S χ L×L h π i,j (T ) = 0 for all π ∈ G, all i, j, and all compact sets L ⊆ G. This follows from Step 1 and Corollary 3.9.
Step 3. If T ∈ J ⊥ then Shπ i,j (T ) = 0.
Proof.
Step 2 and Lemma 3.12 imply that, for every f, g ∈ L 2 (G) and every compact set L ⊆ G, we have
This implies that Shπ i,j (T ) = 0.
Step 4. If π ∈ G and L is a compact subset of G, thenh π i,j χ L×L ∈ Sat(J) for all i, j. Proof. Sinceh π i,j ∈ S(G) (Lemma 3.4) andh π i,j (sr, tr) =h π i,j (s, t), Theorem 2.1 implies thath π i,j = N (v), for some v ∈ M cb A(G). We claim that vA(G) ⊆ J. Indeed, for every τ ∈ J ⊥ and every w ∈ T (G), we have, by
Step 3,
where we have used relation (4) . Note that vP (w) ∈ A(G) since P (w) ∈ A(G) and v ∈ M cb A(G). This equality shows, by the Hahn-Banach theorem, that vP (w) ∈ J. Thus, since P is surjective, vA(G) ⊆ J. We may choose w ∈ T (G) such that u := P (w) satisfies u| LL −1 = 1. Then N (u)χ L×L = χ L×L and sõ
Step 5. If π ∈ G and L is a compact subset of G, then h π i,j χ L×L ∈ Sat(J) for all i, j. Proof. This is a direct consequence of Lemma 3.12.
Step 6. h ∈ Sat(J). Proof. By Lemma 3.14, h is in the T (G)-norm closed linear span of elements of the form h π i,j χ L×L , so h ∈ Sat(J). The proof of Theorem 3.2 is complete.
Jointly invariant subspaces
In this section, we characterise the common weak* closed invariant subspaces of Schur multipliers and a class of completely bounded maps arising from a canonical representation of the measure algebra of G.
Let M (G) be the Banach algebra of all bounded complex Borel measures on G. Following [22] (see also [29] ), we define a representation Γ of
the integral being understood in the weak sense (that is, for every h ∈ T (G) and every T ∈ B(L 2 (G)) the formula Γ(µ)(T ), h t = G ρ r T ρ * r , h t dµ(r) holds). This representation was studied by E. Størmer [32] , F. Ghahramani [12] , M. Neufang [21] and M. Neufang, Zh.-J. Ruan and N. Spronk [22] , among others. Denote, as is customary, by Adρ r the map on B(L 2 (G)) given by Adρ r (T ) = ρ r T ρ * r , T ∈ B(L 2 (G)); since Adρ r is a (bounded) weak* continuous map, it has a (bounded) predual θ r : T (G) → T (G).
Proof. By linearity and continuity (see Lemma 3.5 (ii)), it suffices to check the formula when h is an elementary tensor,
The proof is complete.
Proof. Let
Since A(G) embeds contractively into M cb A(G) and the map N is continuous, it is clear that J is a closed subspace of A(G). We check that J is an ideal: if u ∈ J, v ∈ A(G) and L ⊆ G is a compact subset, then
By Lemma 3.13, we may assume that supp h ⊆ K × K and h ∈ S(G) ∩ V for some compact set K ⊆ G. In order to conclude that h ∈ Sat(J) it suffices, by Lemma 3.14, to prove that h π i,j χ L×L ∈ Sat(J) for every irreducible representation π of G, every i, j ∈ N π and every compact set L ⊆ G.
The function r → u π i,j (r)h r , G → T (G), is continuous (Lemma 3.5(ii)) and hence the integral
exists as a Bochner integral and defines an element of T (G). The second equality shows that ω is in the closed linear span of {θ r (h) : r ∈ G}. But V is invariant under θ r , and hence ω ∈ V .
We claim that χ L×L ω = χ L×L h π i,j . To see this, let T = T k be a HilbertSchmidt operator of the form k = f ⊗ g with f, g ∈ L 2 (G). Then
,j , T t (the last equality follows as in the proof of Corollary 3.9). This proves the claim.
Thus χ L×L h π i,j is in V . Since V is a norm closed L ∞ (G) bimodule, using Lemma 3.12 we conclude that χ L×Lh
and thus vu ∈ J by the definition of J.
Since P is surjective, we may choose w ∈ T (G) such that u := P (w) satisfies u| LL −1 = 1. Then N (u)χ L×L = χ L×L and sõ
Since vA(G) ⊆ J, we obtain vu = vP (w) ∈ J. Thus,h π i,j χ L×L ∈ Sat(J). Using Lemma 3.12 again, we obtain χ L×L h π i,j ∈ Sat(J) and the proof is complete. (i) the space U is invariant under the mappings S w and Γ(µ), for all w ∈ S(G) and all µ ∈ M (G);
(ii) the space U is invariant under the mappings S w and Adρ r , for all w ∈ S(G) and all r ∈ G;
(iii) there exists a closed ideal J ⊆ A(G) such that U = Bim(J ⊥ ).
Proof. (i)⇒(ii)
This follows by choosing µ to be the point mass at r ∈ G.
(ii)⇒(iii) Let V = U ⊥ ; then V is a norm closed subspace of T (G), invariant under the maps of the form m w (w ∈ S(G)) and θ r (r ∈ G). By Lemma 4.2, there exists a closed ideal J ⊆ A(G) such that V = Sat(J). Hence U = Bim(J ⊥ ) by Theorem 3.2. (iii)⇒(i) Let T ∈ U and µ ∈ M (G). To show that Γ(µ)(T ) ∈ U it suffices, by Theorem 3.2, to show that Γ(µ)(T ), w t = 0 for every w ∈ Sat(J). But, if w ∈ Sat(J) then, for all r ∈ G, ρ r T ρ * r , w t = T, θ r (w) t = 0 since Sat(J) is clearly θ r -invariant. It follows that
Since U = Bim(J ⊥ ) is invariant under all Schur multipliers, the proof is complete. 
and L is a lattice under the operations of intersection and closed linear span ∨. Moreover,
Proof. The description of L is contained in Theorem 4.3. The first identity will be proved in Proposition 6.1. The inclusion Bim( Proof. Let T ∈ Bim(J ⊥ ) ∩ VN(G). Since T is in VN(G), it is of the form T = P * (τ ) for some τ ∈ A(G) * (see relation (2)). By Theorem 3.2, T ∈ (Sat(J)) ⊥ . By Proposition 3.1, for all v ∈ J and all h ∈ T (G),
(using relation (4)). Since A(G) has an approximate identity and the map P :
It follows that τ, v a = 0 for all v ∈ J and therefore T ∈ J ⊥ as claimed. Note that the class of groups for which A(G) possesses an approximate identity contains, but is strictly larger than, the class of all amenable groups (see [20, Remark 4.5] for a relevant discussion). It is unknown whether this class contains all locally compact groups; it does contain those groups having the 'approximation property' of Haagerup and Kraus [14] . It is now known that there are groups failing the approximation property [19, 15] . , we obtain a strictly larger class; consider, for example, VN(G).
The extremal bimodules
In this section, we relate Theorem 3.2 to the extremal masa-bimodules associated with a subset of G × G "of Toeplitz type". We start by recalling some notions and results from [1] and [8] in the special case that we will use.
A 
for all measurable rectangles A × B ⊆ G × G, where P (A) denotes the orthogonal projection from L 2 (G) onto L 2 (A). Given a masa-bimodule U, there exists a smallest, up to marginal equivalence, ω-closed subset F ⊆ G × G such that every operator in U is supported by F ; we call F the support of U. Given an ω-closed set F ⊆ G × G, there exists [1] a largest weak* closed masa-bimodule M max (F ) and a smallest weak* closed masabimodule M min (F ) with support F . The masa-bimodule M max (F ) is the space of all T ∈ B(L 2 (G)) supported on F . We say that an ω-closed set
It was shown in [28] 
, we let null(V ) be the largest, up to marginal
For a closed set E ⊆ G, let
where J 0 (E) = {f ∈ A(G) : f vanishes on a neighbourhood of E}.
If J ⊆ A(G) is a closed ideal, denote by Z(J) the set of common zeroes of functions in J:
Then J(E) ⊆ J ⊆ I(E) if and only if Z(J) = E. If J(E) = I(E) then one says that E satisfies spectral synthesis. For a subset E ⊆ G, we set
The relation between the notions of a null set and a zero set is described in the next proposition.
Proof. Let E = Z(J). By the definition of Sat(J), using [28, Lemma 2.1] every element h of Sat(J) is a m.a.e. limit of a sequence of finite sums of elements of the form φ i N (u i )χ L i ×L i , where φ i ∈ S(G), u i ∈ J and L i is a compact subset of G. But N (u)χ L×L vanishes on E * for every u ∈ J and every compact subset L of G. Thus h vanishes m.a.e. on E * and it follows that E * ⊆ null Sat(J).
Conversely, suppose that (s, t) ∈ E * , that is, ts −1 ∈ E. Let U be a compact neighbourhood of ts −1 disjoint from E and let v ∈ A(G) be a function vanishing on an open neighbourhood of E such that v| U = 1 [9, Lemma 3.2] . Then v ∈ J and, if K, L ⊆ G are compact neighbourhoods of s and t such that LK −1 ⊆ U , then (N v)χ U ×U takes the value 1 on K × L. Thus every (s, t) ∈ E * has a relatively compact open neighbourhood W (s,t) ⊆ K × L disjoint from null Sat(J) up to a marginally null set. Taking a countable subcover of the cover {W (s,t) } of (E * ) c we obtain an ω-open neighbourhood of (E * ) c disjoint from null Sat(J) up to a marginally null set. It follows that null Sat(J) ⊆ E * up to a marginally null set and the proof is complete.
Proof. By Lemma 4.2, there exists an ideal J ⊆ A(G) such that V = Sat(J). Let E = Z(J); by Proposition 5.1, null V = E * .
Theorem 5.3. Let E ⊆ G be a closed set. The following hold:
Proof. (i) By Theorem 3.2, Bim(I(E) ⊥ ) ⊥ = Sat(I(E)). By Proposition 5.1, null Sat(I(E)) = E * and hence M min (E * ) ⊆ Bim(I(E) ⊥ ) by the minimality of M min (E * ).
To prove the reverse inclusion, let T = T τ ∈ I(E) ⊥ and w ∈ S(G). If h ∈ T (G) vanishes on E * then wh vanishes on E * . Relation (3) now shows that P (wh) ∈ I(E) and so
and the proof is complete.
(ii) Observe that for each v ∈ J 0 (E) and each compact set L ⊆ G, the element N (v)χ L×L is in Ψ(E * ). By continuity of the map N , the same holds for v ∈ J(E). It follows from the definition of Sat(J(E)) that Sat(J(E)) ⊆ Ψ(E * ).
On the other hand, by Proposition 5.1, null Sat(J(E)) = E * and, since Sat(J(E)) is a closed L ∞ (G)-bimodule, the minimality property of Ψ(E * ) shows that Ψ(E * ) ⊆ Sat(J(E)).
Hence Sat(J(E)) = Ψ(E * ). By [28] and Theorem 3.2, Bim(
It is worthwhile to isolate the following characterisation of reflexive jointly invariant subspaces, which is is an immediate consequence of Theorem 4.3.
Theorem 5.4. Let U ⊆ B(L 2 (G)) be a reflexive subspace. Then U is invariant under all mappings S w , w ∈ S(G) and Adρ r , r ∈ G, if and only if there exists a closed set E ⊆ G such that U = M max (E * ).
As a corollary to Theorem 5.3, we obtain the following result of [20] :
Theorem 5.5 ( [20] ). Assume that A(G) has an approximate identity. Then a closed set E ⊆ G satisfies spectral synthesis if and only if the set E * ⊆ G × G satisfies operator synthesis.
Proof. Assume E satisfies spectral synthesis. Then I(E) = J(E) and it follows from Theorem 5.3 that M min (E * ) = M max (E * ). Conversely, if M min (E * ) = M max (E * ) then, by Theorem 5.3, Bim(I(E) ⊥ ) = Bim(J(E) ⊥ ) and now, by Lemma 4.5, I(E) = J(E). Question 5.6. Let E ⊆ G be a closed subset. Is every weak* closed masabimodule U with M min (E * ) ⊆ U ⊆ M max (E * ) of the form U = Bim(J ⊥ ) for some closed ideal J ⊆ A(G)?
In view of Theorem 4.3, the above question asks, in other words, whether there exist closed sets E ⊆ G such that E * supports a weak* closed masabimodule not invariant under conjugation by the unitaries ρ s , s ∈ G (see Section 4). If such a set exists, it will necessarily be non-synthetic; for if E is synthetic, then Theorem 5.5 gives M min (E * ) = M max (E * ) and consequently no such bimodule exists.
Relative synthesis
In this section, we obtain an extension of Theorem 5.5 which links relative spectral synthesis to relative operator synthesis. Theorem 6.2 was proved by K. Parthasarathy and R. Prakash in [26, Theorem 4.6] under the assumption that X is an A(G)-invariant subspace of VN(G) and G is compact. In our result we assume that X is weak* closed and A(G) possesses an approximate identity.
We recall the relevant definitions. Let X ⊆ VN(G) be an A(G)-invariant subspace. A closed subset E ⊆ G is called X -spectral [17] if X ∩ J(E) ⊥ = X ∩ I(E) ⊥ . This notion has a natural operator theoretic version: if U is a weak* closed masa-bimodule and F is an ω-closed set, we say that F is U-operator synthetic if U ∩ M min (F ) = U ∩ M max (F ). The latter notion was defined in [26] for subsets of G × G, where G is a compact group. Proposition 6.1. (i) Let X 1 and X 2 be weak* closed invariant subspaces of VN(G). Then Bim(X 1 ∩ X 2 ) = Bim(X 1 ) ∩ Bim(X 2 ).
(ii) Let J 1 and J 2 be closed ideals of A(G). Then Sat(J 1 ) ∩ Sat(J 2 ) = Sat(J 1 ∩ J 2 ).
Proof. (i) Let J i ⊆ A(G) be a closed ideal with J ⊥ i = X i , i = 1, 2. Let J = J 1 + J 2 ; then J is the smallest closed ideal of A(G) containing both J 1 and J 2 . Note that (14) Sat(J 1 ) ⊥ ∩ Sat(J 2 ) ⊥ ⊆ Sat(J) ⊥ .
Indeed, if T ∈ B(L 2 (G)) annihilates both Sat(J 1 ) and Sat(J 2 ) then, by Proposition 3.1, T annihilates N (J 1 )T (G) and N (J 2 )T (G), hence their sum; continuity of the map N shows that T must annihilate N (J)T (G) and hence Sat(J). It is obvious that Bim(X 1 ∩ X 2 ) ⊆ Bim(X 1 ) ∩ Bim(X 2 ). Suppose that T ∈ Bim(X 1 ) ∩ Bim(X 2 ). By Theorem 3.2 and (14), T ∈ Bim(J ⊥ ). But Bim(J ⊥ ) ⊆ Bim(J ⊥ 1 ∩ J ⊥ 2 ) = Bim(X 1 ∩ X 2 ), since J i ⊆ J, i = 1, 2. Thus, T ∈ Bim(X 1 ∩ X 2 ) and the proof is complete.
(ii) It follows from Corollary 4.4 and Theorem 3.2 that
Taking pre-annihilators, the result follows.
Theorem 6.2. Assume that A(G) possesses an approximate identity. Let E ⊆ G be a closed set, X ⊆ VN(G) a weak* closed invariant subspace and U = Bim(X ). The following are equivalent: (i) E is X -spectral; (ii) E * is U-operator synthetic.
Proof. Suppose E is X -spectral. Then X ∩ J(E) ⊥ = X ∩ I(E) ⊥ . By Proposition 6.1 and Theorem 5.3, U ∩ M min (E * ) = U ∩ M max (E * ). Thus, E * is U-operator synthetic.
Conversely, suppose E * is U-operator synthetic. Then
By Lemma 4.5 and Theorem 5.3, X ∩ J(E) = X ∩ I(E), that is, E is Xspectral.
