Abstract. A set of recursive rules which generate unitary transforms with a fast algorithm (FUT) are presented. For each rule, simple relations give the number of elementary operations required by the fast algorithm. The common Fourier, Walsh-Hadamard (W-H), Haar, and Slant transforms are expressed with these rules. The framework developed allows the introduction of generalized transforms which include all common.transforms in a large class of "identical computation transforms". A systematic and unified view is provided for unitary transforms which have appeared in the literature. This approach leads to a number of new transforms of potential interest. Generalization to complex and multidimensional unitary transforms is considered and some structural relations between transforms are established.
Introduction. The dissemination of the fast Fourier transform algorithms, originally introduced by Good [1] , and known as Cooley-Tukey [2] and SandeTukey [3] algorithms, has resulted in a large extension in the range of applications of the well known Fourier transform. Recently the Walsh-Hadamard transform, also with a fast algorithm [4] , has drawn considerable interest [5] . The Haar transform, although closely related to the Walsh-Hadamard transform [6] and potentially of interest [7] , has received much less attention. These transforms have been used successfully for signal filtering [8] , pattern classification [4] , [9] , speech signal encoding [10] and above all for picture encoding [11] , [12] , [13] . An overview of transforms can be found in [37] and [38] . Only a few transforms have been considered in these applications while many other transforms could be of interest. Some workers have considered the definition of generalized transforms and we mention the works by Andrews, et al. [14] , [15] , [16] , Rao, et al. [17] , [18] and Harmuth [19, pp. [30] [31] [32] [33] [34] [35] [36] .
In this paper we present a unified view of discrete unitary transforms with a fast algorithm. A discrete unitary transform ig characterized by a unitary matrix [T] such that [ [T] into a set of largely sparse matrices, each expressing a stage of computation. This is the approach followed by Good [1] in his original paper which leads to the fast Fourier transform [2] , [3] the fast Walsh transform [4] z, v'=0,..., n-l, and 6 denotes the Kronecker delta. Equation (3) The results of equations (1), (4) and (5) [7] of order q. An IC transform of order (qf") is then obtained from the original core matrix [7] by the recursive formulas: (6) [ICqt] [Dqt][{s4} (R) [7] [23] in the most general case. Our approach is similar but more systematic and with more concise notation than those of Kahaner [24] and Drubin [25] . The recursive use of the formulae (10) and (11) gives the number of required operations. In the case of N r" we can solve these recursive equations: This is the case of FFT of radix r.
Sr" rn sr + r,.-1 or r" nr sr ef//r-=r"-aj//r+r.r +(r a)(r "-a -a)-t or (13) l,t. nr"-+(r-) (n 1)r "- (14) and obtained by recursive use of Fig. 1 is shown in Fig. 2(a) ; it can be arranged equivalently with all operations "in place" as shown in Fig. 2(b) n2"-1-2" + n2"-1-3 2"-+2 ( )2" 2n-3 2" \---6-----64 15 The column 5tr 2" has been given by Singleton [26] . 7 In fact our approach allows the evaluation of the number of elementary operations for any composite order, in particular for mixed radix FFT. [11] . The Haar matrix of order 8 [H8] ordered by ranks is as follows:
Here we use the generative rules to define recursively the Haar matrices, and we have found two definitions:
1) The Haar matrix of order 2" is obtained from the Haar matrix of order . This is the process Y( of [6] , in terms of generative rules. 2) The Haar matrices are recursively defined by the relation" (19) [
The rows are obtained in "natural" order. To reorder them by their ranks, we need a "zonal bit reversal" ordering. A zone as defined in [6] is a set of coefficients with indexes between two successive powers of 2. A "zonal bit reversal" ordering is a bit reversal followed by a reordering in the original order inside each zone. For With both definitions we obtain by recursive application of the diagram of Fig. 1 the algorithm of Fig. 3(a) . This algorithm can be more conveniently organized as shown in Fig. 3(b) Fig. 4 .
Number of elementary operations. By making use of relations (1) and (5) 
