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a b s t r a c t
It is known that a nontrivial automorphism on a given graph is computed by using any
oracle that computes a pair of vertices (u, v) such that u is mapped to v by some nontrivial
automorphism. In this paper, we consider a weaker oracle acting as follows. For a given
graph, the oracle returns a pair (v, b) of a vertex v and a bit b ∈ {0, 1} with the promise
that if it returns (v, 0), then the vertex v is fixed by some nontrivial automorphism, but if it
returns (v, 1), then the vertex v is moved by some nontrivial automorphism, provided that
the given graph has a nontrivial automorphism.We here note that the oraclemay return an
arbitrary pair as its answer in case that the given graph has no nontrivial automorphism.
We then show a stronger result that such an oracle is still powerful enough to compute
a nontrivial automorphism. We also show that a similar result holds for RightGA, a
GA-complete problem.We further investigate the computational complexity of computing
a partial solution for PrefixGAwhich is known to beGI-complete. For this problem,we show
that, whenwe consider any oracle similar to onementioned above, the oracle does not help
us to solve PrefixGA unless GI≤pT GA.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The Graph Isomorphism problem (GI) is to determine whether two given graphs are isomorphic or not. Closely related
to GI is the Graph Automorphism problem (GA): given a graph G, decide whether its automorphism group contains a
nontrivial automorphism. These problems are trivially in NP, but the problems are not known to be in P and not known to be
NP-complete either [6,11]. In spite of their similarity, there seem to be differences between the computational structures
of these problems. For example, GI has a polynomial time computable and-function [4], but it is not known whether there
exists such a function for GA. Actually, GA seems to be computationally easier than GI. Although GA is polynomial time
many-one reducible to GI [4], it is not known whether GI is reducible to GA or not. Lubiw [7] has left this problem as an
open question. There are many problems similar to GA. It is known that the prefix set of GA (PrefixGA) is polynomial time
many-one equivalent to GI. Lozano and Torán [4] have shown that the left set of GA (LeftGA) is polynomial time many-
one equivalent to GI. On the other hand, they also prove that the right set of GA (RightGA) is polynomial time many-one
equivalent to GA. Other discussions between GI and GA are found in e.g., [1,2,6,8,10].
Several results are known so far, which claim that obtaining a partial solution is powerful enough for computing a
complete solution. For several NP problems, Gál [3] proved that it is enough for solving corresponding function problems
to provide an efficient algorithm for computing only a small part of a solution. Große et al. [5] proved that an isomorphism
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between two given graphs can be computed by using any oracle that gives a single pair of vertices that aremapped onto each
other by some isomorphism. In [9], it has been proved that a nontrivial automorphism on a given graph can be computed
by using any oracle that gives a single pair of vertices (u, v) (possibly u = v) such that u is mapped to v by some nontrivial
automorphism. These results indicate that for GI and GA, we can compute a complete solution from pieces of complete
solutions.
In this paper, we show that a nontrivial automorphism on a given graph can be computed in polynomial time by using
any oracle that, on a query graph G, returns a pair (v, b) of a vertex v and a bit b such that if b = 0, then some nontrivial
automorphism fixes v, whereas, if b = 1 then some nontrivial automorphism moves v, provided that G has a nontrivial
automorphism; in case that G has no nontrivial automorphism, the oracle may return a pair arbitrarily. The result is quite
a contrast to known results in the sense that the oracle used in [9] could return a pair of vertices, while our oracle returns
only one vertex. We also show that a similar result holds for RightGA, a GA-complete problem.
We also investigate the computational complexity of computing a partial solution for PrefixGA, a GI-complete problem.
We consider two different kinds of oracle for this problem. One of them computes a pair of vertices (u, v) (possibly u = v)
such that some nontrivial automorphism maps u to v. The other one computes a pair of a vertex and a bit as in case of GA.
We show that the former is powerful enough to solve PrefixGA whereas the latter is not. Precisely speaking, we show that
PrefixGA is reducible to the former, but PrefixGA is not reducible to the latter unless GI≤pT GA. This is quite a contrast with
the results for GA-complete problems. This seems to indicate a structural difference between GA and GI.
2. Computing a graph automorphism from partial solutions
Throughout this paper, we suppose that all graphs are undirected and simple. For a graph G, its vertex set and its edge set
are denoted by V (G) and E(G), respectively.We sometimes identify a graphwith its vertex set if there is no fear of confusion.
For a vertex v ∈ V (G), we define NG(v) = {w ∈ V (G)|(v,w) ∈ E(G)} and define G\{v} to be a graph obtained from G by
removing v and all edges incident to v. For two graphs G and H , G ∪ H is the disjoint union of G and H . A labeled graph is a
graph with labels assigned to its vertices. In this paper, we assume that each label is a set of distinct positive integers. For
two functions f : A → B and g : C → D, if A ∩ C = φ then we define f unionsq g by, for all v ∈ A ∪ C , f unionsq g(v) = f (v) if
v ∈ A and f unionsq g(v) = g(v) otherwise. For a function f : A → B we denote f |X to be the restriction of f whose domain is
X ⊆ A. A bijection ϕ : V (G) 7→ V (H) is an isomorphism from G to H if, for every vertices u and v, (u, v) ∈ E(G) if and only if
(ϕ(u), ϕ(v)) ∈ E(H). In the case of labeled graph, each isomorphism must also preserve the labels. An automorphism on a
graph G is an isomorphism from G to G. We denote by idG the identity automorphism (the trivial automorphism) of a graph
G. The Graph Isomorphism problem (GI for short) is the problem of deciding whether there is an isomorphism between two
given graphs. The Graph Automorphism problem (GA for short) is the problem of deciding whether there is a nontrivial
automorphism on a given graph. For a decision problem, the function version of the problem is to compute a solution if a
given instance is an ‘‘YES’’ instance. The following theorems were proved in [5,9].
Theorem 1 ([5]). Let f pGI be any oracle that, given any two graphs G and H, outputs a pair (v,w) of vertices v ∈ V (G) and
w ∈ V (H) such that if there exists an isomorphism from G to H, then ϕ(v) = w for some isomorphism ϕ from G to H. Then the
function version of GI is polynomial time Turing reducible to f pGI .
Theorem 2 ([9]). Let f pGA be any oracle that, given any graph G, outputs a pair of vertices (u, v) (possibly u = v), such that if
there exists a nontrivial automorphism on G then u is mapped to v by some nontrivial automorphism on Gˆ. Then the function
version of GA is polynomial time Turing reducible to f pGA.
Note that the oracle f pGI is trivially reducible to the function version of GI and the function version of GI is known to be
reducible to (the decision version of) GI. So, f pGI is reducible to GI. By a similar manner, we can easily observe that f
p
GA is
reducible to GA. The above two theorems say that computing a pair of vertices that is a piece of a (complete) solution is as
hard as computing a (complete) solution. Note that if we query f pGI on a pair of non-isomorphic graphs, then the oracle returns
an arbitrary pair without revealing that there is no isomorphism between them. Moreover, if we query f pGI on a fixed pair of
graphs repeatedly, then the oracle could keep returning the same pair or it could return a distinct pair for each query; in the
latter case, the oracle may suppose distinct isomorphism for each answer, that is, there is no guarantee of the existence of
an isomorphism that contains all of the answers. We also have those properties for f pGA.
In this section, we consider an oracle that is weaker than f pGA. Our main result in this section is that such oracle is also
powerful enough to solve GA. To prove the result, we first focus our attention on labeled graphs. The result for unlabeled
graphs is obtained from the result for labeled graphs by using a well known gadget technique. At the end of this section, we
state the detail of this fact. Now we give a formal definition of the oracle.
Definition 3. Let fLGA be any oracle that, given any labeled graph G, outputs a pair (v, b) of a vertex v and a bit b such that if
there exists a nontrivial automorphism on G then the pair satisfies the following condition: if b = 0, then some nontrivial
automorphism on G fixes v, whereas, if b = 1 then some nontrivial automorphism on Gmaps v to a different vertex.
The next theorem says that fLGA is powerful enough to solve the Labeled Graph Automorphism problem (LGA for short).
Theorem 4. The function version of LGA is polynomial time Turing reducible to fLGA.
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We review some simple facts and define some terminologies before proving the theorem. In general, it is difficult to
determine, by only using information from the oracle, whether a graph has a nontrivial automorphism. However, in some
special case, we can take notice of the lack of a nontrivial automorphism by checking simple conditions.
Definition 5. Let G be a labeled graph and let v1, v2, (v1 6= v2) be vertices of G. Let W1 and W2 be the connected
components of G containing v1 and v2 respectively. We say that v2 is a candidate for v1 if these vertices have the same
label, |NG(v1)| = |NG(v2)|, andW1\{v1} is disconnected if and only ifW2\{v2} is disconnected.
Note that if the oracle returns a pair (v, 1) with a vertex v which has no candidate vertex, then we can immediately
conclude that there is no nontrivial automorphism on the query graph.
Definition 6. Let X1, . . . , Xa, Y1, . . . , Ya be 2a connected labeled graphs such that |X1| = · · · = |Xa| = |Y1| = · · · = |Ya|.
We denote by 〈(X1, Y1), . . . , (Xa, Ya)〉 the labeled graph constructed as follows. Let l1, l2, . . . , la be integers which are not
used as labels of vertices in X1∪ · · ·∪Xa∪Y1∪ · · ·∪Ya. For each s (1 ≤ s ≤ a), add ls to the label of every vertex in Xs∪Ys in
order to distinguish each Xs ∪ Ys from the others. Let Xˆ1, . . . , Xˆa, Yˆ1, . . . , Yˆa be the resulting graphs. Then, the labeled graph
〈(X1, Y1), . . . , (Xa, Ya)〉 is the disjoint union of Xˆ1, . . . , Xˆa, Yˆ1, . . . , Yˆa. We also defineMG = |Xˆ1|; note here that Xs’s and Ys’s
have the same cardinality.
Note that every automorphism on 〈(X1, Y1), . . . , (Xa, Ya)〉must maps Xs ∪ Ys onto itself.
The oracle fLGA returns a pair of a vertex and a bit. However, we can assume without loss of generality that the oracle
always returns a pair of the form (vi, 1). This can be observed as follows. Let G be a (connected or disconnected) labeled
graph. If fLGA(G) returns a pair (v1, 0), then generate a copy G1 of G and add an integer l1 that is not used as labels of vertices
of G1 to the label of each neighbor of v1, and then remove the vertex v1 and all edges incident to v1. We then query G1 to
the oracle fLGA. If the oracle returns a pair (v2, 0) for some v2 ∈ V (G1), then we repeat the same process as above for G1
and v2; that is, make a copy G2 of G1 and add a new integer l2 to the label of each neighbor of v2, remove the vertex v2 and
all edges incident to v2, and then query the resulting graph to the oracle. We repeat this process until the oracle returns a
pair (vi, 1) for some vertex vi or until the graph becomes empty. As long as G has a nontrivial automorphism, the oracle will
eventually return a pair of the form (vi, 1). In this case, there exists a nontrivial automorphism on the original graph G that
maps the vertex vi to a different vertex. So, we can use the pair (vi, 1) as an answer to the original query fLGA(G). If the graph
constructed in the above process becomes empty, then we can see that G has no nontrivial automorphism. So, we can use a
pair of an arbitrary vertex and a bit 1 as an answer to the original query fLGA(G). As a result, we can assume that the oracle
fLGA always returns a pair of a vertex and a bit 1.
Now, we move on to showing the Turing reduction in Theorem 4. We assume below that the oracle fLGA always returns a
pair of the form (v, 1) according to the above observation. Given a labeled graph G, we first construct two copies G1 and G2
of G and give a distinct label to the vertices of each Gi in order to distinguish G1 and G2 from each other. Then, we construct
〈(G1,G2)〉 from the resulting graphs. It is easy to see that G has a nontrivial automorphism if and only if 〈(G1,G2)〉 has
a nontrivial automorphism. Furthermore, given a nontrivial automorphism ϕ of 〈(G1,G2)〉, we can construct a nontrivial
automorphism of G in polynomial time; precisely speaking, at least one of ϕ|G1 and ϕ|G2 is a nontrivial automorphism of
G. Now, our remaining task is to determine whether a nontrivial automorphism on 〈(G1,G2)〉 exists, and if so, construct
a nontrivial automorphism on 〈(G1,G2)〉. The following lemma states that, by using fLGA, a bijection on 〈(G1,G2)〉 can be
computed recursively so that if 〈(G1,G2)〉 has a nontrivial automorphism then the resulting bijection is actually a nontrivial
automorphism on the graph. Recall that if the oracle returns a pair (v, 1) such that there is no candidate vertex for v, then
the graph has no nontrivial automorphism.
Lemma 7. Let G = 〈(X1, Y1), . . . , (Xa, Ya)〉 be a labeled graph constructed by an operation 〈 · 〉 from 2a connected labeled
graphs X1, . . . , Xa, Y1, . . . , Ya with |X1| = · · · = |Xa| = |Y1| = · · · = |Ya| ≥ 2. Let (v, 1) be a pair resulting from a query
fLGA(G). If there exists a candidate for v in G then there exists a labeled graph Gˆ that satisfies the following conditions.
1. Gˆ can be constructed in polynomial time.
2. Gˆ is constructed by an operation 〈 · 〉 from Xs ∪ Ys which contains v; the other components are ignored.
3. MGˆ = MG − 1 and Gˆ has at most 4MG connected components.
4. G has a nontrivial automorphism if and only if Gˆ has a nontrivial automorphism.
5. If a nontrivial automorphism ψ on Gˆ is given then a nontrivial automorphism on G can be constructed from ψ in polynomial
time.
Proof. By symmetry, we assume below that some Xs contains v. For the case that some Ys contains v, we can prove the claim
similarly. First, we construct a labeled graph Gˆ (only) from Xs ∪ Ys as follows. Let l be an integer that is not used as labels of
vertices of Xs ∪ Ys. Let vj1 , vj2 , . . . , vjb ∈ Xs be the candidates for v in Xs. Then we create 2b copies U1, . . . ,Ub,W1, . . . ,Wb
of Xs. For each Ut , (1 ≤ t ≤ b), add l to the label of each neighbor of v, and then remove the vertex v and all edges
incident to v. For each Wt , (1 ≤ t ≤ b), add l to the label of each neighbor of vjt , and then remove the vertex vjt and all
edges incident to vjt (see the left of Fig. 1). Let vk1 , vk2 , . . . , vkc ∈ Ys be the candidates for v in Ys. Then we create c copies
S1, . . . , Sc of Xs and create c copies T1, . . . , Tc of Ys. For each Su, (1 ≤ u ≤ c), add l to the label of each neighbor of v and
then remove the vertex v and all edges incident to v. For each Tu, (1 ≤ u ≤ c), add l to the label of each neighbor of vku
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Fig. 1. Construction of the labeled graph Ut ,Wt (the left of the figure) and Su , Tu (the right of the figure) in Lemma 7. Large black circles denote the vertices
to which a new label l is added.
and then remove the vertex vku and all edges incident to vku (see the right of Fig. 1). Since vjt and vku are candidates for
v, Xs\{v} is disconnected if and only if each of the graphs Ut ,Wt , Su, and Tu is disconnected. If Xs\{v} is disconnected then
we consider the complement X¯s and Y¯s instead of Xs and Ys, and then construct Ut ,Wt , Su, Tu from X¯s and Y¯s in the same
manner.1 As a consequence, we can assume that each of the graphs Ut ,Wt , Su, Tu is connected. Denote Gˆ be the labeled
graph 〈(U1,W1), . . . , (Ub,Wb), (S1, T1), . . . , (Sc, Tc)〉.
We easily see that the first and second conditions are satisfied. Note that, for the vertex v, there are at mostMG candidate
vertices in each of Xs and Ys. Note also that Gˆ is constructed only from Xs and Ys where we do not use other connected
components of G. So, Gˆ has at most 4MG connected components. Furthermore, it is obvious that every connected component
of Gˆ hasMG − 1 vertices. Therefore, the third condition holds.
We will below prove the fourth and fifth conditions are satisfied. Assume that there exists a nontrivial automorphism
on G. Then, by the property of the oracle, there exists a nontrivial automorphism ϕ on G that maps v to a different vertex.
Therefore, we have that ϕ|Xs∪Ys is a nontrivial automorphism on Xs ∪ Ys. Now we have the following two cases.
1. ϕ(Xs) = Xs. In this case, ϕ|Xs is a nontrivial automorphism on Xs that maps v to a different vertex. So there exists a
candidate vjt ∈ Xs for v such that vjt = ϕ(v). Since, using ϕ|Xs , we can construct an isomorphism ξ from Ut toWt , ξ unionsqξ−1
is a nontrivial automorphism on Ut ∪Wt . Now we have a nontrivial automorphism ψ on Gˆ defined as follows:
ψ(w) =
{
ξ unionsq ξ−1(w) if w ∈ Ut ∪Wt
w otherwise. (1)
2. ϕ(Xs) = Ys. In this case, ϕ|Xs is an isomorphism from Xs to Ys. Furthermore, there exists a candidate vku ∈ Ys for v such
that vku = ϕ(v). Since ϕ|Xs can be considered as an isomorphism ξ from Su to Tu, we have that ξ unionsq ξ−1 is a nontrivial
automorphism on Su ∪ Tu. Now we have a nontrivial automorphism ψ on Gˆ defined as follows:
ψ(w) =
{
ξ unionsq ξ−1(w) if w ∈ Su ∪ Tu
w otherwise. (2)
Conversely, we assume that there exists a nontrivial automorphism ψ on Gˆ. We have the following cases.
1. There exists t, (1 ≤ t ≤ b) such thatψ |Ut∪Wt is a nontrivial automorphism onUt ∪Wt . In this case, we have the following
two cases.
(a) ψ(Ut) = Ut . In this case, eitherψ |Ut is a nontrivial automorphism on Ut orψ |Wt is a nontrivial automorphism onWt .
If ψ |Ut is a nontrivial automorphism on Ut then ψ |Ut can be considered as a nontrivial automorphism ξ on Xs that
fixes v. If ψ |Wt is a nontrivial automorphism onWt then ψ |Wt can be considered as a nontrivial automorphism ξ on
Xs that fixes vjt . In both cases, using ξ , we can construct a nontrivial automorphism τ on G defined as follows:
τ(w) =
{
ξ(w) if w ∈ Xs
w otherwise. (3)
(b) ψ(Ut) = Wt . In this case,ψ |Ut is an isomorphism fromUt toWt and it can be considered as a nontrivial automorphism
ξ on Xs that maps v to vjt . So we have a nontrivial automorphism τ on G defined as follows:
τ(w) =
{
ξ(w) if w ∈ Xs
w otherwise. (4)
2. There exists u, (1 ≤ u ≤ c) such that ψ |Su∪Tu is a nontrivial automorphism on Su ∪ Tu. In this case, we can consider
ψ |Su∪Tu to be a nontrivial automorphism ξ on Xs ∪ Ys that fixes v and vku or exchanges v and vku . Now, we have a
1 Note that the complement of a disconnected graph is always connected.
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nontrivial automorphism τ on G defined as follows:
τ(w) =
{
ξ(w) if w ∈ Xs ∪ Ys
w otherwise. (5)
We conclude that there exists a nontrivial automorphism on G. Furthermore, such an automorphism on G can be
constructed from ψ in polynomial time. This completes the proof of Lemma 7. 
Now, we are ready to state the Turing reduction in Theorem 4. The following algorithm specifies the reduction that
computes a bijection on a given labeled graph G. Wewill later prove that the bijection is actually a nontrivial automorphism
on G if G has a nontrivial automorphism.
Algorithm 1which is given a labeled graph G as an input.
1. Construct a labeled graph 〈(G1,G2)〉 from G1 and G2 where G1 and G2 are copies of G such that each of them are
distinguished by labels from each other.
2. Call Algorithm 2 on 〈(G1,G2)〉which returns a bijection on the vertices of 〈(G1,G2)〉.
3. Letψ be the returned bijection. If it is a nontrivial automorphism on 〈(G1,G2)〉 then compute a nontrivial automorphism
ϕ on G from ψ , and return ϕ as a nontrivial automorphism on G. Otherwise, return an arbitrary bijection on V (G).
Algorithm 2 which is given a labeled graph G = 〈(X1, Y1), . . . , (Xa, Ya)〉with |X1| = · · · = |Xa| = |Y1| = · · · = |Ya|.
1. If |X1| = · · · = |Xa| = |Y1| = · · · = |Ya| = 1 then, look for s (1 ≤ s ≤ a) such that the only vertex of Xs and the only
vertex of Ys have the same label. If there exists such an s then return a nontrivial automorphism on G that exchanges
those two vertices to each other but fixes the other vertices. Otherwise, return an arbitrary bijection on V (G).
2. Query fLGA on G. Recall that we can assume that the oracle always returns a pair of a vertex and a bit 1. Thus we let (v, 1)
be the returned pair for the query.
3. If there is no candidate for v in G, then return an arbitrary bijection on V (G).
4. Otherwise, construct Gˆ from G and (v, 1) as in Lemma 7.
5. Recursively call Algorithm 2 on Gˆ and let ψ be a bijection returned for the call.
6. If ψ is a nontrivial automorphism on Gˆ, then compute a nontrivial automorphism ϕ on G from ψ as in Lemma 7, and
return ϕ as a nontrivial automorphism on G. Otherwise, return an arbitrary bijection on V (G).
Lemma 8. The algorithm terminates in polynomial time. Furthermore, if there exists a nontrivial automorphism on a given labeled
graph then the bijection that is computed by the algorithm is a nontrivial automorphism on the graph.
Proof. By the statements of Lemma 7, G = 〈(X1, Y1), . . . , (Xa, Ya)〉 in Algorithm 2 always satisfies the condition |X1| =
· · · = |Xa| = |Y1| = · · · = |Ya|. Furthermore, whenever it carries out recursion once,MG decreases by one. So, the algorithm
reduces the number of vertices of each connected component to one after |MG − 1| recursive calls. Together with the fact
that Gˆ can be constructed in polynomial time, the algorithm terminates in polynomial time.
Next, we prove that if there exists a nontrivial automorphismon a given labeled graph then the bijection that is computed
by the algorithm is a nontrivial automorphism on the graph. Let G be a labeled graph 〈(X1, Y1), . . . , (Xa, Ya)〉 such that
|X1| = · · · = |Xa| = |Y1| = · · · = |Ya| = 1. If G has a nontrivial automorphism then there exists s (1 ≤ s ≤ a) such
that both the only vertex of Xs and the only vertex of Ys have the same label and the bijection on V (G) that exchanges these
two vertices but fixes the other vertices is a nontrivial automorphism on G. Together with Lemma 7, we have the claim
immediately. 
Theorem 4 has dealt with labeled graphs. By using a well-known gadget technique, we can prove that the oracle of
Theorem 4 can be computed by using the unlabeled version of the oracle. This fact leads to the result for unlabeled graphs.
Lemma 9. Let fGA be any oracle that, given any unlabeled graph H, outputs a pair (w, b) such that if there exists a nontrivial
automorphism on H, then the pair satisfies the following condition: if b = 0, then some nontrivial automorphism on H fixes w,
whereas, if b = 1, then some nontrivial automorphism movesw. Then, fLGA is polynomial time Turing reducible to fGA.
Proof. Let G be a labeled graph. Let L(v) be the label of a vertex v. We can assume that every integer that is used as labels
of vertices in G is between 1 and |V (G)|c for some constant c. Letm be the maximum integer in⋃v∈V (G) L(v)∪ {|V (G)|}. We
below show an algorithm that computes fLGA by using fGA.
Firstly, the algorithm constructs an unlabeled graph H from the labeled graph G as follows. Let H ′ be a copy of G. For each
vertex v ∈ V (H ′), construct a gadget of Fig. 2. The gadget consists of a path of 2m+ 3 vertices starting from v and, for each
lj ∈ L(v), a path of lj vertices starting from the (m + 2)-th vertex of the above path. Denote H be the resulting graph. We
easily see that, for every nontrivial automorphism ϕ on H , ϕ|H ′ is a nontrivial automorphism on G.
Secondly, the algorithm queries fGA about H . Let (w, b) be the resulting pair. If w is a vertex of H ′, then the algorithm
outputs (w, b). If w is a vertex of a gadget that was attached to some vertex v of H ′, then the algorithm outputs (v, b). It is
easy to see that the computed pair satisfies the required conditions. 
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Fig. 2. The gadget attached to v whose label is {l1, . . . , lk}.
The following theorem is the main result in this paper.
Theorem 10. The function version of GA is polynomial time Turing reducible to fGA.
Proof. GA is trivially reducible to LGA. Together with Theorem 4 and Lemma 9, we have the following reducibilities:
GA ≤pT LGA ≤pT fLGA ≤pT fGA. 
We finish this section by discussing another type of oracle. Denote f 1GA be any oracle that, given any unlabeled graph,
outputs a vertex v such that if there exists a nontrivial automorphism on the graph, then v is mapped to a different vertex
by some nontrivial automorphism. That is, f 1GA is the same as fGA, except that the new oracle always returns only a vertex but
not a bit. Then, fGA is reducible to f 1GA since, for the vertex v that was answered by f
1
GA, fGA can always answer a pair (v, 1). So,
the following corollary holds.
Corollary 11. The function version of GA is polynomial time Turing reducible to f 1GA.
A nontrivial automorphism possibly fix some vertex. However, the corollary says that we can compute a nontrivial
automorphism only from vertices that is moved by some solution. Since f 1GA is reducible to the function version of
GA, f 1GA is also reducible to GA. So, f
1
GA does not seem to be powerful enough to solve GI-complete problems, like
AUTOMORPHISM_WITH_1_RESTRICTION that was introduced in [7], i.e. given a graph G and a vertex v ∈ V (G),
determining whether there is a nontrivial automorphism that maps v to a different vertex. In spite of the similarity between
f 1GA and AUTOMORPHISM_WITH_1_RESTRICTION, f
1
GA is reducible to GA but AUTOMORPHISM_WITH_1_RESTRICTION is
GI-complete. So, f 1GA does not seem to be available to solve the problem.
3. Other problems related to graph automorphism
In this section, we consider some problems related to GA. To state the problems, we need the following definitions.
An injective function σ : {1, . . . , t} 7→ {1, . . . , n}, (t ≤ n) is represented by a string σ(1) · · · σ(t) over the alphabet
{1, . . . , n}. In this way, two functions σ , ϕ : {1, . . . , t} 7→ {1, . . . n} represented by the strings σ(1) · · · σ(t) and
ϕ(1) · · ·ϕ(t) can be compared and we say that σ is smaller than ϕ if the string σ(1) · · · σ(t) is smaller than the string
ϕ(1) · · ·ϕ(t) in lexicographical order.
We consider the following problems related to graph automorphism. The symbol ≤ refers to lexicographical order and
the symbol ϕt refers to the subsequence ϕ(1) · · ·ϕ(t) of ϕ.
RightGA = {(G, σ ) : V (G) = {1, . . . , n}, σ : {1, . . . , t} 7→ {1, . . . , n} for some t ≤ n, and there is a nontrivial
automorphism ϕ on G such that ϕt ≤ σ }.
PrefixGA = {(G, σ ) : V (G) = {1, . . . , n}, σ : {1, . . . , t} 7→ {1, . . . , n} for some t ≤ n, and there exists a nontrivial
automorphism ϕ on G such that ϕt = σ }.
Lozano and Torán [4] proved the following theorem.
Theorem 12. [4] RightGA is polynomial time many-one equivalent to GA.
The following proposition is noted in [1].
Proposition 13. PrefixGA is polynomial time many-one equivalent to GI.
In the previous section,we have shown that a nontrivial automorphism can be computed by using any oracle that gives us
a pair of a vertex and a bit. Our interest in this section is whether or not those automorphisms related to the above problems
have a similar property. We will show that those in RightGA have the property. On the other hand, those in PrefixGA do not
have the property unless GI≤pT GA.
3.1. Computing a partial solution for a GA-complete problem
We first prove that RightGA can be computed from pairs of a vertex and a bit.
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Definition 14. Let fRightGA be any oracle that, given any pair (G, σ ), outputs a pair (v, b) of a vertex v and a bit b such that
if (G, σ ) ∈ RightGA then the pair satisfies the following condition: if b = 0, then there exists a nontrivial automorphism ϕ
with ϕt ≤ σ that fixes v, whereas, if b = 1, then there exists a nontrivial automorphism ϕ with ϕt ≤ σ that maps v to a
different vertex.
The following theorem indicates that fRightGA is powerful enough to solve RightGA.
Theorem 15. The function version of RightGA is polynomial time Turing reducible to fRightGA.
Proof. We prove the following reducibilities.
FRightGA ≤pT RightGA ≤pT GA ≤pT fGA ≤pT fRightGA
where FRightGA denotes the function version of RightGA. It is known that FRightGA is reducible to RightGA [6]. The second
and third reducibilities follow immediately from Theorems 12 and 10. So, we prove that fGA is reducible to fRightGA. Let G,
V (G) = {1, . . . , n} be an input for fGA. We consider a pair (G, σ ) with σ(1) = n. Since every automorphism in G is smaller
than or equal to σ , every nontrivial automorphism on G is also a nontrivial automorphism on G that is smaller than or equal
to σ . We have that fGA is reducible to fRightGA. 
The next corollary is analogous to Corollary 11 and that is easily derived from Theorem 15. f 1RightGA is the same as fRightGA,
except that the new oracle always returns only a vertex but not a bit.
Corollary 16. The function version of RightGA is polynomial time Turing reducible to f 1RightGA.
3.2. Computing a partial solution for a GI-complete problem
Wenowmove on to PrefixGA.We first define an oracle that gives us a pair of vertices that is a part of a complete solution.
Definition 17. Let f pPrefixGA be any oracle that, given any pair (G, σ ), outputs a pair of vertices (i, j) (possibly i = j) with
i 6∈ Dom(σ ) and j 6∈ Range(σ ) such that if (G, σ ) ∈ PrefixGA then i is mapped to j by some nontrivial automorphism that is
an extension of σ .
We easily see that f pPrefixGA is powerful enough to solve the function version of PrefixGA. This can be shown as follows. Given
an instance (G, σ ), we query f pPrefixGA about (G, σ ) and receive an answer (i, j) from the oracle. We then create a new query
(τ (G), σ ′), where τ is a transposition over V (G) that exchanges t + 1 and i, τ(G) denotes the isomorphic image of G by τ ,
and σ ′ = σ unionsq {(t + 1, j)}which is defined more formally as the composition τ−1 ◦ (σ unionsq {(i, j)}) ◦ τ . Note here that we need
the transposition τ because of our definition of the oracle f pPrefixGA. We may repeat this process until Dom(σ
′) = V (G). If G
has a nontrivial automorphism, then we can obtain such an automorphism by computing τˆ ◦ σ ′ ◦ τˆ−1 where τˆ denotes the
composition of all transpositions created so far.
Proposition 18. The function version of PrefixGA is polynomial time Turing reducible to f pPrefixGA.
Next, as in the cases of GA and RightGA, we consider an oracle that gives us a pair of a vertex and a bit.
Definition 19. Let fPrefixGA be any oracle that, given any pair (G, σ ), outputs a pair (i, b) of a vertex i with i 6∈ Dom(σ ) and
a bit b such that if (G, σ ) ∈ PrefixGA then the pair satisfies the following condition: if b = 0, then there exists a nontrivial
automorphism ϕ with ϕt = σ that fixes i, whereas, if b = 1, then there exists a nontrivial automorphism ϕ with ϕt = σ
that maps i to a different vertex.
We easily see that fPrefixGA is reducible to f
p
PrefixGA. As previously mentioned, for two GA-complete problems, GA and
RightGA, a complete solution is computable by using any oracle that computes a pair of a vertex and a bit. Our interest
is nowwhether or not a similar case holds for PrefixGA. In the next theorem, we show an evidence that fPrefixGA is easier than
PrefixGA. That is, we below show that fPrefixGA is polynomial time Turing equivalent to GA. This indicates that it is unlikely that
PrefixGA is reducible to fPrefixGA. This is quite a contrast with the results for GA-complete problems. This seems to indicate a
structural difference between GA and GI.
Theorem 20. fPrefixGA is polynomial time Turing reducible to GA.
Proof. We show a polynomial time algorithm that computes fPrefixGA by using GA. Let (G, σ ) be a query to the oracle with
V (G) = {1, . . . , n} and σ : {1, . . . , t} 7→ {1, . . . , n}. Let S = {i ∈ Dom(σ )|NG(i) ∩ (V (G)\Dom(σ )) 6= ∅}. We first note
that if there exists i ∈ Dom(σ ) such that σ(i) is a vertex of V (G)\Dom(σ ), then we have that every automorphism that is
an extension of σ maps σ(i) to a different vertex. So, in this case, the algorithm outputs (σ (i), 1). Therefore, in the rest of
this proof, we assume that, for every i ∈ Dom(σ ), σ(i) is also in Dom(σ ). Note that, in this case, every automorphism that
is an extension of σ maps Dom(σ ) onto itself and maps V (G)\Dom(σ ) onto itself. We consider the following cases.
1. For every i ∈ Dom(σ ), σ(i) = i. In this case, we consider a labeled graph G[1,...,t] where G[1,...,t] denote the graph Gwith
distinct labels attached to the vertices in {1, . . . , t}. Then every nontrivial automorphism on G that is an extension of σ
is also a nontrivial automorphism on G[1,...,t], and vice versa. As mentioned in the previous section, we can assume that
the oracle fLGA gives us an answer of the form (v, 1) for any query. Obviously, such an answer can be viewed as an answer
of fPrefixGA. By this observation, we have that fPrefixGA is reducible to fLGA, and is also reducible to GA.
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2. There exists i ∈ Dom(σ )\S such that σ(i) 6= i and for every i ∈ S, σ(i) = i. In this case, if there exists a nontrivial
automorphism on G that is an extension of σ , then the bijection on G that maps each vertex in Dom(σ ) according to σ
and that fixes every vertex in V (G)\Dom(σ ) is a nontrivial automorphism on G. So, the algorithm outputs (t + 1, 0).
3. There exists i ∈ S such that σ(i) 6= i and the cardinality of NG(i) ∩ (V (G)\Dom(σ )) is not equal to the cardinality of
NG(σ (i)) ∩ (V (G)\Dom(σ )). In this case, it is obvious that there is no automorphism that is an extension of σ . So, the
algorithm returns an arbitrary pair of a vertex and a bit.
4. There exists i ∈ S such that σ(i) 6= i, and for every such vertex i, the cardinality of NG(i) ∩ (V (G)\Dom(σ )) is equal to
the cardinality of NG(σ (i)) ∩ (V (G)\Dom(σ )). In this case, we have the following cases.
(a) For every i ∈ S with σ(i) 6= i, NG(i) ∩ (V (G)\Dom(σ )) = NG(σ (i)) ∩ (V (G)\Dom(σ )). In this case, if there exists
a nontrivial automorphism on G that is an extension of σ , then the bijection on G that maps each vertex in Dom(σ )
according to σ and that fixes every vertex in V (G)\Dom(σ ) is a nontrivial automorphism on G. So, the algorithm
outputs (t + 1, 0).
(b) There exists i ∈ S such that σ(i) 6= i andNG(i)∩(V (G)\Dom(σ )) 6= NG(σ (i))∩(V (G)\Dom(σ )). In this case, for such a
vertex i, we can choose a vertex j of (NG(i)\NG(σ (i)))∩(V (G)\Dom(σ )). Furthermore, every nontrivial automorphism
on G that is an extension of σ must maps such j to a vertex of NG(σ (i)) ∩ (V (G)\Dom(σ )). So, the algorithm outputs
(j, 1). The above case analysis completes the proof. 
Theorem 20 indicates that if PrefixGA is reducible to fPrefixGA, then GI is polynomial time Turing reducible to GA.
Corollary 21. PrefixGA is not reducible to fPrefixGA unless GI ≤pT GA.
4. Concluding remarks
Lubiw [7] introduced the FIXED_POINT_FREE_AUTOMORPHISM which asks whether or not there is a fixed-point-free
automorphism on a given graph. It was then proved that the problem is NP-complete. For any instance to the problem,
every solution (nontrivial automorphism) moves every vertex. So, any oracle naturally corresponding to this problem that
computes a pair of a vertex and a bit can be computed in polynomial time since such an oracle can always answer a pair
of an arbitrary vertex and a bit 1. Therefore, we need more powerful oracle to solve the problem. In [9], the author of the
paper left the question whether or not FIXED_POINT_FREE_AUTOMORPHISM is reducible to any oracle that gives us a pair
of vertices. However, the ideas that are used in [9] cannot seem to be directly applied to solve the question. This seems to
be an interesting question for further research.
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