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Abstract. We derive a priori estimates for the incompressible free-boundary Euler equations with
surface tension in three spatial dimensions. Working in Lagrangian coordinates, we provide a priori
estimates for the local existence when the initial velocity, which is rotational, belongs to H3 and
the trace of initial velocity on the free boundary to H3.5, thus lowering the requirement on the
regularity of initial data in the Lagrangian setting. Our methods are direct and involve three key
elements: estimates for the pressure, the boundary regularity provided by the mean curvature, and
the Cauchy invariance.
1. Introduction
In this paper we derive a priori estimates for the incompressible free-boundary Euler equations
with surface tension in three space dimensions. While such equations have been extensively studied
in the literature (see references below), our methods are technically and conceptually very simple.
Our a priori estimates provide bounds for the Lagrangian velocity in H3 in the interior domain and
H3.5 on the boundary of the domain, an improvement in regularity as compared to [25, 34, 48, 71].
The incompressible free-boundary Euler equations in a domain of R3 are given by
∂u
∂t
+∇uu+∇p= 0 in D , (1.1a)
div u= 0 in D , (1.1b)
p= σH on ∂D , (1.1c)
(∂t + u
j∂xj )
∣∣
∂D
∈T∂D , (1.1d)
u(0, ·) = u0, Ω(0)= Ω0, (1.1e)
where D =
⋃
0≤t<T
{t} × Ω(t). (1.1f)
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Above, the quantities u = u(t, x) and p = p(t, x) are the velocity and pressure of the fluid; Ω(t) ⊂ R3
is the moving (i.e., changing over time) domain, which may be written as Ω(t) = η(t)(Ω0), where η
is the flow of u; σ is a non-negative constant known as the coefficient of surface tension; H is the
mean curvature of the moving (time-dependent) boundary ∂Ω(t); and T∂D is the tangent bundle
of ∂D . The equation (1.1d) means that the boundary ∂Ω(t) moves at a speed equal to the normal
component of u. The quantity u0 is the velocity at time zero (necessarily divergence-free by (1.1b))
and Ω0 is the domain at the initial time, assumed with smooth boundary. The symbol ∇u is the
derivative in the direction of u, often written as u · ∇. The unknowns in (1.1) are u, p, and Ω(t).
Note that H and T∂D are functions of the unknowns and, therefore, are not known a priori, and
have to be determined alongside a solution to the problem.
We focus on the case when σ > 0 and consider the model case when
Ω0 ≡ Ω = T2 × (0, 1).
Denoting coordinates on Ω by (x1, x2, x3), set
Γ1 = T
2 × {x3 = 1}
and
Γ0 = T
2 × {x3 = 0},
so that ∂Ω = Γ0 ∪ Γ1. Using a change of coordinates, it is easy to adjust the approach to cover
the case when the initial domain is a graph (cf. [56]); the estimates remain unchanged modulo
lower order terms. When the domain is not a graph, it is possible to use the straightening of the
boundary and a partition of unity.
We assume that the lower boundary does not move, and thus η(t)(Γ0) = Γ0, where η is the
flow of the vector field u. We introduce the Lagrangian velocity and pressure, respectively, by
v(t, x) = u(t, η(t, x)) and q(t, x) = q(t, η(t, x)), or more simply v = u ◦ η and q = p ◦ η. Therefore,
∂tη = v. (1.2)
Denoting by ∇ the derivative with respect to the spatial variables x, introduce the matrix
a = (∇η)−1,
which is well defined for η near the identity. The map η is volume-preserving as a consequence of
(1.1b), which in turn implies the Piola identity
∂βa
βα = 0. (1.3)
(The identity (1.3) can be verified by direct computation using the explicit form of a given in (2.12)
below, or cf. [39, p. 462].) Above and throughout we adopt the following agreement.
Notation 1.1. We denote by ∂α spatial derivatives, i.e., ∂α = ∂/∂x
α, for α = 1, 2, 3. Greek indices
(α, β, etc.) range from 1 to 3 and Latin indices (i, j, etc.), range from 1 to 2. Repeated indices are
summed over their range. Indices shall be raised and lowered with the Euclidean metric.
In terms of v, q, and a, the system (1.1) becomes
∂tv
α + aµα∂µq= 0 in [0, T ) × Ω, (1.4a)
aαβ∂αvβ = 0 in [0, T ) × Ω, (1.4b)
∂ta
αβ + aαγ∂µvγa
µβ = 0 in [0, T ) × Ω, (1.4c)
aµαNµq + σ|aTN |∆gηα= 0 on [0, T ) × Γ1, (1.4d)
vµNµ= 0 on [0, T ) × Γ0, (1.4e)
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η(0, ·) = id, v(0, ·) = v0, (1.4f)
where id is the identity diffeomorphism on Ω, N is the unit outer normal to ∂Ω, aT is the transpose
of a, | · | is the Euclidean norm, and ∆g is the Laplacian of the metric gij induced on ∂Ω(t) by the
embedding η. Explicitly,
gij = ∂iη
µ∂jηµ, (1.5)
and
∆g(·) = 1√
g
∂i(
√
ggij∂j(·)), (1.6)
where g is the determinant of the matrix (gij). In (1.4d), ∆gη
α simply means ∆g acting on the
scalar function ηα, for each α = 1, 2, 3. See Lemma 2.5 below for some important identities used
to obtain (1.4d).
Since η(0, ·) = id, the initial Lagrangian and Eulerian velocities agree, i.e., v0 = u0. Clearly, v0
is orthogonal to Γ0 in view of (1.4e). Note that
a(0, ·) = I,
where I is the identity matrix, in light of (1.4f).
Notation 1.2. Sobolev spaces are denoted by Hs(Ω) (or simply by Hs when no confusion can
arise), with the corresponding norm denoted by ‖ · ‖s; note that ‖ · ‖0 refers to the L2 norm. We
denote by Hs(∂Ω) the Sobolev space of maps defined on ∂Ω, with the corresponding norm ‖ · ‖s,∂ ,
and similarly the space Hs(Γ1) with the norm ‖ · ‖s,Γ1 . The Lp norms on Ω and Γ1 are denoted by
‖ · ‖Lp(Ω) and ‖ · ‖Lp(Γ1) or ‖ · ‖Lp when no confusion can arise. We use ↾ to denote restriction.
We now state our main result.
Theorem 1.3. Let Ω be as described above and let σ > 0 in (1.4). Let v0 be a smooth divergence-
free vector field on Ω. Then, there exist a T∗ > 0 and a constant C0, depending only on ‖v0‖3,
‖v0‖3.5,Γ1 , and σ > 0, such that any smooth solution (v, q) to (1.4) with initial condition v0 and
defined on the time interval [0, T∗), satisfies
‖v‖3 + ‖∂tv‖2.5 + ‖∂2t v‖1.5 + ‖∂3t v‖0 + ‖q‖3 + ‖∂tq‖2 + ‖∂2t q‖1 ≤ C0.
The dependence of T∗ and C0 on a higher norm on the boundary Γ1 comes from the usual
problems caused by the moving boundary in free-boundary problems. The technical difficulties
leading to the necessity of including such higher norm are similar to those in [48] (see Section 4.1.3
and Remark 4.7 below). However, compared to [48], our initial data belong to lower regularity
Sobolev space H3.
The first existence result for (1.1) or, equivalently, (1.4), is that of Nalimov [63], followed by
[13, 28, 53, 64, 69, 70, 74, 75, 76, 79, 80]. Despite their importance, all these works treat (1.4)
under extra simplifying assumptions, mostly irrotationality. It has not been until fairly recently,
with the works of Lindblad [61] for σ = 0, Coutand and Shkoller [25] for σ ≥ 0, and Shatah and
Zeng [72, 73], also for σ ≥ 0, and more recently by the first author and Ebin [34] for σ > 0, that
existence and uniqueness for (1.4) have been addressed in full generality. Since the early 2000’s,
research on (1.4) has blossomed, as is illustrated by the sample list [1, 3, 4, 5, 6, 7, 10, 8, 2, 9, 12,
11, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 26, 27, 29, 30, 31, 32, 33, 40, 41, 42, 44, 45, 46, 47, 49,
50, 51, 52, 54, 55, 56, 57, 58, 59, 60, 62, 65, 66, 68, 71, 77, 78]. Although we are concerned here
with σ > 0, it is worth mentioning that problem (1.1) behaves differently for σ = 0 and σ > 0.
In view of a counter-example to well-posedness by Ebin [38], an extra condition, known as Taylor
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sign condition, has to be imposed when σ = 0. However, it seems more difficult to obtain the local
existence in lower regularity spaces when σ > 0 compared to σ = 0 due to the presence of two
space derivatives of η on the free boundary.
Assumption 1.4. For the rest of the paper, we work under the assumptions of Theorem 1.3 and
denote by (v, q) a smooth solution to (1.4). We also assume that Ω, Γ1, and Γ0 are as described
above.
2. Auxiliary results
In this section we state some preliminary results that are employed in the proof of Theorem 1.3
below.
Lemma 2.1. Assume that ‖v‖3 ≤ M . Then, there exists a constant C > 0 such that if T ∈
[0, 1/CM ] and (v, q) is defined on [0, T ], the following inequalities hold for t ∈ [0, T ]:
(i) ‖η‖3 ≤ C.
(ii) ‖a‖2 ≤ C.
(iii) ‖∂ta‖Lp ≤ C‖∇v‖Lp, 1 ≤ p ≤ ∞.
(iv) ‖∂α∂ta‖Lp ≤ C‖∇v‖Lp1‖∂αa‖Lp2 +C‖∂α∇v‖Lp, where 1/p = 1/p1+1/p2, and 1 ≤ p, p1, p2 ≤
6.
(v) ‖∂ta‖s ≤ C‖∇v‖s, 0 ≤ s ≤ 2.
(vi) ‖∂2t a‖s ≤ C‖∇v‖s‖∇v‖L∞ +C‖∇∂tv‖s, 0 ≤ s ≤ 1.
(vi)′ ‖∂2t a‖1 ≤ C‖∇v‖25/4 +C‖∇∂tv‖1.
(vii) ‖∂3t a‖Lp ≤ C‖∇v‖Lp‖∇v‖2L∞ + C‖∇∂tv‖Lp‖∇v‖L∞ + C‖∇∂2t v‖Lp , 1 ≤ p <∞.
(viii) Furthermore, if ǫ is sufficiently small and T ≤ ǫ/CM2 then, for t ∈ [0, T ], we have
‖aαβ − δαβ‖2 ≤ ǫ
and
‖aαµaβµ − δαβ‖22 ≤ ǫ.
In particular, the form aαµaβµ satisfies the ellipticity estimate
aαµaβµξαξβ ≥
1
C
|ξ|2.
Proof. The proof is very similar to [48, Lemma 3.1], making the necessary adjustments for ‖v‖3 ≤M
(in [48], ‖v‖3.5 ≤M is used). 
We also need the following statement.
Lemma 2.2. Let f be an H1 solution to
∂α(b
αβ∂βf)= ∂απ
α in Ω,
bαβ∂αfNβ = g on ∂Ω,
where b ∈ H2(Ω), bαβ = bβα, π, ∂απα ∈ L2(Ω), g ∈ H− 12 (∂Ω), with the compatibility condition∫
∂Ω
(πµNµ − g) = 0.
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Suppose that ‖b‖L∞ ≤M and that bαβξαξβ ≥ |ξ|2/M . If
‖b− I‖L∞ ≤ ǫ0,
where I is the identity matrix and ǫ0 is a sufficiently small constant depending on M , then
‖f‖1 ≤ C‖π‖L2Ω + C‖g − πµNµ‖− 1
2
,∂ + ‖f‖L2(Γ1).
Proof. The proof is the same as in [48, Lemma 3.3] and what follows. There, b ∈ H2.5(Ω), but the
same proof works under our assumptions. 
Notation 2.3. In the rest of the paper, the symbol C denotes a positive sufficiently large constant.
It can vary from expression to expression, but it is always independent of ‖v‖3, ‖∂tv‖2.5, ‖∂2t v‖1.5,
‖∂3t v‖0, ‖q‖3, ‖∂tq‖2, and ‖∂2t q‖1. The a priori estimates require for T to be sufficiently small so
that it satisfies TM ≤ 1/C, whereM is an upper bound on the norm of the solution (cf. Lemma 2.1
below). In several estimates it suffices to keep track of the number of derivatives so we write ∂ℓ to
denote any derivative of order ℓ and ∂ℓ to denote any derivative of order ℓ on the boundary, i.e.,
with respect to xi. We use upper-case Latin indices to denote xi or t, so ∂A means ∂t or ∂i.
Remark 2.4. In the subsequent sections, we use the following consequence of Lemma 2.1. Let Q
be a rational function of derivatives of η with respect to xi,
Q = Q(∂1η
1, ∂2η
1, ∂1η
2, ∂2η
2, ∂1η
3, ∂2η
3).
More precisely, we are given a map Q : D → R, where D is a domain in R6, and consider the
composition of Q with D(η↾Γ1), where D means the derivative. Assume that 0 /∈ D and that
(1, 0, 0, 1, 0, 0) ∈ D. Assume that the derivatives of Q belong to Hs(D′), where 1 < s ≤ 1.5 and
D′ is some small neighborhood of (1, 0, 0, 1, 0, 0). The application we have in mind is when Q is
a combination of the terms
√
g and gij . It is not difficult to check that such terms satisfy the
assumptions just stated on Q. In this regard, note that at time zero g is the Euclidean metric on
Γ1, and that (1, 0, 0, 1, 0, 0) corresponds to D(η(0)↾Γ1).
In what follows it suffices to keep track of the generic form of some expressions so we write Q
symbolically as
Q = Q(∂η).
Then
∂AQ(∂η) = Q˜
i
α(∂η)∂A∂iη
α,
where the terms Q˜iα(∂η) are also rational function of derivatives of η with respect to x
i. Note
that Q˜iα(∂η) are simply the partial derivatives of Q evaluated at ∂η. We write the last equality
symbolically as
∂AQ(∂η) = Q˜(∂η)∂A∂η. (2.1)
For s > 1, we have the estimate
‖∂AQ(∂η)‖s,Γ1 ≤ C1‖Q˜(∂η)‖s,Γ1‖∂A∂η‖s,Γ1
where C1 depends only on s and on the domain Γ1. The term ‖Q˜(∂η)‖s,Γ1 can be estimated in
terms of the Sobolev norm of the map Q˜, i.e., ‖Q˜‖Hs(D), and the Sobolev norm of ∂η, i.e., ‖∂η‖s,Γ1 .
Under the conditions of Lemma 2.1, we have
‖∂η − ∂η(0)‖L∞(Γ1) ≤
∫ t
0
‖∂t∂η‖L∞(Γ1) ≤ C2t‖v‖3 ≤ C2Mt,
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where C2 depends only on the domain Γ1 and we used that H
1.5(Γ1) embeds into C
0(Γ1). Therefore,
if t is very small, we can guarantee that
∂η(Γ1) ⊂ D′,
and thus, shrinking D if necessary, we can assume that the derivatives of Q are in Hs(D) for
1 < s ≤ 1.5, and, therefore, that ‖Q˜‖Hs(D) is bounded for s ≤ 1.5. Since Lemma 2.1 also provides
a bound for ‖∂η‖s,Γ1 , s ≤ 1.5, we conclude that
‖∂AQ(∂η)‖s,Γ1 ≤ C‖∂A∂η‖s,Γ1 , for 1 < s ≤ 1.5, (2.2)
where C depends only on M , s, and Γ1, and provided that t is small enough. The above also shows
that
‖Q(∂η)‖s,Γ1 ≤ C‖∂η‖s,Γ1 , for 1 < s ≤ 1.5, (2.3)
We also need some geometric identities that may be known to specialists, but we state them
below and provide some of the corresponding proofs for the reader’s convenience.
Lemma 2.5. Let n denote the unit outer normal to η(Γ1). Then
n ◦ η = a
TN
|aTN | . (2.4)
Denoting by τ the tangent bundle of η(Ω) and by ν the normal bundle of η(Γ1), the canonical
projection Π: τ↾η(Γ1)→ ν is given by
Παβ = δ
α
β − gkl∂kηα∂lηβ. (2.5)
Furthermore, the following identities hold:
ΠαλΠ
λ
β = Π
α
β , (2.6)
|aTN | = √g, (2.7)
√
g∆gη
α =
√
ggij∂2ijη
α −√ggijgkl∂kηα∂lηµ∂2ijηµ, (2.8)
∂A(
√
g∆gη
α) = ∂i
(√
ggij(δαλ − gkl∂kηα∂lηλ)∂A∂jηλ
+
√
g(gijgkl − gljgik)∂jηα∂kηλ∂A∂lηλ
)
,
(2.9)
and
−∆g(ηα↾Γ1) = H ◦ η nα ◦ η. (2.10)
Proof. Letting r = η↾Γ1, we know that n ◦ η is given by (see e.g. [43])
n ◦ η = ∂1r × ∂2r|∂1r × ∂2r| . (2.11)
Using that det(∇η) = 1, we have
a =
∂2η2∂3η3 − ∂3η2∂2η3 ∂3η1∂2η3 − ∂2η1∂3η3 ∂2η1∂3η2 − ∂3η1∂2η2∂3η2∂1η3 − ∂1η2∂3η3 ∂1η1∂3η3 − ∂3η1∂1η3 ∂3η1∂1η2 − ∂1η1∂3η2
∂1η
2∂2η
3 − ∂2η2∂1η3 ∂2η1∂1η3 − ∂1η1∂2η3 ∂1η1∂2η2 − ∂2η1∂1η2
 . (2.12)
Using (2.12) to compute aTN and comparing with ∂1r × ∂2r, one verifies that
aTN = ∂1r × ∂2r,
and then (2.7) follows from (2.11).
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To prove (2.5), we use (2.4) to write
(δαλ − gkl∂kηα∂lηλ)nλ ◦ η =
aµαNµ
|aTN | −
gkl∂kη
α∂lηλa
µλNµ
|aTN | .
Contracting gkl∂lηλa
µλNµ with gmk gives
gmkg
kl∂lηλa
µλNµ = ∂mηλa
3λ
= ∂mη1(∂1η
2∂2η
3 − ∂2η2∂1η3) + ∂mη2(∂2η1∂1η3 − ∂1η1∂2η3)
+ ∂mη3(∂1η
1∂2η
2 − ∂2η1∂1η2)
= 0.
(2.13)
Above, the first equality follows because N = (0, 0, 1) (and gmkg
kl = δlm), the second equality uses
(2.12), and the third equality follows upon setting m = 1 and then m = 2 and observing that in
each case that all terms cancel out. Thus, contracting (2.13) with gmn,
gnl∂lηλa
µλNµ = 0,
and hence
(δαλ − gkl∂kηα∂lηλ)nλ ◦ η =
aµαNµ
|aTN | ,
which implies (2.5).
Identity (2.6) follows from the fact that Π is a projection operator or, alternatively, by direct
computation using (2.5). Identity (2.7) follows from (2.4), (2.11), and the standard formula (see
e.g. [43])
∂1r × ∂2r
|∂1r × ∂2r| =
1√
g
∂1r × ∂2r.
In order to prove (2.8), recall that (see e.g. [43])
∆gη
α = gij∂2ijη
α − gijΓkij∂kηα, (2.14)
where Γkij are the Christoffel symbols. Recalling (1.5), a direct computation using the definition of
the Christoffel symbols gives
Γkij = g
kl∂lη
µ∂2ijηµ, (2.15)
and (2.8) follows from (2.14) and (2.15).
Now, we move to establish (2.9). Using (1.6),
∂A(
√
g∆gη
α) = ∂A∂i(
√
ggij∂jη
α)
= ∂i(
√
ggij∂j∂Aη
α + ∂A(
√
ggij)∂jη
α).
(2.16)
Recalling the standard identity (see e.g. [67]),
∂Ag = gg
kl∂Agkl, (2.17)
we find
∂A(
√
ggij) =
√
g
(
1
2
gijgkl − gljgik
)
∂Agkl,
where we also used the identity
∂Ag
ij = −gljgik∂Agkl (2.18)
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that follows from differentiating gklg
lj = δjk and then contracting with g
ik. Computing ∂Agkl
directly from (1.5) then leads to
∂A(
√
ggij) =
√
g
(
1
2
gijgkl − gljgik
)
(∂A∂kη
λ∂lηλ + ∂kη
λ∂A∂lηλ), (2.19)
Using (2.19) into (2.16) yields (2.9) after some tedious algebra.
Finally, the identity (2.10) is a standard formula for the mean curvature of an embedding into
R
3 (see e.g. [43] or [67]). 
3. Elliptic estimates
In this section we derive some key elliptic estimates. In particular, good estimates for the pressure
are obtained.
Assumption 3.1. Throughout this section, we suppose that the hypotheses of Lemma 2.1 hold.
Therefore, we make frequent use of the conclusions of this lemma without mentioning it every time.
The reader is also reminded of (1.2), which is often going to be used without mention as well. We
assume further that T is as in part (viii) of that lemma, and that (v, q) are defined on [0, T ).
3.1. Pressure estimates. In this section we establish estimates for the Lagrangian pressure q.
Several of the estimates are similar to the ones established in [48], hence we shall go over them
briefly.
Proposition 3.2. We have the estimates
‖q‖3 ≤C‖∇v‖2‖v‖2 + C‖∂tv‖1.5,Γ1 +C,
‖∂tq‖2 ≤C‖∇v‖1.5+δ(‖q‖2.5 + ‖∂tv‖1.5) + C(‖∇v‖1.5‖∇v‖L∞ + ‖∇∂tv‖1.5)‖v‖1.5+δ
+C‖∂2t v‖1,Γ1 + C‖v‖2.5 + C‖∂tv‖2.5,
‖∂2t q‖1 ≤C(‖v‖1.5‖∇v‖L∞ + ‖∂tv‖1.5)(‖q‖2 + ‖∂tv‖1) + C‖∇v‖L∞(‖∂tq‖1 + ‖∂2t v‖0)
+C(‖v‖1.5‖∇v‖2L∞ + ‖∂tv‖1.5‖∇v‖L∞ + ‖∂2t v‖1.5)‖v‖1 + C‖∂3t v‖0
+C(‖∂tv‖2.5 + ‖v‖3‖∂tq‖1) + C(1 + ‖v‖23 + ‖∂tv‖2)(‖∂tv‖2 + ‖v‖23),
for t ∈ (0, T ) and δ > 0 a small number.
Proof. Contracting aµα∂µ with (1.4a) and using (1.4b) we find
∆q = ∂µ((δ
µλ − aµνaλν)∂λq) + ∂µ(∂taµλvλ), (3.1)
where we also used (1.3). Contracting (1.4a) with aµαNµ and restricting to the boundary yields
∂q
∂N
= (δµλ − aµνaλν)Nµ∂λq − aµνNµ∂tvν on ∂Ω. (3.2)
Denoting the right-hand sides of (3.1) and (3.2) by f and g, respectively, we have the estimate (see
e.g. [25, 21])
‖q‖3 ≤ C‖f‖1 + C‖g‖1.5,∂ + ‖q‖0.
With the help of Lemma 2.1 we find
‖f‖1 ≤ ǫ‖q‖3 + C‖∇v‖2‖v‖2,
and
‖g‖1.5,∂ ≤ ǫ‖q‖3 + C‖∂tv‖1.5,Γ1
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To estimate ‖q‖0, we use ∣∣∣∣∫
Ω
q
∣∣∣∣ ≤ C‖∇(q − q)‖0 + C‖q‖0,Γ1 ,
which follows from the identity∫
Ω
q =
∫
Ω
q∆h =
∫
Ω
∇q · ∇h+
∫
∂Ω
∂h
∂N
q.
Above, h satisfies ∆h = 1 in Ω and has Dirichlet and Neumann boundary conditions on Γ1 and Γ0,
respectively, and q = (1/Ω)
∫
Ω q. Using (1.4d) and Lemma 2.1, we obtain‖q‖0,Γ1 ≤ C. Combining
the above inequalities gives the estimate for q after a simple application of the ǫ-Cauchy inequality.
The estimate for ∂tq is obtained similarly after time-differentiating (1.4a) and proceeding as
above (see [48]).
To obtain the estimate for ∂2t q, we twice differentiate (1.4a) in time and apply Lemma 2.2.
Again, this is done similarly to [48], with exception of the crucial estimate on ‖∂2t q‖0,Γ1 that is
derived as follows. Using (1.4d) with α = 3 and that N = (0, 0, 1) we have a33q = −σ|aTN |∆gη3 =
−σ∂i(√ggij∂jη3) by (2.7), so that
∂2t q =(1− a33)∂2t q − ∂2t a33q − 2∂ta33∂tq − σ∂i(
√
ggij∂j∂
2
t η
3)
− σ∂i(∂2t (
√
ggij)∂jη
3)− 2σ∂i(∂t(√ggij)∂j∂tη3).
In the estimates below we make repeated use of Lemma 2.1, (2.2), and (2.3).
We have
‖(1− a33)∂2t q‖0,Γ1 ≤ C‖1− a33‖L∞(Γ1)‖∂2t q‖0,Γ1 ≤ ǫ‖∂2t q‖0,Γ1 ,
and
‖∂2t a33q‖0,Γ1 ≤ C‖∂2t a33‖L4(Γ1)‖q‖L4(Γ1) ≤ C‖∂ta‖1‖q‖1
≤ C(1 + ‖v‖3/22 ‖v‖1/23 + ‖∇∂tv‖1)(‖∇v‖2‖v‖2 + ‖∂tv‖1.5,Γ1),
after using the already established estimate on q. Also,
‖∂ta33∂tq‖0,Γ1 ≤ C‖∂ta‖L∞(Γ1)‖∂tq‖0,Γ1 ≤ C‖∂ta‖1.5,Γ1‖∂tq‖0.5,Γ1
≤ C‖∂ta‖2‖∂tq‖1 ≤ ‖∇v‖2‖∂tq‖1.
Next,
‖∂i(√ggij∂j∂2t η3)‖0,Γ1 ≤ ‖∂i(
√
ggij)∂j∂
2
t η
3‖0,Γ1 + ‖
√
ggij∂ij∂
2
t η
3‖0,Γ1 .
For the first term on the right-hand side, we have
‖∂i(√ggij)∂j∂2t η3‖0,Γ1 ≤ ‖∂i(
√
ggij)‖L4(Γ1)‖∂j∂2t η3‖L4(Γ1) ≤ C‖
√
gg−1‖1.5,Γ1‖∂tv‖1.5,Γ1
≤ C‖η‖3‖∂tv‖2 ≤ C‖∂tv‖2,
and for the second term,
‖√ggij∂ij∂2t η3‖0,Γ1 ≤ C‖
√
gg−1‖L∞(Γ1)‖∂2∂tv‖0,Γ1 ≤ C‖
√
gg−1‖1.5,Γ1‖∂tv‖2,Γ1
≤ C‖η‖3‖∂tv‖2.5 ≤ C‖∂tv‖2.5,
so that
‖∂i(√ggij∂j∂2t η3)‖0,Γ1 ≤ C(‖∂tv‖2.5 + ‖∂tv‖2) ≤ C‖∂tv‖2.5.
We now write
‖∂i(∂2t (
√
ggij)∂jη
3)‖0,Γ1 ≤ ‖(∂2t ∂i(
√
ggij))∂jη
3‖0,Γ1 + ‖∂2t (
√
ggij)∂ijη
3‖0,Γ1 . (3.3)
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We begin estimating the first term on the right-hand side by writing
‖(∂2t ∂i(
√
ggij))∂jη
3‖0,Γ1 ≤ C‖∂2t ∂(
√
gg−1)‖0,Γ1‖∂η‖L∞(Γ1)
≤ C‖∂2t ∂(
√
gg−1)‖0,Γ1 .
In order to continue, denote by Q(∂η) a rational function of ∂iη satisfying the conditions stated in
Remark 2.4; Q(∂η) may change from expression to expression. We also follow the symbolic expres-
sions employed in Remark 2.4 in order to simplify the notation while keeping track of derivatives,
and use that
√
gg−1 = Q(∂η). We have
∂2t ∂(
√
gg−1) = Q(∂η)(∂t∂η)
2∂2η +Q(∂η)∂2t ∂η∂
2η +Q(∂η)∂t∂η∂t∂
2η +Q(∂η)∂2t ∂
2η.
We have
‖Q(∂η)(∂t∂η)2∂2η‖0,Γ1 ≤ C‖Q(∂η)‖L∞(Γ1)‖∂v‖2L∞(Γ1)‖∂2η‖0,Γ1
≤ C‖Q(∂η)‖1.5,Γ1‖∂v‖21.5,Γ1‖η‖2,Γ1
≤ C‖∂η‖1.5,Γ1‖v‖22.5,Γ1‖η‖2.5 ≤ C‖v‖23,
and
‖Q(∂η)∂2t ∂η∂2η‖0,Γ1 ≤ C‖Q(∂η)‖L∞(Γ1)‖∂2t ∂η‖L4(Γ1)‖∂2η‖L4(Γ1)
≤ C‖∂t∂v‖0.5,Γ1‖∂2η‖0.5,Γ1 ≤ C‖∂tv‖2,
with
‖Q(∂η)∂t∂η∂t∂2η‖0,Γ1 ≤ C‖∂v∂2v‖0,Γ1 ≤ C‖∂v‖L4(Γ1)‖∂2v‖L4(Γ1) ≤ C‖v‖2‖v‖3,
and finally
‖Q(∂η)∂2t ∂2η‖0,Γ1 ≤ C‖∂2t ∂2η‖0,Γ1 ≤ C‖∂tv‖2.5.
Hence,
‖(∂2t ∂i(
√
ggij))∂jη
3‖0,Γ1 ≤ C(‖∂tv‖2.5 + ‖v‖23).
For the second term on the right-hand side of (3.3), we have
∂2t (
√
gg−1) = Q(∂η)∂2t ∂η +Q(∂η)(∂t∂η)
2
so that
‖∂2t (
√
ggij)∂ijη
3‖0,Γ1 ≤ C‖∂2t ∂η∂2η‖0,Γ1 + C‖(∂t∂η)2∂2η‖0,Γ1
≤ C‖∂2t ∂η‖L4(Γ1)‖∂2η‖L4(Γ1) + C‖∂t∂η‖2L∞(Γ1)‖∂2η‖0,Γ1
≤ C‖∂tv‖2 + C‖v‖23.
Therefore,
‖∂i(∂2t (
√
ggij)∂jη
3)‖0,Γ1 ≤ C(‖∂tv‖2.5 + ‖v‖23).
Finally, the term ∂i(∂t(
√
ggij)∂j∂tη
3) is estimated in a similar fashion, producing
‖∂i(∂t(√ggij)∂j∂tη3)‖0,Γ1 ≤ C(‖v‖2‖v‖3 + ‖v‖2.5‖v‖3) ≤ ‖v‖23.
Combining the above inequalities, we obtain
‖∂2t q‖0,Γ1 ≤ ǫ‖∂2t q‖1 +C(‖∂tv‖2.5 + ‖v‖3‖∂tq‖1)
+C(1 + ‖v‖23 + ‖∂tv‖2)(‖∂tv‖2 + ‖v‖23),
which is the desired estimate for ‖∂2t q‖0,Γ1 . 
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3.2. Regularity estimate for the flow. One of the key features of the free-boundary Euler
equations with surface tension is a gain of regularity for the free-boundary [25, 34]. As discussed
in [72], this gain is geometric in nature and does not correspond to regularity of the flow in the
interior (see the counter-example in [72], which shows that in the interior of the domain, the flow
cannot in general be more regular than the velocity, even if the boundary gains regularity). This
gain of regularity is formulated in Proposition 3.4 below.
Notation 3.3. From here on, we use P (·), with indices attached when appropriate, to denote a
general polynomial expression of its arguments.
Proposition 3.4. We have the estimate
‖η‖3.5,Γ1 ≤ P (‖q‖1.5,Γ1).
Proof. We would like to apply elliptic estimates to (1.4d). While we do not know a priori that the
coefficients gij have enough regularity for an application of standard elliptic estimates, we can use
improved estimates for coefficients with lower regularity as in [35]. For this, it suffices to check that
gij has small oscillation, in the following sense.
Given r > 0 and x ∈ Γ1, set
oscx(g
ij) =
1
vol(Br(x))
∫
Br(x)
∣∣∣gij(y)− 1
vol(Br(x))
∫
Br(x)
gij(z) dz
∣∣∣ dy,
and
gR = sup
x∈Γ1
sup
r≤R
oscx(g
ij).
We need to verify that there exists R˜ ≤ 1 such that
gR˜ ≤ ρ, (3.4)
where ρ is sufficiently small.
Since gij ∈ H1.5(Γ1), we have gij ∈ C0,α(Γ1) with 0 < α < 0.5 fixed. Thus, for y ∈ Br(x),∣∣∣gij(y)− 1
vol(Br(x))
∫
Br(x)
gij(z) dz
∣∣∣ =∣∣∣ 1
vol(Br(x))
∫
Br(x)
(gij(y)− gij(z)) dz
∣∣∣
≤|gij(y)− gij(z)| ≤ Cαrα.
Hence,
g
R˜
≤ CαRα,
and we can ensure (3.4). Therefore, the results of [35] imply that
‖ηα‖3.5,Γ1 ≤C(‖aµαNµq‖1.5,Γ1 + ‖ηα‖1.5,Γ1)
≤C(‖a‖1.5,Γ1‖q‖1.5,Γ1 + ‖η‖1.5,Γ1),
where C depends on ‖gij‖1.5,Γ1 . Or yet,
‖ηα‖3.5,Γ1 ≤C‖q‖1.5,Γ1 +C‖η‖3 ≤ C‖q‖1.5,Γ1 + C ≤ P (‖q‖1.5,Γ1).
We remark that [35] deals only with Sobolev spaces of integer order, but since the estimates are
linear on the norms we can extend them to fractional order Sobolev spaces as well. 
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4. Energy estimates
In this section we derive estimates for ∂2t v, and ∂
3
t v, and for v · N . Throughout this section,
Assumption 3.1 and the remarks there made hold. We hereafter adopt the following notations.
Notation 4.1. We use ǫ˜ to denote a small positive constant which may vary from expression to
expression. Typically, ǫ˜ comes from choosing the time sufficiently small, from Lemma 2.1, or from
the Cauchy inequality with epsilon. The important point to keep in mind, which can be easily
verified in the expressions containing ǫ˜, is that once all estimates are obtained, we can fix ǫ˜ to be
sufficiently small in order to close the estimates.
Notation 4.2. We use 0 < δ < 0.5 to denote a number that appears in the Sobolev norms
(e.g. ‖v‖2.5+δ). As ǫ˜ and δ may vary from expression to expression, but it can be fixed to hold
uniformly across all expression at the end. In Section 6.2 we choose δ appropriately.
Notation 4.3. Recalling Notation 3.3, we denote
P = P (‖v‖3, ‖∂tv‖2.5, ‖∂2t v‖1.5, ‖∂3t v‖0, ‖q‖3, ‖∂tq‖2, ‖∂2t q‖1).
4.1. L2 estimate on ∂3t v. In this section we derive the estimate
‖∂3t v‖20 + ‖∂(Π∂2t v)‖20,Γ1 ≤ ǫ˜(‖∂2t v‖1.5 + ‖∂2t q‖1) + P (‖v0‖3, ‖v0‖3.5,Γ1)
+ P (‖v‖2.5+δ , ‖q‖1.5,Γ1) +
∫ t
0
P,
(4.1)
where we recall that Π is given by (2.5).
We apply ∂3t on (1.4a), contract the resulting equation with ∂
3
t vα, integrate in space and time to
find
1
2
‖∂3t v‖20 =
1
2
‖∂3t v(0)‖20 −
∫ t
0
∫
Ω
∂3t ∂µ(a
µαq)∂3t vα, (4.2)
where we also used (1.3). Integrating by parts and using that on Γ0 we have
v3 = 0, so that ∂iv
3 = 0 and ∂3t v
3 = 0,
and ∂iη
3 = 0, so that a31 = a32 = 0,
(4.3)
we find
I = −
∫ t
0
∫
Ω
∂3t ∂µ(a
µαq)∂3t vα = I1 + I2, (4.4)
where
I1 = −
∫ t
0
∫
Γ1
∂3t (a
µαqNµ)∂
3
t vα = σ
∫ t
0
∫
Γ1
∂3t (
√
g∆gη
α)∂3t vα, (4.5)
and
I2 =
∫ t
0
∫
Ω
aµα∂3t q∂µ∂
3
t v
α + 3
∫ t
0
∫
Ω
∂ta
µα∂2t q∂µ∂
3
t vα
+ 3
∫ t
0
∫
Ω
∂2t a
µα∂tq∂µ∂
3
t vα +
∫ t
0
∫
Ω
∂3t a
µαq∂µ∂
3
t vα
= I21 + I22 + I23 + I24.
(4.6)
Note that we used (2.7) and (1.4d) to rewrite I1.
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4.1.1. Estimate of I1. We begin by estimating I1. For this we make use of (2.9) with ∂A = ∂t and
integrate by parts to find
1
σ
I1 =
∫ t
0
∫
Γ1
∂3t (
√
g∆gη
α)∂3t vα = −
∫ t
0
∫
Γ1
√
ggij(δαλ − gkl∂kηα∂lηλ)∂2t ∂jvλ∂3t ∂ivα
−
∫ t
0
∫
Γ1
√
g(gijgkl − gljgik)∂jηα∂kηλ∂2t ∂lvλ∂3t ∂ivα
− 2
∫ t
0
∫
Γ1
∂t(
√
ggij(δαλ − gkl∂kηα∂lηλ))∂t∂jvλ∂3t ∂ivα
− 2
∫ t
0
∫
Γ1
∂t(
√
g(gijgkl − gljgik)∂jηα∂kηλ)∂t∂lvλ∂3t ∂ivα
−
∫ t
0
∫
Γ1
∂2t (
√
ggij(δαλ − gkl∂kηα∂lηλ))∂jvλ∂3t ∂ivα
−
∫ t
0
∫
Γ1
∂2t (
√
g(gijgkl − gljgik)∂jηα∂kηλ)∂lvλ∂3t ∂ivα
= I11 + I12 + I13 + I14 + I15 + I16.
(4.7)
4.1.1.1. Estimate of I11. Recalling (2.5) we have
I11 = −1
2
∫ t
0
∫
Γ1
√
ggijΠαλ∂t(∂
2
t ∂jv
λ∂2t ∂ivα)
= −1
2
∫
Γ1
√
ggijΠαλ∂
2
t ∂jv
λ∂2t ∂ivα + I11,0 +
1
2
∫ t
0
∫
Γ1
∂t(
√
ggijΠαλ)∂
2
t ∂jv
λ∂2t ∂ivα,
where we also used the symmetry of g−1 and of Π in the first equality, integrated by parts in time
in the second equality and set
I11,0 =
1
2
∫
Γ1
√
ggijΠαλ∂
2
t ∂jv
λ∂2t ∂ivα
∣∣∣∣
t=0
.
Using (2.6) to separate Παλ = Π
α
µΠ
µ
λ and writing
Π∂2t ∂iv = ∂i(Π∂
2
t v)− ∂iΠ∂2t v,
we obtain
I11 = − 1
2
∫
Γ1
√
ggij∂i(Π
α
µ∂
2
t vα)∂j(Π
µ
λ∂
2
t v
λ) +
∫
Γ1
√
ggij∂iΠ
α
µ∂
2
t vα∂j(Π
µ
λ∂
2
t v
λ)
− 1
2
∫
Γ1
∂iΠ
α
µ∂jΠ
µ
λ∂
2
t vα∂
2
t v
λ +
1
2
∫ t
0
∫
Γ1
∂t(
√
ggijΠαλ)∂
2
t ∂jv
λ∂2t ∂ivα + I11,0
= I111 + I112 + I113 + I114 + I11,0.
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We proceed to estimate each term.
I111 = −1
2
∫
Γ1
δij∂i(Π
α
µ∂
2
t vα)∂j(Π
µ
λ∂
2
t v
λ)− 1
2
∫
Γ1
(
√
ggij − δij)∂i(Παµ∂2t vα)∂j(Πµλ∂2t vλ)
= −1
2
‖∂(Π∂2t v)‖20,Γ1 −
1
2
∫
Γ1
(
√
ggij − δij)∂i(Παµ∂2t vα)∂j(Πµλ∂2t vλ)
≤ −1
2
‖∂(Π∂2t v)‖20,Γ1 + C‖
√
gg−1 − δ‖L∞(Γ1)‖∂(Π∂2t v)‖20,Γ1
≤ −1
2
‖∂(Π∂2t v)‖20,Γ1 + C‖
√
gg−1 − δ‖1.5,Γ1‖∂(Π∂2t v)‖20,Γ1
≤ −1
2
‖∂(Π∂2t v)‖20,Γ1 + ǫ˜‖∂(Π∂2t v)‖20,Γ1 ,
where we used that the term
√
ggij is a rational function of ∂η satisfying the conditions in Re-
mark 2.4, so that, by (2.2),
‖√ggij − δij‖1.5,Γ1 ≤ Ct‖∂t∂η‖1.5,Γ1 ≤ Ct‖v‖3 ≤ ǫ˜
provided t ≤ 1/CM with C sufficiently large.
Next,
I112 ≤ C‖√gg−1‖L∞(Γ1)‖∂Π‖L∞(Γ1)‖∂2t v‖0,Γ1‖∂Π∂2t v‖0,Γ1
≤ C‖√gg−1‖1.5,Γ1‖∂Π‖1.5,Γ1‖∂2t v‖0,Γ1‖∂Π∂2t v‖0,Γ1
≤ P (‖q‖1.5,Γ1)‖∂2t v‖0,Γ1‖∂Π∂2t v‖0,Γ1
≤ ǫ˜‖∂Π∂2t v‖20,Γ1 + Cǫ˜P (‖q‖1.5,Γ1)‖∂2t v‖20,Γ1 ,
where in the third inequality we used Remark 2.4 to get the estimates
‖√gg−1‖1.5,Γ1 ≤ C
and
‖∂Π‖1.5,Γ1 ≤ C‖∂ ∂η‖1.5,Γ1 ≤ C‖η‖3.5,Γ1
and then invoked Proposition 3.4; also in the fourth line we used the ǫ-Cauchy inequality (so
Cǫ˜ →∞ as ǫ˜→ 0).
Again with the help of Remark 2.4, we similarly estimate
I113 ≤ C‖∂Π‖2L∞(Γ1)‖∂2t v‖20,Γ1 ≤ P (‖q‖1.5,Γ1)‖∂2t v‖20,Γ1 ,
and
I114 ≤ C
∫ t
0
‖∂t(√gg−1Π)‖L∞(Γ1)‖∂∂2t v‖20,Γ1 ≤ C
∫ t
0
‖∂2t v‖21.5‖v‖3.
One also easily obtains
I11,0 ≤ P (‖∂∂2t v(0)‖0,Γ1) = P (‖∂2t v(0)‖1,Γ1).
Hence, choosing ǫ˜ sufficiently small we obtain
I11 ≤ − 1
C11
‖∂(Π∂2t v)‖20,Γ1 + P (‖∂∂2t v(0)‖0,Γ1)
+ P (‖q‖1.5,Γ1)‖∂2t v‖20,Γ1 + C
∫ t
0
‖∂2t v‖21.5‖v‖3,
(4.8)
for some positive constant C11.
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We need to remove the term ‖∂2t v‖20,Γ1 from the right-hand side of (4.8), and for this it suffices
to bound ‖∂2t v‖1. For future reference, we consider the product
P‖∂2t v‖20,Γ1 ,
where P = P(t) is a certain polynomial function (possibly a constant) in the appropriate norms of
v and q. The interpolation inequality gives
‖∂2t v‖21 ≤ C‖∂2t v‖4/31.5 ‖∂2t v‖2/30 .
Thus, using ǫ-Young’s inequality,
P‖∂2t v‖21 ≤ǫ˜‖∂2t v‖21.5 + CP2‖∂2t v‖20 ≤ ǫ˜‖∂2t v‖21.5 + P4 + C‖∂2t v‖40
Now, invoking Jensen’s inequality, we conclude
P‖∂2t v‖21 ≤ ǫ˜‖∂2t v‖21.5 + P4 + P (‖∂2t v(0)‖0) + C
∫ t
0
P (‖∂3t v‖0), (4.9)
In (4.9), the use of Jensen’s inequality produces a power of t, tp with p ≥ 1, multiplying the time
integral on the right hand-side. We may always choose t small and absorb such terms into the
constant C.
Remark 4.4. For future reference, we note that similar arguments give
P‖∂tv‖21.5 ≤ ǫ˜‖∂tv‖22.5 + P (‖∂tv(0)‖0) + Pa + C
∫ t
0
P (‖∂2t v‖0), (4.10)
where a ≥ 1. We also observe that since a comes from an application of the Young inequality
(e.g. a = 2 in the estimate for ‖∂tv‖21.5 above), we can always choose it so that Pa is a polynomial
if P is so. Finally, we remark that we can obtain similar estimates for other lower order norms
of v and q, (e.g. ‖∂tv‖2 or ‖∂tq‖1) again by a combination of interpolation, Young’s and Jensen’s
inequalities.
Using (4.9), the inequality (4.8) becomes
I11 ≤ − 1
C11
‖∂(Π∂2t v)‖20,Γ1 + ǫ˜‖∂2t v‖21.5 + P (‖∂2t v(0)‖1.5)
+ P (‖q‖1.5,Γ1) + C
∫ t
0
P (‖∂2t v‖1.5, ‖∂3t v‖0, ‖v‖3).
(4.11)
Remark 4.5. The presence of the negative sign on the right-hand side of (4.11) gives an estimate
for the H1(Γ1)-norm of Π∂
2
t v. In Section 5, we show that we need an estimate for the H
1(Γ1)-norm
of ∂2t v
3 = ∂2t v ·N . Such as estimate can be obtained from the estimate for Π∂2t v because Π is nearly
the projection onto N for small time. A direct estimate for ∂2t v
3, however, does not seem to follow
from I11 via the above arguments. This is because if we split Π, the term
−1
2
∫
Γ1
√
ggijδαλ∂
2
t ∂jv
λ∂2t ∂ivα
gives an estimate for ‖∂∂2t v‖20,Γ1 . However, the term∫
Γ1
√
ggijgkl∂kη
α∂lηλ∂
2
t ∂jv
λ∂2t ∂ivα
is not a small multiple of ‖∂∂2t v‖20,Γ1 since at t = 0
√
ggijgkl∂kη
α∂lηλ
∣∣∣
t=0
= δklδαk δlλ
which equals to δαλ when α, λ = 1, 2.
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4.1.1.2. Estimate of I12. The term I12 is estimated with a trick used in [25, p. 868], where the
authors observed that we may write
I12 =
∫ t
0
∫
Γ1
1√
g
(∂t detA
1 + detA2 + detA3), (4.12)
where
A1 =
[
∂1ηµ∂
2
t ∂1v
µ ∂1ηµ∂
2
t ∂2v
µ
∂2ηµ∂
2
t ∂1v
µ ∂2ηµ∂
2
t ∂2v
µ
]
,
A2 =
[
∂1vµ∂
2
t ∂1v
µ ∂1ηµ∂
2
t ∂2v
µ
∂2vµ∂
2
t ∂1v
µ ∂2ηµ∂
2
t ∂2v
µ
]
,
and
A3 =
[
∂1ηµ∂
2
t ∂1v
µ ∂1vµ∂
2
t ∂2v
µ
∂2ηµ∂
2
t ∂1v
µ ∂2vµ∂
2
t ∂2v
µ
]
.
The fact that (4.12) holds has been used in the literature before ([25, p. 868]); for the reader’s
convenience, we present an explicit calculation. For the sake of brevity, however, we will show only
how the top derivative terms in ∂t detA
1 appear, which suffices for our purposes.
Consider
(gijgkl − gljgik)∂jηα∂kηλ∂2t ∂lvλ∂3t ∂ivα.
When l = i this term vanishes identically, and when l = 1, i = 2 or l = 2, i = 1 we find that it
equals, respectively,
1
g
(∂1ηλ∂2ηα − ∂1ηα∂2ηλ)∂2t ∂1vλ∂3t ∂2vα or −
1
g
(∂1ηλ∂2ηα − ∂1ηα∂2ηλ)∂2t ∂2vλ∂3t ∂1vα,
after using that g11g22 − g12g21 = det(gαβ) = 1/g. We conclude, after a bit of algebra, that
√
g(gijgkl − gljgik)∂jηα∂kηλ∂2t ∂lvλ∂3t ∂ivα
=
1√
g
(∂1ηµ∂2ηλ − ∂1ηλ∂2ηµ)(∂2t ∂2vλ∂3t ∂1vµ + ∂2t ∂1vµ∂3t vλ).
(4.13)
On the other hand, writing ∼ to mean “up to lower order terms,” a direct computation gives
1
g
∂t det(A
1) ∼ 1
g
(∂1ηµ∂2ηλ − ∂1ηλ∂2ηµ)(∂2t ∂2vλ∂3t ∂1vµ + ∂2t ∂1vµ∂3t vλ), (4.14)
which is exactly (4.13). The terms det(A2) and det(A3) in (4.12) are present precisely to compensate
the lower order terms omitted in (4.14).
Thus we have
I12 =
∫
Γ1
1√
g
detA1 − I12,0 −
∫ t
0
∫
Γ1
∂t
(
1√
g
)
detA1 +
∫ t
0
∫
Γ1
1√
g
(detA2 + detA3)
= I121 − I12,0 + I122 + I123,
(4.15)
where
I12,0 =
∫
Γ1
1√
g
detA1
∣∣∣∣
t=0
.
First, ∫
Γ1
1√
g
detA1 =
∫
Γ1
Qiµλ(∂η, ∂
2η)∂2t v
µ∂i∂
2
t v
λ. (4.16)
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To see why (4.16) holds, we compute the determinant to find∫
Γ1
1√
g
detA1 =
∫
Γ1
1√
g
(∂1ηµ∂2ηλ∂1∂
2
t v
µ∂2∂
2
t v
λ − ∂1ηµ∂2ηλ∂2∂2t vµ∂1∂2t vλ),
Integrating by parts the ∂1 derivative in the factor ∂1∂
2
t v
µ, and the ∂2 derivative in ∂2∂
2
t v
µ produces
(4.16) since the terms with four derivative cancel out. Thus, we obtain
I121 ≤ P (‖∂2η‖L∞(Γ1))‖∂2t v‖0,Γ1‖∂∂2t v‖0,Γ1
≤ P (‖η‖3.5,Γ1)‖∂2t v‖0,Γ1‖∂∂2t v‖0,Γ1 + P (‖η‖3.5,Γ1)‖∂2t v‖20,Γ1
≤ ǫ˜‖∂∂2t v‖20,Γ1 + P (‖η‖3.5,Γ1)(1 + Cǫ˜)‖∂2t v‖20,Γ1
≤ ǫ˜‖∂∂2t v‖20,Γ1 + P (‖q‖1.5,Γ1)(1 + Cǫ˜)‖∂2t v‖20,Γ1 ,
where we used Proposition 3.4.
Next,
I122 = −
∫ t
0
∫
Γ1
∂t
(
1√
g
)
(∂1ηµ∂
2
t ∂1v
µ∂2ηλ∂
2
t ∂2v
λ − ∂2ηµ∂2t ∂1vµ∂1ηλ∂2t ∂2vλ)
≤ C
∫ t
0
∥∥∥∥∂t( 1√g
)∥∥∥∥
L∞(Γ1)
‖∂η‖2L∞(Γ1)‖∂∂2t v‖20,Γ1
≤ C
∫ t
0
∥∥∥∥∂t( 1√g
)∥∥∥∥
1.5,Γ1
‖η‖23‖∂2t v‖21.5 ≤ C
∫ t
0
‖v‖3‖η‖23‖∂2t v‖21.5 ≤ C
∫ t
0
‖∂2t v‖21.5‖v‖3,
where we used (2.2) to estimate∥∥∥∥∂t( 1√g
)∥∥∥∥
1.5,Γ1
≤ C‖∂t∂η‖1.5,Γ1 ≤ C‖v‖3.
Finally, ∫ t
0
∫
Γ1
1√
g
detA2 =
∫ t
0
∫
Γ1
1√
g
(∂1vµ∂
2
t ∂1v
µ∂2ηλ∂
2
t ∂2v
λ − ∂2vµ∂2t ∂1vµ∂1ηλ∂2t ∂2vλ)
≤ C
∫ t
0
∥∥∥∥ 1√g
∥∥∥∥
L∞(Γ1)
‖∂v‖2L∞(Γ1)‖∂∂2t v‖20,Γ1
≤ C
∫ t
0
‖∂η‖1.5,Γ1‖v‖23‖∂2t v‖21.5 ≤ C
∫ t
0
‖∂2t v‖21.5‖v‖23,
by (2.3). The term with detA3 is estimated the same way, and thus
I123 ≤ C
∫ t
0
P (‖∂2t v‖1.5, ‖v‖3).
Since
I12,0 ≤ P (‖∂2t v(0)‖1.5),
we conclude that
I12 ≤ǫ˜‖∂∂2t v‖20,Γ1 + ǫ˜‖∂2t v‖21.5 + P (‖∂2t v(0)‖1.5)
+ P (‖q‖1.5,Γ1) +
∫ t
0
P (‖∂2t v‖1.5, ‖v‖3, ‖∂3t v‖0),
(4.17)
where we used (4.9).
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4.1.1.3. Estimate of I13+ I14. For these two integrals, it suffices to keep track of the general multi-
plicative structure of the integrands, and for this we may use the symbolic notation of Remark 2.4,
and write
I13 + I14 = −
∫ t
0
∫
Γ1
∂tQ(∂η)∂t∂v∂
3
t ∂v.
From (2.1) we have
∂2tQ(∂η) = Q(∂η)(∂t∂η)
2 +Q(∂η)∂2t ∂η = Q(∂η)(∂v)
2 +Q(∂η)∂t∂v∂t∂v, (4.18)
so that integration by parts in t gives
I13 + I14 = −
∫
Γ1
∂tQ(∂η)∂t∂v∂
2
t ∂v + (I13 + I14),0
+
∫ t
0
∫
Γ1
∂2tQ(∂η)∂t∂v∂
2
t ∂v +
∫ t
0
∫
Γ1
∂tQ(∂η)∂
2
t ∂v∂
2
t ∂v,
where
(I13 + I14),0 =
∫
Γ1
∂tQ(∂η)∂t∂v∂
2
t ∂v
∣∣∣∣
t=0
,
which obeys the estimate
(I13 + I14),0 ≤ P (‖v(0)‖3, ‖∂tv(0)‖1.5, ‖∂2t v(0)‖1.5).
Thus, recalling (2.2) and using (4.18),
I13 + I14 ≤C‖∂t∂η‖L∞(Γ1)‖∂t∂v‖0,Γ1‖∂2t ∂v‖0,Γ1 + P (‖v(0)‖3, ‖∂tv(0)‖1.5, ‖∂2t v(0)‖1.5)
+ C
∫ t
0
‖∂v‖2L∞(Γ1)‖∂t∂v‖0,Γ1‖∂2t ∂v‖0,Γ1 + C
∫ t
0
‖∂t∂v‖2L4(Γ1)‖∂2t ∂v‖0,Γ1
+ C
∫ t
0
‖∂t∂η‖L∞(Γ1)‖∂2t ∂v‖20,Γ1
≤ ǫ˜‖∂2t v‖21.5 + P (‖v(0)‖3, ‖∂tv(0)‖1.5, ‖∂2t v(0)‖1.5)
+ Cǫ˜‖∂tv‖21.5‖v‖22.5+δ +
∫ t
0
P.
(4.19)
It follows that inequality (4.19) becomes
I13 + I14 ≤ ǫ˜‖∂2t v‖21.5 + P (‖v(0)‖3, ‖∂tv(0)‖1.5, ‖∂2t v(0)‖1.5) + P (‖v‖2.5+δ)
+ C
∫ t
0
(1 + ‖∂tv‖1.5)‖∂tv‖1.5‖∂2t v‖1.5 +
∫ t
0
P.
(4.20)
4.1.1.4. Estimate of I15 + I16. As done for I15 + I16, it suffices to keep track of the general multi-
plicative structure of the integrands and we use the symbolic notation of Remark 2.4. From (2.1)
and (4.18),
∂3tQ(∂η) = Q(∂η)(∂t∂η)
3 +Q(∂η)∂t∂η∂
2
t ∂η +Q(∂η)∂
3
t ∂η. (4.21)
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We have
I15 + I16 =(I15 + I16),0 −
∫
Γ1
∂2tQ(∂η)∂v∂
2
t ∂v +
∫ t
0
∫
Γ1
∂3tQ(∂η)∂v∂
2
t ∂v
+
∫ t
0
∫
Γ1
∂2tQ(∂η)∂t∂v∂
2
t ∂v
=(I15 + I16),0 −
∫
Γ1
Q(∂η)(∂t∂η)
2∂v∂2t ∂v −
∫
Γ1
Q(∂η)∂2t ∂η∂v∂
2
t ∂v
+
∫ t
0
∫
Γ1
Q(∂η)(∂t∂η)
3∂v∂2t ∂v +
∫ t
0
∫
Γ1
Q(∂η)∂t∂η∂
2
t ∂η∂v∂
2
t ∂v
+
∫ t
0
∫
Γ1
Q(∂η)∂3t ∂η∂v∂
2
t ∂v +
∫ t
0
∫
Γ1
∂2tQ(∂η)∂t∂v∂
2
t ∂v
= (I15 + I16),0 + I15-6,1 + I15-6,2 + I15-6,3 + I15-6,4 + I15-6,5 + I15-6,6,
where we integrated by parts in time, used (4.21), and set
(I15 + I16),0 =
∫
Γ1
∂2tQ(∂η)∂v∂
2
t ∂v
∣∣∣∣
t=0
,
which obeys the estimate
(I15 + I16),0 ≤ P (‖v(0)‖3, ‖∂tv(0)‖1.5, ‖∂2t v(0)‖1.5).
We have
I15-6,1 ≤ C‖∂v‖3L∞(Γ1)‖∂2t ∂v‖0,Γ1 ≤ ǫ˜‖∂2t v‖21.5 + P (‖v‖2.5+δ),
I15-6,2 ≤ C‖∂∂tv‖0,Γ1‖∂∂2t v‖0,Γ1‖∂v‖L∞(Γ1)
≤ ǫ˜‖∂2t v‖21.5 + C‖∂tv‖21.5 + P (‖v‖2.5+δ),
and
I15-6,3 + I15-6,4 + I15-6,5 ≤
∫ t
0
P.
The term I15-6,6 has already been dealt with in the estimate of I13 + I14 and obeys (4.20). Thus,
from the above we obtain
I15 + I16 ≤ ǫ˜‖∂2t v‖21.5 + P (‖v(0)‖3, ‖∂tv(0)‖1.5, ‖∂2t v(0)‖1.5)
+ P (‖v‖2.5+δ) + C‖∂tv‖21.5 +
∫ t
0
P.
(4.22)
Invoking (4.10), (4.22) gives
I15 + I16 ≤ ǫ˜‖∂2t v‖21.5 + P (‖v(0)‖3, ‖∂tv(0)‖1.5, ‖∂2t v(0)‖1.5)
+ P (‖v‖2.5+δ) +
∫ t
0
P.
(4.23)
Combining (4.11), (4.17), (4.20), and (4.23), and recalling (4.5) and (4.7), we obtain
I1 ≤ − 1
C11
‖∂(Π∂2t v)‖20,Γ1 + ǫ˜‖∂2t v‖21.5 + P (‖q‖1.5,Γ1 , ‖v‖2.5+δ)
+ P (‖v(0)‖3, ‖∂tv(0)‖1.5, ‖∂2t v(0)‖1.5) +
∫ t
0
P.
(4.24)
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4.1.2. Estimate of I2. We proceed to estimate I2, written as in (4.6).
4.1.2.1. Estimate of I21. Differentiating (1.4b) in time three times gives
aµα∂µ∂
3
t vα = −3∂2t aµα∂µ∂tvα − 3∂taµα∂µ∂2t vα − ∂3t aµα∂µvα,
so that I21 becomes
I21 = −3
∫ t
0
∫
Ω
∂2t a
µα∂µ∂tvα∂
3
t q − 3
∫ t
0
∫
Ω
∂ta
µα∂µ∂
2
t vα∂
3
t q −
∫ t
0
∫
Ω
∂3t a
µα∂µvα∂
3
t q
= I211 + I212 + I213.
(4.25)
We have
I211 = −3
∫
Ω
∂2t a
µα∂µ∂tvα∂
2
t q
∣∣∣∣t
0
+ 3
∫ t
0
∫
Ω
∂t(∂
2
t a
µα∂µ∂tvα)∂
2
t q
≤C ‖∂2t a‖0‖∂∂tv‖L3(Ω)‖∂2t q‖L6(Ω)
∣∣t
0
+ C
∫ t
0
‖∂3t a‖L3(Ω)‖∂∂tv‖L6(Ω)‖∂2t q‖L2(Ω)
+ C
∫ t
0
‖∂2t a‖L6(Ω)‖∂∂2t v‖L3(Ω)‖∂2t q‖L2(Ω)
≤C (‖∂v‖0‖∂v‖L∞(Ω) + ‖∂∂tv‖0)‖∂∂tv‖0.5‖∂2t q‖1
∣∣t
0
+ C
∫ t
0
(‖∂v‖L3(Ω)‖∂v‖2L∞(Ω) + ‖∂∂tv‖L3(Ω)‖∂v‖L∞(Ω) + ‖∂∂2t v‖L3(Ω))‖∂tv‖2‖∂2t q‖1
+ C
∫ t
0
(‖∂v‖1‖∂v‖L∞(Ω) + ‖∂∂tv‖1)‖∂2t v‖1.5‖∂2t q‖1
≤ ǫ˜(‖∂2t q‖21 + ‖∂tv‖22.5) + P (‖v‖2.5+δ) + P (‖v(0)‖3, ‖∂tv(0)‖1.5, ‖∂2t q(0)‖1)
+
∫ t
0
P (‖v‖3, ‖∂tv‖2, ‖∂2t v‖1.5, ‖∂2t q‖1),
(4.26)
where in the last step we used an argument similar to that in Remark 4.4 (combination of interpo-
lation, Young’s and Jensen’s inequalities). Next, we integrate by parts and use (1.3) to find
I212 = −3
∫ t
0
∫
∂Ω
∂ta
µα∂2t vα∂
3
t qNµ + 3
∫ t
0
∫
Ω
∂ta
µα∂2t vα∂µ∂
3
t q
= I2121 + I2122.
(4.27)
Using (1.4c) and (1.4e),
I2121 = 3
∫ t
0
∫
Γ1
aµγ∂νvγa
να∂2t vα∂
3
t qNµ. (4.28)
Since in light of (1.4d) and (2.7),
aµγNµ∂
3
t q = −σ∂3t (
√
g∆gη
γ)− 3∂taµγNµ∂2t q − 3∂2t aµγNµ∂tq − ∂3t aµγNµq,
we obtain
I2121 =− 3σ
∫ t
0
∫
Γ1
∂νvγa
να∂2t vα∂
3
t (
√
g∆gη
γ)− 9
∫ t
0
∫
Γ1
∂νvγa
να∂2t vα∂ta
µγNµ∂
2
t q
− 9
∫ t
0
∫
Γ1
∂νvγa
να∂2t vα∂
2
t a
µγNµ∂tq − 3
∫ t
0
∫
Γ1
∂νvγa
να∂2t vα∂
3
t a
µγNµq
= I21211 + I21212 + I21213 + I21214.
(4.29)
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In order to estimate I21211, we use (2.9) and ∂tη = v to write
I21211 =− 3σ
∫ t
0
∫
Γ1
∂i
(√
ggij(δγλ − gkl∂kηγ∂lηλ)∂2t ∂jvλ
)
∂νvγa
να∂2t vα
− 3σ
∫ t
0
∫
Γ1
∂i
(√
g(gijgkl − gljgik)∂jηγ∂kηλ∂2t ∂lvλ
)
∂νvγa
να∂2t vα
− 6σ
∫ t
0
∫
Γ1
∂i
(
∂t(
√
ggij(δγλ − gkl∂kηγ∂lηλ))∂t∂jvλ
)
∂νvγa
να∂2t vα
− 6σ
∫ t
0
∫
Γ1
∂i
(
∂t(
√
g(gijgkl − gljgik)∂jηγ∂kηλ)∂t∂lvλ
)
∂νvγa
να∂2t vα
− 3σ
∫ t
0
∫
Γ1
∂i
(
∂2t (
√
ggij(δγλ − gkl∂kηγ∂lηλ))∂jvλ
)
∂νvγa
να∂2t vα
− 3σ
∫ t
0
∫
Γ1
∂i
(
∂2t (
√
g(gijgkl − gljgik)∂jηγ∂kηλ)∂lvλ
)
∂νvγa
να∂2t vα
= I212111 + I212112 + I212113 + I212114 + I212115 + I212116.
In each of the above integrals, we integrate by parts the derivative ∂i. Once more, it suffices to
keep track of the general structure of the integrands. Thus we use Remark 2.4 to find
I212111 + I212112 =3σ
∫ t
0
∫
Γ1
Q(∂η)∂2t ∂v∂(∂va∂
2
t v)
=3σ
∫ t
0
∫
Γ1
Q(∂η)∂2t ∂v(∂va∂
2
t ∂v + ∂
2va∂2t v + ∂v∂a∂
2
t v)
≤C
∫ t
0
‖Q(∂η)‖L∞(Γ1)‖∂va‖L∞(Γ1)‖∂∂2t v‖20,Γ1
+ C
∫ t
0
‖Q(∂η)‖L∞(Γ1)‖a‖L∞(Γ1)‖∂∂2t v‖0,Γ1‖∂2v‖L4(Γ1)‖∂2t v‖L4(Γ1)
+ C
∫ t
0
‖Q(∂η)‖L∞(Γ1)‖∂v‖L∞(Γ1)‖∂∂2t v‖0,Γ1‖∂a‖L4(Γ1)‖∂2t v‖L4(Γ1)
≤
∫ t
0
P
and
I212113 + I212114 =6σ
∫ t
0
∫
Γ1
∂tQ(∂η)∂t∂v∂(∂va∂
2
t v)
=6σ
∫ t
0
∫
Γ1
Q(∂η)∂t∂η∂t∂v(∂va∂
2
t ∂v + ∂
2va∂2t v + ∂v∂a∂
2
t v)
≤C
∫ t
0
‖Q(∂η)∂v‖L∞(Γ1)(‖v‖2.5+δ‖∂tv‖1.5‖∂2t v‖1.5 + ‖v‖3‖∂tv‖1.5‖∂2t v‖1)
≤
∫ t
0
P.
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Also, recalling (2.1) and (4.18),
I212115 + I212116 =3σ
∫ t
0
∫
Γ1
∂2tQ(∂η)∂v∂(∂va∂
2
t v)
=3σ
∫ t
0
∫
Γ1
Q(∂η)
(
(∂t∂η)
2 + ∂2t ∂η
)
∂v(∂va∂2t ∂v + ∂
2va∂2t v + ∂v∂a∂
2
t v)
≤
∫ t
0
P.
We conclude that
I21211 ≤
∫ t
0
P. (4.30)
We move to estimate
I21212 =− 9
∫ t
0
∫
Γ1
∂νvγa
να∂2t vα∂ta
µγNµ∂
2
t q
≤C
∫ t
0
‖∂v‖L6(Γ1)‖a‖L∞(Γ1)‖∂2t v‖L6(Γ1)‖∂ta‖L6(Γ1)‖∂2t q‖0,Γ1
≤C
∫ t
0
‖∂v‖ 2
3
,Γ1
‖a‖2‖∂2t v‖ 2
3
,Γ1
‖∂ta‖ 2
3
,Γ1
‖∂2t q‖0,Γ1
≤C
∫ t
0
‖v‖3‖a‖2‖∂2t v‖1.5‖∂ta‖2‖∂2t q‖1 ≤
∫ t
0
P,
(4.31)
and
I21213 =− 9
∫ t
0
∫
Γ1
∂νvγa
να∂2t vα∂
2
t a
µγNµ∂tq
≤C
∫ t
0
‖∂v‖L6(Γ1)‖a‖L∞(Γ1)‖∂2t v‖L6(Γ1)‖∂2t a‖0,Γ1‖∂tq‖L6(Γ1) ≤
∫ t
0
P.
(4.32)
Now we treat I21214. We have
I21214 =− 3
∫ t
0
∫
Γ1
∂νvγa
να∂2t vα∂
3
t a
µγNµq
=− 3
∫ t
0
∫
Γ1
∂νvγa
να∂2t vα∂
3
t a
3γq
≤C
3∑
γ=1
∫ t
0
‖∂v‖L∞(Γ1)‖a‖L∞(Γ1)‖∂2t v‖0,Γ1‖∂3t a3γ‖0,Γ1‖q‖L∞(Γ1)
≤C
3∑
γ=1
∫ t
0
‖v‖3‖∂2t v‖1.5‖∂3t a3γ‖0,Γ1‖q‖3.
To bound ∂3t a
3γ , we use that a3γ contains only tangential derivatives of η, i.e., from (2.12) we see
that
a3γ = ǫγαβ∂1ηα∂2ηβ, (4.33)
(where ǫγαβ is the Levi-Civita symbol) so that
‖∂3t a3γ‖0,Γ1 ≤C‖∂∂2t v∂η‖0,Γ1 + C‖∂∂tv∂v‖0,Γ1 ≤ P (‖∂2t v‖1.5, ‖∂tv‖1.5, ‖v‖3).
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Hence,
I21214 ≤
∫ t
0
P. (4.34)
Combining (4.29), (4.30), (4.31), (4.32), and (4.34), we obtain
I2121 ≤
∫ t
0
P (4.35)
The term I2122 is estimated as the analogous term in [48] using integration by parts in t (see (4.15)
there) and obeys
I2122 ≤C‖∂2t q‖1‖∂2t v‖L3(Ω)‖∂v‖L6(Ω) + P (‖∂2t q(0)‖1, ‖∂2t v(0)‖1.5, ‖v(0)‖3) +
∫ t
0
P
≤C‖∂2t q‖1‖∂2t v‖0.5‖v‖2 + P (‖∂2t q(0)‖1, ‖∂2t v(0)‖1.5, ‖v(0)‖3) +
∫ t
0
P
≤ ǫ˜(‖∂2t q‖21 + ‖∂2t v‖21.5) + P (‖∂2t q(0)‖1, ‖∂2t v(0)‖1.5, ‖v(0)‖3) + P (‖v‖2) +
∫ t
0
P,
(4.36)
where in the last line we estimated similarly to (4.9) and Remark 4.4.
Combining (4.27), (4.35), and (4.36), we obtain
I212 ≤ ǫ˜(‖∂2t q‖21 + ‖∂2t v‖21.5) + P (‖∂2t q(0)‖1, ‖∂2t v(0)‖1.5, ‖v(0)‖3)
+ P (‖v‖2) +
∫ t
0
P.
(4.37)
Next we estimate I213. Using (1.4c), we find
I213 = −
∫ t
0
∫
Ω
∂3t a
µα∂µvα∂
3
t q =
∫ t
0
∫
Ω
aµγ∂2t ∂βvγa
βα∂µvα∂
3
t q +R,
where R represents the lower order terms and is estimated as in [48] (see (4.16)–(4.18) in that
paper). It obeys
R ≤ ǫ˜(‖∂2t q‖21 + ‖∂2t v‖21.5) + P (‖∂2t q(0)‖1, ‖∂tq(0)‖2, ‖∂2t v(0)‖1.5, ‖∂tv(0)‖2.5)
+ P (‖v‖2.5+δ) +
∫ t
0
P.
(4.38)
Integrating by parts the derivative ∂β,∫ t
0
∫
Ω
aµγ∂2t ∂βvγa
βα∂µvα∂
3
t q =−
∫ t
0
∫
Ω
aµγ∂2t vγa
βα∂β∂µvα∂
3
t q −
∫ t
0
∫
Ω
aµγ∂2t vγa
βα∂µvα∂β∂
3
t q
−
∫ t
0
∫
Ω
∂βa
µγ∂2t vγa
βα∂µvα∂
3
t q +
∫ t
0
∫
Γ1
aµγ∂2t vγa
βαNβ∂µvα∂
3
t q,
where we used (1.3) and (1.4e). The first three integrals on the right-hand side were estimated in
[48] (see (4.20) and (4.21) in that paper) and are bounded by
ǫ˜(‖∂2t q‖1 + ‖∂2t v‖21.5) + P (‖∂2t q(0)‖1, ‖∂2t v(0)‖1.5, ‖v(0)‖3)
+ P (‖v‖2.5+δ) +
∫ t
0
P,
(4.39)
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whereas the last term on the right-hand side is estimated as I2121 (see (4.28) and (4.29)). Thus
from (4.38) and (4.39) we have
I213 ≤ ǫ˜(‖∂2t q‖1 + ‖∂2t v‖21.5) + P (‖∂2t q(0)‖1, ‖∂2t v(0)‖1.5, ‖v(0)‖3)
+ P (‖v‖2.5+δ) +
∫ t
0
P.
(4.40)
Combining (4.25), (4.26), (4.37), and (4.40), we find
I21 ≤ ǫ˜(‖∂2t q‖21 + ‖∂2t v‖21.5) + P (‖v(0)‖3, ‖∂tv(0)‖1.5, ‖∂2t v(0)‖1.5, ‖∂2t q(0)‖1)
+ P (‖v‖2.5+δ) +
∫ t
0
P.
(4.41)
4.1.2.2. Estimate of I22. Recalling (4.6), we have
I22 =3
∫ t
0
∫
Ω
∂ta
µα∂2t q∂µ∂
3
t vα
=3
∫ t
0
∫
Γ1
∂ta
µα∂2t qNµ∂
3
t vα − 3
∫ t
0
∫
Ω
∂ta
µα∂µ∂
2
t q∂µ∂
3
t vα
=− 3
∫ t
0
∫
Γ1
aµγ∂νvγa
να∂2t qNµ∂
3
t vα − 3
∫ t
0
∫
Ω
∂ta
µα∂µ∂
2
t q∂µ∂
3
t vα
=3σ
∫ t
0
∫
Γ1
∂νvγa
να∂2t (
√
g∆gη
γ)∂3t vα + 6
∫ t
0
∫
Γ1
∂νvγa
να∂ta
µγNµ∂tq∂
3
t vα
+ 3
∫ t
0
∫
Γ1
∂νvγa
να∂2t a
µγNµq∂
3
t vα − 3
∫ t
0
∫
Ω
∂ta
µα∂µ∂
2
t q∂µ∂
3
t vα
= I221 + I222 + I223 + I224,
where in the second equality we integrated by parts in ∂µ, in the third equality we used (1.4c), and
in the fourth equality (1.4d). In the second inequality, we also applied (4.3).
To estimate I221 we use the identity (2.9) As above, it suffices to consider the general multiplica-
tive structure of the integrands and thus we write the right-hand side of (2.9) as
∂(Q(∂η)∂t∂η). (4.42)
Integrating by parts the ∂ derivative in (4.42) and integrating by parts in time one of the derivatives
in the ∂3t v term, we find
I221 =
∫ t
0
∫
Γ1
∂va∂t∂(Q(∂η)∂t∂η)∂
3
t v
=−
∫ t
0
∫
Γ1
∂t(Q(∂η)∂t∂η)(∂
3
t ∂v∂va+ ∂
3
t v∂(∂va))
=−
∫
Γ1
∂t(Q(∂η)∂t∂η)∂
2
t ∂v∂va
∣∣∣∣t
0
−
∫
Γ1
∂t(Q(∂η)∂t∂η)∂
2
t v∂(∂va)
∣∣∣∣t
0
+
∫ t
0
∫
Γ1
∂2t (Q(∂η)∂t∂η)∂
2
t ∂va∂v +
∫ t
0
∫
Γ1
∂t(Q(∂η)∂t∂η)∂
2
t ∂v∂t(a∂v)
+
∫ t
0
∫
Γ1
∂2t (Q(∂η)∂t∂η)∂
2
t v∂(a∂v) +
∫ t
0
∫
Γ1
∂t(Q(∂η)∂t∂η)∂
2
t v∂t∂(a∂v)
= I2211 + I2212 + I2213 + I2214 + I2215 + I2216.
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The estimate of these terms is done in a similar way as other boundary integrals handled above
(e.g. I21211). For example,
I2211 =−
∫
Γ1
Q(∂η)∂2t ∂η∂
2
t ∂v∂va
∣∣∣∣t
0
−
∫
Γ1
Q(∂η)(∂t∂η)
2∂2t ∂v∂va
∣∣∣∣t
0
=−
∫
Γ1
Q(∂η)∂t∂v∂
2
t ∂v∂va
∣∣∣∣t
0
−
∫
Γ1
Q(∂η)(∂v)2∂2t ∂v∂va
∣∣∣∣t
0
≤ ǫ˜‖∂2t v‖21.5 + P (‖v(0)‖3, ‖∂tv(0)‖1.5, ‖∂tv(0)‖2, ‖∂2t v(0)‖1.5)
+ P (‖v‖2.5+δ)
∫ t
0
P (‖v‖3, ‖∂2t v‖1.5).
The terms I2212, . . . , I2216 are handled similarly; we do not present the estimates here as they consist
of a repetition of ideas used above. We obtain
I221 ≤ ǫ˜‖∂2t v‖21.5 + P (‖v(0)‖3, ‖∂tv(0)‖1.5, ‖∂tv(0)‖2, ‖∂2t v(0)‖1.5)
+ P (‖v‖2.5+δ) +
∫ t
0
P.
The terms I222, I223, and I224 are also bounded by essentially a repetition of the ideas presented
so far and, thus, we again omit the details. We point out that a term in ∂3t a appears in I223 after
integration by parts in time, but this term is handled as in I21214, i.e., with the help of (4.33). The
final estimate for I22 is
I22 ≤ ǫ˜(‖∂2t v‖21.5 + ‖∂2t q‖21) + P (‖v‖2.5+δ) +
∫ t
0
P
+ P (‖v(0)‖3 , ‖∂tv(0)‖1.5, ‖∂tv(0)‖2, ‖∂2t v(0)‖1.5, ‖∂2t q(0)‖1, ‖∂tq(0)‖2, ‖q(0)‖3).
(4.43)
4.1.2.3. Estimate of I23+ I24. The terms I23 and I24 are estimated as in [48] (see (4.26) and (4.29)–
(4.31) in that paper), except for the boundary terms that use (1.4d). Here, such terms are estimated
using (2.9). The corresponding estimates are similar to the ones that have already been performed
above. The final estimate for I23 + I24 read
I23 + I24 ≤ ǫ˜(‖∂2t v‖21.5 + ‖∂2t q‖21) + P (‖v‖2.5+δ) +
∫ t
0
P
+ P (‖∂2t v(0)‖1.5, ‖∂2t v(0)‖1, ‖∂tv(0)‖1.5, ‖q(0)‖1, ‖v(0)‖2.5, ‖∂tq(0)‖1.5).
(4.44)
4.1.3. Estimates at t = 0. The above estimates involve several quantities evaluated at time zero.
In this section we show that all such quantities may be estimated in terms of the initial data. It
is here where we use that the a priori bound depends not only on ‖v0‖3 but also on ‖v0‖3.5,Γ1
(cf. Remark 4.7).
Notation 4.6. We denote q0 = q(0) and recall that v(0) = v0.
From (1.1) we have that p satisfies
∆p= − div(∇uu) in D ,
∂p
∂N
= − 〈u,∇uN〉 on Γ0,
p= σH on Γ1(t).
where Γ1(t) = η(Γ1). Evaluating at t = 0 gives
∆q0= − ∂αvβ0 ∂βvα0 in Ω0,
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∂p
∂N
= 0 on Γ0,
p= 0 on Γ1,
where we used that div(∇v0v0) = ∂αvβ0 ∂βvα0 since v0 is divergence-free, that ∇v0N = 0 on Γ0 and
that H(0) = 0 on Γ1. We thus obtain the estimate
‖q0‖4 ≤ C‖v0‖23.
Evaluating (1.4a) at t = 0 and using a(0) = I produces
‖∂tv(0)‖3 ≤ C‖q0‖4 ≤ C‖v0‖23.
From (1.4c) and its time derivative we also obtain
‖∂ta(0)‖2 ≤ C‖v0‖3,
and
‖∂2t a(0)‖2 ≤ P (‖v0‖3),
after using the estimate for ∂tv(0).
From (3.1) and (3.2), and also using (1.3) and (1.4d), we may write
∂µ(a
µνaλν∂λq)= ∂ta
µλ∂µvλ in Ω0,
aµνaλνNµ∂λq= − aµνNµ∂tvν on Γ0,
aµαNµq= − σ√g∆gηα on Γ1.
Setting α = 3 in the boundary condition on Γ1, differentiating in time and evaluating at t = 0
yields
∆∂tq(0) = (−∂taαµ∂2µαq − ∂t∂αaβα∂βq − ∂taβµ∂2µβq
+ ∂2t a
αβ∂αvβ + ∂ta
αβ∂α∂tvβ)
∣∣∣
t=0
in Ω0,
∂
∂N
∂tq(0) = (−∂taαβ∂βqNα − ∂taβα∂βNα)
∣∣∣
t=0
on Γ0,
∂tq(0) = − ∂taµαNµq
∣∣∣
t=0
− σ∆v30 on Γ1,
where we used a(0) = I, (1.3), and (4.3). Using the estimates we have already obtained at t = 0
and invoking the elliptic theory, we obtain
‖∂tq(0)‖2 ≤ P (‖v0‖3, ‖v0‖3.5,Γ1).
Remark 4.7. This last estimate clarifies the statement in the theorem that our priori bounds also
depend on a higher norm of v0 on the boundary. We need a bound for ‖∂tq(0)‖2 because it is the
term that appears in the energy estimates. However, from the above boundary value-value problem
we observe that ‖∂tq(0)‖2 is bounded by ‖v0‖3.5,Γ1 rather than ‖v0‖2.5,Γ1 , the latter being the norm
naturally associated with ‖v0‖3.
It is now clear how to proceed to bound higher time derivatives at the time zero. We further
differentiate the equations in time, evaluate at t = 0, and use the estimates derived for lower time
derivatives at time zero. We conclude that
‖∂tv(0)‖2.5 + ‖∂2t v(0)‖1.5 + ‖∂3t v(0)‖0
+ ‖q(0)‖3 + ‖∂tq(0)‖2 + ‖∂2t q(0)‖1 ≤ P (‖v0‖3, ‖v0‖3.5,Γ1).
(4.49)
Combining (4.2), (4.4), (4.6), (4.24), (4.41), (4.43), (4.44), and (4.49), we obtain (4.1).
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4.2. Boundary H1 estimate on ∂2t v. In this section we derive the estimate
‖∂∂2t v‖20 + ‖∂2(Π∂tv)‖20,Γ1 ≤ ǫ˜‖∂tv‖22.5 + P (‖v0‖3, ‖v0‖3.5,Γ1)
+ P (‖v‖3, ‖q‖1.5,Γ1) +
∫ t
0
P.
(4.50)
We apply ∂m∂
2
t to (1.4a), contract with ∂
m∂2t vα, integrate in time and space and find
1
2
∫
Ω
∂m∂2t v
α∂m∂
2
t vα =−
∫ t
0
∫
Ω
∂m∂2t vαa
µα∂2t ∂µ∂mq −
∫ t
0
∫
Ω
∂m∂2t vαr
α
m,
+
1
2
∫
Ω
∂m∂2t v
α∂m∂
2
t vα
∣∣∣∣
t=0
=
∫ t
0
∫
Ω
∂µ∂
m∂2t vαa
µα∂2t ∂mq −
∫ t
0
∫
Γ1
∂m∂2t vαa
µα∂2t ∂mqNµ
−
∫ t
0
∫
Ω
∂m∂2t vαr
α
m +
1
2
∫
Ω
∂m∂2t v
α∂m∂
2
t vα
∣∣∣∣
t=0
,
where in the second equality we integrated by parts in ∂m and used (1.3), (4.3), and
rαm =∂
2
t ∂ma
µα∂µq + 2∂t∂ma
µα∂t∂µq + ∂ma
µα∂2t ∂µq + ∂
2
t a
µα∂µ∂mq + 2∂ta
µα∂t∂µ∂mq.
We write the above equality as
1
2
‖∂∂2t v‖20 = J = J1 + J2 + J3 + J0 (4.51)
and proceed to analyze each term.
4.2.1. Estimate of J1 + J3 + J0. Since (1.4b) implies ∂
m∂2t (a
µα∂µvα) = 0, we have
J1 =−
∫ t
0
∫
Ω
∂maµα∂µ∂
2
t vα∂
2
t ∂mq − 2
∫ t
0
∫
Ω
∂m∂ta
µα∂µ∂tvα∂
2
t ∂mq
− 2
∫ t
0
∫
Ω
∂ta
µα∂m∂µ∂tvα∂
2
t ∂mq −
∫ t
0
∫
Ω
∂m∂2t a
µα∂µvα∂
2
t ∂mq
−
∫ t
0
∫
Ω
∂2t a
µα∂m∂µvα∂
2
t ∂mq
=J11 + J12 + J13 + J14 + J15.
Then
J11 ≤C
∫ t
0
‖∂a‖L6(Ω)‖∂∂2t v‖L3(Ω)‖∂∂2t q‖0 ≤ C
∫ t
0
‖∂2t v‖1.5‖∂2t q‖1,
J12 ≤C
∫ t
0
‖∂∂ta‖L3(Ω)‖∂∂tv‖L6(Ω)‖∂∂2t q‖0
≤C
∫ t
0
(‖∂v‖L6(Ω)‖∂v‖L6(Ω) + ‖∂2v‖L3(Ω))‖∂tv‖2‖∂2t q‖1
≤C
∫ t
0
(‖v‖22 + ‖v‖2.5)‖∂tv‖2‖∂2t q‖1,
J13 ≤C
∫ t
0
‖∂ta‖L∞(Ω)‖∂2∂tv‖0‖∂∂2t q‖0 ≤ C
∫ t
0
‖v‖3‖∂tv‖2‖∂2t q‖1,
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J14 ≤C
∫ t
0
‖∂v‖L∞(Ω)‖∂∂2t a‖0‖∂∂2t q‖0 ≤ C
∫ t
0
‖v‖3(‖v‖23 + ‖∂tv‖2)‖∂2t q‖1,
and
J15 ≤C
∫ t
0
‖∂2t a‖L6(Ω)‖∂2v‖L3(Ω)‖∂∂2t q‖0 ≤ C
∫ t
0
(‖v‖23 + ‖∂tv‖2)‖v‖3‖∂2t q‖1.
The term J0 is estimated in a similar way and, in view of (4.49), we get
J0 ≤ P (‖v0‖3, ‖v0‖3.5,Γ2).
Finally, the term J3 is treated by the same procedure just used for J1, yielding
J3 ≤
∫ t
0
P (‖v‖3, ‖∂tv‖2, ‖∂2t v‖1.5, ‖q‖2, ‖∂tq‖2, ‖∂2t q‖1).
Hence,
J1 + J3 + J0 ≤P (‖v0‖3, ‖v0‖3.5,Γ2) +
∫ t
0
P (‖v‖3, ‖∂tv‖2, ‖∂2t v‖1.5, ‖q‖2, ‖∂tq‖2, ‖∂2t q‖1). (4.52)
4.2.2. Estimate of J2. We rewrite J2 = −
∫ t
0
∫
Γ1
∂m∂2t vαa
µα∂2t ∂kqNµ as
J2 =−
∫ t
0
∫
Γ1
∂m∂2t (a
µαqNµ)∂m∂
2
t vα +
∫ t
0
∫
Γ1
∂m(∂2t a
µαqNµ)∂m∂
2
t vα
+ 2
∫ t
0
∫
Γ1
∂m(∂ta
µα∂tqNµ)∂m∂
2
t vα +
∫ t
0
∫
Γ1
∂maµα∂2t qNµ∂m∂
2
t vα
=J21 + J22 + J23 + J24.
(4.53)
4.2.2.1. Estimate of J21. To estimate J21, we use (1.4d) and obtain
J21 = σ
∫ t
0
∫
Γ1
∂m∂2t (
√
g∆gη
α)∂m∂
2
t vα.
This term is now estimated in the same fashion as I1 in Section 4.1.1. Namely, with ∂m∂
2
t replacing
∂3t , we use (2.9) and split J21 similarly to (4.7), yielding
J21 = J211 + J212 + J213 + J214, (4.54)
where J211 is the analogue of I11, J212 the analogue of I12, J213 the analogue of I13 + I14, and J214
the analogue of I15 + I16. The terms I211 and I212 contain the products of top derivatives and are
estimated in the same way as I11 and I12. The remainders J213 and J214 need to be treated in a
slightly different fashion than I13 + I14 and I15 + I16 because of the different ways the time and
space derivatives in ∂t∂ may be distributed in (2.9) after taking ∂A = ∂t.
We have
J213 =−
∫ t
0
∫
Γ1
∂Q(∂η)∂t∂v∂∂
2
t ∂v −
∫ t
0
∫
Γ1
∂tQ(∂η)∂
2v∂∂2t ∂v
= J2131 + J2132
and
J214 =−
∫ t
0
∫
Γ1
∂∂tQ(∂η)∂v∂∂
2
t ∂v,
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where we followed the symbolic notation in Remark 2.4. Using (2.1) and integrating by parts in
space
J2131 =
∫ t
0
∫
Γ1
Q(∂η)∂2η∂t∂
2v∂2t ∂v +
∫ t
0
∫
Γ1
Q(∂η)∂3η∂t∂v∂
2
t ∂v
+
∫ t
0
∫
Γ1
Q(∂η)(∂2η)2∂t∂v∂
2
t ∂v
≤C
∫ t
0
‖Q(∂η)∂2η‖L∞(Γ1)‖∂t∂2v‖0,Γ1‖∂2t ∂v‖0,Γ1
+
∫ t
0
‖Q(∂η)‖L∞(Γ1)‖∂3η‖L4(Γ1)‖∂t∂v‖L4(Γ1)‖∂2t ∂v‖0,Γ1
+
∫ t
0
‖∂2η‖2L∞(Γ1)‖∂t∂v‖0,Γ1‖∂2t ∂v‖0,Γ1
≤
∫ t
0
P (‖q‖1.5,Γ1)‖∂tv‖2.5‖∂2t v‖1.5 +
∫ t
0
P (‖q‖1.5,Γ1)‖∂tv‖2‖∂2t v‖1.5
+
∫ t
0
P (‖q‖1.5,Γ1)‖∂tv‖1.5‖∂2t v‖1.5,
where we used (2.2), (2.3), and Proposition 3.4. Next, integrating by parts in time
J2132 =−
∫ t
0
∫
Γ1
Q(∂η)∂v∂2v∂∂2t ∂v
=−
∫
Γ1
Q(∂η)∂v∂2v∂t∂
2v + J2132,0 +
∫ t
0
∫
Γ1
∂t(Q(∂η)∂v∂
2v)∂t∂
2v
=−
∫
Γ1
Q(∂η)∂v∂2v∂t∂
2v + J2132,0 +
∫ t
0
∫
Γ1
Q(∂η)(∂v)2∂2v∂t∂
2v
+
∫ t
0
∫
Γ1
Q(∂η)∂t∂v∂
2v∂t∂
2v +
∫ t
0
∫
Γ1
Q(∂η)∂v∂t∂
2v∂t∂
2v,
where
J2132,0 =
∫
Γ1
Q(∂η)∂v∂2v∂t∂
2v
∣∣∣∣
t=0
≤ P (‖v0‖3, ‖v0‖2.5,Γ1).
A direct estimate of each term in J2132 now produces
J2132 ≤ ǫ˜‖∂tv‖22.5 + P (‖v‖2.5+δ) + P (‖v0‖3, ‖v0‖2.5,Γ1) +
∫ t
0
P.
Therefore,
J213 ≤ ǫ˜‖∂tv‖22.5 + P (‖v‖2.5+δ) + P (‖v0‖3, ‖v0‖2.5,Γ1) +
∫ t
0
P. (4.55)
Moving to J214 and recalling (2.1),
J214 =−
∫ t
0
∫
Γ1
∂∂tQ(∂η)∂v∂∂
2
t ∂v
=−
∫ t
0
∫
Γ1
Q(∂η)∂2η(∂v)2∂∂2t ∂v −
∫ t
0
∫
Γ1
Q(∂η)∂2v∂v∂∂2t ∂v
=J2141 + J2142.
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Integrating by parts in space we find
J2141 =
∫ t
0
∫
Γ1
Q(∂η)(∂2η)2(∂v)2∂2t ∂v +
∫ t
0
∫
Γ1
Q(∂η)∂3η(∂v)2∂2t ∂v
+
∫ t
0
∫
Γ1
Q(∂η)∂2η∂v∂2v∂2t ∂v.
With the help of (2.2), (2.3), and Proposition 3.4, we find
J2141 ≤C
∫ t
0
‖Q(∂η)‖L∞(Γ1)‖(∂2η)2‖0,Γ1‖(∂v)2‖L∞(Γ1)‖∂2t ∂v‖0,Γ1
+ C
∫ t
0
‖Q(∂η)‖L∞(Γ1)‖∂3η‖0,Γ1‖(∂v)2‖L∞(Γ1)‖∂2t ∂v‖0,Γ1
+ C
∫ t
0
‖Q(∂η)‖L∞(Γ1)‖∂2η‖L4(Γ1)‖∂v‖L∞(Γ1)‖∂2v‖L4(Γ1)‖∂2t ∂v‖0,Γ1
≤
∫ t
0
P (‖∂2t v‖1.5, ‖v‖3, ‖q‖1.5,Γ1),
where in the first integral on the right-hand side we used
‖(∂2η)2‖0,Γ1 ≤ C‖(∂2η)2‖1.5,Γ1 ≤ C‖η‖23.5,Γ1 .
Next, integrating by parts in time and estimating as above, we find
J2142 =−
∫
Γ1
Q(∂η)∂2v∂v∂t∂
2v +
∫
Γ1
Q(∂η)∂2v∂v∂t∂
2v
∣∣∣∣
t=0
+
∫ t
0
∫
Γ1
Q(∂η)∂v∂2v∂v∂t∂
2v +
∫ t
0
∫
Γ1
Q(∂η)∂t∂
2v∂v∂t∂
2v
+
∫ t
0
∫
Γ1
Q(∂η)∂2v∂t∂v∂t∂
2v
≤ ǫ‖∂tv‖22.5 + P (‖v‖2.5+δ) + P (‖v0‖3, ‖v0‖3.5,Γ1) +
∫ t
0
P (‖∂tv‖2.5, ‖v‖3).
Therefore,
J214 ≤ ǫ‖∂tv‖22.5 + P (‖v‖2.5+δ) + P (‖v0‖3, ‖v0‖3.5,Γ1)
+
∫ t
0
P (‖∂2t v‖1.5, ‖∂tv‖2.5, ‖v‖3, ‖q‖1.5,Γ1 , ‖η‖3.5,Γ1)
(4.56)
Combining (4.54), (4.55), and (4.56), we find
J21 ≤− 1
C21
‖∂2(Π∂tv)‖20,Γ1 + ǫ˜‖∂tv‖22.5 + P (‖v0‖3, ‖v0‖3.5,Γ1)
+ P (‖v‖2.5+δ , ‖q‖1.5,Γ1)
+
∫ t
0
P (‖∂2t v‖1.5, ‖∂tv‖2.5, ‖v‖3, ‖q‖1.5,Γ1).
(4.57)
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4.2.2.2. Estimate of J22+J23+J24. We now estimate the remaining boundary terms in (4.53). The
key is to use (4.33) and Proposition 3.4. Recalling that N = (0, 0, 1) we have
J22 =
∫ t
0
∫
Γ1
∂m∂2t a
µαqNµ∂m∂
2
t vα +
∫ t
0
∫
Γ1
∂2t a
µα∂mqNµ∂m∂
2
t vα
≤C
3∑
α=1
∫ t
0
‖q‖L∞(Γ1)‖∂∂2t a3α‖0,Γ1‖∂∂2t v‖0,Γ1 +C
3∑
α=1
∫ t
0
‖∂q‖L∞(Γ1)‖∂2t a3α‖0,Γ1‖∂∂2t v‖0,Γ1 .
From (4.33), we have, written symbolically,
∂2t a
3α = (∂v)2 + ∂η∂∂tv on Γ1
and
∂∂2t a
3α = ∂v∂2v + ∂2η∂∂tv + ∂η∂
2∂tv on Γ1.
Then
‖∂2t a3α‖0,Γ1 ≤C‖v‖23 + C‖η‖3.5,Γ1‖∂tv‖1.5
and
‖∂∂2t a3α‖0,Γ1 ≤C‖v‖23 + C‖η‖3.5,Γ1‖∂tv‖1.5 + ‖η‖3‖∂tv‖2.5.
Thus
J22 ≤
∫ t
0
P (‖∂2t v‖1.5, ‖∂tv‖2.5, ‖v‖3, ‖q‖3),
where we used Proposition 3.4.
The terms J23 and J24 are handled similarly. For instance
J24 ≤C
3∑
α=1
∫ t
0
‖∂a3α‖L6(Γ1)‖∂2t q‖L3(Γ1)‖∂∂2t v‖0,Γ1 ≤ C
∫ t
0
‖η‖23,Γ1‖∂2t q‖1.‖∂2t v‖1.5
Hence, we find
J22 + J23 + J24 ≤
∫ t
0
P (‖∂2t v‖1.5, ‖∂tv‖2.5, ‖v‖3, ‖∂2t q‖1, ‖∂tq‖2, ‖q‖3). (4.58)
Combining (4.53), (4.57), and (4.58), we find
J2 ≤− 1
C21
‖∂2(Π∂tv)‖20,Γ1 + ǫ˜‖∂tv‖22.5 + P (‖v0‖3, ‖v0‖3.5,Γ1)
+ P (‖v‖2.5+δ , ‖q‖1.5,Γ1) +
∫ t
0
P.
(4.59)
Finally, combining (4.51), (4.52), and (4.59) gives (4.50).
4.3. Boundary H2.5 estimate on v3. In this section we derive the estimate
‖v3‖2.5,Γ1 ≤C‖∂tq‖1 + P (‖v‖2.5+δ , ‖q‖1.5) + C(‖v‖23 + ‖v‖3)
∫ t
0
‖v3‖. (4.60)
Remark 4.8. The estimates (4.1) and (4.50) provide bounds for the normal components of ∂2t v
and ∂tv. These enter in the div-curl estimates below, thus providing bounds for ∂
2
t v and ∂tv in the
interior. In order to bound ‖v‖3 with the div-curl estimates, we need to estimate ‖v‖2.5,Γ1 first.
For this we use (1.4d) and Proposition 3.4 rather than an energy estimate as in Sections 4.1 and
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4.2. This is because arguing as in those sections produces a term in ∂3v on Γ1, for which we do not
have a good estimate.
Differentiating (1.4d) in time and setting α = 3 yields
√
ggij∂2ijv
3 −√ggijΓkij∂kv3 =− ∂t(
√
ggij)∂2ijη
3 − ∂t(√ggijΓkij)∂kη3
− 1
σ
∂ta
µ3Nµq − 1
σ
aµσNµ∂tq on Γ1
where we also used (2.14).
In light of Proposition 3.4, we have
‖gij‖2.5,Γ1 ≤ C (4.61)
and
‖Γkij‖1.5,Γ1 ≤ C.
Thus, by the elliptic estimates for operators with coefficients bounded in Sobolev norms (see [25, 37])
we have
‖v3‖2.5,Γ1 ≤C‖∂t(
√
ggij)∂2ijη
3‖0.5,Γ1 + C‖∂t(
√
ggijΓkij)∂kη
3‖0.5,Γ1
+ C‖∂taµ3Nµq‖0.5,Γ1 + C‖aµσNµ∂tq‖0.5,Γ1 ,
where C depends on the bounds for ‖gij‖2.5,Γ1 and ‖Γkij‖1.5,Γ1 stated above.
We have
‖∂t(√ggij)∂2ijη3‖0.5,Γ1 ≤C‖∂t(
√
gg−1)‖1.5,Γ1‖∂2η3‖0.5,Γ1
≤C‖Q(∂η)∂t∂η‖1.5,Γ1‖∂2η3‖0.5,Γ1
≤C‖v‖3‖∂2η3‖0.5,Γ1 ,
where we used (2.2). But ∂2η(0) = 0 since η is the identity at time zero, and thus
‖∂2η3‖0.5,Γ1 ≤ C
∫ t
0
‖∂2∂tη3‖0.5,Γ1 ≤ C
∫ t
0
‖v‖3,
so that
‖∂t(√ggij)∂2ijη3‖0.5,Γ1 ≤ C‖v‖3
∫ t
0
‖v‖3.
For the next term, we use (1.5), (2.15), and (2.17) to compute
∂t(
√
ggijΓkij) =−
1√
g
gpg∂pη
τ∂t∂qητg
ijgkl∂lη
ν∂2ijην +
√
g∂t(g
ijgkl∂lη
ν)∂2ijην
+
√
ggijgkl∂lη
ν∂2ij∂tην .
Then∥∥∥∥ 1√g gpg∂pητ∂t∂qητgijgkl∂lην∂2ijην
∥∥∥∥
0.5,Γ1
≤
∥∥∥∥ 1√g gpg∂pητ∂t∂qητgijgkl∂lην
∥∥∥∥
1.5,Γ1
‖∂2ijην‖0.5,Γ1
≤P (‖∂η‖1.5,Γ1)‖∂v‖1.5,Γ1‖∂2η‖0.5,Γ1 ≤ C‖v‖3.
Also,
‖√g∂t(gijgkl∂lην)∂2ijην‖0.5,Γ1 ≤‖P (∂η)∂t∂η‖1.5,Γ1‖∂2η‖0.5,Γ1 ≤ C‖v‖23,
and
‖√ggijgkl∂lην∂2ij∂tην‖0.5,Γ1 ≤P (‖∂η‖1.5,Γ1)‖∂2v‖0.5,Γ12 ≤ C‖v‖3,
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where we used (2.18) to compute ∂t(g
ijgkl∂lη
ν), and (2.2) and (2.3) have also been employed.
Therefore,
‖∂t(√ggijΓkij)∂kη3‖0.5,Γ1 ≤ C‖∂t(
√
ggijΓkij)‖0.5,Γ1‖∂kη3‖1.5,Γ1 ≤ C
2∑
k=1
‖v‖3‖∂kη3‖1.5,Γ1 .
But since ∂kη
3(0) = 0 as η3(0) = x3, we have
‖∂t(√ggijΓkij)∂kη3‖0.5,Γ1 ≤ C(‖v‖3 + ‖v‖23)
∫ t
0
‖v‖3.
The terms containing ∂ta and ∂tq are easily estimated, and we obtain (4.60).
5. Div-curl estimates
In this section we derive estimates for ‖v‖3, ‖∂tv‖2.5, and ‖∂2t v‖1.5. We recall Lemma 2.1 which
is employed below.
The key elements in this section are the inequality (see [21, 25])
‖X‖s ≤ C(‖ curlX‖s−1 + ‖divX‖s−1 + ‖X ·N‖s−0.5,∂ + ‖X‖0), (5.1)
for s ≥ 1 and any vector field X on Ω for which the right-hand side is well-defined, and the Cauchy
invariance (see e.g. [14, 56])
ǫαβγ∂βv
µ∂γηµ = (curl v0)
α, (5.2)
where ǫαβγ is the Levi-Civita symbol. The arguments are similar to those in [48]. First, from (1.4b)
we have
‖div v‖2 =‖(δαβ − aαβ)∂αvβ‖2 ≤ C‖δαβ − aαβ‖2‖∂αvβ‖2 ≤ ǫ˜‖v‖3.
Next, using (5.2),
(curl v)α =ǫαβγ∂βvγ = ǫ
αβγ∂βvγ − ǫαβγ∂βvµ∂γηµ + (curl v0)α
=ǫαβγ∂βvµ(δ
µ
γ − ∂γηµ) + (curl v0)α.
But
δµγ − ∂γηµ = −
∫ t
0
∂γ∂tη
µ = −
∫ t
0
∂γv
µ,
so that
‖ curl v‖2 ≤ C‖v‖3
∫ t
0
‖v‖3 + ‖ curl v0‖2.
Since
‖v‖0 ≤ ‖v0‖0 + C
∫ t
0
‖∂tv‖0,
we have, invoking (5.1),
‖v‖3 ≤ C(‖v0‖0 + ‖ curl v0‖2 +
∫ t
0
‖∂tv‖0 + ‖v‖3
∫ t
0
‖v‖3 + ‖v3‖2.5,Γ1). (5.3)
Similarly, we obtain
‖∂tv‖2.5 ≤P (‖v0‖3, ‖v‖3.5,Γ1) + ‖∂ta‖2‖v‖2.5 + ‖∂tv3‖2,Γ1
+ C
(∫ t
0
‖∂2t v‖0 + ‖∂tv‖2.5
∫ t
0
‖v‖3
)
,
(5.4)
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and
‖∂2t v‖1.5 ≤P (‖v0‖3, ‖v‖3.5,Γ1) + ‖∂ta‖2‖∂tv‖1.5 + ‖∂2t a‖0.5‖v‖2.5+δ + ‖∂2t v3‖1,Γ1
+ ‖∂tv‖1.5‖v‖2.5+δ + C
(∫ t
0
‖∂3t v‖0 + ‖∂2t v‖1.5
∫ t
0
‖v‖3
)
,
(5.5)
where we used (4.49) and δ > 0 is small.
6. Closing the estimates
In this section we finally collect all our estimates together to obtain Theorem 1.3. We once more
emphasize that we use Lemma 2.1 below.
6.1. Comparing ΠX and X · N . From (5.4) and (5.5), we see that we need to connect ‖X ·
N‖s−0.5,∂ with the norm of ΠX which entered in the energy estimates (recall Remark 4.5). Note
that X ·N = X3.
Here we derive the estimates
‖∂X3‖0,Γ1 ≤ ǫ˜
(
3∑
α=1
‖∂Xα‖0,Γ1 +
3∑
α=1
‖Xα‖1
)
+ C‖∂(ΠX)‖0,Γ1 (6.1)
and
‖∂2X3‖0,Γ1 ≤ ǫ˜
3∑
α=1
‖∂2Xα‖0,Γ1 + ǫ˜P (‖q‖1.5,Γ1)‖X‖2
+ P (‖q‖1.5,Γ1)‖X‖2 + C‖∂2(ΠX)‖0,Γ1 .
(6.2)
Before establishing these bounds, we note the presence of the term P (‖q‖1.5,Γ1)‖Xα‖2 on the right-
hand side of (6.2). This term has no ǫ˜, which is not good for our purposes. However, using
interpolation, Young’s, and Jensen’s inequalities as in Remark 4.4, we readily obtain an improved
version of (6.2) which reads
‖∂2X3‖0,Γ1 ≤ ǫ˜‖X‖2.5 + ǫ˜‖∂2X‖0,Γ1 + C‖∂2(ΠX)‖0,Γ1
+ P (‖q‖1.5,Γ1 , ‖∂tX(0)‖0) + C
∫ t
0
P (‖∂tX‖0).
(6.3)
We begin with (6.1). Recalling (2.5)
(ΠX)3 =Π3λX
λ = (δ3λ − gkl∂kη3∂lηλ)Xλ = X3 − gkl∂kη3∂lηλXλ, (6.4)
so that
‖∂((ΠX)3 −X3)‖0,Γ1 =‖∂(gkl∂kη3∂lηλXλ)‖0,Γ1
≤C‖gkl∂kη3∂lηλ∂Xλ‖0,Γ1 + C‖∂(gkl∂kη3∂lηλ)Xλ‖0,Γ1 .
Since
gkl∂kη
3∂lηλ
∣∣∣
t=0
= 0 (6.5)
due to η3(0) = x3, we have
‖gkl∂kη3∂lηλ‖1.5,Γ1 =
∥∥∥∥∫ t
0
∂t(g
kl∂kη
3∂lηλ)
∥∥∥∥
1.5,Γ1
≤ C
∫ t
0
‖∂t∂η‖1.5,Γ1 ≤ C
∫ t
0
‖v‖3 ≤ CMt.
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Hence,
‖gkl∂kη3∂lηλ∂Xλ‖0,Γ1 ≤C‖gkl∂kη3∂lηλ‖1.5,Γ1‖∂Xλ‖0,Γ1 ≤ CMt
3∑
λ=1
‖∂Xλ‖0,Γ1 .
Next,
‖∂(gkl∂kη3∂lηλ)Xλ‖0,Γ1 ≤ C‖∂(gkl∂kη3∂lηλ)‖L4(Γ1)
3∑
λ=1
‖Xλ‖L4(Γ1)
≤ C‖∂(gkl∂kη3∂lηλ)‖0.5,Γ1
3∑
λ=1
‖Xλ‖0.5,Γ1 ≤ CMt
3∑
λ=1
‖Xλ‖1.
The estimate (6.1) now follows upon choosing t sufficiently small.
We now turn to (6.2). From (6.4), we have
∂2(gkl∂kη
3∂lηλX
λ) = ∂2gkl∂kη
3∂lηλX
λ + 2∂gkl∂∂kη
3∂lηλX
λ + 2∂gkl∂kη
3∂∂lηλX
λ
+ 2∂gkl∂kη
3∂lηλ∂X
λ + gkl∂2∂kη
3∂lηλX
λ + 2gkl∂∂kη
3∂∂lηλX
λ
+ gkl∂∂kη3∂lηλ∂X
λ + gkl∂kη
3∂2∂lηλX
λ + 2gkl∂kη
3∂∂lηλ∂X
λ
+ gkl∂∂kη
3∂lηλ∂X
λ + gkl∂kη
3∂lηλ∂
2Xλ
=A1 + · · ·+A11.
We estimate the terms similarly to those leading to (6.1). We make successive use of the following
facts. As before, the terms in ∂η3 are small (in appropriate norms) in light of (6.5) and what
immediately follows. But here also the terms ∂2ηα are small (in appropriate norms), for α = 1, 2, 3,
again because η(0) is the identity, so that, as before
∂2η =
∫ t
0
∂2v.
To proceed, we note that from (1.5) and (2.18), we have
∂g−1 = Q(∂η)∂2η,
and
∂2g−1 = Q(∂η)(∂2η)2 +Q(∂η)∂3η,
where we adopted a symbolic notation akin to Remark 2.4. We have
‖A1‖0,Γ1 ≤C‖∂2g−1‖0,Γ1‖∂η3‖1.5,Γ1‖∂η‖1.5,Γ1‖X‖1.5,Γ1
≤P (‖Q(∂η)‖1.5,Γ1)(‖(∂2η)2‖0,Γ1 + ‖∂3η‖0,Γ1)ǫ˜‖X‖2
≤ ǫ˜P (‖∂2η‖2L4(Γ1) + ‖η‖3,Γ1)‖X‖2
≤ ǫ˜P (‖q‖1.5,Γ1)‖X‖2,
and
‖A2‖0,Γ1 ≤C‖∂2η‖1.5,Γ1‖∂2η3‖0,Γ1‖X‖1.5,Γ1 ≤ ǫ˜P (‖q‖1,Γ1)‖X‖2.
The terms A3 and A4 are estimated similarly as
‖A3‖0,Γ1 + ‖A4‖0,Γ1 ≤ ǫ˜P (‖q‖1,Γ1)‖X‖2.
The term A5 is different and it gives the term without ǫ˜ in (6.2),
‖A5‖0,Γ1 ≤C‖g−1∂3η∂ηX‖0,Γ1 ≤ C‖η‖3.5,Γ1‖X‖1.5,Γ1 ≤ P (‖q‖1.5,Γ1)‖X‖2.
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Looking at the exact definition of A5, it should be clear why A5 has no ǫ˜: while we may bound
‖∂3η‖0,Γ1 from Proposition 3.4, we cannot show this term to be small as we do not have a good
estimate for ‖∂3v‖0,Γ1 . The term ∂lηλ is not small either since ∂lηλ(0) = 1 when λ = l.
Next,
‖A6‖0,Γ1 ≤C‖∂2η3‖L4(Γ1)‖∂2η‖L4(Γ1)‖X‖1.5,Γ1 ≤ ǫ˜‖X‖2.
and
‖A7‖0,Γ1 ≤C‖∂2η3‖L4(Γ1)‖∂η‖L4(Γ1)‖∂X‖L4(Γ1) ≤ ǫ˜‖X‖2.
The terms A8, A9 and A10 are handled similarly. Finally,
‖A11‖0,Γ1 ≤C‖∂η3‖1.5,Γ1‖∂η‖1.5,Γ1‖∂2X‖0,Γ1 ≤ ǫ˜‖∂2X‖0,Γ1 .
Combining the above gives (6.2).
6.2. Eliminating the lower order terms. Our estimates so far contain some lower order terms
on the right-hand sides that have to be eliminated.
In (4.60), we have ‖∂tq‖1. Arguing as in Remark 4.4, we obtain
‖∂tq‖21 ≤ ǫ˜‖∂tq‖22 + P (‖v0‖, ‖v‖3.5,Γ1) + C +
∫ t
0
P (‖∂2t q‖0). (6.6)
Next, we look at the term P (‖v‖2.5+δ , ‖q‖1.5,Γ1). So far δ is any number between 0 and 0.5. Now
we determine how to choose it.
By the Cauchy-Schwarz inequality, we have
P (‖v‖2.5+δ , ‖q‖1.5,Γ1) ≤ P (‖v‖2.5+δ) + P (‖q‖1.5,Γ1)
where P (‖v‖2.5+δ) is a linear combination of terms of the form ‖v‖a2.5+δ , where a ≥ 1 is integer.
Since
‖v‖2.5+δ ≤ 1
2
+
1
2
‖v‖22.5+δ ,
we may assume a ≥ 2. The interpolation inequality gives
‖v‖a2.5+δ ≤ C‖v‖(0.5−δ)a/33 ‖v‖(2.5+δ)a/30 . (6.7)
Let am be the largest of the powers a, and choose δ ≡ δm sufficiently close to 0.5 so that
6
am(0.5 − δm) > 1.
Set
pa =
6
a(0.5 − δm) ,
and note that pa ≥ pam > 1, so that the conjugate exponent qa, p−1a + q−1a = 1, is well-defined
and also greater than one. Therefore, we may apply Young’s inequality with epsilon to the right
hand-side of (6.7) to find
‖v‖a2.5+δ ≤ ǫ˜‖v‖23 + C‖v‖b0,
where
b =
(2.5 + δ)aq
3
.
Since a ≥ 2 and q > 1, we see that b > 1 and hence we may use Jensen’s inequality to obtain
‖v‖b0 ≤ P (‖v0‖, ‖v‖3.5,Γ1) +
∫ t
0
P (‖∂tv‖0).
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We therefore conclude that
P (‖v‖2.5+δ) ≤ ǫ˜‖v‖23 +C +
∫ t
0
P (‖∂tv‖0).
For P (‖q‖1.5,Γ1), we simply note that
‖q‖1.5,Γ1 ≤ C‖q‖2.5+δ˜
for any 0 < δ˜ < 0.5. Thus we can proceed exactly as in the estimate for P (‖v‖2.5+δ). We finally
conclude
P (‖v‖2.5+δ , ‖q‖1.5,Γ1) ≤ ǫ˜(‖v‖23 + ‖q‖23) + C +
∫ t
0
P (‖∂tv‖0, ‖∂tq‖0). (6.8)
6.3. Combining the estimates. We are now ready to combine all our estimates. As in Section 5,
we go over the arguments briefly as they are similar to those in [48]. This consists essentially of
keeping track of the energy and pressure estimates and verifying that they always give estimates
for higher order terms in terms time integrals of the terms to be bounded.
From (5.4) and (5.5), we see that we need ‖∂tv3‖2,Γ1 and ‖∂2t v3‖1,Γ1 . By interpolation, we have
‖∂tv3‖2,Γ1 ≤C‖∂2∂tv3‖0,Γ1 + C‖∂tv3‖0,Γ1
≤C‖∂2∂tv3‖0,Γ1 + P (‖v0‖3, ‖v0‖3.5,Γ1) + C
∫ t
0
‖∂2t v‖1,
and
‖∂2t v3‖1,Γ1 ≤C‖∂∂2t v3‖0,Γ1 + C‖∂2t v3‖0,Γ1
≤C‖∂∂2t v3‖0,Γ1 + ǫ˜‖∂2t v‖1.5 + P (‖v0‖3, ‖v0‖3.5,Γ1) + C
∫ t
0
‖∂3t v‖0.
Thus, it suffices to estimate ‖∂∂2t v3‖0,Γ1 and ‖∂2∂tv3‖0,Γ1 which, in light of (6.1) and (6.3), are
estimated, up to some harmless lower order terms and terms with ǫ˜, in terms of ‖∂(Π∂2t v)‖0,Γ1 and
‖∂2(Π∂tv)‖0,Γ1 . An estimate for these last two terms is given in (4.1) and (4.50).
Therefore, combining the estimates of Proposition 3.2 with (5.3), (5.4), (5.5), invoking (4.1),
(4.50), and (4.60), eliminating the lower order terms with (6.6) and (6.8), and proceeding as in [48],
we obtain a Gronwall-type inequality as in [36], which establishes Theorem 1.3.
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