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Abstract
An approach to a definition of an integral, which differs from definitions of Lebesgue and Henstock–
Kurzweil integrals, is considered. We use trigonometrical polynomials instead of simple functions. Let V be
the space of all complex trigonometrical polynomials without the free term. The definition of a continuous
integral on the space V is introduced. All continuous integrals are described in terms of norms on V . The
existence of the widest continuous integral is proved, the explicit form of its norm is obtained and it is proved
that this norm is equivalent to the Alexiewicz norm. It is shown that the widest continuous integral is wider
than the Lebesgue integral. An analog of the fundamental theorem of calculus for the widest continuous
integral is given.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let C(a, b) be the Banach space of all complex continuous functions on the closed interval
[a, b] with the norm m(f ) = maxt∈[a,b] |f (t)| and L1(a, b) be the Banach space of all complex
summable functions on [a, b] with the norm l(f ) = ∫ b
a
|f (t)|dt . The Riemann and Lebesgue
integrals have the following properties
m
( t∫
a
f (t) dt
)
 (b − a)m(f ) and l
( t∫
a
g(t) dt
)
 (b − a)l(g), (1)
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a
f (t) dt is continuous on the Banach
spaces C(a, b) and L1(a, b), respectively. These properties imply theorems on limits under the
integral sign ([12, 7.6], [13, 1.34]).
Theorems on limits under the integral sign also are proved for the Henstock–Kurzweil integral
([5, Chapter 5], [9, Chapters 4 and 5]). But, in the referee report [16] to the book [9], E.O. Talvila
writes: “. . . One complaint is that the convergence theorems for the Henstock–Kurzweil integral
are really only for absolutely convergent integrals.” In general, properties (1) distinguish the
Riemann and Lebesgue integrals from other integrals.
Hence the following classical problem is interesting: is there a definition of an integral which
is wider than the Lebesgue integral and has the property that is similar to (1).
In the present paper, we study this problem for subspaces of periodic functions. We con-
sider an approach to a definition of an integral which differs from definitions of Lebesgue and
Henstock–Kurzweil integrals. In our approach, we consider trigonometrical polynomials instead
of simple functions and, consequently, use methods of harmonic analysis.
Let T be the one-dimensional torus {eit : 0  t < 2π}. Further we shall consider T as the
additive group R/2πZ  {t : 0  t < 2π} with its Euclidean topology. Let W be the complex
linear space of all trigonometrical polynomials f (t) = ∑nk=−n ckeikt , ck ∈ C, where C is the
field of all complex numbers, t ∈ T . Put W ∗ = {f ∈ W : c0 = 0}. Consider the linear operator
I :W ∗ → W , where I (f ) = ∫ t0 f (t) dt is the usual Riemann integral of f (t).
We study norms q on W such that the operator I is bounded relative to q . In this case, the
operator I will be called a continuous integral and q will be called an I -norm. Denote by H(q)
the completion of W relative to q . In the case q(f ) = m(f ) = max0t2π |f (t)|, H(m) = C(T )
is the Banach space of all continuous 2π -periodic functions and the extension of I is the Riemann
integral. In the case q(f ) = l(f ) = ∫ 2π0 |f (t)|dt , H(l) = L1(T ) is the Banach space of all
summable 2π -periodic functions and the extension of I is the Lebesgue integral. There is another
norm: the Alexiewicz norm on W which also is an I -norm on W (for the proof, see Proposition 9
below). The Alexiewicz norm and a completion of a space of integrable functions furnished with
the Alexiewicz norm are discussed in [1,2,10,14,17]. The Alexiewicz norm for periodic functions
is considered in [15].
In particular, we also consider the following problem: is there an I -norm q on W such that
L1(T ) ⊂ H(q) and L1(T ) = H(q)? We prove the existence of the I -norm ω on W such that
L1(T ) ⊂ H(ω), L1(T ) = H(ω) and H(q) ⊆ H(ω) for every I -norm q on W .
Our paper is organized as follows. In Section 2, we give some definitions and results which
will be used in the next sections. In Section 3, we introduce and study the operator J which has
an important role for a study of a continuous integral. In Section 4, we prove Theorem 6 which
gives a description of all continuous integrals in terms of norms on W . In particular, this theorem
implies the existence of the widest continuous integral and gives the explicit form of its norm ω.
We show that the widest continuous integral is wider than the Lebesgue integral (Theorem 6,
Corollary 5). We prove an analog of the fundamental theorem of calculus for continuous integrals
(Theorem 7) and the equivalence of the norm ω and the Alexiewicz norm on W (Theorem 10).
2. Preliminaries
Let H be a complex normed space. Denote the group of all invertible bounded linear operators
F :H → H by GL(H). The following Definitions 1–3 are known [11].
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periodic one-parameter group of linear operators) on a normed space H .
Definition 2. A linear representation α of T on a normed space H will be called bounded if there
exists M > 0 such that ‖α(t)x‖M‖x‖ for all t ∈ T and x ∈ H . In this case, the norm ‖ · ‖ will
be called α-bounded.
Definition 3. A linear representation α of T on a normed space H will be called isometric if
‖α(t)x‖ = ‖x‖ for all t ∈ T and x ∈ H . In this case, the norm ‖ · ‖ will be called α-invariant.
Definition 4. [4, p. 33] A linear representation α of T on a normed space H will be called
strongly continuous if limt→0 α(t)x = x for all x ∈ H .
Proposition 1. Let α :T → GL(H) be a bounded strongly continuous linear representation in a
normed space H with a norm q and let H be the completion of H .
(i) Then the norm q is equivalent to some α-invariant norm on H .
(ii) If α is isometric then there exists the unique isometric strongly continuous linear represen-
tation α¯ :T → GL(H) such that α¯(t)x = α(t)x for all x ∈ H and t ∈ T .
Proof. (i) A proof is similar to the proof of the lemma in [11, p. 82].
(ii) Let s ∈ T be fixed. Since α(s) is continuous on H , it has a unique continuous extension
to H . Isometricity of α¯ is obvious. Let y ∈ H \ H . Then there exists a sequence {xn} in H
such that xn → y. For any ε > 0 there exists n0 > 0 such that ‖xn − y‖ < ε/3 for all n > n0.
Let n be fixed and n > n0. Since α is strongly continuous, for ε there exists δ > 0 such that
|t | < δ implies ‖α(t)xn − xn‖ < ε/3. Using the isometricity of α, we obtain ‖α(t)y − y‖ 
‖α(t)(y − xn)‖ + ‖α(t)xn − xn‖ + ‖xn − y‖ < ε for all |t | < δ. 
It is known that every strongly continuous linear representation of T in a Banach space is
bounded. In the sequel, H is a Banach space.
Let α be a strongly continuous isometric linear representation of T on H and let Z be the ring
of all integers. For n ∈ Z, put Hn := {x ∈ H : α(t)x = eint x, ∀t ∈ T }.
Let x ∈ H and n ∈ Z. The following Riemann integral Pn(x) := 12π
∫ π
−π e
−intα(t)x dt exists.
The following proposition is known [4, p. 250]:
Proposition 2. Let α be a strongly continuous isometric linear representation of T on H . Then:
1. Pn(x) ∈ Hn for all x ∈ H and Pn(x) = x for all x ∈ Hn;
2. α(t)Pn(x) = Pn(α(t)x) = eintPn(x) for all n ∈ Z, x ∈ H and t ∈ T ;
3. Pn · Pm = 0 and P 2n = Pn for all m,n ∈ Z, m = n;
4. ‖Pn(x)‖ ‖x‖ for all n ∈ Z and x ∈ H .
A series of the form
∑∞
k=−∞ xk , xk ∈ Hk , will be called the Fourier series of an element x ∈ H
if xk = Pk(x) for all k ∈ Z. It will be written in the form x ∼∑∞k=−∞ xk or x ∼∑∞k=−∞ Pk(x).
Let x ∈ H , i = √−1 and n ∈ Z such that n 0. In the sequel, we use following notations:
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n∑
k=−n
Pk(x), σn(x) := s0(x)+ s1(x)+ · · · + sn(x)
n+ 1 ,
Kn(t) := 1
n+ 1
(
sin (n+1)2 t
sin t2
)2
, Spec(x) := {m ∈ Z: Pm(x) = 0},
Hf :=
{
x ∈ H : Spec(x) is finite}, iZ := {im: m ∈ Z}.
Hf is a subspace of H .
Proposition 3. Let α be a strongly continuous isometric linear representation of T on H . Then
σn(x) = (2π)−1
∫ π
−π Kn(t)α(t)x dt and ‖σn(x)‖ ‖x‖ for all x ∈ H , n ∈ Z.
Proof. A proof of the equality is as in the theory of Fourier series. Using the isometricity of α,
the inequality 0Kn(t) and the equality (2π)−1
∫ π
−π Kn(t) dt = 1, we obtain
∥∥σn(x)∥∥=
∥∥∥∥∥(2π)−1
π∫
−π
Kn(t)α(t)x dt
∥∥∥∥∥ (2π)−1
π∫
−π
Kn(t)
∥∥α(t)x∥∥dt = ‖x‖. 
The following theorem is known [7,8]:
Theorem 1. Let α be a strongly continuous isometric linear representation of T on H . Then
limn→∞ σn(x) = x for every x ∈ H and Hf = H .
Remark 1. Theorem 1 is proved for homogeneous Banach subspaces of L1(T ) in [6, pp. 14–15]
and [3, p. 87]. For strongly continuous linear representations of T in a locally convex space, it is
obtained in [7].
Corollary 1. Let α be a strongly continuous isometric linear representation of T on H and
x, y ∈ H . If Pm(x) = Pm(y) for each m ∈ Z then x = y.
Proof. Since Pm(x) = Pm(y) for each m ∈ Z, it follows that σn(x) = σn(y) for each n ∈ N .
Hence Theorem 1 implies x = y. 
Let α be a strongly continuous isometric linear representation of T on a Banach space H .
Definition 5. [4, p. 45] A point x ∈ H will be called a differentiable point of α if there exists
Ax := lim
t→0
α(t)x − x
t
in H . Denote the set of all differentiable points of α by D(A).
Proposition 4. Let α be a strongly continuous isometric linear representation of T on H . Then:
(i) D(A) is a linear subspace of H , Hf ⊂ D(A) and D(A) = H ;
(ii) D(A) is α(T )-invariant and α(t)Ax = Aα(t)x for all t ∈ T , x ∈ D(A);
(iii) APn(x) = Pn(Ax) = inPn(x) for all n ∈ Z and x ∈ D(A).
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Definition 6. [4, p. 45] The operator A will be called the generator of α.
Proposition 5. Let x ∈ D(A). Then the function Gx(t) := α(t)x is differentiable on T and
G′x(t) = α(t)G′x(0) = α(t)Ax.
Proof. A proof is given in [4, p. 46]. 
3. The operator J
Let α be a strongly continuous isometric linear representation of T on a Banach space H . We
need the following linear operator J on H :
J (x) = −(2π)−1
2π∫
0
( t∫
0
α(s)x ds
)
dt + (1 + π)(2π)−1
2π∫
0
α(t)x dt. (2)
Proposition 6. The operator J is bounded.
Proof. Using formula (2) and the isometricity of α, we obtain
∥∥J (x)∥∥ (2π)−1
2π∫
0
t∫
0
ds dt‖x‖ + (1 + π)‖x‖ = (1 + 2π)‖x‖. 
Theorem 2. Let α be a strongly continuous isometric linear representation of T on H . Then:
(i) JPn = PnJ = (in)−1Pn for all n ∈ Z, n = 0;
(ii) JP0 = P0J = P0.
Proof. (i) Let x ∈ Hf . It may be written in the form x =∑k =0, =−k P(x) + P0(x) for some
k ∈ N . Then α(t)x =∑k =0, =−k eitP(x)+ P0(x). Hence
J (x) = − 1
2π
2π∫
0
k∑
 =0, =−k
t∫
0
eisP(x) ds dt − πP0 + 1 + π2π
k∑
 =0, =−k
2π∫
0
eitP(x) dt
+ (1 + π)P0 =
k∑
 =0, =−k
1
i
P(x)+ P0.
This equality implies that J (Pn(x)) = Pn(J (x)) = 1inPn(x) for all n ∈ Z, n = 0, and
J (P0(x)) = P0(J (x)) = P0(x) for all x ∈ Hf .
Let x be an arbitrary element of H . By Theorem 1, using σp(x) ∈ Hf , equalities J (Pn(x)) =
Pn(J (x)) = 1inPn(x) for all n ∈ Z, n = 0, and the boundedness of the operator J , we obtain
J
(
Pn(x)
)= Pn(J (x))= lim
p→∞Pn
(
J
(
σp(x)
))= lim
p→∞
1
in
Pn
(
σp(x)
)= 1
in
Pn(x)
for all n ∈ Z, n = 0, and x ∈ H . Similarly, J (P0(x)) = P0(J (x)) = P0(x) for all x ∈ H . 
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Proof. It follows easily from Theorem 2. 
Theorem 3. Let α be a strongly continuous isometric linear representation of T on a Banach
space H . Then D(A) = J (H).
Proof. We need the following two lemmas.
Lemma 1. AJ(x) = x − P0(x) for all x ∈ Hf .
Proof. An element x ∈ Hf has the form x =∑k=−k P(x) for some k. Using Theorem 2 and
Proposition 4, we obtain Pn(AJ (x)) = Pn(x) for all n = 0 and P0(AJ (x)) = 0. Hence AJ(x) =
x − P0(x) for any x ∈ Hf . The lemma is proved. 
Lemma 2. Let x ∈ H such that P0(x) = 0. Then α(t)J (x) =
∫ t
0 α(s)x ds + J (x).
Proof. Let us define the functions fn, f : [0,2π) → H by fn(t) := α(t)J (σn(x)) and f (t) :=
α(t)J (x). Since α is a strongly continuous isometric linear representation, we have
‖α(t)x − α(t)σn(x)‖ = ‖x − σn(x)‖, ‖f (t)− fn(t)‖ = ‖J (x)− J (σn(x))‖ and∥∥∥∥∥
t∫
0
α(s)x ds −
t∫
0
α(s)σn(x) ds
∥∥∥∥∥ 2π∥∥x − σn(x)∥∥.
Using P0(x) = 0, Proposition 5, J (σn(x)) ∈ Hf and Lemma 1, we get
f ′n(t) = α(t)J
(
σn(x)
)′ = α(t)AJ (σn(x))= α(t)(σn(x)− P0(x))= α(t)σn(x).
Hence
fn(t) =
t∫
0
α(s)σn(x) ds +Cn,
where Cn ∈ H . Putting t = 0, we obtain Cn = fn(0) = α(0)J (σn(x)) = J (σn(x)) and
fn(t) =
t∫
0
α(s)σn(x) ds + J
(
σn(x)
)
.
Using this equality, we obtain
∥∥∥∥∥f (t)−
( t∫
0
α(s)x ds + J (x)
)∥∥∥∥∥
=
∥∥∥∥∥f (t)− fn(t)+
(
fn(t)−
t∫
α(s)x ds − J (x)
)∥∥∥∥∥
0
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∥∥f (t)− fn(t)∥∥+
∥∥∥∥∥
t∫
0
α(s)
(
σn(x)− x
)
ds
∥∥∥∥∥+
∥∥J (σn(x)− x)∥∥
 2
(
π + ‖J‖)∥∥σn(x)− x∥∥
for all t ∈ T . Since limn→∞ σn(x) = x, it follows that f (t) =
∫ t
0 α(s)x ds + J (x) and Lemma 2
is proved. 
We continue the proof of Theorem 3. Since the function α(t)x is continuous on T , we ob-
tain that the function f (t) is differentiable for all t ∈ T and f ′(t) = α(t)x for all x such that
P0(x) = 0. Using Lemma 2 and Proposition 5, we have
α(t)x = f ′(t) = α(t)f ′(0) = α(t) lim
s→0
α(s)J (x)− J (x)
s
= α(t)A(J (x))
for all t and all x ∈ H such that P0(x) = 0. Hence J (x) ∈ D(A) for all x ∈ H such that
P0(x) = 0. Now, assume that x ∈ H is an arbitrary element. Since P0(x − P0(x)) = 0, we have
J (x − P0(x)) ∈ D(A). On the other hand, by Theorem 2 and Proposition 4, JP0(x) = P0(x) ∈
H0 ⊂ D(A). Since D(A) is a linear subspace of H , we get J (x) = J (x − P0(x))+ J (P0(x)) =
J (x − P0(x))+ P0(x) ∈ D(A). Hence J (H) ⊂ D(A).
Conversely, let x ∈ D(A). By Proposition 4 and Theorem 2,
Ax ∼
∞∑
n=−∞
inPn(x) and J (Ax) ∼
∞∑
n=0, n=−∞
Pn(x).
Hence J (Ax) + P0(x) ∼ ∑∞n=−∞ Pn(x). Using Corollary 1, we get J (Ax) + P0(x) = x,
J (P0(x)) = P0(x) and J (Ax + P0(x)) = x. Let us put a := Ax + P0(x). Then J (a) = x. This
means that x ∈ J (H), that is, D(A) ⊂ J (H) and consequently D(A) = J (H). 
Theorem 4. Let α be a strongly continuous isometric linear representation of T on H . Then:
(i) JA(x) = x for all x ∈ D(A) such that P0(x) = 0;
(ii) AJ(y) = y for all y ∈ H such that P0(y) = 0.
Proof. (i) Let x ∈ D(A), P0(x) = 0. According to Proposition 4, Ax ∼∑∞k=−∞ ikPk(x). Using
P0(x) = 0 and Theorem 2, we get J (A)x ∼ ∑∞k =0, k=−∞ Pk(x). By Corollary 1, JA(x) = x.
Thus JA(x) = x for all x ∈ D(A) such that P0(x) = 0.
(ii) Let x ∈ H , P0(x) = 0. Since x ∼ ∑∞k =0, k=−∞ Pk(x), using Theorem 2, we obtain
J (x) ∼∑∞k =0, k=−∞ 1ik Pk(x). According to Theorem 3, J (x) ∈ D(A). Using Proposition 4, we
get AJ(x) ∼ ∑∞k =m,k=−∞ Pk(x), and hence AJ(x) = x. Thus AJ(x) = x for all x ∈ H such
that P0(x) = 0. The proof of the theorem is completed. 
Theorem 5. Let α be a strongly continuous isometric linear representation of T on a Banach
space H and a ∈ H . Then the equation Ax = a has a solution if and only if P0(a) = 0. In the
case P0(a) = 0, a general solution of the equation Ax = a has the form x = J (a) + c, where c
is an arbitrary element of H0.
Proof. Suppose that the equation Ax = a has a solution x. By Proposition 2, we have Ax ∼∑∞
k=−∞ ikPk(x). Hence P0(a) = P0(Ax) = 0.
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x = J (a) is a solution of the equation Ax = a. Let y ∈ H be a solution of the equation Ay = 0.
Then Ay ∼∑∞k=−∞ ikPk(y) =∑∞k =0, k=−∞ ikPk(y) ∼ 0. Hence Pk(y) = 0 for all k = 0, that
is, y = P0(y) ∈ H0. On the other hand, Ay = 0 for all y ∈ H0. Thus a general solution of the
equation Ax = a has the form x = J (a)+ c, where c is an arbitrary element of H0. 
4. Continuous integrals
Every complex trigonometrical polynomial has the form
f (t) =
n∑
k=−n
ake
ikt , (3)
where ak ∈ C and n ∈ Z,n  0. Denote by W the linear space of all complex trigonometrical
polynomials. Denote by W ∗ the linear space of all complex trigonometrical polynomials such
that a0 = 0. We consider the following action of T on W : (α(s)f )(t) = f (t + s).
Let q be a norm on W . Denote by {W,q} the normed linear space W with the norm q .
Proposition 7. The linear representation α is strongly continuous for every norm q on W .
Proof. Let q be a norm on W and f ∈ W has the form (3). Then lims→0 q(α(s)f − f ) 
lims→0
∑n
k=−n |ak||eiks − 1|q(eikt ) = 0 for each f ∈ W . 
Let q be an α-bounded norm on W . Denote by H(q) the completion of {W,q} and denote
by H ∗(q) the closure of the subspace W ∗ in H(q). According to Proposition 1, the continuous
extension α¯ of the linear representation of α to H(q) is also bounded and strongly continuous.
Let s ∈ T be fixed. We consider the linear operator J :W ∗ → W ∗ and the linear functional Φs
on W ∗ which are defined as follows:
Jf =
n∑
k=−n
1
ik
ake
ikt , Φs(f ) =
n∑
k=−n
1
ik
ake
iks, (4)
where f ∈ W ∗ has the form (3). In the case s = 0, we have the following linear functional
Φ0(f ) =
n∑
k=−n
1
ik
ak. (5)
Since the extension α¯ is strongly continuous, the vector-valued Riemann integral
P0x = (2π)−1
π∫
−π
α¯(t)x dt
exists for each x ∈ H(q). Put H0(q) = {x ∈ H(q): P0x = x}. Since H0(q) = C ⊂ W , the linear
functional Φ0 on W ∗ can be considered as a linear operator Φ0 :W ∗ → W .
Denote by I (f ) the usual complex-valued Riemann integral
t∫
0
f (t) dt =
n∑
k=−n
1
ik
ake
ikt −
n∑
k=−n
1
ik
ak, (6)
where f ∈ W ∗ has the form (3). Then I is a linear mapping I :W ∗ → W .
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on {W ∗, q}. In this case, I will be called a continuous integral on W ∗.
We give a description of all I -norms q on W . If a norm q1 is an I -norm and a norm q2 on W
is equivalent to q1, then q2 is also an I -norm. Hence, by Proposition 1(i), it is enough to describe
all α-invariant I -norms.
Let f ∈ W and f has the form (3). Put
m(f ) = max
t∈T
∣∣f (t)∣∣, ω(f ) = |a0| +m(J (f − a0)). (7)
It is known that the mapping m : W → R, where m(f ) = maxt∈T |f (t)|, is an α-invariant
strongly continuous norm on W .
Proposition 8. The mapping ω :W → R, defined by (7), is an α-invariant norm on W .
Proof. The inequality ω(f )  0 is obvious. Let ω(f ) = 0, where f has the form (3). Then
|a0| + maxt∈T |∑nk=−n akk eikt | = 0. This implies a0 = 0 and ∑nk=−n akk eikt = 0 for all t ∈ T .
According to Corollary 1, ak = 0 for all k = −n, . . . , n. This means that f = 0. Let f1(t) =∑n
k=−n akeikt and f2(t) =
∑m
k=−m bkeikt . Then
ω(f1 + f2) = |a0 + b0| +m
(
J (f1 − a0)+ J (f2 − b0)
)
 ω(f1)+ω(f2).
The equality ω(λf ) = |λ|ω(f ), ∀λ ∈ C, is obvious. Thus ω is a norm on W .
It is obvious that ω is α-invariant. 
According to Proposition 7, the linear representation α is strongly continuous relative to the
norm ω on W .
Theorem 6. Let q be an α-invariant norm on W . Then following conditions are equivalent:
(i) The linear operator I : {W ∗, q} → {W,q} is continuous.
(ii) The linear functional Φ0 is continuous on {W ∗, q}.
(iii) There exists K > 0 such that ω(f )Kq(f ) for all f ∈ W .
(iv) The linear operator J : {W ∗, q} → {W ∗,m} is continuous.
Proof. (i) ↔ (ii). Assume that f ∈ W ∗ has the form (3). Using the notation (5) and equality (6),
we obtain
I (f ) =
t∫
0
f (t) dt = J (f )−Φ0(f ). (8)
According to Proposition 6, J : {W ∗, q} → {W ∗, q} is bounded. Hence equality (8) implies that
the operator I is bounded on {W ∗, q} if and only if Φ0 is bounded on {W ∗, q}.
(ii) → (iii). Assume that Φ0 is bounded on {W ∗, q}. Then there exists K > 0 such that
|Φ0(f )|  Kq(f ) for all f ∈ W ∗. Since q is α-invariant, using inequality |Φ0(f )|  Kq(f ),
we get
max
∣∣J (f )∣∣= max∣∣Φs(f )∣∣= max∣∣Φ0(α(s)f )∣∣K maxq(α(s)f )= Kq(f ).s∈T s∈T s∈T s∈T
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According to Proposition 2, we have |a0|q(1) = q(P0f )  q(f ) for all f ∈ W . This implies
|a0| 1q(1) q(f ). Hence
ω(f ) = |a0| + max
s∈T
∣∣J (f − a0)∣∣K1q(f ),
where K1 = 1q(1) + 2K .(iii) → (iv). Assume that there is K > 0 such that ω(f )  Kq(f ) for all f ∈ W . Then,
in particular, m(Jf ) = ω(f )  Kq(f ) for all f ∈ W ∗. This means that the linear operator
J : {W ∗, q} → {W ∗,m} is bounded.
(iv) → (ii). Assume that the linear operator J : {W ∗, q} → {W ∗,m} is continuous. Then there
exists K > 0 such that m(Jf )Kq(f ) for all f ∈ W ∗. Hence |Φ0(f )|m(Jf )Kq(f ) for
all f ∈ W ∗. This means that the linear functional Φ0 is bounded on (W ∗, q). 
Corollary 3. Let q be an I -norm on W , I¯ is the continuous extension of I from W ∗ to H ∗(q)
and Φ0 is the continuous extension of Φ0 from {W ∗, q} to H ∗(q). Then the following equality
I¯ (f ) = Jf −Φ0(f ) (9)
holds for all f ∈ H ∗(q).
Proof. Since q is an I -norm on W , the linear operator I is bounded on {W ∗, q}. Then it has
a continuous extension from {W ∗, q} to H ∗(q). According to Proposition 6, J : {W ∗, q} →
{W ∗, q} is bounded. By Theorem 6, Φ0 has a continuous extension from {W ∗, q} to H ∗(q).
Since operators I, J and Φ0 are continuous, using Eq. (8), we get Eq. (9). 
Corollary 4. Let q be an I -norm on W and s ∈ T is fixed.
(i) Then the linear functionals Φs(f ) and
∫ s
0 f (t) dt are bounded on {W ∗, q}.
(ii) Assume (q) ∫ s0 f (t) dt is the continuous extension of ∫ s0 f (t) dt to H ∗(q) and Φs is the
continuous extension of Φs to H ∗(q). Then the equality
(q)
s∫
0
f (t) dt = Φsf −Φ0(f ) (10)
holds for all f ∈ H ∗(q).
Proof. By Theorem 6, the linear functional Φ0 is bounded on {W ∗, q}. Since the linear operator
α(s) is continuous for every s ∈ T , the linear functional Φs(f ) = Φ0(α(s)f ) is continuous on
{W ∗, q}. Therefore Φs has a continuous extension from {W ∗, q} to H ∗(q).
The equality
∫ s
0 f (t) dt = Φsf −Φ0(f ) holds for all f ∈ W ∗. Therefore the linear functional∫ s
0 f (t) dt is bounded on {W ∗, q} and it has a continuous extension from W ∗ to H ∗(q). Hence
we obtain Eq. (10). 
Theorem 7. Let q be an I -norm on W , A is the generator of the linear representation α¯ of the
group T in H(q) and D(A,q) is the domain of A in H(q). Then:
(i) I¯ (f ) ∈ D(A,q) and AI¯(f ) = f for each f ∈ H ∗(q);
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(iii) I¯A(ϕ) = ϕ − ϕ(0) for every ϕ ∈ D(A,q) satisfying the condition P0(ϕ) = 0.
Proof. (i) Using Eq. (9) and Theorem 3, we obtain that I¯ (f ) is an element of D(A,q) for
all f ∈ H ∗(q). Since P0f = 0 and Φ0(f ) is constant for all f ∈ H ∗(q), from Eq. (9) and
Theorem 4, we get
AI¯(f ) = A(J (f )−Φ0(f ))= AJ(f ) = f
for all f ∈ H ∗(q).
(ii) Let ϕ ∈ D(A,q). According to Theorem 3, D(A,q) = J (H(q)). Hence ϕ = Jf for some
f ∈ H(q). Let ∑+∞k=−∞ akeikt be the Fourier series of f . We write f in the form f = a0 + f1,
where f1 ∈ H ∗(q). For n ∈ N , put
σn(f1) =
n∑
k=−n, k =0
ake
ikt .
According to Theorem 1, limn→∞ σn(f1) = f1 in H ∗(q). By Theorem 6, the mapping
J :H ∗(q) → H ∗(m) is continuous. Hence limn→∞ Jσn(f1) = Jf1 is an element of H ∗(m) that
is a continuous function. Therefore, using Theorem 2(ii), we obtain that ϕ = Jf = J (a0 + f1) =
a0 + Jf1 is a continuous function.
(iii) Assume ϕ ∈ D(A,q) such that P0(ϕ) = 0. Then ϕ ∈ H ∗(q). By Theorem 3, ϕ = Jf for
some f ∈ H ∗(q). Using Theorem 4(ii), we get A(ϕ) = AJ(f ) = f ∈ H ∗(q). Since Φ0A(g) =
g(0) for each g ∈ W ∗, using Eq. (8), we get
IA
(
σn(ϕ)
)= JA(σn(ϕ))−Φ0(A(σn(ϕ)))= JA(σn(ϕ))− σn(ϕ)(0).
Hence IA(σn(ϕ))−JA(σn(ϕ))=σn(ϕ)(0). Using P0(ϕ)=0, we get A(σn(ϕ))=σn(A(ϕ)) =
σn(f ). Since operators I¯ and J are continuous on H ∗(q),
lim
n→∞
(
IA
(
σn(ϕ)
)− JA(σn(ϕ)))= lim
n→∞
(
Iσn(f )− Jσn(f )
)= I¯ f − Jf.
Therefore there exists limn→∞(σn(ϕ)(0)) in H(q). We prove that limn→∞(σn(ϕ)(0)) = ϕ(0).
Consider the norm ω(f ) = m(Jf ) on W ∗. It has the continuous extension to H ∗(ω). Since
(σn(ϕ)−ϕ) ∈ H ∗(ω), (σn(Jf )− Jf ) ∈ H ∗(ω) and (σn(f )− f ) ∈ H ∗(ω) for all f ∈ H(ω), we
obtain
m
(
σn(ϕ)− ϕ
)= m(σn(Jf )− Jf )= ω(σn(f )− f )
for each f ∈ H(ω). Since ω(f )Kq(f ) for all f ∈ W , we get H(q) ⊆ H(ω). Hence
m
(
σn(ϕ)− ϕ
)= m(σn(Jf )− Jf )= ω(σn(f )− f )
for each f ∈ H(q). Using these equalities, we obtain∣∣σn(ϕ)(0)− ϕ(0)∣∣max
s∈T
∣∣σn(ϕ)(s)− ϕ(s)∣∣= m(σn(Jf )− Jf )= ω(σnf − f )
Kq
(
σn(f )− f
)
.
Hence, using the equality
q
(
σn(ϕ)(0)− ϕ(0)
)= q((σn(ϕ)(0)− ϕ(0)) · 1)= ∣∣σn(ϕ)(0)− ϕ(0)∣∣q(1),
we get
q
(
σn(ϕ)(0)− ϕ(0)
)
Kq(1)q(σnf − f ).
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JA(ϕ)− ϕ(0) = ϕ − ϕ(0). 
Remark. Theorem 7 is an analog of the fundamental theorem of calculus for the norm ω.
According to Theorem 6, the mapping J : {W ∗,ω} → {W ∗,m} is continuous. Hence this map-
ping has the continuous extension J :H ∗(ω) → H ∗(m).
Theorem 8. J (H ∗(ω)) = H ∗(m) and J is an isometric isomorphism.
Proof. Let ϕ ∈ H ∗(m) and ∑k∈Z ckeikt is the Fourier series of ϕ. According to Theorem 1,
m(ϕ − σn(ϕ)) →n→∞ 0. We consider the following formal Fourier series f = ∑k∈Z ikckeikt
and Chesáro’s mean σn(f ) for f . By the definition of J , we obtain J (σn(f )) = σn(ϕ) for all
n ∈ N . Since m(ϕ − σn(ϕ)) →n→∞ 0, the sequence {σn(ϕ)} is a Cauchy sequence in H ∗(m).
Using
m
(
σn(ϕ)− σr(ϕ)
)= m(J (σn(f )− σr(f )))= ω(σn(f )− σr(f )),
we obtain that the sequence σn(f ) is a Cauchy sequence in H ∗(ω). Therefore there exists
f1 ∈ H ∗(ω) such that limn→∞ σn(f ) = f1 in H ∗(ω). Since the mapping J :H ∗(ω) → H ∗(m)
is continuous, we have ϕ = limn→∞ σn(ϕ) = limn→∞ Jσn(f ) = J limn→∞ σn(f ) = Jf1. This
means that J (H ∗(ω)) = H ∗(m).
Prove that J is one-to-one. Assume that f1, f2 ∈ H ∗(ω) and Jf1 = Jf2. According to The-
orem 2, 1
ik
Pk(f1) = 1ik Pk(f2) for all k = 0. Hence f1 = f2 that is J is one-to-one. Therefore J
is isomorphism of vector spaces H ∗(ω) and H ∗(m). According to the definition of the norm ω,
we have ω(f ) = m(Jf ) for each f ∈ W ∗. Let f ∈ H ∗(ω). Then ω(f ) = ω(limn→∞ σn(f )) =
limn→∞ ω(σn(f )) = limn→∞ m(Jσn(f )) = m(Jf ). This means that J : H ∗(ω) → H ∗(m) is an
isometric isomorphism. 
Theorem 9.
(i) Let f ∈H ∗(ω). Then I¯ f is a continuous function on T satisfying the condition (I¯f )(0)=0.
(ii) Conversely, let ϕ be a continuous function on T satisfying the condition ϕ(0) = 0. Then there
exists f ∈ H ∗(ω) such that ϕ = I¯ f .
Proof. (i) Let f ∈ H ∗(ω). According to Theorem 5, there exists the unique ϕ ∈ D(A,ω)
such that Aϕ = f . Using Theorem 7, we obtain (I¯f )(t) = I¯ (Aϕ)(t) = ϕ(t) − ϕ(0). Hence
(I¯f )(0) = 0.
(ii) Let ϕ be a continuous function on T satisfying the condition ϕ(0) = 0. Then (ϕ−P0(ϕ)) ∈
H ∗(m). According to Theorem 8, (ϕ − P0(ϕ)) ∈ J (H ∗(ω)). Using Theorem 3, we obtain
(ϕ − P0(ϕ)) ∈ D(A,ω). Since A(P0(ϕ)) = 0, P0(ϕ) ∈ D(A,ω). Hence ϕ ∈ D(A,ω). Put
Aϕ = f . Using ϕ(0) = 0 and Theorem 7(iii), we get I¯ f = I¯ (Aϕ) = ϕ − ϕ(0) = ϕ. 
Let q1 and q2 be α-invariant norms on W such that q1(f )  Kq2(f ) for some K > 0 and
all f ∈ W . Then H(q2) ⊆ H(q1) and H ∗(q2) ⊆ H ∗(q1). In particular, for the norm q1 = ω and
the norm l = ∫ 2π0 |f (t)|dt on W , according to Theorem 6, we have ω(f )K ∫ 2π0 |f (t)|dt for
some K > 0. Hence H ∗(l) ⊆ H ∗(ω).
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Proof. According to [13, Theorem 7.18, p. 146], I¯ f is an absolutely continuous function for
every f ∈ H ∗(l). There exists a continuous function ϕ on T which is not absolutely continuous
and ϕ(0) = 0. By Theorem 9, there exists f ∈ H ∗(ω) such that ϕ = I¯ f . Then I¯ f = ϕ is not
absolutely continuous. This means that f /∈ H ∗(l). Hence H ∗(l) = H ∗(ω). 
Remark. According to Theorem 6, the continuous integral relative to the norm ω is wider than
the Lebesgue integral. But, by Corollary 5, the continuous integral relative to the norm ω differs
from the Lebesgue integral.
Corollary 6. The domain D(A,ω) consists of all complex continuous functions on T .
Proof. According to Theorem 7(ii), every ϕ ∈ D(A,ω) is a complex continuous function on T .
Hence D(A,ω) ⊆ C(T ).
Let ϕ ∈ C(T ). Then the function ψ = ϕ − a, where a = ϕ(0) ∈ C, is continuous and it has
the property ψ(0) = 0. By Theorem 9, there exists f ∈ H ∗(ω) such that ψ = I¯ f . According
to Theorem 7(i), ψ = I¯ f ∈ D(A,ω). Since a ∈ D(A,ω) for all a ∈ C, we obtain ϕ = ψ + a ∈
D(A,ω). Thus D(A,ω) = C(T ). 
Remark. According to Proposition 4(iii), the operator A is the extension of the usual derivative
from W ∗ to H ∗(ω). Corollary 6 means that this generalized derivative exists for an arbitrary
periodic continuous function.
The Alexiewicz norm on W is
γ (f ) = max
t∈[0,2π]
∣∣∣∣∣
t∫
0
f (p)dp
∣∣∣∣∣.
Now we study properties of the norm γ .
Proposition 9. The Alexiewicz norm γ is an I -norm on W .
Proof. Prove that γ is an α-bounded norm on W . Let f ∈ W and s ∈ [0,2π]. We have
γ
(
α(s)f
)= max
t∈[0,2π]
∣∣∣∣∣
t∫
0
f (p + s) dp
∣∣∣∣∣= maxt∈[0,2π]
∣∣∣∣∣
t+s∫
0
f (q)dq −
s∫
0
f (q)dq
∣∣∣∣∣
 max
t∈[0,2π]
∣∣∣∣∣
t+s∫
0
f (q)dq
∣∣∣∣∣+ maxt∈[0,2π]
∣∣∣∣∣
s∫
0
f (q)dq
∣∣∣∣∣
 max
t∈[0,2π]
∣∣∣∣∣
t+s∫
f (q)dq
∣∣∣∣∣+ maxt∈[0,2π]
∣∣∣∣∣
t∫
f (q)dq
∣∣∣∣∣. (11)
0 0
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t+s∫
0
f (q)dq
∣∣∣∣∣ maxt∈[0,2π]
∣∣∣∣∣
t∫
0
f (q)dq
∣∣∣∣∣.
Assume that 2π < t + s  4π . Since the function f is periodic, we obtain∣∣∣∣∣
t+s∫
0
f (q)dq
∣∣∣∣∣=
∣∣∣∣∣
2π∫
0
f (q)dq +
t+s∫
2π
f (q) dq
∣∣∣∣∣
∣∣∣∣∣
2π∫
0
f (q)dq
∣∣∣∣∣+
∣∣∣∣∣
t+s∫
2π
f (q) dq
∣∣∣∣∣
 max
t∈[0,2π]
∣∣∣∣∣
t∫
0
f (q)dq
∣∣∣∣∣+
∣∣∣∣∣
t+s−2π∫
0
f (q)dq
∣∣∣∣∣ 2 maxt∈[0,2π]
∣∣∣∣∣
t∫
0
f (q)dq
∣∣∣∣∣.
Hence∣∣∣∣∣
t+s∫
0
f (q)dq
∣∣∣∣∣ 2 maxt∈[0,2π]
∣∣∣∣∣
t∫
0
f (q)dq
∣∣∣∣∣ (12)
for all s ∈ [0,2π]. Using inequalities (11) and (12), we have γ (α(s)f )  3γ (f ) for all s ∈
[0,2π] and all f ∈ W . This means that γ is an α-bounded norm on W .
Now we prove that γ is an I -norm on W . Let f ∈ W ∗. We have
γ (If ) = max
t∈[0,2π]
∣∣∣∣∣
t∫
0
p∫
0
f (q)dq dp
∣∣∣∣∣ maxt∈[0,2π]
t∫
0
∣∣∣∣∣
p∫
0
f (q)dq
∣∣∣∣∣dp

2π∫
0
∣∣∣∣∣
p∫
0
f (q)dq
∣∣∣∣∣dp  2π maxp∈[0,2π]
∣∣∣∣∣
p∫
0
f (q)dq
∣∣∣∣∣= 2πγ (f ).
This means that the operator I is bounded on W ∗ relative to the norm γ . 
Since ω(1) = 1, ω(eit ) = 1, γ (1) = 2π and γ (eit ) = 2, there is no K > 0 such that γ (f ) =
Kω(f ) for all f ∈ W . The norm ω and the Alexiewicz norm γ are coincide in the following
sense.
Theorem 10. The norm ω and the Alexiewicz norm γ are equivalent norms on W .
Proof. By Propositions 1 and 9, there exists an α-invariant I -norm γ1 on W which is equivalent
to γ . By Theorem 6(iii), there exists K1 > 0 such that ω(f )  K1γ1(f ) for all f ∈ W . Prove
that there exists K2 > 0 such that γ1(f )K2ω(f ) for all f ∈ W . Since ω is an I -norm on W ,
the linear functional Φ0 is bounded on W ∗ by Theorem 6(ii). This means that there exists M > 0
such that∣∣Φ0(f )∣∣Mω(f ) (13)
for all f ∈ W ∗. Let f1 ∈ W ∗. Using Eq. (8), we obtain
max
∣∣I (f1)∣∣= max ∣∣J (f1)−Φ0(f1)∣∣ max ∣∣J (f1)∣∣+ ∣∣Φ0(f1)∣∣. (14)t∈[0,2π] t∈[0,2π] t∈[0,2π]
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max
t∈[0,2π]
∣∣I (f1)∣∣= max
t∈[0,2π]
∣∣J (f1)∣∣+Mω(f1). (15)
Let f ∈ W , f = a0 + f1, where f1 ∈ W ∗. Using inequality (15), we obtain
γ (f ) = max
t∈[0,2π]
∣∣I (f )∣∣= max
t∈[0,2π]
|ta0 + If1| max
t∈[0,2π]
|ta0| + max
t∈[0,2π]
|If1|
 2π |a0| + max
t∈[0,2π]
|Jf1| +Mω(f1) (2π +M)
(|a0| +ω(f1))= (2π +M)ω(f ).
Hence γ (f ) (2π + M)ω(f ) for all f ∈ W . Since γ1 is equivalent to γ , there exists M1 such
that γ1(f ) M1γ (f ) M1(2π + M)ω(f ) for all f ∈ W . Hence γ1 is equivalent to ω. This
implies that γ is equivalent to ω. 
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