ABSTRACT
INTRODUCTION
Advances in hardware and corresponding drop in prices of digital cameras have increased the availability of digital photographs of wild animal sightings at high resolutions and qualities, making fully-automatic or computer assisted animal identification is an attractive approach. These flaws can be curbed by applying computer vision algorithms for developing an automated animal detection and classification system. Animal classification is the most important in monitoring animal locomotive behaviour and its interaction with the environment. The new zoological systems like radiofrequency identification (RFID) and global positioning system (GPS) is developed for animal trace facility, identification, anti-theft, security of animals in zoo.
Developing system for classifying of animals is very challenging task. The photographs captured from low quality camera sensors e.g. low frame rate, low resolution, low bit depth and colour distortion. Additionally, the animal appearance caused by several complicated factors like viewpoint, scale, illumination, partial occlusions, multiple instances. Lastly, the greatest challenge lies in preserving the intra-class and inter-class variability's.
RELATED WORK
In this section, we provide a brief review on existing work related to our work.
Animal classification has majorly four stages in it, viz., segmentation, feature extraction, tracking and classification.
Before extraction of features from an animal image or frame, the region corresponding to animal has to be segmented from its background. Given an image with animal, the goal is to segment out the animal region which is the only region of our interest in it. In the second step, different features are chosen to describe different properties of the animal. Some animals are with very high distinctive shapes, some have distinctive colour, some have distinctive texture patterns, and some are characterized by a combination of these properties. Finally extracted features are used to classify the animal. Segmentation subdivides an image into its constituent parts or object. Segmentation process should stop when the object of interest has been isolated. Animals are often surrounded by greenery, shadow in the background due to which the regions corresponding to the animal in the scene and the background may look very similar.
Pixel based segmentation uses only pixel appearance to assign a label to a pixel (Das et al., [1] , Tobias et al., [2] ). Region based segmentation is another type of segmentation. The main goal of this segmentation is to partition an image into regions by looking for the boundaries between region based on discontinuities in gray level or colour properties. These include (Mukhopadhyay and Chanda, [3] ). Graph-based labeling methods, where a global energy function is defined depending on both appearance and image gradients. These include (Boykov and Jolly, [4] , Nilsback and Zisserman, [5] ).
Tilo and Janko [6] proposed a method for animal classification using facial features. Lahiri et al., [7] used the coat marking to differentiate the individual zebra. Ardovini et al., [8] presented a model for identification of elephants based on the shape of the nicks characterizing the elephant ears. Deva et al., [9] proposed 2D articulated models known as pictorial structures from videos of animals. This model can be used to detect the animal in the videos by using the texture feature of the animals. The animals are classified using unsupervised learning (Pooya et al., [10] ). Heydar et al., [11] developed an animal classification system using joint textural information. Human/animal classification for unattended ground sensors uses wavelet statistics based on average, variance and energy of the third scale residue and spectral statistics based on amplitude and shape features for robust discrimination [12] . Matthias [13] focused on automated detection of elephants in wildlife video which uses color models. Xiao et al., [14] proposed a method for automated identification of animal species in camera trap images. In this method they used dense SIFT descriptor and cell-structured LBP (cLBP).
After feature extraction, the challenge lies in deciding suitable classifier. Mansi et al., [15] proposed a model for Animal detection using template matching. Matthias [13] used colour features for animal classification using Support Vector Machine (SVM) classifier. Deva et al., [9] tried a variety of classifiers, such as K-way logistic regression, SVM, and K-Nearest Neighbours]. Tree based classifiers are capable of modelling complex decision surfaces [12] . Heydar et al., [11] use three different classifiers like Single Histogram, SVM and Joint Probability model. Pooya et al., [10] present a model for animal detect by comparing with ground truth created by human experts. Xiaoyuan et al., [14] used linear SVM classifier for the classification of animals.
In this work, we propose to automate the task of Animal classification. We investigate the suitability of various feature selection method for effective classification. The organization of the paper is as follows. In section 3 the proposed method is explained with a neat block diagram along with a brief introduction to Gabor texture analysis and Feature Selection methods. The experimental results using different classifiers are discussed in section 4 and the paper is concluded in section 5.
PROPOSED METHOD
The proposed model consists of four stages -segmentation, feature extraction, feature selection and classification. The region merging segmentation is used to segment the Animal region from background. Gabor features are extracted from segmented animal image. Discriminative features are then selected using Sequential Forward Selection (SFS), Sequential Floating Forward Selection (SFFS), Sequential Backward Selection (SBS) and Sequential Floating Backward Selection (SFBS). These features are queried to Nearest Neighbour classifier, Probabilistic Neural Network classifier and Symbolic classifier to label an unknown Animal.
Animal Segmentation
The goal is to automatically segment out the animal present in a cluttered background. In our method, an initial segmentation is required to partition the image into homogeneous regions (figure (2b)) for merging. For initial segmentation we used Quick shift segmentation.
Region Merging
In animal segmentation, the central region of image is called as object marker region and the boundary of the image is called as background marker region. We use green markers to mark the object while using blue markers to represent the background shown in figure (2c). After object marking, each region will be labelled as one of three kinds of regions: the marker object region, the marker background region and the non-marker region. To extract the object contour, nonmarker region must be assigned to either object region or background region. The region merging method starts from the initial marker regions and all the non-marker regions will be gradually labelled as either object region or background region.
After initial segmentation, many small regions are available. The colour histograms are used as descriptors to represent the regions as the initially segmented small regions of the desired object often vary a lot in size and shape, while the colours of different regions from the same object will have high similarity. The RGB colour space is used to compute the colour histogram. Each colour channel is quantized into 16 levels and then the histogram of each region is calculated in the feature space of 16×16×16 = 4096 bins. The key issue in region merging is how to determine the similarity between the unmarked regions with the marked regions so that the similar regions can be merged with some logic control. The Bhattacharyya coefficient is used to measure the similarity ) , ( Q R ρ between two regions R and Q, which is given by, 4 0 9 6 ( , )
. 1 Higher the Bhattacharyya coefficient between R and Q, higher is the similarity between them 
Gabor Filter Responses
Texture analysis using filters based on Gabor functions falls into the category of frequency-based approaches. These approaches are based on the premise that the texture is an image pattern containing a repetitive structure that can be effectively characterized in a frequency domain, specifically in Fourier domain. One of the challenges, however, of such an approach is dealing with the trade-off between the joint uncertainty in the space and frequency domains. Meaningful frequency based analysis cannot be localized without bound. An attractive mathematical property of Gabor functions is that they minimize the joint uncertainty in space and frequency. They achieve the optimal trade-off between localizing the analysis in the spatial and frequency domains. Using Gabor filters to analyze texture appeals from a psycho-visual perspective as well. The texture analysis is accomplished by applying a bank of scale and orientation selective Gabor filters to an image (Newsam and Kamath [16] ). These filters are constructed as follows. A twodimensional Gabor function g(x; y) and its Fourier transform G (u; v) can be written as: The indices r and s indicate the orientation and scale of the filter respectively. R is the total number of orientations and S is the total number of scales in the filter bank. While the size of the filter bank is application dependent, it shall be noticed later in experimentation that a bank of filters tuned to combinations of 0, 2, 4, 6, 8 and 10 scales, and different orientations, at 22.5 degree intervals are sufficient for flower analysis.
Feature Selection
Our goal is to reduce the dimension of the data by finding a small set of important features which can give good classification performance. Feature selection algorithms can be roughly grouped into two categories: filter methods and wrapper methods. Filter methods rely on general characteristics of the data to evaluate and to select the feature subsets without involving the chosen learning algorithm. Filters are usually used as a pre-processing step since they are simple and fast. Wrapper methods use the performance of the chosen learning algorithm to evaluate each candidate feature subset. Wrapper methods search for features better fit for the chosen learning algorithm, but they can be significantly slower than filter methods if the learning algorithm takes a long time to run.
Large numbers of diverse acoustic hi-level features were discussed considering their performance. However, sparse analysis of single feature relevance by means of filter or wrapper based evaluation has been fulfilled, yet. Features are mostly reduced by means of the well known Principal Component Analysis and selection of the obtained artificial features corresponding to the highest Eigen-values As such reduction still requires calculation of the original features we aim at a real elimination of original features within the set. As search function within feature selection (FS) we apply different feature selection algorithms [17] like SFS (Sequential Feature Selection), SBS (Sequential Backward Selection), SFFS (Sequential Floating Forward Selection) and SFBS (Sequential Floating Backward Selection,which is well known methods for high performance. Thereby the evaluation function is the classifier, in our case Nearest Neighbor, Probabilistic Neural Network and Symbolic Classifier is used. This optimizes the features as a set rather than finding single features of high performance. The search is performed by forward and backward steps eliminating and adding features in a floating manner to an initially empty set.
The feature selection algorithm is performed for methods like Cross Validation (Standard Cross Validation (SCV), A-Cross Validation (ACV), AB-Cross Validation (ABCV) and Resubstitution. Sequential feature selection is one of the most widely used techniques. It selects a subset of features by sequentially adding (forward search-SFS) or removing (backward search-SBS) until stopping conditions are satisfied. There are two main categories of floating search methods: forward (SFFS) and backward (SFBS). Basically in the case of forward search (SFFS), the algorithm starts with a null feature set and for each step the best feature that satisfies criterion function is included with the current feature set. In the case of worst feature (concerning the criterion) is eliminated from the set, it is performed one step of sequential backward selection (SBS). Therefore, the SFFS proceeds dynamically increasing and decreasing the number of features until the desired condition is reached.
Classification
The extracted features are fed to fusion of classifiers such as nearest neighbor, Probabilistic Neural Network and symbolic classifiers. Introductions on each of these classifiers are given in the flowing subsections.
Nearest Neighbour (NN)
One of the simplest classifiers which we used is the Nearest Neighbor classifier (Bremner [18] , Hall [19] ). The term nearest can be taken to mean the smallest Euclidean distances in ndimensional feature space. This takes a test sample feature in a vector form, and finds the Euclidean distance between this and the vector representation of each training example. The training sample closest to the test sample is termed as its Nearest Neighbor. Since the trained sample in some sense is the one most similar to our test sample, it makes sense to allocate its class label to the test sample. This exploits the 'smoothness' assumption that samples near each other are likely to have the same class.
Probabilistic Neural Networks (PNN)
Probabilistic neural networks (Specht [20] [21]) are feed forward networks built with three layers. They are derived from Bayes Decision Networks. They train quickly since the training is done in one pass of each training vector, rather than several. Probabilistic neural networks estimate the probability density function for each class based on the training samples. The probabilistic neural network uses a similar probability density function. This is calculated for each test vector. Vectors must be normalized prior to their input into the network. There is an input unit for each dimension in the vector. The input layer is fully connected to the hidden layer. The hidden layer has a node for each classification. The output layer has a node for each pattern classification. The probabilistic neural network trains immediately but execution time is slow and it requires a large amount of space in memory.
Symbolic Representation
In this section, we use extracted Gabor features for symbolic representation of animal samples. As features of animal samples have considerable intra class variations in each subgroup, using conventional data representation, preserving these variations is difficult. Hence, the proposed work is intend to use unconventional data processing called symbolic data analysis which has the ability to preserve the variations among the data more effectively. In this work, symbolic representation (Guru and Prakash, [22] ) has been adapted to capture these variations through feature assimilation by the use of an interval valued feature vector as follows. 
where c = 1, 2,…, of N. It shall be noted that unlike conventional feature vector, this is a vector of interval-valued features and this symbolic feature vector is stored in the knowledgebase as a representative of the th j class. We recommend computing symbolic feature vectors for each individual sample of a class and store them in the knowledgebase for future recognition requirements. Thus, the knowledgebase has N number of symbolic vectors.
Classification
In this section we use the symbolic classifier (Guru and Prakash, [22] ) for classifying the animals.
In classification model, a test sample of an unknown animal is described by a set of m features values of crisp type and compares it with the corresponding interval type features of the respective symbolic reference samples 
Acceptance count C
A is given by,
where,
When the database happens to be large, there is a possibility for a test animal sample to possess the same maximum acceptance count with two or more animal classes. Under such circumstances we recommend to resolve the conflict by the use of the following similarity measure (Guru and Prakash, [22] ) which computes the similarity value between a test animal sample and each of the conflicting classes say th j class. 
where δ is a normalizing factor.
DATASETS
In this work we have created our own database despite of existence of other databases as these are less intra class variations or no change in view point. We collected Animal images from World Wide Web in addition to taking up some photographs of Animals that can be found in and around our place. The images are taken to study the effect of the proposed method with large inter, intra class variations and lighting conditions. The dataset consists of 25 classes of Animal with 100 images of each, totally 2500. Figure 4 shows a sample image of each 25 classes
EXPERIMENTATION
In this experimentation we intend to study the accuracy of different feature selection algorithms. The experimentation has been conducted on database of 25 classes under varying number of training samples 40, 60 and 80 from each class. Table 1 shows the classification accuracy of animals obtained by different classifiers like KNN, PNN and Symbolic classifiers without feature selection under varying training samples. Additional, we tabulate the time taken by individual classifiers. Table 2 to Table 5 
CONCLUSIONS
In this paper we have proposed an Animal classification system using different classifiers like NN, PNN and Symbolic. The animal images are segmented using maximal region merging method. The Gabor features are extracted from segmented images. Discriminative gabor features are then selected using the different feature selection algorithm like Sequential Forward Selection, Sequential Floating Forward Selection, Sequential Backward Selection and Sequential Floating Backward Selection. For effectiveness of the proposed method, we have also created our own database of animals of 25 classes each consisting of 100 Animal images, totally 2500. To conduct the experimentation we have considered different size of database and studied the effect of classification accuracy. The experimental results have shown that the symbolic classifier outperforms the other individual features.
