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R651Gaze Perception: Is Seeing Influenced
by Believing?
Gaze perception has been thought to be stimulus-driven. This view is
challenged by a new demonstration that a gaze direction aftereffect can be
influenced by beliefs about the gazer’s ability to see.Stephen R.H. Langton
Stare for a while at a photograph of
a face of someone whose eyes are
gazing over your left shoulder. If, after
having done this, you look at
a photograph of someone whose eyes
are actually directed towards your left
ear, you are likely to mistakenly
perceive this person to be looking
straight at you. In other words,
prolonged exposure to a face gazing
in one direction will bias subsequent
perception of gaze direction in the
opposite direction — a complex
example of a perceptual aftereffect
[1–4]. In a paper in this issue of Current
Biology, Teufel et al. [5] report that
judgements of eye-gaze direction can
be similarly influenced after repeated
exposure to a person wearing mirrored
goggles whose head was angled in
a particular direction, but only when
participants believed that the gazer
could see through the goggles. The
implication is that the perceptual
coding of gaze direction can beinfluenced by the attribution of a mental
state to the gazer.
The process by which perceptual
aftereffects arise is known as
adaptation and is thought to reflect
changes in the responses of neural
mechanisms that encode the visual
property in question [6]. The
classic example occurs when
staring for a minute or two at
a waterfall — unchanging downward
motion — results in the perceptual
distortion of a subsequently viewed
stationary object, which appears to
be moving upwards. Similar effects
occur with other relatively low-level
perceptual properties such as colour,
size and tilt [6]. More recently, however,
researchers have observed that
adaptation can occur with more
complex stimuli such as faces [7–9].
Aftereffects are important because
they tell us something about the
mechanisms underlying perceptual
experience. For example, the work
on gaze adaptation [4] has suggested
that gaze direction is likely to besignalled by the pooled output of
separate cell populations each broadly
tuned to a different gaze direction
(for example, left, right and direct).
Aftereffects that have been observed
following adaptation to heads rotated
at different angles have led to similar
conclusions about the coding of head
orientation [10].
The gaze and head adaptation
studies marry reasonably well with
earlier work by Perrett and colleagues
[11,12], whose recordings of single
cells in macaque brains identified
separate populations of cells that were
maximally responsive to different
eye-gaze directions, different views of
the head, and also for bodies adopting
upright or bent-over postures. Their
influential suggestion was that a neural
mechanism functions to signal the
direction of another individual’s social
attention by combining information
from eye-gaze, head orientation and
body posture. Teufel et al.’s [5] finding
that adaptation transfers from head
direction to the perception of eye-gaze
direction seems to implicate this neural
mechanism.
According to one view, this neural
circuitry is hard-wired and functions
to compute attention direction when
provided with the appropriate input
[13,14]. Indeed, given how readily a pair
of white circles containing smaller
black circles is perceived as a pair of
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R652eyes, it seems that the human brain
computes gaze direction given
something that only vaguely resembles
the appropriate input. Furthermore,
a reasonable assumption is that the
system operates in a bottom-up
fashion, carrying out its operation in
ignorance of its owner’s knowledge,
desires and expectations; believing
that your beloved only has eyes for you
won’t stop you from noticing if these
eyes are gazing longingly in the
direction of an attractive rival.
Teufel et al.’s [5] finding, however,
seems to challenge this notion. In their
study, knowing that someone was
unable to see through a pair of mirrored
goggles seemed to prevent activation
of the putative attention-detecting
system, a system that is nevertheless
activated by the same person, wearing
the same goggles, when the belief is
that they can see. At first glance
(forgive the pun), this appears to be
an example of high-level knowledge
reaching back and affecting
perception, and harks back to
a long-standing debate about the
extent to which visual perception is
continuous with cognition [15].
What kind of knowledge might be
doing the work here? Teufel et al. [5]
explain their finding in terms of
participants attributing a mental state
to the gazer. However, things might not
be as straightforward. Perhaps the
relevant content of participants’ beliefs
is that the other person’s perceptual
machinery is, or is not, functioning
properly. In this case, they are not
necessarily attributing a mental state to
the gazer; their belief isn’t really about
whether or not the gazer is actually
experiencing whatever it is they are
attending to. Things are further
complicated by the fact that
participants were fooled into thinking
that the gazer — the person whose
be-goggled face they could see on their
computer monitors — was actually
sitting in a nearby room and enjoying
a kind of video-mediated interaction
with them. Does the perceived
engagement in a social interaction
facilitate the attribution of mental
states to the gazer?
An interesting question, then, is
whether or not the cleverly designed
deception was actually necessary.
Would the same modulation of the
adaptation effect be observed if
participants knew they were watching
pre-recorded video clips? This is an
important question, because muchof the recent experimental work
conducted on gaze perception and
social attention uses photographs
of faces or short movie clips.
Furthermore, in much of this work,
these faces are isolated from any
surrounding context, arguably making
it even harder for observers to attribute
mental content to the gazer (they
aren’t really looking at anything!).
If profoundly different effects emerge
when participants view real-life people
situated in social contexts, then there
is a case for complementing lab-based
research with studies where people
are observed under real-world
conditions [16].
If mental state attributions really do
influence the perception of gaze and
social attention direction in real-world
social interactions, this might
potentially explain away at least one
rather awkward implication of some
experimental findings in this area.
Many studies have shown that another
person’s gaze or head orientation
triggers a rapid, reflexive shift in
a viewer’s visual attention in the
direction of the gaze or head turn [17],
and that this behaviour involves the
same brain areas identified by single
cell recordings [18]. These gaze-cued
attention shifts may well serve as
a useful early warning if the person
with whom you are interacting has
spotted something threatening or of
interest in the immediate environment
(such as that love-rival again), but it
is hard to believe that every shift in
another’s gaze inevitably triggers this
response. It can only be distracting,
for example, to follow an averted
gaze made while someone is thinking,
or attempting to hold the
conversational floor, when in neither
case might the gazer actually be
looking at anything that is worthy
of your attention. However, if
changes in moment-to-moment
context — including the intentions we
attribute to another’s behaviour — can
influence the way that their attention
direction is encoded, then this may well
prevent these types of gazes from
triggering inappropriate attention
shifts on the part of a viewer.
Perhaps some caution is warranted,
however, before we leap to the
conclusion that our beliefs about what
people are thinking influence how we
perceive where they are attending.
One possibility is that Teufel et al.’s [5]
result reflects the operation of mental
imagery, rather than mental stateattributions. Participants in Teufel
et al.’s [5] experiments were asked to
think about whether or not the person
whose face was viewed in the
adaptation trials could see. One
possibility is that this instruction
encouraged participants to form
a mental image of the person’s eyes.
To the extent that mental imagery
shares some processes with visual
perception [19,20], the small
adaptation effects they observed in
this condition may then have been
produced by imagined eye-gaze stimuli
adapting gaze-specific neurons, just
as real eyes did in the earlier gaze
adaptation studies.
Whatever the precise explanation of
their results, Teufel et al.’s [5] study
may encourage similarly innovative
researchers to seek new ways of
studying how people perceive and
react to social attention cues
in situations that more closely
resemble those we encounter in
everyday life.
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Advances in technology and discovery
go hand in hand. In this issue of Current
Biology Yew et al. [1] describe an
innovative method for identifying
the short-range pheromonal signals
on insect cuticles that mediate
reproductive and social interactions.
Until now, these chemical signals
typically were studied by analysis of
whole-body extracts, so that all
information about the spatial
partitioning of components on different
body parts was lost. Furthermore,
previous methods usually
discriminated against higher
molecular weight and more polar
compounds, so that the resulting
analyses were biased towards the
more volatile and less polar
components of the extracts. To
circumvent these limitations, Yew et al.
[1] used ultraviolet laser desorption/
ionization coupled to time-of-flight
mass spectrometry to sample different
points on the surface of Drosophila
melanogaster individuals, with
a spatial resolution of 200 microns
(Figure 1). During their analyses of
various body parts, the investigators
identified new oxygenated
hydrocarbons including a novel
pheromone, named CH503, that is
associated specifically with
the genitalia of males, and which is
used to render mated femalesstudying human cognition. B. J. Psychol. 99,
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18. Akiyama, T., Kato, M., Muramatsu, T., Saito, F.,
Umeda, S., and Kashima, H. (2006). Gaze but
not arrows: A dissociative impairment after
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le-Specific
on mass spectrometry has identified
ar lipids of the fruit fly Drosophila
hen transferred to females during
ve to males for days.
unattractive to other males following
copulation.
Chemical signals are probably the
oldest form of communication in living
organisms, and insects are maestros
in the use of such signals. Chemical
signals are used in virtually all aspects
of insect life history, including
protection of eggs and defense of
immatures and adults, location and
recognition of mates, food sources,
and oviposition substrates, and
regulation of eusocial interactions
among insects that live in colonies
[2,3]. Unique messages are created
by variations in the structure of the
chemicals that comprise the message,
and by combining chemical ‘words’
together in different blends and ratios
[4,5]. Over evolutionary time, the
components of messages have been
optimized to suit the context in which
they are used. Thus, chemicals that
communicate information over
a distance, such as sex attractant
pheromones or alarm pheromones,
are relatively volatile, whereas
compounds that are used for marking
and recognition are usually nonvolatile,
so that their message will persist [6].
The Drosophila vinegar flies that
underpin so much of modern biology
are no exception, with all kinds of
chemical signals and cues being
crucial in their lives. For example,
cis-vaccenyl acetate (cVA) is a
male-produced pheromone that is20. Finke, R.A., and Schmidt, M.J. (1978). The
quantitative measure of pattern representation
in images using orientation-specific colour
aftereffects. Percept. Psychophys. 23,
515–520.
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DOI: 10.1016/j.cub.2009.06.016attractive to females and also functions
to temporarily render mated females
less attractive to other males. The
receptor that mediates this effect has
been identified and this is one of the
most well-understood mechanisms
of pheromonal signaling in insects [7].
But there are other cuticular lipids
whose functions are less well
understood, such as the apparently
species- and female-specific
aphrodisiac (7Z,11Z)-heptacosadiene
(7,11-C27:2), or (Z)-7-tricosene, which
males may release to inhibit mating
attempts by congeneric males [8].
One great advantage associated with
studying chemical communication in
Drosophia is the opportunity to gain
insight into the genetic underpinnings
of these phenomena. In this context,
the humble fruit fly loses its place as
a ‘model system’ and takes its place
as an animal. How does one study
the intricate details of these chemical
signaling mechanisms?
The exoskeleton of insects is
covered with a layer of cuticular lipids,
the primary function of which is
maintenance of water balance.
However, subsets of cuticular lipid
components also have a critical role
as pheromones that are sensed on
contact by olfactory or gustatory
receptors. The cuticular lipids are
composed primarily of mixtures
of saturated and unsaturated
hydrocarbons, with lesser amounts
of more polar compounds such as
alcohols, carboxylic acids, and esters,
including triglycerides. To date,
almost all studies of insect contact
pheromones have used coupled gas
chromatography-mass spectrometry
(GC-MS) for separation and
identification of the cuticular lipid
components. However, GC-MS has
two major limitations: first, analytes
must be at least slightly volatile to
be able to pass through the gas
