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Department of Agricultural Economics 
University of I l l i n o i s at Urbana-Champaign, 1985 
This study addresses two major i s s u e s which have surfaced recently in 
the Agricultural Economics l i t e r a t u r e : 1) the need to model crop production 
in a dynamic framework, and 2) the need for a better understanding of the 
economics of information. To address these i s s u e s a s tochas t i c dynamic 
programming model of a s ing le year ' s corn production process in eas t -centra l 
I l l i n o i s is developed. Improvements in information which are valued by the 
model are various climate forecast des igns . 
Development of the dynamic programming model entai led ,the synthes is of 
a crop growth simulation model and a nitrogen-cl imate in teract ion model to 
obtain a synthetic data set used in estimation of a corn production func­
t ion . The dynamic programming model contains eight stages of production 
within a s ing le year. As many as s ix ty decis ion a l t ernat ives are avai lable 
to the decis ion maker at some of the s tages . 
The r e s u l t s of t h i s study indicate that there is a potent ial for both 
perfect and imperfect forecas t s to have value to a corn producer. The 
value of any climate forecast is depended not only on the economic scenario 
(corn price, input cos t s and i n t e r e s t r a t e ) , but a l so the design of the 
climate forecast . Design parameters considered are lead time, accuracy of 
the forecas t s , weather parameters to be included in the forecas t , ident i f i­
cation of the most important periods, spat ia l resolut ion, number of c l imatic 
conditions to be forecas t , and length of the period which is being fore­
cast . Evaluation of these design parameters provides a better understanding 
of the re la t ionships between the determinants of information value and the 
expected value of the information. 
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CHAPTER I 
THE SETTING 
I t i s widely perceived that society i s c u r r e n t l y e x p e r i e n c i n g an 
"information revolution" (Naisbitt (1982), Toffler (1981)) . In agr icul ture , 
i n t e r e s t in th i s topic is exemplified by the various inv i ted paper s e s s i o n s 
at the American Agricultural Economics Association (AAEA) meetings in 1978 
and 1984, task forces within USDA, and the increasing use of computers both 
on and off the farm. Even with t h i s high degree of i n t e r e s t , progress in 
ref in ing the conceptual too l s used in studying the economics of information 
remains s low. This study modifies the decis ion theoret ic approach of 
valuing information to determine the value of c l i m a t e f o r e c a s t d e s i g n 
parameters. 
Organization of t h i s introductory chapter is as fo l lows . Firs t the 
need for more research in the area of the economics of in format ion is 
discussed. Next a discussion of the need to incorporate dynamic production 
processess is presented. Final ly , the motivation for and s p e c i f i c object­
ives of t h i s study are discussed. 
NEED FOR RESEARCH IN THE AREA OF ECONOMICS OF INFORMATION 
Eisgruber (1978) s ta t e s that "Neither theory nor methodology e x i s t s to 
address adequately the economics of information, and, unt i l recent ly , 
l i t t l e effort was made to overcome the deficiency" (p. 901). Eisgruber 
c o n t i n u e s on to l i s t some fac tors which contribute to t h i s de f i c i ency . 
Three of Eisgruber's factors are: 
1) public information has no market price, 
2 
2) information is not a physical good and therefore lacks the concrete-
ness that provides the basis for valuing, and 
3) most information systems do not have an impact that is observable 
by easily measured var iables . 
A l t e r n a t i v e l y , these factors can be considered as in t e res t ing research 
challenges, rather than being deficiencies contributing to lack of theory 
or methodology. For example, lack of market price has been addressed in a 
variety of studies in the area of resource economics and the valuation of 
nonmarketed goods ( i . e . , Gum and Martin (1975) and Bishop et a l . (1983)). 
Chavas and Pope (1984) briefly present two methods, measurement in re la ted 
markets (an example is the t r ave l cost method) and bidding games, as 
possible approaches to value public information. The present study consi­
ders an a l t e rna t ive approach, one which values the impact of improvements in 
climate information on the net re turns of a corn producer. 
E i s g r u b e r ' s t h i r d f ac to r is consequent ia l mainly for the use of 
econometric techniques. If the variables cannot be measured, they obviously 
cannot be used as variables in an estimated equation. An implication 
ar i s ing from both factors two and three is the need for modeling decision 
making processes when valuing information. Information is not a physical 
economic good, but the effects of information can be seen in the output of a 
decision making process. Improved information, in general, provides the 
decision maker the opportunity to make bet ter decisions. Altered decisions 
a r e t he observable effects of using the new information. Modeling the 
decision making process and observing the change in the objective function 
caused by changing the optimal decisions as information improves provides 
one effective means to value information. 
3 
Chavas and Pope (1984) provide another i n t e r e s t i n g d i s c u s s i o n of 
the va lue of informat ion as an area of inves t igat ion in agr icu l tura l 
economics. They review conceptual frameworks that have been used to v a l u e 
information and consider a number of re su l t ing research i s s u e s , which they 
s tate ". . . require further empirical microeconomic work to resolve" (p. 
7 1 0 ) . Chavas and Pope challenge the agricultural economics profess ion, 
"Since there is so much inherent uncertainty in the agricultural sec tor , we 
have an exce l lent s e t t ing to gain deeper i n s i g h t s regarding these ques t ions 
and answers" (p. 710). The above discuss ions of Eisgruber and Chavas and 
Pope point out the need for a better understanding of the economics of 
information. 
Uncerta inty in agriculture ar i ses from market forces , pest damage, 
climate conditions and other factors and interact ions which the producer 
cannot c o n t r o l . In t h i s uncer ta in environment, grain producers make 
production decis ions which affect crop y i e l d and p r o f i t a b i l i t y of the farm 
firm. In a competitive industry, such as U.S. agriculture, each individual 
producer's production decis ions have l i t t l e , if any, e f fec t on grain p r i c e ; 
thus short-run prof i t s of a farm firm are mainly determined by crop y i e l d , 
production costs , and marketing s t r a t e g i e s . 
Although y i e l d s are highly dependent on c l imatic v a r i a b i l i t y (Dol l 
and Orazem (1978) , p. 2 3 9 ) , i t does not n e c e s s a r i l y f o l l o w t h a t an 
individual producer could u t i l i z e c l imat ic forecasts to take advantage of 
favorable weather conditions or to mit igate some of the adverse e f f e c t s of 
poor growing conditions, where a climate forecast is defined as a forecas t 
for the weather conditions that w i l l occur for a time period of two weeks 
or longer in length. For a farm firm to be able to take advantage of 
4 
improved information on s tochast ic c l imat ic condit ions, the crop production 
process must be f l e x i b l e enough to adjust to varying c l imat i c condit ions and 
the decis ion making process must incorporate the improvement in c l i m a t e 
information. 
NEED FOR MODELING DYNAMIC PRODUCTION PROCESSES 
The object ive of th i s study is to examine the e f f e c t s of v a r i o u s 
climate forecast design parameters, such as accuracy and lead time, on the 
net returns of a corn producer. Examining the role of c l imat ic information 
in corn product ion r e q u i r e s the incorpora t ion of uncertainty in to an 
agricultural production ana lys i s . Antle (1983), J o l l y (1983), Holt (1983) , 
and Chambers (1983) provide i n t e r e s t i n g perspect ives on the a n a l y s i s of 
r isk in production analyses . 
Antle's a r t i c l e , which is concerned with incorporating risk in produc­
tion function ana lys i s , provides a number of relevant concepts for t h i s 
study. In h i s discuss ion of the Antle work, Chambers (1983) i d e n t i f i e s 
Antle 's two basic points a s : 
1) ". . . r isk and how it is actual ly measured are not rea l ly import­
ant. What is important is how the so lut ion of the decision problem 
in an uncertain environment depends on the random variables in the 
model." 
2) ". . . Ant le t e l l s us t h a t r i sk is e spec ia l ly important in a 
dynamic context; and if we are going to help farmers to make bet ter 
management dec is ions , we should take the dynamics of agricul tural 
production i n t o account (p . 114) ." 
An impl icat ion of Ant le ' s f i r s t point is that the s t a t i s t i c a l dec i s ion 
theoret ic approach to valuing information is an appropriate methodological 
5 
procedure to value information. In th i s approach information is defined as 
a message which a l t ers probabi l i s t i c perceptions of random events. Under a 
decis ion theoret ic framework, information has value only when the a l t ered 
probab i l i t i e s change the optimal decis ions of the decis ion maker (over the 
no or l e s s information scenario) . In t h i s framework, the particular measure 
of r isk is not the concern, but the a l ter ing of the decis ion makers expecta­
tions about the random event (the p r o b a b i l i t i e s ) is what is important 
to the dec is ion maker. 
A n t l e ' s second point should be part of almost any discuss ion of 
crop production. Recent s tudies on crop production in the United S t a t e s , 
however, show a dichotomy on the treatment of dynamic fac tors . Lazarus and 
Dixon (1984) and Taylor and Burt (1984) consider a dynamic decis ion process 
but are concerned with between year production and not the dynamics wi th in a 
s ingle crop year. Two recent books on r isk and modeling define the dec i s ion 
process mainly in terms of a s ing le crop year. These e f for t s by Barry 
(1984) and Baum and Schertz (1983), however, spend l i t t l e , if any, time 
discuss ing the dynamics of the farm production process. Hence, while there 
has been some at tent ion paid to considering the dynamics of crop production, 
it would appear l i t t l e consideration has been given to the dynamics of the 
within crop year production process . 
In the present study, a s ing le y e a r ' s corn production is modeled as a 
sequential decis ion making process. Inputs are considered as being sequen­
t i a l l y i n j e c t e d i n t o the production process. For example, f e r t i l i z e r 
appl icat ion can occur in the f a l l before planting, preplant in the spr ing , 
or sidedressed. The timing of f e r t i l i z a t i o n is one example of numerous 
decis ions that are sequential ly applied to corn production. Modeling the 
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impact of individual production practices requires considerable data. As 
stressed by Antle, "A major obstacle for implementation of dynamic produc­
tion models is data limitations" (p. 1105). Data limitations encountered 
when estimating the dynamic corn production function are overcome by the 
technique of using physiologically-based simulation models to develop a 
synthetic data set. It appears unlikely that f ie ld experiments w i l l ever 
become sufficiently detailed to directly provide data for dynanic decision 
analyses such as is attempted here. Synthetic data sets , based on numerous 
experiments and expert judgments, provide an efficient means to overcome 
these data problems. 
RELEVANCY OF THIS STUDY 
Reflecting on the mission of the agricultural economics profession, 
Holt (1984) states that ". . . our discipline has been drawing away from our 
most important mission, that of helping our agriculture to be more produc­
tive. That i s , after a l l , the major just i f icat ion for expending public 
monies for our support" (p. 1117). Improved climate forecasts may help 
increase the productivity of agriculture. But, in order for agriculture to 
benefit from climate forecasts, the forecasts must be provided in terms that 
are relevant to the producer's decision making process. This relevancy 
includes the following dimensions of the design of climate forecasts: 
1) Timing of the forecast (lead time), i . e . , the time lag between when 
the forecast becomes available and the period for which the forecast 
has been made, 
2) The degree of accuracy in the forecast, 
a) specificity of the forecast, i . e . , how many separate climatic 
conditions must be specified, and 
7 
b) probabil ity density function ( p . d . f . ) of the s p e c i f i c c l imat ic 
conditions, 
3) S p a t i a l r e s o l u t i o n , which i s the p o t e n t i a l divergence between 
regional climate forecasts and climate outcomes on a s p e c i f i c area 
within the region. 
4) The weather parameters ( e . g . early May r a i n f a l l , July temperature) 
to be forecast , and 
5) Time span of a given forecast ( e . g . , yearly, monthly, or weekly 
f o r e c a s t s ) . 
Studies such as the present study that are not d irect ly directed toward the 
farm producer, but toward the s c i e n t i f i c community can f a l l i n t o the realm 
of Hol t ' s comment. Making climate forecasts more relevant to the producer 
w i l l increase the producer's productivity, by making the dec i s ion making 
process more e f f i c i e n t . 
The valuation of climate information for a corn producer is an excel­
l e n t se t t ing to incorporate the above discussion on information and dynamics 
i n t o one study. F irs t , the present study addresses the c a l l for more 
research in the area of the economics of information. In doing so, t h i s 
a n a l y s i s enhances the d e c i s i o n t h e o r e t i c approach u t i l i z e d to valuing 
information in a dynamic se t t ing . Most previous studies ( i . e . , Baquet 
( 1 9 7 6 ) , Brown et a l . (1985) , e t c . ) look at only one design parameter, 
accuracy of the forecasted p .d . f . The corn production s e t t i n g a l lows for 
the examination of several design parameters. Second, the i s s u e of dynamic 
modeling of crop production is addressed. This study examines one poss ib l e 
way to overcome data l imi ta t ions of such models. Once the data l i m i t a t i o n s 
are overcome, a s tochas t i c dynamic programming model of a corn production 
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process is developed to value the forecast design parameters. Third, this 
study considers a number of basic research issues relating to climate 
forecasting. Finally, this study provides a bridge between several studies 
on the theoretical determination of information value (Hilton (1981), Gould 
(1974), and Hess (1982)) and an empirical analysis of the value of informa­
tion. In order to achieve the above general goals, a specific problem must 
be addressed. The problem evaluated here, as briefly discussed above, is to 
develop a methodology to value several climate forecast design parame­
ters for midwestern corn production. 
MOTIVATION AND SPECIFIC OBJECTIVES 
This study is motivated by the emphasis in recent years on the need 
to devise means to minimize the stresses climatic variabil i ty imposes on 
society ( e .g . , Australian Academy of Science (1976), Priestly (1978) and 
Lamb (1979 and 1981a)). As stated by Sonka, Lamb, and Eleveld (1982b) 
achievement of this goal 
. . . would seem to have three demanding, reasonably sequential 
prerequisites. These were proposed in the July 1981 issue of the 
Bu l l e t in of the American Meteorological Society (Lamb, 1981b) 
and are reiterated here. F i r s t , the human a c t i v i t i e s most 
severely impacted by climatic fluctuations must be identified by 
geographical region (e .g . , the Corn Bel t ) , along with the time 
this occurs during the year and the weather parameter(s) respon­
sible . The next prerequisite is the determination of which of the 
most affected regional economies possess the f l ex ib i l i ty to adjust 
or change to an extent that would permit substantial capitaliza­
tion on the availability of ski l l ful climate forecasts, should 
such predictive schemes become a real i ty . The satisfying of these 
f irs t two prerequisites should then permit the optimum attack on 
the third prerequisite for reducing the stresses climatic varia­
b i l i t y impose on society - the actual development of ski l l ful 
climate forecast schemes - for it wil l provide the focus these 
schemes need to be useful. Thus, for society to derive real 
benefit, climate forecast research wil l have to concentrate on 
meteorological parameters of high potential socio-economic impact 
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in regions where the economic and soc ia l systems possess the f l e x i b i l i t y to 
adjust or change in cognizance of the forecasts . (p. 3) 
The second prerequis i te of f l e x i b i l i t y i s the s t a r t i n g po in t of 
t h i s s tudy . Previous s tudies ( i . e . , Lave (1963), Byerlee and Anderson 
(1969), Winkler, Murphy and Katz (1983)) show that in general the crop 
production process has the needed f l e x i b i l i t y to take advantage of improved 
cl imatic information. Given the needed f l e x i b i l i t y , what is the f o r e c a s t 
design which maximizes relevancy to corn producers? The s p e c i f i c o b j e c t i v e s 
of th i s study are: 
1) Design of a climate forecast for midwestern corn production, 
a) Valuing various design parameters of climate forecas t s , 
b) Examining the e f fec t of input costs and output prices on the 
value of improved information, 
2) To determine if a deta i led representation of the corn production 
process can be modeled and s t i l l remain solvable by a sequent ia l , 
s tochast ic optimization technique. 
Valuing various design parameters of climate forecas t s is the major 
o b j e c t i v e of t h i s study. Accomplishment of th i s object ive is d irec ted 
towards the meteorological community. It is hoped that the meteorological 
community w i l l benefit from knowing the advantage of various designs in 
undertaking future research on climate forecast ing . 
ORGANIZATION 
Chapter II contains a review of l i t e r a t u r e . In that chapter, var ious 
techniques that have been used to model farm firms are br ief ly d i scussed . 
The major portion of the chapter is devoted to a review of previous s t u d i e s 
that have attempted to value climate or weather forecas t s . None of these 
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studies address the major issues within the design of a forecast except 
for accuracy of forecasts . 
The remaining chapters are organized as follows. Chapter I I I develops, 
in general, both the dynamic programming technique and the corn production 
decision process for a midwestern grain producer. Incorporation of the crop 
production process in to the dynamic programming framework is the subject of 
Chapter IV. Chapter IV contains assumptions made in developing the model, 
data sources and estimated re la t ionships . The general technique used in 
va lu ing the var ious design parameters is presented in Chapter V. The 
r e su l t s and implications of valuing various designs and design parameters 
are discussed in Chapter VI through VIII. 
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CHAPTER II 
LITERATURE REVIEW 
Meeting the object ives set forth in Chapter I demands knowledge of 
three general areas: farm modeling, optimization techniques, and previous 
s tudies of valuat ion of climate forecast ing . The objective of determining 
if a deta i l farm model can remain solvable by a dynamic s tochast ic optimiza­
t ion technique requires evaluation of the advantages and disadvantages of 
the v a r i o u s techniques avai lable for optimizing the production process, 
along with knowledge of farm models, in general, and how they r e l a t e to the 
midwestern crop production process. In order to meet the main object ive of 
valuing design parameters, fami l iar i ty with prior studies on weather or 
climate forecasts provides information on a l ternat ive techniques used in 
valuing forecas t s , problems and l imi ta t ions of the ear l i er s tudies , and the 
agricultural sectors that have been subject to ana lys i s . 
This chapter is divided into three sec t ions : farm models, optimization 
techniques, and previous studies on the valuat ion of weather or climate 
f o r e c a s t s . The sect ion on farm models is brief because: (1) the l i t e r a t u r e 
is so vast on farm modeling a comprehensive review would be a major under­
taking, and (2) it is summarized wel l e l sewhere (Day ( 1 9 7 7 ) , Day and 
S t a r l i n g (1977) , and Jensen (1977) ) . In addit ion, the crop production 
process s p e c i f i c a l l y relevant for th i s study is outlined in Chapter I I I . 
Motivation for the use of dynamic programming in t h i s study is provided in 
the optimization technique sec t ion . This sect ion s ta t e s several require­
ments an ideal technique would meet in order to sa t i s fy the object ives of 
th i s study. Examination of several techniques, in l i g h t of these require­
ments, fol lows the statement of the requirements. Final ly , the l a s t s e c t i o n 
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reviews a number of previous studies in the area of valuing weather or 
climate forecasting for various agricultural crops. ' 
FARM MODELS 
A ser ies of survey volumes covering the ent ire agr icul tural economics 
l i t e r a t u r e was published in 1977 (Martin et a l . , 1977). Volume One surveys 
the traditional f ie lds within agricultural economics. A historical back­
ground of farm management and production economics is found in the chapter 
by Jensen (1977). Although not totally exhaustive, Jensen's review is a 
f a i r and ample representation of the l iterature on farm management and 
production economics of the period 1946-70. 
Volume Two provides an extensive source of information on quantitative 
methods used in agricultural economics. Two chapters in this volume are 
particularly relevant to the methodology used in farm modeling. The f i r s t , 
by Day (1977), provides a nontechnical survey of various mathematical 
optimization techniques pertinent to agricultural applications. The second, 
by Day and Sparling (1977),. surveys the literature pertaining to optimizing 
models in agricultural and resource economics. Day and Sparling's chapter, 
which provides an extensive l i s t of references including other survey 
art ic les , is the logical starting point for a review of farm models. 
A recent book on farm modeling, Baum and Schertz (1983), is a collec­
t ion of papers from a conference on microeconomic farm modeling. The 
objectives of the conference as stated by the editors were: 
"To develop a better understanding of the 'state of the art' of 
micromodel building, and 
To identify how this state of art can contribute to the building 
of micromodels for policy analysis and their experimental use in 
policy related research." (p. xv) 
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These books are good start ing points for developing farm models. All 
t h r e e books provide needed background m a t e r i a l , but more importantly 
provide extens ive l i s t s of references . A factor which becomes c lear in 
reviewing numerous prior studies r e l a t i n g to farm models is that e f f e c t i v e 
modeling has been structured with the ultimate goal of the ana lys i s in mind. 
Hence, the technique used in the present study has several var iat ions from 
those reviewed in the preceding books. The empirical experience of the many 
past researchers who have u t i l i z e d farm l e v e l models has been used to se lect 
the particular optimization technique, structure, and scope of the model 
developed for t h i s study. These past s tudies w i l l be c i t ed as needed in the 
discuss ion which documents the model's development. 
OPTIMIZATION TECHNIQUES 
Among the basic modeling and so lut ion techniques used in agricul tural 
economics are capital budgeting, l inear programming (LP), quadratic program­
ming (QP), recursive programming, dynamic programming (DP), control theory, 
calculus of var iat ions , game theory and simulation. Most farm firm models 
use one or a modification of these techniques. 1 
For t h i s study the modeling or so lut ion technique used to model the 
farm firm decis ion making process should idea l ly meet the fol lowing require­
ments : 
1. Optimize an intertemporal, sequential decis ion process, 
2. Accomodate s tochast ic c l imat ic condit ions, and 
3. Incorporate the complete s e t of management dec is ions for the farm 
firm. 
No e x i s t i n g modeling or so lut ion technique is able to meet a l l of the above 
requirements. Because no technique meets a l l of these requirements, the 
most important requirements are given pr ior i ty and the technique that best 
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meets these requirements is used to optimize the decision model. For this 
study, the f i r s t two requirements are considered the most important. 
Simulation and Monte Carlo programming (a form of simulation) do not 
guarantee an optimal so lut ion . These techniques were eliminated from 
consideration for use in the present study because an optimal solution is 
strongly preferred in valuing the various climate forecast designs.2 
The basic tenet of intertemporal optimization theory is that by taking 
into account the future consequences of present acts, one is led to make 
choices which, though possibly sacrificing some present payoff, w i l l lead 
to a preferred sequence of events. The potential to satisfy th i s tenet 
varies among the solution techniques. Recursive programming views the 
decision maker as myopic and solves the multiperiod problem as a ser ies of 
single period models. Each suboptimization problem uses the previous 
period's solution as input to the current period, but the model does not 
consider the consequences of the current period's actions on future period 
returns. 
Techniques such as LP or QP can satisfy the basic idea of intertemporal 
optimization in a deterministic setting. In a deterministic setting under 
certain regularity conditions, it can be shown that a l l discrete, inter­
temporal optimization problems can be represented as mathematical program­
ming problems and solved accordingly (Canon, Cullum, and Polack, 1970). 
However, when stochastic events are included in the model, it has not been 
shown that a mathematical programming model can always be formulated to 
yield an optimal solution. Therefore, LP, QP and recursive programming may 
not meet the f i r s t requirement in a stochastic environment. 
As mentioned, LP, QP and recursive programming cannot e x p l i c i t l y 
handle stochastic events, the second requirement.3 Discrete stochastic 
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programming, a modification of LP, was developed to handle s t o c h a s t i c 
events in an LP framework (Rae (1971) and Tice (1979)) . This technique 
requires the decis ion maker to specify the discrete c l a s s i f i c a t i o n of the 
s tochast ic outcomes and the values of the parameters associated with each 
outcome. A farm firm model with 81 possible s ta tes of nature would have 
approximately 8,000 constraints and 14,000 a c t i v i t i e s (Tice (1979)) , thus 
th i s technique suffers from computational burden because c o n s i d e r a b l e 
deta i l i s modeled. 
Game t h e o r y , as def ined by H i l l i e r and Lieberman (1980), is not 
relevant to t h i s study. Game theory assumes that each "player" ( i n the 
present case, nature and the crop producer) is ac t ive ly trying to promote 
i t s own welfare in opposition to that of the "opponent". It is u n r e a l i s t i c 
to conceptualize nature as trying to maximize welfare against the strategy 
chosen by the crop producer. The more r e a l i s t i c se t t ing is to think of the 
crop production decis ion process as a decis ion analys i s problem in which 
the decis ion maker makes decis ions against a passive opponent, nature , 
which chooses i t s "strategies" in some random fashion. All of the tech­
niques discussed here, except game theory, accomodate th i s second dec i s ion 
se t t ing . 
Three opt imizing techniques sa t i s fy ing the basic premise of inter­
temporal optimization and able to handle s tochast ic event s are opt imal 
control , calculus of var iat ions , and dynamic programming. Theoret ical ly , 
these techniques also could sa t i s fy the t h i r d requirement , e x h a u s t i v e 
r e p r e s e n t a t i o n of the f irm's decis ion s e t , but in practical terms t h i s 
requirement is not met because of computational requirements. Art i c l e s by 
Burt (1982), Zilberman (1982), Talpaz (1982) and Howitt (1982) contain the 
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most recent discuss ion of the use of these two techniques in agr i cu l tura l 
economics. 
Choice of a so lut ion approach depends on the appropriate model charac­
t e r i s t i c s along with the need for an e x p l i c i t so lu t ion . To s a t i s f y the 
o b j e c t i v e s o u t l i n e d in Chapter I, a production dec is ion model must be 
developed and various so lut ions of the model used to value c l imat ic forecast 
design parameters. The production model developed in Chapter IV contains 
discontinuous funct ions . Both control theory and the calculus of varia­
t i o n s a r e based on continuous funct ions . Burt (1982) s t a t e s , ". . . 
e x p l i c i t so lut ion of control theory problems is seldom poss ible except for 
t r i v i a l exerc ises" (p. 383) . With the above two considerations in mind, 
dynamic programming is chosen as the so lut ion technique to optimize the 
production dec is ion model. 
PREVIOUS VALUATIONS OF WEATHER/CLIMATE FORECASTS 
Researchers in p o l i t i c a l sc ience, meteorology and a g r i c u l t u r a l ec­
onomics have employed various methodological techniques ranging from surveys 
to rigorous multiperiod optimization techniques to value improvements in 
weather or climate forecas t s . The major concern of these prior s tud ies is 
the accuracy of a forecas t . Other dimensions important to the economic 
d e s i g n of f o r e c a s t s , such as lead time or spa t ia l re so lu t ion are not 
considered in these ear l i e r s tudies . The remainder of th i s chapter reviews 
s e v e r a l r e l e v a n t prev ious s t u d i e s on va lua t ion of cl imate or weather 
forecas t ing . 
Two studies by Glantz (1977, 1979) qua l i ta t ive ly try to a s s e s s the 
value of growing season climate f o r e c a s t s . Both s t u d i e s are based on 
surveys which sought responses from agricultural experts . With perfect 
knowledge of the previous y e a r ' s cl imate, the survey t r i e s to a scer ta in ex 
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post what the experts would have done differently from the actual management 
pract ices tha t occurred ex ante with respect to climate. These two s tudies 
cover a broad range of the agr icul tura l spectrum. Glantz (1977) presents 
potential implications of long-range climate forecasts on the p o l i t i c a l , 
economic, and social environment of the West African Sahel. He concludes, 
"Although a re l i ab le long-range weather forecast is not yet possible, it 
may not even be desirable for many parts of the world unti l that time when 
some e s s e n t i a l adjustments to ex i s t i ng socia l , po l i t i ca l and economic 
pract ices have been undertaken." 
Glantz (1979) is concerned with wheat production in Canada. The 
re su l t s and discussion in th is second study can be i n t e r p r e t e d t h a t a 
perfect forecast for 1974 climatic conditions may have allowed farmers to 
shift to other crops or fallow. Supporting the hypothesis that the agricul­
t u r a l product ion process has the f l ex ib i l i t y to use climate forecasts , 
Glantz extends the Canadian study to look at prof i tabi l i ty of the wheat 
producers. Nineteen seventy-four is one of the highest years in terms of 
to ta l value of the wheat crop. He then concludes farmers considered 1974 a 
favorab le a g r i c u l t u r a l year because the high price of wheat more than 
compensated for the loss in production. What Glantz f a i l s to present is 
what would have been the prof i tab i l i ty of wheat farmers in Canada given a 
perfect forecast for 1974 climatic conditions in 1973. Such an analysis is 
needed to correctly ascertain if climate forecasts have value. Glantz 's 
major contribution with these two s tud ies is the need to examine the 
po l i t i c a l , social , and economic s t ructure of a country to completely obtain 
the potential value of climate forecasts . The major shortcoming in ex­
amining t h i s structure is the diff icul ty in modeling the po l i t i c a l , socia l , 
and economic structure of any country. 
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A third study employing the survey technique was conducted by Lamb, 
Sonka, and Changnon (1984). By u t i l i z ing surveys, workshops, and post-
workshop discussions, th i s study t r i e s to identify the climate information 
uses and needs of ag r ibus ines s decision makers in the United S ta t e s . 
Climate information is currently being used by the agribusiness sector in 
(1) the design and planning of ongoing and future operations, (2) the 
monitoring of in-season conditions, and (3) the model-based predict ions of 
crop y i e l d s . Although the findings of Lamb et a l . show that climate 
information is being extensively used and i t s use has increased substantial­
ly in recent years, they point out ". . . non-use of climate information is 
found to stem from reservations about the a v a i l a b i l i t y , u t i l i t y , cos t , 
va lue , and ( i n the case of climate predictions only) accuracy of that 
material" (p. i v ) . A unique feature of th i s study is in the in -depth 
discussion of the needs to overcome these reservat ions . The Lamb et a l . 
findings also support the hypothesis that the agr icu l tura l sector has the 
f l ex ib i l i t y to use climate forecasts . They s t a t e : "the potential exis ts 
for a substantial and profi table increase in the u t i l i z a t i on of climate 
information by the private sector" (p. v ) . 
Data from 1979 on corn yield and product ion i n p u t s were used to 
e s t ima te a response func t ion by Sonka et a l . (1982). Their response 
function indicates that if the actual 1979 climate conditions had been 
known prior to that crop year, yields could have been enhanced by increasing 
the seed planting density and the amount of f e r t i l i z e r applied. Sonka et 
a l . also present l imited data for 1980 corn yie lds and inputs . The sparse 
data for 1980 show that f ie lds in which seed planting population was low 
and a low amount of nitrogen f e r t i l i z e r was applied had be t te r yie lds than 
f ie lds planted with high seed density and heavy f e r t i l i z a t i o n . This change 
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re la t ionship between key production inputs and corn yield is most l ike ly a 
function of the climate in each year. In 1979 the summer was favorable 
for corn growth whereas in 1980 July was hot and dry, which are unfavorable 
growing conditions for corn. Their data indicate that midwestern grain 
farming may be an economic sector containing suff ic ient f l e x i b i l i t y to 
u t i l i z e climatic forecasts. 
Winkler, Murphy, and Katz (1983) brief ly discuss decision ana lys is 
with an emphasis on valuing improvements in information. The decision in 
t h e i r s i m p l i s t i c hypothetical set t ing is which crop to plant, wheat or 
barley, based on existing climate f o r e c a s t s and hypo the t i ca l improved 
forecasts . Winkler et a l . demonstrate that the value of existing forecas ts 
does not begin to approach the value of perfect forecasts . Therefore they 
suggest that possible positive net re turns may exis t for society in obtain­
ing improved climate forecasts . 
Brown, Katz, and Murphy (1984) develop a dynamic programming model of 
the crop/fallow decision for a single acre for the northern Great Plains 
region (western North Dakota and eastern Montana). In the i r model, the 
decision maker chooses between planting spring wheat or fallowing based on 
i n i t i a l soi l moisture and growing season forecasts of precipi ta t ion. Using 
an i n f i n i t e planning horizon under a specified set of conditions, Brown et 
al. estimate that the economic value of perfect precipi ta t ion information at 
Havre, MT is $79.14 per acre. They s t a t e ". . . that perfect forecasts at 
both Havre and Williston are of considerable value, suggesting that improve­
ments in forecast quality might lead to increase in value" (p. 6 ) . The 
sensi t iv i ty of their r e su l t s to the price of wheat shows that the value of 
perfect forecasts ranges from $39.01 to $83.12 per acre at prices from $2.00 
to $4.50 per bushel. The Brown et a l . r e su l t s suggest that even at low 
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prices (which may occur as forecasts improve due to increased grain supply 
over the cur ren t f o r ecas t s c e n a r i o ) , there may be considerable value 
associated with improvements in climate forecasts . 
Baquet et a l ; (1976) developed a Bayesian simulation model of the 
frost protection decision process for pear growers in Oregon. In f ru i t 
orchards frost can damage the blossom from which the f ru i t emerges. If the 
blossom is damaged, no f ru i t wi l l be borne and considerable lo s s of the 
f ru i t crop r e s u l t s . Various forms of protection from frost damage have 
been developed to mitigate t h i s loss but these procedures can be expensive 
to implement. Forecasts of the n igh t ' s low temperature are used by orchard 
growers to determine the type of protection to apply to the orchard, if any. 
Baquet et a l . estimated the economic value of frost forecasts under 
various assumptions concerning prior information, accuracy of forecas ts and 
the orchard operator 's u t i l i t y function. For r isk averse u t i l i t y maxim­
izing operators with h i s to r i ca l prior probabi l i t ies for temperature, the 
average seasonal values estimated per day per acre for approximately a 
60-day frost season were $5.39 for forecasts provided by the U. S. Weather 
Service and $8.67 for perfect frost forecasts . Under the above p r io r 
assumption, the average value for perfect frost forecast for profi t maximi­
zing operators was $4.73 per day per acre . For completely ignorant u t i l i t y 
maximizing dec i s ion makers ( i . e . , no prior p robab i l i t i e s ) , the average 
value of f ros t forecasts provided by the weather service was $191.39 per 
day per acre . 
Two studies, Stewart et a l . (1984) and Katz et a l . (1982) a l so ad­
dress the problem of frost protection of orchards. Katz et a l . develop 
a dynamic programming model in which the daily decision is to do frost 
protection or do nothing depending on nightly forecasted minimum tempera-
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tures and previous percent of bud l o s s . The object ive function of the 
model is to minimize expected expenses over the en t i re fros t protect ion 
season subject to bud l o s s due to low temperatures. Their f indings show 
that for red de l ic ious apples the current forecasts have rea l ized approx­
imately 66% of the potential reduction in expected expense over cl imato-
log i ca l information (h i s tor ica l p r o b a b i l i t i e s ) . Here 100% of the potent ial 
is defined as being achieved by perfect forecas t s of daily minimum temper­
atures. The f indings of both Baquet et a l . and Katz et a l . indicate that 
current daily forecas t s are fa i r ly accurate, but there does e x i s t a poten­
t i a l increase in value for perfect forecas t s . 
The a n a l y s i s by Stewart et a l . of the frost protection problem is 
more descr ipt ive in nature. They explored the decision-making procedures 
of individual orchardists through interviews with growers and d e t a i l e d 
fros t protect ion records. This study indicates that more information than 
jus t forecasted minimum temperatures and previous bud l o s s is used in the 
decision-making process. Information such as dew point, stage of develop­
ment of the tree-buds, type of f r u i t and variety grown, along with updated 
temperature forecas t s , i s incorporated into the decision-making process. 
Preliminary rev i s ions of the values reported in Katz et a l . are reported in 
the l a s t sec t ion of the Stewart et a l . a r t i c l e . Stewart et a l . conclude 
that the e f fect of th i s additional information causes a small reduction in 
the previous estimates of the value of daily minimum temperature forecas t s . 
Lave (1963) developed a game tree which p i t ted a s ing le r a i s i n grower 
against nature. A game tree is a method of evaluating a l l poss ib le ac t ions 
in a sequential process, thus making it useful only when the number of 
poss ible act ions is small. In Lave's game tree , a producer maximizing the 
expected value of h i s ra i s in crop makes the f i r s t move and then nature 
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moves. Lave concludes that if only a single grower had an increase in 
information on weather, that grower could increase profits. But, if the 
whole industry had the better forecast, the forecast would have a negative 
impact on the entire raisin industry, at least in the short-run. Lave's 
analysis shows the importance of the e l a s t i c i t i e s of demand and supply when 
determining the effect a change in supply (caused by increased weather 
knowledge) could have on an industry. 
Byerlee and Anderson (1969) present a methodology for assessing the 
monetary value of additional information for a response process which 
involves interaction between controlled and uncontrolled factors. Theoreti­
cal considerations specify that an interact ion between control led and 
uncontrolled factors is a necessary condition for additional information on 
the uncontrolled factors to have economic value. Without that interaction, 
decisions on the controlled factors are made independently of the uncon­
trolled factors. 
To develop Byerlee and Anderson's methodology for a profit maximizing 
decision maker, consider a simple decision problem in which profits are 
given by the function 
where X is control led input and θ is a random event with probability 
distribution ho(θ). Under this framework, l e t 
be the maximized expected profit where, EO is the expectations operator 
over The input level chosen by the decision maker sat i s f i es the 
f i r s t order conditions for profit maximization given by 
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(2.3) 
Suppose a predictor is available which yields a prediction Pk, provi­
ding new information on θ in the form of a new posterior d i s t r ibu t ion hk 
such that Now the decision maker chooses which s a t i s f i e s 
(2.4) 
and the maximum expected profit is 
(2.5) 
Expected prof i t s of using the prior optimal action given the new informa­
tion in the form of the posterior d is t r ibut ion is given b y d e f i n e d 
as 
(2.6) 
The expected value of the prediction Pk is 
(2.7) 
The value of the predictor which generates predictions Pk with proba­
b i l i t y d is t r ibut ion Z(k) is 
(2.8) 
Equivalently, 
(2.9) 
This is the difference between expected prof i ts using the predictor and 
expected prof i t s with prior information (h 0 (θ ) ) . 
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Byerlee and Anderson apply a version of the above general model to 
value an imperfect rainfall predictor. Their findings show that for the 
South Australian wheat belt, the largest value for their annual imperfect 
predictor of rainfall is $.05-.07 per acre. The value of a perfect predic­
tion could exceed $.30 per acre. 
Byerlee and Anderson (1982) extend their profit maximizing framework 
to value information where ut i l i ty maximization is the objective of the 
decision maker. As in their 1969 article the framework is applied to an 
imperfect rainfall predictor. Byerlee and Anderson's findings indicate 
that the variance of the decision process for a fodder conservation decision 
problem in Australia may not be reduced by new information, because there 
are two types of risk associated with this decision problem. First, with 
the imperfect predictor there is s t i l l uncertainty assoc iated with the 
random event, although the variance of the random variable is decreased 
by the predictor (improved information). Second, the decision maker, in 
making the dec i s ions to purchase a part icular information generating 
process does not know a priori what information wi l l be forthcoming, thus 
the decision to purchase information is i t s e l f a risky decision. For their 
particular imperfect rainfall predictor, the expected value of r a i n f a l l 
information for a "representative" farm was about $50. Although the 
expected value of this imperfect predictor is not high, they point out, 
". . . the evaluation of two hypothetical perfect predictors indicates that 
the potential value to development of more accurate long-range ra in fa l l 
information may be high, suggesting there may be rewards to further research 
on improving the accuracy of the forecasts, and on providing more detail on 
a seasonal basis" (p. 242). An additional finding of Byerlee and Anderson 
25 
is that the r isk a t t i tude of the decision maker plays an important r o l e in 
the value the decision maker puts on information. 
Three observations are made with regard to the relat ionship between 
r i sk and the value of the predictors in the i r example. F i r s t , r isk averse 
decision makers at tach more value to the information than r i s k p rone . 
However, Byerlee and Anderson's findings show that it is not true tha t the 
more r i sk averse a decision maker is the more value the individual a t t aches 
to information. This finding is consistent with Hi l ton 's (1981) Theorem 2, 
"there is no general monotonic re la t ionship between the absolute or r e l a t i v e 
r i sk aversion and the value of information" (p. 60) . Second, over the 
range of r i sk a t t i tudes seemingly more relevant to the farmers in the i r 
study, the value of the predictor is qu i te insensi t ive to the extent of 
r i sk aversion. Third, there is one u t i l i t y function that a t taches the 
greatest value to the predictor. 
Doll (1971) modifies Byer lee and Anderson's (1968) method i n t o a 
Bayesian decision model to find the value of growing season climate fore­
c a s t s for corn production in Missouri. The methodology Doll uses to 
estimate the relat ionship between climate and corn production is an in­
t e r e s t i n g technique to overcome the problem of how to include c l imat ic 
conditions in a regression analysis . Doll used experimental plot data over 
the seven-year period, 1962-68. Each yearly data set was used to est imate a 
production function, resul t ing in seven estimated production f u n c t i o n s . 
Each production function was used to represent the type of climate-produc­
tion in teract ion that occurred during that par t icular year, therefore only 
seven types of climate conditions where possible. Doll ' s r e su l t s i nd ica t e 
that returns to forecasting are small for low levels of accuracy. The 
highest marginal increment from improvements in forecasts occurred when the 
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forecast went from 6/7 accuracy to 7/7 accuracy (a perfect forecast) .4 Doll 
states, "the high level of accuracy needed, plus the presence of increasing 
marginal returns, suggests that if the forecast is to be made at a l l it must 
be quite accurate. Given this information, the meteorologist could begin to 
determine the feas ibi l i ty and development costs for the forecast" (p. 653). 
These statements are one of the few remarks made in the reviewed l i terature 
that are directed toward the meteorological community concerning the design 
of a climate forecast. 
SUMMARY 
Emphasis in this chapter has centered on two points: 1) a presentation 
of previous studies of the economic valuation of climatic forecasting, and 
2) introduction of the optimization technique used in this study. General 
conclusions from these early studies indicate that: 1) the agricultural 
sector may contain the f l ex ib i l i ty needed to ut i l ize climatic forecasts, 
and 2) there may be possible economic gains from climate forecasting in the 
agricultural sector. The magnitude of these gains wi l l ultimately depend 
on the associated change in the price of agricultural crops (supply and 
demand e las t i c i t i e s ) and the change in production costs due to the increase 
in information on climatic conditions. A general treatment of both the 
midwestern corn production process and dynamic programming is presented in 
the following chapter. Presentation of the specific model used in this 
study is deferred until Chapter IV. 
NOTES 
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1. Modifications- of these techniques include such approaches as separable 
programming, integer programming, mixed integer programming, d i s c r e t e 
s tochas t i c programming and Monte Carlo programming. 
2. On a purely theoret ical l e v e l , simulation and Monte Carlo programming 
are not methods that are guaranteed to ident i fy an optimum. Barring 
complete enumeration of a l l poss ib le so lut ions , one can never be sure of 
reaching an optimum using simulation or Monte Carlo programming. 
3. QP normally uses means and variances of returns to develop E-V f r o n t i e r s . 
Such models do not incorporate s tochast ic events e x p l i c i t l y , rather a 
parameter is varied systematically to generate the E-V front i er . Chen 
(1973) modifies QP to incorporate a s tochast ic parameter in a l e a s t cost 
f eed r a t i o n model, but t h i s approach is not completely analogous to 
modeling s tochast ic cl imatic condit ions. 
4. In D o l l ' s model, each of the seven types of poss ib le climate outcomes 
was assigned a particular d i s c r e t e p r o b a b i l i t y . In t h i s case one 
c l imat ic outcome is given a 6/7 probabil i ty with the other s i x pos s ib l e 
c l imat ic outcomes equally dividing the other 1/7 probabil i ty . 
CHAPTER II I 
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DYNAMIC PROGRAMMING AND THE MIDWESTERN CORN PRODUCTION PROCESS 
The f i r s t sect ion of th i s chapter presents the bas ic concepts and 
de f in i t ions that are needed to understand DP. This treatment is general 
and applicable to any DP model. The second segment of t h i s c h a p t e r 
defines the general sequential corn production process for an eas t - centra l 
I l l i n o i s corn producer. Presenting a general formulation of both DP and 
the production process provides a s tart ing point for in tegra t ion of the 
production process in to a DP optimization model. This incorporation is 
accomplished in Chapter IV. 
A midwestern farmer's crop year decis ion process can be broken into 
s i x time periods. These periods are identified as the f a l l preceding 
planting, early spring, la te spring, summer, early harvest , and l a t e 
harvest. At each period various decisions on the type and amount of inputs 
to be applied are made. In this sequential decision process, the amount and 
type of inputs applied are selected so that an objective function is 
maximized. As wi l l be shown in Chapter IV, the crop production decision 
process can be cast into a multistage Markovian framework. Dynamic program­
ming (DP) is a solution technique well-suited for use in finding the optimal 
sequencing of inputs. Therefore this technique is readily applicable to the 
crop production process ( e . g . , Burt and Allison (1963), Burt and Johnson 
(1967), Kennedy (1981), and Taylor and Burt (1984)). 
Selection of dynamic programming as the optimization technique provides 
a powerful analyt ica l and computational method for handling Markovian 
multi-stage decision processes (Burt (1982)). Furthermore, stochastic DP 
is a highly efficient method for solving stochastic multistage optimiza­
tion problems. Thirdly, DP gives the optimal decision for a l l possible 
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s ta t e s of the decision process for each decis ion point in time. F i n a l l y , 
DP is a widely accepted optimization technique. Dynamic programming has 
been applied to problems in areas such as eng ineer ing , economics , and 
a r t i f i c i a l in t e l l i gence (Winston (1984)) . 
THE METHOD OF DP 
Richard E. Bellman is credited with helping to develop the theory of 
multistage decis ion processes through h i s books and papers ( e . g . , Bellman 
(1957) and (1961), and Bellman and Dreyfus (1962)) and with coining the 
term dynamic programming. Some authors note that DP is not the best name 
for describing the underlying concepts and r e l e v a n c e of DP. Dynamic 
programming does not have to be applied to a problem that is dynamic in 
nature; it can also be applied to s t a t i c a l l oca t ive problems. Hence, two 
authors have sugges ted more revealing names for DP: Nemhauser (1966) 
suggests recursive optimization and Jacobs (1967) proposes the theory of 
multistage decis ion processes. 
DP is a problem-solving approach or strategy rather than a s p e c i f i c 
mathematical technique. Because DP is a strategy rather than a technique, 
the c l a s s of problems amenable to DP is d i f f i c u l t to de l ineate . Applica­
tions of DP greatly depend on the ingenuity of the researcher. Consequent­
l y , the scope of potential appl icat ions is quite broad. Kennedy (1981) 
provides a comprehensive review of the various ways DP has been applied in 
agriculture , forestry , and f i s h e r i e s research. 
Fundamental Def ini t ions and Concepts 
In g e n e r a l , use of DP r e q u i r e s the dec i s ion process or economic 
a c t i v i t y to be d i v i s i b l e in to time periods or i n t e r v a l s , ca l l ed s tages . 
Another important concept is the "state" of the process. In each stage, 
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the state variables describe the condition or current status of the process. 
For example, in a crop production dec i s ion process, individual state 
variables should describe phenomena such as the condition of the s o i l , 
water avai labi l i ty , and any other relevant factors which affect the product­
ivity potential of the crop. At any stage, a complete l i s t i n g of the 
values of the state variables defines the state of the process. 
At each stage a set of possible management decisions ex i s t s . For the 
crop planning example, these decisions could include choices such as type 
of t i l lage , which crop to plant and how much fer t i l i zer to apply. Of the 
total possible set of decisions, the subset of relevant decision alterna­
tives at a particular stage is a function of the stage, and the state of 
the process. 
Selection of a particular decision alternative in one stage may affect 
the state of the process in the subsequent stages. In keeping with the 
crop planning example, if the decision is to plant corn in early spring, 
the state of the system in late spring must ref lect the fact that corn has 
been planted. This introduces the concept of state transitions. The 
transition from one stage to another can be either deterministic or sto­
chastic. Transition equations show the state transition as a function of 
the current stage of the process and one or more of the following: the 
stage of the process, the decision chosen, random events, and exogenous 
factors. 
The transition equation is represented as 
(3.1) 
where tn indicates the transition function at stage n, Xn is the state of 
the process at stage n, Dn is the decision (control) selected at stage n, 
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Zn represents any exogenous variables at stage n, and θn are s tochas t i c 
events occurring at stage n. The inc lus ion of θn implies that the t r a n s i ­
t ion equation is stochast ic ( i e . , i s characterized by a probability d i s ­
t r i b u t i o n ) . The s ta t e of the process in the following time period is Xn - 1 . 
This backward numbering of the stages is consistent with the DP l i t e r a t u r e . 
That i s , if a N-stage process is being modeled, the l a s t time period (the 
terminal time period in real time) is numbered one, the next to l a s t time 
per iod is numbered two, e t c . The f i r s t time period (the i n i t i a l time 
period in real time) is numbered N (Figure 3 . 1 ) . Using th i s numbering 
process, the stage number refers to the number of stages remaining in the 
process. The use of backward numbering is at tr ibuted to the usual DP 
approach of solving the problem backwards in time, i . e . , s tar t ing at s tage 
zero and proceeding to stage N. The approach of backwards recursion is 
used to save computational time and cos t ; however, it is not required to 
solve the original problem. 
Real time 
1 2 3 . . . N terminal 
value 
Stages 
N N-1 N-2 . . . 1 0 
Figure 3.1 Chronological (Real) Time Contrasted with Stages of the 
Decision Process 
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At each stage coats and returns are associated with every decision 
alternative. Denoting the net returns for stage n as rn, the multistage 
decision process can be represented as in Figure 3.2. 
Figure 3 .2 . Multistage Decision Process. 
A final definition, that of the optimal po l i cy , is needed before 
proceeding to analyze the DP solution process. An optimal policy is 
defined as the sequence of decisions or management actions which maximize 
the objective function. 
The fundamental concept forming the basis for DP formulation is 
Bellman's Principle of Optimality, "an optimal policy has the property 
that, whatever the i n i t i a l state and decision are, the remaining decisions 
must constitute an optimal policy with regard to the state resulting from 
the f i r s t decision," (see Bellman (1957, p. 83) or Nemhauser (1966, p. 33) 
for mathematical proofs). For a verbal proof, Nemhauser (1966, p. 33) 
states "a proof of the principle of optimality (by contradiction) simply 
states that if the remaining decisions were not optimal then the whole 
policy could not be optimal." 
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To apply the principle of optimality to a d e c i s i o n p r o c e s s , that 
process must sa t i s fy the Markovian requirement. The Markovian requirement 
s t a t e s that an optimal policy for a given stage depends only on the s ta te 
of the process in that stage and not on the s ta te of the process in pre­
ceding s tages . That i s , at each stage the decision process is independent 
of ear l i er stages (provided the current stage of the process is known). 
This requirement allows separating past decis ions from current and future 
dec i s ions when formulating and solv ing a problem by DP. 
In pr inc ip le , some processes with lagged stage variables can be made 
to sa t i s fy the Markov property by su i tab le de f in i t ions of s ta t e var iab le s 
such as putting the model in "state-space" form as d i s c u s s e d in Chow 
(1975). As the tota l number of s ta te variables increases , however, the 
computational and storage requirements increase rapidly because the value 
of the object ive function for every poss ib le combination of s ta t e var iab l e s 
must be calculated and stored. The increase in storage requirements and 
computational costs due to the increase in the number of s ta te var iab le s is 
known as the "curse of dimensionality". To keep a problem so lvable , the 
number of s ta te variables in the model needs to be kept reasonably smal l . 
The curse of dimensionality is not unique to DP. In general, the problem 
e x i s t s for a l l intertemporal problems and the ir so lut ion techniques except 
in some special cases.1 
Techniques have been developed to incorporate increased numbers of 
s ta te var iables in a model. Burt et al. (1980) find an approximate s o l u t i o n 
for a problem with 14 s tate var iab les . Solut ion to the 14 s ta t e v a r i a b l e s 
problem is obtained by using the r e s u l t s of DP sub-problems each of which 
contain a subset of the s ta t e var iables in an i t e r a t i v e process. A second 
technique to reduce the number of s t a t e variables is through the use of 
34 
linear combinations. Here each state variable is a linear combination of 
two or more relevant variables. For example, consider the two variables, A 
and B, and the appropriate weights, a and B . The linear combination 
approach combines these two variables to form state variable C by the 
equation aA + βB = C. This approach is used in this study and is discussed 
in detail in the next chapter. 
Detailed Description of the DP Solution Process 
Dynamic programming can solve a problem that sat i s f i es a l l the require­
ments l i s t ed in the previous section. Application of the Principle of 
Optimality to such a problem results in the following recursive equation 
(3.2) 
where Vn(Xn) = the expected optimal return from following an optimal policy 
from the current stage n to the final stage for state Xn, 
rn = returns for stage n which is a function of the state Xn, and 
the decision, Dn, 
B = the discount factor, 
E = expectation operator, and 
max = maximization operator. 
The DP algorithm evaluates equation (3.2) recursively from n=0 to n=N 
subject to transition equation (3 .1 ) . The expression, VQ(X), defines the 
terminal value for the process. An optimal decision for each stage, 
and an associated return are determined for every combination of 
possible values of the state variables at each stage. This information is 
used to determine the optimal path given the in i t i a l 
state of the system, XN. 
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In pract ice , some approximations are made when solving equation (3.2) 
subject to equation (3 .1) . The main approximation made when solving a DP 
problem numerically is that Xn and Dn are l imited to a discrete range of 
values. 
To clarify the DP technique, consider the simple example of a multi­
stage decision process, as given by Figure 3 .3 . In th i s figure the arrows 
show the possible t ransi t ions from the various s ta tes (A,B,C,D,E,F) at the 
stages (2 ,1 ,0 ) . As depicted in Figure 3-3, it is not possible to go from A 
to D or D to E. The numbers associated with each arrow give the net 
return, rn , associated with selecting that path. 
Figure 3.3 Diagranmatic Sketch of a Simple Deterministic Multistage 
Decision Process. 
The DP technique f i r s t finds the terminal value of each s ta te at stage 0, 
VQ(XQ). For t h i s example, these values are 
V0(E) = 0 
V0(F) = 0. 
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Next, using the recursive equation (3 .2) it is necessary to compute the 
optimal decis ion to take given the system is in s t a t e C or s t a t e D. The 
two optimization subproblems are: 
and V1(D) = max {10 + V0(F)} 
= max {10 + 0} =10. 
These express ions show that if the process is in s t a t e C, the optimal 
decis ion is to take the path associated with net returns of 8, regardless 
of how we arrived at s t a t e C (the Principle of Optimality) . Since the only 
poss ible t rans i t ion is from s tate D to s ta te F, the optimal path is D to F. 
The DP algorithm then s tores the values 8 associated with State C and 10 
associated with s ta te D for stage one and el iminates the path associated 
wi th the net re turn of 3. This example i l l u s t r a t e s the advantage of 
backward recursion over complete enumeration. By proceeding backwards, 
nonoptimal paths are eliminated reducing the poss ib le path combinations 
that must be compared and l e s sen ing the storage requirements of the computer 
program. In c o n t r a s t , forward enumeration must s tore and compare a l l 
possible paths. 
To complete t h i s example, the recursive equation is applied to stage 
two g iv ing: 
V2(A) = max { 1 + V1(C)} 
= max { 1 + 8} = 9 
and 
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The opt imal path is B → C → F, if the decis ion maker is able to choose 
the s tart ing s t a t e . If the decis ion maker is unable to choose the s t a r t i n g 
s ta te and is forced to s tart at s ta te A, the optimal path is A→ C → 
F. The r e s u l t s of t h i s example i l l u s t r a t e a computational advantage of DP 
over most techniques. With a s ing le computer run of the DP algorithm, the 
optimal path and associated returns are given for a l l possible s t a t e s at 
each stage, rather than just the optimal path for the ent i re process. 
GENERAL EAST-CENTRAL ILLINOIS CORN PRODUCTION PROCESS 
The act ions of the farm firm can be divided into three highly inter­
related a c t i v i t i e s : investment, marketing, and production. In agr i cu l tura l 
economics it is an accepted practice to analyze one or two of the a c t i v i t i e s 
separately from the other a c t i v i t y ( i e s ) . The complexity associated with 
integrat ing a l l three a c t i v i t i e s in to a s ing le model is the. main constra int 
forcing t h i s practice of analyzing the a c t i v i t i e s separately. With t h i s 
constraint in mind, the present study inves t iga te s the e f f ec t s of improved 
climate forecasts on the production a c t i v i t y of an east -central . I l l i n o i s 
grain farm. 
For the purposes of t h i s study, investment and marketing a c t i v i t i e s 
are not considered. In a l l l ike l ihood, investment in machinery, bu i ld ings , 
e t c . would not be changed by s ingle-year climate forecasts , the type being 
invest igated in th i s study. Investment a c t i v i t i e s are usually concerned 
with longer run economic and c l imat ic condit ions. Production d e c i s i o n s in 
any given year are based on the producer's ex i s t ing set of equipment and 
buildings rather than on longer range planned investments. 
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It is conceivable that marketing ac t iv i t i e s depend on yearly climatic 
conditions. For example, price expectations could be a function of the 
expected growing season climate. However, in order to remain within the 
time and resource constraints placed on this study, marketing e f fec t s of 
climate forecasts are not addressed. Data limitations permitted inclusion 
only of the production act iv i t i es pertaining to corn production in the DP 
model. Within this model, the expected price at harvest is independent of 
that year's climatic conditions. Modeling only corn production without 
allowing expected corn price to vary with forecasts l imits the scope of this 
in i t ia l study on design of climate forecasts. It is believed that meaning­
ful results can s t i l l be obtained from this limited scope. 
The discuss ion that follows is a general description of the corn 
production process for an east-central I l l ino i s grain farm. As stated in 
Chapter I, investigation of the degree of detail that can be incorporated 
into a stochastic dynanic model of the farm firm's production process is 
one of the objectives of this study. The following brief presentation of 
the general midwestern corn production decision process 1) provides the 
ground work for the DP model, and 2) is a reference point for comparison 
against the model used in this study. 
The depiction of the production process is a synopsis of discussions 
with experts in farm management (agronomists, agricultural economists, and 
agricultural engineers), discussions with midwestern farmers, and appropri­
ate written sources. Both economic and non-economic forces affect produc­
tion decisions in the real world. The following discussion is limited to 
economic forces. Although the non-economic forces are an important part of 
the production process, quantitative modeling of such forces is extremely 
diff icult . For a more thorough discussion of the particular production 
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a c t i v i t i e s , the interested reader should consult the appropriate Extension 
Service Bullet ins and/or books such as Modern Corn Production by Aldrlch et 
a l . (1978). 
Production Activi t ies 
As mentioned e a r l i e r , the corn production process is divided in to 
various time periods. These periods correspond to the times when dec i s ions 
on the application of major inputs in the production process are made. 
Table 3.1 outl ines the major decisions made during each of these pe r iods : 
f a l l , early spring, l a t e spring, summer, and harvest. During each of these 
time periods, the decisions are based on previous decisions and c l i m a t i c 
conditions, expectations of net returns, machinery and time c o n s t r a i n t s 2 , 
and expected future climatic conditions. The following synopsis o u t l i n e s 
some of the considerations a producer weighs when making corn production 
decisions. 
Fall 
A f i r s t consideration in the f a l l is determination of the t i l l a g e 
system to employ. In choosing the t i l l a g e system (conventional, conserva­
tion, n o - t i l l , e tc . ) the producer considers crop yie lds , costs and so i l 
erosion as related to soi l type, slope, drainage, temperature, t ime l ine s s , 
f e r t i l i z e r dis tr ibut ion and each method's potential for weed, i n sec t and 
disease control along with machinery owned. A thorough discussion of a 
number of system's advantages and disadvantages is contained in e i t h e r the 
I l l i n o i s Agronomy Handbook 1983-84 ( p . 53-58) or I l l i n o i s C o o p e r a t i v e 
Extension Service bul le t in t i t l e d Tillage Systems for I l l i n o i s (1980). The 
actual t i l l age operation performed in the f a l l is based on the t ype of 
t i l l age system the producer chooses to use in a par t icular f i e l d . For 
Table 3.1 Corn Production Decision Process 
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Time period Management Decisions to be Made 
Fall Tillage 
Fertil ization 
Early Spring Tillage 
Fertil ization 
Pest management 
Hybrid selection 
Planting population 
Planting depth 
Late Spring Same as Early Spring 
Summer Pest management 
Fertil ization (Sidedress) 
Early Harvest Harvest 
Delay harvest 
Late Harvest Harvest 
Do not harvest 
example, in conventional versus no-t i l l t i l lage systems, the fa l l t i l lage 
operation on last year's corn f ields is primary t i l lage with a moldboard 
plow versus no t i l lage operation being done in the f i e l d . Besides the 
aforementioned factors such as crop yield, costs, e tc . , the crop previously 
grown on the f i e ld influences the type of t i l lage employed by the producer. 
Table 3.2 shows the influence of previous crop. This table presents the 
percentage of acres in Champaign County receiving various types of fa l l 
t i l lage by previous crop. 
Other variables a f f ec t ing the actual t i l l a g e operation are time 
constraints in both the fa l l and spring periods. Time constraints are a 
function of the climate that occurs during the particular season. The 
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greater the amount of primary t i l l a g e performed during the f a l l , the more 
t ime the producer has in the spring for f ina l seedbed preparation and 
planting. It would be expected that the amount of f a l l t i l l a g e is inversely 
re la ted to expected avai lable spring f i e l d work days and d irect ly re lated 
to avai lable f a l l f i e l d work days. 
Table 3.2 Post Harvest Ti l lage Percentages in Champaign County 
Corn Ground Soybean Ground 
1983 1982 1981 1980 1983 1982 1981 1980 
Disced Only 3.3 9.2 7.7 2.8 25.6 23.5 34.6 40.7 
Moldboard Plow 50.2 52.0 60.8 73.2 5.5 1.7 6.4 4 .9 
Chisel Plowed 43.8 36.1 28.4 19.5 23.1 19.7 30.6 40.7 
Unti l led 2.7 2.7 3.1 4.5 45.8 55.1 28.4 13.7 
Source: Annual Crop and Production Problem Survey, conducted by William T. 
McNamara, Champaign County Extension Advisor. 
F e r t i l i z e r Considerations 
Potassium, phosphorus, and nitrogen are the main commercial nutrients 
applied in I l l i n o i s agriculture . I l l i n o i s has been divided i n t o three 
regions (low, medium, and high) in terms of inherent phosphorus - supplying 
power of the s o i l below the plow layer in the dominant s o i l types . Based 
on the region, the recommended l e v e l s of maintained avai lable phosphorus 
are respect ive ly 30, 40, and 45 pounds of phosphorus per acre for corn and 
soybean f i e l d s ( I l l i n o i s Agronomy Handbook, p. 4 6 ) . I l l i n o i s a l so has been 
divided into two regions (high and low) in terms of cation-exchange capaci­
t y . The recommended l e v e l s for corn f i e l d s of s o i l - t e s t potassium are 260 
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and 300 pounds of exchangeable potassium, respectively for s o i l s in the 
low- and high-cation-exchange capacity regions. The recommendation is to 
apply enough phosphorus and potassium to buildup to the recommended so i l -
test l eve ls and then maintain these l eve l s . Because the only significant 
l o s s of phosphorus and potassium is through crop removal or s o i l l o s s , 
these recommendations are more dependent on past climatic conditions than 
the climatic conditions of the coming crop year. 
Harvested crops remove more nitrogen than any other nutrient from the 
s o i l . Further nitrogen l o s s occurs from soil erosion, denitrif ication and 
leaching. As developed in more detail in the following chapter, corn 
yields are highly dependent on the rate of applied nitrogen and a nitro­
gen-growing season climate interaction. For a particular f ie ld , the total 
pounds of nitrogen applied is a function of the expected growing season 
climatic conditions, the recommended nitrogen level for the soi l type, and 
expected net returns. 
The decision to apply fa l l potassium and phosphorus is a function of 
the fa l l t i l lage operations performed, costs , and machinery and time 
constraints in both fa l l and spring. Application of f a l l nitrogen is based 
on the above considerations plus the expected loss of nitrogen through 
denitrification and leaching. Setting the rate of application of a given 
nutrient is not completely independent of the rate of the other nutrients, 
because some fer t i l i zers contain a l l three nutrients. Fall t i l l age opera­
tions are important because, in general, fer t i l i zer application in the fa l l 
is undertaken in conjunction with some type of t i l lage operation. 
In general, summarization of the midwestern crop production decisions 
on fert i l izat ion is as follows. The amount of potassium and phosphorus is 
based on recommended leve ls of these nutrients for the soi l type. Phos-
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phorus and potassium can be applied in the f a l l without substantial nutr ient 
l o s s . Therefore, these nutrients are more heavily applied in the f a l l to 
avoid machinery and time constraints in the spring. The above discussion 
indicates tha t the application ra te of the three primary nutr ients should 
vary not only within a year but between years . Using f e r t i l i z e r sales as 
an i n d i c a t i o n of the amount of nutrients applied, Table 3.3 shows the 
var ia t ion in the amount of nutrients for the years 1976-1980 for central 
I l l i n o i s . This table also shows the var ia t ion within the above years for 
f a l l (July-Dec.) versus spring (Jan.-June) applied nut r ients . 
Table 3.3 Fe r t i l i z e r Sales in I l l i n o i s Central Crop Reporting 
Dis t r ic t in Tons of Primary Nutrients 
January-June July-December 
Year 
1980 
1979 
1978 
1977 
1976 
N 
80,947 
85,074 
96,645 
109,025 
104,219 
P2°5 
12,365 
12,222 
16,435 
16,542 
12,440 
K20 
15,772 
17,022 
22,721 
17,044 
14,016 
N 
55,084 
55,393 
39,791 
23,031 
37,999 
p2°5 
36,183 
44,145 
43,134 
34,893 
52,002 
K20 
51,647 
61,807 
57,822 
45,656 
63,476 
Source: I l l i n o i s Agricultural S t a t i s t i c s , Appropriate Years 
The f a l l nitrogen application r a t e is based on the trade-off between 
the usually lower price in f a l l (Table 3.4) and the l o s s of n i t r ogen 
through leaching and deni t r i f ica t ion (an inhibi tor may be applied to slow 
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Table 3.4 Average Price Per Ton of Anhydrous Ammonia Paid by Farmers in 
the North Central United States 
Year March October 
1982 253 230 
1981 245 249 
1980 230 223 
1979 170 195 
1978 177 162 
1977 190 177 
Source: USDA Agricultural Prices Annual Summary, Appropriate Years. 
this process). The total amount of nitrogen applied in f a l l , spring and 
summer, is based on expectations of growing season climatic conditions, 
nitrogen-climate interaction, costs, recommended leve ls based on so i l type 
and expected price of corn. 
Planting Period - Early and Late Spring 
With the time periods as defined in this study, the decisions to be 
made in early spring and late spring are nearly identical. In east-central 
I l l ino is crops planted earlier, in general, do better than crops planted at 
later days. Table 3.5 shows the effect of planting date on corn y ie ld . If 
for whatever reason, the producer does not plant in early spring, the 
producer faces the early spring decisions in la te spring. In th i s discus­
sion early spring and late spring production decisions wi l l be considered 
jointly and referred to as spring planting decisions. 
Table 3.5 Effect of Planting Date on Corn Yields 
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Three year averages in bushels per acre. 
Source: I l l i n o i s Agronomy Handbook 1983-84, p. 4, 
The spring planting dec is ions are functions (as are most production 
decis ions) of expected y i e l d s , input cos ts , expected corn prices , and on the 
decis ions implemented in the previous f a l l . T i l lage and f e r t i l i z e r appl ica­
tions are prime examples of operations that are d irect ly affected by f a l l 
d e c i s i o n s . Spring t i l l a g e operations, which prepare the f ina l seedbed, 
depend on the t i l l a g e system the producer implemented in the f a l l and on 
time constraints present in the spring. Type and amount of f e r t i l i z e r 
applied in spring is based on recommended l e v e l s or t o t a l amount the 
producer wants to apply (discussed ear l i e r ) and the amount of f a l l a p p l i e d 
f e r t i l i z e r . A producer may decide not to apply f e r t i l i z e r in the s p r i n g . 
The producer may bel ieve enough f e r t i l i z e r was applied in the f a l l or w i sh 
to delay f e r t i l i z a t i o n unti l summer (see s idedressing, below) when more 
information about the growing season is known. 
The optimal planting density for a particular f i e l d is a f u n c t i o n of 
control lable and uncontrollable fac tors and in teract ions between these two 
se t s of fac tors . The main factor the producer cannot control is the amount 
Northern Central Southern 
Date I l l i n o i s I l l i n o i s I l l i n o i s 
Late April --- 156 102 
Early May 151 162 105 
Mid May 150 --- 82 
Early June 100 133 58 
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of available moisture during the growing season ( l i t t l e irrigation occurs 
in east-central I l l i n o i s ) 3 . Factors the producer does control are soil 
f e r t i l i t y , variety selected, planting date and pest control. These control­
lable and uncontrollable factors along with seed costs are used to determine 
the optimal planting population. More available so i l moisture, and better 
pest control and soi l f e r t i l i t y the higher is the optimal planning density 
for corn. 
For corn, the recommendation is to plant a lower density at later 
planting dates. Hybrids differ in their tolerance to the stress of high 
densities. Table 3.6 i l lustrates this effect of plant density for two corn 
hybrids planted in east-central I l l i n o i s . 
Table 3.6 Effects of Crowding on Corn Yields, Urbana, IL 
Plants Per Acre in 30-Inch Rows 
Variety 16.000 24.000 32.000 
A 127 140 153 
B 126 98 62 
Source: I l l i n o i s Agronomy Handbook 1983-84, p. 5 
The hybrid chosen affects the number of growing degree days needed to 
reach maturity. Longer season hybrids require more growing degree days. 
In east-central I l l ino i s , longer season hybrids normally produce higher 
yields than do shorter season hybrids, for a given planting date. Longer 
season hybrids, however, normally have a higher moisture content at harvest 
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(see harvest below for moisture content considerations). A second consider­
a t i o n for hybrid selection is expected frost date. If an early f ros t 
occurs, a fu l l season hybrid planted l a t e in the spring may not r e a c h 
maturity, reducing i t s yield. Whereas, a l a t e planted short season hybrid 
has a bet ter chance of reaching maturity in years of early f ros t . Using 
several hybrids within a given year may help a l l ev ia te machinery and time 
constraints at harvest, because f i e lds wil l mature at different times. This 
pract ice of planting various hybrids s t re tches the workload at harvest time 
and in some years may reduce harvest losses by permit t ing more t imely 
harvest . In summary, a producer must weigh the yield potential against 
moisture content, losses due to early f ros t , and time and machinery con­
s t r a i n t s when deciding on the hybrid(s) to be planted. 
Ideal planting depth varies with soil and moisture conditions. The 
recommended depth under normal conditions is about two inches for corn. If 
so i l moisture is low it may be advantageous to plant deeper to reach moist 
3o i l . Thus the ideal planting depth for corn is more a function of the so i l 
and current and past weather conditions, both of which affect soil moisture, 
than the expected climatic conditions during the remainder of the growing 
season. 
During l a t e spr ing or early summer decisions on replanting a r i s e . 
Replanting decisions ar i se when win te rk i l l , flooding or some other d i s a s t e r 
reduces or des t roys a crop. The producer is faced with possibly two 
decisions: (1) whether to replant and then (2) if replanting is advisable , 
whether to replant with the same crop or another one (Scott (1980)). Scot t 
points out the decision to replant and which hybrid to plant depends on the 
number of growing days l e f t before the f i r s t k i l l i ng freeze. The normal 
cutoff date for planting in eas t -centra l I l l i n o i s for corn is between June 
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15 and 20. Scott states, "when replanting is delayed beyond the date 
considered safe for planting corn, sorghum or soybeans, we suggest that the 
f ie ld be l e f t fallow until the next season" (p. 8). The date of planting 
is an important factor when making decisions on which crop and hybrid to 
plant for both the original planting and replanting considerations. 
Pest management is the last major decision the producer makes during 
the spring planting period. Cultural practices, mechanical controls, and 
chemical control are the means available to a producer for use in control­
ling pests (weeds, insect and diseases). Cultural practices which aid in 
pest control include crop rotations, preparation of a good seedbed, seeding 
at the proper date, adequate f er t i l i z er and optimal seeding rates. Use of 
f i e ld cultivators is one form of mechanical control of weeds. Chemical 
control involves the use of herbicides and i n s e c t i c i d e s . Resu l t s in 
Zavaleta et a l . (1984) show that the average yields increase with increases 
in the pest management level ; but these yield increases were obtained at 
the cost of additional inputs which may or may not be economically justi­
fied. 
Summarizing, pest management is a combination of three practices, 
cultural, mechanical, and chemical. The spring decision to use a mechanical 
control, apply pre- or post-emergence herbicides and/or insect ic ides is a 
function of the other production practices used by the producer and of the 
pest infestation levels present in the f ie ld . 
Summer 
Current production decisions are a function of previous production 
decisions throughout the crop year. This dependence is reflected in the 
summer time period dec i s ions . With integrated pest management, pest 
control decisions during the summer are a function of pest problems in the 
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f ie ld . The number of pests present in a given f ie ld is partially a function 
of previous pest management strategies. 
Sidedressing, application of nitrogen to a f ie ld in which the corn 
plant has emerged, is a function of the total amount of nitrogen the 
producer wants to apply and previous amounts of nitrogen applied. As 
discussed earlier, the total amount of nitrogen to be applied is based on 
the expected climatic conditions during the growing season. The option of 
sidedressing increases the f lexibi l i ty of the crop production process. It 
allows a producer who believes June, July and August wil l be favorable Tor 
crop growth to apply more nitrogen. Also, if a producer was unable to 
apply fer t i l i zer in the fal l or spring, sidedressing gives the option of 
applying some nitrogen in the summer. 
Harvest 
The last major decision in the production process is when to harvest. 
This decision is again based somewhat on time and machinery constraints, 
but more importantly on moisture content of the grain and the cost of 
drying the grain crop. At maturity the moisture content level is normally 
higher than the recommended l e v e l for safe storage. Frequently, the 
moisture content level for minimum harvest loss is above the safe storage 
level (Hirning et a l . (1974)). The producer must be concerned with the 
above moisture content leve ls in weighing the decision of when to harvest. 
Excess moisture may be removed by f ie ld drying, allowing the mature 
crop to remain in the f ie ld for some time before harvesting, or by using an 
art i f ic ia l drying system. Field drying allows the crop to dry down to the 
moisture content level which minimizes harvest losses or below therefore 
reducing art i f ic ia l drying costs. Because f ie ld drying normally does not 
reduce the moisture content to the safe storage level , the producer must 
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a r t i f i c i a l l y dry l a t e harvested grain, but f ie ld drying decreases drying 
costs over ear l ie r harvested grain drying cos t s . In years of high humidity 
and/or r a in fa l l l i t t l e or no f ie ld drying occurs. By harvesting ear ly , the 
producer does not incur large f ie ld losses but pays higher drying cos t s . To 
maximize expected re turns at harvest the producer must weigh the cost of 
f ie ld drying (possible f i e ld losses and the r i sk of l i t t l e or no decrease in 
drying costs) versus the cost of a r t i f i c i a l l y drying the wet g ra in . The 
dec i s ion on when to harves t is h ighly dependent on expected cl imat ic 
conditions during the harvest period. 
SUMMARY 
This chapter outlined an optimization technique which is best su i t ed to 
s tochast ic dynamic decision processes. Dynamic programming has p rac t i ca l 
l imi ta t ions on the de ta i l of the problem to be modeled because of the curse 
of dimensionality. The second part of t h i s chapter has outlined the corn 
production process, which is dynamic in nature and depends on s tochas t ic 
elements, mainly price and climate. Integrat ion of the production process 
in to the dynamic programming framework is the subject of the fo l lowing 
chapter. To accomplish t h i s in tegra t ion in to a model that can be solved in 
a reasonable length of time and in consideration of cer ta in data deficien­
cies , several simplif ications of the rea l world problem l a id out above have 
to be made. 
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NOTES 
1. In spec ia l cases such as when the t rans i t ion relat ionship (3.1) is 
l inear , the objective function is quadratic and the decision and s t a t e 
v a r i a b l e s can take on any real value, solution by DP requires very 
l i t t l e storage because the optimal decision is a l inear function of the 
s t a t e var iables . For the case discussed here it is assumed that the 
optimal decision cannot be expressed as a well behaved algebraic funct ion 
of the s t a t e var iables . 
2. Time constraints is used to include both available work days and l abor 
ava i l ab i l i t y . 
3. According to Outlook and Situations, Inputs published by USDA Economic 
Research Service in August, 1984, as a percentage of to ta l cropland in 
I l l i n o i s in 1978 only six-tenths was i r r iga ted . 
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CHAPTER IV 
DYNAMIC PROGRAMMING MODEL OF THE CORN PRODUCTION PROCESS 
The preceding chapter outlined an optimization technique for Markovian 
decision processes and introduced the general midwestern corn production 
decision process. Integrat ion of the production process in to the dynamic 
programming framework is the subject of th i s chapter. Accomplishment 
of th is integrat ion requi res : 1) appropriate defini t ion of s t ages , s t a te 
var iables , and decision a l t e rna t ives , 2) ident i f ica t ion of the da ta sources 
u t i l i zed in model estimation and development, 3) formulation of t r a n s i t i o n 
equations, and 4) development of the fundamental recursive equation of DP. 
Presenting th i s in tegra t ion is most easily accomplished by dividing 
t h i s chapter into four major sections. The f i r s t section, t i t l e d Model 
Base, discusses simplifying assumptions and defines the stages and decision 
a l te rna t ives available at each stage. An overall view of the corn decision 
model is presented in th i s sect ion. The next three major sec t ions , State 
Transition, Model Formulation and Simulation Model, give the exact descrip­
tion of how these various components of the overall model are constructed. 
Table 4.1 presents the various models used to value forecast design 
parameters. To give the reader an overall view of the development of the 
corn production model, Table 4.1 is explained briefly here; a deta i led 
development of the production model s t a r t s in the next section. A corn 
growth simulation model is used to generate a large data set which gives 
observations on corn y ie ld for a variety of management pract ices such as 
planting date, planting density and choice of hybrid. This data s e t spans 
the actual climatic conditions occurring in the years 1970 to 1983. Because 
the corn growth simulation model used does not contain an exp l i c i t nitrogen 
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Table 4.1 Models Used to Value Various Forecast Design Parameters 
Model Name Type Use 
Corn Growth Simulation Simulation Develop Yield Data Set 
used to estimate a pro­
duction function for 
growing season transi­
tion equations 
Nitrogen-Climate Inter- S ta t i s t i ca l Adjust the Yield Data S e t 
act ion for various nitrogen 
l e v e l s 
Nitrogen-Loss S t a t i s t i c a l Develop trans i t ion equa­
tions for f a l l to 
early spring 
Corn Drydown Simulation Develop harvest transi­
tion equations 
Corn Decision Model DP Obtain expected net re­
turns from the corn 
acre and optimal de­
cis ion paths for a 
given climate fore­
cast 
Decision Simulation Simulation Obtain expected net re­
turn from the corn 
acre for any cl imate 
forecast and expected 
net returns 
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response function, the yield data are adjusted by the n i t r o g e n - c l i m a t e 
in te rac t ion model for various nitrogen leve l s . This large data set is used 
to estimate a corn production function. The production function is used to 
develop t rans i t ion equations for the growing season, spanning ear ly spring 
to early harvest. 
Because different physical and biological phenomena govern the produc­
tion process for the two time periods fa l l to early spring and the harvest 
period, two other models are used to develop the t rans i t ion equat ion for 
these time periods. The nitrogen-loss model uses winter p r e c i p i t a t i o n and 
f a l l applied nitrogen to determine the amount of nitrogen remaining in the 
soi l in early spring. In the harvest period optimal harvesting of corn is 
based on the percent moisture of the corn kernel . The corn drydown simula­
tion model determines the percent moisture given a specif ic set of c l ima t i c 
condi t ions . The t rans i t ion during the harvest period is based on t h i s 
percent moisture. Because of these different phenomena, the three general 
t r ans i t i on relat ionships are developed. Within the section t i t l e d State 
Transitions, there are three subsections corresponding to these t h r e e time 
periods. These subsections a r e : Fal l Preceding Planting, Growing Season, 
and Harvest. Each subsection contains a discussion of the stage t r a n s i t i o n s 
for the s tages in each of the three general time periods of t h e crop 
production process. 
The Model Formulation section in tegra tes the t r ans i t ion equat ions with 
the recursive equation to obtain the corn production model. The l a s t major 
section of th i s chapter develops a simulation model of the crop production 
process. A discussion of how the OP model and the decision s imulat ion 
model are used jo in t ly in valuing climate forecast parameters is delayed 
unt i l the next chapter. 
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MODEL COMPONENTS 
A model is a s implif ied representation of the essent ia l aspects of 
real world s i t u a t i o n s . When developing a model, various assumptions are 
required. A model of a multiperiod process such as crop production requ ire s 
e x p l i c i t demarcation of the time periods within the model. The fo l lowing 
sect ions develop the DP decis ion model by e x p l i c i t l y addressing the assump­
t ions made, the time period de f in i t ions , and the e x p l i c i t mathematical form 
of the model. 
Def ini t ions of Stages and Decision Alternatives 
Application of DP to any problem requires appropriate d e f i n i t i o n of 
s tages . As stated in Chapter I and III, the d i v i s i o n of the corn production 
process i n t o various periods for t h i s study corresponds to the periods when 
decis ions are made on major inputs in the production process. The time 
periods forming the stages are denoted as f a l l preceding planting ( f a l l ) , 
early spring (ESp), l a t e spring (LSp), summer ( S ) , early harvest (EH) and 
l a t e harvest (LH). At each of these stages the d e c i s i o n maker f a c e s 
v a r i o u s d e c i s i o n a l t e r n a t i v e s on input use. The decis ion taken is a 
function of expectations, previous dec is ions , and past and expected c l i m a t i c 
condit ions. 
Finer or coarser time d i v i s i o n s of the crop production d e c i s i o n 
process could be used to model the decis ion process. The decision process 
i s d i v i d e d i n t o the above s i x s tages in t h i s study because these t ime 
periods coincide with the time periods within the crop year in which major 
input decis ions are made. Coarser d iv i s ions of the crop year, such as a 
two-decision period model, would leave out important d e t a i l s about the 
decis ion process. Finer d iv i s ions of the crop year, such as weekly or 
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monthly periods, would not add much information to the decision process 
because few crop production input decisions are made between the time 
periods chosen for this study. 
The summer stage is divided into three substages because of biological 
considerations of corn growth. These substages, early summer (ES), midsum­
mer (MS), and late summer (LS), roughly correspond to the cr i t i ca l growth 
stages of the corn plant (Sonka et a l . (1985)). Early summer is distin­
guished by rapid vegetative growth and development, midsummer by si lking, 
p o l l i n a t i o n , and early grain f i l l , and late summer by grain f i l l and 
maturation. 
In the DP framework, a stage is considered to be a period in which a 
decision is made. Because of the biological considerat ions, c l imat ic 
conditions are needed in each of the three summer substages to determine 
yie ld . Coupled with the fact that no major input decisions are made in 
midsummer or late summer, the following assumption is made. Summer is 
considered as a stage and the decision alternative of applying nitrogen 
(sidedressing) occurs at the beginning of this stage. Within the summer 
stage, the climatic conditions for each sub stage are included. That i s , 
climatic variables for the corn production function are included for each 
sub stage. This allows the inclusion of a climate forecast for each of 
these three substages in the DP model. 
The above assumption is analogous to c a l l i n g the three substages 
separate stages within the model. Decision alternatives available to the 
producer are then as follows: during early summer the producer has the 
option of sidedressing. During the midsummer and la te summer stages the 
only option is to do nothing. 
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Table 4.2 presents the stages and decision a l te rna t ives available to 
the producer in the DP decision model. This table also presents the 
approximate calendar dates of each stage. The decision a l te rna t ives are 
based on the general midwestern production process outlined in Chapter I I I , 
but are limited by the avai labi l i ty of data and the computational considera­
tions of the DP technique i t s e l f . A discussion of the compromises made for 
th is study are included in the description of the various model components. 
The Basic Model - Simplifying Assumptions 
A comparison of the general midwestern crop product ion d e c i s i o n 
process (Table 3.1) with the decision process as modeled in t h i s study 
(Table 4.1) shows two major sets of decision a l te rna t ives absent. These 
two decision sets r e l a t e t o : 1) t i l l a g e , and 2) pest management. Along 
with these two se ts , the minor decision of planting depth is also missing. 
Digressing s l igh t ly , the purpose of the model being developed in t h i s 
study is to examine the relat ionship between climate and production prac­
t i c e s in an economic optimizing framework. Once the re la t ionships are 
determined, the model wil l be used to value climate forecasts and forecast 
design parameters. Management decisions in the model must be re la ted to 
corn y ie lds in the framework of the t rans i t ion equations developed below. 
With the study objective and the requirement imposed by the t r ans i t ion 
equations in mind, each decision a l ternat ive eliminated from the production 
decision model wi l l be discussed. 
The ef fec t of i n t e r a c t i o n s between climatic conditions and e i ther 
t i l l age operations or pest management on yield is unc l ea r . Because a 
review of the agronomic l i t e r a t u r e did not produce any quant i ta t ive rela­
tionships between the above management pract ices , climatic conditions, and 
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Table 4 .2 Stages and Decisions Alternat ives Modeled in the Corn Production 
Decision Model 
Stage Management C r i t i c a l 
(Production Period) Decision Growth Stage 
Fall Nitrogen Application Not Applicable 
previous harvest 0 ,50 ,150,200,225, 
(October 23-March 3D 267 l b s . N 
Do Nothing 
Early Spring Nitrogen Application Germination and 
April 1 - May 15 0 ,50 ,150,200,225, Emergence 
267 l b s . N 
Hybrid Se l ec t ion 
Full Season 
Medium Season 
Short Season 
Planting Density 
20,000 plants /acre 
24,000 p lants /acre 
32,000 plants /acre 
Do Nothing 
Late Spring Same as Early Spring Germination and 
May 16-June 10 Emergence 
Early Vegetat ive 
Growth 
Summer Nitrogen Application 
0,50,150,200,225 
267 l b s . N 
Do Nothing 
Early Summer Rapid Vegetative 
June 10-July 15 Growth and 
Development 
Mid-Summer S i lk ing P o l l i n a t i o n 
July 15-July 31 and Early Grain F i l l 
Late Summer Grain F i l l and 
Aug. 1-Sept. 30 Maturing 
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Table 4 .2 (continued) 
Stage Management Cr i t i ca l 
(Production Period) Decision Growth Stage 
Early Harvest Harvest Corn Crop Corn Drydown 
September 30 
Delay Harvest 
Late Harvest Harvest Corn Crop 
October 22 Do Not Harvest 
y i e l d , the dec is ions pertaining to t i l l a g e operation and p e s t i c i d e s a r e 
l e f t out of the production model. 
Planting depth is not considered in the decis ion model because planting 
depth is more a function of past and current c l imatic conditions than it is 
of fu ture c l i m a t i c c o n d i t i o n s . Planting depth decis ions would change 
l i t t l e as climate forecas t s varied. Therefore, i t i s not considered as a 
decis ion a l t ernat ive in the DP model. The assumption that the crop is 
planted at the optimal depth to maximize y i e l d for the s o i l c o n d i t i o n s 
present at planting time is made for t h i s study. 
The decis ion model developed in th is study is for a s ing le acre in 
which only corn can be planted. This r e s t r i c t i v e assumption is made for 
two reasons. F irs t , the number of s ta te var iables which can be included in 
the model is l imi ted by the curse of dimensionality. In order to introduce 
other crops i n t o the decision process , addit ional s t a t e var iables would be 
required. The l i m i t on the number of s ta t e variables could be overcome by 
use of certain optimization techniques and/or assumptions. But, b e f o r e 
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these techniques can be employed, a second problem must be overcome. This 
second problem concerns the type and amount of data required to estimate 
the transition equations. Such data are not readily available given the 
time and resource limitations of the study. Data sources are discussed 
more thoroughly in the state transition sections. 
Another limiting assumption imposed on the DP model is the lack of 
expl ic i t time or machinery constraints. Time and machinery constraints 
would affect the type of t i l lage performed, when planting occurs, the number 
of acres planted and occurrence of fert i l i zat ion . Because there are no 
t i l lage decisions within the model, imposing constraints on the amount of 
t i l l age is impractical. To impose restrictions on the acres planted and 
which acres are fert i l ized would require adding one or two additional state 
variables. As discussed below, the state variables are selected to provide 
maximum information and s t i l l have the DP model easily solvable in terms of 
computational time and readability of output. An ad hoc constraint relating 
climate to available f ie ld work days is included in the production decision 
model. Basically, this constraint l imits the number of f i e ld operations 
that can occur in spring and summer if rainfall is heavy. This constraint 
is developed in detail in the model formulation section. 
Inspection of Table 4.2 shows there are three general types of decision 
alternatives available to the producer. These are: 1) when and how much 
nitrogen to apply, 2) a set of planting decisions including when to plant, 
which hybrid to plant, and planting density, and 3) when to harvest. The 
f e r t i l i z a t i o n dec i s ions are concerned only with intensity of nitrogen 
application. Chapter III contains some of the considerations a producer 
weighs when deciding on appl icat ion rates of nitrogen, potassium and 
phosphorous. Because potassium and phosphorous applications are typically 
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not based on expected climate, the assumption is made that they are applied 
at the agronomic recommended l e v e l s (see Chapter I II ) and are not part of 
the decis ion, process based on forecasted cl imate. The three remaining 
general s e t s of decis ions are functions of expected climate and are dis­
cussed in some detai l in Chapter I I I . 
For the OP algorithm developed for t h i s study, the decis ions in a 
given period are summarized in a vector, such that the matrix of dec i s ion 
vectors contains a l l poss ib le decis ion a l t ernat ives for that period. The 
vector notation for the dec i s ion a l t e r n a t i v e s means simply that each 
d e c i s i o n a l t e r n a t i v e re la t e s to a number of management dec i s ions . For 
example, dec i s ion al ternat ive s ix teen for early spring is to apply 50 pounds 
of nitrogen and plant a short season hybrid at 20,000 plants per acre. That 
i s , each early spring decis ion al ternat ive contains a decis ion on nitrogen 
applicat ion rate , which hybrid to plant and planting dens i ty . A matrix of 
s ix ty possible decis ion a l ternat ives (each a l ternat ive i s a vector i t s e l f ) 
is spec i f i ed for both early spring and l a t e spring. This is far more than 
normally used in DP models and adds to the computational cos t s . 
STATE TRANSITIONS 
Appropriate de f in i t ion of s ta t e var iables is an e s s e n t i a l component of 
a DP decis ion model. Considerations when defining s t a t e variables are that 
the variable must describe the current s tatus of the decis ion process and a 
complete l i s t i n g of the s t a t e variables at any stage must give the s t a t e of 
the process at that s tage . Once the s tate of the process is known at any 
given stage, knowledge of past s t a t e s is immaterial in the decision-making 
process. Bas ica l ly , t h i s is the Markovian requirement of s ta te v a r i a b l e s . 
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Finally, state variables should be defined such that they provide the 
information needed for meaningful decision making. 
With the above considerations in mind, five state variables concerning 
the biological or physical aspect of the production process are defined: 
nitrogen, plant, climate, grain moisture, and October climate s ta te vari­
able s . As stated earl ier, different biological and physical phenomena 
govern the state transitions between the stages at different times during 
the crop year. The following discussion divides the stages of the DP model 
into three general time periods. The three general time periods ( f a l l 
preceding planting, growing season, and harvest) are distinguished by 
phenomena that govern the state t r a n s i t i o n s . A s ixth s t a t e v a r i a b l e 
concerned with the availability of f ie ld work time is discussed in the Model 
Formulation section. The particular state variables relevant in decision 
making at any given stage varies. This unique feature of the decision 
model developed for this study is discussed throughout the f o l l o w i n g 
presentation on the model development. 
Fall Preceding Planting 
Of the f ive state variables, October climate, grain moisture, nitrogen, 
plant and climate, the only interesting state variable transition for the 
time period f a l l to early spring is the nitrogen state variable transit ion. 
Grain moisture, October climate, plant and climate state variables for this 
time period are deterministic and are not dependent on the decision alterna­
tive chosen. 
The plant state variable describes the condition of the planted corn 
crop in terms of hybrid and planting density. In the fa l l the plant state 
variable should reflect the fact that no corn seeds are in the f i e l d , which 
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implies the assumption of no carryover of seeds. Because no d e c i s i o n 
a l ternat ive in the f a l l is associated with the hybrid to be planted or 
planting densi ty , the plant s tate variable trans i t ion from f a l l to early 
spring should r e f l e c t the fact that no planting occurred in the f a l l . 
The climate s ta te variable by def in i t ion is the e f f ec t of c l imat i c 
conditions on corn y i e l d . For purposes of the decis ion model developed in 
th i s study, it is assumed that the climate occurring in winter does not 
a f f e c t y i e l d d i r e c t l y . Rather, the assumption i s made that c l imat i c 
conditions during winter only af fect y i e l d s through nitrogen l o s s . These 
assumptions on both the plant and climate s ta t e var iables reduce the 
trans i t ions for these two s ta te variables to the fol lowing equations: 
SPlantE S p = SPlantF = 0. (4 .1 ) 
SClimESp = SCLimF = 0 . (1 .2 ) 
where ESp and F denote early spring and f a l l r e s pec t ive ly . 
The grain moisture s ta t e variable describes the percent moisture of 
the mature corn kernel . The kernel moisture is used in the decis ion model 
to determing drying cos t s and f i e l d l o s s e s . Percent moisture at early and 
l a t e harvest along with y i e l d determine when to harvest the corn crop. The 
p r o b a b i l i t y of being at various kernel moisture l e v e l s and/or maturity 
dates helps determine which hybrid to plant (see Chapter I I I ) . Because 
t h i s s ta t e var iable can take on only one value unti l early harvest, i t s 
t rans i t ions w i l l not be discussed unt i l the corn drydown sect ion (harvest 
s t a g e s ) . 
Climatic conditions occurring between early harvest and l a t e harvest 
are used to determine f i e l d l o s s e s at l a t e harvest . Fie ld l o s s e s are based 
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on tables relating percent moisture of the corn kernel to l o s se s . The 
appropriate table to use depends on the climatic conditions which occur 
during this period. The October climate state variable determines the 
appropriate table to use to ca lcu late f ie ld losses (see corn drydown 
section, below). Because this state variable, October climate, l ike grain 
moisture takes on only one value until the harvest period, the discussion 
of this state variable's transition is delayed unt i l the corn drydown 
section. 
The nitrogen state variable transition for f a l l to early spring is a 
function of the decision alternative chosen and winter precipitation. As 
discussed in Chapter III, fa l l applied nitrogen can be lost through leaching 
and/or denitrification. A function which relates nitrogen l o s s to winter 
climatic conditions is used as the basis for the f a l l transition equation 
for the nitrogen state variable. The general transition equation for the 
nitrogen state variable is 
where SNitESP is effective applied nitrogen in pounds per acre at early 
spring, NF is fa l l applied nitrogen in pounds per acre, and NL (Climate) is 
the nitrogen loss function. Hollinger and Hoeft (1985b) are developing a 
nitrogen function which relates nitrogen l o s s to winter precipitation. This 
function is given by 
65 
NL (Climate) = C x .891 (4.6) 
where X1 is winter precipi tat ion in millimeters, and NKF is f a l l applied 
nitrogen in kilograms per hectare. Equation (4.6) converts the nitrogen 
loss from kilograms per hectare to pounds per acre. 
Inspection of equations (4.3-4.6) shows that if winter prec ip i ta t ion 
is l e s s than or equal to 380 mm, the effective nitrogen in early spring is 
greater than the actual f a l l applied nitrogen in pounds per acre. Implica­
tions of the effective level being greater than the applied nitrogen level 
is that under cer ta in environmental conditions there is a y ie ld advantage to 
applying nitrogen in the f a l l . This s i tuat ion of the effective nitrogen 
being greater than the applied n i t rogen is an agronomically f e a s i b l e 
s i tua t ion . One possible explanation of th i s s i tua t ion is that years with 
low ra infa l l have l i t t l e or no leaching occurring. Also, the nitrogen in 
the dry matter in the soil becomes more available for use by the corn 
plant. This increases the effective nitrogen above the applied nitrogen. 
The winter precipi ta t ion for each of the fourteen years used as the data 
base is given in Table 4 . 3 . This table shows that s ix out of the fourteen 
years p r e c i p i t a t i o n was below 380 mm, indica t ing tha t effective f a l l 
applied nitrogen could have been greater than the a c t u a l f a l l app l i ed 
nitrogen in those years. 
With the above development of the f a l l t r ans i t ion equations, the 
t rans i t ion equations for the growing season are developed in the next 
section. The t rans i t ion equations for the growing season are based on an 
estimated corn production function. 
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Table 4.3 Winter Precipitation at the Morrow Plots in Orbana, I l l ino i s 
Winter Winter 
Year Precipitation1 Year Precipitation 
1970 313.2 1977 310.9 
1971 284.0 1978 408.9 
1972 344.4 1979 425.7 
1973 496.8 1980 317.5 
1974 519.7 1981 224.5 
1975 449.6 1982 424.4 
1976 416.6 1983 436.1 
1Winter precipitation in millimeters. 
Growing Season 
The growing season time period encompasses the stages from early 
spring to early harvest. Within this time period, the s t a t e var iable 
transitions are derived from a corn production function. For purposes of 
this study, the production function contains not only climatic variables 
and management practices, but must also be partitioned in the time dimension 
using the three state variables plant, climate and fer t i l i zer , as previously 
defined. Following Burt and Stauber (1971), a general class of functions 
which sa t i s f i e s these requirements is given by: 
(4.7) 
where Y is crop yie ld; A1 is a vector of climatic variables and management 
practices which the crop is subject to during period i; h, and are 
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completely artibrary functions; is a monotonia transformation of y i e l d ; 
and M is the to ta l number of time periods. 
Equation (4 .7) lends i t s e l f to a simple s tate v a r i a b l e t r a n s i t i o n 
r e l a t i o n s h i p . The s tate variable at time period j is the part ia l sum 
The function h is applied to the t o t a l 
sum to obtain the monotonia transformation of crop y i e l d in the 
f ina l time period. 
Transition Relationship - Growing Season 
A s p e c i f i c algebraic form of equation (4 .7) is needed to o b t a i n a 
solvable model. The algebraic form chosen for use in t h i s study is given 
by: 
where In denotes natural logarithm, YE H is y i e l d at early harvest, A is an 
intercept term, Den is planting density, CI is a c l i m a t e i n d e x , N is 
applied nitrogen, Vardum is a binary variable for hybrid, a, p, Y, and 
are parameters to be estimated, and the subscript i denotes the i t h time 
period of the N-2 to ta l periods. Rearrangement of equation (4.8) shows that 
th is particular production f u n c t i o n can be formulated to c o n t a i n the 
three s ta te var iables previously defined, 
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where each summation corresponds to the plant, climate and nitrogen s tate 
variables , respectively. 
Plant and nitrogen s ta te variables are l inear combinations of several 
var iables . The nitrogen s ta te variable incorporates the effects of the 
amount of applied nitrogen and a nitrogen-climate in te rac t ion . The plant 
s ta te variable combined planting density and hybrid effects . Because of 
the dummy variable approach employed in the estimation of the production 
function, the intercept (In A) is included in the plant s t a te variable (see 
below). Finally, the climate s t a t e variable incorporates the effects of 
climate on corn y ie ld . 
The use of l i n e a r combinations of several variables to create one 
s ta te var iable is one device used to reduce the dimensionality of a DP 
model. This device allows several variables to be defined and included in 
the model while at the same time increasing the dimensionality of the model 
by only one s ta te var iable instead of several va r iab les . 1 
Denoting the three s ta te variables as SClim, SNit, and SPlant, the 
following t rans i t ion equations for the growing season are obtained from 
equation (4 .9 ) , 
SCLimN-1 = 0 
SClimn_1 = SClimn + β 1 n ( ln CIn) 
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where N-2 equals the to ta l number of stages during the growing season, the 
subscript n denotes the nth stage with the usual backwards numbering of the 
s tages , and SNitN is given by the f a l l trans i t ion equations ( 4 . 3 - 4 . 6 ) . For 
the DP decis ion model N-2 equals s i x , corresponding to the s i x stages and 
substages, early spring, l a t e spring, early summer, midsummer, l a t e summer 
and early harvest associated with the growing season. Under th i s formula­
t ion N equals eight as a r e s u l t of adding the two stages preceding f a l l 
(n=8) and l a t e harvest (n=1). 
It should be noted that the above formulation could have been arranged 
to have anywhere from one to as many s ta t e variables as there are var iab les 
in the production function. The formulation with three s ta t e var iab les is 
chosen to provide maximum detai led information on the corn product ion 
decis ion process and s t i l l remain computationally f e a s i b l e . 
Data for Estimating Growing Season Parameters 
Estimation of equation (4 .7 ) under ideal condit ions would require an 
experimental f i e l d data set in which a l l management pract ices varied under 
a wide range of c l imat ic condit ions. Because no such data se t is ava i lab le 
and obtaining such a data set would require years of f i e l d experiments, 
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other sources of data had to be obtained. A review of the physical and 
biological science literature as well as the agricultural economics litera­
ture to obtain parameters was f u t i l e . Although there is an e x t e n s i v e 
amount of l iterature on the effects of various production practices and 
climate conditions on corn yields , the usefulness of this l i terature for 
obtaining the parameters associated with the transition equation is l imited. 
The limitations of the l iterature arise from the experimental des igns 
employed in the previous studies. These previous studies did not examine 
the effects of varying a l l management pract ices over a wide range of 
climatic conditions. To reiterate, a management corn yield data s e t which 
contains various planting dates, planting densities, hybrids, and nitrogen 
l eve l s over a wide range of climatic conditions is needed to estimate the 
production function. 
Table 4.1 indicated that a corn growth simulation model is used to 
develop the data set for the production function estimation. The corn 
growth simulation model used is a revised version of the physiological-based 
crop model developed by Reetz (1976). Weather inputs required by the corn 
model are daily solar radiation, daily maximum and minimum temperature, 
daily precipitation and daily evaporation. Management practices that can 
be varied in the corn model are planting date, planting density, and length 
of growing season required by the selected hybrid. 
Detailed experimental design and modeling assumptions for use of the 
corn model in developing the data set can be found in Hollinger (1985). 
Briefly, the corn model was adjusted to simulate corn growth in east-central 
I l l i n o i s . The weather data, soi l data base, and agronomic data base are 
characteristic of conditions and practices in this area. The s o i l type 
used in the model was Drummer s o i l , which is a major soi l in Champaign 
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County, I l l i n o i s . Weather data were col lected at the Morrow Plots c l imate 
s t a t i o n on the University of I l l i n o i s campus in Urbana, I l l i n o i s . Solar 
radiation data was modified by data obtained from West Lafayette , Indiana 
(145 km northeast of Urbana).2 
To generate the management-corn y i e ld data se t , the fol lowing experi­
mental design was followed. The corn model simulated y i e l d r e s u l t s from 
a l l poss ible combinations of f i v e planting dates, three planting d e n s i t i e s , 
three hybrids with d i f ferent maturity r a t i n g s , and f o u r t e e n y e a r s of 
actual , observed weather conditions (1970-1983). The f i v e planting dates 
with one exception are April 20, May 5, May 15, May 25, and June 10 . 
Because of the 1974 weather data se t , the exception to the above dates is 
that the f i r s t planting date for 1974 was April 24 rather than April 20. 
The poss ible planting d e n s i t i e s are 20,000, 24,000, and 32,000 plants per 
acre. It was assumed that no plants are l o s t during the growing season, 
therefore maturity and planting populations are equal. The hybrid s e l e c t e d 
was e i ther a f u l l , medium, or short season var ie ty . Short season hybrids 
require 1276 growing degree days, medium season 1454, and f u l l season 1494. 
One l imi ta t ion of th i s corn growth model is that there is no nitrogen 
f e r t i l i z e r function within the model. That i s , the corn simulation model 
does not have a mathematical re lat ionship which takes in to account e i ther 
pounds of nitrogen applied to the f i e l d or an in teract ion between nitrogen 
and climate when determining y i e l d s . Nitrogen and i t s in t erac t ion with 
climate is of major importance for the f l e x i b i l i t y of the corn production 
process. Because of the need to include the nitrogen-cl imate in terac t ion 
ef fect in the management-corn y i e l d data s e t , another model by Hollinger 
and Hoeft (1985a) was used to obtain th i s re lat ionship (nitrogen-cl imate 
model in Table 4 . 1 ) . Using the model developed by Hollinger and Hoeft the 
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yield results of the corn model simulations were expanded to include the 
effect of eight nitrogen levels , 0, 44.5, 89, 135.5, 150, 178, 222.5 , and 
267 pounds per acre.3 Use of the corn simulation model and the nitro­
gen-climate model, fac i l i ta tes the generation of a large data set containing 
every poss ib le combination of 5 planting dates, 3 hybrids, 3 planting 
densit ies, 8 applied nitrogen leve l s , and 14 years of weather data. 
The experimental design employed in this study provides a useful way 
of obtaining a large data set without incurring the time and resource 
constraints needed to conduct f ie ld experiments. Together, both models 
perform the role of 14 years of identical experiments al l conducted at the 
same location and using the same production technology. Because the models 
are based on physiological and biological concepts along with actual f ie ld 
data, it is believed the simulation approach provides reasonable estimates 
of the relationships between management practices and climatic conditions. 
Production Function Estimation - Assumptions and Notation 
Before discussing production function estimation r e s u l t s , notat ion 
used and assumptions made for estimating the production function are 
presented. The assumptions are based on either prior knowledge or restric­
tions required by the management-corn yield data set (referred to from now 
on as the data se t ) . 
First, is is assumed that effective f a l l , spring, and summer (side-
dress) applied nitrogen have the same impact on y ie ld . Only the production 
function parameters associated with one linear and one quadratic term of 
applied nitrogen are estimated, i . e . , there is no stage effect for nitrogen. 
Limitat ions on the procedure used to develop the data set forced this 
assumption to be made. In the data set only total applied nitrogen is 
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given and not the stage when the nitrogen is applied. For Drummer s o i l in 
e a s t - c e n t r a l I l l i n o i s t h i s i s l i k e l y a va l id assumption. Findings i n 
Swanson, Taylor, and Welch (1973) for Urbana, agronomy t e s t p l o t s i n d i c a t e 
that there i s no s t a t i s t i c a l l y s i g n i f i c a n t d i f f e r e n c e between s p r i n g 
and summer applied nitrogen on y i e l d . The t e s t p lo ts were of Drummer s o i l 
type and the data were for 1968-1971. 
Second, prior knowledge on the cl imate-nitrogen in teract ion provided 
by Hollinger and Hoeft (1985a) is used in developing the data s e t . Their 
f i n d i n g s i n d i c a t e only the c l i m a t e occurring during the early summer 
substage, June 11 to July 15, has a s ign i f i cant in teract ion with nitrogen. 
Using t h i s prior knowledge the production function is estimated with only 
a nitrogen-climate interact ion term for the early summer substage. This 
interact ion is denoted by NxCI3 in Tables 4.6 and 4 . 8 . 
The variables denoted by VarZdumY where Z=1,2,3 and Y=1,2 ,3 ,4 ,5 in 
Table 4.6 are a s e t of f i f t e e n zero-one dummies. Each corresponds to a 
di f ferent hybrid (Z=1 is short, Z=2 is medium, and Z=3 is f u l l ) planted at 
a different date (Y=1 is 4 /20 , . . . , Y=5 is 6 / 5 ) . To c lari fy t h i s nota­
tion, Var1dum1 takes on the value of one for a short season hybrid planted 
on April 20th and is zero otherwise. The other dummies are interpreted in 
a s imilar fashion. This formulation fo l lows for any interact ion between 
hybrid and planting date. When est imating any equation with dummy vari­
ables , one accepted procedure to avoid a singular regressor matrix is to 
drop one of the dummies. In t h i s case Var3Dum5 is de le ted . 
Notation for planting density , the number of plants planted per acre 
at a given planting date, in Table 4.6 is Den1 through Dene corresponding 
to the f i v e planting dates. CI1 through CI5 are the climate indexes for 
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each of the five stages or substages within the growing season. These 
indexes are defined in the following subsection. 
Applied nitrogen (N) and planting density are set equal to one if the 
applied nitrogen level is zero or if the planting density at a particular 
planting date is zero.. By setting the variable equal to one instead of 
zero the logarithm can be taken. 
Climate Index - Growing Season 
Estimation of the corn production function requires the inclusion of 
weather variables as independent variables for each stage (early spring 
through late summer) during the growing season. Weather variables such as 
temperature, rainfall , solar radiat ion , e t c . a f fect corn y i e l d . The 
question of how these variables should enter the production function, i . e . , 
l inear, squared and/or through interactions, arises at this point. Includ­
ing such terms increases the number of independent variables in the produc­
tion function. The inclusion of individual weather variables in the 
production function estimation implies that the weather variables must be 
included in the growing season transition equations. Because the objective 
of this study is to value various climate forecast designs, the inclusion 
of individual weather variables in the t r a n s i t i o n equations requires 
individual forecasts for each weather variable to be made. Such a framework 
in which individual weather variables are used requires more than one 
forecast to be generated for each stage. An overall forecast for a crop 
year would include these individual forecasts for each weather variable for 
each stage. It also must be considered whether the individual weather 
variables are independent of each other within a given stage. Independence 
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or non-independence would affect bow the forecasted probabi l i t ies of each 
weather variable should be developed. 
The use of a climate index can overcome the above problem associa ted 
with forecasting individual weather var iables . With a climate index only a 
single forecast is needed for each stage rather than a ser ies of f o r eca s t s 
for each weather variable. Ideally, the climate index should incorporate 
a l l the effects of the various weather variables on corn growth. The use of 
an index also reduces the number of independent variables in the production 
function. 
A review of the l i t e r a t u r e shows that no par t icular climate index is 
presently in general use for agr icu l ture . In fact , most of the past s t u d i e s 
reviewed include only one or two weather charac ter i s t ics . Because no s i n g l e 
index is widely used or accepted, a proxy for a climate index is developed 
for use in t h i s study. This proxy uses dry matter accumulation of the corn 
plant as given by the corn growth simulation model to measure the impact of 
climate on the corn plant. The climate index for each stage within the 
growing season for any given year is given by 
where G t is to ta l dry matter at time t, j is the index for the 45 s imulat ion 
model runs per year (5 planting dates , 3 hybrids, and 3 planting d e n s i t i e s 
per year ) . The time periods denoted by t correspond to the stages w i t h i n 
the corn production decision model, i . e . , early spring through l a t e summer. 
For each of the 45 corn growth simulation model runs within a given y e a r a 
growth ra t e was calculated for each of the five growing season s t a g e s . 
Therefore, forty-five growth ra tes are calculated per stage per y e a r . A 
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single growth rate for any specific stage, year and corn growth simulation 
run is given by: 
in equation 4.11. The climate index for a specific year and stage is the 
simple average of the 45 growth rates for that stage and year. 
The individual growth rates are highly correlated with the management 
variables, planting density, hybrid and date of planting. However, the 
climate index (average growth rate) is not highly correlated with any 
management variable over the 14 growing seasons. This climate index is not 
a true index of climatic conditions, but is a proxy for such an index. 
That proxy being a relative growth rate for corn on Drummer so i l . 
Two aspects of the climate index need to be stressed. First, the 
index is not total dry matter accumulated, but a relative change in dry 
matter that occurs in each stage of the production function. Second, the 
index includes dry matter accumulation, in both the corn stalk (vegetative) 
and the corn cob (grain). 
Three sets of the above climate index are calculated. The f i r s t set 
uses a l l 45 corn growth simulation model runs to calculate the index for a 
part icular stage within each year. This f irs t set is referred to as 
the unrestricted climate index. The second and third sets involved restric­
tions on the calculations of the index for the early spring stage and late 
summer stage, respectively. These two sets are referred to as early spring 
restricted and la te summer restricted. 
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The early spring r e s t r i c t ion does not include growth r a t e s of zero for 
a part icular corn growth simulation in computing the climate index (average 
growth rate) for the early spring period. Planting dates four and five 
(May 15 and May 25) occur after the end of the early spring stage. There­
fore planting on dates four or f ive implies a zero growth ra t e for the 
early spring stage. In effect, the res t r i c t ed early spring climate index 
uses only planting dates one, two and three (April 20, May 5, and May 15) 
when ca lcu la t ing the early spring climate index. This r e s t r i c t i o n has 
l i t t l e effect on both the index's correlat ion coefficients with the various 
weather v a r i a b l e s and the es t imated production function coeff ic ients . 
Because the r e s t r i c t i o n has l i t t l e effect and the r e s t r i c t i o n is i n t u i t i v e l y 
appeal ing , the early spring r e s t r i c t ed climate index is used for f ina l 
model estimation. 
The l a t e summer r e s t r i c t i on involves the date of maturity for each 
simulation run. To be included in the l a t e summer r e s t r i c t ed climate index 
calculation, the date of maturity for the simulation run had to occur a f te r 
September 1. Because of the length of the l a t e summer stage (August 1 to 
September 30), it is f e l t that a growth ra te which occurs over most of 
the time period may be a be t ter indicat ion of the climatic conditions that 
occur in l a t e summer than a growth r a t e which covers l e s s than one-half of 
the stage. In the corn growth simulation model no growth occurs af ter 
m a t u r i t y . This r e s t r i c t i o n on the l a t e summer index affects both the 
correlation coefficient with the various weather variables and the estimated 
production function coefficients . Results obtained from using both the 
r e s t r i c t ed and unrestr icted l a t e summer climate index are presented below. 
Note that the above r e s t r i c t i o n s on early spring and l a t e spring do 
not affect the climate index for stages, l a t e spring, early summer and 
78 
midsummer. The estimated production function results presented in the 
next section are for the following two sets of climate indexes: 1) early 
spring restricted and the rest of the stages unrestricted, and 2) both 
early spring and la te summer restricted with the remaining stages unre­
stricted. 
Table 4.4 presents the climate indexes by stage for the fourteen years 
(1970-1983) which make up the data base for this study. Examination of 
Table 4.4 shows that the relative rank (largest to smallest value) in any 
given year varies by stage. That i s , 1977 has the largest early spring 
index but i t s la te spring index is third from the largest, whereas, 1978 
has the largest la te spring index but the early spring index is second from 
the smallest. Varying rankings is an expected result for a climate index, 
because the climatic conditions occurring within any given year vary. No 
single year has the optimal climatic conditions for corn growth throughout 
the entire year. A difference between the two indexes, late summer re­
stricted and unrestricted, is shown in Table 4 .4 . Not only do the index 
values for a particular year vary, but the relative rank also varies. 
An indication that the proposed climate index as given by the growth 
rate is a good proxy for a climate index is given in Table 4.5. Table 4.5 
presents the simple correlation coefficients between the climate index and 
various weather parameters. In most cases the relative magnitudes and signs 
of the correlation coefficients are as expected. The negative correlation 
between the climate index and precipitation during the spring periods may 
be a function of the amount of spring rainfall in Urbana, I l l i n o i s . Two 
possibly interrelated explanations can be given. First, spring rains are 
usually associated with cooler overcast days which contribute l i t t l e to 
growing degree days. Second, in east-central I l l ino i s there is usually 
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Table 4.4 Calculated Climate Index Values by Stage for the Fourteen Years 
Used as the Data Base 
Unre- Restr ic-
s t r i c ted ted 
Restricted Late Early Mid- Late Late 
Year Early Spring' Spring2 Summer Summer Summer Summer Obser.3 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
Mean 
1.6341 
1.5124 
1.5775 
1.4368 
1.6275 
1.6140 
1.4160 
1.7601 
1.3915 
1.5359 
1.5502 
1.4055 
1.6391 
1.2309 
1.5237 
1.4340 
1.4445 
1.5703 
1.4145 
.96042 
1.4578 
1.3638 
1.5656 
1.5797 
1.4878 
1.5341 
1.5243 
1.3484 
1.1347 
1.4157 
1.7414 
1.8326 
1.7548 
1.8462 
1.8393 
1.7702 
1.8505 
1.6595 
1.8280 
1.8007 
1.7991 
1.8405 
1.7626 
1.9011 
1.8019 
.47314 
.36404 
.56691 
.46992 
.50833 
.51715 
.55711 
.45561 
.44063 
.52685 
.43472 
.39594 
.56884 
.48342 
.48292 
.61487 
.65484 
.66716 
.61981 
.73984 
.59186 
.68841 
.53750 
.68379 
.69861 
.59393 
.68528 
.65271 
.56342 
.64229 
.71143 
.67415 
.68838 
.66589 
.73984 
.71985 
.68841 
.68035 
.70231 
.72195 
.69982 
.70503 
.67732 
.65307 
.69484 
33 
42 
42 
36 
45 
27 
45 
27 
42 
42 
27 
42 
42 
24 
1Number of corn growth simulation runs used to calculate the r e s t r i c t e d 
early spring climate index was 27/year. 
2Number of simulation runs used to calculate l a t e spring through midsummer 
and unrestricted l a t e summer climate index was 45/year. 
3Obser. is the number of simulation runs used to calculate the r e s t r i c t e d 
l a t e summer climate index. 
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Table 4.5 Simple Correlation Coefficients Between the Climate Index and 
Various Weather Parameters 
more than adequate soi l moisture and rainfall in the spring. Additional 
rainfall contributes l i t t l e to the available soi l moisture for the corn 
plant. Relating this second reason back to the f i r s t , years in which 
higher than normal rainfall occurs are associated with a lower growth rate 
than years with below normal rainfal l . 
Another difference between the restricted and unrestricted la te summer 
climate indexes is the difference in the correlation coefficients associated 
with the various weather parameters. The difference is greatest for the 
coefficients associated with total precipitation and mean solar radiation. 
Prior expectations are that the correlation coefficient between a climate 
index and precipitation for la te summer would be positive. The restricted 
Unre- Re-
Restricted stricted str icted 
Weather Early Late Early Mid- Late Late 
Parameter Spring Spring Summer Summer Summer Summer 
Mean Max. Temp. .60704 .76154 .26619 .37372 -.53130 -.54651 
Mean Min. Tanp .48944 .28142 .30229 .49352 -.55077 -.48658 
Total 
Precipitation        - .40081          - .51891       .45011     - .02107      - .23260          .15019  
Mean Solar 
Radiation -.42543 .55849 .39454 .33853 .38614 -.09626 
Total Pan 
Evaporation .20812 .47018 .07906 -.08017 -.14865 -.44025 
Mean Temp. .60456 .63627 .30066 .44283 -.56854 -.54758 
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l a t e summer index is more in l ine with these prior expectations. Further 
differences in these two indexes are examined in the next section with 
respect to their impact on estimation. 
Production Function Estimates 
With the considerations presented in the previous sections, various 
specif icat ions of the production function are estimated. Table 4.6 presents 
the c o e f f i c i e n t s associated with planting density and hybrid se lec ted . 
These coefficients do not vary among the model specif icat ions; therefore, in 
order to conserve space, these coefficients are presented only once although 
a l l subsequent model s p e c i f i c a t i o n s inc lude these c o e f f i c i e n t s . The 
t - r a t i o s given in t h i s table, which are for model two in Table 4 .7 , did vary 
s l ight ly between model specif icat ions. 
The coefficients for planting density and hybrid select ion cannot be 
analyzed separately. Separate analysis is not possible because associa ted 
with every planting date is a planting density coefficient and three hybrid 
coefficients. To examine the effect of varying the planting date on y i e ld 
. given a s p e c i f i c hybrid, involves four coeff icients , the 2 d i f fe ren t 
planting density coefficients and the two hybrid coefficients associated 
with the two planting dates. For example, to determine the difference in 
yield between planting a short season hybrid on April 20 versus June 5, the 
following four coefficients are needed. For April 20th the density coeffi­
cient is Den1 and the short season hybrid coefficient is Var1dum1, whereas 
for June 5 these two coefficients are Den5 and Var1dum5. Examining the 
coefficients in t h i s fashion shows that l a t e r planting dates have a lower 
yield than ear l ier planting dates, ce re t i s paribus. 
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Table 4.6 Regression Coeff ic ients Associated with Planting Density and 
Hybrid (5040 Observations) 
Variable Estimated Coefficient Variable Coefficient 
Den1 .33738 Var3Dum2 .54084 
(15.14)1 (5.31) 
Den2 .40549 Var1Dum3 .031840 
(18.20) (.31) 
Den3 .45695 Var2Dum3 .19871 
(20.51) (1.95) 
Den4 .47739 Var3Dum3 .25765 
(21.43) (2.53) 
Den5 .49466 Var1Dum4 -.13659 
(22.20) (-1.34) 
Var1Dum1 .68402 Var2Dum4 .040136 
(6.72) (.39) 
Var2Dum1 .83847 Var3Dum4 .10052 
(8.24) (.99) 
Var3Dum1 .88580 Var1Dum5 -.26325 
(8.70) (-24.93) 
Var1Dum2 .32179 Var2Dum5 -.060763 
(3.16) (-5.75) 
Var2Dum2 .48529 Var3Dum5 — 
(4.77) 
1Asymptotic t -rat ios in parentheses for model 2 in Table 4 .4 . 
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Table 4.7 Estimated Coef f ic ien t s Associated with Nitrogen and Climate 
Index, with Late Summer Climate Index Unrestricted and Early 
Spring Restricted (5040 Observations) 
Variable 
intercept 
C I1 
CI2 
CI3 
CI4 
CI5 
N 
N2 
NxCI3 
(NxCI3)2 
R2 
One 
2.4050 
(26.15) 
.13491 
(93.66) 
.7500 
Two 
1.4482 
(7.19) 
1.0029 
(15.76) 
.83707 
(37.14) 
1.3780 
(5.13) 
.49662 
(28.26) 
.43194 
(13.57) 
.29494 
(3.49) 
-.042063 
(-5.36) 
-.26276 
(-1.83) 
.11825 
(5.27) 
.8462 
Three 
1.7312 
(8.89) 
.93862 
(14.99) 
.81197 
(36.76) 
.93995 
(3.67) 
.48700 
(27.79) 
.42531 
(13.34) 
- .13629 
( -6 .51) 
-.0010115 
(-1.16) 
.47024 
(15.58) 
.8453 
Four 
1.7331 
(8.90) 
.93862 
(14.99) 
.81197 
(36.76) 
.93995 
(3.67) 
.48700 
(27.78) 
.42531 
(13.34) 
- .14174 
( -6 .95) 
.47024 
(13.58) 
.8453 
Five 
.55479 
(3.08) 
.93862 
(14.72) 
.81197 
(36.11) 
2.9598 
(13.94) 
.48700 
(27.29) 
.42531 
(13.10) 
.13491 
(116.96) 
.8397 
1Asymptotic t - r a t i o in parentheses. 
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The t-ratios given in Table 4.6 indicate that a l l but four of the 
VarYDumZ c o e f f i c i e n t s are significant at the .1 level of probability. 
Because of the interrelations of the coefficients discussed above, a l l of 
the coefficients associated with planting density and hybrid are used in 
developing the decision model. Specification of the other variables in the 
production function wi l l now be considered. 
Five different model specifications are presented in Tables 4.7 and 
4.8. The various model specifications differ with respect to the specifica­
tion involving the nitrogen and climate variables and the nature of their 
interaction. Model one contains only variables under management control. 
The adjusted coe f f i c i en t of determination, R2, for model one is .75, 
indicating management practices explain much of the variation in y ie lds . 
Models two through f ive contain climate indexes as independent variables. 
The adjusted R-squared for models two through f ive range from .8342 to 
.8462. This increase in the adjusted R-squared over model one indicates 
that the inclusion of the climate index increases the explanatory power of 
the estimated production function. 
Prior expectations are that the estimated coefficients associated with 
the climate indexes should be positive. Models three, four, and f ive are 
estimated using the r e s t r i c t e d l a t e summer index and the coefficient 
associated with the late summer index is negative and insignificant. In the 
rest of the models a l l the coefficients associated with la te summer are 
positive. In models estimated using the unrestricted late summer climate 
index the l a t e summer coef f ic ient is positive and highly significant. 
Independently of model specification, the coefficients associated with the 
early spring through midsummer climate indexes are always positive and 
significant. Signs and significance associated with the other independent 
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Table 4.8 Estimated Coefficients Associated with Nitrogen and Climate Index 
with Both Late Summer and Early Spring Climate Indexes Restr icted 
(5040 Observations) 
V a r i a b l e 
i n t e r c e p t 
CI1 
CI2 
CI3 
CI4 
CI5 
N 
N2 
NxCI3 
(NxCI 3 ) 2 
R2 
Two 
- .059689 
( - . 32 )1 
1.5238 
(24.94) 
.95592 
(44.84) 
3.2862 
(13.56) 
.57941 
(34.38) 
.011569 
( .16) 
.25191 
(2 .92) 
- .037966 
( -4 .75) 
- .18961 
( -1 .30) 
.10644 
(4 .65) 
.8405 
Model 
Three 
.18957 
(1.05) 
1.4692 
(24.45) 
.93265 
(44.92) 
2.8883 
(12.71) 
.57014 
(34.00) 
-.012113 
( - .16 ) 
- .13629 
( -6 .40) 
-.0010115 
( -1 .14) 
.47024 
(13.34) 
.8398 
S p e c i f i c a t i o n 
Four 
.19138 
(1.06) 
1.4692 
(24.45) 
.93265 
(44.91) 
2.8883 
(12.71) 
.57014 
(34.00) 
-.012113 
( - . 16 ) 
- .14174 
( - . 69 ) 
.47024 
(13.34) 
.8398 
F ive 
- .99691 
( -6 .21) 
1.4692 
(24.03) 
.93265 
(44.14) 
4.9081 
(28.47) 
.57014 
(33.41) 
- .012113 
( - . 1 6 ) 
.13491 
(115.01) 
.8342 
1Asymptotic t - r a t i o in parentheses. 
86 
variables depends on the model specification. Again, as with the coeffi­
cients associated with density and hybrid, the coefficients associated with 
climate and nitrogen cannot be evaluated separately. 
Because no s tat i s t ica l test (such as R2 or Akaike criteria) strongly 
favors one model over another as the preferred specification, other cr i t er ia 
must be considered when choosing which model to use in developing the 
transition equations. The criteria chosen to determine which production 
function to use is that production function which gives the decision maker 
the greatest potential degree of f lex ibi l i ty in terms of the interaction 
between management decisions and climate. Production functions estimates 
using the restricted late summer climate index are dropped from considera­
tion because of the lack of robustness of the sign associated with the la te 
summer coefficient. This leaves models two through f ive in Table 4.7 as 
the candidates for use in the decision model. Model five is eliminated 
because it has no interaction term between nitrogen and climate. Prior 
knowledge used to develop the data set suggests there is an interaction 
term between nitrogen and climate during the early summer stage. 
Because model four did have a squared nitrogen term and the coeffi­
cients of models three and four are nearly identical coeff icients , model 
three has more f l ex ib i l i ty than four. Therefore model four is dropped from 
consideration. Only the f lex ib i l i ty provided by models two and three is 
compared. Table 4.9 contains corn yields calculated using models two and 
three. For example, consider applying either 150 or 267 pounds of nitrogen 
per acre. Model three shows an increase of 5.1 bu/A for poor conditions 
and 13.7 bu/A for good conditions. Model two shows comparable increases of 
2.0 bu/A and 18.1 bu/A, respectively. Again these figures do not defini­
tively suggest which model contains more f l ex ib i l i ty . The changes in yield 
87 
Table 4 .9 Yields Calculated Using Models Two and Three Estimated with the 
Unrestricted Late Summer Climate Index 
Model Spec i f icat ions 
Two Three 
Yields in Bushel/Acre1 
Nitrogen lbs/Acre 1 100 150 267 1 100 150 267 
Climatic Condition2 
Poor 55.8 91.6 93.5 95.5 57.8 90.4 93.8 98.9 
Average 62.5 116.5 122.8 132.3 62.4 116.7 123.0 132.7 
Good 67.3 138.7 149.9 168.0 65.6 137.9 146.9 160.6 
1Full season variety planted on June 5. 
2Climatic conditions set at the mean value for each stage with the exception 
of the early summer stage. The early summer index value is se t at the 
fol lowing values , poor - early summer at lowest value, average - early 
summer set at i t s mean and good - early summer set at i t s highest value . 
for model two conform more to our prior expectations of nitrogen applica­
t ions . That i s , during the poorest years increasing the nitrogen applica­
t ion rate should have l i t t l e e f fect on y i e l d whereas in good years the 
increase in nitrogen should have a large e f f ec t on y i e l d . Model two 3hows 
t h i s e f f ec t of applying higher nitrogen l e v e l s somewhat more in accordance 
with our prior expectat ions. 
Admittedly, there is no dominating reason for choosing one specif ica­
tion over another. Because the various s p e c i f i c a t i o n s are almost iden­
t i c a l , i t i s bel ieved that a l l the production functions would give approx­
imately the same r e s u l t s in the corn dec is ion model. Although model two 
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contains a squared interaction term which is not a standard formulation of 
an interaction term, this specification is chosen for implementation in the 
corn decision model because it contains more potential f l e x i b i l i t y and 
gives results consistent with prior expectations with respect to nitrogen. 
Choosing one estimated production function over another should not be a 
major concern because of the closeness of the various model specif ications. 
Aggregation - Five to Two Planting Dates 
The estimated production function has five planting dates, but to 
make the DP decision model manageable, these five dates are aggregated 
into two dates, early spring and late spring. A weighted averaging scheme 
is used to aggregate the five planting dates into two planting stages . By 
the definition of variables within the estimated production function, only 
the parameters associated with planting density and hybrid need to be 
aggregated. 
The weighting scheme is based on the following assumptions: 1) no 
planting can occur before April 20th, and 2) planting date three, May 15, 
is considered to have impact in both early spring and late spring. Recall 
May 15 is the division point between early spring and late spring (Table 
4 . 2 ) . Because April 20th and May 15th are endpoints, they are given 
one-half the weight of the second planting date in determining the early 
spring coefficients. Therefore the early spring weights are 1/4, 1/2, and 
1/4 for planting dates one, two, and three, respectively. The weights for 
late spring are 1/5, 2 /5 , and 2/5 for planting dates three, four, and f ive, 
respectively. The difference in the weighting scheme arises because the 
f i f th planting date is not the endpoint of the late spring stage. The 
f i f th planting date is June 5th, but the late spring stage runs unti l June 
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10. The weighted average coefficients associated with the management 
variables, density and hybrid, give an average effect of planting in tha t 
part icular stage, rather than the effect of an exact planting date. Table 
4.10 gives the weighted average coefficients for density and hybrid. 
With knowledge of a specific set of management pract ices, the climate 
from f a l l to early harvest, f a l l nitrogen l o s s t r ans i t ion equation, and 
the growing season production function, corn yield can be ob ta ined at 
early harvest. The t rans i t ion from early harvest to l a t e harvest is based 
on percent moisture content of the corn kernel and grain l o s s . Development 
of t h i s set of t rans i t ions is presented next. 
Table 4.10 Weighted Average1 Production Function Coefficients for Planting 
Density and Hybrid Planted for the Two Plan t ing Per iods 
(Stages) in the DP Decision Model 
Coefficient Early Spring Late Spring 
Density .40133 .48021 
Short Season Dummy .33986 -.15357 
Medium Season Dummy .50194 .03149 
Full Season Dummy .55628 .09174 
1Weighted according to scheme set forth in the tex t . 
Harvest 
The corn product ion dec i s ion model g ives the decision maker the 
opportunity to choose between two stages, early (Sept. 30) or l a t e harvest 
(Oct. 22), when determining the optimal harvesting time. The decision on 
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when to harvest is based on the percent moisture content of the corn 
kernel. Percent moisture of the kernel is used to determine both the 
f ie ld losses that occur and total drying costs. By delaying harvest the 
corn kernel wil l be at a lower moisture percent, decreasing drying costs , 
but higher f ie ld losses wil l usually accompany the lower moisture percent­
age. The decision maker weighs the decrease in drying costs against the 
increase in f ie ld losses in deciding the period in which to harvest the 
corn crop. 
Corn kernel moisture percent and f ie ld losses at both early harvest 
and late harvest are functions of the date of maturity and the climatic 
conditions that have occurred since maturity. Ideally, functions which 
relate both f ie ld drydown rates (moisture loss) and f i e ld losses due to 
climatic conditions are needed to develop the grain moisture state vari­
able's transition during the harvest period. For this study two sources of 
data are used to develop functions which relate moisture percent and f ie ld 
losses to climatic conditions. These sources are: 1) a simulation model 
of f i e l d drydown r a t e s , and 2) published research which relates f ie ld 
losses to both moisture percentage and climatic conditions. Both sources 
of data are discussed separately below. 
Corn Drvdown 
Bruns (1975) developed a simulation model of the f ie ld drying rates of 
the corn kernel based on potential evaporation and prec ip i ta t ion . A 
modification of his original model is used to determine the corn kernel 
moisture percentages in this study. The model developed by Bruns is given 
by: 
(4.13) 
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where AMi/At is the change in moisture content (percent/day), M is moisture 
content (percent), i is day number and t is time interval in days. The 
change in moisture content is given by 
(4.14) 
where E is potential evaporation, R and C are estimated res is tance fac tors 
to drying and wetting of the corn kernel (5.08 mm/% and 50.8 mm/%, respect­
ively) , P is precipi tat ion in mm, D is dew intensity and W is a function 
which decreases the amount of drying during a senscence t rans i t ion period. 
Potential evaporation is given by 
where Y is the standard constant of the standard hygrometer equation (0.49 
mm Hg/°k), Rno is measured net radiat ion (langleys/day), U2 is measured 
wind speed (miles/day), ea is saturat ion vapor pressure (mm Hg), ed is 
actual vapor pressure (mm Hg), and ∆ is the slope of the saturat ion vapor 
pressure curve. The quantity ∆ is computed by using 
where L is l a t en t heat of vaporization (cal/gm), TA is absolute temperature 
(°K), a is specific volume (cm2/gm), Mv is molecular weight of water vapor 
(gms/mole) and R is the universal gas constant (erg/gm °K). 
The function W is 
W = .50 - .02t
3
 (4.17) 
if W < 0.0 then W = 0.0 
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where t3 is the number of days since physiological maturity. It is believed 
that there is a misprint in Bruns' thesis write-up of the drydown model. 
In Bruns' thesis, the function W is added to the drying and wetting func­
tions. There are two reasons that it is believed the function W should be 
subtracted and not added to the drying and wetting functions. First , Bruns 
states that "the amount of drying during the transition period was reduced 
by a function, W, which decreases and gradually becomes zero when there is 
no longer any transport of water to the ear" (p. 20). This sentence is 
stating that the function W is used to measure water being moved from the 
corn stalk to the kernel, thereby, decreasing the drying rate. Second, if 
the model is used as printed in Bruns' thesis , W would have the effect of 
approximately decreasing the percent moisture of the corn kernel by .5% per 
day (without considering any evaporation) the f i r s t few days after maturity. 
Bruns' graphs of drydown rates do not indicate this type of decrease. For 
these reasons it is believed that the function W should be subtracted from 
the drying and wetting functions as in equation (4.14) . 
Limitations on the daily weather data set used in this study, forced 
some assumptions to be made in order to use equations (4.13-4.17). First, 
because wind speed is not recorded in the weather data set, it is assumed 
that wind is a constant 2 m.p.h. daily. Second, average daily minimum 
temperature is used to approximate the saturation vapor pressure, e a . 
Third, dew intensity is not recorded in the weather data set. Dew intensity 
is ignored in the drydown model. 
Transition Late Summer to Early Harvest - Grain Moisture 
The grain moisture state variable (GM) takes on only a single numerical 
value from fa l l to la te summer. This state variable is allowed to take on 
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six values at early harvest and five values at l a t e harvest. The s ix 
values at early harvest are 35, 30, 25, 20, 15 percent moisture and NM. NM 
denotes the corn plant is not mature on Sept. 30. At l a t e harvest the five 
values of th i s s ta te variable correspond to the above five percent moisture 
l eve l s . 
Major determinants of kernel moisture percent are days since maturity 
and climatic conditions that occur after maturity. Both determinants are 
used in developing the grain moisture t rans i t ions from l a t e summer to early 
harvest . For each year and hybrid, the date of maturity as calculated by 
the corn growth simulation model is obtained for each of the five planting 
dates used in developing the synthetic data set . These f ive d a t e s of 
maturity are then used to calculate a weighted average maturity date for 
the two planting stages, early and l a t e spring. For the ea r ly s p r i n g 
planting stage, the average date of maturity is calculated by using the 
weights of 2/5 on the date of maturity obtained by planting on the f i r s t 
date, 2/5 of maturity date given by planting date two, and 1/5 of the th i rd 
planting da te ' s date of maturity. The weights for l a t e spring are 1/5 for 
the th i rd date and 2/5 for the fourth and f i f th date. As discussed e a r l i e r , 
the third date of planting is assumed to affect both early and l a t e spring. 
For each year in the h i s to r ica l weather data set s ix average dates of 
maturity are calculated. These s ix dates correspond to the three hybrid 
types and the two planting stages. Assuming corn is at 35% moisture at 
maturity, the percent moisture at early harvest (Sept. 30) is obtained for 
a given hybrid , p l an t ing stage, and year by inputting the appropriate 
average maturity date and daily weather variables in to the corn drydown 
simulation model. The moisture content of the corn kernel obtained from the 
corn drydown simulation model is then categorized i n t o one of the s ix 
94 
numerical grain moisture state variable values previously defined for early 
harvest. Tables 4.11 and 4.12 present the weighted average date of maturity 
and grain moisture state variable values for each hybrid, planting stage 
and year. These tables are used to develop the transitions for late summer 
to early harvest. 
Mathematically, the general grain moisture transition is given by 
GMEH = f (climatic conditions, hybrid, planting stage). (4.18) 
The relevant climatic conditions are both the climatic, conditions s ince 
maturity and the c l imat ic conditions occurring throughout the growing 
season which determine the date of maturity. Because of climate being 
included in the grain moisture s ta t e variable transition, this state 
variable transition is stochastic. The stochastic nature is discussed in 
the stochastic section below. One last assumption is made in order to use 
Briuns' model in developing the transition equations. This assumption is 
that there is no difference between the drydown rates of the various 
hybrids. The difference between the percent moistures at early harvest for 
a given year is due to the difference in the dates of maturity of the 
various hybrids. 
Transition Early Harvest to Late Harvest - Grain Moisture 
The grain moisture s ta t e variable transi t ion from early to l a t e 
harvest is a function of the potential drydown for this period and the date 
of maturity. Potential drydown is calculated by determining the quantity 
from the corn drydown simulation model for the dates October 1 to 
October 22 for each of the fourteen years. Table 4.13 presents the poten­
t ia l drydown rates by year for this time period. Potential drydown for 
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Table 4.11 Weighted Average Dates of Maturity by Hybrid and Planting Stages 
for the Years 1970-1983 as Given by the Corn Growth Simulation 
Model 
Hvbrid 
Year 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
Average 
Short 
8/25 
8/31 
9/1 
8/27 
9/9 
8/24 
9/7 
8/21 
8/31 
9/2 
8/24 
9/4 
8/31 
8/24 
8/30 
Early Spring 
Medium 
9/1 
9/6 
9/9 
9/2 
9/20 
9/1 
9/5 
8/28 
9/8 
9/9 
9/1 
9/12 
9/9 
8/29 
9/6 
Planting Stage 
Full 
9/4 
9/9 
9/13 
9/5 
9/26 
9/3 
9/21 
9/1 
9/11 
9/14 
9/3 
9/18 
9/14 
8/31 
9/10 
Short 
9/13 
9/13 
9/20 
9/8 
9/27 
9/13 
9/25 
9/12 
9/12 
9/10 
9/7 
9/20 
9/26 
9/1 
9/16 
Late Spring 
Medium 
9/21 
9/21 
10/1 
9/17 
9/30 
9/29 
10/9 
9/21 
9/20 
10/5 
9/15 
10/5 
10/8 
9/8 
9/26 
Full 
9/26 
9/26 
10/5 
9/22 
10/1 
10/7 
10/15 
10/4 
9/25 
10/9 
9/20 
10/10 
10/11 
9/12 
10/1 
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Table 4.12 Grain Moisture State Variable Value at Early Harvest by Hybrid 
and Planting Stage for the Years 1970-1983 as Given by the Corn 
Drydown Simulation Model 
Hvbrid 
Year 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
Short 
15.0 
15.0 
15.0 
15.0 
20.0 
15.0 
20.0 
15.0 
15.0 
15.0 
15.0 
15.0 
15.0 
15.0 
Early Spring 
Medium 
15.0 
20.0 
25.0 
15.0 
30.0 
15.0 
30.0 
15.0 
15.0 
15.0 
15.0 
25.0 
20.0 
15.0 
Planting Stage 
Full 
Percent 
15.0 
20.0 
30.0 
15.0 
35.0 
20.0 
30.0 
15.0 
20.0 
20.0 
15.0 
30.0 
25.0 
15.0 
Short 
Moisture 
25.0 
25.0 
35.0 
20.0 
35.0 
30.0 
35.0 
25.0 
20.0 
30.0 
15.0 
30.0 
30.0 
15.0 
Late Spring 
Medium 
30.0 
30.0 
NM1 
25.0 
NM 
35.0 
NM 
35.0 
30.0 
NM 
25.0 
NM 
NM 
20.0 
Full 
30.0 
30.0 
NM 
30.0 
NM 
NM 
NM 
NM 
30.0 
NM 
30.0 
NM 
NM 
20.0 
1NM - not mature on September 30. 
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Table 4 .13 Potential Drydown in Percent Moisture for the Period October 1 to 
October 22 for the Years 1970-1983 as Calculated by the Corn 
Drydown Simulation Model1 
1 Modi f i ca t ions of Brun's Drydown Model discussed in the text . These 
percent moisture drydown rates do not include the function W which de­
creases the drydown rate during the period immediately after maturity. 
October wil l be denoted as PML, and defined as the amount of potent ia l 
moisture percentage points that could be l o s t , given that par t icular y e a r ' s 
October climatic conditions. The t rans i t ion equation from early to l a t e 
harvest for grain moisture s t a te var iable is 
(4.19) 
The function W1 is given by 
(4.20) 
where t3 is the number of days since maturity. 
Year 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
Potential 
Drydown 
15.5% 
20.8 
16.7 
19.0 
17.5 
18.8 
16.8 
Year 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
Potential 
Drydown 
13.9% 
15.5 
16.5 
18.1 
15.3 
15.7 
12.1 
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Assumptions made about the date of maturity for use in equation (4.20) 
are as follows: if the grain moisture state variable is at 35% moisture at 
early harvest the date of maturity (DOM) is Sept. 30, if the state variable 
value is 30%, DOM is Sept. 20, and if the state variable value is 25%, DOM 
is Sept. 10. For the grain moisture state variable values of 20% and 15%, 
W1 will always be zero, therefore no assumption or DOM is needed for these 
values. These assumptions allow equations (4.19 and 4.20) to be used 
independently of the hybrid or planting stage. This simplifies the transi­
tions from early to late harvest but is consistent with the assumption that 
a l l hybrids drydown at the same rate. Therefore, the transitions to early 
harvest are based on planting stage average DOM, whereas the transition from 
early harvest to la te harvest is based on the above assumption on the DOM. 
These assumptions on DOM for the late harvest transition allows the model to 
eliminate a date of maturity state variable in th i s transition period. 
If the corn crop is not mature at early harvest (grain moisture value 
NM) the grain moisture state variable transition equation is modified to 
where DOM is the October calendar date of maturity, and the remaining 
variables are as previously defined. The quantity gives a percentage 
of the number of days that occur after maturity for the time period between 
Oct. 1 and 22. If maturity occurs after Sept. 30, the grain drydown is 
based on a percentage of the total potential drydown. In both cases , 
mature or not mature at early harvest, the la te harvest grain moisture 
state variable is discretized into the five state variable values previously 
defined. 
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Field Losses and October Climate 
The two sources of f ield losses are machine losses and losses due to 
the mature corn crop drying in the f ield (increased lodging). Both sources 
of f ie ld losses are related to the corn kernel percent moisture and the 
climatic conditions that occur. The f ie ld losses at early harvest a r e 
based on the f ie ld loss values given in Table 4.14 for a cool dry or warm 
dry season. Losses at l a t e harvest are based on ei ther a cool humid season 
or a cool or warm dry season losses in Table 4.14. For use in the corn 
production decision model, years which have the lowest potential drydown 
ra tes are considered cool humid seasons, whereas, a l l other seasons a r e 
considered cool dry or warm dry (as shown in Table 4.14 these years have 
the same f ie ld losses ) . In the next chapter the section en t i t l ed Weather 
Parameters to be Forecasted defines the lowest p o t e n t i a l drydown r a t e 
category. This is designated as poor. 
The f ie ld losses presented in Table 4.14 are derived from Tables 9.2, 
9 .3 , and 9.4 in Johnson and Lamp (1966). Johnson and Lamp's data are the 
most current data that could be obtained by the author which r e l a t e s f i e l d 
losses to both percent moisture and climatic conditions.5 
A sixth s ta te variable (the f i f th is described below) is involved in 
the t rans i t ion from early to l a t e harvest. This s t a t e var iable , denoted 
Oct. climate, is the climatic condition which occurs in October. The Oct. 
climate s ta te variable (Oct.) along with the grain moisture s ta te var iable 
are used to determine f ie ld losses from Table 4.14. 
MODEL FORMULATION 
The previous sec t ions developed the bas i c components w i th in t h e DP 
dec i s ion model. Unifying the bas ic components in to a solvable model 
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Table 4.14 Field Losses in Percent Loss as They Relate to Both Corn Kernel 
Percent Moisture and Harvest Climatic Conditions1 
Cool Humid Season 
Percent 
Moisture 
35 
30 
25 
20 
20 (delayed) 
Cool Dry or 
35 
30 
25 
20 
15 
Preharvest 
Loss 
.1 
.2 
.5 
.9 
1.4 
Harm Dry Se 
.1 
.2 
.5 
.9 
1.4 
Ear 
Loss 
1.2 
1.5 
3.7 
8.5 
17.0 
ason 
1.2 
1.5 
2.7 
4 .3 
6.7 
Shelled 
Corn Loss 
1.5 
1.5 
2.0 
2.5 
3.0 
1.8 
1.5 
2.5 
3.0 
4.5 
Separating 
& Cleaning 
2 .0 
1.6 
1.2 
1.6 
1.6 
1.8 
1.4 
1.2 
.8 
.8 
Imperfect 
Shel l ing 
2.4 
1.9 
1.3 
.8 
0 
2.4 
1.9 
1.3 
.8 
0 
Total 
% Loss 
7.2 
6.7 
8.7 
14.3 
23.0 
7.3 
6.5 
8.2 
9 .8 
13.4 
1 Derived from Johnson and Lamp (1966) Tables 9 .2 , 9.3 and 9.4. Losses are 
associated with harvesting at 5 m.p.h. and using a snapping bar. 
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requires the spec i f i ca t ion of the decis ion maker's objec t ive . Objective 
spec i f i ca t ion allows the development of a recursive equation which is then 
solved subject to the trans i t ion equations. This section develops the com 
production decis ion model by integrating the recursive equation with the 
trans i t ion equations. Stochast ics and constraints outside the trans i t ion 
equations are also developed below. 
Decision Makers Objective 
When developing an optimizing decis ion model, the object ive of the 
decis ion maker must be i d e n t i f i e d . The doctrine of u t i l i t y maximization 
i s , at l ea s t conceptually, a more appealing representation of the decis ion 
maker's choice mechanism than profi t maximization (Arrow (1971)) . Despite 
i t s theoret ica l appeal, u t i l i t y maximization can be an extremely d i f f i c u l t 
framework to use empirically, because very l i t t l e is known about the u t i l i t y 
functions of individuals . Approaches to measure the u t i l i t y function are 
c o s t l y and are suscept ible to serious measurement problems (Lin et a l . 
(1974)) . Because of the problems associated with u t i l i t y maximization, the 
assumption t h a t the decis ion maker's object ive is to maximize expected 
short-run returns net of variable cos t s (NRVC) from the corn a c r e is 
employed in the DP decis ion model. Short-run is defined as a s ing le crop 
year. 
Recursive Equation and Field Restr ic t ion State Variable 
Applying Bellman's Principle of Optimality to the corn decis ion model 
g ives the following general recursive equation: 
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where rn is the re turn at stage n given s ta te Xn and decision Dn, Vn(Xn) 
denotes the expected optimal value at stage n given s t a t e Xn, and E is the 
expectation operator. The return function, rn, calculates the cost of the 
decision plus an i n t e r e s t charge on the monetary outlay for stages f a l l 
through summer. At harvest the return function calculates the price times 
corn yield minus cost of harvesting minus cost of drying the corn to 15.0% 
moisture (drying c o s t ) . 
Price of corn in the return function is considered the expected price 
at harvest. It is assumed that th is expected price is not affected by crop 
y ie lds . A more r e a l i s t i c approach would be to r e l a t e expected price to 
actual and forecasted climatic conditions throughout the year. Because the 
re la t ionship between expected price and climate is not known the assumption 
of constant price expectations is u t i l i zed . 
Equation (4.22) is the general recursive equation for the corn produc­
tion process. Because of the unique stochastic nature of the corn produc­
tion decision model the composition of th i s recursive equation var ies at 
some of the stages within the model. The uniqueness of th i s model is partly 
a resu l t of the inclusion of a s t a te variable which l imi t s the number of 
f ie ld operation passes which can be made through the f ie ld by the decision 
maker. This f i f th s t a te var iable is denoted as the f ie ld s t a t e var iab le . 
As discussed below in the stochastic section, the unique stochast ic charac­
t e r i s t i c of the corn production model a r i ses , because of the various stages 
different s ta te var iable t rans i t ions are s tochast ic . For example, the 
t rans i t ion from f a l l to early spring both the nitrogen and the f ie ld s t a t e 
variable t rans i t ions are s tochast ic . Whereas, the t r a n s i t i o n ea r ly to 
midsummer is completely determinist ic , i . e . , no s tochast ic s t a t e var iable 
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t rans i t ions . A thorough discussion on the stochast ic nature of the DP model 
i s presented below in the sect ion t i t l e d "Stochastics ." 
The f i e l d s ta te variable , by def in i t ion , is important in d e c i s i o n 
making in three of the s t a g e s : early spring, l a t e spring, and early 
summer. By l imi t ing the number of passes which can be made through the 
f i e l d , t h i s s t a t e variable is used to add realism to the model. The 
r e s t r i c t i o n of f i e l d passes is based mostly on c l imatic condit ions and not 
on machinery or time constraints . The f i e l d s ta t e var iable takes on the 
values of the climate index that w i l l occur during each of these three 
s tages . 
The f i e l d s t a t e v a r i a b l e constrains the decis ion maker's dec i s ion 
a l ternat ives within the model in the following manner. During early spring 
i f the f i e l d s ta t e variable i s i n i t s lowest category ( f i e l d s t a t e var iable 
value one) only one pass can be made through the f i e l d . This pass can 
consist of either nitrogen appl icat ion or corn planting. For l a t e spring 
the r e s t r i c t i o n depends on both the f i e l d s tate variable value and the seed 
s ta t e variable value. If the f i e l d s ta t e variable has a value equal to the 
lower index value, the fol lowing r e s t r i c t i o n s apply depending on the seed 
s t a t e variable . If the acre has not been planted, only one pass, e i ther 
nitrogen appl icat ion or planting, can be made through the f i e l d . The 
r e s t r i c t i o n on a planted acre is that no f i e l d operation can occur on the 
f i e l d , i . e . , the decis ion maker's only d e c i s i o n a l t e r n a t i v e i s to do 
nothing. Early summer's r e s t r i c t i o n involves the highest climate index 
va lues . At early summer, management decis ions pertain only to nitrogen 
appl icat ion. The r e s t r i c t i o n in the early summer stage is that if the f i e l d 
s ta t e value is in i t s highest value, the only management dec is ion alterna­
t i v e avai lable to the decis ion maker is to do nothing. In each of the above 
104 
three stages there are no restrictions on the decision maker's decision 
alternatives, if the field state variable value is one of the other index 
categories. 
During both the early spring and late spring stages, low climate index 
values are associated with higher rainfal l . In early summer high index 
values are associated with higher rainfal l . From Table 4 .5 , the correlation 
coefficients between rainfall and climate index for early and late spring 
and early summer are - . 40 , - . 5 2 , and .45, respectively. If the climatic 
conditions associated with high rainfall occur, the high rainfall amount 
w i l l l i m i t the amount of f ie ld work. This limiting of f i e ld work is 
because the f ie lds are too wet for the decision maker to enter the f i e ld . 
The time period in which nitrogen can be applied by sidedreassing is rela­
tively short. Factors determining if the decision maker can sidedress are 
the height of the corn plant, wetness of the f ie ld and avai labi l i ty of 
machinery, usually obtained from fer t i l i zer dealers. Machinery constraints 
were assumed away earlier, and this assumption is maintained. Restricting 
sidedressing of nitrogen during late spring is based on rainfal l , i . e . , 
high r a i n f a l l implies a low climatic index, the decision maker cannot 
sidedress. The restriction in early summer is based on both growth and 
r a i n f a l l . Years in which the high index values occur wi l l have rapid 
growth and wetter f i e lds . The decision maker wi l l be unable to enter the 
f ie ld to sidedress in these years. 
The Model 
Using notat ion introduced throughout t h i s chapter the following 
equations make up the corn production decision model used in this study. 
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After the model's equations are described, the fol lowing sect ion expla ins 
the s tochast ic nature of the model. 
Eight s ta t e variables are included in the model. For s impl i c i ty , when 
a s tate variable takes on only a s ing le value for the trans i t ion between 
any two stages , t h i s s ta t e variable is eliminated from the d iscuss ion of 
the model below. Such a s ta te variable is not in teres t ing in terms of i t s 
t rans i t ion equation. Beginning at l a t e harvest and proceeding backwards to 
the previous f a l l , the decis ion model is comprised of the fol lowing set of 
equations (recursive and t rans i t i on equations) where K denotes the dec i s ion 
a l ternat ives given in Table 4 .2 and SNC denotes a combined nitrogen and 
climate s ta t e variable (see below): 
Late Haryest(LH) 
VLH(GM, SNC, SPlant, Oct) = max NRVC (GM, SNC, SPlant, Oct, K) (4 .23) 
K 
Early Harvest  (EH) 
Transit ions EH to LH 
Late Summer (LS) 
Transitions LS to EH 
106 
Midsummer (MS) 
Transitions MS to LS 
Ear ly Summer (ES) 
Transitions ES to MS 
Late Spring (LSP) 
Transitions LSP to ES 
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Early Spring (ESP) 
Transit ions ESP to LSP 
Fa l l (F) 
Transit ions F to ESP 
In the above equations E x x re fers to the p .d . f . of the c l imat ic condit ions 
associated with XX. The expectation operation, EGM, is over the conditional 
p .d . f . for the grain moisture s t a t e variable discussed below in the stochas­
tie sect ion. 
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Nitrogen state variable transitions for the growing season are given 
by equations (4.31, 4.35, 4.38, 4.42, and 4.47) . These equations wi l l be 
denoted in the following discussion by equations (Nit) . First, the state 
is in i t ia l ized to the value given by the f a l l effective nitrogen. After 
the in i t ia l izat ion , the transition proceeds according to the decision on 
the level of nitrogen to apply. The nitrogen transition given by equations 
(Nit) differs from the transition based on the production function approach, 
equation (4.10). Assumptions made when developing the synthetic data set 
which is used to estimate the production function forced this change in 
the transition equations. As stated in the subsection t i t l ed , Production 
Function Estimation - Assumption and Notations, only total applied nitrogen 
and not the time period when applied was known. To examine the difference 
between equations (Nit) and (4.10), l e t X and Y be the pounds of nitrogen 
applied in fa l l (without loss) and early spring, respectively. Equations 
(4.53) and (4.54) give the effect of nitrogen on yield (ignoring interaction 
terms) which correspond to equations (Nit) and (4.10), respectively, 
Nothing mathematically guarantees that M1 wi l l equal M2. Because equations 
(Nit) are the formulation used in estimating the production function, they 
should also be used when developing the transition equations. The second 
reason for the use of nitrogen transition equations (Nit) over (4.10) is 
that the interaction term between climate and nitrogen at early summer 
requires total effective applied nitrogen. The equations (Nit) formation 
allows total nitrogen to be known, whereas in equation (4.10) formulation, 
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total nitrogen cannot be determined at early summer from the knowledge of 
the nitrogen state variable and the production function parameters. For 
the above two reasons and in order to maintain consistency within the 
study, the formulation given by equations (Nit) is used in the DP decision 
model. 
A second important difference between equation (4.10) and equations 
(Nit) is the combining of nitrogen and climate state variable at the early 
summer stage. As discussed below in the stochastic subsection, climatic 
conditions are stochastic within the decision model. In the transition 
between early and midsummer, both the nitrogen state variable and the 
climate state variable involve climatic conditions. To simplify program­
ming, these two s tate variables are combined into one state variable, 
called SNC, at the transition from early to midsummer. From midsummer to 
l a t e harvest there are no decision alternatives affecting the nitrogen 
state or the climate state variable. Combining the two state variables wi l l 
not greatly affect the results of the decision model compared with a model 
in which the state variables are not combined. The results are not exact 
because of the discrete nature of the model (see below). 
To i l lustrate the simplified programming which comes about by combining 
the two state variables, consider the following example. Denote a model 
which does not combine the two state variables as the complicated model. 
This complicated model must be able to determine which nitrogen state 
variable value is associated with which climate state value. To clarify, 
consider only one nitrogen state variable value denoted A, and one climate 
state variable value B, and two possible climate conditions 1 and 2. 
Transitions in the complicated model are 
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State variable Climatic condition 1 or 2 
Nitrogen                           A    →     A1 or A2 
Climate B → B1 or B2 
where A1 and B1 denote the state variable values if climatic conditions 1 
occur, and A2 and B2 are the state variable values if 2 occurs. With th is 
formulation, the possible states , which are combinations of the two state 
variables A1 and B1 or A2 and B2. The combinations A1 and B2, or A2 and B1 
are not feasible states. The complicated model must keep track of the fact 
that A1 and B2 and A2 and B1 are not feasible states in the decision model. 
By combining nitrogen and climate s t a t e var iab les i n t o one s t a t e 
variable, the above problem of which combinations are feasible is solved 
automatically. That is ,the transition is given by 
Climatic event 
State variable 1 2 
Nitrogen 
Climate 
Under this formulation there is only one state variable at midsummer and it 
can take on either one of two values, A1 + B1, or A2 + B2. Whereas, the 
complicated formulation has two state variables each of which could take on 
two values but not independently of each other. This dependence of the 
state variable values forces only two possible state values which is the 
same as the simpler formulation. Having the same number of state values is 
a function of this simple exanple, and in general this wi l l not occur under 
a discrete approximation. The number of state values depends upon the 
number of discrete approximations (see below) of the state variable values 
made. 
111 
After i n i t i a l i z a t i o n , both the c l imate and p lan t s t a t e v a r i a b l e 
t rans i t ions are governed by the estimated production function. At early 
spring the climate s ta te variable is i n i t i a l i zed at zero. I n i t i a l i z a t i o n 
of the plant s t a te variable is at the logarithm of the estimated in te rcep t . 
Transition from early harvest to l a t e harvest is given by equations 
(4.25 through 4.28). Equations (4.27) and (4.28) show that the combined 
nitrogen and climate s ta te variable and the plant s ta te variable are not 
a f fec ted by the t r a n s i t i o n s from early harvest to l a t e harvest. The 
physical phenomena associated with the harvest stage t r a n s i t i o n is the 
change in percent moisture content of the corn kernel. This change is 
given by equations (4.25) and (4 .26) . 
Stochastics 
The stochastic nature of the DP decision model is associated with the 
uncertainty of the climatic conditions. At every stage, the probability of 
a specific climatic condition occurring is given by a probability density 
function. The possible climatic conditions which can occur within the DP 
model are given by the climate index developed ear l ie r and discussed in the 
following chapter under the heading "Weather Parameters." 
It is assumed that climate at a l l stages is exogenous to the model. A 
second assumption pertaining to climate is that climatic conditions do not 
follow a Markovian relat ionship given the stages as defined in t h i s study. 
These assumptions allow the p r o b a b i l i t y dens i ty func t ion ( p . d . f . ) of 
climate at any stage to be independent of the climatic conditions at any of 
the other stages. Therefore, the p.d.f. associated with climate at any 
stage is unconditional, i . e . , not conditional on previous climatic condi­
t ions . 
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The assumption of a non-Markovian occurrence of climate is not contra­
dictory to the Markovian climate s tate variahle defined earl ier . By 
definition, the climate state variable shows the cumulative e f f e c t of 
climatic conditions on corn yield. This cumulative effect can be repre­
sented in a Markovian relationship of the type given by the corn production 
function. But, this climate state variable at stage n has no effect on the 
climate that wi l l occur at stage n-1. This is the non-Markovian assumption 
of climatic conditions within the model. 
The stochastic nature of the climatic conditions enter into the model 
through the state transitions. State variable transitions are affected by 
the stochastic nature of climatic conditions at the various stages. To 
c lar i fy the stochastic nature of the decision model given in equations 
(4.22 - 4.52), the stochastic transitions associated with each stage wil l 
be discussed. Between a l l possible stages, the plant state variable's 
transition is deterministic. 
The t rans i t i on from f a l l to early spring involves two p. d . f . ' s . 
First, the nitrogen state variable t rans i t i on is s tochas t i c . Winter 
precipitation is not known at the time of fa l l application of nitrogen. 
The probabilities of various amounts of winter preceipitation are known and 
nitrogen decisions are based partly on th i s p.d.f. Because winter precip­
itat ion enters in the transition equations for the nitrogen state variable, 
this state variable has a stochastic transition from fa l l to early spring. 
The second stochastic transition is for the f ie ld state variable. At f a l l 
it is not known to the decision maker what climatic condition wi l l prevail 
in early spring. Rather, the decision maker knows only what the forecasted 
probability is for each early spring climatic condition. 
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Stochastic state variable transitions for both the early spring to 
late spring and the late spring to early summer transitions involve only the 
f ie ld state variable. The f ie ld state variable transition is in accordance 
with the p.d.f. of the climate index for the next time period. At these 
stages the climatic state variable transition as given by the corn produc­
tion function is deterministic. The f ie ld state variable at each stage, 
early spring to early summer, refers to the climate index for that particu­
lar stage. For example, being in f ie ld state one in early spring means 
that poor climatic conditions occur at this stage. By knowing the f ie ld 
s tate variable, the transition for the climate state variable at these 
stages becomes deterministic. The climate state variable transition is 
deterministic because this transition involves only the current climate 
state variable value, an estimated production function coefficient and the 
climate index for that particular stage, which is given by the f ie ld state 
variable value (see equations (4.41) and (4.46)) . Every variable associated 
with the transition is known with certainty. Therefore, the climate state 
variable is deterministic. The nitrogen state variable transition is also 
deterministic at these stages. 
The transition from early summer to midsummer is deterministic for a l l 
state variables. First, the f ie ld state variable is not relevant for 
decision making beyond early summer. Second, the combined nitrogen and 
climate state variable transition between these stages is deterministic 
because early summer climate is known, given the early summer f ie ld state 
variable value. This combined state variable is deterministic for the same 
reasons as the climate state variable is deterministic between the stages 
early spring to early summer. 
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Midsummer to late summer transition involves the stochastic nature of 
climatic conditions within the combined nitrogen and climate state variable. 
This combined state variable is stochastic for the same reasons the f a l l to 
early spring nitrogen transition is stochastic, the inclusion of uncertain 
climatic conditions. In this case midsummer's climatic condit ions are 
included in the transition equations. 
Late summer to early harvest involves two stochastic state variables. 
The combined nitrogen and climate state variable is stochastic because of 
the inc lus ion of uncertain l a t e summer climatic conditions within the 
transition equation. The grain moisture state variable transition is based 
on a derived conditional p.d.f. For a given hybrid and planting date, the 
value that the grain moisture state variable takes on at early harvest is 
stochastic and is dependent on the la te summer climatic conditions. A 
regression of early harvest grain moisture on hybrid, planting date and the 
climate indexes for each stage within the growing season, showed that of 
the five growing season stages, only late summer was significant at the ten 
percent level in determining percent grain moisture. On the basis of this 
regression, the grain moisture state variable transition is made condition­
al on the la te summer climate index. 
Table 4.15 presents the conditional p . d . f . ' s for the grain moisture 
state variable by hybrid and planting date. This table is derived from 
Tables 4 .4 , 4.12, and 5.4. Table 4.12 gives the percent moisture at early 
harvest by hybrid, planting date and year. The climate index for each year 
and the three climatic categories used as the base climate scenario in th i s 
study are given in Tables 4.4 and 5.4. From these las t two tables the 
climatic condition category which occurred in a given year can be deter­
mined. From knowledge of the grain moisture, and the late summer climatic 
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Table 4.15 Conditional Probabil i t ies of Being in Each Grain Moisture S ta te 
Variable Value Given the Late Summer Climate Index1 
Short Season Hybrid 
Planting Stage 
Late Summer Climate Index 
Percent Moisture         1      2 
15 
20 
25 
30 
35 
NM 
Medium Season Hybrid 
15 
20 
25 
30 
35 
NM 
Full Season Hybrid 
15 
20 
25 
30 
35 
NM 
Early 
1.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.0 
0.0 
0.0 
0.0 
0 .0 
0.0 
.75 
.25 
0.0 
0.0 
0 .0 
0.0 
Spring 
1.0 
0.0 
0.0 
0.0 
0.0 
0.0 
.4 
.4 
.2 
0.0 
0.0 
0.0 
.4 
.2 
.2 
.2 
0 .0 
0.0 
 3 
.6 
.4 
0.0 
0.0 
0.0 
0.0 
.4 
0.0 
.2 
.4 
0.0 
0.0 
0.0 
.4 
0.0 
.4 
.2 
0.0 
Late 
1 
.5 
0.0 
.25 
.25 
0.0 
0.0 
0.0 
.25 
.25 
0.0 
.5 
0.0 
0.0 
.25 
0.0 
.25 
0.0 
.5 
Spring 
2 
0.0 
.2 
.4 
.2 
.2 
0.0 
0.0 
0.0 
.2 
.4 
0.0 
.4 
0 .0 
0.0 
0.0 
.6 
0 .0 
.4 
3 
0.0 
.2 
0.0 
.4 
.4 
0.0 
0.0 
0.0 
0.0 
.2 
0.0 
.8 
0 .0 
0.0 
0.0 
.2 
0.0 
.8 
1 Derived from Tables 4 .4 , 4.12 and 5.4. 
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conditions, the conditional p.d.f. in Table 4.15 are developed. The grain 
moisture conditional p.d.f. based on other than the three climatic cate­
gories given in Table 5.4 are calculated in the same manner with appropri­
ate adjustment of the years in each category. 
The stochastic state var iables for the t rans i t i on early to l a t e 
harvest are grain moisture and Oct. climate. The grain moisture state 
variable is stochastic because potential drydown during October is uncer­
tain. Potential drydown is based on the forecasted probabilities of each 
drydown rate occurring. October climate state variable is based on the 
same p.d.f. as dry down. Therefore, only one expectation operator is needed 
in equation (4.23), the expectation over October climatic conditions. 
The stochastic nature within th is DP model sets th is model apart from 
various other DP models. Having the s tochast ic nature of each s ta te 
variable transition dependent on the stage of the process distinguishes the 
corn production model from most DP models. At some of the stages a state 
variable 's transition is deterministic while at other stages t h i s state 
variable's transition is stochastic. Also, changing the state variables 
relevant to the decision-making process ( i . e . , f ie ld state variable i3 
relevant only in the early and late spring and early summer stages or grain 
moisture is relevant only at harvest) is a unique feature of the corn 
production model. In most cases the state variable added or dropped from 
the decision-making process is stochastic. Most DP models do not have this 
varying stochastic nature of the state variable transitions which occurs in 
the corn decision model developed in th is study. The exogenous and non-
Markovian assumptions of climatic conditions, simplifies the s tochas t i c 
character of the decision model by not requiring another Markovian relation­
ship within the model. 
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Other Constraints 
If the corn acre is p lanted in early spring, the only relevant 
decision a l ternat ive in l a t e spring is sidedressing subject to the f i e l d 
s t a t e variable r e s t r i c t i on . Because there is no lo s s of plants during 
emergence within the model, replanting is not a viable option. Constraints 
of t h i s form reduce computational time within any DP model. The more 
constraints placed on a DP model, the more computational time is decreased. 
Within the decision model, nitrogen application by sidedressing can 
only occur in the stage direct ly after planting. That i s , if the corn crop 
is planted in early spring the only stage which the acre can be sidedressed 
is in l a t e spring. Analogously, a corn crop planted in l a t e spring can only 
be sidedressed in early summer. This r e s t r i c t ion is included because of 
agronomic considerations. An acre planted in early spring would be too 
t a l l in early summer to sidedress. 
Agronomical constraints are placed on the model to add realism to the 
decision process. F i r s t , no more than 300 pounds of the effective nitrogen 
per acre affects corn growth. This amount is approximately the biological 
l imit on the amount of applied nitrogen which helps stimulate corn growth. 
The l imit of 300 pounds of nitrogen also allows the model to stay within 
the range of the data set used in estimating the production function. By 
l imit ing effective nitrogen, the model allows the decision maker to replace 
nitrogen loss during the f a l l stage up to a to ta l of 300 l b s . of nitrogen 
per acre being used in the production function calculat ions. 
This r e s t r i c t i on on nitrogen is handled in the DP model as follows. 
The upper l imit on pounds of nitrogen that can be inputted in to the produc­
tion function is 300 pounds per acre . However, the decision model allows 
the decision maker to apply more than 300 pounds but only the f i r s t 300 
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pounds wi l l affect corn growth. Any amount over 300 pounds is wasted. 
This formulation is necessary because only discrete amounts of nitrogen are 
included in the decision set of the model. For example, suppose 260 pounds 
of effective nitrogen have been applied to the acre. If the decision model 
restricted the decision maker to no more than 300 pounds per acre, the 
decision maker would not be able to apply any more nitrogen because 50 
pounds is the smallest amount of nitrogen in the decision set that can be 
applied. But with the formulation used here the decision maker could apply 
another 50 pounds of nitrogen to the acre to obtain 310 pounds of applied 
nitrogen. Only 300 pounds would affect corn growth and 10 pounds would be 
wasted. This formulation always gives the decision maker the option of 
applying up to 300 pounds of nitrogen to be used in the production function. 
Under certain economic and environment conditions, the above example of 
wasting 10 pounds of nitrogen may be the optimal decision. 
The second agronomical constraint is that the corn crop cannot be 
harvested until maturity is reached. The plant state variable gives the 
average maturity date along with percent moisture at early harvest. Tables 
4.11 and 4.12 l i s t the possible planting and hybrid combinations along with 
average percent moisture at early harvest and average date of maturity. 
The third constraint ensures that if the plant state variable is such that 
no planting occurred, there is no corn y ie ld . 
Discrete Approximation 
When using numerical search techniques to obtain a solution to a DP 
model, the values the various state variables can take on must be restricted 
by a d i s cre te approximation. Nitrogen and climate state variables are 
approximated by the usual procedures of making the value of the s ta te 
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variable in the solution procedure correspond to a range or interval of the 
poss ible values generated by the trans i t ion equations. At each stage, the 
possible range of values of the s ta te variable is determined. This range is 
then divided into ten i n t e r v a l s . The midpoint of each interval is then used 
as the value of the s ta t e variable . Transitions are from the midpoint at 
the nth stage to the midpoint at the n-1 stage c l o s e s t to the value obtained 
from the trans i t ion equation when using the nth midpoint as the current 
s t a t e variable value . 
The plant s t a t e v a r i a b l e is not approximated. With two planting 
dates, three hybrids and three planting populations, t h i s s tate variable 
has n ine teen p o s s i b l e values (one value being not planted) from early 
summer through harvest . Table 4.16 summarizes the s ta te var iables included 
in the corn production model by presenting the number of poss ible values 
each s ta te variable can take on at each stage. As shown in Table 4.16 at 
any given stage the maximum number of s ta te variables which can take on 
more than one value is four. 
SIMULATION MO DEL 
To value some of the climate forecast design parameters (discussed in 
the next chapter), the corn production decis ion process has to be simulated 
forward in time, i . e . , from f a l l to l a t e harvest . The only model remaining 
to be discussed in Table 4.1 is the simulation model of the corn production 
process. This simulation model u t i l i z e s the same basic re lat ionships as 
were developed for the DP decis ion model. 
The simulation model is given by: 
(4.55) 
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Table 4.16 State Variables Included in the Corn Production Model and the 
Associated Number of Possible Values of Each State Variable at 
Every Stage 
Stage 
State Early Late Early Mid Late Early Late 
Variable1 Fall Spring Spring Summer Summer Summer Harvest Harvest 
1See text for definition of the state variables. 
where Wm is the expected value at stage m, E is the expectation operator, Xj 
is the state at stage j , D j i s the decision given the state at stage j , 
rj the return function previously defined, and j=1, . . . , m corresponds to 
the stages with a forward numbering, i . e . , j = 1 is f a l l , j=2 is early 
spring, etc. Equation (4.55) is subject to the state variable transition 
equations given in the model formulation sect ion with an appropriate 
adjustment of stage numbering. 
Besides the forward versus backwards solution procedure, another 
difference between the DP model and the simulation model is the use of 
Nitrogen 1 
Climate 1 
Combined 
Nitrogen & 
Climate 1 
Plant 1 
F ie ld 1 
Grain 
Moisture 1 
Oct. Climate 1 
10 
1 
1 
1 
3 
1 
1 
10 
3 
1 
10 
3 
1 
1 
10 
9 
1 
19 
3 
1 
1 
1 
1 
20 
19 
1 
1 
1 
1 
1 
20 
19 
1 
1 
1 
1 
1 
20 
19 
1 
6 
1 
1 
1 
20 
19 
1 
5 
3 
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decis ion a l t e r n a t i v e s . The DP model is an optimizing model; it searches 
the entire s e t of f ea s ib l e decision a l ternat ives at every stage for every 
s tate and determines an optimal pol icy . An optimal p o l i c y g i v e s the 
optimal d e c i s i o n for every possible s ta te variable combination at each 
stage. The simulation model is not an optimizing model. An optimal pol icy 
derived from the DP model for a given c l imatic forecast serves as input 
i n t o the simulation model. Calculation of an expected value using th is 
optimal policy and a spec i f ied climate forecast is achieved by the simula­
t ion model. The use of these models is fu l l y explained in the next chapter. 
SUMMARY 
The DP dec is ion model that w i l l be used to address the main objec t ive 
of t h i s study has been developed in t h i s chapter. In developing t h i s model 
the object ive of if a detai led model of the production process can be 
modeled and solved was addressed. Two major l i m i t a t i o n s are encountered 
when adding d e t a i l to the model. F irs t , dynamic optimization techniques 
have p r a c t i c a l l imi ta t ions on the problem s i z e . This l i m i t a t i o n could 
conceivably be overcome by use of computer programming t e c h n i q u e s or 
integrat ion of several models, when and if the second l i m i t a t i o n is over­
come. The second l imi ta t ion is the a v a i l a b i l i t y of r e l i a b l e data on the 
e f f e c t s of the in terac t ions of management pract ices and c l imat ic condit ions 
on crop y i e l d . Simulating data as done in t h i s study is one promising 
technique to estimate these e f f e c t s . More work in t h i s area would l i k e l y 
improve the usefulness of t h i s synthetic data approach. 
The next chapter develops the decis ion theoret ica l approach to valuing 
information used in t h i s study. The use of both the DP decis ion model and 
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the production decision simulation model in addressing the major objective 
of t h i s study, the design of a climate forecast , is discussed. 
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NOTES 
1. By aggregating several variables into one s ta t e variable , some Informa­
tion is l o s t in terms of s tat ing what the exact state of the system i s . 
That i s , a c e r t a i n va lue for the s t a t e variable numerically could 
correspond to a number of di f ferent ways of arriving at that number. It 
i s f e l t for the present study that any l o s s in information is outweighed 
by the benef i t s of reducing the model to a f eas ib l e dimension. 
2. Because of a hedge being planted near the weather c o l l e c t i o n s ta t ion , 
solar radiat ion was biased after 1974, see Hollinger (1985) for d e t a i l s . 
3. The model developed by Hollinger and Hoeft (1985a) uses kilograms per 
hectare. The nitrogen values in pounds per acre corresponds to 0, 50, 
100, 150, 168.5, 200, 250 and 300 kg/ha. Under the assumption that the 
corn growth simulation model y i e l d r e s u l t s were for 168.5 kg/ha. , the 
y i e l d could be adjusted to the various other nitrogen l e v e l s . 
4. The corn simulation model output was on a weekly bas i s . For each model 
run, t is chosen to correspond to the data c l o s e s t to the stage ending 
date within the corn production decision model. A s e t of indexes is 
also developed which tr ied to correct for the number of days. This 
corrected index gave inconsis tent r e s u l t s and therefore is dropped from 
consideration. 
5. Personal phone i n q u i r i e s to agronomy and a g r i c u l t u r a l engineering 
departments at various land grant i n s t i t u t i o n s and implement manufactur­
ers in the corn be l t were f r u i t l e s s . In f a c t , part of the conversation 
with one of the agricul tural engineers is worth repeating, "If you f ind 
good data on f i e l d l o s s e s , I would appreciate rece iv ing a copy of it 
because to my knowledge it is not avai lable ." 
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CHAPTER V 
DESIGN PARAMETERS AND VALUATION METHODS 
Development of the corn production decis ion model is only the f i r s t 
s tep in designing a climate forecast for midwestern corn producers. Other 
i s s u e s must be addressed before the model can be implemented to v a l u e 
f o r e c a s t s . A decis ion theoret ic approach to valuing information is chosen 
as the framework to value the various forecast design parameters. The 
d e c i s i o n theoret ic approach used in t h i s study is based on B y e r l e e and 
Anderson (1969, 1982) which was br ie f ly reviewed in Chapter I I . Ident i f i ca­
t i o n of the parameters which characterize a climate forecast is a second 
i s s u e that must be addressed. After i d e n t i f i c a t i o n of the forecast parame­
t e r s , an approach to valuing each parameter within the dec is ion t h e o r e t i c 
framework must be determined. 
This chapter addresses the above i s s u e s . After some necessary defini­
tions, discussions of the f l ex ib i l i ty inherent in the corn production 
process and the decision theory approach to valuing information based on 
the corn decision model are presented. This section develops the general 
method used to value various forecasts and design parameters in t h i s study. 
Modifications of this general method are used to value the i n d i v i d u a l 
climate forecast parameters. Identification of the various design parame­
ters and modifications of the general method needed to value each parameter 
comprise the bulk of this chapter. 
The method used in this study for valuing various forecasts assumes 
that the forecast is costless to the decision maker. With costless informa­
tion (forecasts) to a profit maximizing decision maker, the expected value 
of a forecast can be interpreted as the maximum amount the decision maker 
would be will ing to pay for the additional information contained in the 
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forecast. Willingness-to-pay is the expected monetary value defined, 
loosely, as the difference between the expected net returns of using the new 
information in decision making and the expected net returns from not using 
the new information. 
This chapter presents the design parameters and a framework to value 
the various parameters. Results of valuing the various parameters are 
delayed until Chapters VI and VII. 
In this chapter, the two general types of models developed in Chapter 
IV, DP and simulation, are used in the discussion of valuing the design 
parameters. These two models are denoted as the corn decision model and 
the decis ion simulation model, respectively. The purpose of the corn 
decision model is to find the maximum expected net returns for the corn 
acre and determine an optimal policy for a given climate forecast. In the 
simulation model, an optimal policy determined from the DP decision model 
is inputted as the decision rule whose effects are to be simulated, given a 
specific climate forecast. The two climate forecasts input into the DP 
model and the simulation model need not be identical. In the simulation 
model, the decision rule and climate forecast are used to find an expected 
net return from the corn acre. 
For the purposes of this study, a prediction is defined as a forecast 
which predicts the climate for a single stage within the decision model. A 
prediction has associated with it a probability density function (p.d. f . ) 
of the various possible climatic conditions which can occur. With a 
perfect prediction this p.d.f. is degenerate at the climatic condition that 
wil l prevail. That i s , the probability of a specific climatic condition 
occurring is one and the probability of any other condition occurring is 
DEFINITIONS 
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zero. A predictor is defined as any process (method) which generates 
c l imat ic predict ions . These predictions are generated according to a 
specified p.d.f. The p.d.f. for the predictor need not be identical to any 
of the p . d . f . ' s for a given prediction. A process which generates perfect 
predictions wil l be called a perfect predictor. 
Yearly predictions involve a prediction being made for each of the 
stages, f a l l through late harvest, within the corn decision model. Analog­
ously, a yearly predictor is a process which generates yearly predictions. 
In this study, the terms predictor and prediction are given the above, 
precise meanings. The term forecast, however, wil l be used in a more 
general fashion to include either one or both of the above terms. Forecast 
is used when the precise meaning is not necessary in the discussion. 
PREDICTOR AND PREDICTION FRAMEWORK 
A predictor gives rise to predictions according to some s p e c i f i c 
p.d.f. Each of the possible predictions has associated with it a p.d.f. 
The p.d.f. associated with a prediction gives the probability of a specif ic 
climatic condition occurring. Before proceeding to the valuation of the 
parameters, it is useful to clarify the exact nature of the predictor and 
prediction framework. 
As noted above, two sets of p . d . f . ' s are used in the predictor/predic­
tion framework. A perfect prediction assigns the entire probability to a 
single climatic condition. If, for a time period, there are three climatic 
conditions, good, fair and poor, then a perfect predictor has three possible 
perfect predictions. The p . d . f . ' s associated with each perfect prediction 
are given in Table 5 .1 . 
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Table 5.1 shows that when perfect prediction Fg is made, the proba­
b i l i t y of c l imat ic condition good occurring is one, whereas the probabili­
t i e s of c l imat ic conditions fa ir and poor are zero . Analogously, if a 
perfect predict ion Fa is received, the probability of c l imat ic condit ion 
fa ir occurring is one and the probability of good or poor climate occurring 
is zero. Prediction Fp is s imilarly interpreted. 
Table 5.1 P r o b a b i l i t i e s A s s o c i a t e d w i th Perfect Predict ions for Three 
Climatic Conditions 
Climatic Conditions 
Perfect 
Prediction Good Average Poor 
Fg - good 1.0 0.0 0.0 
Fa - f a i r 0.0 1.0 0.0 
Fp - poor 0.0 0.0 1.0 
Associated with any predictor which g ives predict ions Fg, Fa, and Fp 
would be the probability of each prediction being made, where these proba­
b i l i t i e s are denoted by Pg, Pa, and Pp. When determining the probab i l i t i e s , 
a danger e x i s t s that the probability of any one c l imat ic condition occurring 
when using a predictor may vary from i t s h i s t o r i c a l probabi l i ty . If t h i s 
outcome occurs the predictor would be modifying the c l imatic condi t ions 
rather than forecast ing c l imat ic conditions. In order to forecast and not 
modify c l imatic conditions r e s t r i c t i o n s must be placed the p r o b a b i l i t i e s 
associated with a predictor. These r e s t r i c t i o n s are now introduced for a 
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perfect predictor and generalized in equations (5 .4 -5 .6) . The following 
equations describe the probability of any type of climatic conditions under 
the above perfect predictor framework: 
Pr(good) = Pg(1.0) + Pa(0.0) + Pp(0.0) = Pg (5.1) 
Pr(fair) = Pg(0.0) + Pa(1.0) + Pp(0.0) = Pa (5.2) 
Pr(poor) = Pg(0.0) + Pa(0.0) + Pp(1.0) = Pp (5.3) 
In equations (5.1-5.3) the historical probability of good, fa ir , and poor 
climatic conditions occurring are given by Pr(good), Pr(fair), and Pr(poor). 
The probabilities Pg, Pa, and Pp are as defined above and are the probabili­
ty of receiving predictions Fg, Fa, and Fp, respectively. The probability 
of the predictor predicting good climatic conditions is given by equation 
(5 .1) . The numerical values of 1.0, 0 .0 , and 0.0 in equation (5.1) cor­
respond to the probability of the good climatic condition occurring given 
the three perfect predictions Fg, Fa, and Fp, respectively. Within a 
perfect predictor framework, equation (5.1) shows that to predict and not 
modify climate conditions the probability of obtaining a good prediction 
must be equal to the historical probability of the good climatic condition. 
Equations (5 .2) and (5.3) are similarly interpreted for fair and poor 
conditions. With this framework, the perfect predictor predicts any one 
climate condition with the same probability of occurring as h i s tor ica l ly , 
but once an event is predicted it occurs with 100% probability. This 
framework assumes that the parameters of the climatic conditions probability 
population are not changing, i . e . , this study is sampling from a stable 
population. 
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Table 5 . 2 g ives the general framework for a predictor. For various 
predictors the probabi l i t i e s denoted by A through I, Pg, Pa, and Pp in 
Table 5 .2 can vary. Restr ict ions on these probabi l i t i e s are: 
Pg + Pa + Pp = 1.0 , (5 .4) 
A + B + C = 1 . 0 
D + E + F = 1 . 0 
G + H + J = 1.0 , (5 .5) 
Pr(good) = Pg'A + Pa'D + Pp'G 
Pr(fair) = Pg'B + Pa'E + Pp'H 
Pr(poor) = Pg'C + Pa'F + Pp'J . (5 .6) 
Table 5.2 General Framework of a Predictor 
Probability of Climatic Condtions 
Receiving the _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 
Prediction Prediction Good1 Fair Poor 
F g - good P g         A       B         C 
Fa - fa ir Pa D E F 
Fp - poor Pp G H J 
1 L e t t e r s A through F and J denote the conditional probability of the 
c l imatic condition occurring given the prediction Fg, Fa, or Fp. 
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The f i r s t restriction, equation (5 .4) , simply states that a prediction 
wi l l be forthcoming. Equations (5.5) imply that once a forecast is received 
one of the three climatic conditions wil l occur. The last set of restric­
tions, equations (5 .6) , ensures that the overall probability of any climatic 
condition occurring is the same as the h i s t o r i c a l probabi l i ty , i . e . , 
forecasting and not modifying climate. 
The las t important issue concerning predictors is the meteorological 
process that gives a rise to the predictor. This study does not treat this 
issue. Rather, the study determines the value to a corn producer in 
east-central I l l ino i s if such a predictor were available. 
DECISION THEORY 
Decision theoretic approaches to valuing information are well docu­
mented in the l iterature ( i . e . , Byerlee and Anderson (1969, 1982)), Doll 
(1971), Drynan (1977), Hilton (1981), and Thiel (1967)), so that only a 
brief presentation as it pertains to th is study is given below. Under the 
decision theory approach, a necessary condition for climate forecasts to 
have value to a corn producer is that there is an interaction between the 
management controlled factors of production and climatic conditions. The 
extent of this interaction determines the inherent f l ex ib i l i ty of the corn 
production process. Flexibil ity in this context is a characteristic of the 
production and decision process, and not of the climate forecast. 
For climate forecasts to have value to a decision maker, the corn 
production process must possess the f l ex ib i l i ty to vary management decisions 
about input usage in response to varying climate forecasts. As discussed 
above, the prerequisite for this f l ex ib i l i t y is the existence of an interac­
tion between controlled and uncontrolled factors of production. Development 
of the transition equations in Chapter IV indicates that the corn production 
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process being analyzed s a t i s f i e s the necessary prerequisite of f l e x i b i l i t y . 
One q u e s t i o n t h i s research e f for t attempts to answer i s : under what 
economic circumstances and cl imatic conditions is th i s f l e x i b i l i t y suff i­
cient to induce changes in production decis ions when maximizing net returns 
from the corn acre? This question can be answered only empirically, a f ter 
the DP model is developed and the impacts of various climate forecasts are 
measured. 
General Methodology of Information Valuation 
In order to value the climate forecast and as soc ia ted parameters , 
several factors must be considered. F irs t , the producer's prior knowledge 
or b e l i e f s about c l imatic conditions must be obtained. In t h i s study the 
proxy for t h i s knowledge is the h i s tor i ca l probability d i s tr ibut ion of 
c l imatic conditions that occurred in the period 1970-1983. Second, the 
forecasted p . d . f . ' s are assumed to be r e l i a b l e . Final ly , i t i s assumed that 
the producer's object ive is to maximize the expected net r e t u r n s over 
variable costs (NRVC) from the corn acre over a time horizon of one crop 
year (the decis ion model ignores f ixed c o s t s ) . 
A general approach to valuing a forecast is f i r s t to obtain 
(5.7) 
where is the maximum expected NRVC obtained from using the h i s t o r i c a l 
p .d . f . for c l imatic conditions (denoted by subscript H), EH is the expecta­
t ions operator using the h i s tor i ca l p . d . f . ' s , D denotes the corn production 
process model, denotes optimal, and denotes the optimal policy (deci­
sions) given by the DP model under the h i s t o r i c a l p .d . f . The value 
g ives the expected NRVC the producer would rece ive from the corn crop using 
only prior c l imatic knowledge. 
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The DP model is used a second time using the predicted p.d.f.'s for 
climatic conditions to give: 
(5.8) 
where F i denotes the probability density functions associated with the 
prediction. gives the expected NRVC to a producer who uses Fi in 
decision making when this p.d.f. is assumed to be rel iable. 
Under the assumption that the predicted p . d . f . ' s are re l iab le , the 
expected NRVC from the corn crop must be obtained when using the optimal 
policy derived from using the historical p . d . f . ' s but the actual 
c l imat ic conditions are portrayed by the predicted p .d . f . ' s , Fi. This 
indicates the expected NRVC to a producer who makes production decisions 
based on prior (historical) knowledge of climate but the climatic conditions 
are actually as predicted. To obtain this value the simulation model is 
used to obtain 
(5.9) 
where S denotes the use of the decision simulation model. The expected 
value of prediction Fi is given by 
(5.10) 
The expected value of a prediction, W, is the difference between what the 
producer would receive by incorporating the improved climatic information 
into the decision process, equation (5 .8 ) , and the value the producer would 
receive without incorporating the improved information, with the climate 
being as predicted, equation (5 .9 ) . Equations (5.8) and (5.9) indicate 
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that if and W = 0, i . e . , prediction Fi has no 
value unless the optimal policy changes. 
W g ives the value for prediction i. To determine the value of a 
hypothetical predictor (I) that predicts predictions, Fi ( i=1, . . . , n) with 
p .d . f . ' s h(F i) the expected value of 1 is determined as 
(5.11) 
where EI is the expectation operation taken over h(F i ) . Byerlee and 
Anderson (1969) show that 
(5 .12) 
It should be noted that two sets of p . d . f . ' s are used. The f i r s t set 
is the p .d . f . ' s of the climatic conditions associated with each prediction, 
denoted by Fi. The second set is the p.d.f. of the predictor, which is 
associated with the probabilities of obtaining a given prediction h(F i ) . 
These are the two sets of p .d . f . ' s defined and discussed in a previous 
section. 
FORECAST ASSUMPTIONS 
Climate related assumptions which are important in the fol lowing 
sections are: 
1) The proxy for farmer's knowledge is the historical average over the 
14 years of data. 
2) Forecasted p .d . f . ' s are assumed to be given. The actual formulation 
of the p . d . f . ' s is a meteorological problem not addressed in this 
study. It is assumed a predictor is available which gives the two 
sets of p .d . f . ' s discussed in the general valuation section. The 
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study then seeks to determine the value of this predictor and i t s 
predictions. 
3) It is assumed that forecasted p.d.f. •s are rel iable, i . e . , the 
decision maker is not incorporating fa l se information i n t o the 
decision-making process. 
4) Climate in a given stage is independent of climatic conditions in 
any other stage. This assumes that climate is non-Markovian, 
allowing the p .d . f . ' s for each stage to be independent of prior 
p . d . f . ' s . 
5) A yearly prediction is composed of a specific p.d.f. for each stage 
within the decision model. 
The range of the value of a prediction can be determined at th is 
point. The lower limit on the value of a prediction is zero (a producer 
wi l l not use a forecast who's expected value is l e s s than the expected 
value when using only prior knowledge). The upper limit on the value of 
forecasts is given by the value of a perfect prediction. Analogously, the 
l imits on the value of a predictor are given by zero and the value of a 
perfect predictor. Valuing a predictor, in general, is of more interest 
than valuing a single prediction, because the predictor spans the entire 
range of poss ible c l imat ic conditions. A single prediction, however, 
is for just one of many possible outcomes. 
FORECAST DESIGN PARAMETERS AND RELATED CHARACTERISTICS 
To design a forecast it is necessary to specify the characteristics of 
the forecast. This includes defining the basic structure of the forecast 
as well as forecast design parameters. The parameters and related charac­
ter i s t ics which are important in designing a climate forecast are: 
1) weather variables to be included in the forecast, 
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2) value of perfect yearly predictors, 
3) length of period which is being forecast, 
4) identification of periods in which forecasts are most important, 
5) accuracy: 
a) probability density functions, and 
b) specif icity, 
6) lead time, and 
7) spatial resolution. 
The following sections defined the parameters and then present the 
method used to value that parameter. Each parameter valuation method is a 
modification of the above general valuation method. Because of the inter­
relations between the design parameters, only the parameter being valued 
generally is varied; the other parameters are held constant. 
Weather Variables to be Forecasted 
For purposes of this study, probabilities for three climatic condi­
tions, good, fair, and poor, are forecast for each stage (except for 
specificity, as discussed below). Because the f a l l transition equations 
contain only winter precipitation as the important weather var iab les , 
forecasts for th i s period are concerned only with the level of winter 
precipitation. 
Estimation of the fa l l transition equations, equation (4 .3-4.6) , along 
with winter precipitation levels given in Table 4 .3 show some obvious 
division points when categorizing winter precipitation into the above three 
categories. First, for a given level of fa l l applied nitrogen, any winter 
precipitation below 380 mm gives the same early spring fer t i l i zer state 
variable value. Therefore, any precipitation level equal to or below 380 mm 
is c l a s s i f i e d as the good f a l l climate condition category. The fair 
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category is defined as any winter precipitation between 380 and 450 mm, and 
the poor category is defined as any precipitation level over 496 mm. In the 
fourteen years used as the data base, no year's winter precipitation is 
between 450 and 496 mm. Therefore, this gap of almost 50 mm is a logical 
division point between the fair and poor climate categories. The historical 
probability of each of the three categories and the actual numerical values 
used in the transition equation are presented in Table 5 .3 . The expected 
leve ls of precipitation for the fair and poor categories are the simple 
averages of the winter precipitation leve l s for the years which f a l l into 
each specific category. Because any level of precipitation below 380 mm has 
the same effect in the nitrogen transition equation, the good category was 
set at 379. 
For the growing season stages, early spring through late summer, the 
weather variables to be forecast are determined by the needs of the corn 
growth simulation model. For reasons discussed previously, a proxy for a 
climate index was developed for these stages. Climate forecasts for the 
growing season are expressed in terms of this index. To categorize the 
climate index into three climatic conditions, the mean and the standard 
deviation of each stage's index are used. Good (poor) climate is con­
sidered any index value greater ( less) than the mean plus (minus) one-half 
standard deviation. Fair climate is considered as any year in which the 
index is within the range of the mean plus or minus one-half standard 
deviation. Table 5.4 presents the mean, standard deviation, historical 
probability, and the numerical value of the climate categories used in the 
transition equations. As before, this numerical value is the simple mean of 
the historical climate indexes within each category. 
137 
Table 5 .3 Historical Probabi l i t ies of Winter Prec ipi tat ion for the Fourteen 
Years, 1970-1983, Used as the Data Base 
Climatic 
Condition 
Good 
Fair 
Poor 
Probability 
Occurrence 
.4286 
.4286 
.1428 
of Precipitat ion 
Level' 
379 mm 
429.9 mm 
508.25 mm 
Prec ip i tat ion 
Range2 
224-380 mm 
381-449 mm 
496-519 mm 
1 Numerical value used in the trans i t ion equations in the corn dec i s ion 
model, in mil l imeters of prec ip i tat ion . This numerical value is the simple 
average of the years for the f a i r and poor categor ies . For the good 
category th is numerical value was set at 379 mm, see t e x t . 
2Winter prec ip i ta t ion range for the years which f a l l into each c l imat ic 
condition, in mil l imeters of prec ipi tat ion. 
Table 5.4 Historical Probabi l i t ies of the Climate Index for the Fourteen 
Years, 1970-1983, Used as the Data Base 
Mean 
St . Dev.1 
Climatic 
Condi­
t ions Prob.2 
Early 
Spring 
1.5237 
.1360 
Num.3 
Growing 
Late 
Spring 
1.4157 
.1756 
Prob. Num. 
Season Stage 
Early 
Summer 
1.8019 
.06038 
Prob. 
Mid-
Summer 
.4829 
.06236 
Num. Prob. 
Late 
Summer 
.6423 
.0573 
Num. Prob. Num. 
Good .3571 1.6550 .3571 1.5548 .4286 1.8525 .3571 
Fair .2857 1.5440 .5000 1.4215 .2143 1.8093 .3571 
Poor .3571 1.3761 .1429 1.0476 .3571 1.7377 .2857 
.5474 .3571 .6992 
.4777 .3571 .6419 
.4088 .2857 .5717 
1 Standard deviat ion. 
2 Histor ica l probability of each climate category. 
3Numerical value used in the t rans i t ion equations in the dec is ion model. 
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The relevant weather variables to be forecast for the October drydown 
period are determined by the weather variable needs of the drydown simula­
tion model. These variables are discussed in Chapter IV. Rather than 
forecast each of these variables separately, the October forecast is based 
on potential drydown rates given in Table 4.13. As with the climate index, 
the drydown rates are assumed to be sufficient s ta t i s t i c s for the effect of 
the relevant weather variables. Table 5.5 summarizes the October climate 
condit ion determining the transition from early to l a t e harvest. The 
drydown rates are categorized into the three climatic condit ions using 
the same method as used for the climatic index, except one standard devia­
tion is used rather than one-half standard deviation. 1 
Table 5.5 Historical Probabi l i t i e s of October Drydown Hates for the 
Fourteen Years, 1970-1983, Used as the Data Base 
Climatic Probability of Drydown Drydown 
Conditions Occurrence Rate1 Range2 
Good .2143 19.5% 18.8-20.8% 
Fair .6428 16.4% 15.3-18.1% 
Poor .1429 13.0% 13.1-13.9% 
1Potential percentage points decrease from early to la te harvest that was 
used in the decision model transition equations. Mean and standard devia­
tion of October drydown are 16.6 percent and 2.2 percent, respectively. 
2Drydown rates range for the years which fa l l into each climatic condition. 
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Value of a Perfect Yearly Predictor 
A perfect yearly predictor is any process which generates perfect 
predictions for each stage within the DP model. With seven stages having 
climatic conditions that affect the decision process and three climatic 
conditions per stage, there are 2,187 possible yearly climatic conditions. 
Ideally, each of these 2,187 possible combinations should be used in the 
decision model to value a perfect yearly predictor. However, 2,187 model 
runs is an overwhelming number of runs and output to evaluate. Second, 
only 14 out of the possible 2,187 climatic combinations are in the data set 
that is used to estimate the transition equations. To stay within the 
bounds of the data set, it is assumed that the yearly predictor generates 
one of fourteen poss ible yearly predictions. Each yearly prediction 
corresponds to the climate that occurred throughout one of the fourteen 
years used as the data base in this study (1970-1983). That i s , prediction 
one is for the climate occurring in 1970, prediction two is 1971, etc. Each 
of these yearly predictions is assumed to be generated with equal probabili­
ty, 1/14 (predictor's p . d . f . ) . 
Instead of the actual level of winter precipitation, climate index or 
drydown rate being forecasted for each year, the three categories good, 
f a i r , and poor are forecast for each stage. For example, the winter 
precipitation in 1970 was 313.2 mm, which f a l l s into the good category. 
The probability of good climatic condition i s , therefore, set at one. The 
probability of fair and poor climatic conditions occurring is set at zero. 
This procedure is then repeated for each stage within each year, giving a 
perfect prediction for each stage within the decision model. 
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Using the above framework, the value of yearly predictions and the 
perfect yearly predictor are obtained by directly applying the general 
valuation method discussed ear l i er . The value of such p r e d i c t o r s at 
various price l e v e l s (both output and inputs) and interest rates are 
presented in the following chapter. Perfect yearly predictors give the 
upper limit for the value of forecasting climatic conditions within a one 
year framework. 
Length of Forecast Period 
Length of the forecast period refers to the time period for which the 
individual forecast is relevant. Forecasts could be made for time periods 
such as one week, two weeks, one month, etc. Valuing this parameter does 
not f i t well into the DP framework. Varying this parameter would require 
the length of the stages within the DP model to be f lexible . However, the 
stages are defined to be the periods in which major decisions on inputs are 
made. The substages within the summer stage are defined to re la te to 
average plant development stages. Therefore, the stages r e l a t e to key 
physical and economic issues and varying the stage length wi l l not be a 
design parameter valued in this study. 
Identification of Forecast Periods Which are Most Important 
The stages within the decision model are chosen such that they are 
important in terms of being decision making points and in determining plant 
growth. If no management f l e x i b i l i t y (defined in terms of interactions 
between climatic conditions and management decisions) ex is ts for a particu­
lar stage, that stage within the decision model wi l l have l i t t l e or no value 
even though the stage is important in determining overall corn y i e l d . Also, 
the value of forecasting for the various stages should vary, because of 
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different degrees of f lexibi l i ty associated with each stage. Valuing each 
stage separately is important to determine where meteorological research in 
climate forecasting should be directed. 
When valuing the relative importance of each period, the periods are 
limited by the definitions of the stages in the DP model (see length of 
forecast period, above). Because of this limitation, only the stages 
defined in the DP model are valued. To value each stage separately, the 
expected value of a hypothetical perfect predictor for each stage is valued 
independently by the general method. All forecasts require that a climatic 
condition p.d.f. be specified for each stage within the model. Therefore, 
the hypothetical predictor ut i l izes a perfect predictor for the stage being 
valued and the p .d . f . ' s for the remaining stages are set at historical 
leve ls . 
Accuracy 
The accuracy parameter is divided into two components, p.d.f. and 
specificity. Each component is discussed separately in the fol lowing 
sections. 
Probability Density Function 
Valuing various imperfect predictors simply requires repeated applica­
tion of the general valuation method to each predictor. Two questions 
addressed for valuing imperfect predictors are: (1) what level of accuracy 
of a single stage predictor is necessary for the predictor to have value, 
and (2) what are the expected values of the various imperfect predictors? 
These two questions pose computational and def in i t iona l problems. 
F irs t , an inf ini te ly large number of valuations may be required before 
identifying the lowest level of increased accuracy over historical l eve l s 
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with a positive value. To overcome this problem a table relating various 
accuracy levels to expected values wi l l be developed. 
Second, what is meant by an increase in predictor accuracy or informa­
t ional content? The problem of measuring the informational content of 
various imperfect predictors has been handled in a variety of ways in the 
l iterature, from ad hoc procedures (Doll (1971)) to fair ly rigorous defini­
tions of increased information (Baquet et a l . , (1976); Katz et a l . (1982); 
and Moore and Armstrong (1976)). Theoretical studies, such as Gould (1974) 
and Chavas and Pope (1984), have looked at not only how increased informa­
tion is valued, but also definitions of risk and information. In both of 
these studies the conceptual framework to value information is a generaliza­
tion of the approach used in this study. 
The measurement of information content or accuracy is not easily 
summarized. Gould presents the following two different d e f i n i t i o n s of 
r i sk , where risk can be interpreted as the informational content of a 
predictor, i . e . , an increase in risk, implies a decrease in accuracy. 
A) Variance - The variance of a random variable is often used as a 
measure of i t s riskiness. An increase in variance is associated 
with greater risk. In many circumstances, it is des i rab le to 
compare the variance of random variables that have the same mean. 
B) Rothschild - S t ig l i tz - 3 equivalent definitions of risk. 
( i ) The random variable Y is riskier than random variable X if Y 
is equal to X plus some uncorrelated random noise (where the 
mean of the noise condition on X is zero). 
( i i ) The random variable Y is riskier than X if Y and X have the 
same mean and E(U(X)) ≥ E(U(Y)) for a l l concave U. 
143 
( i i i ) Randan variable Y is riskier than X if they have the same mean 
but Y has more weight in the ta i l ( s ) of i t s distribution than 
X. 
Chavas and Pope discuss four different concepts and measures of 
information. These are, 
a) entropy, 
b) Fisher information matrix, defined as the negative of the Hessian of 
the log likelihood function with respect to the unknown parame­
ters, 
c) information defined as a message which alters tastes or perceptions 
which are certain, and 
d) information defined as a message which alters probabilistic percep­
tions of random events. 
Chavas and Pope's de f in i t ion d is the definition of information most 
commonly used in s tat i s t ica l decision theory and is the de f in i t i on of 
information in the form of climate forecasts used in this study. Even with 
this definition, an exact measure of accuracy or informational content of a 
predictor is not known. Definition b of Chavas and Pope would not be 
appropriate in this study as a measure of the informational content of a 
predictor, because there is no easily defined likelihood of a function with 
unknown parameters. Definition c does not provide a specific measure of 
information content. In certain situations, however, entropy can be used to 
provide of measure of information content of the message defined in defini­
tion d. 
Entropy 
The accuracy or information content of each predictor valued in th i s 
study involves both the p.d.f. associated with the predictor and the 
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prediction's p.d.f. of c l imatic condit ions. Because determining the 
informational content involves both p.d.f . 'a , Gould's definitions of risk 
using variance are not easily applied. Because a discrete p.d.f. with only 
three points is being used, the variance of the distribution is not as 
intuitively appealing as if the distribution were continuous or contained a 
larger number of values. Gould also shows that an increase in risk is not 
always associated with an increase in information value. 
The concept of entropy is chosen as the measure of accuracy or informa­
tional content of the predictor because this measure can incorporate the 
two p.d.f. associated with a predictor. Entropy of any discrete conditional 
p.d.f. is designated as EN and is given by 
where 
P(Sj/Fk) log P(S j/Fk) = 0, if P(Sj/Fk) =0 (5.15) 
where Pk represents the probability of observing prediction Fk, P(S j/Fk) is 
the conditional probability of observing event Sj given prediction Fk, m is 
the number of possible predictions, and n is the number of separate events. 
Entropy as measured by EN givens the entropy associated with the m possible 
predictions. In order to obtain the total entropy of the predictor, the 
entropy associated with the predictor's probability of generating each 
prediction must be added to the above entropy measure, EN. This entropy is 
given by 
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Total entropy of the predictor, TE, is given by 
TE = EN + EN'. (5.17) 
Derivation of the to ta l entropy measure can be found in e i ther Moore 
and Armstrong (1976) or Khinchin (1957). This measure of accuracy takes 
into account both p . d . f . ' s associated with a particular predictor. Higher 
l e v e l s of accuracy are associated with lower entropy values . 
To i l l u s t r a t e how entropy of a predictor is calculated for t h i s study, 
consider calculat ing the entropy of the predictor given in Table 5 . 2 . The 
values of Hk(S) are calculated by 
Hg(g) = - (A logA + B logB + C LogC) 
Ha(a) = - (D logD + E logE + F LogF) (5.18) 
Hp(p) = - (G logG + H logH + J LogJ) . 
The entropy of the conditional p . d . f . ' s is 
EN = Pg'Hg(g) + Pa'Ha(a) + Pp'Hp(p) . (5 .19) 
Next, the entropy associated with the probability of rece iv ing each predic­
t ion is calculated by 
E  N   '   = - (PglogPg + PalogPa + PplogPp) . (5 .20) 
Final ly , to ta l entropy of the predictor is calculated using equation ( 5 . 1 7 ) . 
Khinchin (1957) s u g g e s t s a number of desirable properties of the 
entropy measure. Considering only a s ingle p .d . f . (for example, consider 
EN' above) these properties are: 
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(a) H(P1, . . . , Pn) = 0 if and only if one of the numbers P1, . . . , Pn is 
one and al l the others are zero. This is the case when there is 
no uncertainty. 
(b) For fixed n it is obvious that the scheme with the most uncertainty 
is the one with equally likely outcomes, i . e . , Pk = 1/n (k=1, 2, 
. . . , n) . In fact, entropy assumes i t s largest value for just these 
values of the variables Pk. 
Co) H (P1 , P2, . . . , Pn, 0) = H (P1' P2, . . . . Pn). Adding an outcome 
with zero probability does not add substantively to the information 
available. 
Moore and Armstrong state about entropy that, ". . . an increase in forecast 
accuracy is reflected by increasing the probabil i ty of observing the 
conditions near those forecast and in the extreme, by reaching a level of 
accuracy in which conditions widely divergent from those forecas t are 
assigned a zero probability of occurrence." 
Chavas and Pope (1984, p. 706) state that "unfortunately, there is no 
general relation between the entropy measure for information and the value 
of information in a particular decision making process." This is a concern 
when employing entropy as a measure of accuracy in an economic analysis. 
However, for this study, the benefits of using a single value measure of the 
accuracy of a predictor and the properties of entropy are believed to 
outweigh the limitations of this measure. Also, entropy has been success­
fully employed as a measure of accuracy in valuing predictors (Moore and 
Armstrong). Chapter VII wil l re late the expected value of a predictor to 
i t s entropy. If the value of the forecast consistently increases an entropy 
decreases, this result wi l l suggest that entropy is a reasonable measure of 
accuracy. 
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Imperfect Predictor's Probability Density Functions 
With a measure of accuracy defined, determination of how the two sets 
of p . d . f . ' s associated with a predictor wi l l vary is the next step in 
designing the valuation experiment. In determining how the p.d.f. w i l l vary 
the following points are considered. First, the conditional p.d.f. associ­
ated with each prediction is the p.d.f. that a producer uses to determine 
production decisions. For example, in Table 5.2, given prediction Fg, 
production decisions are based on the conditional probabilities A, B, and C 
of the three cl imatic conditions good, f a i r and poor, respectively. 
Second, for the perfect predictor defined in this study, ones occur on the 
diagonal of the conditional probability matrix in Tables 5 .2 , i . e . , A=E=J=1. 
The off-diagonal elements of this matrix are al l equal to zero. Third, in 
the perfect predictor framework the probability of receiving each predic­
tion, Fg, Fa or Fp, must be set at the historical probability of that 
climatic condition. Fourth, changing the probability within the predic­
tor/prediction framework must be done in such a way that the c l imat ic 
conditions are only forecasted and not modified. Finally, a framework is 
desired in which a systematic varying of the probabilities lends i t s e l f to 
an intuit ive feeling for accuracy. 
It is possible to vary the sets of p.d.f. given in Table 5.2 in 
numerous ways and s t i l l satisfy the restrictions placed on them in equations 
(5 .4-5 .6) . With the above considerations in mind, the following framework 
is used to examine the p.d.f. accuracy issue. The framework is f i r s t 
explained in general terms and then a detailed example is used to clarify 
the procedure. 
First, the probabilities of A, E, and J are set equal to the desired 
level of probability of the forecast climatic condition occurring. The 
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remaining probabilities associated with each prediction are set equal to 
(1.0-X)/2. The off-diagonal probabilities in the matrix in Table 5.2 are 
therefore al l equal. By defining the probabilities in this fashion, the 
conditional probability matrix given in Table 5.2 is similar in appearance 
to the perfect prediction probability matrix in Table 5 .1 . The similarity 
is that the diagonal elements are al l equal and the off-diagonal elements 
are equal. 
Because the historical probabilities at any given stage are not equal, 
i . e , Pr (good), ≠ Pr (fair) ≠ Pr (poor), the probability of receiving each 
forecast, Pg, Pa, Pp as given in Table 5.2, must vary from the perfect 
predictor framework. Under the perfect predictor framework, these prob­
a b i l i t i e s Pg, Pa, and Pp are set equal to the historical probabilities Pr 
(good), Pr (fair) and Pr (poor), respectively. To keep from modifying 
climatic conditions the probabilities Pg, Pa, and Pp are allowed to vary as 
the probability of the forecast climatic condition varies and are given by 
solving equations (5 .4-5 .6) . 
To provide a more intui t ive insight of the above procedure, consider an 
example for the early summer stage. Consider a predictor in which the 
climatic condition associated with a prediction occurs with a probability of 
9. In the above framework the diagonal elements are set equal to .9 and 
the off-diagonal elements equal to .05. Table 5.6 gives the exact framework 
of this predictor in a form analogous to the general framework in Table 5.2. 
The historical probabilities of good, fair and poor climatic conditions for 
early summer are .4286, .2143, and .3571, respectively. To obtain the 
probabilities of receiving each prediction the following equations 
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Pr (good) = .4286 = .9 Pg + .05 Pa + .05 Pp (5.6a) 
Pr ( fa i r ) = .2143 = .05 Pg + .9 Pa + .05 Pp (5.6b) 
Pr (poor) = .3571 = .05 Pg + .05 Pa + .9 Pp (5 .6c) 
1 = Pg + Pa + Pp (5.4a) 
are solved subject to nonnegativity c o n s t r a i n t s on the p r o b a b i l i t i e s . 
Equation ( 5 . 6 a ) g i v e s the p r o b a b i l i t y of the good c l imatic condition 
occurring over the ent ire range of the predictor. If prediction Fg, good, 
is given, good c l imat ic conditions occur with .9 probabi l i ty . Likewise if 
prediction Fa, f a i r , or Fp, poor, is given, the good cl imatic condition 
occurs with .05 probabi l i ty . The probability of good c l imat ic conditions 
occurring is the sum of the probabi l i t i e s of rece iv ing each p r e d i c t i o n 
mult ipl ied by the probability of good c l imat ic condit ions occurring given 
the spec i f i c predict ion. Equation (5.6a) forces th is sum to equal the 
h i s t o r i c a l probabil ity of good c l imat ic condit ions occurring. Equations 
(5.6b and 5.6c) are interpreted in a s imilar manner for f a i r and poor 
c l imat ic condit ions. 
The entropy of the above, imperfect predictor is calculated a s : 
Hg (g) = - ( .91og.9 + .051og.05 + .051og.05) 
Ha (a) = - (.051og.05 + .91og.9 + .051og.05) (5.18a) 
Hp (p) = - (.051og.05 + .051og.05 + .91og.9) 
EN = .4454 Hg(g) + .1933 Ha(a) + .3613 H(p) (5.19a) 
EN' = - ( .4454log.4454 + .1933log.1933 + .36l31og.36l3) (5.20a) 
and 
Entropy = EN + EN' = . 63 . 
Comparing the entropy of t h i s imperfect predictor with the entropy of a 
perfect predict ion ( .46) shows that entropy does r e f l e c t a lower degree of 
accuracy. 
Table 5.6 Imperfect Predictor for the Early Summer Stage 
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Climatic Condition1 
Probability of 
Prediction Receiving the Prediction Good Fair Poor 
Fg - Good .4454 .90 .05 .05 
Fa - Fair .1983 .05 .90 .05 
Fp - Poor .3613 .05 .05 .90 
1Conditional probability of specif ic climatic condition occurring given the 
prediction. 
Table 5.7 d i sp lays the various accuracy leve ls which are used in 
valuing the early summer stage. This table shows that the probability of 
each cl imatic condition is equal to the historical probability of that 
climatic condition. Imperfect predictions for the other stages are formu­
lated in an analogously manner. 
Spec i f i c i ty 
The second component under accuracy is specif ic ity, i . e . , the number 
of climatic conditions forecast for each stage. In the context of tills 
study, valuing specif icity involves the difference in values of predictors 
between forecasting three climatic conditions (good, fa ir , and poor) and 
f ive climatic conditions (excellent, good, fair, poor, and very poor) within 
each growing season stage. For the stages, fa l l and harvest, only three 
climatic conditions are forecast. These stages are kept at three conditions 
because the historical data do not lend themselves easily to division into 
f ive conditions. The f a l l stage would require categorizing winter precipi­
tation amounts above 380 mm. into four conditions where below 380 mm. would 
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Table 5.7 Various Predictors Used in Examining the Affect of Accuracy on 
the Expected Value of the Predictor 
Prediction 
Perfect 
Fg 
Fa 
Fp 
.95 Diagonal 
Fg 
Fa 
Fp 
.9 Diagonal 
Fg 
Fa 
Fp 
.8 Diagonal 
Fg 
Fa 
Fp 
.7 Diagonal 
Fg 
Fa 
Fp 
.6 Diagonal 
Fg 
Fa 
Fp 
Probability of 
Receiving each 
Prediction (A) 
.4286 
.2143 
.3571 
.4363 
.2047 
.3590 
.4454 
.1933 
.3613 
.4694 
.1633 
.3673 
.5065 
.1170 
.3765 
.5715 
.0357 
.3928 
Prior (Historical) 
Fg 
Fa 
Fp 
.4286 
.2143 
.3571 
Climatic 
(B) 
Good 
1.0 
0.0 
0.0 
.95 
.025 
.025 
.90 
.05 
.05 
.80 
.10 
.10 
.70 
.15 
.15 
.60 
.20 
.20 
.4286 
.4286 
.4286 
Condition 
Fair Poor 
0.0 
1.0 
0.0 
.025 
.95 
.025 
.05 
.90 
.05 
.10 
.80 
.10 
.15 
.70 
.15 
.20 
.60 
.20 
.2143 
.2143 
.2143 
0.0 
0.0 
1.0 
.025 
.025 
.95 
.05 
.05 
.90 
.10 
.10 
.80 
.15 
.15 
.70 
.20 
.20 
.60 
.3571 
.3571 
.3571 
(A'xB)1 
.4286 
.2143 
.3571 
.4286 
.2143 
.3571 
.4286 
.2143 
.3571 
.4286 
.2143 
.3571 
.4286 
.2143 
.3571 
.4286 
.2143 
.3571 
.4286 
.2143 
.3571 
Entropy 
.46 
.56 
.62 
.72 
.77 
.76 
.92 
1 Probability of each climatic condition occurring throughout the entire 
range of the predictor. 
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be condition 1 (see weather parameter section above). Only eight of the 14 
years had precipitation leve l s above 380 mm. Categorizing these eight 
years into four conditions does not inspire much confidence. 
For harvest, dividing the drydown rates into five categories would 
have l i t t l e , if any, effect on the transition from early harvest to late 
harvest . This negligible effect results for two reasons. First , the 
discrete range of the grain moisture state variable is large, f ive percent­
age points separate the state variable values. Second, the difference in 
drydown rates between each class if five conditions are predicted would be 
small. 
Table 5.8 presents the f ive climatic conditions, numerical index value 
associated with each condition, and the historical probability of each 
condition for the growing season stages. These conditions are calculated 
as follows: 1) excellent (very poor) any climate index above (below) the 
mean plus (minus) 3/4 standard deviation, 2) good (poor) is any index value 
between the mean plus (minus) 1/4 standard deviation and mean plus (minus) 
3/4 standard deviation, and 3) fa ir is any index value between the mean plus 
or minus 1/4 standard deviation. 
Two different three climatic conditions predictors are developed. The 
base climatic predictor is given by the growing season climatic conditions 
given in Table 5 .4 . The 3-extreme predictor climatic conditions are given 
the categories very poor and excellent in Table 5.8 and lumping the three 
remaining categories, poor, fair , and good, into one category. Currently, 
the National Oceanic and Atmospheric Administration divides the climatic 
condit ions in to three categor ies . The base climate predictor is the 
closest predictor in form to the current climate forecasts. The 3-extreme 
predictor is concerned with forecasting the extremes and lumping the middle 
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Table 5 .8 H i s t o r i c a l P r o b a b i l i t i e s f o r the Growing Season for Five 
Climatic Conditions 
Growing Season Stage 
Early Mid- Late 
Early Spring Late Spring Summer Summer Summer 
Climatic 
Conditions Prob.1 Num.2 • Prob. Num. Prob. Num. Prob. Num. Prob. Num. 
excel lent .2857 1.6652 .2143 1.5719 .1429 1.8781 .2143 .56429 .2143 .70895 
good .1429 1.5958 .2143 1.5154 .3571 1.8373 .2143 .51844 .2143 .67874 
average .2143 1.5328 .2857 1.4377 .1429 1.7999 .2143 .47489 .1429 .65378 
poor .0714 1.4368 .1429 1.3561 .1429 1.7664 .1429 .44812 .1429 .61734 
very poor .2857 1.3610 .1429 1.0476 .2143 1.7186 .2143 .39823 .2857 .57168 
1Historical probability of each cl imatic condition. 
2Numerical value used in the trans i t ion equations in the dec is ion model. 
conditions in to one category. F ina l ly , the f i v e condition predictor is 
concerned not only with forecast ing the extreme condit ions, but a l so with 
forecast ing the middle-of-the-road condit ions. 
The fol lowing approach is used to value s p e c i f i c i t y . A perfect yearly 
p r e d i c t o r i s developed fo l lowing the framework out l ined in the yearly 
predictor sect ion above for each of the three s p e c i f i c i t y scenarios . The 
va lue ' of s p e c i f y i n g one c l imate s p e c i f i c i t y scenario over another is 
obtained by subtracting the expected value of the f i r s t predictor from the 
expected value of the second predictor. The difference g ives the value of 
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specif ic i ty for the growing season climatic conditions for a perfect yearly 
predictor. 
Lead Time 
Lead time denotes the time lapse between when the decis ion maker 
receives a forecast for a specific stage and the occurrence of t h i s stage. 
To value lead time it is necessary to specify what the decision maker's 
be l ie fs are about future climatic conditions prior to receiving a forecast . 
That i s , the decision maker must have a belief about the climate in a l l of 
the stages prior to receiving a specif ic forecast. In valuing l e a d time, 
the assumption is made that the prior belief about climatic conditions is 
identical to the historical p.d.f. for that particular stage. This assump­
tion is consistent with using historical probabilities as the prior know­
ledge of the decision maker. 
As an example of how lead time is valued, consider the value of 
obtaining prediction Fg for early summer (al l other stages p . d . f . ' 3 are the 
h i s t o r i c a l levels) in the f a l l versus obtaining the prediction in late 
spring. Using the general method outlined above, is the value of 
obtaining and using prediction Fg in the f a l l . It is computed as 
(5 .21) 
When determining the expected value for every possible s ta t e in the 
stage late spring (denoted as a vector WLSp) is determined. As seen below, 
this vector is a necesary component of the lead time valuation process. 
To determine the crop value when the summer forecast is received in 
late spring requires the decision process to be simulated from f a l l to late 
spring using the optimal policy, and historical p.d.f. Recall it was 
assumed that the historical density function for summer is the best proxy 
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for the prediction and prediction Fg contains historical p.d.f. for al l but 
the early summer climate. Therefore, is used as the decision policy to 
simulate the system forward to late spring. In simulating the decision 
process forward, the probability of being in each state can be determined. 
These probability vectors (denoted as PRESp and PRLSP for early spring and 
late spring) are used to obtain the expected value of the crop, given that 
the prediction is obtained in late spring. The expected value U1 is the 
expected net return from the corn acre given that the summer prediction is 
received in the la te spring. This value is given by 
where PRL S P * WL S p gives the expected net value from late spring to la te 
harvest, is the cost for each optimal decision at stage early 
spring (PRESP * gives expected cost of decisions at ESp), 
is the cost of the fa l l decision, and * denotes the dot product between 
the various probability and monetary vectors such that a single monetary 
value is obtained. The expected value of receiving the prediction in the 
fa l l versus late spring in the above example is 
Further clarification of equation (5.22) is useful at this point. WLSp 
is the vector of expected NRVC of being in a given state in late spring. 
Because this value is obtained from the DP model, the value is for la te 
spring actions forward to harvest and does not include fal l and early spring 
decisions and costs. This results because the DP solution uses backward 
recursion. Because WLSp does not include f a l l and early spring, the cost of 
these decisions must be subtracted from WLSP (there are no returns until 
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harvest). The vector and the value in equation (5.23) deduct 
these costs. The probability vectors PRLSP are PRESP are included because 
climate is stochastic and the exact state is not known, only the probability 
of being in each state. It should be noted that ∑PRLS = ∑PRES = 1.0. 
where the summation is over al l possible states . 
Also, the expected net return (UHFg) which corresponds to UHFi as 
defined in the general technique is not needed to value lead time. UHFg is 
the expected net return from the corn acre using the optimal policy obtained 
from the historical DP runs but the climate being as predicted (Fg). 
This is the expected NRVC that the decision maker would receive from the 
corn acre if the producer does not incorporate the prediction into his 
decision making process. The reason UHFg is not calculated is that this 
value is subtracted from both and U1 when valuing the prediction. 
Because t h i s value is subtracted from both and U1 and then U1 is 
subtracted from the value UHFg, would cancel in equation (5 .23) , i . e . , 
Therefore, calculation of UHGg is not needed. 
The approach outlined above can be made general and is not restricted 
to valuing forecasts that involve receiving the prediction in f a l l . In 
general, the value of lead time in receiving the forecast in time period t 
instead of t+i is given by 
(5.25) 
The values Ut and U t + i are given by 
157 
and 
where j denotes the stages early spring through late harvest, and are 
appropriate decision policies to simulate (need not be the same in each 
equation), F denotes a prediction and the other notation is as defined 
earlier. 
Valuing the lead time of perfect predictors is analogous to the earlier 
discussed valuation of perfect predictions. Given three climatic events, 
good, fair, and poor, the three values of lead time corresponding to the 
three perfect forecasts are determined f i r s t . Then the expected value of 
E(VL) is found by using the probability of obtaining each of the three 
perfect forecasts. The expected value of lead time for a hypothetical 
perfect predictor is 
EF (E(VL)) = EF (Ut - Ut+i)  (5.28) 
where the probabil i t ies associated with EF are given by Pr (good), Pr 
( fa ir) , and Pr (poor). 
Spatial Resolution 
The economic impact of spat ia l reso lut ion is basically that the 
decision maker may be incorporating incorrect information into the decision 
making process. Spatial resolution is a macro question because it entai ls 
how small or large a geographical area a forecast should relate to. The 
issue associated with spatial resolution is that for a large region, a 
forecast may be correct in general, but for any specific area within the 
larger region the forecast may be incorrect. 
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The micro production question raised by spatial resolution is how much 
can any given forecast vary before the optimum decision policy changes. A 
decision maker receives a prediction and ut i l i zes this prediction to develop 
an optimal decision policy. Spatial resolution asks, given this prediction, 
how much can the p.d.f. associated with the various climatic conditions 
change before the decision maker changes the optimal decision policy? This 
micro question is specif ic to a given prediction and does not lend i t s e l f to 
any method of evaluation other than repeated t r i a l s . This technique would 
involve taking a given prediction and changing the p.d.f. of the climatic 
conditions s l i g h t l y and finding the optimal decision policy using the 
changed probabilities. This optimal policy is then compared against the 
optimal policy derived from the original prediction to see if the pol ic ies 
vary. The method tr ies to find the smallest change in probabilities that 
causes a change in the optimal decision policy, determining how sensit ive 
the system is to a given forecast. The cost of using an incorrect predic­
tion in decision making could be obtained, but this cost would be specific 
to both the specif ic prediction and the change in probabilities. Therefore 
spatial resolution wi l l not be addressed in th i s study other than in th i s 
section. The assumption is made that whatever climatic conditions occur, 
they are uniform over the corn acre. 
SUMMARY 
This chapter addressed two important issues in designing a climate 
forecast: 1) the framework used to value various design parameters is 
outlined, and 2) the various forecast parameters are discussed. In addition 
to discussing the design parameters, needed modifications of the general 
valuation method are presented. It is shown that three of the design 
parameters do not lend themselves to valuation under the framework of the 
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micro-production model developed in this study. These parameters are 
discussed in the l ight of the limitations of the micro-model. 
The next chapter presents the results of valuing the perfect yearly 
predictor under various economic scenarios. Results of the valuation are 
given for various input and output price scenarios. Chapter VII presents 
the results of valuing the various design parameters. 
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NOTES 
1. One standard deviation is used for the drydown rates instead of one-half 
standard deviation because the one standard deviation division occurred 
at a more logical division point in the historical data set . 
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CHAPTER VI 
ECONOMIC RELATIONSHIPS AND THE VALUE OF INFORMATION 
The previous chapters have addressed one of the objec t ives of t h i s 
s tudy , namely, determining if a detai led model of the crop production 
decis ion process can be modeled and solved in a s tochast ic , dynamic frame­
work. Along with addressing t h i s object ive , the procedures needed to use 
the model to value the various design parameters are developed. The present 
chapter uses the methodology developed in Chapter V to value perfect year ly 
predictors and to examine the e f fec t of output prices and input costs on the 
value of information. 
The various price and cost scenarios used to value the design para­
meters are discussed in the next sect ion. The base economic scenario is 
then discussed in d e t a i l . The e f f e c t s of corn price , in teres t rates and 
input cos t s on the optimal decis ion ru le for each of the fourteen years 
1970-1983 are examined. The remainder of the chapter is devoted to a 
discuss ion of the value of information in re la t ionship to var iat ions in the 
input cos t s and output pr ices . 
SCENARIOS: CORN PRICE AND INPUT COSTS 
In the discuss ion on the economic considerations af fect ing production 
decis ions in Chapter I I I , the cost of inputs and output price are mentioned 
as determinants of the l e v e l of input usage. To inves t iga te t h i s re lat ion­
ship, scenarios which vary the input cos t s , in t ere s t rate , and corn price 
are used to value yearly predictors. It is postulated that the combination 
of these three components is important in determining the value of informa­
t i o n . 
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Input costs which are varied within the scenarios are: 1) the cost of 
nitrogen per pound, 2) seed costs, and 3) the cost of drying the corn. 
Interest charges on operating capital are included as a cost of production 
and the interest rate is varied among scenarios. Costs which are subtracted 
from the returns but are not varied among the different scenarios are costs 
associated with f ie ld operations included in the decision al ternat ive set. 
These include t i l lage , nonnitrogen f er t i l i zer , and pesticide cos t s . Table 
6.1 l i s t s the costs of the f ie ld operations which are not varied within the 
model. 
Table 6.2 presents the costs of the three inputs which are varied 
within the model. The base costs are calculated as the simple average of 
the input prices for the three years 1981, 1982, and 1983 as given in the 
OSDA Agricultural Price Summary. The base interest rate is the simple 
average of the quarterly interest rates for the l i s t i n g ent i t l ed 'Other 
Banks' for the same three years given in the Agricultural Finance Databook. 
The base corn price is the national season average corn price for the 
U.S. for the above three years given, in the USDA Agricultural Price 
Summary. 
Alternative price and interest rate scenarios are also l i s t e d in Table 
6 .2 . The alternative costs of the nitrogen, seed, and drying inputs are the 
base level increased by fifty percent. The alternative corn price , $2.02 
per bushel, is the lowest seasonal average price between 1977 and 1983 
l i s t e d in the Agricultural Price Summary. The lowering of the in teres t rate 
to five percent is based on the difference in the cost of spring and fa l l 
nitrogen which is approximately s ix percent. 
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Table 6.1 Cost of Inputs and Field Operations Which Are Held Constant 
Within the Corn Decision Model 
Field Operation or 
Production Input 
Spread P2o5 - K2o5 
Disc s ta lks , 18 1/2' 
Field cu l t i va te , 24 ' 
Rotary hoe 
Row cu l t iva te , 8 row, 30" 
Disc and apply herbicide, 18 1/2' 
Limestone 
Plant, 8 row, 30" 
Apply anhydrous ammonia, 30' 
Combine, 8 row, 30" 
Haul to market 
Atrazine 
p2o5 
k2o5 
Cost $/Acre 
1.08 
2.83 
2.69 
.86 
2.74 
3.45 
4.50 
3.48 
2.19 
9.61 
.0257/bu. 
14.22 
13.61 
4.20 
Source: Guides for Custom Contract Farming Rates, by Royce A. Hinton, Oct. 
1982. University of I l l i n o i s Valuing Farm Inputs Handbook Sect ion 
4 , No. 4 . 
USDA Agricultural Price Summary was used to obtain cost of non-
nitrogen f e r t i l i z e r and herbicide, simple average of 1983, 1982, 
and 1981. 
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Table 6.2 Base and Alternative Levels for the Variable Inputs, Corn Price, 
and Interest Rate Within the Corn Decision Model 
Source: USDA Agricultural Price Summary 
Agricultural Finance Data book, Jan. 1984, Monthly Series Table 
401.1 interest rate for other banks, non-real estate farm loans. 
1 Fal l nitrogen is Oct. 15 price for North Central Fertil izer Region. 
Spring nitrogen is May 15 price. 
2Seed price is April 15 corn hybrid price for I l l i n o i s . 
3Dry cost base is from Farm Economics Facts and Opinions, Dept. of Ag. 
Econ., U. of I . , Aug. 1, 1984, 84-10/Guide for Adjusting Custom Rate and 
Machine Rental Rates for 1984-1985 by Royce A. Hinton. 
Component 
Input cost 
Fal l nitrogen' 
Spring nitrogen 
Seed c o s t s 2 
Dry cost3 
Interes t rate 
Corn price 
Base 
$ .144 / lb . 
. 1 5 3 / l b . 
68.33/bu. 
.0225/bu. 
.1646 
$2.83/bu. 
point 
Alternative 
$ . 2 1 6 / l b . 
. 2295 / lb . 
102.50/bu. 
.03375/bu. point 
.05 
$2.02/bu. 
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Eight scenarios are given by using the three components l i s t e d in 
Table 6.2 and two a l ternat ive l e v e l s for each component. Within any 
scenario,' the cost of the inputs remains at the same leve l . For exanple, 
nitrogen cannot be at the base level when seed costs are at the alternative 
leve l . These eight scenarios are used to examine possible relationships 
between the value of information, input costs, and output price. 
To compare the base input cost levels chosen for this study to possible 
real world costs, cost data from two other sources are compared to the base 
cost. A production cost summary from the I l l ino i s farm business records 
showed that the tota l variable cost to grow corn in central I l l i n o i s 
was $130/acre.1 The Cooperative Extension bulletin t i t l e d , Farm Management 
Manual (1984), shows the cost per acre for operations comparable to those in 
the corn production model to be $167.78. Using the base input costs and 
applying 200 pounds of spring applied nitrogen, 32,000 seeds per acre and 
drying 150 bushels for 10 moisture points gives a cost of $158.81/acre. 
Comparing these costs indicates that al l three cost figures are relatively 
consistent. 
OPTIMAL DECISION RULES - MODEL VALIDATION 
Because of the extraordinarily large size of the optimal decision rule 
tables, only the optimal path for each year under the base scenario is 
discussed. Comparing the optimal decisions indicates the effects of corn 
price, input costs, and interest rates. These effects are dependent on the 
state of the decision process, and the probab i l i t i e s of the c l imat ic 
conditions inputted into the model. 
The optimal decision path using only prior knowledge (last l ine in 
Table 6.3) wil l be discussed f i r s t , to give a reference point for the 
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Table 6.3 Optimal Decision Path Using a Perfect Base Yearly Predictor and 
Economic Scenario One (Base): Corn Price = $2.83, Input Costs 
at Base Levels and Interest Rate = .1646 
Year 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
Prior 
Value 
270.37 
297.98 
279.03 
301.34 
250.57 
252.00 
295.54 
270.37 
259.58 
305.36 
255.86 
278.26 
279.03 
138.79 
259.82 
Fall 
0 
225 
0 
0 
0 
0 
0 
0 
0 
0 
267 
50 
0 
150 
0 
Nitrogen1 
Plant 
0 
0 
50 
0 
225 
50 
0 
0 
0 
0 
0 
0 
50 
0 
V4 
Side 
200 
0 
50 
225 
0 
50 
225 
200 
267 
200 
0 
50 
50 
0 
V 
Eff. 
200 
266 
133 
233 
233 
133 
233 
200 
266 
200 
300 
133 
133 
100 
V 
Date 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
P l a n t i n g 2 
Den. 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
Hvbrid 
Full 
Ful l 
Ful l 
Ful l 
Ful l 
Ful l 
Ful l 
Ful l 
Full 
Ful l 
Ful l 
Ful l 
Ful l 
Ful l 
Ful l 
Harvest3 
EH 
EH 
LH 
EH 
LH 
EH 
LH 
EH 
EH 
EH 
EH 
LH 
LH 
EH 
V 
1Nitrogen application rates in the previous f a l l at planting and sideares­
sing. Eff. nitrogen is the level of nitrogen input into the production 
function. Eff. nitrogen may vary from applied nitrogen because of the 
discrete nature of the model and winter precipitation (see t e x t ) . 
2Optimal date of planting, early spring (ESp) or l a t e spring (LSp) planting 
density in thousands and hybrid type, either a f u l l , medium, or short 
season. 
3Stage in which the optimal harvest occurs either early harvest (EH) or 
l a t e harvest (LH). 
4V means that the optimal level or decision varied, depending on the state 
of the system. 
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discussion of each individual yearly optimal path. The optimal f a l l 
decision is to not apply any fa l l nitrogen, reflecting the probability of a 
loss of nitrogen. Planting a fu l l season hybrid in early spring at 32,000 
plants per acre are the optimal planting decisions. The amount of nitrogen 
applied and timing depends on the state of the process at each stage. No 
s ing le optimal path when using only prior knowledge can be described 
because of the stochastic nature of the climatic conditions. 
Table 6.3 presents the optimal path for a perfect yearly predictor 
for each of the fourteen years, 1970-1983, under the base economic scen­
ario. The perfect yearly predictor which gives rise to each yearly predic­
tion is discussed in detail in the previous chapter. The production 
decisions that vary between the years are the rate and timing of nitrogen 
application and the optimal harvest period (Table 6 .3) . Total effective 
nitrogen given in Table 6.3 differs from the amount applied for two rea­
sons. First, winter precipitation affects the effective amount of f a l l 
applied nitrogen by the transition equations developed in Chapter IV. Low 
winter precipitation (good climatic conditions) result in a higher effective 
nitrogen leve l , whereas high precipitation (fair and poor climatic condi­
tions) result in a lower effective nitrogen level than the application rate 
in pounds per acre. Second, because of the discrete nature of the nitrogen 
state variable, the effective and applied rates may differ. In the corn 
decision model, the discrete nitrogen state variable values differ from the 
decision alternatives on nitrogen application rates. The model places the 
decision process in the state variable value closest to the application 
rate. 
The optimal decision paths in Table 6.3 are best examined in conjunc­
tion with Table 6.4, which gives the climatic condition categories for each 
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Table 6.4 Climatic Conditions and Grain Moisture Level at Early Harvest 
for a Full Season Hybrid Planted in Early Spring for the Years 
1970-83 
Year 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
Fall 
G3 
G 
G 
P 
P 
F 
F 
G 
F 
F 
G 
G 
F 
F 
ESD 
G 
F 
F 
P 
G 
G 
P 
G 
P 
F 
F 
P 
G 
P 
LSp 
. F 
F 
G 
F 
P 
F 
F 
G 
G 
F 
G 
G 
F 
P 
Stages1 
ESum 
P 
G 
P 
G 
G 
P 
G 
P 
F 
F 
F 
G 
P 
G 
MSum 
F 
P 
G 
F 
F 
G 
G 
F 
P 
G 
P 
P 
G 
F 
LSum 
F 
F 
F 
F 
G 
P 
G 
P 
G 
G 
P 
G 
F 
P 
Oct 
F 
G 
F 
G 
F 
G 
F 
P 
F 
F 
F 
F 
F 
P 
Moisture2 
15 
20 
30 
15 
35 
20 
30 
15 
20 
20 
15 
30 
25 
15 
1Stages within the production model, previous f a l l (winter precipitation), 
early spring, late spring, early summer, midsummer, l a t e summer and 
October, respectively. 
2Grain moisture percent level at early harvest. 
3Climate condition good (G), fair (F), or poor (P), computed from Tables 
5.3 and 4.2. 
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stage within each year. Also included in Table 6.4 is the grain moisture 
state variable level for a ful l season hybrid planted in early spring. The 
optimal planting decisions under the base economic scenario are to plant a 
full season hybrid at 32,000 plants/acre in early spring regardless of the 
year (climatic conditions). The optimal harvesting decision is to harvest 
at early harvest if the corn is at either 15 or 20 percent moisture at 
early harvest. Harvest is delayed until la te harvest for the grain mois­
ture state variable values of 25, 30, and 35 percent moisture. Poor October 
climatic conditions do not affect the optimal decision path because the two 
years having poor October conditions, 1977 and 1983, are harvested early 
because of their low grain moisture percent at early harvest. 
The nitrogen application rates and timing indicate that both climatic 
conditions and the discrete nature of the model affect this production 
input. Early summer is the stage in which the direct interaction between 
climatic conditions and applied nitrogen occurs. The resu l t of th i s 
interaction is easily seen in Tables 6.3 and 6.4 . In years with poor early 
summer climatic conditions (1970, 1972, 1973, 1977 and 1982), the effective 
nitrogen is either 133 or 200 pounds per acre depending on the specific 
year. The years with fair early summer conditions (1978, 1979, and 1980) 
have either 200, 267 or 300 pounds per acre of effective nitrogen applied. 
For the years with good early summer climatic conditions, the optimal level 
of effective nitrogen varies. For the years 1971, 1973, 1974, and 1976 the 
optimal effective nitrogen is quite high, either 233 or 266 pounds of 
nitrogen. The optimal effective nitrogen for 1981 is 133 pounds/acre and 
for 1983 is 100 pounds/acre. 
The nitrogen appl icat ion rates show that the climatic conditions 
in early summer are not the only important stages in determining nitrogen 
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application. It can be inferred from Tables 6.3 and 6.4 that at a minimum, 
midsummer and la te summer are stages which are also important in determin­
ing nitrogen application rates. Consider the years with poor, early summer 
climatic conditions. The years in which fair and/or poor climatic condi­
tions occur at both the midsummer and late summer stages, 200 pounds/acre 
of effective nitrogen is the optimal application rate. In years in which 
at least one of the two stages, midsummer or late summer, had good clima­
t i c conditions, only 133 pounds/acre of effective nitrogen is applied. The 
importance of the midsummer and late summer stages in determining nitrogen 
application rate is i l lustrated by examining 1970 and 1975. These two years 
have the same climatic conditions in the stages early spring, late spring 
and early summer. In these two years, the midsummer and la te summer stages 
climatic conditions vary. The different climatic conditions in the mid­
summer and late summer stages cause the optimal effective nitrogen rate to 
vary from 200 pounds in 1970 to 133 pounds in 1975. The above discussion 
i l lustrates that perfect climate forecasts would have a definite effect on 
input usage. 
The years with fair early summer climatic conditions also show the 
effect of the midsummer and late summer stages. The year 1980 has the 
highest amount of e f f e c t i v e nitrogen applied. In 1980, poor climatic 
conditions occurred in both midsummer and late summer stages. Of the years 
with fair early summer climatic conditions, 1979 has the lowest amount of 
nitrogen applied. In 1979, good climatic conditions occurred in both 
midsummer and la te summer. The third year with fa ir early summer climatic 
conditions is 1978. The effective nitrogen in 1979 is between the effective 
nitrogen applied in 1979 and 1980, reflecting the fact that the midsummer 
has poor climatic conditions and late summer has good climatic conditions. 
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The years with good early summer climatic conditions show the same 
e f fec t with the exception of two years, 1981 and 1983. Poor and f a i r 
climatic conditions occurred in midsummer and late summer, respectively, in 
1971. This year has the highest effective nitrogen (266 lbs./acre) of a l l 
the years with good early summer climatic conditions. The remaining years 
1973, 1974, and 1976 have 233 pounds/acre of effective nitrogen as the 
optimal l eve l . 
Because 1983 had poor climatic conditions occurring in both early 
spring and late spring, 1983 is a unique year in the data set. By having 
poor conditions in both early and late spring, 1983 is affected by the f i e ld 
state variable restrictions in both of these stages. With the optimal 
decision to plant in early spring, no nitrogen application can occur other 
than in the f a l l (see discussion on the f ie ld state restrictions in Chapter 
IV). Winter precipitation in 1983 is in the fair category. Therefore, 
effective nitrogen is l e s s than the fa l l applied nitrogen. The optimal path 
for 1983 reflects the following components in the corn model: (1) increase 
in yield given by planting in early spring over late spring, (2) the f i e l d 
state variable restrictions, (3) and the winter precipitation conditions. 
Even though 1983 had good early summer climatic conditions, the effects of 
the above variables keep the nitrogen application rate low. 
With the two exceptions noted above, the following generalizations can 
be made from Tables 6.3 and 6.4. Early summer climatic conditions appear to 
be the most important stage in determining nitrogen appl icat ion r a t e s . 
Years with poor climatic conditions occurring in early summer have the 
lowest nitrogen application r a t e s . Years with f a i r or good c l imat ic 
conditions in that period have higher nitrogen application rates. The 
stages midsummer and late summer are also important in determining the 
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optimal nitrogen application rates. Better conditions in these two stages 
r e s u l t in a lower nitrogen level than years with poorer conditions. A 
better understanding of the relationship between the climatic conditions and 
optimal nitrogen application rates is developed in valuing predictors which 
predict each stage individually in the next chapter. 
The importance of midsummer and late summer in determining nitrogen 
application rates is most l ikely because corn yield is highly dependent on 
these stages. Although no direct interaction between nitrogen and climatic 
conditions occur at these stages within the production funct ion, these 
stages are important in determining final yield. By combining the nitrogen 
and climate state variables, these two stages are important in determining 
the final value of this combined nitrogen and climate state variable. 
The fa l l decision on whether to apply nitrogen or not ref lects the 
winter precipitation leve ls with the exception of 1983, discussed above. 
Only if the winter precipitation is in the good climatic condition did f a l l 
application of nitrogen occur. This ref lects the fact that higher effective 
nitrogen over the amount applied is obtained in these years but not in a l l 
years with good winter precipitation did f a l l nitrogen application occur. 
The only explanation that can be given for this fact, is that the expected 
values between the various paths within the model are close. 
The above discussion has centered around the base economic scen­
ario's optimal paths given in Table 6.3 and provides a validation of the 
decision model with respect to climatic conditions. This economic scenario 
ref lects the current economic conditions more closely than any of the other 
economic scenarios. Tables 6.5 through 6.11 present the optimal paths for 
the seven other economic scenarios previously defined. A detailed discus­
sion of these tables is not given. The generalizations below discuss the 
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Table 6.5 Optimal Decision Path Using a Perfect Base Yearly Predictor and 
Economic Scenario Two: Corn Price = $2.83, Input Costs at 
Alternative Levels and Interest Rate = .16461 
Year 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
Prior 
Value 
261.24 
274.64 
271.55 
284.51 
219.43 
239.71 
279.01 
261.24 
234.05 
290.53 
244.60 
271.55 
271.55 
127.37 
245.96 
Fall 
0 
50 
50 
0 
0 
50 
0 
0 
0 
0 
50 
50 
50 
150 
0 
Nitrogen 
Plant 
150 
150 
0 
0 
150 
0 
0 
150 
0 
150 
0 
0 
0 
0 
V 
Side 
50 
50 
50 
225 
0 
50 
225 
50 
267 
50 
50 
50 
50 
0 
V 
Eff. 
233 
266 
133 
233 
166 
100 
233 
233 
266 
233 
133 
133 
133 
100 
V 
Date 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
Planting 
Den. 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
Hybrid 
Full 
Ful l 
Full 
Full 
Medium 
Full 
Ful l 
Full 
Ful l 
Full 
Full 
Ful l 
Full 
Full 
Ful l 
Harvest 
EH 
LH 
LH 
EH 
LH 
LH 
LH 
EH 
LH 
LH 
EH 
LH 
LH 
EH 
V 
1See Table 6.3 for definitions of notation. 
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Table 6.6 Optimal Decision Path Using a Perfect Base Yearly Predictor and 
Economic Scenario Three: Corn Price = $2.02, Input Costs at 
Base Levels and Interest Rate = . 16461 
Year 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
Prior 
Value 
153.86 
167.34 
164.10 
174.69 
130.62 
141.45 
170.61 
153.86 
139.41 
174.79 
144.89 
163.33 
164.10 
62.02 
143.58 
Fall 
0 
225 
0 
0 
0 
0 
0 
0 
0 
0 
0 
50 
0 
150 
0 
Nitrogen 
Plant 
0 
0 
50 
0 
225 
50 
0 
0 
0 
0 
50 
0. 
50 
0 
V 
Side 
200 
0 
50 
225 
0 
150 
225 
200 
267 
50 
50 
50 
50 
0 
V 
Eff. 
200 
266 
133 
233 
233 
233 
233 
200 
266 
66 
133 
133 
133 
100 
V 
Date 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
Planting 
Den. 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
Hybrid 
Full 
Full 
Full 
Full 
Medium 
Full 
Full 
Full 
Full 
Full 
Full 
Full 
Full 
Full 
Full 
Harvest 
EH 
LH 
LH 
EH 
LH 
LH 
LH 
EH 
LH 
LH 
EH 
LH 
LH 
EH 
V 
1See Table 6.3 for definition of notation. 
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Table 6.7 Optimal Decision Path Using a Perfect Base Yearly Predictor and 
Economic Scenario Four: Corn Price = $2.02, Input Costs at 
Alternative Levels and In teres t Rate = .16461 
1See Table 6.3 for definit ions of notation. 
Year 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
Prior 
Value 
144.73 
156.62 
156.62 
158.16 
119.29 
133.98 
156.62 
144.73 
125.29 
172.51 
137.42 
156.62 
156.62 
50.60 
135.21 
Fall 
0 
50 
50 
0 
0 
50 
50 
0 
0 
0 
50 
50 
50 
150 
0 
Nitrogen 
Plant Side 
150 
0 
0 
0 
150 
0 
0 
150 
0 
0 
0 
0 
0 
0 
V 
50 
50 
50 
225 
0 
50 
50 
50 
150 
50 
50 
50 
50 
0 
V 
Eff. 
233 
133 
133 
233 
166 
100 
100 
233 
166 
66 
133 
133 
100 
100 
V 
Date 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
Planting 
Den. 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
Hvbrid 
Full 
Full 
Full 
Full 
Medium 
Full 
Full 
Full 
Full 
Full 
Full 
Full 
Full 
Full 
Full 
Harvest 
EH 
LH 
LH 
EH 
LH 
LH 
LH 
EH 
LH 
LH 
EH 
LH 
LH 
EH 
V 
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Table 6.8 Optimal Decision Path Using a Perfect Base Yearly Predictor and 
Economic Scenario Five: Corn Price = $2.83, Input Costs at Base 
Levels and Interest Rate = .051 
Year 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
Prior 
Value 
273.25 
303.01 
285.01 
304.10 
257.65 
254.58 
302.33 
273.25 
262.99 
307.92 
261.92 
284.78 
285.01 
144.14 
264.41 
Fall 
0 
225 
0 
0 
0 
0 
0 
0 
0 
0 
267 
50 
0 
150 
0 
Nitrogen 
Plant 
0 
0 
50 
0 
225 
50 
0 
0 
0 
0 
0 
0 
50 
0 
V 
Side 
200 
0 
50 
225 
0 
50 
225 
200 
267 
200 
0 
50 
50 
0 
V 
Eff. 
200 
266 
133 
233 
233 
133 
233 
200 
266 
200 
300 
133 
133 
100 
V 
Date 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
Planting 
Den. 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
Hybrid 
Full 
Ful l 
Full 
Full 
Full 
Ful l 
Full 
Full 
Full 
Full 
Full 
Full 
Full 
Full 
Ful l 
Harvest 
EH 
EH 
LH 
EH 
LH 
EH 
LH 
EH 
EH 
EH 
EH 
LH 
LH 
EH 
V 
1See Table 6.3 for definition of notations. 
177 
Table 6.9 Optimal Decision Path Using a Perfect Base Yearly Predictor and 
Economic Scenario Six: Corn Price = $2.83, Input Costs at 
Alternative Levels and Interes t Rate = .051 
Year 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
Prior 
Value 
264.70 
285.14 
278.61 
288.36 
225.94 
246.76 
286.60 
264.76 
242.15 
297.76 
248.25 
278.61 
278.61 
133.92 
250.71 
Fall 
0 
225 
50 
0 
0 
50 
0 
0 
0 
0 
50 
50 
50 
150 
0 
Nitrogen 
Plant 
150 
0 
0 
0 
150 
0 
0 
150 
0 
150 
0 
0 
0 
0 
V 
Side 
50 
0 
50 
225 
0 
50 
225 
50 
267 
50 
50 
50 
50 
0 
V 
Eff. 
233 
266 
133 
233 
166 
100 
233 
233 
266 
233 
133 
133 
100 
100 
V 
Date 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
Planting 
Den. 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
Hvbrid 
Full 
Full 
Full 
Full 
Medium 
Full 
Full 
Full 
Full 
Full 
Full 
Full 
Full 
Full 
Full 
Harvest 
EH 
LH 
LH 
EH 
LH 
LH 
LH 
EH 
LH 
LH 
EH 
LH 
LH 
EH 
V 
1See Table 6.3 for defini t ion of notat ions. 
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Table 6.10 Optimal Decision Path Using a Perfect Base Yearly Predictor and 
Economic Scenario Seven: Corn Price = $2.02, Input Costs at 
Base Levels and Interes t Rate = .051 
Year 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
Prior 
Value 
157.84 
176.41 
170.08 
178.65 
137.70 
147.44 
177.40 
157.84 
146.53 
181.32 
148.48 
169.85 
170.08 
68.08 
148.54 
Fall 
0 
225 
0 
0 
0 
0 
0 
0 
0 
0 
0 
50 
0 
150 
0 
Nitrogen 
Plant 
0 
0 
50 
0 
225 
50 
0 
0 
0 
0 
50 
0 
50 
0 
V 
Side 
200 
0 
50 
225 
0 
50 
225 
200 
267 
200 
50 
50 
50 
0 
V 
Eff. 
200 
266 
133 
233 
233 
133 
233 
200 
266 
200 
133 
133 
133 
100 
V 
Date 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
Planting 
Den. 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
Hybrid 
Full 
Full 
Full 
Full 
Medium 
Full 
Full 
Full 
Full 
Full 
Full 
Full 
Full 
Full 
Full 
Harvest 
EH 
LH 
LH 
EH 
LH 
LH 
LH 
EH 
LH 
LH 
EH 
LH 
LH 
EH 
V 
1See Table 6.3 for def ini t ion of notat ions. 
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Table 6.11 Optimal Decision Path Using a Perfect Base Yearly Predictor and 
Economic Scenario Eight: Corn Price = $2.02, Input Costs at 
Alternative Levels and Interest Rate = .051 
Year 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
Prior 
Value 
149.35 
163.68 
163.68 
162.91 
125.80 
141.03 
163.68 
149.35 
131.98 
178.00 
142.07 
163.68 
163.68 
57.87 
140.84 
Fall 
0 
50 
50 
0 
0 
50 
50 
0 
0 
0 
50 
50 
50 
150 
0 
Nitrogen 
Plant 
150 
0 
0 
0 
150 
0 
0 
150 
0 
0 
0 
0. 
0 
0 
V 
Side 
50 
50 
50 
225 
0 
50 
50 
50 
150 
50 
50 
50 
50 
0 
V 
Eff. 
233 
133 
133 
233 
166 
100 
100 
233 
166 
66 
133 
133 
100 
100 
V 
Date 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
ESp 
Planting 
Den. 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
Hybrid 
Full 
Full 
Full 
Full 
Medium 
Full 
Full 
Full 
Full 
Full 
Full 
Full 
Full 
Ful l 
Ful l 
Harvest 
EH 
LH 
LH 
EH 
LH 
LH 
LH 
EH 
LH 
LH 
EH 
LH 
LH 
EH 
V 
1See Table 6.3 for definit ion of notations. 
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effect of corn price, input costs and interest rate on the optimal decision 
paths. 
Comparing the various economic scenarios it becomes apparent that, in 
general, scenarios with higher input costs result in the same or lower 
amount of effective nitrogen being applied. The effective nitrogen applica­
tion rates are the same or lower for the scenarios with higher interest 
rates or lower corn prices. These three economic effects of the input 
costs or output prices are as suggested by standard production theory. 
Table 6.12 l i s t s a set of comparisons in which the above three general­
izations do not hold. The following explanation is given as the reason why 
the generalizations do not hold for a l l but one of the comparisons. In a l l 
but the las t comparison in Table 6.12 the difference in the level of applied 
nitrogen in the various stages results in a different level of effective 
nitrogen. The level of actual nitrogen applied is the same in a l l the 
comparisons (200 lbs . /acre) , but the amount applied over the stages varies. 
Because of the discrete nature of the decision model, the amount of effec­
t i v e nitrogen is increased by one level of the nitrogen state variable 
value. For example, examine the f i r s t comparison given in Table 6.12 for 
the year 1970. In scenario one, 200 pounds of nitrogen are applied in the 
late spring by sidedressing, and the resulting effective nitrogen is 200 
pounds (Table 6 .3) . In scenario two, 150 pounds of nitrogen are applied 
when planting in early spring, and 50 pounds are applied at l a t e spring 
(Table 6 .5 ) . For both scenarios, 200 pounds of nitrogen are applied, but 
because of the discrete nature of the decision model, the effective nitrogen 
is larger under scenario two's optimal path. Applying 150 pounds results 
being in the nitrogen state variable value of 166 2/3 pounds, and applying 
50 pounds to this results in 216 2/3 pounds of applied nitrogen. This 
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Table 6.12 Comparisons Between the Economic Scenarios Which Are Seemingly 
Counter Intuitive to Production Theory1 
Comparison 
Between Scenarios 
1 & 2 
3 & 4 
5 & 6 
7 & 8 
3 4 7 
1970, 
1970, 
1970, 
1970, 
1975 
Years 
1977, 1979 
1977 
1979 
1977 
1See text for explanation of why the comparisons do not agree with produc­
tion theory. 
value of 216 2/3, is equal distance between the nitrogen state variable 
values of 200 and 233 1/3 pounds of applied nitrogen. The computer algor­
ithm places the process in the higher state variable value. This result 
was not foreseen when writing the algorithm for choosing possible nitrogen 
appl icat ion rates. This same difference in the optimal decision paths 
occurs between the scenarios compared except for the last comparison in 
Table 6.12. The comparisons involve a change in input costs while holding 
corn price and interest rate constant. When the input costs are increased 
by fifty percent, the cost of applying the nitrogen between the two scenar­
ios did not change. This means that the cost of applying nitrogen re lat ive 
to the cost of nitrogen per pound decreases when the price of nitrogen per 
pound is increased by f i f ty percent. The relative decrease in the cost of 
applying nitrogen is evident when examining the optimal decision paths. 
Under the high input cost scenarios, 150 pounds of nitrogen are applied 
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in early spring, and 50 pounds are sidedressed in la te spring. The optimal 
decision under the low input cost scenarios is to sidedress 200 pounds of 
nitrogen. Therefore, the same amount of nitrogen is applied, but because of 
the discrete nature of the model, a higher level of effective nitrogen 
occurs under the high cost scenario. Because the same years are involved in 
the comparisons, it is believed that the above reason explains the discre­
pancies in a l l but the last comparison l i s ted in Table 6.12. 
The discrepancy of nitrogen applied between the scenario 3 and 7 for 
the year 1975 is counter intuit ive. In these two scenarios corn price and 
input costs are identical , but scenario 3 has a higher interest rate. The 
discrepancy is that more nitrogen is applied under scenario 3 than under 
scenario 7. A possible reason for the discrepancy may be that within the 
decision model, if the corn crop is harvested at early harvest, the net 
returns over var iable costs (NRVC) are increased by the interest rate 
computed over the time period early harvest to la te harvest. In the year 
1975 it may be Just i f ied to increase yield by increasing the nitrogen 
application rate and receiving the increase in expected NRVC at the high 
interest rate. With a low interest rate the increase in expected NRVC may 
not justify the increase in the nitrogen application rate. The postulated 
reasons for a l l the comparisons l ikely indicate that the expected NRVC 
between some of the various paths within the corn production model are 
close. 
One las t set of decisions given in Tables 6.3 - 6.11 is the choice of 
the optimal harvest period. The tables present the stage in which harvest 
should occur to maximize expected NRVC. Table 6.4 also presents the grain 
moisture state variable for a ful l season hybrid planted in early spring. 
The optimal harvesting stage shows that there is a definite drying cost 
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effect. Scenarios 2, 4, 6, and 8 have higher drying costs and in general 
harvest is delayed until la te harvest. Under these scenarios only corn at 
15 percent is harvested at early harvest. Scenarios with lower drying costs 
show a corn price effect on when the optimal harvest occurs. Scenarios 1 
and 5 with the higher corn prices, harvest the corn crop with grain moisture 
l e v e l s of 15 and 20 percent at early harvest. In contrast, for scen­
arios 3 and 7 (low corn price) only corn crops at 15 percent moisture are 
harvested early. 
This corn price effect ref lects the tradeoff between drying costs 
and interest payments received. In the corn model the producer receives 
interest payments on the expected NRVC for the time period early harvest to 
la te harvest. The optimal decision rule indicates with the higher corn 
price, these interest rates on NRVC are larger than the additional costs 
incurred by harvesting corn at 20 percent moisture. With a lower corn price 
these interest payments do not cover the additional drying costs. 
The above short discussion on the optimal decision rules supports 
the validity of the corn production decision model. In general, the model 
decision rules behave in accordance with microeconomic theory, in terms of 
response to output price, input costs and interest rate. 
VALUE OF PERFECT YEARLY PREDICTORS 
The value of the perfect yearly predictor described in the previous 
chapter is determined for each of the eight scenarios obtained from Table 
6.2. These values are presented in Table 6.13 in dollars per acre per 
year. The magnitudes of the values under the different scenarios show that 
there is a definite effect of input cost, output price and interest rate on 
the value of information. Table 6.14 gives the value of the predictor as a 
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Table 6.13 Expected Value of the Perfect Yearly Predictors in Dollars per 
Acre per Year Under Different Economic Scenarios 
Interes t Rate 
Corn Price 
Input Costs 
Base 
Alternative 
2.83 
6.91 
6.27 
.1646 
2.02 
6.86 
5.49 
2.83 
7.01 
7.88 
.05 
2.02 
7.72 
6.07 
Calculated from Tables 6.3 and Tables 6.5 through 6.11. 
Table 6.14 Expected Value of the Perfect Yearly Predictors as a Percentage 
of Net Returns Over Variable Costs Under Prior (His tor ica l ) 
Knowledge of Climatic Conditions 
Interest Rate 
Corn Price 
InDut Costs 
Base 
Alternative 
2.83 
2.7 
2.5 
.1646 
2.02 
4.8 
4.1 
2.83 
2.7 
3.1 
.05 
2.02 
5.2 
4 .3 
Calculated from Table 6.2, Table 6.3, and Tables 6.5 through 6.11. 
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percentage of the expected net returns over variable costs using only prior 
(historical) knowledge of the climatic conditions. Both Tables 6.13 and 
6.14 show that there is a potential for perfect climate forecasts to have 
value to an east-central I l inois corn producer. 
Relationship of the Value of the Yearly Predictor to Prices 
The most pronounced effect on the value of the predictor given in Table 
6.14 is the effect of corn price. Holding input costs and interest rate 
constant, the predictor is more relatively valuable to the decision maker at 
the lower corn price than at the higher corn price. In absolute terms, 
however, this relationship is not apparent (Table 6 . 1 3 ) . The percent 
of expected NRVC may be a better indication of the value of the predictor 
for examining the effects of input costs, corn price and interest rates on 
the value of the predictor. The percentage basis may be a better indicator 
for the simple fact that an expected value of five dollars would, in al l 
likelihood, mean more to a producer whose expected NRVC is $100/acre than to 
a producer whose expected NRVC is $200/acre. Putting the expected value of 
information in percentage terms takes into account this magnitude effect . 
Another effect inferred from Tables 6.13 and 6.14 is that the predictor 
has the same or more value to the decision maker when a lower interest rate 
is used. The interest rate effect is not as pronounced as the price effect 
and caution must be used in inferring this effect. The value of the 
predictor at the two different interest rates does not d i f fer greatly 
for any specific corn price and input cost. For example, with corn price at 
$2.02/bu. and input costs at the base level , the value of the predictor is 
4.8 and 5.2 percent of expected NRVC for interest rates of 16.46 and 5.0 
percent, respectively. 
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The effect of input costs on the value of the climate predictor is 
a l so shown in Tables 6.13 and 6.14. Input cost effects cannot be as 
readily generalized as the price and interest rate effects for the eight 
scenarios. Under three of the corn price and interest rate scenarios, the 
value of the predictor is greater with lower input costs than higher costs. 
In one scenario given in Tables 6.13 and 6.14, the reverse is true. That 
i s , the predictor is more valuable at the higher input costs l eve l . 
Examination of the optimal decision rules may explain why the value of 
the predictor behaves as it does. In general, at lower input costs more 
nitrogen is applied than at the higher input costs level for the prior 
(historical) knowledge of climatic conditions probabil i t ies model runs. 
That i s , a dec is ion maker with only historical knowledge of climatic 
conditions (denoted as prior runs) applies more nitrogen under the low cost 
scenario than the high cost scenario. For model runs in which the climate 
is known with certainty (each year ' s s p e c i f i c c l imate) , the nitrogen 
application rate for years with poor climatic conditions is at approxi­
mately the same level as prior runs using high input costs. Whereas, in 
years with good climatic conditions, nitrogen application rates are at 
approximately the l eve l s of low input cost prior runs. One of the costs of 
following the historical optimal decision rules for a l l years under the low 
input cost scenario is that in poor years too much nitrogen is applied. The 
cost results from applying nitrogen but realizing l i t t l e increase in yield. 
For good climatic years following historical optimal policies under the low 
cost scenarios, approximately the optimal amount of nitrogen is applied. 
Under the high input cost scenarios, the cost of following the histor­
ical decision rules is that in a good year l e s s than the optimal amount of 
nitrogen is applied. The cost of the nonoptimal decision is that y ie ld is 
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increased by the better climatic conditions, but not as much as would occur 
if the nitrogen level is at the optimal level . During poor years under the 
high cost scenario, close to the optimal amount of nitrogen is applied by 
following the historical decision rules. 
Under each scenario, high or low input costs, the cost of using the 
nonoptimal amount of nitrogen is a function of the nitrogen cost, corn yield 
(both using the optimal and nonoptimal decision), corn price and interest 
rate paid on the input costs. The interaction of the above components along 
with changes in optimal planting decision and optimal harvesting period 
(Tables 6.3 - 6.11) determines the value of the predictor. The relative 
costs between each of the eight scenarios of using nonoptimal decisions 
determines the relationship between each economic component and the value 
of the predictor. With a nonlinear return function, interaction between 
prices and costs, and seven stochastic climatic stages, the existence of a 
nonmonotonic relationship between any one component and the value of the 
predictor, as is the case with input costs, should not be too surprising. 
Hilton (1981) i d e n t i f i e d determinants of information value and 
gave general results concerning their effects. General determinants of 
information value identified by Hilton are: (1) the structure of the 
decis ion s e t , (2) the decisionmaker's technology, environment, and his 
risk aversion, (3) the degree of uncertainty in the prior information, and 
(4) the nature of the information system. Hilton presents six theorems 
concerning the determinants of information value and their effects. The 
theorems can be summarized into one general statement, there is no general 
monotonic re lat ionship between the determinants of information and 
information value. 
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In l ight of Hilton's theorems and the above postulated reasons for 
the input costs effect on the value of information, the results presented on 
the value of the perfect yearly predictor seem highly plausible. With the 
limited number of scenarios, Table 6.14 shows that there may be no monotonic 
relationship between input cost and the value of information. Tables 6.13 
and 6.14 show that input costs, interest rates, and output prices are 
important determinants of information value. Input costs, interest rate, 
and output prices, as with the other determinants of information value, may 
not, however, have a monotonic relationship with information value. 
The present chapter discusses in detail the optimal decision path under 
the base economic scenario for the years 1970-1983. This discussion of the 
optimal paths along with some generalizations from the seven other economic 
scenarios are used to examine the interworkings of the corn production 
model. It is shown that the model, in general, behaves according to 
economic production theory and reacts to changing climatic conditions. 
The second half of the present chapter presents the expected value 
of a perfect yearly predictor. From these expected values, it can be 
ascertained that there is a definite relationship between input c o s t s , 
output price and the value of information. Although the results do show a 
relationship, the results support the contention that this re la t ionsh ip 
between the value of information and determinants of information value is 
not monotonic. 
Results of valuing the various forecast design parameters are presented 
in the next chapter. These various design parameters are valued under the 
economic scenarios one and three given in Tables 6.3 and 6.6. Between these 
SUMMARY 
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two scenarios, input cost and the interest rate are held constant and corn 
price is allowed to vary. 
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NOTES 
1. Source: Farm Incomes and Product ion Cost Summary From I l l i n o i s Farm 
Business Records. 1984. I l l i n o i s Cooperative Extension Service, AE-4566. 
April, 1985. 
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 CHAPTER VII 
VALUE OF VARIOUS FORECAST DESIGN PARAMETERS 
Chapter VI examined the relationship between prices (input and output) 
and the value of information. This chapter addresses the main objective of 
this study, the valuation of various climate forecast design parameters. 
The relationship between the various forecast design parameters and the 
expected value of the predictor is presented in the following order: (1) 
accuracy-specificity, (2) identification of the most important periods, (3) 
accuracy of the p.d.f. associated with each prediction, (4) lead time, and 
(5) interactions/tradeoffs . This order is chosen because a particular 
design parameter valuation may indicate which stages are more sensitive to 
analysis on the next design parameter. For example, identification of the 
most important period may indicate that a particular stage has l i t t l e or no 
value to a producer. Because identifying the most important stages uses a 
perfect predictor, it can be inferred from this that an imperfect predictor 
of this stage would also have l i t t l e or no value. Therefore, analysis of 
this stage would be eliminated in the accuracy p.d.f. section. 
Only two of the eight economic scenarios presented in the previous 
chapter are used to value the design parameters. This l imit is imposed for 
two reasons. The f irs t is simply not to overwhelm the reader with numbers. 
The second reason is to insure that the project stays within i t s computer 
resources constraint. The two scenarios are the base economic scenario 
(scenario one, Table 6.3) and economic scenario three (Table 6 .6) . Economic 
scenarios one and three differ only in the level of corn price assumed. 
Input costs are at the base leve ls and the interest rate is 16.46 percent. 
192 
ACCORACY - SPECIFICITY 
Three different climatic condition scenarios are used to value specif­
i c i t y . The base c l imat ic scenario is given in Table 5 .4 . This base 
climatic scenario was used in the previous chapter to examine price rela­
tionships. Table 5.5 presents the climatic conditions for the f ive cl imatic 
conditions scenario. The last scenario, denoted as the 3-extreme scenario, 
is used to examine the value of forecasting the extreme climatic conditions 
and lumping a wide range of relatively normal climatic conditions in to one 
category. In the 3-extreme scenario the two extreme conditions are the 
excellent and very poor categories given in Table 5.5. The middle category 
of the 3-extreme scenario is the average of the climate index for the three 
categories good, fair, and poor given in Table 5.5. As explained in Chapter 
V, t h i s changing of the climatic conditions categories is only for the 
stages early spring through late summer and does not affect the winter 
precipitation or harvest climatic conditions. 
The base climatic scenario is closer to the current practice used in 
defining climatic conditions. Currently, the National Oceanic and Atmos­
phere Administration's weather forecasts are designed by assuming normal 
weather occurs 40% of the time and above or below normal conditions each 
occur 30% of the time. With only 14 years of historical data used in th is 
study, the base climatic scenario is closer to this current practice than 
either of the other two scenarios. The five condition scenario is concerned 
not only with forecast ing the extremes, but also with forecasting the 
variations within more moderate conditions. In contrast, the 3-extreme 
scenario is concerned primarily with forecasting the extremes. 
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Field State Variable Restrictions 
In Chapter IV a f ie ld state variable within the production decision 
model is discussed. This state variable relates to the actual climatic 
conditions occurring at the stages early spring, late spring and early 
summer and is used to determine possible f ie ld operations. Briefly, the 
f i e l d s ta t e variable restrictions under the base climatic scenario are 
imposed if three conditions occur. If poor climatic conditions occur in 
early spring or in late spring and the f ield is not planted, only one f i e ld 
operation pass (either plant or nitrogen application) can be made. If poor 
climatic conditions occur in la te spring with a planted f ie ld , the restric­
tion is if poor climatic conditions occur, no f ie ld operations can be made. 
Finally, during early summer, if good climatic conditions occur, nitrogen 
cannot be applied by sidedressing. 
By changing the c l imat ic condition categories as is done in th is 
specificity analysis, the years affected by these restrictions change. To 
examine the effect of the f ie ld state variable restrictions and to make the 
different climatic scenarios more comparable, two sets of restrict ions on 
the five condition climatic scenario are used. The restrictions remain the 
same in that they limit the number of f i e ld operation passes, but the f i e ld 
state variable values that are affected by the restriction change between 
the two five climatic conditions scenarios. The f i r s t set of restrictions 
is that if the process is in climatic conditions very poor in early or la te 
spring, the f ie ld operations are restricted. If climatic conditions excel­
lent occurs in early summer no sidedressing could occur. The second set 
of restrictions involve climatic conditions very poor and poor in early 
spring, very poor in la te spring and excellent and good in early summer. 
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Table 7.1 l i s t s the different scenarios and the number of years affected by 
the restrict ion at each stage. This table shows that the second set of 
restrict ions is closer to the base climatic scenario. Based on the number 
of years restricted, models base and 5-rest 2 (the f ive climatic conditions 
scenarios with the second set of restrictions on the f i e ld state variable) 
are more comparable and 3-extreme and 5-rest 1 (the f ive climatic conditions 
scenarios with the f i r s t set of restrictions on the f i e ld state variable) 
are comparable. 
Model Comparisons - Specificity 
Using the input costs at base leve ls , an interest rate of 16.46 
percent, and a corn price of $2.83/bu., the expected value using only prior 
knowledge for the four models/scenarios, climatic base, 5-rest 1, 5-rest 2, 
and 3-extreme are $259.82, 261.40, 260.40, and 267.41 dollars per acre, 
respectively. The relatively identical expected values given by the four 
models/scenarios is in agreement with prior expectations. That i s , using 
h i s t o r i c a l p r o b a b i l i t i e s . for each climatic condition (prior knowledge) 
at every stage, the models/scenarios should give the same expected value 
for the corn acre. 
The difference in the expected values when using prior knowledge in 
decisionmaking betwen 5-rest 1 ($261.40) and 5-rest 2 ($260.40) shows that 
changing the restrictions on the f ie ld state variable has l i t t l e effect on 
the historical expected value of the corn acre. This small difference in 
expected values between the two restricted models is because of the low 
probability of the process being in a restricted f i e ld state variable value 
in two adjacent stages. This probability ranges from 2 to just over 5 
percent. For exanple, the probability of being in very poor c l imat ic 
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Table 7.1 Number of Years Affected by the Field State Variable Restric­
tions by Stage for Each of the Climatic Scenarios 
Stage 
Model Early Spring Late Spring Early Summer 
Climatic Base 5 2 6 
5-Rest 11              4                            2 2 
5-Rest 22 5 2 7 
3-Extreme 4 2 2 
15-Rest 1 is the f i r s t set of r e s t r i c t ions based on r e s t r i c t i n g cl imatic 
conditions excellent in early summer and very poor in early and l a t e 
spring. 
25-Rest 2 is the second set of res t r i c t ions , based on r e s t r i c t i n g cl imatic 
conditions excellent and good in early summer, very poor in l a t e spring, 
and very poor and poor in early spring. 
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conditions in both early and late spring is 4 percent using model 5-rest 1 
r e s t r i c t e d f i e l d s t a t e variable va lues . The probability of being in 
either very poor or poor in early spring and very poor in late spring is 5.1 
percent using model 5-rest 2 restricted f ie ld state variable values. This 
example i l lustrates that there is very l i t t l e difference in the probability 
of being in a restricted f ie ld state variable value in both early and late 
spring. 
The expected values for both the three and five condition scenarios 
are similar as suggested by the prior expectations. The climatic scenario 
3-extreme has a slightly higher expected value than either the base or f ive 
condition scenario. This higher expected value is most l ikely because of 
the discrete nature of the state variables within the DP decision model 
combined with the lumpiness of the climatic conditions at each stage. At a 
given stage there are only fourteen observations on the climate index. 
These fourteen observations are not evenly spaced over the range of climatic 
conditions. This unevenness, coupled with forcing the climatic and nitrogen 
state variables into a small number of state variable values, is seen as the 
most probable source of the discrepancy between the expected values. Using 
a corn price of $2.02/bu. the 3-extreme scenario expected value under prior 
knowledge was also slightly higher than in the other three scenarios. 
Valuation of Specificity 
The results of valuing a perfect yearly predictor for each of the 
models/scenarios discussed earlier are given in Table 7*2. Two dist inct 
effects are evident in Table 7 .2 . First, independently of the corn price, 
changing the f ie ld state restrict ion from 5-rest 1 to 5-rest 2 increases the 
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Table 7.2 Expected Value of a Perfect Yearly Predictor Under Various 
Climatic Condition Scenarios and Corn Prices with Input Costs at 
Base Levels and Interest Rate Equal to 16.46% 
Corn Price 
Model 
Climate Base3 
5-Rest 1 
5-Rest 2 
3-Extreme 
Expected 
Value1 
6.91 
10.20 
11.20 
10.64 
2.83 
Percent2 
2.7 
3.9 
4.3 
3.8 
Expected 
Value 
6.86 
7.30 
7.93 
9.24 
2.02 
Percent 
4.8 
5.0 
5.4 
6.2 
1The expected value of the predictor in dollars per acre per year. 
2As a percent of the expected value from the model run using h i s to r i ca l 
probabi l i t ies of each climatic condition. 
3Expected values from Tables 5.3 and 5.4. 
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value of the information by .4 percent (3.9 to 4.3 or 5.0 to 5 .4) of 
expected NRVC. Increasing the number of f i e ld state variable values that 
fa l l under the restrictions for early spring and late summer has only a 
small effect on the value of the predictor. Second, although the climatic 
scenarios are not str ict ly comparable because of the f ie ld state variable 
restrict ions, the results in Table 7.2 suggest that forecasting the extreme 
climatic conditions has more value than forecasting the base scenario. 
A finding by Gould (1974) that "the value of information does not 
necessarily increase as the number of possible outcomes increases" (p. 71), 
lends support to the following comparisons of the various climatic condi­
tions scenarios. Comparing the base c l imat ic scenario with 5 - r e s t 2 
scenario under the two corn prices (2.83 and 2.02) shows that the value of 
predicting f ive instead of three climatic conditions is 1.6 and .6 percent 
of expected NRVC. Using a corn price of $2.83/bu., the value of predicting 
five conditions over the 3-extreme scenario is given by subtracting the 
3-extreme expected value from 5-rest 1 expected value. This subtraction 
gives a value of .1 percent of expected NRVC. The low value of predicting 
f ive over 3-extreme climatic conditions suggests that knowing the extremes 
provides the largest increase in information value of the predictor . 
Knowing the middle categories does not provide a substantial increase in 
informational value. 
At a corn price of $2.02/bu. the value of predicting f ive conditions 
over 3-extreme is -1 .2 percent of expected NRVC, which is counter intui­
tive. Although predicting f ive conditions may not have any more value than 
predicting 3-extreme conditions, i n t u i t i v e l y one would not expect the 
value to decrease. 
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There are two possible explanations for this decrease in value in 
predicting f ive conditions over 3-extreme. First, the discrete nature of 
the state variables and the lumpiness of the c l imatic conditions (as 
discussed earlier) may cause this discrepancy. The accuracy of the DP 
decision model may be. l e s s than this decrease in value, but there is no 
exact way of determining if this i s , in fact, the total reason for the 
decrease in value. 
A second and more appealing reason for the decrease in value may be 
found in Marschak (1959). Marschak provides a simple example in which the 
information structure is such that either two or three messages are re­
ceived. Messages are the number of forecast events. His exanple shows that 
the two message system is more valuable to the decision maker than the three 
message system. Marschak states that ". . . information value and informa­
tion amount do not necessarily go together" (p. 82). Various components 
given by Marschak in determining information value are the states of the 
world, probability distribution of the states, decision actions, payoff 
function, information structure, messages, and a function assoc ia t ing a 
message with an action. All these components interact when determining 
information value. 
Another study by White (1966) shows that knowing more information may 
be detrimental to the decision maker. White states that 
. . . the essential conclusion is that information can reduce 
the expected returns either for short duration processes or for 
processes with a sufficiently low discounting factor, and that, 
therefore, the generally accepted view that added information 
means better decis ion making needs to be clearly examined, 
at least if 'expected values' are to be taken as the motivating 
criterion. (p. 171) 
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White examines an inventory control problem using dynamic programming 
and a s l ight ly different framework in which to value information. The 
inventory problem in White's ar t ic le is not concerned with speci f ic i ty , but 
with discounting factors and planning period horizon. White's findings l ike 
those of Hilton (1981), Gould (1974), and Marschak (1959), a l l tend to 
support the claim that any generalization when dealing with information 
value is a risky proposition. 
Although Marschak and White's examples and discussion do not relate 
exactly to the problem analyzed in this study, their results may lend some 
credence to the result that the 3-extreme predictor has more value than the 
5-rest 1 predictor. The structure of the highly nonlinear payoff function 
within the decis ion model, the states of the decision process varying 
between models, and nitrogen application rates varying between the climatic 
scenarios may result in a system in which more information in terms of the 
number of climatic conditions forecasted is l e s s valuable under some corn 
prices. With the complexity of the real world decision making process the 
result on specificity seems highly plausible. 
IDENTIFICATION OF THE MOST IMPORTANT TIME PERIODS 
The value of predicting each stage perfectly is found for the base 
climatic scenario using the framework developed in Chapter V. Recall that 
in this framework the climatic conditions associated with the stage being 
valued are perfectly predicted. Whereas, the probabilities associated with 
the climatic conditions of the remaining stages are set at their historical 
probability l eve l s . 
One assumption not previously mentioned is made in order to value the 
various stages. The average date of maturity and moisture percent at 
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harvest does not vary with knowledge of only a single stage's c l imat ic 
condition. This assumption is made because it is not known how the expected 
date of maturity would vary as the probabilities of the climatic conditions 
within only a single stage varied. This assumption on the date of maturity 
is believed to have l i t t l e , if any, effect on the value of the predictor. 
Table 7.3 presents the expected value of predicting each stage perfect­
ly under two corn prices. The results in this table show that the three 
stages, early summer, late spring and f a l l , are the most important periods. 
These stages also are the stages in which climatic conditions have the most 
interact ion with management decisions. In early summer, nitrogen and 
climatic conditions interact to affect yield. Early summer is also restric­
ted by the f i e l d s t a t e variable restrictions. The early summer stage 
becomes more important relative to the other stages at the lower corn 
price. This finding is in accordance with the previous discussion on the 
importance of nitrogen application in determining the value of the predictor 
and the relationship of input costs and corn prices. 
The importance of nitrogen in determining the expected value of an 
early summer perfect predictor can be seen in the optimal decision rules 
under the two economic scenarios. Fall application of nitrogen under either 
economic scenario is never the optimal decision, reflecting the potential 
l o s s of nitrogen. When early summer is predicted perfectly to be good, the 
nitrogen application rate in early spring depends on price and the f i e ld 
state variable restrictions. If the producer is able to plant and apply 
nitrogen in early spring, 267 pounds/acre are applied under both corn 
prices. When the f i e ld state variable is such that planting only could 
occur in early spring, the late spring sidedressing leve l s of nitrogen for a 
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Table 7.3 Expected Value of a Perfect Base Predictor for Each Stage Within 
the Corn Decision Model Input Costs at Base Levels and Interes t 
Rate at 16.46% 
Corn Price 
Stage 
Fal l 
Early Spring 
Late Spring 
Early Summer 
Midsummer 
Late Summer 
Harvest (Oct.) 
Expected 
Value1 
2.89 
1.18 
4.20 
6.14 
.36 
.04 
.44 
2.83 
Percent2 
1.1 
.45 
1.6 
2.4 
.14 
.015 
.17 
2.02 
Expected 
Value 
1.37 
.02 
1.92 
5.15 
.29 
.07 
.45 
Percent 
.95 
.014 
1.3 
3.6 
.20 
.028 
.31 
1Dollars per acre per year. 
2As a percent of expected NRVC of decision process run under h i s to r i ca l 
p robabi l i t i es . 
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corn price of $2.02 are 0, 150, 225 or 267 pounds/acre and with a corn price 
of $2.83, the leve ls of applied nitrogen are 0, 225, or 267 pounds/acre. 
The exact level is dependent on the state of the production process. Given 
a perfect fa ir early summer prediction with a corn price of $2.83 ($2.02) 
and being able to apply nitrogen in early spring the optimal decisions are 
to apply 150 (50) pounds/acre in early spring and sidedress either 0, 50, or 
150 (0, 50, 150, 200, or 225) pounds/acre in late spring. If the producer 
is unable to apply nitrogen in early spring, either 0, 200, or 267 (0 , 150, 
200, 267) pounds/acre are sidedressed at a corn price of $2.83 ($2.02). 
Again the exact nitrogen application rate depends on the state of the 
production process. Finally, with a perfect poor early summer prediction 
and a corn price of $2.83 ($2.02) when possible 200 (50) pounds of nitrogen 
is applied at early spring. Sidedressing rates are 0, 50, or 200 (0, 50 or 
150) pounds/acre depending on the state of the process at a corn price of 
$2.83 ($2.02). 
With the optimal decis ion to always plant in early spring, late 
spring becomes important in determining if sidedressing of nitrogen is 
possible. Recall the decision model allows sidedressing to occur only in 
the stage immediately after planting. If the decision maker knows with 
certainty that the late spring climatic conditions are going to be either 
good or fair , the decision maker delays nitrogen application until la te 
spring. By delaying nitrogen application, less interest is charged on 
operating capital and the corn yield response is identical for either early 
spring or la te spring nitrogen application. When the la te spring climatic 
condition is poor (sidedress is not possible) the decision maker applies 
nitrogen before planting if possible. The optimal decision rules suggest 
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that knowing late spring climatic conditions could save the decision maker 
interest charges on operating capital. 
The last stage to have significant value is the previous f a l l (winter 
precipitation). Under the predictor framework used in this study, when the 
f a l l climatic condition is known with certainty to be good, 225 lbs . of 
fa l l applied nitrogen is the optimal fa l l decision under both corn prices. 
When the winter good c l imat ic condition occurs, the effective applied 
nitrogen is slightly higher than the applied amount. Therefore, the 
decision maker is getting a higher corn yield increase by f a l l applied 
nitrogen than the same amount of spring applied nitrogen. If fair or poor 
climatic conditions are perfectly predicted, the optimal f a l l decision is 
to do nothing. Applying nitrogen application in the fa l l is associated with 
the fact that a greater yield can occur and the low probability of not being 
able to apply nitrogen in the spring (poor climatic condition occurring in 
both early and late spring). 
The midsummer and l a t e summer stages do not interact greatly with 
management decisions. This noninteraction re su l t s in the low expected 
values for these stages in Table 7.3. The expected values presented in 
Table 7.3 for predicting midsummer and late summer support the postulated 
reason for the varying nitrogen application rates under the base economic 
scenario (see Chapter VI). The increase in relative value when the corn 
price is lowered, as is the case with early summer, supports the claim that 
these two stages do in fact affect the level of nitrogen app l i ca t ion . 
Comparisons of the optimal decision rules under each corn price for perfect 
predictions of good, fair and poor show that: (1) the optimal nitrogen 
application rates for comparable states do change sl ightly as the predic-
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tions for midsummer and late summer vary, and (2) there is no generalization 
between the prediction and the application rates. Point two says that 
nitrogen application rates depend on the state of the process. For exanple, 
for a perfect poor prediction for midsummer, the nitrogen application leve l 
depends on the state of the process. This indicates that early spring and 
late spring (which determine the state of the process) also have some effect 
on nitrogen application rates. The above results support the claim that 
early summer is the stage that is most important in determining nitrogen 
application rates, but the other stages also have an impact. 
Forecasting the harvest period climate has a very low value for at 
least two reasons. The data used to generate the harvest transitions do not 
appear to be as accurate as the data used in developing the rest of the 
stages' transitions. It is believed that the low value of forecas t ing 
October climate is due to the development of the harvest transition equa­
tions and the low cost of drying corn. 
It is surprising at f i r s t that early spring is not a more important 
stage. This stage contains f ie ld state variable restrictions, therefore, an 
inherent interaction between climatic conditions and management decisions. 
The low value placed on early spring, especially under the low corn price, 
can be explained by examining the optimal decision rules. Under the corn 
price of $2.02/bu., the optimal decision for most states of the process at 
early spring is only to plant. In a few of the state variable combinations 
the optimal decision is to plant and apply nitrogen or apply nitrogen 
alone. The restrictions are such that the decision maker is always able to 
plant at early spring. Therefore, knowing the climatic conditions at early 
spring changes the optimal decision rule l i t t l e . At the higher corn price, 
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the decision rule at early spring includes nitrogen application at rates of 
200 lbs . or more per acre. Again, as under the low corn price, the decision 
rule varies only slightly as the probability of the early spring climatic 
conditions vary. With the decision rule not varying, knowing early spring 
climatic conditions add l i t t l e to the decision making process . Again, 
nitrogen application in early spring at the higher corn price is seen as the 
cause of the difference in the expected value of the early spring climate 
predictor at the two corn prices. 
The above analysis shows the importance of the prerequisite of the 
interaction between the climatic conditions and management decisions. Also 
shown above is that the management decisions must change in order for the 
forecast to have value (early spring is an exanple). These prerequisites as 
discussed earlier must be sat isf ied for information in the form of the 
predictor to have value to a decision maker. Finally, the values in Table 
7.3 should not be interpreted as indicating that the sum of the value of 
the individual stages is greater than the value of the yearly predictor 
values given in Table 6.12. The values of the yearly predictor given in 
Table 6.12 are for only 14 of the 2,187 possible climatic conditions (seven 
stages and three conditions per stage) . It cannot be inferred that the sum 
of the individual stages is greater than the value of the yearly predictor 
from the values presented in th i s study. 
ACCURACY - P.D.F. 
Until this section, the predictor being evaluated is a perfect predic­
tor . In th is section, the value of imperfect predictors for the three 
stages determined to be the most important, winter precipitation ( f a l l ) , 
l a te spring, and early summer, are presented. The framework of imperfect 
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predictors discussed in Chapter V is employed here. As presented in Chapter 
V, the diagonal probabilities used in the conditional probabilities matrices 
for early summer are .95, .9 , .8, .7 and .6 . Each of these is the probabil­
ity of the predicted climatic condition occurring in a specific scenario. 
For example, using an accuracy level of .9 and if the prediction is for good 
climatic conditions, good conditions wi l l occur with a probability of .9 and 
fair and poor conditions occur with .05 probability (see Chapter V for a 
complete discussion). Because of insolvability of the restrictions placed 
on the probabilities, equations (5.4-5.6) , the following diagonal probabili­
t ies were used for f a l l and late spring, .95, .9 , .8 , and .72 . Equations 
(5.4-5.6) could not be solved using .7 or l e s s on the diagonal and s t i l l 
keep the probability of the remaining two climatic conditions equal. 
Winter Precipitation 
Table 7.4 presents the value of various imperfect predictors for winter 
precipitation. This table indicates that knowing the winter precipitation 
is more valuable in percentage terms to the producer at the higher corn 
price than at the lower price. Examination of the optimal decision rules 
under the two economic scenarios shows that predictions of winter precipita­
tion affect only the fa l l nitrogen and do not change the optimal decision 
rules for the other stages. The optimal fa l l decisions are summarized as 
follows: 
(1) Given either a poor or fair winter precipitation prediction at any 
accuracy level or corn price the optimal decision is to apply no 
nitrogen, 
(2) For a corn price of $2.83 and a good winter precipitation predic­
tion the optimal decisions depend on the accuracy leve l , 
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Table 7.4 Expected Value of Various Imperfect Base Predictors of Winter 
Precipi tat ion at Two Corn Prices, Input Costs at Base Levels and 
Interest Rate at 16.46% 
Corn 
Entropy 
.44 
.53 
.59 
.66 
.65 
Price 
Diagonal1 
1.0 
.95 
.90 
.80 
.72 
Expected 
Value2 
2.89 
2.24 
1.57 
.62 
.23 
2.83 
Percent3 
1.1 
.86 
.60 
.24 
.089 
Percent 
of Perfect4 
100 
78 
54 
21 
8 
Expected 
Value 
1.37 
.80 
.40 
- . 0 2 
- . 0 2 
2.02 
Percent 
.95 
.56 
.28 
- . 014 
- .014 
Percent of 
Perfect 
100 
59 
29 
- 1 
- 1 
1 Probabi l i t ies on the diagonal of the conditional p.d.f . matrix given by 
each predictor . 
2Dollars per acre per year. 
3As a percent of expected NRVC of decision process run under h i s to r i ca l 
p robab i l i t i e s . 
4Percent of the expected value of the various imperfect predictors r e l a t i v e 
to the expected value of the perfect predictor . 
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(a) predictors with 1.0, .95 and .9 probabilities on the dia­
gonal, 225 pounds/acre is the optimal decision, 
(b) fifty pounds of applied nitrogen is optimal for predictors 
with probabilities of .8 and .72 on the diagonal, and 
(3) With a corn price of $2.02 and a good winter precipitation 
prediction the optimal fa l l decisions are: 
(a) apply 225 pounds of nitrogen for predictors with 1.0 and .95 
on the diagonal, and 
(b) apply 50 pounds of nitrogen for a predictor with .9 on the 
diagonal. 
These results show the importance of corn price, and the accuracy of 
the winter precipitation predictor on f a l l nitrogen appl icat ion . The 
optimal fa l l decisions also indicate that the relatively greater importance 
of knowing winter precipitation at the higher corn price over the lower corn 
price is because of the difference in levels of f a l l applied nitrogen. 
The values presented in Table 7.4 suggest that the expected value of 
the prediction decreases rapidly as the accuracy of the p.d.f. decreases. 
For a predictor with diagonal probabilities of .9 , 46% of the expected value 
of the perfect predictor (1.0 on diagonal) is lost under the corn price 
scenario of $2.83. This lo s s for the same predictor with a corn price of 
$2.02 is 71 percent, indicating prices have an effect on the expected value 
of imperfect predictors relative to the perfect predictor. It can be 
inferred from the previous economic relationships and the results in Table 
7.4 that the decrease in expected value of imperfect predictors relative to 
perfect predictors is not only dependent on the decrease in accuracy, but 
also on input costs and output price. 
210 
Late Spring 
The expected values of the perfect predictor and various imperfect 
predictors for late spring climatic conditions are given in Table 7 . 5 . 
Unlike the various winter precipitation predictors (which only change f a l l 
decisions) the late spring predictor changes not only the f a l l optimal 
decision but also the early spring optimal decisions. 
For a l l predictions of good and fa ir late spring conditions, regardless 
of the accuracy level or corn price, the optimal fa l l decision is to do 
nothing. The optimal fa l l decision for poor late spring climatic conditions 
depends on the accuracy level and the corn price. With one exception, given 
a prediction for poor late spring conditions, the resulting fa l l decision is 
to apply 200 pounds/acre of nitrogen with a corn price of $2.83 and 150 
pounds/acre with a corn price of $2.02. The one exception being for a 
predictor with .72 on the diagonal, and a corn price of $2.02. With this 
predictor and corn price the optimal nitrogen application rate in the fa l l 
is 50 pounds/acre. The optimal fa l l decisions ref lect : (1) the probabil­
ity of not being able to sidedress in la te spring, (2) the probability of 
not being able to both plant and apply nitrogen in early spring, and (3) an 
output price effect. 
The optimal dec is ion path for a given prediction for l a t e spring 
climatic conditions (good, for example) at the various accuracy l e v e l s 
varies l i t t l e . But between two predictions (for example, good and poor) the 
optimal path varies. With the optimal paths between the different predic­
t ions varying, the decrease in expected value as accuracy decreases is 
attributed to the increasing probability of following a nonoptimal decision 
path. For example, consider an imperfect predictor wtih diagonal probabili-
211 
Table 7.5 Expected Value of Various Imperfect Base Predictors of Late 
Spring Climatic Conditions at Two Corn Prices, Input Costs at 
Base Levels and Interest Rate = 16.46%1 
Corn Pri 
Entropy 
.43 
.52 
.58 
.65 
.64 
ce 
Diagonal 
1.0 
.95 
.90 
.80 
.72 
Expected 
Value 
4.20 . 
3.39 
2.67 
1.32 
.29 
2.83 
Percent 
1.6 
1.3 
1.0 
.51 
.11 
Percent 
of Perfect 
100 
81 
63 
32 
6.8 
Expected 
Value 
1.92 
1.54 
1.19 
.59 
.19 
2.02 
Percent 
1.3 
1.1 
.83 
.40 
.13 
Percent of 
Perfect 
100 
85 
64 
31 
10 
1See Table 7.4 for a description of the table . 
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t i e s of .9, which gives a prediction for good climatic condi t ions . A 
producer using this prediction develops an optimal decision path. Following 
this decision path would result in following a nonoptimal path ten percent 
of the time, because the poor and fair climatic conditions paths vary from 
the good condition optimal decision path. 
The column entitled percent of perfect in Table 7.5 shows that the rate 
of decrease in expected value of the predictor as accuracy decreases is 
approximately the same for the two corn prices. This finding is different 
than for the winter precipitation predictor. Table 7.4 shows that with a 
corn price of $2.02, the value of the winter precipitation predictor 
decreases more rapidly as accuracy decreases than with a corn price of 
$2.83 in terms of percent of perfect. The above finding indicates that the 
nature of each stage (underlying structure) and how this stage affects the 
objective function is important in determining the expected value of the 
predictor and how the expected value decreases as accuracy decreases. As 
with the fa l l predictor, the values in Table 7.5 show that the expected 
value decreases rapidly as accuracy decreases, but not as rapidly as the 
winter precipitation predictor. 
Early Summer 
Table 7.6 presents the expected value of various predictors of early 
summer climatic conditions. As is the case with both the f a l l and la te 
spring predictors, the expected value of the predictors decreases rapidly as 
the accuracy of the predictor decreases. Although the early summer predic­
tor does decrease in expected value rapidly, this decrease is not as rapid 
as for the fa l l or late spring predictors. The expected values in Table 7.6 
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Table 7.6 Expected Value of Various Imperfect Base Predictors of Early 
Summer Climatic Conditions at Two Corn Prices, Input Costs at 
Base Levels and Interest Rate = 16.46% 
Corn Pri 
Entropy 
.46 
.56 
.62 
.72 
.77 
.76 
ce 
Diagonal 
1.0 
.95 
.90 
.80 
.70 
.60 
Expected 
Value 
6.14 
5.49 
4.86 
3.63 
2.40 
1.19 
2.83 
Percent 
2 .4 
2.1 
1.9 
1.4 
.93 
.46 
Percent 
of Perfect 
100 
88 
79 
58 
39 
19 
Expected 
Value 
5.15 
4.57 
4.00 
2.97 
2.00 
1.07 
2.02 
Percent 
3.6 
3.2 
2.8 
2.1 
1.4 
.75 
Percent of 
Perfect 
100 
89 
78 
58 
39 
21 
1See Table 7.4 for a description of the table . 
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show that the decrease in expected value is independent of the output 
price. 
For a given corn price and prediction (good, fa ir or poor) the optimal 
decision rules vary only s l ight ly as the accuracy l e v e l v a r i e s . For 
example, given a prediction of good climatic conditions the optimal decision 
path for a perfect predictor and a predictor with .95 on the diagonal does 
not vary between the corn price scenarios. For a given state, the optimal 
decision rules pertaining to nitrogen application between the d i f f e r e n t 
predictions and prices can be generalized as follows: 
(a) The same or more nitrogen is applied under a good than under a 
fair prediction, 
(b) The same or more nitrogen is applied under a fair than under a 
poor prediction, and 
(c) Between the two corn prices the same or more nitrogen is applied 
at the higher corn price. 
The above discussion on the various accuracy levels and the stages 
being predicted shows that, as with the other determinants of information 
value, there is not a monotonia relationship between the rate of decrease in 
expected value and the decrease in accuracy. Also, the results show that 
there is not a monotonia relationship between entropy and the value of the 
predictor, as discussed in Chavas and-Pope (1984). The value of the various 
predictors and their respective entropy leve ls do show that, in general, a 
lower expected value is associated with higher entropy l eve l s . This may 
indicate that entropy is a reasonable measure of accuracy when a measure is 
needed that takes into account two p . d . f . ' s as is the case of the predictor 
framework in this study. Figure 7.1 shows the relationship between the 
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ENTROPY (decreasing accuracy →) 
Figure 7.1 Graph of Entropy Versus Expected Value of Imperfect Early 
Summer Climate Predictors, Inputs at Base Levels , and In teres t 
Rate at 16.46%. 
X are for corn price of $2.83; 0 are for corn price of $2 .02 . 
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expected value of information and accuracy as measured by entropy for the 
early summer stage for both corn prices. 
LEAD TIME 
Until this section, it has been assumed that the climate forecasts are 
received in the fa l l before planting. The present section examines the 
effect of changing the stage when the climate forecast is received. Lead 
time is defined as the time interval between when the forecast is received 
by the producer and the forecasted stage. A perfect predictor framework is 
employed to value lead time for the stages which have been determined to be 
most important. 
Because of the structure of the decision model, there is no lead time 
for winter precipitation. That i s , there is no decision point between the 
previous f a l l and early spring. Winter precipitation occurs between these 
two stages. The two stages, therefore, for which lead time will be valued 
are la te spring and early summer. For la te spring, the expected value of 
lead time is between receiving the forecast in the f a l l versus early 
spring. Because the corn production decision model contains the f i e ld 
restrictions state variable in late spring, it does not make sense to value 
a f a l l versus l a t e spring lead time valuation. Recall that the f i e ld 
restriction state variable in late spring is the actual climatic conditions 
for late spring and the producer knows this state variable. Therefore, 
giving a forecast for la te spring climatic condition at la te spring would 
not help the producer because the producer already knows the l a t e spring 
climatic conditions. For early summer lead time valuat ion is between 
receiving the forecast in the f a l l , early spring or la te spring. Valuing 
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the reception of an early summer forecast in early summer is not relevant 
because of the early summer f ield restriction state variable. 
The expected value of perfect late spring predictions given that the 
forecast is received in either fa l l or early spring, presented in Table 7 .7 , 
is derived using the methodology outlined in Chapter V. Also presented in 
this table are the expected values of the lead time, i . e . , the value of 
receiving the forecast in the fa l l versus early spring. The value of 
receiving the forecast in fa l l versus early spring is approximately four-
tenths of one percent of the expected NRVC using only prior knowledge under 
either economic scenario. Because the process to generate the lead time 
valuation uses the simulation model, the value of each individual prediction 
can be ascertained. By examining the optimal decision paths, the reasons 
for the expected value of each prediction in Table 7.8 become obvious. 
The decision process is simulated from fa l l bo early spring using the 
optimal decision policy derived from using only prior knowledge. As 
outlined in Chapter V, the assumption is made that the proxy for any 
forecast for any stage to be received in the future is the h i s t o r i c a l 
probabilities of that stage's climatic conditions (prior knowledge). The 
optimal fa l l decision using prior knowledge is to do nothing. Therefore, 
the fa l l decision for a late spring predictor which gives the prediction in 
early spring is to do nothing. Given a late spring prediction in the f a l l , 
the optimal fa l l decision varies as the predictions vary. The optimal f a l l 
decision given a late spring prediction in the fa l l is to do nothing for a 
perfect prediction of fair or good la te spring climatic conditions, and if a 
perfect poor prediction is received to apply some fa l l nitrogen (see the 
previous section on most important stages). The expected values for each 
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Table 7.7 Expected Value of a Perfect Late Spring Predictor Given the 
Predictions are Received in Either the Fall or Early Spring: 
Input Costs at Base Levels and Interest Rate = 16 .46% 
1Expected value of the predictor in dollars per acre per year. 
2Numbers in parentheses are percent of expected NRVC derived from using only 
prior knowledge. 
Table 7.8 Expected Value of Receiving Each Individual Late Spring Perfect 
Base Predictor, in the Fall Versus Early Spring: Input Costs at 
Base Levels and Interest Rate = 16.46% 
1Expected value in dollars per acre for each perfect prediction. 
Corn 
Price 
2 .83 
2 .02 
Value of Predictor1 
Stage Received 
Fall Early Spring 
4.20 ( 1 . 6 2 ) 2 3.01 (1.16) 
1.92 (1.33) 1.33 ( .93) 
Value 
Fal l V 
of Receiving in the 
ersus Early Spring 
Lead Time 
1.19 ( .46) 
.59 ( .41) 
Corn 
Price 
2.83 
2.02 
Prediction 
Good 
.041 
.02 
for Late Spring 
Fair 
.03 
.02 
Climatic Conditions 
Poor 
8.16 
3.95 
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prediction for late spring climatic conditions show the e f fec t of the 
difference in the f a l l decis ion. Recall the f ie ld restriction s tate 
variable is such that if poor climatic conditions occur in early spring or 
late spring, only one f ield operation pass can be made. The values in Table 
7.8 reflect the restrictions placed on the decision model. To obtain the 
expected value of the predictions given in Table 7.7, the values in Table 
7.8 must be weighted by the probability of receiving each prediction. 
Tables 7.9 through 7.11 present the expected value of early summer 
predictions in which the forecast is received in either the previous f a l l , 
early spring or la te spring. The values in these tables show that knowing 
the early summer climatic conditions in the fa l l adds l i t t l e value to the 
corn production process. The optimal fa l l decisions for a l l predictions of 
early summer climatic conditions received in the fa l l is to do nothing. 
The optimal fa l l decision using prior knowledge is also to do nothing. This 
means that no matter when the early summer prediction is received the 
optimal fa l l decision is to do nothing. Knowing the early summer climatic 
conditions in the fa l l does not change the optimal fa l l decision; therefore 
it has l i t t l e or no value. This is i l lustrated by the fact that predictions 
in which the early summer prediction is received in the fa l l or early spring 
have approximately the same expected value. The predictor in which the 
prediction for early summer is received in late spring is approximately 
one-half of the value of a predictor in which the prediction is received in 
early spring under the $2.83 corn price scenario. With a corn price of 
$2.02 the decrease in value for receiving the forecast in la te spring over 
early spring is smaller. Examination of the optimal decision policies and 
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Table 7.9 Expected Value of a Perfect Early Summer Base Predictor, Given 
the Predictions are Received in Either the Fall, Early Spring or 
Late Spring: Input Costs at Base Levels and Interest Rate = 
16.46% 
1Expected values in dollars per acre per year. 
2Numbers in parentheses are percent of expected NRVC derived from using 
only prior knowledge. 
Table 7.10 Expected Value of Lead Time for Perfect Early Summer Base 
Predictors: Input Costs at Base Levels and Interest Rate = 
16.46% 
1E. Spring is early spring and L. Spring is la te spring, stages in which t 
predictions are received. 
2Expected values in dollars per acre per year. 
3Numbers in parentheses are percentage of expected NRVC derived using only 
prior knowledge. 
Corn 
Price 
2.83 
2.02 
Stage 
Fal l 
6.141 ( 2 . 4 ) 2 
5.15 (3 .6 ) 
Prediction i s 
Early Spring 
6.10 (2.3) 
5 .13 (3.6) 
Received 
Late Spring 
3.08 (1 .2 ) 
4.56 (3 .2 ) 
Corn 
Price 
2.83 
2.02 
Fall v s . E. Spring1 
. 04 2 ( . 0 1 5 ) 3 
.02 ( .014) 
Lead Time 
Fal l v s . L. Spring E. Spring v s . L. Spring 
3.06 (1 .2) 3.02 (1 .2 ) 
.59 (  .41)  .57 ( .40) 
221 
Table 7.11 Expected Value of Receiving Each Individual Early Summer Perfect 
Base Prediction at Various Stages: Input Costs at Base Levels 
and Interest Rate = 16.46% 
1E. Spring is used to denote early spring and L. Spring is used to denote 
the l a t e spring stage. 
2Expected values in dollars per acre per year. 
Corn 
Price 
2.83 
2.02 
Fall 
Good 
. 0 4 2 
.02 
vs. E, 
Predicti 
Fair 
.03 
.02 
Spring 
on 
Poor 
.03 
.02 
Fall v s . L. Spring 
Prediction 
Good Fair Poor 
.04 
1.36 
2.68 
.02 
6.98 
.01 
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Table 7.11, which presents the expected value of each prediction, explains 
the difference in the decrease in expected values at the two corn prices . 
At the lower corn price the optimal decision path for using both only 
prior knowledge and perfect knowledge of early summer climatic conditions of 
poor and fair received in fa l l or early spring is to apply 50 lbs . /acre of 
nitrogen in early spring if possible. The remaining amount of nitrogen is 
applied in late spring by sidedressing. With the decision paths the same 
between using prior knowledge and using the predictions, the expected value 
of the predictions should be small. This is shown in Table 7.11 under the 
$2.02 corn price scenario. With perfect knowledge of good early summer 
climatic conditions in fa l l or early spring, 267 lbs. /acre of nitrogen is 
applied in the early spring if possible. The difference in the optimal 
policies between using perfect or prior knowledge is reflected in the high 
expected value of the good prediction received in the f a l l versus late 
spring in Table 7.11 at the lower corn price. 
With a corn price of $2.83 and using only prior knowledge, if possible, 
267 lbs. /acre of nitrogen are applied in early spring. The same leve l of 
nitrogen is applied for predictions of good early summer climatic conditions 
received in the fa l l or early spring. This is reflected in the low value of 
the good prediction in Table 7.11 at the higher corn price. For predictions 
of fair (poor) received in fa l l or early spring, 150 (50) pounds/acre of 
nitrogen are applied in early spring. Depending on the climatic conditions 
in both early spring and late spring, some level of nitrogen is sidedressed 
in late spring. The decrease in expected value of not knowing the early 
summer climatic conditions until la te spring is that the process is simula­
ted from f a l l to la te spring using prior knowledge optimal decision pol icies 
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which apply too much nitrogen if f a i r or poor cl imatic conditions occur . 
Therefore , at the higher corn price , knowing the early summer c l i m a t i c 
conditions by early spring changes the decis ion policy from the optimal 
pol icy derived from prior knowledge for f a i r and poor perfect pred ic t ions . 
This change in optimal p o l i c i e s is re f l ec ted in the expected values of each 
predict ion in Table 7 . 1 1 . 
The expected values in Tables 7.7 and 7.10 show that the value of l e a d 
time is dependent on the stage when the forecast is received, the c l i m a t i c 
condit ions being forecasted, and the economic scenario. Lead time for the 
l a t e spring predictor is worth approximately four tenths of one percent of 
expected NRVC under either economic scenario. The value of the lead time of 
f a l l to early spring for an early summer predictor is approximately z e r o . 
The value of receiving the forecast in f a l l versus l a t e spring or ear ly 
spring versus l a t e spring depends on the output pr ice . As discussed above, 
the difference in the expected value of lead time at the two output p r i c e s 
is a resu l t of the difference between the optimal decision p o l i c i e s under 
the two economic scenarios . 
The above discussions and Table 7.11 support the ear l i er d i s c u s s i o n s 
( in previous sect ions) concerning the cost of not knowing ear ly summer 
c l imat ic condit ions. With a high corn price, years with f a i r or poor e a r l y 
summer cl imatic conditions have too much nitrogen applied. At the l ower 
corn price, the cost of not knowing the c l imat ic conditions is that in y e a r s 
of good early summer cl imatic conditions not enough nitrogen is applied. 
INTERACTIONS/TRADE-OFFS 
The previous r e s u l t s have focused on a s ing le design parameter f o r an 
individual stage. Such an approach is useful to determine the value of the 
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various design parameters for each stage, but it is an abstraction from the 
real world. For example, the approach taken in the previous section ignores 
any interactions that may be present between the stages that may affect the 
optimal decision path. This section briefly examines two types of interac­
tions or trade-offs that may be present between stages or design parameters. 
Earlier results presented on specif icity indicated that the 3-extreme 
perfect yearly predictor is more valuable to the corn producer than the 
base climatic yearly predictor. In the following subsection the 3-extreme 
and base climate predictions are compared. First, a comparison of the 
expected value of a perfect predictor for each stage individually is 
presented. Second, one possible set of interactions between s tages is 
examined for these two predictors. A predictor is defined which forecasts 
both early summer and midsummer. Results are presented for both a perfect 
predictor and an imperfect predictor of these two stages. Previous results 
indicated that both of these stages affect the optimal nitrogen application 
rate. If both stages affect the nitrogen application rate, there could 
possibly be an interaction between knowledge of both s tages ' c l imat ic 
conditions and the optimal nitrogen application rate. 
The subsection following the comparison of the 3-extreme and base 
climate predictors examines the tradeoffs between lead time and accuracy -
p.d.f. In that subsection the value of obtaining forecasts for either late 
spring or early spring at various stages is presented for different accuracy 
l eve l s . Results from using both the 3-extreme and base climate predictions 
are presented.1 
Only two possible interactions/tradeoffs, one between knowledge of two 
climatic condition stages and the other between two design parameters, out 
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of an almost infinite number of possible interactions between the stages and 
design parameters are examined in this study. Examination of these interac­
tions/tradeoffs should i l lustrate how such interact ions may affect the 
expected value of the various design parameters and predictors. Presenta­
tion of the results in this section differs from the ear l i er s e c t i o n s 
because the discussion centers on the comparisons or interactions and not on 
the optimal decision policy. 
Comparison: 3-Extreme vs. Base Climate Predictor 
Earlier analysis of perfect yearly predictors of climatic conditions, 
showed that the 3-extreme predictor is more valuable than the base climate 
predictor to a corn producer. A comparison of the individual s t a g e s 
evaluated by using the framework to determine the most important period is 
given in Table 7.12. The expected values associated with forecasting each 
stage individually are generally lower for the 3-extreme predictor than for 
the base climate predictor, but the 3-extreme perfect yearly predictor is 
more valuable to the producer than the base predictor. This result indi­
cates that at least for perfect predictors, knowing the extremes is more 
important when the producer knows the climatic conditions for a l l of the 
stages. A final implication from Table 7.12 is that under the 3-extreme 
predictor, knowing the midsummer climatic conditions is more valuable than 
for the base predictor. 
A question that arises when examining Table 7.12 is why is the 3-ex­
treme predictor for most of the individual stages l e s s valuable than is the 
base climate predictor? This question can intuitively be answered as 
follows. A single prediction for any extreme climatic condition is more 
valuable than for the more conservative base climate prediction. Knowing 
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Table 7.12 Comparison of the Expected Value of a Perfect Predictor for 
Each Stage Within the Corn Production Decision Model Using the 
3-Extrane and Base Climate Predictors : Input Costs at Base 
Levels, Corn Price of $2.83 and In te res t Rate = 16.46% 
Predictor 
Stage 
Fal l 
Early Spring 
Late Spring 
Early Summer 
Midsummer 
Late Summer 
Harvest (Oct.) 
Yearly predict!) 
Base1 
Expected 
Value 
2.89 
1.18 
4.20 
6.14 
.36 
.04 
.44 
on3 6.91 
Percent of 
E (NRVC)2 
1.1 
.45 
1.6 
2.4 
.14 
.015 
.17 
2.7 
3-Extrem 
Expected 
Value 
1.84 
1.30 
2.40 
3.82 
1.33 
.01 
.47 
10.94 
e 
Percent of 
E. (NRVC) 
.69 
.49 
.90 
1.40 
.50 
.004 
.18 
3 .8 
1Values from Table 7 . 3 . 
2As a percent of the expected value from the model run using h i s t o r i ca l 
probabi l i t ies of each climatic condition. 
3Values from Table 7 .2 . 
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the extreme is more valuable, but the expected values presented in Table 
7.12 are associated with the entire range of climatic conditions. That i s , 
the expected' value associated with each prediction is multiplied by the 
probability of receiving the prediction. For the data set used as the base 
in this study, the probability of receiving the prediction for extreme 
conditions is small. Although, knowing the extreme is more important, the 
probability of having an extreme climatic condition occur is low, there­
fore giving the predictor a lower expected value. Tables 7.13 and 7.14 show 
the probability of receiving each climatic condition for early summer and 
midsummer for both the base and 3-extrane predictors. These probabilities 
show that for the base predictor the probability is approximately one-third 
for each climatic condition, whereas the probabilites for the 3-extreme are 
concentrated around the fair climatic condition (50-60%). The low probabil-
i ty of receiving each extreme forecast is seen as one possible reason why 
the expected values given in Table 7.12 for the 3-extreme predictor are l e s s 
than the expected value for the base climate predictor. 
Earlier in this section it was postulated that interactions between the 
stages could be a possible cause for the difference in the expected value 
between the 3-extreme and the base climate predictor. Tables 7.13 through 
7.16 examine the possibility of an interaction between early summer and 
midsummer climate affecting the optimal decision pol icy . These t a b l e s 
derive the expected value for perfect predictors of both early summer and 
midsummer climatic conditions. The probability of receiving each combined 
prediction (early summer and midsummer) is calculated by multiplying the 
probability of receiving the early summer prediction by the probability of 
receiving the midsummer prediction. This combined probability is then 
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Table 7.13 Derivation of the Expected Value of a Perfect Base Climate 
Predictor of Both Early Summer and Midsummer: Input Costs at 
Base Levels, Corn Price of $2.83 and Interest Rate = 16.46% 
1Probability of receiving each midsummer climatic prediction. 
2Probability of receiving each early summer climatic prediction. 
3Expected NRVC from the corn acre when using the prediction for both early 
and midsummer in the corn decision model. 
4Probability of rece iv ing each combined prediction multiplied by the 
expected NRVC from the corn acre. 
5Values from Table 7 .11 . 
Midsummer 
Climate 
Good 
Fair 
Poor 
0 
Probability 
of M.Sum.1 
.3571 
.3571 
.2857 
Early Summer Probability 
Climate of E. Sum.2 
Good .4286 
Fair .2143 
Poor .3571 
Good 
Fair 
Poor 
Good 
Fair 
Poor 
.4286 
.2143 
.3571 
.4286 
.2143 
.3571 
P(NRVC)3 
340.17 
292.31 
234.32 
310.44 
271.34 
215.52 
274.76 
239.68 
189.97 
Total Expected Value 
E(Value) from using prior 
E(Value 
E(Value 
E(Value 
of predictor) 
of E. Sum. Predic tor ) 5 
of M. Sum. predictor) 
Difference 
Expected 
= Value4 
52.06 
22.37 
29.88 
47.51 
20.76 
27.48 
33.64 
14.67 
19.38 
267.75 
-259.82 
7.93 
-6 .14 
- .16 
1.43 
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Table 7.14 Derivation of the Expected Value of a Perfect 3-Extreme Climate 
Predictor of Both Early Summer and Midsummer: Input Costs at 
Base Levels, Corn Price of $2.83 and Interest Rate = 16.46%1 
Midsummer 
Climate 
Good 
Fair 
Poor 
Probability 
of M. Sum. 
.2143 
.5714 
.2143 
Early Summer 
Climate 
Good 
Fair 
Poor 
Good 
Fair 
Poor 
Good 
Fair 
Poor 
Total 
E(Val 
E(Val 
E(Val 
E(Val 
Probability 
of E. Sum. 
.1429 
.6429 
.2143 
.1429 
.6429 
.2143 
.1429 
.6429 
.2143 
E(NRVC) 
385.13 
312.95 
233.10 
345.86 
285.95 
202.73 
298.66 
240.65 
175.73 
Expected Value 
ue from using prior) 
ue of Predictor) 
ue of E. Sum. 
ue of M. Sum. 
Difference 
Predictor) 
Predictor)           -1.33 
Expected Value 
11.79 
43.12 
10.70 
28.24 
105.04 
24.82 
9.15 
33.16 
8.07 
274.09 
-267.41 
6.68 
-3 .82 
1.53 
1 See Table 7.13 for description of table . 
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Table 7.15 Derivation of the Expected Value of an Imperfect (Diagonal .9) 
Base Climate Predictor of Both Early Summer and Midsummer: 
Input Costs at Base Levels, Corn Price of $2.83 and In teres t 
Rate = 16.46%1 
Midsummer 
Climate 
Good 
Fair 
Poor 
Probability 
of M. Sum. 
.3614 
.3614 
.2773 
Early Summer 
Climate 
Good 
Fair 
Poor 
Good 
Fair 
Poor 
Good 
Fair 
Poor 
Probability 
of E. Sum. 
.4454 
.1933 
.3613 
.4454 
.1933 
.3613 
.4454 
.1933 
.3613 
Total Expected Value 
E(Value from using Prior 
E(Value 
E(Value 
E(Value 
] 
of 
of 
of 
Predictor) 
E(NRVC) 
326.11 
286.31 
236.19 
301.92 
268.19 
220.68 
272.17 
241.16 
197.83 
) 
E. Sum. Prediction) 
M. Sum. Prediction) 
Difference 
Expected 
= Value 
52.49 
20.01 
30.85 
48.60 
18.74 
28.82 
33.62 
12.93 
19.82 
265.88 
-259.82 
6.06 
-4 .86 
- .28 
.92 
1See Table 7.13 for descript ion of t ab le . 
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Table 7.16 Derivation of the Expected Value of an Imperfect (Diagonal .9) 
3-Extreme Climate Predictor of Both Early Summer and Midsummer: 
Input Costs at Base Levels, Corn Price of $2.83, and In t e r e s t 
Rate = 16.46%1 
1See Table 7.13 for description of the tab les . 
Midsummer 
Climate 
Good 
Fair 
Poor 
Probability 
of M. Sum. 
.1933 
.6134 
.1933 
Early Summer 
Climate 
Good 
' Fair 
Poor 
Good 
Fair 
Poor 
Good 
Fair 
Poor 
Total 
E(Val 
E(Valu 
E(Val 
E(Val 
Probability 
of E. Sum. 
.1093 
.6975 
.1932 
.1093 
.6975 
.1932 
.1093 
.6975 
.1932 
E(NRVC) 
366.62 
304.88 
237.81 
334.06 
280.75 
211.31 
294.93 
243.75 
187.34 
Expected Value 
ue from using Prior) 
e 
ue 
ue 
of Predictor) 
of E. Sum. Prediction) 
of M. Sum. Prediction) 
Difference 
Expected 
Value 
7.75 
41.11 
8.89 
22.40 
120.12 
25.04 
6.23 
32.86 
7.00 
271.40 
-267.41 
3.99 
-2.21 
- .69 
1.09 
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multiplied by the expected value of the corn acre from using this prediction 
in the corn production model. The sum of the probability of each combined 
prediction multiplied by the appropriate expected value gives the t o t a l 
expected value from using the predictor. Subtracting the expected value 
from using only prior knowledge gives the expected value of the predictor in 
the units of per acre per year. Tables 7.15 and 7.16 show the expected 
values of an imperfect predictor of both early summer and midsummer climatic 
conditions. 
The expected values presented in Tables 7.13 through 7.16 show that 
knowing both early summer and midsummer climatic conditions is more valuable 
than the sum of knowing each stage individually. That i s , for the base 
climate predictor, the expected value of a predictor of both early and 
midsummer is $7.93/acre/year. From Table 7.12 the sum of the expected value 
of predictors for early summer and midsummer is $6.50/acre/year ($6.14 + 
.36) . The higher expected value for knowing both stages ($7.93 - 6.50 = 
$1.43) indicates that there is an interaction between knowing the climatic 
conditions in more than one stage. This interaction affects the optimal 
decision path. For the 3-extreme predictor the comparable value to $1.43 is 
$1.53 (Table 7.14) . This higher expected value for the 3-extreme predictor 
provides support for the contention that interactions between the stages 
causes the 3-extreme yearly predictor to be more valuable than the base 
predictor. Tables 7.15 and 7.16 show that for a l e s s accurate predictor the 
same effect occurs. 
Lead Time vs. Accuracy - P.D.F. Tradeoff 
The hypothesis that a forecast received earlier in the crop year would 
be l e s s accurate than a forecast received later in the crop year is intui -
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tively appealing. In order to examine possible tradeoffs between accuracy 
and lead time, Tables 7.17 through 7.20 present the value of various predic­
tors of late spring or early summer cl imatic conditions in which the 
predictions are received at different stages. These tables present the lead 
time valuations using both corn prices for the 3-extreme and base predic­
tions. 
For both predictors, receiving an early summer forecast in the f a l l 
versus early spring has l i t t l e value (Tables 7.17 and 7.19). This result 
is discussed earlier in the lead time section. In general, the value of 
receiving a late spring forecast in the f a l l versus early spring for a given 
economic scenario and predictor stays relatively constant for the f i r s t 
three accuracy leve ls and then decreases rapidly as accuracy decreases. The 
lead time valuations are lower for the 3-extreme predictor, reflecting the 
previous discussion on the lower expected value of predicting, a s ingle 
stage with the 3-extreme climate predictor than with the base climate 
predictor. 
Using the expected values presented in Tables 7.17 through 7.20 various 
comparisons between lead time and accuracy can be made. These values indi­
cate that there is a definite tradeoff between lead time and accuracy -
p.d.f. The magnitude of this trade-off, as with the other design para­
meters, depends on the economic scenario used, the stage being predicted and 
the climate predictor scenario. As an example of the dependence of trade­
offs on the scenario, consider receiving a perfect early summer forecast in 
late spring versus an imperfect forecast in the early spring. Using a corn 
price of $2.83 and the base climate scenario (Table 7.17) the expected value 
of the perfect predictor is $3.08/aere/year, whereas the imperfect predictor 
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Table 7.17 Expected Values of Various Base Climate Predictors of Early 
Summer Given the Predictions are Received Either in the Previous 
Fall, Early Spring, or Late Spring: Input Costs at Base Levels 
and Interest Rate = 16.46% 
Diago 
Corn 
1.0 
.95 
.9 
.8 
.72 
Corn 
1.0 
.95 
.9 
.8 
.72 
nal Entropy 
Price = $2 . 
.46 
.56 
.62 
.72 
.77 
Price = $2. 
.46 
.56 
.62 
.72 
.77 
Fal l 
83 
6.14 
5.49 
4.86 
3.63 
2.65 
02 
5.15 
4.57 
4.00 
2.97 
2.18 
Value of 
Stage 
E. Spring L 
6.10 
5.45 
4.83 
3.61 
2.61 
5.14 
4.55 
3.98 
2.95 
2.16 
Predictor1 
Received 
. Spring 
3 .08 
2.73 
2.41 
1.71 
1.28 
4.56 
4.01 
3.47 
2.52 
1.75 
Fall v s . 
E. SD. 
.04 
.04 
.03 
.02 
.04 
.01 
.02 
.02 
.02 
.02 
Lead Tinme 
Fall v s . 
L. SD. 
3.06 
2.76 
2.45 
1.92 
1.37 
.59 
.54 
.53 
.45 
.43 
2 
E, 
L. 
.Sp. v s . 
. SP. 
3.02 
2.72 
2.42 
1.90 
1.33 
.58 
.52 
.51 
.43 
.41 
1Expected values of the predictor in dollars per acre per year given the 
production is received in the various stages. 
2Abbreviations are E. Sp. for early spring, and L.Sp. for Late Spring. 
These expected are the increase in expected value dollars per acre per 
year for receiving the forecast in the earlier stage. 
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Table 7.18 Expected Values of Various Base Climate Predictors of Late 
Spring Given the Predictions are Received in Either the Previous 
Fall or Early Spring: Input Costs at Base Levels and I n t e r e s t 
Rate = 16.46%1 
1See Table 7.16 for description of the t ab le . 
Diagonal 
Corn 
1.0 
.95 
.9 
.8 
.72 
Corn 
1.0 
.95 
.9 
.8 
.72 
Price 
Price 
Entropy 
= $2.83 
.43 
.52 
.58 
.65 
.64 
= $2.02 
.43 
.52 
.58 
.65 
.64 
Value of Predictor 
Stage Received 
Fall 
4.20 
3.39 
2.67 
1.32 
.29 
1.91 
1.54 
1.19 
.59 
.19 
Early Spring 
3.01 
2.25 
1.62 
.95 
.20 
1.32 
.97 
.64 
.35 
.15 
Lead Time 
Fal l v s . E. S P . 
1.19 
1.14 
1.05 
.37 
.09 
.59 
.57 
.55 
.24 
.04 
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Table 7.19 Expected Values of Various 3-Extrane Climate Predictors of Early 
Summer Given the Predictions are Received in Either the Previous 
Fa l l , Early Spring, or Late Spring: Input Costs at Base Levels 
and Interest Rate = 16.46%1 
Diagonal 
Corn 
1.0 
.95 
.9 
.8 
.72 
Corn 
1.0 
.95 
9 
.8 
.72 
Price 
Price 
Entropy 
= $2.83 
.39 
.47 
.52 
.57 
.52 
= $2.02 
.39 
.47 
.52 
.57 
.52 
Value of Predictor 
Stage Received 
Fal l E. Spring L. Spring 
3.82 
3.00 
2.21 
.73 
.19 
4.05 
3.38 
2.73 
1.48 
.33 
3.78 
2.97 
2.18 
.70 
.16 
4.03 
3.36 
2.71 
1.45 
.31 
2.42 
1.95 
1.53 
.73 
.19 
3.14 
2.59 
2.06 
1.10 
.28 
Fall v s . 
E. Sp, 
.04 
.03 
.03 
.03 
.03 
.02 
.02 
.02 
.03 
.02 
Lead Time 
Fa l l v s . 
L. S P . 
1.40 
1.05 
.68 
.00 
.00 
.91 
.79 
.67 
.38 
.05 
E. Sp. v s . 
L, Sp, 
1.36 
1.02 
.65 
- . 0 3 
- . 0 3 
.89 
.77 
.65 
.35 
.03 
1See Table 7.16 for a description of the t ab le . 
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Table 7.20 Expected Values of Various 3-Extreme Climate Predictors of Late 
Spring Given the Predictions are Received in Either the Previous 
Fall or Early Spring: Input Costs at Base Levels and In t e r e s t 
Rate = 16.46%1 
Diagonal 
Corn 
1.0 
.95 
.9 
.8 
.72 
Corn 
1.0 
.95 
.9 
.8 
.72 
Price 
Price : 
Entropy 
= $2.83 
.39 
.47 
.52 
.57 
.52 
: $2.02 
.39 
.47 
.52 
.57 
.52 
Value of 
Stage 
Fal l 
2.40 
1.76 
1.17 
.33 
- . 0 2 
1.56 
1.22 
.93 
.42 
.05 
Prediction 
Received 
Early Spring 
2.17 
1.47 
.85 
.05 
- .07 
1.29 
.92 
.62 
.29 
.02 
Lead Time 
Fal l v s . E. SD. 
.23 
.29 
.32 
.28 
- . 0 5 
.27 
.30 
.31 
.13 
.03 
1See Table 7.16 for a description of the t ab le . 
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(.8 on the diagonal) is $3.63/acre/year. This r e s u l t shows that the 
imperfect predictor received one stage earlier than the perfect predictor 
has greater expected value. 
As shown in Table 7.19 the accuracy-lead time trade-of f for 
forecasting early summer with the 3-extreme predictor involves the two 
adjacent accuracy levels . At either corn price, for the three most precise 
accuracy leve ls (diagonals 1.0, 9.5, and .9) the lower adjacent accuracy 
level received in early spring is more valuable than the higher adjacent 
accuracy level received in late spring. For exanple, with a corn price of 
$2.83 and a diagonal of .9 received in early spring the expected value from 
the corn acre is $2.97/acre/year, whereas, with a diagonal of .95 received 
in late spring the expected value is $2.42/acre/year. 
The summer lead time valuations ref lect the optimal decision pol ic ies 
under each economic scenario . As discussed earlier in the lead time 
section, for the base climate predictor and a corn price of $2.83, nitrogen 
is applied earlier in the crop year than for a corn price of $2.02. The 
expected value for lead time for early summer climatic conditions ref lects 
this difference in the optimal decisions, i . e . , lead time is more important 
at the higher price rather than at the lower corn price (Table 7.17) . With 
the 3-extreme predictor, the optimal decision rule varies l i t t l e as the corn 
price varies. The relative expected values for lead time under the two corn 
prices are similar for the 3-extreme predictor (Table 7 .19) , reflecting the 
fact that the optimal decision policies vary only s l ightly as corn price is 
varied. 
For the la te spring predictors, the only late spring prediction to 
change the optimal fa l l decision is a prediction of poor climatic condi-
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tions. Recall that poor climatic conditions in late spring res tr ic t the 
decision alternatives available to the decision maker. The lower expected 
value for the 3-extreme compared to the base predictor (Table 7.18 versus 
Table 7.20) is in a l l likelihood a function of: (1) the lower probability 
of having both poor early spring and poor late spring climatic conditions 
(Table 7.1 and discussion in specificity section of the present chapter), 
and (2) the lower values for predicting each stage individually, as pre­
viously discussed. 
The main objective of this section has been to examine interactions and 
trade-offs between the stages and design parameters. Although only two 
interactions between stages or design parameters are examined, the analysis 
suggests that such interactions are important in designing climate fore­
casts. These interactions or trade-offs are dependent on both the economic 
and the climatic scenario. This las t finding is not surprising, as a l l the 
determinants of information value seem to be dependent on the scenario. 
Various forecast design parameters are valued at two different economic 
scenarios . The expected values of the different design parameters are 
explained by examination of the optimal decision pol icies . This examination 
shows that in order for a design parameter to have value, the optimal 
policies must change as predictions changed. In general, the expected value 
of a design parameter depends on the economic scenario and the stage 
associated with the design parameter. Putting the axpected value of each 
predictor in percentage terms may eliminate some magnitude effects caused 
by the higher output price. 
SUMMARY 
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Implications that can be drawn from the results presented in t h i s 
chapter along with limitations of the study and recommendations for further 
study are presented in the next and final chapter. This l a s t chapter 
unifies the results so that useful recommendations can be made. 
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NOTES 
1. When comparing the r e su l t s of the 3-extreme and the base climate scenar­
io, it must be kept in mind tha t the two predictors are not exactly 
comparable because of the f ie ld s t a te variable r e s t r i c t i o n s . These 
r e s t r i c t i o n s are discussed in the specif ici ty section. 
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CHAPTER VIII 
IMPLICATIONS, LIMITATIONS, AND RECOMMENDATIONS 
In this study a corn production decision model is developed to value 
various climate forecast design parameters. This chapter unifies the 
results presented earlier and draws implications important to the design of 
climate forecasts, the economics of information, and further research on 
farm level models and stochastic intertemporal optimization. 
Many of the relationships in the corn production model are taken from 
previous studies. Results obtained from the optimization and simulation 
models are highly dependent on the re l iabi l i ty of the relationships devel­
oped in these prior studies. These results should also be viewed in l ight 
of the criterion, that of f l ex ib i l i t y , uti l ized in selecting the estimated 
production function used to develop the transition equations. Assuming 
technology is not changed by climate forecasts, choosing the production 
function with the most inherent f l ex ib i l i ty may bias the results upward if 
the l e s s f l ex ib l e production function i s , in fact, the true underlying 
production technology. 
The corn decision model i s , in a l l likelihood, more f l ex ib le for a 
single corn acre in terms of decision making than current real world farm 
decision making processes. It is not l ikely that producers possess the 
knowledge of the exact relationships or the state of the process. Having 
more inherent f l ex ib i l i ty in the decision process may understate or over­
state the expected value of climate forecasts. The exact bias, however, 
cannot be determined. When using prior knowledge, the expected NRVC 
from the more f lexible decision process would be increased over the expected 
value from the corn acre when using the l e s s f lex ible current decision 
making process. Also, the expected NRVC from the corn acre when using a 
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climate forecast would also be higher when using the more f lexible model. 
It is conceivable that as climate forecasts are received in a more meaning­
ful manner to corn production, managers will adopt more flexible production 
strategies. These more f lexible strategies may more closely approximate the 
corn production model. With the above interacting factors, the bias of 
using the more f lexible corn production model is undetermined. 
A final consideration that should be mentioned before proceeding to the 
implications of the results is the assumption made about the producer's 
prior knowledge of climatic conditions. It is assumed that the producer's 
prior knowledge is formed solely by the historical probabilities of each 
climatic condition. Various other prior knowledge scenarios could have been 
used. The e f f ec t of d i f ferent assumptions on prior knowledge on the 
expected value of climate forecasting depends on how the prior knowledge 
decision policy varies from the optimal decision policy for each year. The 
framework developed in this study can be modified to handle d i f f e r e n t 
specifications of prior knowledge. 
With the above considerations in mind, the major portion of the 
remainder of this chapter is devoted to implications that can be drawn from 
this study. These implications can be categorized into three, nondistinct 
categories. The next sections discuss the implications for each of the 
fol lowing three categor ies : meteorology, agriculture, and information 
valuation. Limitations of the study and recommendations for further study 
conclude the chapter. 
IMPLICATIONS - METEOROLOGY 
The major implication about forecast designs that can be drawn is that 
corn production has the necessary f lexibi l i ty needed to u t i l i ze climate 
forecasts. This f lex ibi l i ty allows the corn producer to change the optimal 
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decision paths as climate forecasts vary. This f l ex ib i l i ty is a prere­
quisite for climate forecasts to have value in the corn production decision 
process. A second generalization is that numerous complex i n t e r a c t i o n s 
exist among the determinants of information value. That i s , the deter­
minants of the value of information; economic scenario, climatic predictor 
scenario, stages being forecasted, etc. a l l affect the expected value of any 
climate predictor. A final general implication is that more research is 
needed in developing climate forecast designs for midwestern agriculture. 
This last generalization will be expanded upon in the l i m i t a t i o n s and 
recommendations section. 
Weather Parameters 
Winter precipitation is forecasted as an individual weather parame­
ter. For the remaining stages an index (proxy) which is related to the 
weather parameters is forecasted. Forecasting such a proxy has value in 
decision making. It may be more useful to a corn producer to know the more 
general catagories of good, fair or poor growing climatic conditions than 
individual weather parameters. This conclusion is drawn because forecasting 
a proxy for the weather parameters is shown to have value. Further it is 
l ikely that the effect of each weather parameter individually as well as the 
interaction between the weather parameters on corn yie ld is not known by 
producers. Therefore, forecasting a proxy for the weather parameters may 
provide climate information in a more useful manner to the corn producer 
than individual parameter f o r e c a s t s . This impl icat ion is more of an 
i n t u i t i o n than an exact implication. The results presented give some 
support to this idea, because forecasting a proxy for weather parameters has 
value. 
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The forecasts in this study are for crit ical growth periods. These 
periods do not correspond to calendar months. Current climate forecasts are 
given for calendar months, e .g. June precipitation. Examination of Tables 
4.4 and 4.5 shows that not only do the index values vary between stages, but 
the correlation coefficients between the index and weather parameters vary 
between the stages. These facts indicate that climatic conditions affect 
corn growth differently at the various stages of plant development. 
Therefore, a more relevant information system for corn producers would fore­
cast climatic conditions for the various growth stages rather than fore­
cast climatic conditions on a monthly basis. 
When considering several crops grown in the same area, it is conceiv­
able that the crops' crit ical growth stages wi l l differ. Having different 
crit ical growth stages complicates both the idea of forecasting an index 
and forecasting the crit ical growth periods. This complication exemplifies 
the need to extend the analysis presented here to a multicrop framework. 
Specificity is examined in numerous ways. Results from these various 
valuations are inconclusive. First, the expected values of four perfect 
yearly predictors are determined (Table 7 ,2 ) , These predictors are a base 
climate predictor, a 3-extreme predictor, and two different f ive climatic 
condition predictors. These valuations suggest that the 3-extreme predic­
tor is more valuable to a profit maximizing producer than any of the 
other perfect yearly predictors at the lower corn price. At the higher corn 
price the 3-extreme and five condition predictors have approximately the 
same expected value, which is greater than for the base predictor. A 
perfect 3-extreme predictor has the highest expected value over the range 
of corn prices considered in th i s study. 
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A second comparison made for specificity is the value of predicting 
each stage individually for the 3-extreme and base climate predictors. In 
general for this comparison, the expected value for a given stage is higher 
or approximately the same for the base climate predictor. A third compari­
son examines one possible interaction between knowledge of climatic condi­
tions in different stages and the effect on the optimal decision path. The 
interaction between a l l stages is greater under the 3-extreme predictor. 
This interaction has important implications in determining which preditor 
scheme, base or 3-extreme, should be developed. This interaction is greater 
in the 3-extreme predictor even at lower accuracy l eve l s . In fact, at lower 
accuracy levels this interaction may become more important. 
A f ina l comparison between the 3-extreme predictor and the base 
predictor is presented in the lead time-accuracy trade-off section. The 
greatest trade-off between lead time and accuracy occurs with the base 
climate predictor with the high corn price for early summer forecasts (Table 
7.16). For the remaining scenarios no strong pattern of trade-offs between 
accuracy and lead time could be identified. 
Efforts to identify the most valuable form of the forecasting scheme 
to a midwestern corn producer are inconclusive. Given certain economic and 
predictor scenarios the base forecasting scheme is more valuable, but given 
another scenario the 3-extreme forecasting scheme is more valuable. As with 
the other determinants of information value, the results show that the 
determinant specif icity is dependent on the scenario. The extreme climatic 
conditions occur with a low probability (see Table 5 . 8 ) . This low proba­
bi l i ty of the extreme conditions is seen as one factor in determining the 
expected value for the 3-extreme predictor. For regions in which the 
extreme conditions occur with a higher probability the inconclusiveness of 
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implementing an extreme predictor over the base forecasting scheme may 
disappear. 
Time Periods With the Highest Returns to Forecasting Efforts 
For al l predictors and economic scenarios the most important decision 
a l t e r n a t i v e s are the time and rate of nitrogen application. Because 
nitrogen is the most important decision alternative, in terms of f lex ibi l i­
ty, the stages in which climatic conditions affect nitrogen application are 
the most important forecasted time periods. Early summer with i t s direct 
interaction on yield between nitrogen and climatic conditions is by far the 
most important period. For any given scenario, predictor and economic, 
knowing the early summer climatic condition has a higher expected value than 
knowing the climatic conditions of any of the other stages. Results in 
Chapters VI and VII indicate that at a minimum, midsummer climatic condi­
tions also affect the optimal nitrogen application rate. 
Knowledge of the climatic conditions in both early spring and l a t e 
spring is important in determining the timing of nitrogen application. The 
climatic condition during the spring time period affects the number of f i e l d 
operations which can be accomplished. With the optimal decision to always 
plant in early spring, knowledge of the late spring climatic conditions, 
which determines if sidedressing can occur, is important in determining when 
to apply nitrogen. 
Results from this study imply that research in forecasting climatic 
conditions should concentrate on efforts toward forecast ing the s tages 
where nitrogen interacts with climatic conditions. The most important 
period is early summer. Research efforts which would give the proba­
bil i ty of being able to make the necessary field passes in each of the 
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spring stages is the second area of highest value to the corn producer. 
Results in th i s study indicate that such an inquiry should concentrate on 
the late spring stage. Finally, the third important climatic condition to 
be forecast is winter precipitation. • Forecasts of winter precipitation are 
only valuable when predictions of low winter precipitation are received. 
When winter precipitation is low, a higher yield response is realized for 
fa l l applied nitrogen than spring applied. The higher response to fa l l 
applied nitrogen overrides the increase in interest paid on operating 
capital due to nitrogen being applied earlier in the crop year. 
Lead Time-Accuracy P.D.F. 
A major emphasis of this study relates to the value of accuracy of the 
predictors and possible trade-offs between lead time and accuracy. As shown 
in Tables 7.4, 7.5 and 7.6, imperfect predictors of f a l l , l a t e spring and 
early summer stages have value in decision making. The expected values 
in these tables show the expected conclusion that there is a decrease in 
expected value of the predictors as accuracy levels decrease. The rate of 
decrease in expected value as accuracy decreases is dependent on the stage 
being predicted and economic and climate scenario. Conclusions drawn from 
Tables 7.4 through 7.6 and 7.16 through 7.19 for imperfect predictors in 
which the predictions are received in the fa l l are: 1) imperfect predictors 
of early summer climate conditions have more value than imperfect predictors 
of late spring or winter precipitation, 2) the rate of decrease in expected 
value as accuracy decreases is slower for the early summer predictor than 
for either the fa l l or la te spring predictor, and 3) for early summer 
c l imat ic condit ions the base climate predictor's rate of decrease in 
expected value as accuracy decreases is slower than for the 3-extreme 
predictor of early summer. 
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Tables 7.16 through 7.19 show that lead time is an important design 
parameter. Easterling (1985) surveyed users of National Oceanic and 
Atmospheric Administration Monthly and Seasonal Outlook subscribers. He 
concluded that lead time is the most important factor in differentiating 
systematic users of the outlook from nonusers. Easterling states , " . . . 
the fact that the CAC prediction has virtually no lead time appears to be a 
serious obstacle to i t s systematic use by a significant portion of the 
subscribers" (p. 10). Easterling's f indings coupled with the r e s u l t s 
presented in this study indicate that lead time or timeliness of receiving a 
climate forecast is an important determinant of information value in 
decision making. 
Two factors which are not included in the corn production model that 
could conceivably make lead time even more valuable are: 1) competition 
between the corn plants, and 2) differential yield responses to the time 
periods when nitrogen is applied. Competition for water between the 
individual corn plants during years with low precipitation or high tempera­
tures would most l ikely occur during the summer. With the optimal decision 
to plant in early spring, knowledge of the summer climatic conditions in 
early spring could influence the optimal planting density if competition is 
a s ign i f i cant factor affecting yields. If nitrogen yield responses on 
different so i l types are dependent on the time period applied, as indicated 
by Taylor, Swanson and Welch (1973), it is conceivable that lead time would 
become even an even more important determinant of the value of c l imate 
forecasting. 
Both Easterling's and the present study imply that forecasts for future 
climatic conditions received earlier in the season lead to higher expected 
net returns in the decision making process. For example, rather than 
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rece iv ing a June forecast on the f i r s t of June, it maybe more valuable to 
rece ive a l e s s accurate June forecast in May when dec i s ions on plant ing are 
being made. Therefore, the current forecas t ing schemes should be examined 
more c l o s e l y , and possibly be reformulated to be of higher value to corn 
producers. 
IMPLICATIONS FOR AGRICULTURAL RESEARCH 
As expected, a review of the physical , b io log ica l and a g r i c u l t u r a l 
science l i t e r a t u r e , along with personal communications with research scien­
t i s t s , revealed that a wealth of information and data e x i s t pertaining to 
midwestern crop production. However, the d irect usefulness of t h i s informa­
t ion in developing the t rans i t i on equations in the corn production model is 
l imi ted . Limitations of t h i s data ar i se because of the experimental designs 
employed in the previous s tud ie s . These s tudies do not examine the e f f e c t s 
of varying several management pract ices over a wide range of c l imat i c condi­
t i o n s , which is the form of a data set necessary to estimate the corn 
product ion function used in t h i s study. Also data pertaining to f i e l d 
l o s s e s as re la ted to c l imat ic condit ions i s simply not ava i lab le . Various 
s i m u l a t i o n models were employed in t h i s study to obtain the data s e t 
used for estimating the corn production funct ion. 
Some r e s e a r c h shou ld be d i r e c t e d toward developing the agronomi­
cal re la t ionsh ips needed in formulating models such as the corn dec i s ion 
model. Future increases in computer capacity w i l l permit greater sophist i­
cation of computer models. Thus s c i e n t i s t s making recommendations to both 
producers and to other research s c i e n t i s t s w i l l need better data. Because 
the corn production process is one where inputs are sequent ia l ly i n j e c t e d 
i n t o the system, data should be co l l ec ted in such a way to capture t h i s 
t imel iness e f f e c t . 
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A second implication for agricultural science concerns n i trogen 
appl icat ion r a t e s . Current recommendations are to decrease nitrogen 
application rates if the summer is going' to be poor in terms of growing 
conditions. The present study recommends decreasing the nitrogen applica­
tion rate if poorer early summer climatic conditions are to occur, c e t er i s 
parabis. If poorer climatic conditions are to occur in midsummer and l a t e 
summer, the recommendation is to increase the nitrogen application rates 
s l i g h t l y , c e t e r i s parabis. This recommendation is highly dependent on 
the work of Hollinger and Hoeft (1985a). 
The remaining implications from this study directed toward the agricul­
tural disciplines involve the use of DP. These implicat ions focus on 
farm modeling but the implications are broader in scope and apply to DP in 
many diverse applications. One of the objectives of this study is the 
determination if a detailed model of the crop production process can be 
solved by stochastic DP. As discussed earlier, the major constraints on the 
detail that can be modeled are the data requirements and the "curse of 
dimensionality". 
The "curse of dimensionality" as introduced by Bellman describes the 
extremely large computer storage requirements resu l t ing when a d i r e c t 
computational procedure is applied to the DP recursive equation. In 
general, the "curse" is an inherent characteristic of dynamic optimization 
problems as the number of state variables increase, and is not a feature 
unique to DP. The nature of the "curse" is changing, however. Previous 
studies such as Taylor and Burt (1984) and Burt, Koo and Dudley (1980) along 
with the present study provide examples of this change. 
The change in the curse is from the old constraint on the number of 
possible state variables included in the model to the present problem of 
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interpreting the computer model output. The two studies above and the 
present study exploit the special structure of the specif ic problem being 
analyzed to increase the number of state variables included in the model. 
Outputting of the optimal decision paths from DP models is done onto a 
two-dimensional computer printout. Because each s tate var iable adds a 
dimension to the model, increasing the number of state variables poses 
problems in reading and presentating of the multidimension output in 
two-dimensional space. This problem will become more acute as computers 
become more eff icient and programming techniques are refined which allow 
more state variables to be included in DP models. 
The stochastic nature of the corn model along with the number of 
decision alternatives available to the decision maker are also unique to 
this DP model. The inclusion of stochastic climatic conditions is not 
unique in i t s e l f , but having the climatic conditions affect different 
state variables at the various stages is unique. This causes certain state 
var iables to be stochastic at some stages and deterministic at others. 
Varying the stochastic nature of the state variable is a unique feature of 
this DP model. A large number of possible decision alternatives (60) is 
available to the decision maker at both early spring and late spring. This 
number is far more than normally considered in DP models. 
Kennedy (1981) is pessimistic about the usefulness of DP models applied 
to farm planning in general. In contrast, Burt (1982) states " . . . I am 
optimistic about the opportunities for the application of stochastic DP in 
th is area" (p. 391). This study provides an optimistic outlook on the use 
of DP in farm planning. To the author's knowledge, the corn production 
model is the f i r s t model which looks at the optimal sequencing of inputs, 
other than irrigation, in crop production. Other studies have examined the 
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problem of which crop to plant or herbicide application rates, but most of 
these studies are for yearly decisions and not decisions pertaining to a 
single crop year. With the advent of supercomputers, the "curse of dimen­
sionality" wi l l shift even faster from storage and computational time to 
interpretation of the output. The above discussion clearly shows DP has the 
potential to be a problem solving approach for whole farm models. 
IMPLICATIONS - ECONOMICS OF INFORMATION 
Most of the implications of this study that are directed toward valuing 
information are discussed e a r l i e r in t h i s chapter. These previously 
discussed implications are l isted below. Following t h i s l i s t i n g , some 
implications that are not previously discussed are presented. Implications 
previously discussed are: 
1) There is a complex re la t ionship between the determinants of 
information and the value of information. 
2) Output prices and input costs are very important in determining 
information value. Because of magnitude effects caused by prices 
and costs, relative rather than absolute values for information 
are important. 
3) There are definite trade-offs between the various determinants of 
information value, for example, lead time and accuracy trade-off. 
4) Finally, the sum of the values of individual forecasts for each 
stage does not equal the expected value of forecasting a l l the 
stages simultaneously. This indicates that in a dynamic process 
there can be interactions between knowledge of the uncertain 
conditions in the various stages. 
The model results further indicate that there is not a monotonia 
relationship between entropy and the value of information. Entropy is a 
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single-valued measure of information content and may be useful in th i s 
context. But information is a multidimensional concept and reducing 
information to a' single-valued measure is l ikely to be inexact. The entropy 
value takes into account both the p.d.f. associated with the probability of 
receiving each prediction and p.d.f. associated with each prediction. The 
lack of monotonicity is l ikely due to the combining of at least two types of 
information. First is the probability associated with rece iv ing each 
prediction and the second type is each predictions's conditional p.d.f. 
The postulated reason for the lack of a monotonic relationship between 
entropy and the expected value of information is that information is a 
multidimensional concept whereas entropy is a single-valued number. It is 
noteworthy to observe that, for at least the expected values presented in 
this study, there is a monotonic relationship between the entropy associated 
with only the conditional probability matrix for the predictions and the 
expected value of information. This is important because th i s matrix 
contains the probabilities used in decision making. 
An interaction between the uncertain events and management ac t ions 
 is discussed as a prerequisite for increased information (forecasts) to have 
value. The results presented in this study imply that at l eas t on an 
empirical basis, this prerequisite is a necessary but not a sufficient 
condition.* The expected values presented in Table 7.3 show that a perfect 
predictor of early spring, a stage with an expl ic i t interaction with 
climatic conditions, has l i t t l e or no value under certain economic scen­
arios. 
LIMITATIONS AND RECOMMENDATION FOR FURTHER STUDY 
Besides the usual data and modeling assumptions l i m i t a t i o n s which 
are present in a l l studies, the results of th is study have additional 
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qualifications. In designing a climate forecast for midwestern agriculture 
the entire production process should be modeled in order to make the most 
meaningful recommendations. As discussed earlier, because of data, time, 
and resource constraints, the present study is limited to a single acre 
in which only corn can be grown. With this limited scope, the values of 
forecasts are probably biased downward. It is conceivable that by adding 
time and machinery constraints to the model in conjunction with t i l l a g e 
operations on multiple acres, the expected value of spring climate forecasts 
would increase. Adding management alternatives and constraints on the 
alternatives which are dependent on climatic conditions, e.g. being able to 
enter the f ie ld to perform ti l lage operations, the expected value for 
forecasts of the spring conditions would likely increase. 
Modeling only a single crop could also bias the results downward. 
Certain climatic conditions may favor a particular crop over another crop. 
Allowing the producer to switch to alternative crops as climatic conditions 
vary may increase the expected net return for the producer. Rotation of 
crops in the midwest is a pest management strategy. Including various pest 
infestation leve l s which could be a function of the climatic conditions 
increases the need to include more crops in the production process. 
Finally, the use of one soil type, Drummer, in east-central I l l i n o i s 
l imits the scope of the results . Drummer soi l is considered a high quality 
soi l for corn production. The climatic conditions in east-central I l l i n o i s 
favor corn production and do not have the extreme fluctuations that other 
areas experience. If a poorer quality soil and/or an area with greater 
climatic extremes ( i . e . , southern Minnesota, which has a greater chance of 
an early frost) are modeled, climate forecasts would in a l l likelihood have 
greater value. 
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The results presented in this study abstract from any supply or demand 
effects that may occur as forecasts of climatic conditions are ut i l ized. 
As shown by Lave (1963) the e las t ic i ty of supply can have a major impact on 
the value of information to the industry as a whole and to to the individual 
producers. Lave's findings show that if a single producer had the improved 
weather information, that producer could increase expected profits . If the 
industry as a whole had the improved weather forecasts, at l eas t in the 
short-run, a l l producers would be worst off. 
Recommendations for further studies include modeling a farm decision 
process which overcomes the l imitations of this study. In order to overcome 
these limitations, the limiting factors discussed throughout this chapter 
should be added to the present corn model. Implementing the above recom­
mendations would give a fairly complete picture of the value of climatic 
forecasting for midwestern crop production. Such a research project as 
described above would be an ambitious project and would require that various 
disciplines cooperate in a multidisciplinary research program. 
Other recommendations for further study do not involve expansion of 
the modeling process. The f i r s t is to evaluate the current approach of 
forecasting climatic conditions. Examining the usefulness of present 
forecasts in terms of accuracy, lead time, and periods covered in a frame­
work similar to the manner used in this study is seen as another useful 
research project. 
Another important determinant of the valuation of information is 
the prior knowledge of the decision maker. This study assumed that the 
decision maker's prior knowledge consisted of the historical probabilit ies 
of the different climatic conditions. As noted earl ier in this chapter, 
changing the assumptions on the prior knowledge could affect the expected 
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value of the various climate predictors. These observations imply that a 
useful research project would be a study which tr ies to develop better 
estimates of the producer's prior knowledge. Extending this proposed study 
beyond just determining the producer's prior knowledge would be to determine 
what elements of the crop production decision making process are believed by 
individual producers to be important. Finally, a study that examines the 
effects of climate forecasts on crop supply, would be useful in analyzing 
the complete picture of the value of climate forecasting to midwestern crop 
production. 
SUMMARY 
Both the need to model farm product ion in a dynamic framework and the 
need for a better understanding of the economics of information are dis­
cussed in Chapter I as the basis for the present study. In order to 
address the above two general goals, the specific objective of valuing 
various climate forecast designs for corn production is undertaken. With 
respect to the specific objective, the findings of the study show that corn 
production has the necessary f lex ibi l i ty for climate forecas t s to have 
value to a corn producer. It is also shown that the design parameters lead 
time and accuracy - p.d.f. are the two most important parameters in terms of 
the expected value of the climate forecast. A major implication drawn from 
this study is that more research is needed in examining the question of 
the design of climate forecast for agriculture. 
The use of synthetic data sets is shown to be a useful procedure to 
overcome the data requirements of analyzing dynamic production processes. 
Applying stochastic DP to an intrayear production model provides an optimis­
t i c outlook on the future of modeling the crop production process. The 
implication is that static models of crop production should no longer be 
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justif ied because of the lack of data and/or technique which can handle a 
dynamic crop production process. This is not to say that in some cases 
stat ic models are useful and maybe even the correct modeling framework. By 
using dynamic models which more closely represent the real world situation, 
however, more meaningful implications can be drawn. 
Agricultural economics, being a profession which provides information, 
is lacking in theories and methodological procedures to adequately value 
information. As stated in Chapter I, the agricultural sector provides a 
useful setting to expand our knowledge of the economics of information. The 
design parameters of climate forecasts can be interpreted in a much broader 
context as determinants of information value. Design parameters such as 
lead time and s p e c i f i c i t y have received l i t t l e treatment in previous 
studies. The need to treat these determinants of information value in other 
areas of forecast ing is considered an important implication. Making 
information more relevant to the decis ion maker in order to increase 
productivity should be a primary goal of an agricultural economist. This 
requires evaluation of the various determinants of information and asso­
ciated costs of obtaining the information. 
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