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ABSTRACT

Cai, Jie. Ph.D., Purdue University, December 2015. A Low Cost Multi-Agent Control
Approach for Building Energy System Management. Major Professor: James E. Braun,
School of Mechanical Engineering.

More than 40% of the primary energy is related to energy consumption in buildings in the
United States and if buildings are not operated properly, a significant amount of energy is
wasted. This matter is becoming widely recognized and the subject of building optimal
controls has attracted growing research efforts in the past few years. However, the
deployment of advanced controls in buildings has been progressing very slowly because
of the high implementation (sensors, software programming, etc.) cost. In particular,
modeling of building energy systems is a challenging task due to the internal
complexities, which poses an important barrier for model-based controller designs in
buildings.
This thesis presents a low-cost multi-agent control approach for managing building
energy systems. Firstly, a general multi-agent framework is reported which defines a
general agent structure along with the physical connections between agents. With the
help of this framework, a multi-agent system can be easily setup and configured for any
given building energy system. With some symbolic manipulations, the framework is able
to automatically compose an optimization problem for the target system that can be
solved either in a centralized manner or with some distributed optimization techniques.
The controller design procedure is automated within the framework, which would reduce
the engineering effort and, thus, the implementation cost significantly.
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The agent behavior can be either integrated in devices by manufacturers or identified on
the fly using collected operating data. A specific effort has been spent on data-driven
modeling of building energy systems to enable multi-agent controls. Building envelope
and heating, ventilation and air conditioning (HVAC) equipment models are dealt with
separately due to the significant difference in their time constants. A building envelope
has relatively slow response, especially for buildings with high thermal mass elements
made from concrete, brick, and/or stone. Thus, a dynamic thermal network model is used
and the key parameters are estimated with training data. Different problems associated
with developing data-driven models of envelopes are investigated including modeling of
single-zone and multi-zone buildings as well as optimal excitation design to obtain an
informative training data set.
In contrast to building envelopes, HVAC equipment is usually fast in response and static
models are typically used. This study considers two types of air-conditioning (AC)
systems that are dominantly utilized in commercial buildings: direct-expansion (DX) and
chilled water systems. A correlation-based model and a physical-component-based model
are presented for DX units with capacity modulation and variable airflow, which were
trained with field data and their performances were compared. For chilled water systems,
a gray-box model is developed for the cooling coil, which is then integrated with an
empirical chiller model to represent the overall system characteristics. Control-oriented
models for other HVAC devices are also reported including models for supply fan,
chilled water pump, etc.
A multi-agent controller should be able to combine control heuristics with optimizationbased approaches to provide a scalable and computationally tractable solution. Heuristic
control approaches are based on some well-developed and general rules for a specific
type of system. They should be easily integrated in devices and, most of the time, should
be able to provide near-optimal performance. In this study, a simple control heuristic is
proposed for a specific DX unit based on optimization results. With a small modification,
the proposed heuristic is generalized to be applicable to any DX unit and the impact of
different system configurations, pressure control schemes and climate conditions on the
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control performance is studied with the help of simulation models. For chilled water AC
systems, a simple heuristic rule is also identified from optimization results of a
representative system. By virtue of the developed control heuristic, the optimization
problem of chilled water cooling systems can be formulated under a convex form, which
is critical in ensuring convergence of the adopted optimization algorithms.
For cases where near-optimal heuristics are not available, an optimization-based
controller is needed. The developed multi-agent framework is able to synthesize a
controller either in a centralized or a distributed (multi-agent) scheme depending on the
complexity of the target building. As a test case, a multi-agent controller was synthesized
and applied to a centralized AC system serving multi-zone buildings where the proposed
control method was able to recover most of the energy savings.
A heuristic-optimization combined control appears to be a promising approach since a
general HVAC system usually consists of both heuristic-mature devices and heuristiclacking devices. To test this idea and to demonstrate a scalable heuristic-integrated model
predictive control (MPC) method for buildings, the proposed DX unit heuristics were
integrated with a simplified MPC and performances of different control strategies were
evaluated and compared. In addition, the developed heuristics for chilled water systems
were utilized to develop a scalable and robust distributed MPC approach for a multi-zone
building or a building cluster under a demand response (DR) scenario. With some
moderate modification, a distributed optimization approach for a long-term energy
management problem is proposed whose solution could be used as a benchmarking tool
to study different DR strategies. Both the DMPC and long-term optimization approaches
can be easily implemented within the multi-agent control framework where the heuristics
are embedded in the HVAC agents.

1

CHAPTER 1. INTRODUCTION

Penetration of advanced building control techniques into the market has been slow due to
several reasons: (1) buildings are unique in terms of both building construction and
heating, ventilation and air-conditioning (HVAC) system configuration, which makes a
building specific controller design costly; (2) control-oriented modeling of building
energy systems is in general a challenging task due to the internal complexities; (3)
optimal control of complex building energy systems is difficult because of the
nonlinearities in the models as well as the large number of constraints in the system
operation.
This study envisions a low-cost multi-agent control approach for building energy systems
that could address the aforementioned issues. Towards this goal, the following elements
are developed: (1) a general multi-agent control framework that could facilitate a
controller design process: if the device behavior is integrated within the product by the
manufacturer or identified on the fly with collected data, the controller can be
automatically constructed with limited configuration requirements; (2) a data-driven
model toolkit for modeling building envelope and equipment in a practical and low-cost
manner; (3) heuristics for direct-expansion (DX) and chilled water cooling systems that
can simplify a control optimization problem; (4) distributed optimization algorithms
incorporated in the framework to coordinate a complex building energy system in a
distributed and parallel way; (5) an integrated heuristic-optimization control scheme that
can further improve scalability and broaden the potential applications of the proposed
multi-agent controller.
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Figure 1-1. A tree diagram for the structure of this dissertation.
Figure 1-1 shows the structure of the proposed multi-agent control scheme, which also
forms the backbone for the present dissertation. This dissertation begins with a general
multi-agent framework in Chapter 3, which serves as the infrastructure supporting a
multi-agent decision making system. Within the framework, the component agents within
a building energy system, e.g., the agent models that will be described in Chapter 4, can
be easily setup and configured. Then an optimization problem will be automatically
composed for the purpose of optimal control and two distributed optimization algorithms
are implemented within the framework as distributed solvers. Heuristic and optimizationbased controls are two approaches for building controls and both of them can be
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integrated within the framework naturally. In Chapter 5, a generalized heuristic control
strategy is developed for DX units that can serve as an optimization- and model-free
control alternative. In addition, a simple heuristic rule is derived for a chilled-water
cooling system, which is used in the demand response (DR) problem formulation that
will be elaborated in Chapter 7 to improve control scalability. Chapter 6 focuses on
optimization-based multi-agent controls for optimal component coordination where the
distributed algorithms in the framework are used as the coordination mechanism. In
Chapter 7, an integrated heuristic-optimization control scheme is proposed aiming at
simplifying the optimization problem by incorporating well-developed heuristics. This
idea is demonstrated firstly with a heuristic-integrated model predictive control (MPC)
case study where the developed DX heuristic strategy is utilized and a simplified
precooling strategy is formulated for optimal load scheduling. A second demonstration
case considers a long-term optimization problem under a DR setting that can serve as a
benchmarking tool for studying DR strategies. Utilizing the heuristics developed for
chilled water systems, the problem can be formulated under a convex form and it is
solved based on a multi-agent control scheme where agents are assigned to manage
system operations within shorter periods of time and different agents coordinate to reach
a consensus optimum. With moderate modifications, a multi-agent DR strategy is
proposed for multi-zone buildings/building clusters served by chilled water cooling
systems. The multi-agent controller assigns a dedicated agent for each zone and
coordination is carried out between agents to achieve an overall optimality.
EQUATION CHAPTER (NEXT) SECTION 1
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CHAPTER 2. LITERATURE REVIEW

Some critical literature review on building multi-agent controls will be presented in this
chapter which covers several commonly used multi-agent control approaches: heuristicor rule-based, centralized optimization based and distributed model predictive control
(DMPC). For building energy systems with rich sensing, it would be beneficial to
identify the agent models with operation data so a summary of existing data-driven
modeling approaches for building energy systems is also reported.
2.1

Multi-Agent Control in Building Energy Systems

Kelly and Bushby (2012) discussed the value of intelligent agents in optimizing HVAC
system performance. It is worth mentioning that some of the ideas in this dissertation
coincide with those proposed by Kelly and Bushby. They envisioned a modern agentbased control structure where each device is integrated with some intelligence from the
manufacturer and device agents can negotiate with others to achieve optimized
performance. For each device, there is a simulation agent that represents the device
behavior and on top of the simulation agent there is an intelligent agent, which is
responsible for the device level optimization. For the devices that have built-in sensing
systems, the intelligent agents can adapt their models from real-time measurements and
alter their control strategies accordingly. Therein, a proof of concept study was carried
out for a chilled water air-conditioning system. The inter-agent negotiation followed a
token passing scheme where at each iteration, only one intelligent agent proposes some
control variable change and the other agents calculate their respective power increases or
decreases with the proposal. Then the intelligent agent calculates the total power change
and decides if the proposal is accepted or not. This inter-agent negotiation scheme
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requires significant network traffic and the efficiency is very low. So it is not applicable
for control of complex systems.
Davidsson and Boman (2005) proposed a conceptual multi-agent structure for monitoring
and control of buildings, which mainly consists of three types of agents: personal agents,
room agents and environmental parameter agents. The room agent is responsible for
optimizing the room temperature setpoint for minimal energy consumption and the
environment parameter agent serves as a local controller to achieve the desired setpoint.
The personal agent represents the personal comfort preference and feeds the customized
comfort requirement to the room agent so that the control action is determined
accordingly. As a simple demonstration, a simple heuristic control was implemented
under the proposed multi-agent structure that simply setup or setback the room setpoint
based on the occupancy status from a personal agent. The performance was compared to
some conventional strategies that are commonly used in office buildings and some energy
savings were observed. The proposed multi-agent control structure has been adopted by
several other studies. For example, Zhang et al. (2010) used the same multi-agent system
to control a pump operation mode based on the presence of occupants in a commercial
building. However, this type of multi-agent system is still in a conceptual design phase
and it is not clear to date how to implement it in a real control system.
2.1.1

Centralized optimization-based control

Some previous studies focused on the modularity of a multi-agent control system but still
utilized a centralized decision making scheme. For example, Wang et al. (2010)
developed a hierarchical multi-agent control scheme for buildings where a particle swarm
method was used to perform supervisory level optimization while a fuzzy logic controller
was utilized for local control of different components to track the supervisory commands.
The controllers on different levels were treated as agents that make their own decisions
while exchanging information between each other. Treado (2010) proposed an agentbased optimization method for HVAC systems where each agent is only optimizing one
decision variable. A chilled water cooling system was considered as a case study and
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different variables among the chiller, pump and fan were optimized by different agents.
However, the paper did not explain how different agents need to coordinate between each
other to reach an overall optimality. Zhao et al. (2013) proposed a multi-agent control
structure with electricity agents (E-agent), heating agents (H-agent) and cooling agents
(C-agent) where the E-agent manages the electrical power flow from electricity
generators, storage units and the energy consumers that are handled by the H-agent and
C-agent. The multi-agent system target was to manage the building-grid integrated
system operation while a very simplified model was used for the HVAC system.
However, it was only a proof-of-concept study and the agent-based decision making and
coordination algorithms were not tackled at all. Instead, a centralized optimization
scheme was adopted in the demonstration case study.
2.1.2

Distributed model predictive control

DMPC is another promising technique for dynamic optimization of energy systems for
multi-zone buildings and it is perfectly suited to a multi-agent controller. Compared to a
static optimization problem where only the instantaneous optimal operation is of concern
(often called greedy control), a dynamic optimization problem tries to optimize not only
the immediate objective but also a long-term goal. The variable dimension for a dynamic
optimization would be a multiple of that for a static optimization where the multiplicity
depends on the optimization horizon. Thus, solving a dynamic optimization problem is
very difficult and a distributed solution scheme is needed.
DMPC has been applied in building controls by several researchers. For example,
Lamoudi (2011) designed a distributed model predictive controller for multi-zone
buildings where each zone has a dedicated controller (agent) that optimizes its own
control profile. A primal decomposition method was used to distribute the computation to
different local controllers and a bundle method was used to solve the inter-zonal
coordination. A very similar study (Morosan et al., 2010) utilized the same control
structure but formulated the problem as a linear program. The Benders' decomposition
method was used to distribute the computation among several local controllers.
Computation time was evaluated for both centralized and distributed controllers and the
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comparison indicated a significant benefit in computation time by using a distributed
controller with the benefit increasing with the number of zones in the target building.
However, both of these studies used a very simple HVAC system model for
computational simplicity that assumed the energy consumption is proportional to the
mechanical cooling/heating (i.e., a fixed efficiency). As will be shown in a later section, a
significant portion of the energy savings from a dynamic optimization could come from
changing setpoints for the HVAC components whose performance depends on ambient
and load conditions. So neglecting the HVAC system control opportunities greatly
weakens the practical significance of the proposed DMPC in the previous studies.
Sun et al. (2010) proposed an integrated control of shading blinds, natural ventilation and
the HVAC system in a multi-zone building. An optimal control problem was formulated
to schedule different components for all the zones to minimize the energy consumption
while satisfying comfort requirements. The problem is difficult to solve in a centralized
manner due to the high dimensionality and a distributed optimization scheme was
designed to distribute the computation among different zone level controllers. In the
problem formulation, the thermal interactions between the zones were neglected but there
were coupled cost functions and constraints. A Lagrangian relaxation method was used to
decouple the constraints. To decouple the cost functions, the neighboring zone decision
variables assumed the latest available values. Although it considered some of the HVAC
system characteristics, the models adopted were still very simplified.
In one of our recent studies (Braun, 2014), a DMPC was developed that integrates an
existing heuristic rule (documented in Chapter 5) for DX units to simplify the control
structure. Although this method is only valid for a specific type of air-conditioning (AC)
system, it demonstrates a practical and scalable DMPC scheme for building multi-agent
controls.
2.1.3

Heuristic-based control

A large number of heuristic rules have been developed for control of various types of
equipment. These heuristics typically can be implemented as simple logic in real-time
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control and are able to provide near-optimal or improved control performance. The
heuristic rules are mostly posed for specific types of equipment so if they were able to be
integrated with the corresponding component agent, near-optimal local control could be
achieved in a computationally efficient manner with good modularity within a multiagent control system. In addition, simple heuristics could be handled within dynamic
optimization algorithms to simplify the optimal control problem and provide a scalable
approach for a controller synthesis (Braun, 2014).
As an example of heuristic control strategies, Braun and Diderrich (1990) developed a
near-optimal control method for cooling towers within a chilled-water system. In
determining the optimal total tower airflow, there is a tradeoff in the power consumptions
between chiller and cooling tower. Braun and Didderich identified that the balancing
point for the tower airflow has a linear dependence on the part load ratio and a simple
piecewise linear control law was formulated. The parameters in the control law can be
estimated using either the design data or field measurements for the chiller and cooling
tower. This provides a simple and model-free control method for determining nearoptimal tower airflow for chilled-water systems. For systems with multiple cooling
towers and multiple-speed fans, Braun (1989) proposed a simple heuristic rule for
optimal sequencing of the cooling tower fans as capacity is added or removed. The rule
simply tries to increase the speed of the cooling tower fan that is operating at the lowest
speed when capacity is added while for lower capacity, the fan with the highest speed
should be slowed down first. A number of similar heuristic control strategies are
summarized in the ASHRAE Handbook of HVAC Applications (Chapter 42, Supervisory
Control Strategies and Optimization).
For variable-air-volume (VAV) AC systems, optimal static pressure reset has been a
successful heuristic strategy for control of VAV box dampers (Wang et al., 1998). For a
centralized AC system that serves multiple zones, the temperature in each zone is
controlled by modulating the corresponding VAV box damper and the supply fan speed
varies to maintain a supply static pressure setpoint. The heuristic resetting strategy can be
easily implemented by monitoring the damper openings and controlling the pressure
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setpoint such that at least one of the dampers is close to fully open. This control strategy
attempts to minimize the ductwork flow resistance and thus, reduces the supply fan
power consumption.
Moeseke et al. (2007) presented and compared several control rules for shading devices
and natural ventilation for office buildings. Three types of strategies were considered for
shading control: irradiation-based, internal temperature-based and a combination of both.
Energy consumption along with thermal and visual comfort conditions were evaluated
based on simulation results under the three different strategies. For natural ventilation
control, internal temperature-based and inside-outside temperature difference-based
strategies were proposed and their performances were compared in terms of both energy
consumption and thermal comfort delivery. Although the considered strategies are far
away from being optimal, they are able to provide reasonable control performance and
could be used as baseline agent strategies for shading and natural ventilation control.
For AC systems with ice storage, two types of heuristic strategies, namely, chillerpriority and storage-priority control, have been developed and extensively studied. With a
chiller-priority strategy, the chiller is primarily used to meet the load and storage is
discharged and utilized when the cooling load exceeds the chiller capacity. The reverse
action is taken for a storage-priority strategy. Krarti et al. (1996) showed that the storagepriority strategy is able to provide near-optimal performance when on-peak and off-peak
electricity prices differ significantly or if demand charges are present, for a wide range of
systems and operating conditions. Drees and Braun (1996) proposed a heuristic control
rule that combines the storage-priority and chiller-priority strategies to charge and
discharge the storage. The proposed strategy was evaluated and proved to have nearoptimal performance for a range of systems, load profiles and utility rate structures.
2.2

Demand Response Strategies in Buildings

Demand charges and time-of-use (TOU) pricing exist in most utility markets as an
incentive to reduce the peak power demand and thus, the capital investment for new
power plants in a grid. Buildings account for more than 70% of the total electricity
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consumption in the US (EPA, 2009), thus a proper demand response (DR) strategy in
buildings is beneficial for both the grid and building end users.
Extensive research work can be found in the literature investigating building control
strategies to reduce peak demand, either for the sake of electricity cost reduction or to
ensure indoor comfort under extreme weather conditions. Building precooling is a useful
strategy to shift the load from on-peak to off-peak hours, where the building temperature
setpoint is maintained at the lower bound of a comfort range prior to the peak period to
store 'cooling energy' in the thermal mass and during peak hours, the temperature setpoint
is adjusted upward to reduce cooling power.
Keeney and Braun (1997) demonstrated a 25% peak cooling load reduction by using a
precooling strategy in a large office building with two identical wings. With the reduced
cooling load, one chiller could be eliminated that could lead to a $500,000 cost savings.
In addition, simulation results showed a 15% reduction in the electricity energy cost with
a simple precooling strategy.
Xu et al. (2004) carried out a precooling test within an office building where 80-100%
chiller power was reduced for a 3-hour peak period under mild weather conditions. Xu
and Haves (2006) performed an extended test during hot summer days where the peak
demand reduction only lasted for two hours and a significant rebound was observed at the
3rd hour of the peak period.
To avoid the power rebound, Lee and Braun (2008) proposed a model-based demandlimiting control strategy where a data-driven model is used to predict the building
thermal behavior in the demand-limiting periods and an optimal space temperature
setpoint trajectory is sought using the model so that the cooling power is maintained at
the lowest constant level in the demand-limiting periods. As demonstrated in Lee and
Braun (2006), the obtained optimal setpoint trajectory led to larger peak load reduction
compared to a step or linear setup trajectory.
However, most of the aforementioned strategies did not consider the tradeoff between the
cooling energy cost and demand cost explicitly. Peak load reduction comes at a price of

11
increased cooling energy since the lowered temperatures in the precooling periods induce
larger heat gains from the ambient through heat conduction and ventilation. So the total
cooling energy cost could be even higher than a non-demand-limiting strategy when a too
aggressive peak reduction strategy is used. The challenge of studying this tradeoff lies in
the different time scales in assessing the two costs since the demand charge is based on
the monthly peak demand while optimization of monthly building operation is difficult
due to high dimensionality. In this regard, the work by Sun et al. (2010) should be
appreciated where a demand limiting strategy was implemented for each day of the
month with a given monthly peak threshold. Then the total electricity costs were
compared with different threshold trials so that the best threshold value was identified.
However, the daily control still follows a demand limiting strategy, which could be suboptimal or non-optimal.
2.3

DX Unit Controls

Several studies have been found in the literature related to control and optimization of
DX cooling systems with capacity modulation and variable airflow. Some of them aimed
at improving the unit's performance in space comfort control. For example, Li et al. (2007)
proposed a DDC-based capacity controller for a DX system for simultaneous control of
indoor dry-bulb temperature and humidity level, using sensible heat ratio (SHR) as a
control variable. For the same purpose, Qi et al. (2009) proposed a multi-input-multioutput (MIMO) controller based on a Linear Quadratic Gaussian (LQG) technique that
directly controls the compressor and supply fan speeds. Both methods were based on
coordinating the control of compressor capacity and supply fan speed to adjust the
dehumidifying capability of the DX unit while meeting the required sensible loads. This
effect also plays an important role in the DX unit heuristic control developed in Chapter 5.
However, neither of the two papers concerned energy optimization.
Vakiloroaya et al. (2011) tried to minimize energy consumption of a DX rooftop unit by
controlling the refrigerant mass flow rate and supply air temperature. Following the
optimal control method developed by Braun (1989), a quadratic cost function was
formulated for optimization with respect to both boundary conditions and design
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variables and an analytic optimal control law was obtained by differentiating the cost
function with respect to the design variables. However, the paper mainly focused on
testing of the proposed optimization technique and did not provide any comprehensive
analysis on the source of energy savings.
Andrade and Bullard (2002) studied the effect of different combinations of supply air
flow rates and compressor speeds on the performance of indoor humidity control as well
as equipment efficiency for residential air conditioning systems. But it used a third
variable, runtime fraction, for optimization and did not consider explicitly the tradeoff
between supply fan power and compressor power.
Darwiche and Shaik (2010) investigated the optimization of supply air temperature under
the ventilation requirement described in ASHRAE 62.1. It did not look at a specific type
of cooling system but discussed the tradeoff between ventilation load and fan power that
is caused by the ventilation requirement. In addition to minimizing energy consumption,
the study also considered a life cycle cost optimization as well as the impact of different
supply air temperatures on the space humidity.
2.4

Building Envelope Data-Driven Models

A variety of different methods can be found in the open literature that focus on datadriven modeling of building envelopes, but most of them are dedicated to single-zone
buildings or multi-zone buildings with a small number of thermal zones. A practical
approach for data-driven modeling of a general (especially multi-zone) building is still
needed. Identification of a single-zone building is already challenging due to the high
complexity and large uncertainties associated with environmental and operational inputs.
Identifying a multi-zone building adds more difficulties since interactions exist between
different zones and simultaneous identification of all the zones could quickly become
impossible as the number of zones increases.
The subspace method is a popular black-box modeling approach for multi-zone buildings
and several previous studies have adopted this approach (e.g., Cigler and Privara 2010;
Cai and Braun, 2013). The subspace method tries to estimate the dominant subspace of
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the extended observability matrix from input-output data based on which system matrices
can then be recovered. It is a powerful technique for MIMO system identification and is
thus suitable for modeling multi-zone buildings. However, it is a black-box modeling
approach so extrapolating performance is not guaranteed, which is especially important
when a model is trained with limited data. To improve extrapolating performance of the
subspace model, Cigler and Privara (2010) carried out an experiment where test signals
were injected continuously in the building control system over a two-month period in
order to obtain a training data set with higher excitation order. This would be an
expensive solution to apply in general.
Gray-box modeling approaches are more robust and can provide better extrapolating
performance although they require more effort to setup and estimate a model. Choosing
an appropriate model structure and developing a good estimation algorithm is still an
ongoing effort.
Privara et al. (2011) proposed an approach that first establishes a detailed forward model
with EnergyPlus and then trains a simplified resistance-and-capacitance (RC) model with
some specially designed excitation signals for a large multi-zone building. But it is
literally a model-order reduction technique and does not fall into the category of datadriven models in a strict sense.
Goyal et al. (2011) proposed an identification method for the inter-zonal thermal
interactions in multi-zone buildings from measured data. A 3-resistance-2-capacitance
(3R2C) branch was used to represent thermal coupling between the zones where the
resistance and capacitance values were estimated from measured data. But all other
construction elements (except the external wall) were ignored and it did not consider the
gains from solar radiation, occupants or equipment.
Bacher and Madsen (2011) proposed a set of candidate models with increasing
complexity and applied likelihood ratio tests to identify the suitable model structure.
However, even the most complex model in the candidate set is still simplified and no
validation results were presented. Although the method was applied to a multi-zone case
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study, the model adopted a single-zone structure and did not consider any internal heat
gains.
Different variants of a Kalman filter have been used to estimate gray-box model
parameters along with unmeasured disturbances in several studies. Radecki and Hencey
(2012) applied an Unscented Kalman Filter (UKF) to estimate the parameters in a
simplified resistance-capacitance thermal network for multi-zone buildings. During the
daytime the UKF was also used to estimate the unmeasured disturbances, which was
mostly from solar radiation in the study. Since the disturbance had a non-smooth
behavior, some artificial tuning was needed during the transition period to prepare for the
sudden change in the disturbance estimation. The estimated disturbance profiles were
averaged over a multiple-day window to provide a disturbance profile that was used for
the following day prediction. Similarly, O'Neil (2010) utilized an Extended Kalman Filter
(EKF) to estimate the unmeasured disturbances, which were mainly from the plug-load,
but used some prescribed parameter values in the resistance-capacitance thermal network
obtained from building construction information. So the captured disturbance included
both plug-load gains and model discrepancies caused by inaccurate parameter guesses.
2.4.1

Optimal excitation design for building data-driven models

Most of the previous model training approaches have used a passive identification
scheme where the training data is collected under normal operating conditions that can
lead to inaccurate or wrong model parameter estimates (Lin et al., 2012). Active
identification techniques can provide significant benefits for data-driven modeling of
buildings such as shorter training data requirements and improved model accuracy.
However, very few relevant efforts have been made in the building community.
Lin et al. (2012) pointed out that training data collected under normal operating
conditions could lead to incorrect parameter estimates. To overcome this issue, they
designed a forced-response experiment to improve parameter estimates and the estimated
model accuracy was compared to that associated with a training data set collected under
normal operation condition. However, the experiment was based on a trial and error
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method. Thus, this is not a scalable approach since it would require expensive
experiments to achieve good parameter estimates.
In Agbi et al. (2012), a conceptual active identification scheme was proposed for multizone buildings. They studied the data-dependent and structural identifiabilities
(originated from Doren et al., 2008) of different excitation signals and model training
results for different model structures. Although some useful criteria for experimental
design were provided, the work did not tackle the design problem explicitly.
2.5
2.5.1

DX Unit Data-Driven Models

DX unit dynamic modeling and control

There have been several previous studies that concentrated on dynamic modeling of DX
AC systems. For example, Chen et al. (2006) developed a dynamic model for a VAV air
conditioning system with a DX unit. Quasi-steady operation was assumed for the
compressor and electronic expansion valve (EEV), while dynamic models were
established for other main components. The resulting model is a nonlinear dynamic
system that has high computational requirements and is not very useful for control
applications. To address this issue, Qi et al. (2008) linearized the dynamic model around
a nominal operating point and formulated a state-space representation of the linearized
model. Qi et al. (2009) then implemented a MIMO controller based on a LQG technique
for the linearized state-space model to simultaneously control indoor dry-bulb
temperature and humidity level. The multi-reference tracking performance was improved
but the linear model was only valid around some local points.
2.5.2

DX unit quasi-steady-state models

Although dynamic equipment models are useful for feedback control analysis and design,
they are not feasible for real-time control or optimization purposes due to high
computational burden. For optimization of supervisory control variables to minimize
energy use or costs, equipment transient response may be not that important to consider
since their time constants are usually much smaller than those associated with the
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building envelope. Also, the number of control degrees of freedom is limited so a
hierarchical control scheme is more practical where optimization is only performed on
supervisory level setpoints and lower-level feedback control manipulates the devices to
track the generated setpoints. Therefore, steady-state or quasi-steady-state models are
preferred for modeling HVAC equipment for minimizing energy costs with respect to
supervisory control variables.
One commonly used steady-state model is a pure black-box model that is implemented
within the DOE-2 simulation program (LBNL, 1981). In this model, all model outputs
(capacity, sensible capacity and compressor power consumption) are calculated via
correlations to variables related to system operating conditions. The ASHRAE Toolkit
model (Brandemuehl et al., 1993) is a variation of the DOE-2 model that uses the same
correlation forms for power and capacity calculations. For predicting the SHR, the
ASHRAE Toolkit model uses a bypass factor method that preserves some physical
meaning and thus, can be categorized as a gray-box approach.
Zhao and Horton (2012) developed a component-based data-driven modeling approach
for DX units used in residential buildings. The approach incorporates a physically-based
compressor model with some key parameters estimated from the training data set.
Correlations were used to estimate the evaporating and condensing temperatures based on
external operating conditions. However, the method is only applicable for residential DX
units with a single-speed compressor and constant air volume.
2.6

Review Summary and Unique Contributions of the Present Work

Based on the review results, it should be apparent that a practical and general multi-agent
control methodology for buildings is not available and there is a need for both agentbased controller design and data-driven agent modeling. The rest of this dissertation is
dedicated to addressing the related issues within a multi-agent control system.
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Specifically, the present work makes unique contributions in the following elements:
(Component agent modeling)


A gray-box modeling approach for multi-stage DX units is developed that shows
superior performance to a modified ASHRAE Toolkit model.



A data-driven cooling coil model, modified from a detailed cooling coil model, is
proposed and tested for an operating chilled water cooling coil.



A robust inverse model training methodology is developed for single-zone
buildings.



A practical and scalable inverse modeling approach with a 3-step parameter
reduction procedure is proposed for multi-zone buildings.



A one-way coupled inverse hygrothermal model is developed for a general
building envelope.



An optimal excitation design approach is proposed for generating informative
training data for building gray-box models; building optimal setpoint control
should always be bang-bang for identification purpose.

(Multi-agent control framework)


A multi-agent framework is developed that is able to facilitate a multi-agent
controller design process.



Two distributed optimization algorithms supporting a multi-agent decision
making procedure are implemented within the framework.

(Multi-agent rule-based controls)


A generalized control heuristic is derived for multi-stage DX units with variable
air flow: maintain supply air temperature at the point where the coil transitions
from wet to dry.



A near-optimal control rule is proposed for chilled water cooling systems:
maintain supply airflow at minimum level while varying the chilled water flow
for capacity modulation.
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(Optimization-based and heuristic-integrated multi-agent controls)


An application of the multi-agent controller is demonstrated for component
coordination in a centralized AC system for multi-zone buildings.



The DX unit heuristics in a simplified MPC are presented as a demonstration case
for heuristic-integrated control scheme.



A multi-agent-control-based benchmarking tool for DR strategy analysis is
developed that integrates the developed heuristics for chilled water systems.



A multi-agent-based DR strategy for multi-zone buildings/building clusters is
proposed that utilizes the developed heuristics for chilled water systems.

EQUATION CHAPTER 3 SECTION 1
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CHAPTER 3. MULTI-AGENT CONTROL IN BUILDING ENERGY SYSTEMS

3.1

Chapter Introduction

This chapter presents a general multi-agent control framework that is designed to
facilitate the construction of a multi-agent controller for building energy systems. The
framework specifies a general definition of a component agent, which represents the
component characteristics and can be either shipped from the manufacturer or identified
on the fly with collected data. Then a field engineer would only need to configure the
connections between different agents and the framework would automatically compose
the optimization problem and assign the task to some computing engine(s). With the help
of this framework, building-specific engineering efforts could be significantly reduced
leading to a plug-and-play solution.
The multi-agent framework provides good flexibility in specifying a multi-agent control
topology. When the target control problem is relatively simple, a centralized control
scheme can be specified while a "single-agent" controller will be constructed. When the
target system is complex and difficult to control with a centralized scheme, a multi-agent
controller can be specified where the problem is solved in a distributed manner. The
developed framework incorporates two distributed optimization algorithms as the
underlying mechanism for intra-agent optimization and inter-agent coordination. The
algorithms will be briefly discussed and compared in this chapter while the details can be
found in a published paper that is reproduced in Appendix A.
3.2

A General Multi-Agent Control Framework

A prototype of a multi-agent control framework has been developed using the Matlab
object-oriented programming toolkit. It serves as a proof of concept in the software sense
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but can be replicated easily in other programming environments to support hardware
implementation. The framework defines a general component agent structure as well as
the flow connections between agents. To synthesize a multi-agent control system, a field
engineer would need to configure the inter-agent connections and the framework would
compose the control algorithm automatically, assuming the component agents are already
at hand.
3.2.1

Component agent

Figure 3-1 shows the structure of the backbone for a general component agent. It is
written as a super class from which each component class can inherit the agent structure.
Then a component agent is essentially an instantiation of the corresponding component
class.
Agent_info
#AG_name : char
#AG_EqualEle : string
#AG_EqualFunc : object
#AG_InEqualEle : string
#AG_InEqualFunc : object
#AG_Cost : object
#AG_Group : int
#Add_EqualEle()
#Add_EqualFunc()
#Add_InEqualEle()
#Add_InEqualFunc()
#Add_Cost()

Figure 3-1. Component agent structure.
The properties of the agent super class form a collection of cost functions, equality and
inequality constraints that characterize the behavior of a specific component. The
functions are used to register a corresponding cost function or constraint. The cost
functions are used in the optimization process. They could be actual power consumptions
that need to be minimized or some other performance metrics that need to be optimized.
Different types of constraints are included to facilitate the symbolic manipulations later
on and the detailed correspondence is listed in Table 3-1. Another important property in
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this agent structure is the group number of a specific agent, which is denoted by
'AG_Group'. This parameter is used in the setup of a distributed optimization-based
controller: one local controller will be assigned to control the components with the same
group number and different local controllers will cooperate to find an overall optimal
solution. This feature provides good flexibility in the multi-agent controller as well as
network designs. For example, one air handling unit (AHU) controller can be installed to
control all the components in an AHU, say, DX coil and supply fan, while another
controller can be setup to manage the VAV box and zone comfort together.
Table 3-1. Different types of constraints in a component agent structure.

EqualEle
EqualFunc
InEqualEle
InEqualFunc

Constraint type
Linear equality
Nonlinear equality
Linear inequality
Nonlinear
inequality

Format
String
Function handle
String
Function handle

Examples
min=mout for airflow through a fan
Air temperature rise through a fan
Compressor PLR is in [0,1]
SHR needs to be below some
threshold for a cooling coil

Air_In.M = Air_Out.M;
Air_In.Pres = Air_Out.Pres;
DX_coil::Agent_info
+Air_In : Air
+Air_Out : Air
+Stage : float
#Tamb : float
#W : float

Air_Out.T_db =
@DX_Tsup(Air_In,Stage)

Cost = @ DX_Power(Air_In, Stage, Tamb)

Figure 3-2. Examples of component agents: DX unit agent.
Figure 3-2 shows an example of the specification of a DX unit agent. The gray box on top
specifies two linear equalities for the DX unit dictating that the entering air flow rate and
pressure equal the leaving air flow rate and pressure. The white box contains the main
properties for this agent, such as the compressor stage number, entering and leaving air
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properties and ambient temperature. The green box corresponds to a nonlinear equality
constraint, which correlates the leaving air temperature with entering air temperature and
other design variables. The red box on the bottom specifies the compressor power
consumption as a cost function for this unit.
3.2.2

Inter-agent connections

To simplify the process of connecting different agents, a flow variable is defined to lump
multiple properties of a specific fluid flow into one single variable. The flow variable
also represents a physical fluid flow through different components that makes the
controller setup process more physically based. This is critical for controller design of
complex systems since the multi-agent topology is closely mapped from the actual
system and it makes the multi-agent setup process straightforward.
Fluids that are commonly used in HVAC systems include air, chilled and hot water and
refrigerant. Figure 3-3 illustrates the air flow connection from the DX unit agent to the
fan agent. The flow variable for air is defined as a class that has four properties: mass
flow rate, dry-bulb temperature, humidity ratio and static pressure. The connection
between the two agents corresponds to an air stream from DX agent to fan agent and this
connection will add four equality constraints that correlate the corresponding properties
between the DX outlet and fan inlet.

Figure 3-3. Flow variable definition: air class.
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3.2.3

Program flow

The graph on the left hand side of Figure 3-4 demonstrates the procedure to create a
multi-agent system. Assuming all the component agents are already at hand, one can
simply drag and drop them in a project canvas. This first step would register the agents in
the project. Once all agents are registered, inter-agent connections need to be specified as
the 2nd step, which corresponds to linking the associated agents in the project canvas.
These two steps finish the multi-agent system setup and the framework would compile
the code and compose an optimization problem automatically, as will be described in the
following section.

Figure 3-4. Left: procedure to setup a multi-agent system; right: program flow chart.
3.3

Optimization Problem Composition

Once all the agents and their inter-connections are specified, the framework automatically
constructs an optimization problem according to the configuration. This compiling
process consists of several symbolic manipulation steps:
1. Allocate all the design variables;
2. Extract all the cost functions to construct a total cost function;
3. Eliminate the element-wise equality constraints, i.e., the constraints with the form
of x1= x2, and collapse the two variables into one single variable;
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4. Identify and eliminate the redundant linear equality constraints by checking the
linear dependence of the coefficient vectors: for two linear equality constraints
E1x1=a1 and E2x1=a2, there is redundancy if rank ([E1| E2]) = 1 and a2E1= a1E2;
5. Identify and eliminate the redundant weaker linear inequality constraints by
checking the linear dependence of the coefficient vectors: for two linear
inequality constraints E1x1<a1 and E2x1<a2, there is redundancy if rank ([E1| E2])
= 1 and the corresponding elements have the same sign. The weaker constraint is
the one with larger value on the right hand side of the inequality after the left hand
sides are both scaled to have the same coefficient vector;
6. Eliminate the variables that are specified as boundary conditions and substitute
their values in the associated function handles.
The steps above are mostly dedicated to reducing the dimension of the optimization
problems as much as possible to lower the computational burden. The steps need to be
carried out with respect to each sub-problem or group and the composed optimization
problems would be in the form:

min X1

f (X )
1

s.t.
1 X1  B1
1

X1  C1

1
1

( X1 )  0

( X1 )  0

min Xn

1

...

f (X )
n

n

s.t.
n Xn  Bn
n

Xn  Cn

n
n

(3.1)

(Xn )  0

( Xn )  0

In addition to the problems formulated above, there are extra consensus constraints to
enforce local copies of the same variable to match between the agents. Take the system in
Figure 3-3 as an example, the air leaving the DX coil is the same as air entering the fan
(assuming negligible duct losses) and if these two devices are assigned different group
numbers, there will be two sets of local variables corresponding to the same air properties.
The DX coil optimization would be in favor of higher leaving air temperature to save
compressor power while in the supply fan problem lower air temperature would be
beneficial since lower airflow is required to provide the same cooling capacity. So the
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two optimizations would drive the two local variables that represent the same physical
quantity in opposite directions and the consensus constraints are necessary to enforce
equalities among different local variables that have the same physical meaning. The
consensus constraints have the following form:
X  EX = FZ

(3.2)

where X is a stack of all the local variables, i.e., X  [X1T ,..., XTn ]T , E is an identity matrix,
Z is a vector that contains the global variables and F is a matrix such that the element in
the i-th row and j-th column is equal to 1 if the i-th variable in X is a local copy of the j-th
variable in Z and is equal to 0 otherwise. If all the components were assigned with the
same group number, a centralized optimization problem would be composed.
Further define Ei and Fi sub-matrices of E and F, respectively, which contain only the
rows corresponding to the constraints that belong to the ith sub-problem. Then EiX = Xi =
FiZ and each sub-problem can be reformulated as
min Xi f i ( Xi )
s.t.

X i  Ci

(3.3)

where Ci is the feasible region of the local variables Xi.
3.4

Distributed Optimization-Based Multi-Agent Control Algorithms

Two distributed optimization algorithms, subgradient method (Nedic and Ozdaglar, 2010
and Bertsekas and Tsitsiklis, 1989) and alternating direction multiplier method (ADMM)
(Boyd, 2011 and Bertsekas and Tsitsiklis, 1989), have been adapted to address the
optimization problem formulated in the preceding subsection. It is important to
emphasize that the optimization problem in a building energy system might not be
convex, as the case study illustrated in Chapter 6, but both of the algorithms only
guarantee convergence for convex problems with some additional requirements. These
algorithms are used here as local optimizers to provide a coordination mechanism for the
multi-agent system; the issue of global convergence will not be addressed in this
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dissertation. Details of the algorithms can be found in Appendix A while this section only
briefly illustrates the idea and key elements.
3.4.1

Subgradient method

In the subgradient method, the Lagrangian to the distributed optimization problem
formulated in Equations (3.1) to (3.3) is considered:
n

L  X, Z, Y    fi (Xi )  YT  EX  FZ  ,

(3.4)

i 1

where Y is the Lagrangian multiplier vector. Let Yi be the sub-vector that corresponds to
the ith sub-problem, Equation (3.4) becomes

L  X, Z, Y     fi (Xi )  YiT Xi   YT FZ,
n

(3.5)

i 1

where the terms within the summation are totally decoupled across different subproblems. Duality theory says that the optimal solution to the original problem
corresponds to a tuple (X*, Z*, Y*) such that Y* is a maximum of the Lagrangian at given
X* and Z* and (X*, Z*) is a minimum of the Lagrangian at given Y*. Thus an iterative
procedure can be used to solve the primal-dual problem where the primal problem seeks
(X, Z) that minimizes the Lagrangian with the obtained Y in the previous step and the
dual problem tries to find optimal Y to maximize the Lagrangian with (X, Z) obtained in
the previous iteration. Note that the primal problem is decomposable among different
sub-problems and thus can be solved in a distributed or multi-agent manner. As explained
in Appendix A, the dual problem only needs to perform an ascent direction update which
consumes negligible computational resource.
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3.4.2

ADMM

In the ADMM, an augmented Lagrangian is considered:
n

L  X, Z, Y    fi ( Xi )  YT  X  FZ   ( / 2)‖X  FZ‖22
i 1


Y
1
  fi ( Xi )  ‖X  FZ  ‖22 
‖Y‖22
2

2
i 1
n

,

(3.6)

where σ is the penalty multiplier. It has an additional quadratic penalty to the consensus
constraint violations compared to the Lagrangian that is used in the subgradient method.
With simple manipulations, the augmented Lagrangian can be reformulated as
n
Y  1


L  X, Z, Y     fi (Xi )  ‖Xi  Fi Z  i ‖22  
‖Y‖22 .
2
  2
i 1 

(3.7)

The terms within the curly parenthesis form a cost function that needs to be minimized by
a primal or slave problem. However, unlike in the subgradient method, the slave problem
in Equation (3.7) is not decomposable between Xi and Z due to the existence of the
quadratic term. An alternating direction procedure is taken which firstly solves the Xi
problem while fixing Z, and then solves for Z with fixed Xi. It is trivial from Equation
(3.6) to see that the optimal value Z* satisfies
X  FZ* 

Y



 0,

(3.8)

which gives an estimate

Y

Z*  (FT F)1 FT  X   .



(3.9)

Similar to the subgradient method, the ADMM only needs to carry out an ascent direction
dual update in the dual or master problem. However, the ADMM uses the penalty
multiplier σ as the step size for the dual update.
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3.4.3

Convergence and stopping criterion

Two criteria are used to determine if convergence is reached and if the iterative
optimization process can be terminated, which are defined as:

 k1  Xk  FZk

2

(3.10)

2

 k2   F(Zk  Zk 1 ) 2
2

(3.11)

As explained in Boyd (2011), the optimal solution of the distributed optimization
problem in Equations (3.1) and (3.2) needs to satisfy primal and dual feasibilities. The
first criterion defined in Equation (3.10) is the Euclidean norm of the primal residual,
which corresponds to violations of the consensus constraints shown in Equation (3.2).
The second criterion defined in Equation (3.11) is the Euclidean norm of the dual residual
that represents the difference in the global variable between current and previous steps up
to a scaling factor. So users specify a stopping threshold ε such that when both of the
criteria ε1 and ε2 are below the threshold, the iterative process stops and the final iteration
point is used as the optimal solution.
3.4.4

Comparison of subgradient method and ADMM

The subgradient method is relatively easy to implement and computational burden is
slightly lower. In addition, the slave problems are totally decomposable with the
subgradient method while for ADMM they are not and an alternating direction procedure
is needed. However, ADMM has better robustness in the following aspects: the
subgradient method requires adaptive and diminishing step sizes to achieve convergence
and choosing the step size diminishing scheme is not trivial; the ADMM uses constant
step size; the subgradient method requires strong convexity for convergence while the
ADMM only requires convexity (other additional conditions are needed for both
algorithms). Thus, the subgradient method cannot handle problems with linear cost
functions while the ADMM can deal with linearity without any problem because the cost
function in Equation (3.7) incorporates a quadratic penalty which makes sure the variable
does not deviate too far from the nominal value. Although convergence of the algorithms
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is not considered in this paper, the ADMM requires much weaker assumptions to
guarantee convergence than the subgradient method. So the ADMM is a preferred
method and the results shown in later chapters were mostly obtained with the ADMM.
3.5

Chapter Summary

This chapter has presented a general multi-agent control framework that serves as an
infrastructure of a multi-agent decision making procedure. With the help of this
framework, engineering efforts to setup a new controller can be significantly reduced
leading to a low-cost control method. The framework provides good flexibility in
topology design of a multi-agent controller. When dealing with complex building energy
systems, a distributed or multi-agent control scheme is preferred. The framework
incorporates two distributed optimization algorithms that serve as the underlying
mechanism for a multi-agent decision making process.
EQUATION CHAPTER (NEXT) SECTION 1
EQUATION SECTION 1
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CHAPTER 4. BUILDING AGENT MODELS

This chapter first introduces two case study buildings that are used extensively
throughout this dissertation. The two buildings are used as test beds for the proposed
multi-agent control approach and most of the agent models that will be discussed in the
following sections are trained using data collected from these two building sites. A
representative pool of agent-based models is reported for the key components in a
building energy system. To be used for control optimizations, most of the models are
gray-box type that can be estimated and adapted with field measurements.
4.1
4.1.1

Case Study Buildings

Building 101, Navy Yard, Philadelphia, PA

The first case study considers a 4-story building located at Navy Yard, Philadelphia, PA.
It has three wings and only the north wing (highlighted in the building bird view of
Figure 4-1) with a total area of 7,000 square feet is considered. One AHU serves this
portion of the building with 9 VAV boxes. A multi-state DX unit, depicted on the right
hand side of Figure 4-1, provides cooling to the building space. The DX unit is equipped
with two reciprocating compressors, each of which is able to output 3 stages of cooling
capacity. The compressor staging works with a variable air flow fan to achieve capacity
modulation.
4.1.2

Living Laboratories, Ray W. Herrick Laboratories, Purdue University

A second case study considers a suite of multiple offices, termed Living Laboratories, at
the Herrick Labs of Purdue University. This research facility has very detailed sensing
system and is equipped with many state-of-the-art features providing a flexible test bed
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for different areas of research including advanced building controls. The Living Labs
consist of 4 nearly identical student office spaces (see Figure 4-2) while each office is
configured with a slightly different HVAC system. Each office has a dedicated AHU and
chilled water is provided from a campus central cooling plant as the cooling source.
Other details of the HVAC system will be elaborated in later sections where needed.

Figure 4-1. Left: bird view of Building 101; right: DX unit serving Building 101.

Figure 4-2. Living Labs office layout.
4.2

Building Component Agent-Based Models

This section describes a set of agent-based models for a variety of different components
that are commonly used in building HVAC systems. In some cases, very brief model
descriptions are presented in this section, whereas more detailed modeling information
can be found in the referenced appendices. These models are mostly formulated using
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general forms so that each manufacturer would only need to change the performance
related parameters of their own devices that could then be easily integrated in the
proposed multi-agent framework. Taking the damper model presented later in this chapter
as an example, there are only two parameters (a and b) that characterize the damper
performance and different damper manufacturers would only need to specify these two
parameter values to represent their device characteristics. Then the corresponding agent
models can be automatically constructed.
4.2.1

DX unit

Input-output form:
[Tla , PowDX , SHR]  DX Tma , wma , ma , Tamb , Stage 

(4.1)

Given the corresponding boundary conditions (Tma- mixed air temperature; wma- mixed
air humidity ratio; ma- air mass flow rate; Tamb- ambient temperature) and compressor
stage, the DX unit model will output cooling coil outlet air temperature (Tla), unit power
consumption (PowDX) and SHR.
Two modeling approaches, gray-box and ASHRAE Toolkit models, are investigated for
multi-stage DX units that are commonly used in small- to medium-sized commercial
buildings. Measurements from Building 101 were used to train and validate the models.
The details are documented in a published paper that is reproduced in Appendix B while
this section only highlights the key results.
4.2.1.1 Modified ASHRAE Toolkit model
A modified ASHRAE Toolkit model has been developed that estimates the total cooling
capacity and coefficient of performance (COP) based on correlations to the evaporator
air-side conditions and outdoor air temperature. A bypass factor method is used to
determine the SHR. As a modification from the original ASHRAE Toolkit model, an
additional correction factor is considered to represent the compressor staging effect for
both power and capacity calculations.
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4.2.1.2 Gray-box model
A component-based model with simple physics has been developed where key
component parameters are estimated from measured data. The component sub-models are
coupled via energy and mass balances to form an integrated gray-box model. A
compressor model is developed using the concepts of isentropic and volumetric
efficiencies where simple correlations are used to determine these two efficiencies from
the evaporating and condensing pressures. The evaporator and condenser models utilize
the effectiveness-NTU method with effectiveness being calculated based on correlations
to evaporating/condensing temperatures and air-side conditions. For wet evaporator coil
conditions, the bypass factor method is used to determine the SHR. A variable orifice
model is used for the thermal expansion valve (TEV) to calculate the refrigerant mass
flow rate. Again, all the component model parameters were estimated from
measurements collected in the DX unit serving Building 101.
4.2.1.3 Model validation results and comparison
Table 4-1. Performance of estimated Toolkit and gray-box models for two testing periods.
Testing period

Model type

Aug. 1st to May
4th, 2012
May 27th to June
4th, 2013

Modified Toolkit
Gray-box
Modified Toolkit
Gray-box

Total capacity
(%)
2.76
5.4
14.6
6.9

Compressor
power (%)
3.25
5.5
13.2
7.4

SHR (%)
2.20
1.91
4.3
6.4

Table 4-1 lists the testing root mean square (RMS) relative errors for two different testing
periods. The first testing data set was collected right after the training data period. So the
operating conditions were similar and the RMS relative errors are reasonably small,
which are within 6% for the gray-box model and 3.3% for the modified Toolkit model in
terms of capacity and compressor power predictions. However, for the second data set
which was collected almost one year after and whose operating conditions differed
significantly from the training data, the modified Toolkit model has biased predictions for
both capacity and compressor power. The RMS relative errors are 14.6% for capacity
prediction and 13.2% for compressor power prediction. For the gray-box model, the RMS
errors are close to 7%. To demonstrate the performance of the gray-box model, Figure
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4-3 shows the comparisons of capacity and compressor power predictions with
measurements from the first testing period.
55

Predicted compressor power kW

Predicted total capacity kW

180

160

140

120

100

80

60
60

80

100

120

140

160

180

50
45
40
35
30
25
20
20

25

30

35

40

45

50

55

Actual compressor power kW

Actual total capacity kW

Figure 4-3. Comparison of predicted and measured capacity and compressor power in the
first testing period (collected in 2012) for gray-box model.
The gray-box model shows better robustness when the training data has limited operating
conditions and thus, the gray-box model is used in the rest of this dissertation. However,
both models follow the same input-output form as shown in Equation (4.1).
4.2.2

Fan

Input-output form:
[ Powfan , Tsa , Psa ]  Fan(ma , ESP, Tla , Pma )

(4.2)

Energy is consumed by the fan to deliver conditioned air to the zone spaces. The
instantaneous fan power is a function of pressure rise (external static pressure, ESP)
across the fan and the airflow rate (ma) delivered.
Fan energy contributes to a temperature rise in the air, which is calculated as

Tsa  Tla 

Pow fan
ma c p

where cp is the specific heat of air (1000 J/kg-K).

,

(4.3)
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4.2.2.1 Fan in Building 101
Building 101 has both varying airflow and pressure setpoints, thus the following
quadratic correlation is used to calculate the fan power:
Pow fan  a0  a1ma  a2 ma2  a3 ESP  a4 ESP 2  a5 ESP·
ma .

(4.4)

Measurements in Building 101 were used to train the parameter a0 to a5 and the results
can be found in Appendix B.
4.2.2.2 Fan in Living Labs
For the test conditions considered in this thesis, the Living Labs had fixed mixed and
supply air pressures, thus the pressure rise ESP is a constant and does not affect the fan
power. The variable ESP is dropped from Equation (4.2) and the fan power becomes a
function of the airflow ma only. A cubic correlation is used:
Pow fan  a0  a1ma  a2 ma2  a3ma3 .

(4.5)

The coefficients were obtained from Living Labs field measurements and the results can
be found in Appendix C.
4.2.3

Damper

Input-output form:
ma  Damper ( , Psa , Pz )

(4.6)

The VAV box damper has a feedback control based on the space temperature. By varying
the damper opening, the airflow rate that enters the zone space can be modulated to
regulate the space temperature. So the VAV box damper model would predict the airflow
rate given the damper opening and pressure drop. Let Psa be the air pressure in the supply
duct and Pz be the zone space pressure. Then the pressure drop across each air damper is
P  Psa  Pz .

(4.7)
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The airflow rate that is going through the air damper can be formulated as (see Appendix
A)
0.5



2 P
ma  sign(P) Adamper 
 ,
 exp(a  b(1   )) 

(4.8)

where Adamper is the damper cross-sectional area, ρ is the air density, θ is the damper
opening (%) and a, b are parameters that are associated with damper characteristics.
These two parameters were also obtained from field data collected in Building 101.
4.2.4

Cooling coil

Input-output form:
[Tla , wla , Tcw,cl ,out ]  ClCoil (Tma , wma , Tcw,cl ,in , ma , mcw )

(4.9)

A moving boundary modeling approach, modified based on Braun (1988), is used for the
cooling coil model, where dry and wet analysis are carried out separately for the dry and
wet portions of the coil and the interfacing point between the dry and wet portions needs
to be identified with iterations. The effectiveness-NTU method is used in both dry and
wet analysis where the heat transfer coefficients are estimated via correlations to the air
and water-side mass flow rates. The correlation parameters were estimated using field
data collected in the Living Labs. The model details and validation results can be found
in Appendix C.
4.2.5

Air-cooled chiller

Input-output form:
[ Powch , LR]  Chiller (Tamb , Tcw,ch,out , Tcw,ch,in , mcw )

(4.10)

An empirical model is adopted to model an air-cooled chiller. The rating chiller capacity
or power is formulated as a quadratic correlation to the leaving water temperature
(Tcw,ch,out) and ambient air temperature (Tamb) as shown below:
2
Caprate  Powrate   a1  a2Tamb  a3Tamb
 a4Tlw  a5Tlw2  a6TlwTamb

(4.11)
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where the parameter values a1 to a6 were obtained via linear regression to the chiller
catalog data. Note that two different sets of parameters are associated with rating capacity
and power respectively, although they are denoted by the same symbols in the
formulation above. Under part load conditions, the part load ratio (LR) is defined as
LR  mcwc pw (Tcw,ch,in  Tcw,ch,out ) / Caprate

(4.12)

and the part load chiller power is calculated via a quadratic correlation to the part load
ratio as:

Powch   b1  b2 LR  b3 LR 2  Powrate .

(4.13)

The catalog part load performance was used to train the parameters b1 to b3. The detailed
catalog data can be found in Appendix C.
4.3

Building Envelope Agent-Based Models

Input-output form:
y k 1  Envelope(x k , w k , Q sen )

(4.14)

The building envelope model is able to predict the zone air temperature (y) given the
input sensible cooling/heating rate (Qsen) and disturbances (w) such as weather conditions
and internal heat gains. For a general multi-zone building, a discrete-time state-space
representation of the model can be formulated as

xk 1  Axk  Bw Wk  Bu Qsen,k
y k  Cxk

(4.15)

where the subscript k indicates the time step.
4.3.1 Single-zone building model
Simplified thermal network models are used for characterizing thermal behaviors of
building envelopes. Figure 4-4 shows a representative thermal network for a single-zone
building. In this representation, all exterior walls are combined into a single exterior wall
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(denoted by ext.) that represents the slow dynamic coupling to the ambient. An external
boundary condition is considered that includes the total incident radiation on all wall
surfaces. A pure resistance is included to capture the effects of heat transfer across lowmass elements, such as windows or due to infiltration. Solar radiation that is transmitted
through windows is assumed to be absorbed equally on two sides of an interior wall
(denoted by int.). The interior wall could also capture the thermal storage associated with
indoor furniture and other high-mass objects. An additional ground element (denoted by
grd.) is included to capture ground coupling dynamics. Internal radiative gains are
assumed to be distributed with an even flux to walls and ceiling, whereas convective
internal gains go directly to the zone air.
Tamb

Qsol,c
ceil.

Qconv+Qsen
Qrad,c

Qsol,e

Qsol,trans

Qrad,e
Tz

Tamb

Tz

ext.

int.

wind.
Tamb

grd.

Tg

Figure 4-4. Thermal network for a single-zone building.
Note that variants of the thermal network shown in Figure 4-4 can be used for buildings
with different construction topologies. For example, the Living Labs do not have
significant external walls but have two layers of windows. Building 101 has multiple
zones and the ceiling branch could become an adjacent wall to another zone on the floor
above. So choosing an appropriate network structure should be based on the actual
building construction.
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Performing energy balances for each of the temperature nodes leads to a linear statespace model. Discretizing the model assuming zero-order hold for the inputs, a discretetime state-space representation shown in Equation (4.15) can be obtained. Then the
model parameters such as the thermal resistances and capacitances are estimated by
minimizing the root mean square error (RMSE) between the model outputs and actual
measurements. Appendix D provides a reproduction of a published paper that documents
the details of the single-zone inverse models and only the main contributions are briefly
discussed in this section.
4.3.1.1 Window transmittance variation
Window transmittances vary with solar incidence angle and thus, vary with the season
significantly. Based on typical trends for window transmittance with incidence angle, the
following correlations are proposed to determine the beam and diffuse transmittances:
Tbeam  SHGC * F  SHGC *(1  atrans SIAn )
Tdiff  SHGC * btrans

(4.16)

where Tbeam and Tdiff represent beam and diffusive transmittances, SIA is solar incidence
angle and n is correlation order. atrans and btrans are correlation coefficients, which are also
parameters to be estimated. SHGC is the window solar heat gain coefficient. The
estimation of atrans and btrans is embedded in the whole training process.
Capturing the window transmittance variation is critical for an inverse model to
accurately predict the building seasonal behavior. It has been shown in Appendix D that
for an inverse model with window transmittance correlations, the seasonal model
validation errors could be reduced by more than 60% compared to a model with fixed
transmittances.
4.3.1.2 Multi-start search
When very limited information about a building is available or the building model has a
large number of estimation parameters, the search region becomes large and a multi-start
search scheme, which is commonly used for large-scale estimation problems, is more
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suitable. In a multi-start search process, several points are generated pseudo-randomly as
initial guesses for regression and the regression is performed for each point. The solution
with the smallest RMSE is chosen to be the final parameter values. It has been shown in
Appendix D that this multi-start search scheme has significantly improved performance
compared to a global-local search scheme.
4.3.1.3 Mixed training mode
There are two modes in which models can be trained. In one mode, the training process
takes zone air temperature as input and predicts cooling load, while in the other mode, the
input and output are switched. In a real operational phase, the zone air temperature may
be floating sometimes when the cooling equipment is off, (e.g., during unoccupied
periods) and at other times it may be under control (e.g., positive cooling load in the
occupied periods). When the zone temperature is under control, there are no dynamics in
the zone temperature output so it is better to train the model using cooling load as the
output. Conversely, when the cooling is off and the temperature is floating, temperature is
the preferred output for training. Based on this analysis, a mixed training mode is
proposed whereby the training mode switches from cooling or zone temperature as an
output according to which output has larger variation. This training mode has been shown
to more robust and effective than a single training mode.
4.3.2

Multi-zone building hygrothermal model

In this section, a multi-zone building envelope model is presented which is built upon the
single-zone thermal network model described in the preceding subsection. Because a
significantly larger number of estimation parameters are involved in a multi-zone inverse
model, a three-step estimation methodology is proposed to improve the model
identifiability. In addition, a moisture model is developed for each zone based on the
effective moisture penetration depth (EMPD) method to capture the building moisture
dynamics. The moisture models are assumed decoupled between different zones and a
one-way coupling scheme is considered between the thermal and moisture models.
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Details of this multi-zone building hygrothermal inverse model can be found in a
published paper that is reproduced in Appendix E.
4.3.2.1 Thermal model
Figure 4-5 shows a general thermal network for a multi-zone building where the coupling
branches are depicted in the dash box. The coupling elements are either a wall with a
3R2C representation or some low or no-capacitance interaction, such as a window or
simply an opening, with a pure resistance representation. The model structure for each
zone is the same as described in the single-zone building section.
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Inter-zonal
couplings
Zone2

Ext
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Ext

Ceil

Int

Flr

Ceil

Win

Ext

Zone3

Zone4

Ceil

Ext

Flr
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Ceil
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Figure 4-5. Multi-zone thermal network.
The following steps are carried out in identifying the thermal model to improve the
identifiability:
Step 1: Decoupling and merging zones
Decoupling the zones that have weak interactions can break down a large estimation
problem into several small sub-problems that can be estimated individually. The weak
couplings are identified by looking at the model output changes when a coupling wall is
assumed to have an infinite resistance. If significant changes occur in the model
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predictions, the coupling between the zones on two sides of the coupling wall is strong
and cannot be neglected. Otherwise, the two zones can be safely decoupled. If the zones
can be decoupled into several groups, each group can be estimated separately leading to a
more computationally tractable identification problem. As shown in Appendix E, the 9
zones in Building 101 case study can be decoupled into two groups where each group has
a smaller set of estimation parameters.
Step 2: Reducing estimation parameter set
A sensitivity-based approach is developed to identify the non-influential parameters in a
building thermal network. The Fisher Information Matrix (FIM) is constructed for the
building model as
N

M    t , θ    t , θ  

(4.17)

  t , θ   dyˆ  t , θ  / dθ

(4.18)

T

t 1

where

is the sensitivity matrix of the model output to the estimation parameters. The square
roots of the diagonal elements of M are used as the parameter significance indices. Only
the parameters with large significance index values remain while the non-influential
parameters are eliminated in the training process by fixing them to their initial guess
values.
Step 3: Parameter de-correlation
The remaining parameters in step 2 are not necessarily important due to potential
correlations between each other. A de-correlation step is proposed that identifies the most
correlated parameters based on principle component analysis to the FIM obtained for the
remaining parameters after step 2. The correlated parameters are eliminated from the
estimation parameter set to further reduce the estimation dimension and more importantly,
to de-correlate the parameters.
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Note that the three steps summarized above are all local analysis based on some local
parameter values. However, the actual parameter values are unknown. Thus, a global
analysis step is developed where a large number of parameter values are randomly
generated and the aforementioned steps are applied to the averaged FIM or coupling
matrix.
Table 4-2. Estimation dimensions after each step.

Original
Group 1
Group 2

231

Size of the estimate parameter set
After zone
After sensitivity
After parameter dedecoupling
analysis
correlation
86
34
27
143
56
45

Table 4-2 shows the estimation dimensions for the Building 101 case study after each of
the three steps. Originally there were 231 parameters to be estimated and this large-scale
nonlinear regression problem is difficult to solve with current numerical routines. The
decoupling step identified the weak couplings and broke the original problem down to
two sub-problems with lower dimensions. After applying the sensitivity analysis and
parameter de-correlation steps to all of the 9 zones, the number of estimated parameters
was reduced from 86 to 27 for group 1 and from 143 to 45 for group 2. The final reduced
problem had significantly lower dimensions and could be solved efficiently. More
importantly, the identified model is more robust and accurate due to the reduced
parameter correlations. Figure 4-6 provides representative thermal model validation
results for three of the zones. Very good agreement was achieved between the measured
and predicted zone temperatures and the validation root mean square errors are within
0.7ºC for the demonstrated three zones.
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Figure 4-6. Representative thermal model validation results.
4.3.2.2 Moisture model
A modified two-level EMPD model is developed to capture the moisture buffering effect
in an individual zone. The model can be represented by a RC network shown in Figure
4-7 which divides the moisture buffer into two layers: a surface layer that represents the
fast moisture dynamics and interacts with zone air node directly; and a deep layer that
captures the slow buffering effect. A pure resistance branch is used for the coupling to the
ambient air, which is mainly from infiltration.
w wall,deep

Rdeep

Cdeep

wwall,surf

Rsurf

Csurf

w zone

Rinf

wamb

C zone

Figure 4-7. RC network for the two-level EMPD moisture model.
Performing water mass balances for each moisture node, a linear state-space model can
be obtained that has similar representation as shown in Equation (4.15). Assuming
moisture interactions between different zones are negligible, the moisture model can be
constructed separately for each zone. In addition, the moisture model structure is much
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simpler than the thermal model, thus the moisture model can be estimated directly and
does not need the decoupling and parameter reduction steps that have been developed for
the thermal model. However, the moisture capacitances are highly dependent on the
indoor temperatures, thus the moisture model is coupled to the thermal model while the
reverse coupling is assumed negligible. Figure 4-8 shows the moisture model validation
results for one representative zone. The estimated moisture model captures the trend of
indoor humidity variation reasonably well and the validation root mean square error is
1.92% in the relative humidity predictions.
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Figure 4-8. Representative moisture model validation results.
4.3.3

Optimal experimental design for building envelope inverse models

The preceding two subsections described inverse modeling of single- and multi-zone
buildings under a passive identification scheme, where the training data is collected under
normal operating conditions (e.g., night setup/back strategies) that can lead to inaccurate
model parameter estimates. This section presents an active identification approach that
generates optimal input excitation to the building so that the resulting training data leads
to efficient estimates of the key parameters in an intended model structure. The method
relies on a sequential optimal experimental design procedure, which is formulated as a
MPC problem and the design procedure is in a closed loop with the estimation problem.
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Details are documented in a paper that has been submitted for publication and that is
reproduced in Appendix F. The current section only introduces the key ideas and steps.
4.3.3.1 Design criteria
Based on the Cramer-Rao inequality, the inverse of the FIM is the lower bound, and also
can be used as an approximation for the estimated covariance matrix. The FIM can be
constructed as shown in Equation (4.17) and it characterizes the shape and size of the
estimated parameter confidence region. Larger FIM corresponds to smaller confidence
region and is also equivalent to more accurate parameter estimation. Thus, the optimal
design is to minimize some scalar functional of the FIM, which could be the trace (Toptimality), determinant (D-optimality) or condition number (modified E-optimality).
4.3.3.2 Sequential design
Equation (4.19) shows the MPC formulation of the optimal design problem. The first
term in the curly parenthesis of the cost function represents the FIM contribution from the
predicted data set, which is the controllable portion of the overall FIM, and the second
term M- is the FIM for the historical training data up to the current step. The constraints
are imposed due to the system dynamics, actuation capacity of the AC system and space
comfort requirements. The overlined or tilded matrices/vectors are for the sensitivity
model, which are constructed based on the system matrices/vectors shown in Equation
(4.15). The detailed correspondence of the involved matrices and vectors can be found in
Appendix F.

max u


t  , xt  , t  , y t  


 t  Np

T
   [k ] [k ]  M  (θt ) 
 k t 1


s.t.
x[k  1]  Ax[k ]  B w w[k ]  Bu u[k ] for k = t ,

..., t + Np - 1
LBu [k ]  u[k ]  UBu [k ]

 Cx[k ]  Dw w[k ]  Du u[k ]
 for k = t  1,
y[k ]
 Cx[k ]  Dw w[k ]  Du u[k ]
..., t + Np

LBy [k ]  y[k ]  UBy [k ]


 [k ]

(4.19)
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Figure 4-9 shows the flow chart of the design methodology. Before the sequential design
process, a pre-estimation data set is collected, and is used to identify and eliminate the
non-influential parameters. Then the experimental design procedure is performed along
with the model update in a closed loop: weather predictions are obtained from the BMS
and experimental design is carried out by solving the MPC problem in Equation (4.19)
based on the most recent parameter estimates; the optimal input commands are applied to
the building BMS and when the next decision step comes, the parameters are re-estimated
based on the most recent data; the experimental design step is repeated with updated
parameter estimation and weather predictions. This sequential design process moves
forward until a pre-specified parameter accuracy is achieved.

Figure 4-9. Flow chart for the experimental design procedure.
This optimal experimental design strategy has been tested in the Building 101 case study.
Performance of the optimal input trajectory is compared to that of a conventional night
setback trajectory in Figure 4-10. The ’DET’ plot shows that with the optimally designed
setpoints, the size of the confidence region is reduced by approximately 30 times. So to
achieve a certain accuracy level, the training data size can be dramatically reduced. The
other two criteria also have significant improvements compared to the night setback
strategy although they are not considered explicitly in the optimization cost function.
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Figure 4-10. Performance comparison of optimal and conventional input trajectories.
4.4

Chapter Summary

This chapter firstly described two case study buildings that will be extensively
investigated throughout the rest of this dissertation. A modeling toolkit has been
developed that includes data-driven models for commonly used HVAC components.
With the help of this toolkit, a pool of agent models can be easily obtained for a building
HVAC system. Specifically, component models were constructed for the two case study
buildings using field measurements. The established models will be used in the agentbased controller design as will be discussed in the following chapters.
The modeling toolkit mainly involves two sets of models: cooling system models and
building envelope models. Two types of modeling approaches were investigated in
characterizing a multi-stage DX unit performance and the gray-box approach shows
better robustness when a limited training data set is available. For chilled-water AC
systems, a moving boundary effectiveness method was adopted to model a cooling coil
while a simple empirical model was utilized for an air-cooled chiller. Building envelope
modeling approaches were studied in several aspects: single-zone thermal and moisture
modeling, multi-zone modeling for medium- to large-sized buildings, and active
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identification of building envelope models using experimental design techniques. This
chapter overall provides an efficient, effective and robust toolkit for data-driven modeling
of building energy systems.
EQUATION CHAPTER (NEXT) SECTION 1
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CHAPTER 5. RULE-BASED CONTROL

This chapter derives near-optimal control heuristics for two types of AC systems: DX and
chilled water systems. The heuristic rules are obtained from observations of the AC
system optimization results. These heuristics provide a model-free control alternative for
these two types of AC systems and when they are integrated within a dynamic
optimization, the problem could be significantly simplified.
5.1

Heuristic Rule for DX Units

Models for the DX unit and supply air fan were constructed based on the approaches
described in Section 4.2 from field measurements collected at Building 101. The model
validation results can be found in Appendix B and the constructed models are used for
system optimization to minimize the total power consumption.
To meet a given sensible cooling load at any time, there is only one degree of freedom for
control optimization of the DX unit: supply air temperature setpoint. For a fixed supply
air temperature, the supply air flow rate will respond through feedback control to meet
the zone sensible loads and maintain zone temperature setpoints. Optimization can be
performed to find the optimal supply air temperature for any specific operation condition
and required sensible and latent cooling loads. Details of the optimization formulation are
given in Appendix B and only the optimization results at an example operating condition
are presented in the current section to illustrate the tradeoff in the optimization.
Figure 5-1 shows the optimization results under the example operating condition where
Tdb and w represent the evaporator inlet air temperature and humidity ratio, respectively,
Tcond is the condenser air-side temperature and Qsen is the net sensible cooling provided
by the DX unit. Note that higher supply air temperature requires more airflow and thus,
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higher fan power to achieve a fixed sensible load. However, the evaporating temperature
increases with higher supply air temperature, which leads to less latent load and lower
compressor power. It turns out that the compressor power decrease dominates the fan
power increase and as a consequence, the total power consumption decreases with
increasing supply air temperature, as can be seen in Figure 5-1. This trend is also present
in other tested operating conditions, leading to a near-optimal control heuristic: increase
supply air temperature setpoint as much as possible until the SHR upper bound is reached.
The upper bound restriction for the SHR is from the space latent load requirement, which
can be determined in a feedback control scheme by monitoring the indoor humidity level.

Figure 5-1. DX system optimization results with constraint SHR<0.85.
Figure 5-2 illustrates the heuristic control logic that can be easily implemented in an
actual building control system. This heuristic logic tries to increase the supply air
temperature setpoints (Tsup) whenever possible to enhance the DX unit's efficiency. Three
conditions need to be checked at each decision step to determine if an increase in the
setpoint should be allowed. The first two conditions concern zone comfort where Tz and
RHz represent the zone air temperature and relative humidity, respectively and Tz,setpoint is
the zone air temperature setpoint. The supply air temperature must be low enough to
satisfy the zone sensible and latent loads. The third condition is related to tracking the
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transition from a wet to a dry DX coil. When the coil is dry, DX unit efficiency decreases
with increasing supply air temperature, which is opposite to the trend for a wet coil.
Therefore, the goal is to run the coil on the boundary of the wet/dry transition as long as
the zone temperature and humidity are maintained.

Get Tz, RHz and
SHRDX

RHz>60%
for any zone

No

Yes
Initial
Tsup=14.2C

Tsup=Tsup-0.25C

Tz>Tz,setpoint
for any zone
Yes

Tsup=Tsup-0.25C

No

No
SHR=1

Tsup=Tsup+0.25C

Yes

Tsup=Tsup-0.25C

Figure 5-2. Generalized control heuristics for DX unit.
Simulations were carried out for the whole cooling season with an integrated envelope
and DX unit model under different control strategies. Simulation results show that the
simple heuristic supply air temperature reset strategy led to a 14% seasonal energy
savings for cooling compared to a constant supply air temperature control strategy. An
optimal supply air temperature reset strategy was also simulated and a 15% seasonal
energy savings was achieved. It proves that the heuristic strategy is close to being optimal
in the energy savings for this building.
Further study shows that this heuristic rule can be generalized to any DX unit with
capacity modulation and variable air volume. Details of this generalized heuristic rule are
reported in a published paper that is reproduced in Appendix G, while the main results
and conclusions are presented in the current section. To investigate the effectiveness of
this generalized heuristic, DX units with different system configurations are considered,
including different combinations of compressors (digital scroll and variable speed
compressors), fans (forward curved, airfoil and vaneaxial fans) and duct systems (static
pressure reset and fixed static pressure controls). Models were constructed from
component catalog data and simulations were carried out for each of the combinations
under different operating conditions. Simulation results show that the heuristic control
provides near-optimal performance under all considered scenarios. Compared to a
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constant supply air temperature setpoint, significant energy savings potential can be
achieved depending on the system configuration as well as the operating condition. The
variable-speed compressor was found to be superior to the digital scroll compressor due
to its better performance at part load conditions. To evaluate the impact of climate on the
performance of the heuristic control logic, seasonal simulations were carried out under
different climates. It was found that under moderate-humid climates, the heuristic
strategy could provide significant energy savings (close to 10%). For hot-dry climates,
the energy savings are lower (around 5%) since there is a lower demand for
dehumidification. For hot-humid climates, the energy savings are minimal because indoor
humidity is already close to the allowed upper bound and there is not much room to
optimize.
5.2

Heuristic Rule for Chilled Water Systems

Component models for the Living Labs were constructed from on-site measurements
using the approaches described in Chapter 4. The Living Labs are cooled using chilled
water available from a central plant on the Purdue campus. However, for the purpose of
this study they were assumed to be served by a dedicated air-cooled chiller. Performance
data for the air-cooled chiller were obtained from the manufacturer. The detailed
modeling and validation results are documented in Appendix C.
Integrating all the HVAC component models together provides the overall HVAC system
performance for the Living Labs. Figure 5-3 shows the total HVAC power variations
with respect to supply airflow under four example operating conditions. Tma and RHma are
the mixed air temperature and relative humidity. Toa is the outdoor air temperature. Qsen,net
is the cooling coil net capacity which equals the coil capacity minus the heat dissipated
by the fan. This net capacity is the effective cooling rate that the AC system provides.
The chilled water setpoint, which is the cooling coil inlet chilled water temperature, was
assumed to be a fixed value of 8.5 C. The airflow can vary between 1200 CFM (0.67 kg/s)
to 2600 CFM (1.44 kg/s).
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Figure 5-3 (c) shows a case under dry coil conditions. To achieve a specified net capacity
(2 kW in the plotted case), higher airflow consumes more fan power and thus, requires
more chiller power to compensate for the heat dissipated from the fan. This can also be
observed in the coil heat exchange rate variations plotted in the bottom (the sensible and
total rate curves are overlapped). Chilled water pump power is small compared to power
consumed by the chiller and supply fan. As a consequence, the total power increases
monotonically with airflow for this particular system.
Under wet coil conditions shown in Figure 5-3 (a), coil sensible capacity still increases
with increasing airflow to offset the fan heat. However, less dehumidification (latent
capacity) occurs with higher airflow due to higher coil surface temperature and this latent
capacity decrease dominates the sensible capacity increase. As a consequence, the coil
total capacity and chiller power decrease with increasing airflow. A slight decrease can
also be observed in the pump power because less chilled water is needed. However, the
fan power increase is so dominant that the total power still increases with airflow
although the curve is relatively flat when airflow falls below 1 kg/s.
The other two subplots show the cases where the coil changes from dry to wet at some
intermediate airflow. A similar trend can be observed in all the subplots of Figure 5-3 and
also under other tested conditions, leading to a near-optimal control heuristic for this
particular system: maintain the airflow at the minimum level and vary the chilled water
flow for capacity modulation. It should be noted that this particular heuristic might be
unique to this system. Other systems that have a lower ratio of fan to chiller power could
have a somewhat different tradeoff and optimization result.
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Figure 5-3. HVAC power consumptions under different operating conditions.
By virtue of the derived heuristics, the coil capacity can be formulated as

Qcl , sen  LR  Caprate (Toa )

(5.1)

where LR is the load ratio, defined as the ratio of the coil load to the chiller capacity
(Caprate). Since coil inlet chilled water temperature is fixed, the chiller capacity is a
function of the outdoor temperature Toa only. Defining Powch as the total power
consumed by the chiller and chilled water pump, a 4th order convex polynomial fit was
obtained that correlates Powch to the load ratio LR at each outdoor air temperature:





Powch  Pow ch LR, Toa .

(5.2)
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It was shown in Appendix H that obtaining a 4th order convex polynomial fit is a convex
problem and can be easily solved with a convex programming package. Figure 5-4 shows
the variation of Powch with respect to LR at an example outdoor air temperature (Toa) of
33ºC where the curve exhibits a convex shape. This convex shape can also be observed
under other tested values for Toa and because of this, good fits were obtained with
R2>0.99 for most of the tested outdoor air temperatures. Convexity of this power function,
along with the capacity formulation shown in Equation (5.1), could make the control
optimization problem of a chilled water system convex. One benefit of this convexity
property is that convergence can be guaranteed in the optimization. This is especially
critical for multi-agent control applications as will be shown in Chapter 7. Note that the
calculation of the pump power requires coil air side conditions. However, since the pump
power is small compared to the chiller power, pump power calculations are only
performed under a nominal air condition.
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Figure 5-4. Variation of total power of chiller and pump with respect to load ratio.
5.3

Chapter Summary

This chapter introduced near-optimal control heuristics for DX and chilled water AC
systems, which are commonly used in commercial buildings. The heuristics are simple
and can be easily implemented in an actual building control system. Significant energy
savings were demonstrated with these heuristics in simulation.
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More importantly, these heuristics can be integrated in building dynamic optimizations
(MPC problems) to simplify the problem and reduce the computational requirements,
which leads to a scalable building control approach. This heuristic-integrated control
scheme will be demonstrated with several applications in Chapter 7.
EQUATION CHAPTER (NEXT) SECTION 1
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CHAPTER 6. OPTIMIZATION-BASED CONTROL

This chapter will mainly demonstrate the optimization-based control scheme using the
Building 101 case study. Optimization-based control is important when a well-developed
heuristic does not exist for the target HVAC system. With the help of the developed
multi-agent control framework described in Section 3.2, a multi-agent controller can be
synthesized automatically in a plug-and-play manner. When a distributed control scheme
is specified, the distributed algorithms, which are elaborated in Section 3.4 and are
embedded in the multi-agent control framework, can be used as a mechanism for intraagent optimization and inter-agent coordination. The framework provides good flexibility
in designing an appropriate distributed control topology. When the target building energy
system is not complex, a centralized control can be specified in the framework while for
control of a large scale system, different control granularities can be easily configured
depending on the network structure, physical diversity of the devices, etc. Note that the
detailed problem formulations are given in Appendix A and this chapter only highlights
the key ideas and results.
6.1

Case Study Description: Building 101

Figure 6-1 shows a diagram of the HVAC system for this case study, which corresponds
to a portion of Building 101. Instead of using a full-scale 9-zone model, this case study
only considers the three zones on the second floor and the DX unit and supply fan are
scaled accordingly. It is a typical centralized AC system serving multi-zone buildings.
Air is conditioned in the AHU and then supplied to each conditioned zone through a
dedicated VAV box. The zone air temperature is regulated by varying the entering
airflow rate through modulation of the VAV damper. The return air (RA) from the space
is circulated back to the AHU and mixed with the outdoor air (OA) before going through
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the heating/cooling coil for air conditioning. Supply air temperature (Tsa) is controlled to
a setpoint by varying the chilled water flow rate for chilled water systems or by changing
the refrigerant evaporating temperature for DX systems. Fan speed modulates to maintain
a constant supply duct pressure (Psa) while outdoor air (OA) and return air (RA) dampers
coordinate to keep a constant mixed-air pressure (Pma).

Figure 6-1. Diagram of the case study HVAC system.
6.2

Agent-Based Component Models

Models for different components were constructed from Building 101 field measurements
based on the modeling toolkit discussed in Chapter 4. This section only briefly reiterates
the corresponding input-output relationships as listed in Table 6-1. The under-scored
variables are boundary conditions provided at the beginning of each decision step. In
practice, the mixed air pressure Pma and zone space pressure Pz,i are typically controlled
to a constant level. These two pressures are assumed to be Pma = -0.3 (inW.C.) and Pz,i =
0.1 (inW.C.).
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Table 6-1. Building 101 component model input-output forms.
Component



Input-output form

Tla  DX Tla Tma , wma , ma , Tamb , Stage
DX unit





PowDX  DX Pow Tma , wma , ma , Tamb , Stage



Pow fan  FanPow  ma , ESP 
Tsa  FanT Tla , ma , ESP 

Fan

Psa  Pma  ESP



ma ,i  Damper Psa , Pz ,i ,i

Damper
Zone

Qsen,i  ma,i c p Tsa  Tz ,i 

Air splitter

ma   ma ,i



3

i 1

6.3

Optimization Problem Formulations

The control optimization problem is to find the optimal operating point given the
boundary conditions and load requirements such that the total power consumption is
minimized. The problem needs to be solved at each decision step as the boundary
conditions and load requirements vary with time.
6.3.1

Centralized formulation

Defining all the device group numbers to be the same, a centralized optimization
formulation can be constructed automatically by the multi-agent framework:

min PowDX  Z   Pow fan  Z 
subject to

(6.1)
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Qsen ,i
ma ,i
ma

 ma ,i c p (Tsa  Tz ,i ), i  1, 2,3,
 Damper (i , Psup ), i  1, 2,3,


3

m
i 1



i

Stage 
Psa

Tla
Tsa

a ,i

,

DX Tla (ma , Stage),
FanT (Tla , ma , Psa ),
[0,100], i  1, 2,3,
[0, 6],
[0,1.2] (inW.C.).

(6.2)

where Z is a vector that contains all the optimization variables. The cost function in
Equation (6.1) is the total power consumption for the DX unit and supply fan. The
equality constraints in Equation (6.2) correspond to the models described in the preceding
section. The interval type constraints in Equation (6.2) are due to the actuation capacities
of the corresponding components. The boundary conditions are omitted in the
formulation above for ease of notation.
6.3.2

Distributed formulation

In the centralized formulation, there are eleven optimization variables, nine (mostly
nonlinear) equality constraints and five interval-type constraints. Solving this problem
requires significant computations. However, this complex problem can be broken down
into 11 sub-problems with lower dimensions. Two sub-problems are assigned for
minimizing the DX unit and fan power, respectively and each of the other 9 sub-problems
is responsible for maintaining one of the equality constraints shown in Equation (6.2).
Most of the sub-problems have optimization dimensions less than three with only bound
constraints and some sub-problems even have analytic solutions. Thus, the computational
burden for solving each sub-problem is significantly lower. In addition, the sub-problems
can be solved in parallel by the respective agents, which makes the multi-agent control
approach scalable.
Define X as the distributed optimization variable vector that contains all the local
optimization variables among the sub-problems. Note that multiple variables could exist
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in X that represent the same physical variable. For example, both DX unit and supply fan
sub-problems involve the total airflow rate in their optimizations and thus, two copies of
same variable exist in the vector X although they belong to different sub-problems or
agents. Let Xi denote the sub-vector of X that contains the variables associated with the
ith sub-problem and let fi denote the cost function of the ith sub-problem. Then each subproblem can be reformulated in this compact way:

min  fi  Xi 
s.t. Xi  Ci

(6.3)

where Ci is the feasible region of the local variables Xi.
As explained above, the same physical variable could have multiple local copies among
different sub-problems. Thus, consensus constraints are needed to enforce that all the
local copies of the same physical variable be equal. For example, the DX unit subproblem would be in favor of higher airflow to enhance the unit efficiency while in the
supply fan sub-problem lower airflow would be beneficial due to the lower fan power. So
the two agents would drive the two local variables that represent the same physical
quantity in opposite directions and the consensus constraints are necessary to enforce
equalities among these local variables. Since the consensus constraints are simple linear
element-wise equalities, they can be formulated as
X  FZ .

(6.4)

where F is a matrix of appropriate size that maps the local variables to their physical
variables in Z. Note that details of the problem formulations can be found in Appendix A.
The distributed optimization algorithms presented in Section 3.4 can be used to solve the
problem formulated above. The ADMM exhibits better robustness so the optimization
results in the subsequent sections were obtained using the ADMM. Note that the problem
formulations, either centralized or distributed, and the algorithm implementation can be
automated within the multi-agent control framework.

63
Figure 6-2 shows the implementation diagram of the designed multi-agent control system.
The bottom layer corresponds to the sensing network that collects the required operating
conditions. The layer above includes all the basic agents, which represent behaviors of all
the components. The basic agents could be implemented by equipment manufacturers or
could be identified on the fly from collected data. On top of the basic-agent layer, there is
an optimizer-agent layer that is responsible for self-optimization of each sub-problem
associated with each device. Each optimizer agent calls the related basic agents
iteratively to find the optimal point, independently and in parallel with other optimizer
agents. A coordination layer is needed as shown in the top layer of Figure 6-2. It collects
the local copies of all the variables, updates the dual variables accordingly and feeds the
updated dual variables back to the optimizer agents to let them re-optimize with respect
to the updated information. This process iterates until certain termination criteria are met.

Figure 6-2. Diagram for real multi-agent system implementation.
6.4

Case Study Results

In a real implementation, the problem can be solved with the aforementioned scheme on
the fly under varying operating conditions. This section only presents the optimization
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results for an example operating condition to demonstrate the validity of the proposed
multi-agent coordination method.
As a first step, the variables were normalized to have comparative scales to make sure
that the penalties to the consensus violations were fairly assigned. Figure 6-3 plots the
variation of the normalized variables as the coordination procedure proceeds. Some
variables have local copies among several optimizer agents and they are reflected by
multiple curves within the same subplot. It can be seen that in the first few tens of
iterations, different local copies of the same variable disagree since each sub-problem
optimization is carried out for its own benefit. But the deviations diminish with more
iterations due to inter-agent coordination. This reduction of disagreement can also be
reflected in the top plot of Figure 6-4 as will be discussed in the following paragraph.

Figure 6-3. Evolution of local variables.
Plugging the estimated global variables Z into the centralized problem formulated in
Section 6.3.1, the cost function, as well as the constraint satisfaction, were evaluated at
each iteration. The top plot in Figure 6-4 shows the normalized constraint violations and
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each curve corresponds to one constraint listed in Equation (6.2). The plotted constraint
violations are also indicators of the disagreement level in the different local copies of the
same variable since if a consensus is reached, the global variable in Z should equal all the
corresponding local variables which strictly satisfy the constraints within Equation (6.2).
So in the top plot of Figure 6-4, the local variables reach consensus in an oscillatory
manner and the oscillation magnitude decreases with iterations. The bottom figure plots
the evolution of the total power consumption, which is the output of the cost function in
Equation (6.1). A key pattern can be observed in this iterative process: the algorithm
takes turns in reducing the power and enforcing the consensus constraints. When the
constraint violation is small, the iterations move in a cost descent direction leading to a
faster power drop. But these moves compromise consensus satisfaction and the next few
iterations move towards a consensus-violation reduction direction where the total power
is not decreasing much or even increasing. Under the demonstrated operating conditions,
convergence is reached in the 119th iteration where the variable changes between
iterations and consensus disagreement are below the threshold set in the stopping
criterion.

Figure 6-4. Evolution of the total power and constraint violations.
The centralized optimization has eleven variables and many constraints. Through some
engineering, the problem was reduced to a 2 degree-of-freedom optimization that is

66
relatively easy to solve and the optimal point for this specific operating condition was:
Stage= 2.19, Tsa= 17.8ºC, θ1= 0.96, θ2= 0.94, θ3= 1, Psup = 300 Pa with a minimum total
power consumption of 24.9 kW. To assess the energy savings, a baseline control strategy
for the conventional control was considered with Tsup=14ºC and Psa=280 Pa, which had
been implemented physically in Building 101 before the year of 2013. The energy
consumption with the baseline strategy is 43.5 kW. So there is a 42.7% energy savings
potential and the multi-agent control was able to find a solution with 25.9 kW power
consumption which covers 94.6% of the maximum energy savings. The savings potential
is not fully recovered because the total power is not sensitive to the supply pressure
setpoint, which creates a lot of local minimums and the obtained solution is a local
minimum.
Note that the problem considered is highly nonconvex so convergence is not guaranteed.
In the simulation tests, it was observed that different initial guesses gave quite different
types of solutions (e.g., local minimums, points without consensus or even divergent
solutions). A practical approach is to implement a multi-start scheme and find the
consensus solution with the minimum power. Testing results show that with a multi-start
scheme where the start points were randomly generated, 60% of the start points led to
some consensus solution that covers at least 92% of the maximum energy savings. Also,
using the optimal solution from the previous step should improve the performance since
optimal operating conditions do not change significantly between decision steps.
6.5

Chapter Summary

When a well-developed heuristic is not available for the target building system, an
optimization-based control is needed. This chapter demonstrated the performance of the
proposed multi-agent control approach within the Building 101 case study. Simulation
tests show that the multi-agent controller was not able recover more than 90% of the
energy savings potential under most of the tested operating conditions. Although not
presented in this dissertation, the multi-agent control has been applied to another case
study: a chilled water cooling plant control, where global optimal solutions were obtained
with the multi-agent controller. Details can be found in Appendix A.
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The framework can be used to automate the multi-agent controller design process, which
makes the approach plug-and-play. In addition, the framework provides good flexibility
in specifying the multi-agent control topology, ranging from a totally centralized control
to a distributed control with the finest granularity. This allows an easy ad hoc controller
design based on the actual building characteristics.
EQUATION CHAPTER (NEXT) SECTION 1
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CHAPTER 7. HEURISTIC-INTEGRATED MULTI-AGENT CONTROL

Dynamic optimization in buildings mainly concerns optimal load shifting for either
energy or cost minimization while the static optimization deals with optimal coordination
of different components at a given time instance, as the case being addressed in Chapter 6.
Dynamic optimization problems are often formulated under MPC forms where predicted
weather and occupancy conditions are used for optimizing the building system operations
within a prediction horizon. Dynamic and static optimizations can be handled together in
a hierarchical scheme: a static optimization is performed at each time step within the
prediction horizon of a dynamic optimization problem. However, the computational
burden could explode as the prediction horizon or building complexity increases. A
remedy could be utilizing well-developed heuristics for HVAC systems to simplify the
dynamic optimization problem and to make it scalable and real-time feasible.
This chapter demonstrates the idea of integrating well-developed heuristics into the
building dynamic optimization problem for improved scalability. Firstly, the heuristics
developed for DX units are used in formulating a simplified MPC problem for the
Building 101 case study. Due to the reduced computational demand, this strategy is
implementable under a centralized scheme. A second demonstration case takes advantage
of the developed heuristics for chilled water systems in formulating a demand response
(DR) problem for the Living Labs case study. By virtue of the developed heuristics, the
DR problem can be formulated under a convex form, which helps guarantee convergence
of the adopted optimization algorithms. The second demonstration case considers two
multi-agent control scenarios: in a long term optimization, agents are assigned for
different sub-periods of the optimization horizon, i.e., the problem is segmented in the
time domain; and in a multi-zone control optimization, agents are assigned for different
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zones which corresponds to a segmentation in the spatial domain. Note that long term
optimizations are not implementable in practice, but can be used as a benchmarking tool
to study different DR strategies. The multi-agent framework is used in both scenarios to
automate the controller design process so that a multi-agent controller can be constructed
easily for a new building with limited engineering effort.
7.1

Integration of DX Unit Heuristics in a Precooling MPC for Minimum Electrical
Energy Consumption

The proposed heuristic rule for DX units described in Section 5.1 can be used to
determine a near-optimal supply air temperature in terms of electrical energy usage for a
prescribed sensible load at any time instance. This section will demonstrate its integration
within a simplified MPC to optimize the use of building thermal mass for precooling with
relatively small computational requirements resulting in a practical and scalable building
control scheme.
7.1.1

Problem formulation

A simplified one-shot MPC for minimum electrical energy consumption under a
precooling scenario is formulated as:
*
[tst* , tend
, T * ]  arg min  k 1PowDX (k )  Pow fan (k )
24

(7.1)

tst ,tend ,T

where the start time (tst), end time (tend) and precooling zone temperature setpoint (T) are
the optimization variables and k corresponds to the time step number. A 1-hr time step
and a 24-hr look ahead time horizon are assumed implicitly in the formulation shown in
Equation (7.1). Normal zone temperature setpoints are employed for non-precool periods.
Figure 7-1 shows the design temperature setpoint profile where the green dashed curve
corresponds to the profile under the conventional night setup strategy and the blue solid
curve corresponds to the designed precooling setpoint profile. All the zones are assumed
to follow the same setpoint profile and the simplified MPC is designed to be one-shot
with a 24-hour look-ahead time horizon. So the optimization is performed at the
beginning of each day and the optimal setpoint profile is applied for the whole day. For
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each day, the heuristic rule is used to identify the optimal supply air temperature and
calculate the corresponding power consumption for each of the 24 prediction steps. The
integrated electrical energy consumption is used as the cost function by the optimization
routine iteratively in determining the three precooling variables. Since the start and end
times are discrete variables with a small number of possible combinations, an exhaustive
search method is used to find the optimal solution where the temperature setpoint T is
discretized with a 0.25ºC increment.
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Figure 7-1. Temperature setpoint profile in the simplified MPC.
7.1.2

Simulation results

The constructed Building 101 envelope and DX unit models are coupled to establish a
simulation test bed to evaluate the performance of the proposed heuristic-integrated MPC
approach. For benchmarking purpose, three other control strategies are also tested: 1)
conventional night setup control with fixed supply air temperature setpoints; 2)
conventional night setup control with optimal supply air temperature setpoints; 3)
heuristic supply air temperature resetting strategy.
Table 7-1 presents seasonal energy consumption under different control strategies.
Compared to the conventional strategy, optimal control of supply air temperature setpoint
leads to a 15% energy savings while the heuristic reset control results in a 14.2% energy
savings. The small degradation in performance for heuristic control mostly occurred
when both sensible and latent load demands were low.
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Table 7-1. Seasonal energy consumptions for different control strategies.
Control strategy
Conventional
Optimal Tsup reset only
Heuristic Tsup reset only
Heuristic-integrated MPC

Total power
69.4 MWh (237 MMBtu)
59.1 MWh (202 MMBtu)
59.7 MWh (204 MMBtu)
56.8 MWh (194 MMBtu)

Energy savings
15.1%
14.2%
18.4%

Figure 7-2 plots DX power, sensible load, and air flow rate for the simplified MPC and a
conventional night setup strategy over a typical day. It can be seen that the MPC tries to
precool the zones starting from 4am and by doing this, the load is shifted from the day
time to early morning. There are two incentives for doing this load shift: (1) The DX unit
is more efficient at part-load conditions, which can be observed in the variation of
sensible COP with respect to sensible load plotted in Figure 7-3, so it is beneficial to
flatten the load profile by precooling the building; (2) The DX unit is more efficient in
the early morning when the outdoor air temperature is low. With the simplified MPC, an
additional 4.2% energy savings was achieved compared to the 14.2% savings resulting
only from the heuristic supply air temperature reset.
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Figure 7-2. MPC results for a typical day.
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Figure 7-3. Variation of sensible COP with respect to sensible load for the DX unit.
Note that the benefit of the simplified MPC could be larger in an economic sense if timeof-use (TOU) electricity pricing and demand charges are present. In this case, load
shifting through MPC could significantly reduce peak demand and on-peak energy usage.
Also in the case study building, the VAV airflow can throttle down to 10% of the
maximum flow rate, which avoids the necessity of reheat under any of the
aforementioned control strategies. However, typical VAV systems require the minimum
airflow to stay above 50% of the maximum flow rate to ensure proper ventilation and
comfort. In that situation, significantly more reheat is needed and the heuristic control
could save more energy by reducing reheat energy consumption since the heuristic favors
high air flows and supply air temperatures.
7.2

Integration of Chilled Water System Heuristics in Benchmarking a Demand
Response (DR) Problem under a Multi-Agent Scenario

This section presents a multi-agent-based benchmarking approach for a single-zone DR
problem that utilizes the near-optimal heuristics for chilled-water systems developed in
Section 5.2. An optimal DR strategy involves an optimization of the system operation
over a whole month period and thus, it is a long term optimization problem. Solving the
problem is a computationally challenging task due to the high dimensionality. To
overcome the dimensionality issue, a multi-agent-based approach is developed that
fragments the centralized problem into multiple sub-problems where each sub-problem
only involves optimization for a shorter period of time. Each sub-problem is solved by an
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associated agent and a coordination mechanism is imposed to ensure the interfacing
conditions match between two neighboring agents.
The proposed approach itself is not implementable in practice. But it is useful in
understanding the cost savings sources and more importantly, it provides a benchmarking
tool to investigate performances of different DR strategies. In addition, a practical shortterm MPC formulation is proposed that considers the tradeoff between the energy and
demand costs. The short time-horizon MPC is tested with different configurations and
compared to the benchmark with the goal of identifying an effective and practical method
that achieves most of the cost savings potential. The details of this approach are
documented in a paper that is being submitted for publication and is reproduced in
Appendix I, while this section highlights the key ideas and results.
7.2.1

Case study description

Figure 7-4 shows the system schematic for a single-zone case study that is used to test the
proposed approach. This case study only focuses on one office space of the Living Labs
and a dedicated chiller is sized properly to meet the peak zone loads. Return air from the
space is mixed with outdoor air where the mixing ratio is an optimization variable. The
mixed air goes through cooling and reheat coils for heat exchange and a variable speed
fan is used to deliver variable airflow to the space. As mentioned in Section 5.2, the
chilled water setpoint, which is the inlet water temperature to the cooling coil, is assumed
to be a fixed value and chilled water flow is varied for cooling capacity modulation. A
simplified boiler model with a constant efficiency is adopted.

Chiller

Boiler

Pump
Air
Outdoor mixing
air
box

Cooling coil Supply fan

Reheat
coil

Zone

Figure 7-4. Layout of the case study system.
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7.2.2

Centralized formulation

The cost function of a centralized formulation for the DR problem is given by









 Np Pow LR[i ], T [i ]  Pow [i ]  r [i]  Q [i ]  r
ch
oa
oth
e
ht
gas
 i 1
min 
Nd

+ l 1 max  Powch [i]  Powoth [i ]  rDC ,l
iPl












(7.2)

where i corresponds to the time step and l is the index for different periods having
different demand rates. Np is the number of time steps within a month-period. For
example, for a 30-day month with a 1-hr time step, the optimization horizon is Np=720.
Nd is the number of periods having different demand charges and Pl is the set of time
indices that belong to the lth demand period. Note that only an any-time demand rate was
considered in the demonstration case with Nd=1, although the formulation in Equation
(7.2) can handle different demand rate structures. re, rDC,l and rgas are the electricity
energy rate ($/kWh), electricity demand charge rate ($/kW) and gas price ($/kWh),
respectively. Powoth is the non-controllable power that is consumed by supply fan,
lighting and other electrical appliances. Within this formulation, the monthly utility cost
is minimized which consists of the electricity energy (the first term) and demand (the
third term) costs and the reheat gas cost (the second term). This optimization problem
involves nearly 7,000 design variables and a large number of constraints, which makes it
difficult to solve.
7.2.3

Distributed formulation

The centralized problem formulated in the preceding section is fragmented into multiple
sub-problems that are addressed by Nday “day-based” agents and one “demand” agent,
respectively, where Nday is the number of days in the month of interest. Each day-based
agent simply minimizes the cost for energy on the jth day subject to a demand constraint:
min  i 1j
Np

subject to:

 Pow  LR [i],T [i]  Pow [i]  r [i]  Q [i]  r 
j

ch

j
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j
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e

j
ht
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(7.3)
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,l  max Powch LR [i ], Toa [i ]  Powoth [i ] ,
iPl

(7.4)

where the superscript j denotes the association with the jth day, i is the time step index
within the corresponding day, Npj is the number of time steps in the jth day, and Powjmax,l
is the expected monthly peak power within the lth demand period for the jth day. Note
that Powjmax,l is a dummy variable that is used for decomposing the demand problem
Nday 1
among the day-based agents and to bridge to the actual monthly peak ( Powmax
,l )

involved in the demand agent optimization. The demand agent, i.e., the (Nday+1)-th
agent, is responsible for the monthly demand cost reduction:
Nday 1
min l 1 Powmax
,l  rDC ,l 
Nd

(7.5)

Nday 1
where Powmax
is the expected monthly peak for the demand agent.
,l

The day-based agents and demand agent carry out their own optimizations in parallel but
couplings exist between agents and thus, some consensus constraints are needed as a
coordination requirement. The first constraint comes from the fact that the state variable
at the end of a day should be the same as the initial state variable for the following day,
i.e.,
x j 1[1]  x j [24]  x[24  j ]

for

j  1,..., Nday

(7.6)

The second consensus constraint ensures the expected monthly peak power Powjmax,l
should be equal among all agents, i.e.,
j
Powmax
,l  Powmax ,l

for

j  1,..., Nday  1

(7.7)

The multi-agent control framework developed in Section 3.2 was used to facilitate the
control optimization design process. Figure 7-5 shows the multi-agent diagram where a
user only needs to drag the day-based agent and corresponding HVAC agents from a
predefined library and drop them into a project canvas. After simple configurations, such
as specifying day-based agent parameters (state-space matrices), defining inter-agent
connections and loading the boundary conditions, the framework automatically composes
the optimization problem and implements the distributed algorithms. With the aid of this
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framework, the required engineering effort to setup this multi-agent DR analysis can be
significantly reduced.
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Figure 7-5. Demand response problem diagram in the multi-agent framework.
7.2.4

Short horizon MPC

It needs to be reiterated that, the monthly optimization helps to understand the sources of
cost savings. However, it is not practical in a real implementation due to the high
computational requirements as well as the difficulty in predicting weather and internal
heat gains over a long horizon. In that regard, a more practical short horizon MPC
strategy is proposed that accounts for the tradeoff between the energy cost and demand
cost within a smaller time window. For each decision step, a solution is sought for the
following optimization problem
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(7.8)

where k represents the current time step from the beginning of the month. The only
difference in this formulation compared to Equation (7.2) is that it introduces a peak load
threshold Powpk,l[k] which is equal to the peak load that has occurred within the past
portion of current billing cycle. Pl is the set of time indices associated with the lth
demand period within the prediction time horizon. In addition, Np is a smaller number
representing a short and predictable horizon (e.g., 24 hours). This formulation considers
the incremental demand cost corresponding to the amount of demand beyond the peak
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that has already occurred, and also the energy cost within the prediction period. Choosing
the parameters Powpk,l[1] is non-trivial. A simple yet intuitive strategy would be to set
Powpk,l[1]=0. This strategy might pose unrealistic weighting of demand cost relative to
energy cost: demand cost is over-weighted during the days prior to the monthly peak and
the energy cost savings might be compromised. However, testing results from Appendix I
have indicated that the control performance is not sensitive to the choice of value for
Powpk,l[1] and the results shown in the following subsection were obtained with
Powpk,l[1]=0.
7.2.5

Results and analysis

Figure 7-6 shows energy and demand cost savings evaluated for a one-month billing
period that is assumed to start from May 22, 2015 and end on June 21, 2015. Results are
presented and compared for short horizon MPC's under different look-ahead time
horizons (Np) with perfect forecasts and for a monthly optimal solution obtained using
the distributed optimization approach elaborated in Sections 3.4 and 7.2.3. Attempts to
solve the centralized optimization were not successful on a workstation computer with
Intel i5 CPU and 6GB RAM due to the large memory requirement. Tariffs shown in
Table 7-2 were used in the evaluation of the cost savings with different electricity rates
for on-peak, mid-peak and off-peak periods and one single anytime-peak demand charge.
A baseline strategy was simulated where zone air temperature floats in a pre-specified
comfort range and minimum heating and cooling are enabled whenever needed to
maintain the temperature within the comfort band. More details of the simulation
configurations and testing results can be found in Appendix I. It can be observed from
Figure 7-6 that both demand and energy cost savings approach to their optimal levels as
the prediction horizon increases. The 24-hr look-ahead MPC is able to recover most of
the cost savings. This study assumes perfect weather and internal gain predictions, so
although longer prediction horizon MPCs provide larger cost savings potential
theoretically, the actual savings would have less dependence on the prediction horizon
due to higher uncertainties in the predictions.
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Table 7-2. Summer TOU tariffs with demand charge.

On-peak period

Electricity price
($/kWh)
0.108

Noon - 6 PM

Mid-peak period

0.089

8 AM - noon; 6 PM - 11 PM

Off-peak period

0.064

All other hours

Rate periods

16

Hours

Demand charge
$19.2/kW anytime
peak demand

Energy
Demand

14

Cost savings %

12
10
8
6
4
2
0
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24

36
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Prediction horizon hr

72

Monthly
Optimum

Figure 7-6. Energy and demand cost savings with respect to MPC prediction horizons.
Figure 7-7 compares energy and demand cost savings of the benchmark (monthly)
optimization and the 24-hr look ahead MPC for a one-month summer period with
different assumptions for the start and end of the billing cycle with respect to the weather
driving the building loads. Note that a building power peak occurs on 06/12 and 06/13,
which is at the later half, the middle and the beginning of the billing cycles in tests #2, 3
and 4, respectively. The MPC was able to recover most of the cost savings regardless of
when the peak occurs in the month.
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Figure 7-7. Energy and demand cost savings with different billing cycles.
Further tests, details of which can be found in Appendix I, show that the start value for
the peak load threshold, Powpk,l[1], does not have much impact on the MPC performance.
Even using the optimal threshold obtained through the monthly optimization does not
lead to noticeable improvement. Thus, the 24-hr look ahead MPC with a zero peak
threshold starting value is a preferred strategy in practice.
7.3

Integration of Chilled Water System Heuristics in a Multi-Agent DR Control
Strategy for Multi-Zone Buildings/Building Clusters

This section presents an application of the proposed multi-agent control method in the
optimal demand management of multi-zone buildings or building clusters. Similar to the
monthly optimization, the derived heuristics for chilled water AC systems are used to
formulate the problem under a convex form. The multi-agent control framework is
utilized to synthesize a multi-agent controller where one agent is assigned for utility cost
minimization of each zone and a demand agent is used for demand cost reduction. So
segmentation is considered in the spatial domain. The control approach is applied to the
3-zone Living Labs case study to evaluate its control performance. The details of the
proposed approach and the testing results are documented in Appendix H while this
section only highlights the key results and conclusions.
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7.3.1

Case study description

Figure 7-8 shows the system layout of the 3-zone Living Labs case study. The three
zones are nearly identical. Zone1 and Zone2 are exactly the same except for the
occupancy profile. Zone3 differs from the other two zones in that only a single-skin
facade is configured while Zone1 and Zone2 both have double-skin facades. This
difference has a significant effect on the building thermal behavior. In addition, Zone3
has greater occupancy resulting in more electricity usage and internal heat gains. The
three zones are served by different AHUs but chilled-water is assumed to be provided by
a central air-cooled chiller as the cooling source. Hot water is provided by a boiler to the
reheat coils in the AHUs. However, since the boiler efficiency is relatively constant with
respect to heating demands, boiler gas usage is assumed to be proportional to the total
reheat across all three zones and no boiler model is needed. There is good insulation in
the separating walls so the thermal interactions between zones are negligible.
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Figure 7-8. Layout of the case study system.
7.3.2

Multi-agent control scheme

A centralized DR problem is formulated as an MPC problem similar to that shown in
Equation (7.8). The only difference is that the chiller power is calculated based on the
total cooling load across all three zones. A peak load threshold variable is used to track
the current peak load within a month and also provides a reference for calculating the
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demand cost in the prediction period. The threshold is initialized to zero at the beginning
of the billing cycle. If the predicted power trajectory does not exceed the threshold for the
prediction horizon in Equation (7.8), then no incremental demand cost results. Otherwise,
the MPC will minimize the incremental demand cost and energy cost within the lookahead horizon. As shown in Section 7.2, a 24-hr look ahead MPC with zero peak
threshold start is effective in recovering the cost savings and this strategy is also adopted
here.
A distributed optimization formulation is introduced that breaks down the centralized
problem into four sub-problems where an agent is assigned for optimizing each subproblem. The first three agents are responsible for minimization of the energy costs for
the three different zones, respectively, and the fourth agent minimizes the total demand
cost. Some consensus constraints exist that bridge different sub-problems. The multiagent framework is used to assist the multi-agent controller synthesis and the ADMMbased algorithm embedded in the framework is used as a mechanism for intra-agent
optimization and inter-agent coordination.
7.3.3

Test results

The same electricity tariffs shown in Table 7-2 were used in this case study. It has
different on-peak, mid-peak and off-peak electricity prices and a single anytime-peak
demand charge. Simulations were carried out for a month period under different control
strategies and Table 7-3 lists the energy and demand costs associated with the considered
strategies. A baseline control simply enables minimum cooling or heating to maintain the
space temperature within the comfort range which has bandwidths of 2ºC and 4ºC during
occupied and unoccupied periods, respectively, and is shown as the area bounded by the
black dashed lines in the top plot of Figure 7-9. Compared to the baseline case, the multiagent DR strategy achieved nearly 20% demand cost savings and 2% energy cost savings.
When economizer operation is enabled, the multi-agent DR strategy leads to significantly
higher energy cost savings and also slightly enhanced demand cost savings by utilizing
"free cooling" when it is cool enough outside.
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Table 7-3. Electricity costs under different strategies.
Control strategy
Baseline
Multi-agent DR
Multi-agent DR with
economizer

Energy cost
372

Electricity cost ($)
Demand cost
197

366(1.6%↘)

159(19.3%↘)

525(7.7%↘)

351(5.7%↘)

155(21.3%↘)

506(11.1%↘)

Total cost
569

Figure 7-9 shows zone temperatures along with the power splits for different zones
within the peak load period of the simulated month. It can be seen that with the multiagent DR strategy, the total power profile is maintained even and flat during the high load
periods while in the baseline results, a lot of power spikes exist leading to high demand
cost. Another observation is that the three zones perform precooling in an alternating
manner to avoid power peak in the precooling period, thanks to the inter-zonal
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Figure 7-9. Zoomed plots of the peak period under DR control.
The proposed approach can also be applied to a building cluster with an aggregated utility
bill. Different buildings could have a shared cooling source such as buildings on a
campus where chilled water is provided by a central cooling plant and distributed to
multiple buildings. The 3-zone Living Labs case study is representative of these
opportunities since different zones could represent different buildings that are thermally
decoupled from each other. For the case where each building has its own dedicated
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cooling system, e.g., an apartment complex, coordination is still needed among different
buildings as long as an aggregated bill is used.
7.4

Chapter Summary

This chapter has demonstrated the benefits of utilizing well-developed heuristics in
building dynamic optimizations with three control cases. The first case considered the
integration of the DX unit heuristics in formulating a simplified MPC problem. Since the
optimization variable dimension was significantly reduced, a centralized control scheme
can be easily implemented in real time. The second case utilized the developed heuristics
for chilled water AC systems to simplify a monthly DR optimization problem. However,
the obtained formulation still involves a large number of optimization variables and
constraints. The DR problem would be difficult to solve in a centralized manner and
attempts to obtain a centralized solution for the case study were not successful due to the
large memory requirement. Instead, the centralized problem was segmented into multiple
sub-problems in the time domain where the sub-problems were solved in parallel using a
multi-agent control scheme. This month long optimization solution method provides a
benchmarking tool to study different DR strategies. A more practical simplified 24-hour
MPC approach was also developed and compared with the benchmark. In the third case, a
DR problem for multi-zone buildings/building clusters was formulated and solved using a
multi-agent control scheme where the heuristics for chilled water AC systems were
employed in order to achieve convex behavior. In the simulation results, different zones
shifted their precooling energy to different periods to maintain a flat load profile and to
avoid power peaks in the precooling period. This behavior demonstrated the importance
of coordination among different zones. The multi-agent control framework was used in
both of the second and third cases to automatically construct the multi-agent controllers.
As a conclusion, integrating well-developed heuristics in building dynamic optimizations
could provide various benefits including simplifying optimization problems, reducing
computational burden and improving convergence properties. Without the integrated
heuristics, the original control problems in the demonstrated case studies would be
difficult to solve. Attempts have been made in the second and third case studies to solve
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the original problems but were not successful either because of failing to find a feasible
solution or due to out-of-memory issues. Thus, a heuristic-integrated control scheme
could serve as a scalable and robust control alternative in building energy system
optimizations.
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CHAPTER 8. SUMMARY AND POTENTIAL FUTURE WORK

8.1

Summary

This dissertation describes a general and low-cost multi-agent control approach for
building energy system optimizations. The overall approach consists of two main
elements: a data-driven modeling toolkit for building energy systems and a multi-agent
control framework that helps in automating a multi-agent controller design process. If
component agent models that represent device performances were integrated within the
corresponding devices by manufacturers, the developed multi-agent framework could
help in constructing a multi-agent controller automatically with limited engineering effort,
leading to a "plug-and-play" control approach. When performance related measurements
are available, the component agent models can be adapted to represent the actual system
characteristics with the aid of the data-driven modeling toolkit.
The data-driven modeling toolkit includes models for a variety of commonly used
devices in building energy systems. Specific contributions have been made in the
development of inverse modeling approaches for DX units, chilled water cooling coils
and building envelopes. The toolkit also includes some effective and efficient training
methods for obtaining a reliable building envelope model, including an approach for
reducing the number of parameters that need to be estimated for multi-zone buildings and
an optimal experimental design method for obtaining an informative training data set.
The overall toolkit provides an efficient and robust modeling methodology for building
energy systems.
The multi-agent control framework and the embedded distributed algorithms can be used
for a variety of building control applications covering
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different scales, ranging from a single-zone building control to a multi-zone or a
building cluster control;



different control horizons, from static optimizations (component coordination) to
long term dynamic optimizations (optimal load shifting);



segmentation in different domains-- time domain and spatial domain;



different control purposes including energy usage reduction, energy cost
minimization and demand management.

Well-developed heuristics can be incorporated in the associated device agents as modeland optimization-free control approaches. Integrating control heuristics with the proposed
multi-agent control scheme can result in reduced computational requirements and
improved convergence behavior, enabling a real-time, scalable and robust control scheme
for building energy systems.
8.2

Potential Future Work

Although a relatively complete set of multi-agent control tools has been presented, work
can be extended in several directions:


Experimental validation. The proposed multi-agent control strategy has been
applied and tested in various simulation-based case studies. However,
experimental tests could be beneficial in demonstrating the effectiveness of the
proposed approach in a real world setting and reveal potential limitations.



Handling discrete control variables. The current framework can only handle
continuous control problems where the optimization variables are all continuous.
However, some building energy systems involve operations of multiple modes
such as in chiller sequencing control and multi-speed fan control. Optimal control
of a multi-mode system can usually be formulated as a mixed integer program
(MIP), which is in general difficult to solve. In addition, distributing the
computation for a MIP problem is not straightforward. Further study needs to be
done to address this problem leading to a more generalized control approach.

87


Improving convergence properties. Demonstration cases have been presented that
utilized heuristics to formulate a building control problem under a convex form,
which guarantees convergence of the proposed optimization algorithm.
Nevertheless, many building control problems might not be able to be formulated
as convex forms. When applying the distributed algorithms to non-convex
problems, there is a risk of failing to find a consensus solution, i.e., a feasible
solution in the centralized problem. So distributed algorithms should be improved
to at least guarantee convergence to a stationary point, so that a consensus or
feasible solution can be found even though it might be a local optimum.



Simultaneous latent and sensible load shifting. The current dissertation only
concerned sensible load shifting in solving the building DR problem. The
optimization results might not be optimal when considering both latent and
sensible loads. To the author's knowledge, there has been no research work in the
literature dealing with simultaneous latent and sensible load shifting for building
DR controls. Precooling has been a prominent strategy, but there has been no
proposal for a "pre-dehumidifying" strategy, which could have equal or even
more importance in building DR controls in mild and humid climates. So
simultaneous latent and sensible load shifting is worth investigating as potential
future work.
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ABSTRACT
Penetration of advanced building control techniques into the market has been slow since buildings are
unique and site-specific controller design is costly. In addition, for medium- to large-sized commercial
buildings, HVAC system configurations can be very complex making centralized control infeasible. This
paper presents a general multi-agent control methodology that can be applied to building energy system
optimization in a "plug-and-play" manner. A multi-agent framework is developed to automate the
controller design process and reduce the building-specific engineering efforts. To support distributed
decision making, two alternative consensus-based distributed optimization algorithms are adapted and
implemented within the framework. The overall multi-agent control approach was tested in simulation with
two case studies: optimization of a chilled water cooling plant and optimal control of a direct-expansion
(DX) air-conditioning system serving a multi-zone building. In both cases, the multi-agent controller was
able to find near-optimal solutions and significant energy savings were achieved.
Keyword: Multi-agent control; Building energy system optimization; Distributed optimization; HVAC
component coordination

1.

INTRODUCTION
More than 40% of the primary energy usage in the United States is related to energy consumption in

buildings [1] and if buildings are not operated properly, a significant amount of energy is wasted. The
energy savings opportunities for optimal building controls are becoming widely recognized leading to
growing research efforts in the past few years. However, the deployment of advanced controls in buildings
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has been progressing very slowly due to several reasons: (1) buildings are unique in terms of both building
construction and heating, ventilation and air-conditioning (HVAC) system configuration, which makes
building-specific controller design costly; (2) optimal control of complex building energy systems is
difficult because of the nonlinearities in the models as well as the large number of optimization variables.
Multi-agent control is a promising solution for building energy system management due to good
modularity and performance in solving large-scale problems. Several efforts have been made to solve
different building control problems using a multi-agent system. For example, some previous work focused
on implementation of intelligent agents where the intelligence comes from some heuristic rules that already
existed for specific types of components [2-4]. As an example, Davidsson and Boman [3] utilized a room
agent to setup or setback the room temperature setpoint depending on the presence of occupants to reduce
HVAC energy consumption. A number of heuristic control strategies for different types of building energy
systems can be found in Chapter 42 of the ASHRAE handbook—HVAC applications [5], and also in [6-8].
Although heuristic- or rule-based control is simple to implement and typically can be easily integrated
within a device agent, general heuristic control rules do not exist for most HVAC devices and thus, the
application of rule-based controls in a multi-agent controller is limited.
Some other researchers adopted a centralized-optimization-based multi-agent control approach, which
mainly takes advantage of the good modularity of a multi-agent control system [9-11]. As an example,
Zhao et al. [9] proposed a multi-agent control structure with an electricity agent (E-agent), a heating agent
(H-agent) and a cooling agent (C-agent) where the E-agent manages the electrical power flow from
electricity generator and the energy consumers are handled by the H-agent and C-agent. The decision
making process therein still relies on centralized optimization and thus, this control approach may not be
suitable for control of complex building energy systems.
Other work has investigated distributed decision making within a multi-agent controller to achieve good
scalability. Most of the work under this category focused on dynamic optimization problems under a
distributed model predictive control (DMPC) scheme. Some examples can be found in [12-14]. However,
most of these studies were primarily concerned with optimal load profile management and the HVAC
system models were over simplified. This could reduce the actual energy savings since there are significant
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savings opportunities with optimal coordination of HVAC components (see [15] as an example).
The present study proposes a general multi-agent control approach for building energy systems that
consists of two main elements: a multi-agent control framework and a multi-agent decision making
procedure. Once a control project is configured within the framework for a building energy system, a
centralized or distributed optimization problem is automatically composed depending on the user’s
specification and some symbolic manipulations are performed to eliminate the redundant design variables
and equations. If the distributed control option is chosen, two different consensus-based optimization
algorithms that are embedded within the framework are used to drive the intra-agent optimization and interagent coordination processes. The overall approach addresses the issues of low implementation cost and
scalability in the following ways:
1.

Low implementation cost: if the component agent models that represent device performance were
integrated within HVAC devices (e.g., chillers) by manufacturers (models could adapt on the fly
with continuous measurements), the proposed multi-agent control framework would automate the
controller design process.

2.

Good scalability: the distributed decision making process allows solution of a large-scale
optimization problem in a distributed and parallel way.

The proposed multi-agent control approach was tested for two building control case studies. One case
study focused on optimal control of a chilled-water cooling system and the other one concerned
optimization of a direct-expansion (DX) air conditioning system serving a multi-zone building. The
performance of the multi-agent control and the corresponding energy savings when compared with other
benchmarks were evaluated under different operating conditions.

2.

MULTI-AGENT CONTROL FRAMEWORK
A prototype of the multi-agent control framework was developed using the Matlab object-oriented

programming toolkit. It serves as a proof of concept in the software sense but can be replicated easily in
other programming environments to support hardware implementation. The framework defines a general
component agent structure as well as the flow connections between agents. To synthesize a multi-agent
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control system, a field engineer would only need to configure the inter-agent connections and the
framework would compose the control algorithm automatically, assuming the component agents were
integrated within the devices by their manufacturers.

2.1.

Agent definition

Figure 1(a) shows the structure of the backbone for a general component agent. It is written as a super
class from which each component class can inherit the basic agent structure. A component agent is
essentially an instantiation of the corresponding component class.

Agent_info
#AG_name : char
#AG_EqualEle : string
#AG_EqualFunc : object
#AG_InEqualEle : string
#AG_InEqualFunc : object
#AG_Cost : object
#AG_Group : int
#Add_EqualEle()
#Add_EqualFunc()
#Add_InEqualEle()
#Add_InEqualFunc()
#Add_Cost()

(a)
Figure 1

Air_In.M = Air_Out.M;
Air_In.Pres = Air_Out.Pres;
DX_coil::Agent_info
+Air_In : Air
+Air_Out : Air
+Stage : float
#Tamb : float
#W : float

Air_Out.T_db =
@DX_Tsup(Air_In,Stage)

Cost = @ DX_Power(Air_In, Stage, Tamb)

(b)

(c)

(a) Component agent structure. (b) An example of component agents: direct-expansion

(DX) unit agent. (c) An example of flow variables: air stream.
The properties of the agent class consist of a collection of cost functions, equality and inequality
constraints that characterize the behavior of a specific component. Once a component agent is instantiated,
the cost functions and equality/inequality constraints will be registered in the composed optimization(s).
Note that if there are multiple cost functions in the same control project, the sum of the cost functions will
be minimized and thus, the physical quantities represented by different cost functions should be additive.
The cost functions might be actual power consumptions that need to be minimized or some other
performance metrics that need to be optimized, such as indoor space comfort. Different types of constraints
are included to facilitate the symbolic manipulations later on. The detailed correspondence is listed in Table
1. Another important property in this agent structure is the group number for a specific agent, which is
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denoted by ‘AG_Group’. This parameter is used in the setup of a distributed-optimization-based controller:
one local controller will be assigned to control the components with the same group number and different
local controllers will cooperate to find an overall optimal solution. This feature provides good flexibility in
the design of a multi-agent controller topology. For example, one air handler unit (AHU) controller could
be installed to control all the components in an AHU, say, direct-expansion (DX) cooling coil and supply
fan, while another controller could be setup to manage the VAV box and zone comfort together. The
grouping in this example depends on the physical distances among the devices but other factors could also
be considered, such as network structure. Note that when all the devices are assigned with the same group
number, a centralized controller will be synthesized. In addition to grouping multiple devices, the user is
also allowed to group different function elements within a single device by using the group property
‘Func_Group’ within the cost functions or equality/inequality constraints (not shown in Figure 1). If an
individual device is very complex or if the functions within the device are computationally demanding,
multiple local controllers could be specified where different controllers handle different elements within
that single device.
Table 1. Different Types of Constraints in a Component Agent Structure
Constraint type

Format

Examples

EqualEle

Linear equality

String

EqualFunc

Nonlinear equality

Function handle

InEqualEle

Linear inequality

String

InEqualFunc

Nonlinear inequality

Function handle

min=mout for airflow through a fan
Chilled water temperature drop across
a chiller
Interval type constraints on the design
variables
Chiller part-load ratio should be
smaller than 1

Figure 1(b) shows an example of the specification of a DX unit agent. The gray box on top specifies
two element-wise linear equalities for the DX unit dictating that the entering air flow rate and pressure
equal the leaving air flow rate and pressure. The white box contains the main properties for this agent, such
as the compressor stage number, entering and leaving air properties and ambient temperature. The green
box corresponds to a nonlinear equality constraint, which correlates the leaving air temperature with
entering air conditions and other design variables (e.g., Stage). The red box on the bottom specifies the
compressor power consumption as a cost function for this device agent.
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2.2.

Inter-agent connections

To simplify the process of connecting different agents, a flow variable is defined to lump multiple
properties of a fluid flow into one single variable (a similar idea is used in the Modelica programming
language; see [16]). The flow variable represents a physical fluid flow through different components, which
makes the project setup process more physically-based. This is critical for controller design of complex
systems since the multi-agent topology is closely mapped from the actual system layout and it makes the
multi-agent controller setup process more straightforward.
Fluids that are commonly used in HVAC systems include air, chilled and hot water and refrigerant. In
the following case studies, separate classes are defined for air and chilled water that include all the
necessary properties. As an example, Figure 1(c) illustrates the usage of a flow variable to specify the air
flow connection from the DX unit agent to the fan agent (from case study 2). The flow variable for air is
defined as a class that has four properties: mass flow rate, dry-bulb temperature, humidity ratio and static
pressure. The connection between the two agents corresponds to an air stream from a DX unit to a fan and
this connection will add four equality constraints that correlate the corresponding properties between the
DX outlet and fan inlet. Instead of linking the corresponding properties one by one, the flow variable only
requires one simple link to enforce equalities among multiple properties. This reduces the engineering
effort for inter-agent connection configurations significantly.

2.3.

Program flow

The graph on the left hand side of Figure 2 demonstrates the procedure to create a multi-agent system.
Assuming all the component agents are already at hand, one can simply drag and drop them in a project
canvas. This first step would register the agents and instantiate the component classes in the project. Once
all agents are registered, inter-agent connections need to be specified in the second step by linking the
associated agents in the project canvas. These two steps complete the multi-agent system setup and the
framework would compile the code and compose an optimization problem automatically, as will be
described in the following section.
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Figure 2

Left: procedure to setup a multi-agent system (from case study 2); right: program flow

chart

3.

OPTIMIZATION PROBLEM COMPOSITION
Once all the agents and their inter-connections are specified, the framework automatically constructs an

optimization problem according to the configuration. This compilation process consists of several symbolic
manipulation steps:
1.

Allocate all the design variables.

2.

Extract all the cost functions to construct a total cost function.

3.

Eliminate the element-wise equality constraints, i.e., the constraints with the form of x1= x2, and
combine the two variables into one single variable.

4.

Identify and eliminate redundant linear equality constraints by checking the linear dependence of
the coefficient vectors: for two linear equality constraints E1x1=a1 and E2x1=a2 where E1 and E2
are two row vectors, there is a redundancy if rank ([E1| E2]) = 1 and a2E1= a1E2.

5.

Identify and eliminate redundant weaker linear inequality constraints by checking the linear
dependence of the coefficient vectors: for two linear inequality constraints E1x1<a1 and E2x1<a2,
there is a redundancy if rank ([E1| E2]) = 1 and the corresponding elements of E1 and E2 have the
same sign. The weaker constraint is the one with the larger value on the right hand side of the
inequality after the left hand sides of both constraints are scaled by a positive quantity to have the
same coefficient vector.
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6.

Eliminate the variables that are specified as boundary conditions and substitute their values in the
associated function handles.

The steps above are mostly dedicated to reducing the dimension of the optimization problem as much as
possible to lower the computational burdens. The steps need to be carried out with respect to each subproblem or group and the composed optimization problem is in the form:

minX

1

f (X )
1

s.t.
X
B1
1 1
X
C1
1 1
(X1 ) 0
1
(
X1 ) 0
1

minX

1

n

f (X )
n

s.t.
X
Bn
n n
X
Cn
n n
(Xn ) 0
n
(
Xn ) 0
n

...

n

(1)

In addition to the problems formulated above, there are extra consensus constraints to enforce local
copies of the same variable to match between different agents. Take the system in Figure 1(c) as an
example, the air leaving the DX coil is the same as air entering the fan (assuming negligible duct losses)
and if these two devices are assigned different group numbers, there will be two sets of local variables
corresponding to the same air property. The DX coil optimization would be in favor of higher leaving air
temperature to save compressor power while in the supply fan problem lower air temperature would be
beneficial since lower airflow, and thus lower fan power, is required to provide the same cooling capacity.
So the two optimizations would drive the two local variables that represent the same physical quantity in
opposite directions and the consensus constraints are necessary to enforce equalities among these local
variables. The consensus constraints have the form:
X

EX = FZ

where X is a stack of all the local variables, i.e., X

(2)
[XT1 ,..., XTn ]T , E is an identity matrix, Z is a vector

that contains the global variables and F is a matrix such that the element in the i-th row and j-th column is
equal to 1 if the i-th variable in X is a local copy of the j-th variable in Z and is equal to 0 otherwise. If all
the components were assigned with the same group number, a centralized optimization problem would be
composed.
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4.

DISTRIBUTED OPTIMIZATION ALGORITHMS
Denote by Ei and Fi the sub-matrices of E and F, respectively, that contain only the rows corresponding

to the constraints that belong to sub-problem i. Then EiX = Xi = FiZ and each sub-problem can be
reformulated as

where Ci is the feasible region of the local variables Xi. Two consensus-based distributed optimization
algorithms, subgradient method [17-18] and alternating direction multiplier method (ADMM) [18-19], have
been adapted to address the optimization problem formulated in Equations (1) and (2). It is important to
emphasize that the optimization problem in a building energy system might not be convex, as the case in
the 2nd case study, but both of the algorithms only guarantee convergence for convex problems with some
additional requirements. These algorithms are used here as local optimizers to provide a coordination
mechanism for the multi-agent system; the issue of global convergence will not be addressed in this study.
To increase the chances of getting a global optimum, a multi-start search scheme is used where multiple
rounds of optimizations are performed with different initial guesses and the point with the minimum cost is
used as the final solution.

4.1.

Subgradient method

The Lagrangian for the distributed optimization problem is
(3)

where Y is the Lagrange multiplier vector. Let Yi be the sub-vector that corresponds to the sub-problem i.
Then Equation (3) becomes

(4)
Assume the infimums are all obtainable within the feasible region for all problems considered and
define
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(5)
Then the dual function is

(6)
T

For the equation above to be valid, we must have Y F=0, or otherwise the second term in Equation (6)
would be unbounded below. Thus, the dual problem is

(7)

The slave problems in Equation (5) and the master/dual problem in Equation (7) can be solved
iteratively. Note that the slave problems are totally separable and they have a one-to-one correspondence to
the sub-problems in Equation (1). So each sub-problem can be solved independently by an individual agent
and the master problem can be tackled by some coordinator agent which collects and broadcasts
information from and to the individual agents. The subgradient method discussed below is used to find the
ascent direction to the master problem in Equation (7).
Definition: sg (Y)

n 1

is a subgradient of a convex function g :

g(Y)

for all Y

sg (Y)T (Y

Y)

n

(

,

) at Y

dom(g ) if

g(Y)

dom(g ) .

Theorem: Let X i* be the optimal point in Equation (5) corresponding to Yi . Then functions gi 's are
concave and

Xi* is a subgradient of

g i at Yi .

Proof: gi is the pointwise infimum of a family of affine functions of Yi so it is concave [20]. Let Y i
be any point in dom(g ) . Then
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■

Multiplying both sides of the inequality by -1 completes the proof.

For non-differentiable functions, the subgradient plays the same role as a gradient does for differentiable
functions. The subgradient does not need to be unique. Only for differentiable functions, the subgradient
coincides with the gradient which becomes unique. Let subscript k denote the iteration number. Assuming
Xk*

1

contains all the optimal solutions in Equation (5) at Yk , the ascent direction for the dual problem in

Equation (7) is simply the projection of Xk
F(FT F) 1 FT )Xk

(I

1

Due to the special structure of F , Zk
1

onto the hyperplane defined by YT F

0 , which is

. From Equation (2), an estimate of Z would be
Zk

variables from Xk

1

1

(FT F) 1 FT Xk

1

1

.

is essentially the average of the local copies of different

. So the ascent direction becomes Xk

FZk

1

1

, which is exactly the violation of

consensus constraints in Equation (2). The dual update is
Yk

1

Yk

(Xk

1

FZk 1 ),

which increases the penalty for larger element mismatches and aims at reducing the mismatches during the
next iteration.  is the step size that can be adjusted to change the penalty level.

4.2.

Alternating direction multiplier method (ADMM)

An augmented Lagrangian shown in Equation (8)
n

L(X, Z, Y)

fi (Xi )

YT (X

FZ)

( / 2) || X

i 1
n

fi (Xi )
i 1

2

X

FZ

Y

2

2

FZ ||22

1
|| Y ||22
2

(8)
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is considered in the alternating direction multiplier method (ADMM). It has an additional quadratic penalty
to the consensus constraint violations compared with the Lagrangian in the preceding section. Again, let Yi
denote the sub-vector of Y corresponding to the sub-problem i. Then the augmented Lagrangian can be
reformulated as

n

L(X, Z, Y)

fi (Xi )
i 1

Xi

2

FZ
i

Yi

2

2

1
|| Y ||22 .
2

(9)

It can be noticed that, unlike in Equation (4), the slave problem in Equation (9) is not decomposable
between Xi and Z due to the existence of the quadratic term. An alternating direction procedure is taken
which first solves the Xi problem while fixing Z, and then solves for Z with fixed X. It is trivial from
*

Equation (8) to see that the optimal value Z satisfies

*
which gives an estimate Z

(FT F) 1 FT X

Y

.

Similar to the subgradient method, the dual ascent direction is still X-FZ. However, ADMM uses the
penalty multiplier  as the step size for the dual update.

4.3.

Convergence and stopping criterion

Two criteria are used to determine if convergence is reached and if the iterative optimization process can
be terminated, which are defined as:
1
k

2
k

Xk

FZk

F(Zk

2

(10)

2

Zk 1 )

2
2

(11)

As explained in [19], the optimal solution of the distributed optimization problem in Equations (1) and
(2) need to satisfy primal and dual feasibilities. The first criterion defined in Equation (10) is the Euclidean
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norm of the primal residual, which corresponds to violations of the consensus constraints shown in
Equation (2). The second criterion defined in Equation (11) is the Euclidean norm of the dual residual that
represents the difference in the global variable between current and previous steps up to a scaling factor. So
users specify a stopping threshold  such that when both of the criteria  1 and  2 are below the threshold,
the iterative process stops and the final iteration point is used as the optimal solution.

4.4.

Comparison of subgradient method and ADMM

The key steps of the subgradient and ADMM algorithms are summarized in Algorithm 1 and
Algorithm 2, respectively. The subgradient method is relatively easy to implement and the computational
burden is slightly lower. In addition, the slave problems are totally decomposable with the subgradient
method while for ADMM they are not and an alternating direction procedure is needed. However, ADMM
has better robustness. When the two algorithms were tested for the case studies, the subgradient method
failed frequently if the step size  was not small enough. That was because for poorly chosen , the cost
function in Step 5 of Algorithm 1 was unbounded from below and optimization drove the variable to
infinity. Algorithm 2 does not have this issue since the cost function in Step 5 incorporates a quadratic
penalty which makes sure the variable does not deviate too far from the center point. Although convergence
of the algorithms is not considered in this paper, ADMM requires much weaker assumptions to guarantee
convergence than the subgradient method. So ADMM is a preferred method and the results shown in the
following two case studies were both obtained with ADMM.
Algorithm 1: Subgradient
Initialize Z, X FZ, Y 0, k 1
1
2
Loop
{%Solve each sub-problem%}
4
For i = 1 to 11 do
5
6
7
8
9
10
11

X[ik

1]

argmin X fi (Xi )
i

(Yi[k ] )T Xi

End for
{%Estimate of the global variable%}
Z[k 1] (FT F) 1 FT X[k 1]
{%Dual update%}
Y[k 1] Y[k ]
(X[k 1] FZ[k 1] )
If (termination criterion met)
Break
Else
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12
13
14

k=k+1
Endif
Endloop

Algorithm 2: ADMM
Initialize Z, X FZ, Y 0, k 1
1
2
Loop
{%Solve each sub-problem%}
4
For i = 1 to 11 do
[ k 1]
i

X

5

i

2

6

End for
{%Estimate of the global variable%}

7

Z[k

8
9
10
11
12
13
14
5.

argmin X fi (Xi )

1]

(FT F) 1 FT X[k

1]

Xi

[k ]

FZ
i

Yi[k ]

2

2

Y[k ]

{%Dual update%}
Y[k 1] Y[k ]
(X[k 1] FZ[k
If (termination criterion met)
Break
Else
k=k+1
Endif
Endloop

1]

)

CASE STUDY 1
The first case study concerns optimal control of a cooling plant (see Figure 3) consisting of a centrifugal

chiller having 7020 kW nominal cooling capacity, an evaporative counter-flow cooling tower with a
variable-speed fan, a variable speed condenser water pump with 379 l/s nominal flow and a single speed
chilled water pump with a flow rate of 202 l/s. The chiller is cooled by the condenser water, which in turn
rejects heat to the air as it circulates through the evaporative cooling tower. The cold water is stored in a
reservoir (cold well) where it is mixed with make-up water and then is circulated back to the condenser
using the variable-speed pump. Cooling tower airflow ma and condenser water flow mco are the two control
variables in a real control implementation. Increased cooling tower airflow, or equivalently, lower inlet
condenser water temperature, and increased condenser water flow both lead to enhanced chiller efficiency
and thus, reduce the chiller power consumption for fixed load. However, both of these actions require more
power from the cooling tower fan and condenser water pump. So there is a tradeoff between the fan and
pump power and the chiller power and the optimal control solution will be a balancing point among these
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three quantities.

Figure 3

Case study 1: water-cooled chiller plant control; each dashed box contains an individual

component/agent.

5.1.

Agent models

5.1.1.

Chiller

The centrifugal chiller is the main energy consumer within the cooling plant. In the chiller model, the
power consumption is calculated by a bi-quadratic correlation to the load and the temperature lift (the
difference between the condenser and the evaporator leaving water temperatures) where the correlation
coefficients were obtained by linear regression applied to performance data. Then an energy balance is
performed to correlate the condenser leaving water temperature to the inlet water conditions and building
load. This balance is expressed as a nonlinear constraint in Equation (12). Details can be found in [21].

Cost :
Powchiller Chillerpow (Qev ,Tevo ,Tcoo )
NonlinConst : Tcoo ChillerTcoo (Qev ,Tevo , mco ,Tcoi )
5.1.2.

(12)

Cooling tower

An effectiveness-based method is used to calculate the cooling tower heat transfer rate where the
effectiveness is obtained using a similar relationship as for sensible heat exchangers but with modified
parameter definitions, according to [22]. Then the cooling tower outlet water conditions are obtained based
on mass and energy balances included in the nonlinear constraints in Equation (13). The model parameters
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were trained with data from the cooling tower performance curves. Finally, the power consumption of the
tower variable-speed fan is modeled as a cubic polynomial of the delivered airflow rate.

Cost :

Powct

NonlinConst :

5.1.3.

Tcto
mcto

ma2

ma

0

1

ma3 : CoolTow pow (ma )

2

3

CoolTowTcto (Twb ,Tdb , mco , ma ,Tcoo )
CoolTowmcto (Twb ,Tdb , mco , ma ,Tcoo )

(13)

Pump

A variable-speed pump is used to deliver a variable condensing water flow rate. Neglecting the
temperature rise in the delivered water, the pump agent only incorporates a cost function for the power
consumption. The power is modeled as a cubic polynomial of the flow rate whose coefficients were
obtained from regression of performance data at the rotor nominal speed. Pump laws are used to obtain the
power consumption for other rotor speeds.

Cost : Pow pump
5.1.4.

0

mco

1

mco2

2

mco3 : Pumppow (mco )

3

Cold well

In the cooling tower, a portion of the condensing water evaporates and is taken away by the airflow. So
the cooling tower outlet water flow rate is lower than the inlet and some make-up water is added to the cold
well to compensate for this water loss. Neglecting the power associated with pumping the make-up water,
the cold well agent incorporates a couple of simple constraints that come from mass and energy balances.

LinConst :

mco

NonlinConst : Tcoi

5.2.

mcto mmains
mmainsTmains mctoTcto
mmains

mcto

: ColdWell (mcto ,Tcto ,Tmains , mmains )

Optimization problem composition

After all the components are registered in the framework, the following variables are allocated:
chiller
chiller
chiller
Qevchiller ,Tevo
, mco
,Tcoi
,Tcochiller
,
o
ClTow
ClTow
ClTow
ClTow
TwbClTow ,TdbClTow , mco
, maClTow ,Tcoo
,Tcto
, mcto
,

mcopump ,
ClWell
ClWell
ClWell
ClWell
ClWell
ClWell
mcto
,Tcto
,Tmains
, mmains
, mco
,Tcoi
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where the superscript indicates which component the variable belongs to and the underscored variables are
boundary conditions that are either measured directly via corresponding sensors or calculated based on
available measurements. The inter-agent connections would add the following equality constraints:

5.3.

chiller
mco

ClTow
mco

mcopump

ClWell
chiller
mco
; Tcoo

ClTow
Tcoo

ClTow
mcto

ClWell
ClTow
mcto
; Tcto

TcClWell
; Tcochiller
to
i

TcClWell
oi

(14)

Centralized formulation

If all the components are assigned with the same group number, i.e., the 'AG_Group' property has the
same value among all the basic agents, a centralized optimization problem is formulated as below

{Powchiller

min

[ ma ,mco ,Tcoi ,Tcoo mcto ,Tcto ,mmains ]

Powct

s.t.
Tcoo

ChillerTcoo (Qev ,Tevo , mco ,Tcoi )

Tcto

CoolTowTcto (Twb ,Tdb , mco , ma ,Tcoo )

mcto

CoolTowmcto (Twb ,Tdb , mco , ma ,Tcoo )

Tcoi

ColdWell (mcto ,Tcto ,Tmains , mmains )

mco

mcto

Pow pump }

(15)

mmains

[ma , mco ,Tcoi ,Tcoo mcto ,Tcto ]T

FR

where FR is a hyper-rectangular feasible region that represents interval type constraints for the design
variables. Note that the originally composed problem had 19 design variables, 7 equality constraints from
inter-agent connections as shown in Equation (14) and 5 boundary conditions. The symbolic manipulation
steps eliminated the redundant variables and constraints, resulting in a final design variable vector of
dimension 7.

5.4.

Distributed formulation

If the four components are assigned with different group numbers, a distributed formulation is
constructed by the framework as follows:
Sub-problem 1:
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{Powct }

min

(1) (1)
(1) (1)
[ma(1) ,mcto
,Tcto ,mco
,Tcoo ]

subject to
(1)
Tcto

(1)
CoolTowTcto (mco(1), ma(1),Tcoo
)

(1)
mcto

CoolTowmcto (mco(1), ma(1),Tc(1)
)
oo

Sub-problem 2:

min{
Powpump }
(2)
[mco ]

Sub-problem 3:

min

{Powchiller }

(1)
(3)
(2)
[Tcoi
,mco
,Tcoo
]

subject to
(2)
Tcoo

(1)
ChillerTcoo (mco(3),Tcoi
)

Sub-problem 4:

min

{0}

(2) (2)
(4) (2)
(1)
[mcto
,Tcto ,mco
,Tcoi ,mmains
]

subject to
mco(4)
(2)
Tcoi

(2)
mcto

(1)
mmains

(2)
(2)
(1)
ColdWell (mcto
,Tcto
, mma
)
ins

The consensus constraints are

ma(1)
(1)
mains
(1)
cto
(1)
cto
(1)
co
(1)
coo
(1)
coi

ma

m
m
T

m

mmains
(2)
mcto
(2)
Tcto

mco(2)

mcto
Tcto
mco(3)

T

(2)
Tcoo

Tcoo

T

(2)
coi

Tcoi

T

,

mco(4)

mco

where the superscript (i) represents the ith copy of each global variable in X. Note that in sub-problem 4,
there are only constraints and no cost function. Any feasible point is optimal and there could be infinitely
many solutions. However, within step 5 of either Algorithm 1 or Algorithm 2, the cost function is
augmented with a penalty term coming from the consensus constraints, which remedies the illness in the
original sub-problem. With this distributed formulation, the original optimization problem breaks down to
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several sub-problems with reduced dimensions and less constraints, which can be solved in parallel. The
difficulty of solving each sub-problem is much lower than solving the original large problem. However,
since some global variables have multiple copies of local variables, the total number of design variables is
larger with a distributed formulation. A hardware implementation of this distributed decision making
process is shown in Figure 4. The bottom layer corresponds to the sensing network that collects the
required operating conditions. Above the sensing layer is a basic agent layer that includes all the basic
agents representing behaviors of all the components. The basic agents could be implemented by equipment
manufacturers or could be identified on the fly from collected data. On top of the basic-agent layer, there is
an optimizer agent layer, which is responsible for solving each sub-problem. Each optimizer agent calls the
related basic agents iteratively to optimize its corresponding cost function independently and in parallel
with the other optimization agents. The consensus requirements among the local variables need to be
satisfied by a coordination layer as shown in the top that collects the local copies of all the variables,
updates the dual variables accordingly and feeds the updated dual variables back to the optimizer agents to
let them re-optimize with respect to the updated information. The iteration process continues until certain
termination criteria are met.

Information
Collection
(Local var.)

Global
Variables
Update

Lagrange
Multipliers
Update

Information
Broadcast
(Global var.)

Coordinating
Agent
(ADMM)

Optimizer
Agents

Basic
Agents

Sensing
Layer

Figure 4

Architecture of Hardware implementation of the multi-agent controller.

Note that the proposed multi-agent framework provides ample flexibility in designing the control
topology. By using the group number property in the basic agents, a user could easily design a grouping or

114
topology of a multi-agent system in which different factors could be considered, such as the optimization
dimensions, network speed and cost, physical distances between devices and cost of microcontrollers. With
the agent grouping shown with dashed boxes in Figure 3, the original centralized problem is fragmented
into 4 sub-problems with lower dimensions as shown in Table 2. However, this distributed control structure
requires significant network communications for information exchange, primarily between the optimizer
layer and coordination layer in Figure 4. If a different control topology were utilized, say, a 2-group
controller with the 1st group containing the cooling tower, cold well and variable-speed pump and the 2nd
group containing the chiller, the network requirements could be reduced although the sub-problem
dimensions would be higher as shown in Table 2. So a finer granularity in the grouping leads to good
scalability but is more costly in the hardware implementation as well as network communication. A good
controller design would need to leverage the scalability and network traffic requirements.
Table 2. Complexity comparison among different problem formulations
Distributed with 4
Distributed with 2
Centralized
groups
groups
Total num. of variables
7
14
10
Averaged num. of variables
7
3.5
5
per sub-problem
Num. of network traffic
0
4
2
channels
5.5.

Optimization Results

Before the optimization process, all the optimization variables, objective functions and constraints were
scaled to assure that all these quantities had similar importance in the optimization. Figure 5 presents the
evolution of the iterative optimization process for a cooling load of 3517 kW and wet-bulb temperature of
26.67C. Figure 5(a) shows the evolution of global optimization variables (vector Z) whereas the two plots
in Figure 5(b) show the evolution of normalized violations of agent behavior-related constraints from
Equation (15) and the total power consumption evaluated with the corresponding global variables,
respectively. It can be observed that the optimization variables approach the optimal values in an
oscillatory manner and the oscillation magnitudes diminish with more iterations. The oscillation is caused
by the swinging weights between the actual cost function and the penalty term due to the consensus
constraint violations in Step 5 of Algorithm 2. So the optimization process tries to minimize the actual cost
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function and enforce the consensus constraints, alternately. In this case study, the stopping tolerance used 
= 10-3 and the specific initial guess in the plot required 500 iterations to achieve convergence. This large
number of iterations is caused by the poor initial guess that has been randomly generated. For example, the
initial guess for the airflow rate ma is 50% of the nominal flow, which differs significantly from the optimal
level 75%. However, in a real implementation, generally the optimal operation would not change
dramatically between two consecutive decision steps so the optimal operating point obtained in the
previous step could be used as the initial guess for the current decision step which could reduce the number
of iterations and also the computational burden. In addition, it can be observed from Figure 5(a) that the
optimization variables approach their optimal levels very quickly (within approximately 70 iterations) and
then oscillate around the optimal values. So in a real implementation when the decision time runs out but
convergence has not been achieved, the most recent feasible point could be used as the final decision.
Figure 6 plots the intermediate feasible points along with the corresponding power consumptions within
the optimization iterations shown in Figure 5, where the feasible points are defined as those that have the
sum of normalized constraint violations below 10-3. The first feasible point occurs at the 76th iteration and
the corresponding total power is 742.1 kW, which is very close to the optimal power consumption 741.8
kW. The subsequent iterations do not reduce the energy consumption significantly but are necessary to
reach convergence if time is allowed.

80

0.1
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mco
mcto
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Constraint violations
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Figure 6

Feasible points in the iterations of the multi-agent optimization process.

To assess the energy savings, the multi-agent control approach was compared with a heuristic control
strategy, which has been implemented at the Purdue Northwest Chiller Plant. The baseline (heuristic)
strategy keeps the condenser water flow relatively constant while the fan speed is modulated to control a
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condenser water supply temperature set point of 22.8C. The performance map in Figure 7 shows the
comparison of the cooling plant (chiller, cooling tower and pump) energy efficiency (COP) attainable with
the two control strategies at half load (3517 kW) and ambient wet-bulb temperature of 26.7C. Given that
the centralized problem formulated in Equation (15) has two degrees-of-freedom, the normalized values of
the two independent variables (air flow and condenser water flow) were used to generate the contour plot in
Figure 7 whereas the values of all the remaining variables were calculated based on the equality constraints
shown in Equation (15). Under these specific operating conditions, the multi-agent control leads to a 12.2%
energy efficiency enhancement. It can be also noted that the multi-agent control is very close to the
optimal. The multi-agent approach was also evaluated under three other operating conditions and the results
are listed in Table 3. Compared to the baseline control, the proposed multi-agent control is able to achieve
approximately 10% energy savings under the operating conditions considered, except for the case where
the load is 7034 kW and the ambient wet bulb is 26.7C because the baseline control is already close to
being optimal.

Figure 7

Cooling plant COP contour plot for Load = 3517 kW and web-bulb temperature =

26.7C.
It is worth mentioning that the relationship between the total power and the two independent design
variables is close to being convex, as can be observed in Figure 7. This nice property within the considered
problem provides good robustness for the multi-agent control algorithm. In the simulation tests
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convergence was achieved for almost all initial points that were generated randomly; although the
convergence rate was highly dependent on the goodness of the initial guess. However, the optimization
problem in building energy systems is in general not convex and convergence cannot be guaranteed, as
illustrated in the next case study.
Table 3. Energy comparisons between baseline and multi-agent controls
Current Control Strategy
Multi-Agent Control
Cooling Wet
Load bulb
ma
mco
Power COP
ma
mco
Power COP
(kW)
(C) (relative) (relative) (kW)
(relative) (relative) (kW)
7034
26.7
1.00
1
1381 5.10
0.92
0.76
1353 5.20

6.

Power
Savings
%
2.5

7034

10

0.61

1

1175

5.99

0.92

0.64

1094

6.43

10.9

3517

26.7

1.00

1

808

4.35

0.75

0.57

742

4.74

12.2

3517

10

0.35

1

659

5.34

0.70

0.50

540

6.52

8.6

CASE STUDY 2
In the second case study, a typical centralized air conditioning system serving a multi-zone building is

considered as shown in Figure 8. Air is conditioned in the air handling unit (AHU) and then supplied to
each conditioned zone through a dedicated variable-air-volume (VAV) box. The zone air temperature is
regulated by varying the entering airflow rate through modulation of the VAV damper. The return air (RA)
from the space is circulated back to the AHU and mixed with the outdoor air (OA) before going through the
heating/cooling coil for air conditioning. Supply air temperature (Tsa) is controlled to a setpoint by
changing the refrigerant evaporating temperature for direct-expansion (DX) systems. In this case study, a
multi-stage DX unit is considered and the compressors are staged by feedback control to achieve a supply
air temperature setpoint. Fan speed modulates to maintain a setpoint supply duct pressure (Psa). The supply
air temperature and pressure setpoints are the two control variables in an actual implementation. There is a
tradeoff between the compressor and fan power in the supply air temperature control. To achieve a required
sensible load, higher supply air temperature reduces the compressor power but leads to higher fan power to
deliver more airflow. The optimal supply air temperature would be a balancing point between the
compressor and fan power. The supply duct pressure setpoint determines the maximum airflow rate and
thus, would affect the balance point indirectly. Outdoor air (OA) dampers are controlled to provide either a
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minimum ventilation rate or for economizer operation. Return air (RA) and relief air dampers coordinate to
keep a constant zone air pressure (Pz).

Figure 8

System diagram of a centralized air-conditioning system for a multi-zone building

6.1.

Component models

6.1.1.

DX unit

This study focuses on a direct-expansion cooling system in which the air exchanges heat directly with
the refrigerant going through the cooling coil. There are six stages in the compressor excluding the off
stage. By controlling the staging bandwidth, the system can achieve continuous capacity modulation; thus,
Stage is a continuous variable with value between 0 and 6. A gray-box model was developed for this DX
unit that was trained with field data; the details can be found in [23]. Given the corresponding boundary
conditions (Tma- mixed air temperature; wma- mixed air humidity ratio; ma- air mass flow rate; Tamb- ambient
temperature) and compressor stage, the DX unit model will output cooling coil outlet air temperature (Tla),
unit power consumption (PowDX) and sensible heat ratio (SHR).
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6.1.2.

Fan

Energy is consumed by the fan to deliver conditioned air to the zone spaces. The instantaneous fan
power is a function of the airflow rate (ma) delivered and pressure rise (external static pressure, ESP) across
the fan, which can be calculated as the pressure difference between the fan inlet and outlet:
ESP

Psa

Pma ,

where Pma is the mixed air pressure. In this study, a quadratic polynomial form shown in the following
equation is used and the coefficients were obtained through curve fitting using field data:

Powfan

a0

a1ma

a2ma2

a4ESP 2

a3ESP

a5ESP ma : Fanpow (ma , Psa , Pma ) .

Fan energy contributes to a temperature rise in the air, which is calculated as

Tsa

Tla

Pow fan
macp

: FanT (Tla , ma , Psa , Pma ) ,

where cp is the specific heat of air (1000 J/kg-K).
6.1.3.

Damper

The VAV box damper has a feedback control based on the space temperature. By varying the damper
opening, the airflow rate that enters the zone space can be modulated to regulate the space temperature. So
the VAV box damper model would predict the airflow rate given the damper opening and pressure drop.
Let Psa be the air pressure in the supply duct and Pz be the zone space pressure. Then the pressure drop
across each air damper is
P

Psa

Pz ,

The airflow rate that is going through the air damper can be formulated as (see [24])

ma

sign( P )Adamper

2 P
exp(a b(1

0.5

))

: Damper(Psa , Pz , ),

where Adamper is the damper section cross area, ρ is the air density, θ is the damper opening (%) and a, b are
parameters that are associated with damper characteristics. These two parameters were determined from
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field data. Note that in the case study, the 3 dampers were assumed to have the same characteristics with
different sizes.
6.1.4.

Building envelope model

A gray-box model with a resistance-capacitance thermal network was trained from field data to
represent the zone thermal behaviors (see [25]). A discrete-time state-space representation of the model is
xk
yk

1

Axk
Cxk

Bw Wk

Bu Qsen ,k

where x is a state vector containing all the nodal temperatures in the thermal network; W contains all
disturbance inputs including weather conditions and internal heat gains from occupants and electrical
devices; y=[Tz,1, Tz,2, Tz,3] is the output vector containing the space air temperatures of the three zones; Qsen
=[Qsen,1, Qsen,2, Qsen,3] is a controllable input vector consisting of the sensible cooling/heating capacities of
the zones; and the subscript k indicates the time step. The sensible capacity of each zone is calculated by

Qsen,i

ma,icp (Tsa

Tz ,i ) ,

In order to achieve a set of next step (step k+1) zone air temperature setpoints ysp
, the required
k 1
sensible capacities can be calculated as

Qsen,k
6.1.5.

CBu

1

ysp
k 1

CAxk

CBw Wk .

(16)

Splitter

Assuming no heat or pressure losses, the splitter model is based on a simple mass balance:

6.2.

Centralized formulation

When all devices are assigned with the same group number, a centralized optimization is formulated that
tries to find the optimal operating point given the boundary conditions as well as the required cooling
capacities such that the total power consumption is minimized. The problem needs to be solved at each
decision step as the boundary conditions and capacity requirements change with time. The optimization
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variables (also the global variables in the distributed optimization problem) are

The optimization problem to be solved at each time step is formulated as
min{Pow DX
Z

Pow fan }

(17)

subject to

(18)

(19)

(20)

The under-scored variables are boundary conditions provided at the beginning of each decision step. The
zone space pressure Pz,i is normally maintained slightly above atmospheric pressure. In this study, values of
Pma = -0.3 (in.W.C.) and Pz,i = 0.1 (in.W.C.) gauge pressure were assumed. The required sensible capacity
Qsen,i was also taken as a boundary condition since it is calculated using Equation (16) at the beginning of
each decision step after the next step zone temperature setpoint has been prescribed. As a result, the time
index k is not included in the notation for zone sensible cooling.
The cost function in Equation (17) is the total power consumption for the DX unit and the supply fan.
The equality constraints in Equations (18) and (19) correspond to the models described in the preceding
section. The interval type constraints in Equation (20) are due to the capacities of the physical components.
Note that the boundary conditions are omitted in the remaining formulations for ease of notation.

123
6.3.

Distributed formulation

In the centralized formulation, there are eleven optimization variables, nine (mostly nonlinear) equality
constraints and five interval-type constraints. With a distributed formulation where different devices or
even different elements within the same device are assigned different group numbers, the large-scale
centralized problem can be broken down into several sub-problems as follows.

Sub-problem 1:

Sub-problem 2:

Sub-problems 3-5:

Sub-problems 6-8:

Sub-problem 9:

min PowDX ma(1), Stage(1)
s.t.

Stage(1)

[0, 6]

min Pow fan ma(2), Psa(1)
s.t.

Psa(1)

[0,1.2]

min 1 / (Qsen ,i

ma(1),i cp (Tsa(i )

min 1 / (ma(2),i

Damper (

s.t.

min 1 /

(1)
i
(i 1)
sa

, Psa(i

1)

[0,1.2]

3

ma(3)
,i

i 1

Sub-problem 10:

Sub-problem 11:

The consensus constraints are:

min 1 / (Tla(1)
s.t.

min 1 / (Tsa(4)
s.t.

DXT (ma(4), Stage(2) ))
Stage(2)

[0, 6]

FanT (Tla(2), ma(5), Psa(5) ))
Psa(5)

[0,1.2]

for i

1, 2, 3,

))

[0,100]

P

ma(3)

(1)
i

Tz ,i ))

for i

1, 2, 3,
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ma
Stage
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Stage(i ),
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(i )
sa
(i )
sa
(1)
j
(i )
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{1,2, 3, 4, 5},

i
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i
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Tsa

T ,

i

{1, 2, 3, 4},

Psa

P ,

i

{1,2, 3, 4, 5},

,

j

{1,2, 3},

i

{1,2, 3}, j

0,

x
x

j

ma , j

m ,

{1,2, 3}

where

(x )

,

0
0

is the Dirac delta function.
The distributed formulation was composed by the framework where each component was assigned a
different group number. In addition, the DX unit and fan were each further divided into two groups, one
with the cost function and the other one with the corresponding constraint. So this case study is a
demonstration of a multi-agent controller with the finest grouping, although coarser granularity might be
more suitable for practical implementation. With this distributed formulation, the original problem breaks
down to eleven sub-problems most of which have dimension less than three. Sub-problems 9 and 11 have
four design variables but Sub-problem 9 has an explicit solution that will be discussed shortly. In addition,
each sub-problem with at most two constraints of interval type has a much lower solution complexity. This
makes the proposed method scalable to increased problem size.
Note that sub-problems 3-11 add an infinite penalty to the cost function whenever the corresponding
constraint is violated. This is another instance of the situation in sub-problem 4 of case study 1 where only
constraints exist and there is no cost function. In either case, Step 5 of the ADMM algorithm is carried out
as

minX Xi
i

s.t.

fi (Xi )

Fi Z[k ]

Yi[k ] /

0

[k ]
which is also equivalent to the Euclidean projection of FZ
i

Yi[k ] /

2
2

onto the constraint hyper-surface:
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X[ik

1]
Ci

[k ]
(FZ
i

Yi[k ] / ),

where Ci is the hyper-surface defined by fi(Xi)=0 or equivalently, by the corresponding equality constraint
within Equations (18) and (19). In addition, if the corresponding equality constraint is linear in Xi, say
DTi Xi

b

0 , an analytic solution can be obtained as

X[ik

1]

[k ]
FZ
i

Yi[k ] /

[k ]
DTi (FZ
i

Yi[k ] / )

2

b Di / Di .
2

The equality constraint for sub-problem 9 is linear so the corresponding sub-problem can be easily
solved. This is important because this specific constraint physically corresponds to an air splitter or merger
and for a centralized air-conditioning system with a large number of air splits, the computational
requirement does not increase much due to this property.

6.4.

Optimization results

In a real implementation, the optimization problem could be solved and applied for different decision
intervals in response to varying operating conditions. However, this study only presents optimization
results for one example operating condition since similar performance was observed at other conditions.
The operating conditions that are considered are: wma =0.009 kg water/kg air, Tma =26°C, Tz,1 =25°C, Tz,2
=24.5°C, Tz,3 =24°C, Tamb =31°C, Qsen,1=28 kW, Qsen,2=26 kW and Qsen,3=23 kW.
As a first step, the variables were normalized to have comparative scales to make sure that penalties due
to consensus violations were assigned fairly. Figure 9 plots the variation of the normalized variables as the
coordination procedure proceeds. Some variables have local copies among several optimizer agents and
they are reflected by multiple curves within the same subplot. The stopping tolerance used  = 10-2 and the
algorithm stops at the 119th iteration. It can be seen that in the first few tens of iterations, different local
copies of the same variable disagree since each sub-problem optimization is carried out for its own benefit.
But the deviations diminish with more iterations due to inter-agent coordination. This reduction of
disagreement can also be reflected in the top plot of Figure 10 as discussed in the following paragraph.
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12
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10
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Evolution of local variables

Plugging the estimated global variables Z into the centralized problem, the cost function as well as the
constraint satisfaction were evaluated at different iterations. The top plot in Figure 10 shows the
normalized constraint violations and each curve corresponds to one constraint listed within Equations (18)
and (19). The plotted constraint violations are also indicators of the disagreement level in the different local
copies of the same variable since if a consensus is reached, the global variable in Z should equal all the
corresponding local variables which strictly satisfy the constraints within Equations (18) and (19). So in the
top plot of Figure 10, the local variables reach consensus in an oscillatory manner and the oscillation
magnitude decreases with iterations. The bottom figure plots the evolution of the total power consumption,
which is the output of the cost function in Equation (17). A similar pattern could be observed in this
iterative process compared to case study 1: the algorithm takes turns in reducing the power and enforcing
the consensus constraints. When the constraint violation is small, the iterations move in a cost descent
direction leading to a faster power drop. But these moves compromise consensus satisfaction and the next
few iterations move towards a consensus reduction direction where the total power is not decreasing much
or even increasing, as in the 1st case study. Under the demonstrated operating conditions, convergence is
reached in the 119th iteration where the variable changes between iterations and consensus disagreement
are below the threshold set in the stopping criterion.
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The centralized optimization has eleven variables and many constraints. Through some engineering, the
problem was reduced to a 2 degree-of-freedom optimization that is relatively easy to solve and the optimal
point for this specific operating condition was: Stage= 2.19, Tsa= 17.8°C, θ1= 96%, θ2= 94%, θ3= 100%,
Psup = 300 Pa with a minimum total power consumption of 24.9 kW. To assess the energy savings, a
baseline control strategy for the conventional control was considered with Tsup=14° C and Psa=280 Pa,
which had been implemented physically in the case study building before the year of 2013 (see [23]). The
energy consumption with the baseline strategy is 43.5 kW. So there is a 42.7% energy savings potential and
the multi-agent control was able to find a solution with 25.9 kW power consumption which covers 94.6%
of the maximum energy savings. The savings potential is not fully recovered because the total power is not
sensitive to the supply pressure setpoint which creates a lot of local minimums and the obtained solution is

Constraint violations

a local minimum.
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Evolution of power and constraint violations.

In contrast to the 1st case study, the problem considered here is non-convex so convergence is not
guaranteed. In the simulation tests, it was observed that different initial guesses gave quite different types
of solutions (e.g., local minimums, points without consensus or even divergent solutions). A practical
approach is to implement a multi-start scheme and find the consensus solution with the minimum power.
Testing results show that with a multi-start scheme where the start points were randomly generated, 60% of
the start points led to some consensus solution that covers at least 92% of the maximum energy savings.
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Also, using the optimal solution from the previous step as the initial guess for the current time step should
improve the performance since optimal operating conditions do not change significantly between decision
steps.

7.

CONCLUSION & DISCUSSION
This paper presented a general multi-agent control approach for the optimization of building energy

systems. The proposed approach consists of two main elements: a multi-agent control framework and
multi-agent decision making algorithms. With the help of the framework, a multi-agent controller can be
easily set up with limited engineering effort. Then the distributed decision making algorithms can be used
to optimally control and coordinate different components to reduce the overall energy consumption within
a building energy system. Two case studies were considered to test the proposed approach. Testing results
show that the multi-agent control was able to find near-optimal control solutions under different operating
conditions and significant energy savings were achieved compared to baseline control strategies.
Note that this paper is primarily concerned with the algorithm design of a multi-agent controller.
However, some issues related to hardware implementation have also been considered such as control
topology design and inter-controller communications. The framework provides good flexibility in control
topology design where multiple devices can be grouped together and controlled by one local controller or a
single complex component could be controlled by multiple local controllers to leverage control scalability
and network traffic requirements.
While developed framework should handle a wide range of building energy systems, the multi-agent
control algorithm has some limitations and might not be directly applicable to some types of equipment.
For example, many HVAC systems have multiple operating modes and their optimal control becomes a
mixed-integer programming problem that cannot be solved with the proposed algorithms. Consensus-based
optimization algorithms are typically much more efficient than other distributed optimization schemes,
such as the ping-pong scheme, since optimizations are carried out in parallel with multiple computing
engines. But the main drawback within actual implementation of a consensus-based algorithm is that most
of the intermediate iterations are non-consensus and thus, are not feasible. This poses a potential risk that
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the decision time runs out but no consensus point has been reached. These issues need to be addressed in
future work to make the approach more robust.
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9.

NOMENCLATURE

Adamper
A, C
Bw, Bu
cp
ESP
ma
ma,i
mco
mcto
mmains
Pow
Pma
Psa
Pz,i
Qev
SHR
Stage

=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=

damper cross sectional area (m2 or ft2)
state-space matrices
state-space B matrices corresponding to disturbance and control inputs, respectively
specific heat of air (kJ/kg-K or Btu/lb-F)
external static pressure of fan (in. W.C. or Pa)
air mass flow rate across the cooling tower or DX coil (Kg/s or lb/s)
air mass flow rate through VAV box i (Kg/s or lb/s)
condenser water mass flow rate mass flow rate (Kg/s or lb/s)
cooling tower outlet water mass flow rate (Kg/s or lb/s)
make-up water mass flow rate (Kg/s or lb/s)
power consumption (KW or Btu/hr)
cooling coil inlet air pressure (in. W.C. or Pa)
fan outlet air pressure (in. W.C. or Pa)
air pressure in zone i (in. W.C. or Pa)
chiller load (KW or Btu/hr)
sensible heat ratio of cooling coil
compressor stage

Tamb

=

ambient air (dry-bulb) temperature (C or F)

Tcoi

=

condenser inlet chilled water temperature (C or F)

Tcoo

=

condenser outlet chilled water temperature (C or F)

Tcto

=

cooling tower outlet chilled water temperature (C or F)

Tdb

=

ambient air dry-bulb temperature (C or F)

Tevo

=

evaporator outlet chilled water temperature (C or F)

Tla

=

cooling coil outlet air temperature (C or F)

Tsa

=

supply (fan outlet) air temperature (C or F)

Twb

=

ambient air wet-bulb temperature (C or F)

Tmains

=

make-up water temperature (C or F)

Tz,i
wma
X
xk, yk
Y

=
=
=
=
=

air temperature of zone i (C or F)
cooling coil inlet air humidity ratio (kg water/kg air)
vector of all local copies of the design variables
state and output vectors at time step k
dual variable vector
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ysp
k 1

=

state and output vectors at time step k

Z
Xi ,Yi
α
θi
ρ
σ

=
=
=
=
=
=

vector of the design variables
sub-vector corresponding to Sub-problem (i)
step size for dual update
damper opening in VAV box i (%)
air density (kg/m3 or lb/ft3)
factor for the augmented multiplier



=

convergence threshold

=
=
=
=
=

chiller
cooling tower
DX unit
fan
pump

Subscripts
chiller
ct
DX
fan
pump
9.1.
(i)
[i]

Superscripts
=
=

the ith copy of the corresponding local variable
the ith iteration of optimization
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Gray-box modeling of multi-stage
direct expansion units to enable
control system optimization
ABSTRACT
Gray-box or black-box models that are trained using on-site data typically do a better job of capturing
actual system performance than forward models that are based on physical parameters due to deviations
from design assumptions or uncertainties. However, accurate site-specific models are needed for
developing optimal control strategies for existing systems. In this study, two different gray-box, quasisteady-state modeling approaches for multi-stage direct expansion (DX) units with variable-air-volume
(VAV) were developed and compared for application to supervisory control optimization. Firstly, the
ASHRAE Toolkit model was modified for multi-stage DX units and trained using data from a field site.
Secondly, a component-based, gray-box modeling approach was developed and trained using on-site data.
The models were validated using measured data not included in the training data set. The advantage of the
component-based approach is that it requires less data for training and provides better extrapolating
performance. However, it requires significantly more computation. Therefore, a meta-model that correlates
outputs from the gray-box model was developed for application to supervisory control optimization. This
overall approach provides good accuracy over a wide range of conditions with limited training data and
computational requirements. In order to test application potential, optimization of supply air temperature
setpoints was performed for the case study using both the meta-model and modified Toolkit model.
Although the two different modeling approaches gave some differences, both indicate significant energy
savings potential.
INTRODUCTION
In a direct expansion (DX) air conditioning system, the evaporator is in direct contact with the air to be
conditioned and there is no intermediate heat transfer medium, such as is used in chilled water systems.
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These systems are widely applied in small- to medium-sized buildings due to their simplicity and relatively
low capital and maintenance costs.
In small commercial buildings within the U.S., DX units with single-speed compressors and supply
fans are most typically employed due to simplicity and initial cost considerations. However, on-off capacity
control with constant air flow is significantly less energy efficient than variable capacity and air flow and
can lead to comfort problems due to poor room temperature regulation. DX units for medium-sized
commercial buildings often use compressor staging and variable-air volume (VAV) comfort delivery that
provide better efficiency and comfort. The additional degrees of freedom also provide opportunities for
control optimization.
This paper develops and validates gray-box modeling approaches for variable-air-volume (VAV),
multi-stage DX units that are appropriate for supervisory control optimization. The methods could also be
applied to DX units with variable speed drives (VSD) although validation for this case was not considered
in this study.
There have been several previous studies that concentrated on dynamic modeling of direct expansion
air conditioning systems. For example, Chen et al. (2006) developed a dynamic model for a VAV air
conditioning system with a DX unit. Quasi-steady operation was assumed for the compressor and electronic
expansion valve (EEV), while dynamic models were established for other main components. The resulting
model is a nonlinear dynamic system that has high computational requirements and is not very useful for
control applications. In order to address this issue, Qi et al. (2008) linearized the dynamic model around a
nominal operating point and formulated a state space representation of the linearized model. Qi et al. (2009)
then implemented a MIMO controller based on a Linear Quadratic Gaussian (LQG) technique for the
linearized state space model to simultaneously control indoor dry-bulb temperature and humidity level. The
multi-reference tracking performance was improved but the linear model was only valid around some local
points.
Although dynamic equipment models are useful for feedback control analysis and design, they are not
feasible for real-time control or optimization purposes due to high computational burden. For optimization
of supervisory control variables to minimize energy use or costs, equipment transient response may be not
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that important to consider since their time constants are usually much smaller than those associated with the
building envelope. Also, the number of control degrees of freedom is limited so a hierarchical control
scheme is more practical where optimization is only performed on supervisory level setpoints and lowerlevel feedback control manipulates the devices to track the generated setpoints. Therefore, steady-state or
quasi-steady-state models are preferred for modeling HVAC equipment for minimizing energy costs with
respect to supervisory control variables. One such model that is implemented within the DOE-2 simulation
program (LBNL, 1981) is a pure black-box model where all model outputs (capacity, sensible capacity and
compressor power consumption) are calculated via correlations to variables related to system operating
conditions. The ASHRAE Toolkit model (Brandemuehl et al., 1993) is a variation of the DOE-2 model that
uses the same correlation forms for power and capacity calculation. For predicting sensible heat ratio
(SHR), the ASHRAE Toolkit model uses a bypass factor method that preserves some physical meaning and
can be categorized as gray-box approach.
In this paper, the ASHRAE Toolkit model is modified to include an additional correction factor
representing the effects of compressor staging. In addition, a component-based gray-box modeling
approach is developed that requires less training data and provides better extrapolating performance. The
two modeling approaches were implemented and trained using measured data of a DX unit serving a multizone building located in Philadelphia, PA. Two sets of validation data were collected and used to evaluate
performance of the two models.
CASE STUDY
A multi-stage DX system with a variable speed drive supply air fan was considered that has a rated
capacity of 60 tons (211 kW or 720000 Btu/h) and serves a 20-zone commercial building. The unit,
depicted in Figure 1, has two identical refrigerant circuits with each circuit having a three-cylinder
compressor. Two of the cylinders have unloaders, so that there are three stages of control for each
compressor excluding the off stage (or six stages for the whole DX unit). There are two evaporators placed
in parallel and the air flow across these two evaporators is driven by one variable-speed supply fan. A
condenser for each circuit has two fans so there are four condenser fan stages in total. The outlets of the
condensers are connected to thermal expansion valves (TEV) to maintain a constant superheat exiting the
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evaporators. Also there is a hot gas bypass from the compressor discharge to the evaporator inlet to prevent
excessively low evaporating pressure and coil frosting.

TEV

Condenser

Compressor
Evaporator

(a)

(b)
Figure 1. (a) Diagram of DX system. (b) Outdoor condensing unit of DX system
Available measurements are listed in Figure 2, which shows the points along with their locations inside
the air-handling unit (AHU) and condensing unit. Several other available points that are not shown in
Figure 2 are listed in Table 1. Training data was collected from July 14th to 29th of 2012. In this two-week
period, the DX compressor was cycling at a fairly high frequency (period of approximately 3 minutes) due
to the feedback control mechanism that maintains a supply air temperature setpoint. This high frequency
cycling made the system run in a transient state most of the time. When the models were being trained or
tested, all quantities were averaged over a 30-minute window and the system was assumed to be under
quasi-steady-state conditions. Due to this averaging operation, the stage number was taken as a continuous
variable from 0 to 6. The first set of testing data used measurements from August 1st to August 4th of
2012, which was right after the training data period. A second testing data set used data from May 27th to
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June 4th of 2013, which was almost one year after the training data period. Information on the
measurement equipment can be found in Table 2.
Tsuc,A, Psuc,A
Tsuc,B, Psuc,B

RHa,sup
Ta,sup
V

RHa,evap
Ta,evap

(a)
Ta,outdoor

Ta,cond,out,B

Tcond,out,B

Tdis,B
Pdis,B

Tcond,out,A

Ta,cond,out,A

Tdis,A
Pdis,A

(b)
Figure 2. (a) Available measurements in AHU. (b) Available measurements in condensing unit.
Table 1. Other Available Measurements/Parameters Not Shown in Figure 2
Measurement
Type

Available Measurements

Compressor

Stage, compressor power
Fan operating status, condenser fan
power
Supply fan power

Condenser
Supply fan

Available Parameters
Cylinder volume, motor
RPM
Rating air flow rate

Table 2. Information on Measurement Equipment
Measurement
Fan power
Condensing unit power
Compressor power

Sensor type/model number
WattNode Modbus
WattNode Modbus
Veris 8035/8036

Discharge/suction
pressure

Setra C306

Suction/liquid line

Thermistor

Notes
Accuracy: ±0.5%
Accuracy: ±0.5%
Range: 0~500psi/ 0~250psi.
Accuracy: ±0.11% full scale
pressure
-
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temperature
Mixed/supply air temp.
Mixed/supply air RH
Averaged supply
temperature
Supply airflow

Type-T TC Air
Vasisala HMD60U
Ebtron GTC-116C/GP1

Accuray: ±2% RH
4 probes; 16 sensors.
Accuray: ±2% airflow, ±0.15F
temperature

MODIFIED ASHRAE TOOLKIT MODEL
The original ASHRAE Toolkit model estimates total cooling capacity and energy input ratio (EIR,
reciprocal of COP) by correcting rated values using factors that capture the effects of inlet air wet bulb
temperature to the evaporator, inlet air dry bulb temperature to the condenser and air flow rate. A modified
Toolkit model was developed that includes a correction factor representing the staging effect, which
appears as the last term in Equations (1) and (2)

qtot ,evap  qtot ,evap ,rated  fcap ,T  fcap ,Q  f stage
 qtot ,evap ,rated   a0  a1Ta ,wb ,evap  a2T 2a ,wb ,evap  a3Ta ,cond  a4T 2a ,cond  a5Ta ,wb ,evapTa ,cond 

V 
2
  b0  b1
   c 0 c1  Stage  c2  Stage 
Vrated 

(1)

EIR  EIRrated  f EIR ,T  f EIR ,Q  f EIR ,stage
 EIRrated   e0  e1Ta , wb,evap  e2T 2 a , wb,evap  e3Ta ,cond  e4T 2a ,cond  e5Ta , wb,evapTa ,cond 
2

 V  
V
  f 0  f1
 f1 
    g 0  g1  Stage 

Vrated
Vrated  




(2)
In the original Toolkit model, the sensible heat ratio (SHR) is calculated using a bypass factor method
that assumes a constant air flow rate. This model was adapted to consider variable air flow by assuming a
typical form for the effective air flow on the convective heat transfer (Incropera, 2007). The resulting
equations that need to be solved to determine exit air conditions from inlet conditions are expressed as

UA
h
 h0   m  1
cp

 BF  e

 NTU

e



UA
mc p

 h   m h1
 exp   0

m



h 1
  exp h0   m  1






(3)
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BF 

hlvg  hadp
hent  hadp



wlvg  wadp
went  wadp

(4)

Figure 3 illustrates the process considered with the bypass factor method. The leaving air is assumed to
be mixture of air that bypasses the coil (Tent, hent, and went) and air that comes into equilibrium with the
surface at an apparatus dew point condition (Tadp, hadp, and wadp). For specified UA and air flow rate, a BF
value is obtained by using Equation (3). Then, the apparatus dew point temperature Tadp is calculated from
the apparatus dew point enthalpy hadp, which is determined using the first equality in Equation (4) given the
entering conditions. The leaving air humidity ratio can be determined from the second equality in Equation
(4). This provides sufficient information to calculate the sensible heat ratio (SHR) and sensible cooling
capacity. When the calculated SHR value is greater than one, the coil is assumed to be dry and an iterative
solution is used to find the critical inlet humidity ratio wc at which SHR is equal to one. This results in a
fictitious inlet web-bulb temperature that is used to re-evaluate capacity and EIR with Equations (1) and
(2). At the point where SHR=1, the system performance transitions from a dependence on web bulb to a
dependence on dry bulb ambient. The actual wet bulb is lower than the fictitious wet bulb, but has
performance that is nearly the same since it does not depend on wet bulb in this range.
w

BF=a/b

S

nl
tio
a
r
atu

ine

went
wlvg
wadp
a
b
Tadp

Tlvg

Tent

Tdb

Figure 3. Bypass factor method illustration in psychrometric chart
Application to case study:
Measurements from the field site of the inlet and outlet conditions for the evaporator were used to
calculate the DX unit total and sensible cooling capacity. The outlet condition was measured after the
supply fan so that these represent net capacities. In order to estimate the parameters in Equations (1) and (2)
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nonlinear regression could be applied. However, in order to improve robustness and computational
efficiency, each equation was expanded to yield a linear regression problem for estimating the combined
coefficients. Since the estimated model is used for prediction and there is no physical meaning in the
estimated coefficients, significance testing for the coefficients is not needed and all the terms could be kept
(Kutner, 2012).
To estimate the correlation coefficients in Equation (3), nonlinear regression is required and the
Levenburg-Marquardt method (Madsen, 2004) was adopted. BF values were calculated from the available
measurements for use in the regression. For each data point, this required solution of right-hand expressions
within equation (4) for the apparatus dew point condition using measurements of inlet and outlet air states
(corresponding to the intersection of the line connecting entering and leaving air conditions and the
saturation curve shown in Figure 3). BF values could then be calculated using the left-hand expression of
Equation (4). Nonlinear regression for the coefficients in Equation (3) was performed using a residual
between the BF determined from measurements and the predicted values from Equation (3).
The performance of the estimated model with a separate set of test data is shown in Figure 4, where
measurements and predictions are compared for total capacity, power consumption and SHR. Root mean
square (RMS) relative errors are calculated with
2

RMSRE 

1 N  X imeas  X iest 
  X meas  100%
N i 1 
i


to assess the performance of an estimated model for the whole paper. The RMS relative errors of the
estimated Toolkit model are listed in Table 4 and are discussed in the model comparison section.
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Figure 4. Comparison of predicted and measured capacity, compressor power and SHR values
in testing period for modified Toolkit model
SUPPLY FAN
For the variable-speed supply fan with constant supply static pressure control, a cubic correlation of
the air flow fraction (actual air flow rate relative to the nominal value) is used to correlate supply fan power
consumption.



V
Vrated

Pfan  a0  a1  a2 2  a3 3
Application to case study:
Coefficients were estimated using simple linear regression. Comparisons of predicted and measured
fan power are shown in Figure 5(a) for the test data and the estimated fan curve from the regression is
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shown in Figure 5(b). The allowed air flow fraction ranges from 0.5 to 1 and the fan performance only
within this range is of concern.
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Figure 5. (a) Comparison of predicted and measured supply fan power for testing period. (b)
Supply fan curve.
GRAY-BOX MODEL
Although the Toolkit model utilizes a gray-box approach, it has relatively few physical parameters and
therefore may not extrapolate well outside the range of training data. This is particularly problematic when
applying optimization to results from the model. For better extrapolating performance, a component-based
model with simple physics was developed where key component parameters are estimated from measured
data. These models are coupled to form an integrated gray-box model.
Compressor:
The compressor model was developed using the concepts of isentropic and volumetric efficiencies
(Threlkeld, 1962; Jähnig et al., 1999). The mass flow rate is calculated using Equation (5) for given
refrigerant suction and discharge conditions. The left-hand term in brackets is the volumetric efficiency,
whereas the right-hand term is the maximum possible mass flow rate based on the compressor displacement
rate. The displacement volume of each cylinder and motor RPM are needed and can be easily obtained
from a manufacturer's manual or website for most DX systems. The empirical coefficient 1 is estimated
using non-linear regression along with other empirical parameters as described later. The compressor
power consumption is determined with Equation (6) for given suction and discharge conditions. The
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furthest right term is an overall isentropic efficiency that captures both compressor and motor
irreversibilities. The other terms in Equation (6) give the isentropic power requirement for an ideal gas with
constant specific heat. Jähnig et al. (1999) pointed out that the overall isentropic efficiency has significant
dependence on the evaporating pressure. In addition, the stage number was found to be an important effect
in the current study. Equation (7) captures both of these effects using a linear form where empirical
coefficients are determined as part of the regression process.
1/ k
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Application to case study:
Cylinder displacement volume and compressor motor RPM were obtained from the manufacturer’s
manual for this unit. For simplicity, the pressure loss term was assumed to be zero, i.e., ∆p=0. The
refrigerant is R22 and REFPROP was used to calculate required refrigerant properties. Since only power
measurements were available with no information on refrigerant mass flow rate, all four parameters were
estimated simultaneously by matching actual and predicted compressor power using nonlinear regression.
Also, the two compressors were trained separately giving two different sets of parameter estimates. The
training root mean square errors (RMSE) were 5.2% for compressor A and 1.8% for compressor B. The
predicted power and mass flow rate were compared to rated values at full capacity shown in Figure 6.
Compressor B has a good match and compressor A has large differences at high suction and discharge
pressures between the model and catalog performance, which indicates a degradation in performance since
the unit was installed.
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Figure 6. Comparison of estimated model and catalog performance for the two compressors.
Thermal expansion valve (TEV):
Thermal expansion valves are used in DX systems to regulate the refrigerant mass flow rate for the
purpose of maintaining a relatively constant superheat. Mathematical models of TEV can be found in
Broersen (1982) and James (1987). It was assumed that the TEV bulb temperature was equal to the
compressor inlet temperature and the mass flow rate through TEV was calculated as:

mr ,cond   c1  c2  Pb  c3  Pevap  in  Pcond  Pevap 

(8)

where Pb is the saturated pressure of the refrigerant at the bulb temperature.
Application to case study
Although the compressor mass flow rate is determined with the compressor model, the mass flow rate
through the expansion valves could be different because of the possibility of hot gas bypassing the
condenser in this DX unit. Therefore, a TEV model was needed to calculate refrigerant bypass fraction. To
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estimate the coefficients of Equation (8), mass flow rate was calculated using the condenser capacity,
obtained from Equation (9) with a heat loss ratio fHeatLoss=0.17, and enthalpy difference across condenser
determined from measured temperatures. The constant compressor heat loss ratio was chosen based on
evaluation of the training data. Because the mass flow rate was estimated from measurements with multiple
steps, uncertainties were amplified and the training RMSE were 12% and 14.5% for circuits A and B,
respectively.

qcond  qevap  Pcomp (1  f HeatLoss )

(9)

Evaporator & condenser:
Effectiveness-NTU methods are applied to model both the evaporator and condenser. For a wet
cooling coil, the driving force for energy transfer is the enthalpy differential of inlet air and saturated air at
the effective coil surface temperature which is assumed to be the evaporating temperature as shown in
Equation (10). For a dry cooling coil or condenser coil, the dry-bulb temperature difference is taken into
consideration as the driving force shown in Equation (11). Combined heat transfer coefficients (UA) for the
evaporator and condenser are correlated with the air side and refrigerant side flow rates as shown in
Equation (12).

qwet   ma (ha,in  ha T  Tevap , RH  1)
qdry   ma (Ta,in  Tevap )

  1  e(  Ntu )  1  e
1
 1 (ma )  2   3 ( mr )  4
UA



(10)
(11)

UA
ma

(12)

Application to case study-- evaporator:
In the training data, the evaporator coil was always under a wet condition, so Equation (10) was used
to model the capacity for all data points. Total capacity was calculated from air side measurements. For
simplicity, the two circuits were assumed to be identical and the parameters were estimated by matching
total capacities between actual and predicted values. The estimated model has a RMSE of 5.8% in capacity
prediction.
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Application to case study-- condenser:
There was not enough data to directly determine the condenser coil capacity from measurements and
therefore Equation (9) was used to estimate it indirectly. The refrigerant mass flow rate was inferred using
the estimated capacity and enthalpy difference across the condenser.
The air flow rate was estimated from the estimated condenser capacity and available inlet and outlet air
temperature measurements. The condenser fan operating status was also measured and then a quadratic
correlation between air flow rate and condenser fan stage number (number of operating fans) was
formulated as follows:

ma ,cond :  0   1  Stagecond , fan   2  Stage2cond , fan

(13)

The three empirical coefficients were estimated by regression.
Equation (11) was adopted to model condenser capacity since condensing coils are always dry and the
heat exchange driving force is dry-bulb temperature differential. Parameters in Equation (12) were
estimated using nonlinear regression and the RMSE was 9% for capacity predictions. The two circuits were
assumed to be identical for the model identification.
Table 3. Training RMSE (%) of Each Component
Component
Compressor
Condenser
TEV
DX coil
Supply fan

Circuit A
5.1

Circuit B
1.8
9

14.5

14.5
5.8
4.2

Model estimation
Each component model was trained separately with the parameters of sub-models in Equations (1), (2),
(3), (5), (7), (8), (12) and (13) estimated by minimizing the root-mean square errors using training data
determined from the measurements. Simple linear regression (SLR) was used for linear models such as in
Equation (7). However, most of the models are nonlinear in the parameters so nonlinear regression was
needed. The Levenburg-Marquardt method (Madsen, 2004) is a classic and robust nonlinear regression
technique that was used for this study. The training root mean square errors of different components are
listed in Table 3.

147
Pdis , Psuc

Compressor

TEV

mr ,cond

mr
Evaporator

Condenser

N

Check equality a,b
Y
Output
a:

hr ,out ,cond  EnthalpyR 22 Tcond  Tsc , Pdis 

b:

mr hr ,in,evap  mr ,cond hr ,out ,cond  (mr  mr ,cond )hr ,out ,comp

(a)

Compressor
[ Pcomp , mr , Tdis , hr ,in,evap , hr ,out ,evap ]  f comp ( Pdis , Psuc , Stage)

Condenser
[qcond , hr ,out ,cond ]  f cond (Ta ,cond , Stagecond , fan , Pdis , Tdis , mr ,cond )

Evaporator
[qevap , hr ,in ,evap ]  f evap (ha ,in , ma , Psuc , mr )

TEV
[mr ,cond ]  fTEV ( Pdis , Psuc )
(b)
Figure 7. (a) System integration flow. (b) Input-output correspondence for each component
System integration
The estimated component models were coupled by interfacing variables through mass and energy
balances. Figure 7(a) shows the flow chart for component integration and Figure 7(b) lists input-output
correspondence for all components. The double-underscored variables are external inputs (evaporator inlet
air condition, outdoor air temperature, compressor stage number and supply air flow rate). The underscored
variables (suction and discharge pressures) are internal variables that need to be solved iteratively by cycle
analysis. In this iterative process, initial guesses for the discharge and suction pressures are provided, and
then these two quantities are updated using a Newton-Raphson method until inputs/outputs between the
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components match each other. Due to the existence of a thermal expansion valve (TEV), superheat and
subcooling were maintained relatively constant at 10ºC (18ºF) and 12ºC (21.6ºF), respectively, in all of the
collected data sets. So in the system integration, superheat and subcooling are assumed constant.
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Figure 8. Comparison of predicted and measured capacity, compressor power and SHR values
in the first testing period (collected in 2012) for gray-box model
COMPARISON OF TWO MODELS
Figure 8 shows comparisons between the gray-box model predictions and measurements, while Table
4 lists testing root mean square (RMS) relative errors for two different testing periods. The first testing
period ranged from August 1st to August 4th of 2012, which was right after the training data period. So the
operating conditions were similar between the training and testing data sets and the root mean square of
relative errors are reasonably small, which are within 6% for the gray-box model and 3.3% for the modified
Toolkit model in terms of capacity and compressor power predictions. The modified Toolkit model has
slightly better performance since there are more parameters resulting in more degrees of freedom in fitting
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the data. However, in contrast to the gray box model, the Toolkit model parameters don’t have physical
meaning and the ability of the model to extrapolate to different conditions would be less particularly if
limited data were used for training.
Table 4. Performance of estimated Toolkit and gray-box models for two
testing periods
Testing period

Model type

Aug. 1st to May
4th, 2012

Modified Toolkit
Gray-box
Modified Toolkit
Gray-box

May 27th to
June 4th, 2013

Total capacity
(%)
2.76
5.4
14.6
6.9

Compressor
power (%)
3.25
5.5
13.2
7.4

SHR
(%)
2.20
1.91
4.3
6.4

Figure 9 illustrates some problems with the extrapolating ability of the modified Toolkit model
showing the compressor power and sensible cooling capacity with respect to compressor stage number and
supply air flow rate for the two models. The compressor power surface for the modified Toolkit model
shows some obvious nonlinearity and exaggerated dependence on air flow at low stage numbers. In this
range, the slope of the compressor power with respect to increasing air flow changes sign from negative to
positive. A positive slope does not make sense because increasing evaporator air flow rate should always
lead to higher evaporating pressure and lower compressor power. The sensible cooling surface for the
modified Toolkit model is also problematic at low stage numbers since the predicted sensible cooling
capacity is greater than 40 kW (136485 Btu/h) as the stage number goes to zero. The two surfaces for graybox model make more sense in that the variation of compressor power is monotonic and the sensible
capacity approaches zero as stage number goes to zero.
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Figure 9. Visualization of compressor power and sensible cooling capacity with respect to stage
and air flow
The bad extrapolating performance of the modified Toolkit model is caused by the limited range of
operating conditions in the training data set. For the whole year of 2012, the control system was
programmed with a constant supply air temperature setpoint of 14.2ºC (57.6ºF). As a result, the stage
number and air flow rate were positively correlated and the training data lacked sufficient richness to train a
robust model that could extrapolate well to other conditions.
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However, the gray-box model is a physically based model that should have better extrapolating
performance. To test the extrapolating performance of both models, some more diverse testing data were
collected from May 27th to June 4th of 2013. Prior to this period, the control system was retrofit and a
supply air temperature setpoint reset strategy was implemented. With this strategy, the set supply air
temperature setpoint was adjusted up or down in response to the number of cooling requests from the
zones. Plots of the testing errors with respect to variations in supply air temperatures are shown and
compared between the two models in Figure 10. It can be observed from the plots that both models are able
to provide accurate predictions of (sensible) capacity and compressor power at supply air temperatures
close to 14.2ºC (57.6ºF). For other temperatures, the gray-box model can generally provide unbiased
predictions although the error variances increase with increasing supply air temperatures. Most of the
testing errors are bounded by 20% for the gray box model and the root mean square errors are close to 7%
as listed in Table 4. The modified Toolkit model, however, has obvious biased predictions for (sensible)
capacity at supply air temperatures far away from 14.2ºC (57.6ºF). It underestimates (sensible) capacities at
low supply air temperatures and overestimates (sensible) capacities at high supply air temperatures with
relative errors going to 80% when supply air temperatures reach 17ºC (62.6ºF). The compressor power
prediction does not show a clear bias but the errors are significantly higher than those for gray-box model.
RMSE's of the modified Toolkit model are 14.6% for capacity prediction and 13.2% for compressor power
prediction as shown in Table 4.
Supply air temperature is an important control variable and previous work (Huh, 2008, Ke, 1997 and
Engdahl, 2004) has shown that significant energy savings can be achieved for HVAC systems by
optimizing supply air temperature setpoints. Poor extrapolating performance for the modified Toolkit
model could lead to large errors if it were used for optimization purposes, particularly for this DX unit
which achieves optimum performance at high supply air temperature where extremely high errors occur in
the Toolkit model predictions. On the other hand, the gray-box model can provide unbiased and relatively
accurate predictions outside the range of training data and it is more acceptable for use in control setpoint
optimization.
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APPLICATION OF TWO MODELS FOR CONTROL OPTIMIZATION
The input-output form of the gray-box model is shown in Equation (14) where the model takes ambient
and mixed air conditions, supply air flow rate, compressor stage number and condenser fan stage number as
inputs and outputs total power consumption (compressor power plus supply fan power) as well as the outlet
air conditions. However, this form can be simplified by dropping the last input term (condenser fan stage)
for the following reasons: (a) compressor power and capacity predictions are not sensitive to condenser fan
stage; (b) condenser fan power (rating power 0.7 kW (2388 Btu/h) per fan) is a small portion of the total
unit power (rating power 22 kW (75067 Btu/h) per compressor and 10 kW (34121 Btu/h) for supply fan)
and it does not make a significant difference in the optimization results; (c) condenser fan stage is rarely
monitored or directly controlled in real systems. For study of supply air temperature setpoint optimization,
the condenser fan stage number was assumed to be a constant. Equation (15) gives the revised input-output
relationship, which is consistent with the form of the modified Toolkit model. Even with this
simplification, the gray-box model is still computationally inefficient because an iterative process is needed
to calculate the internal variables. The computational burden would be too high if it were used for
optimization. To solve this issue, a meta-model of the same form as the modified Toolkit model was trained
using the gray-box model outputs as training data over a wide range of operating conditions. The trained
model provided a good match to the gray-box model, with a maximum deviation of less than 2% for power,
capacity, and SHR predictions.

 Pcomp

Pfan

qtot

SHR Tlvg   DX gray box (Ta ,evap , wa ,evap , Ta ,cond ,V , Stage, Stagecond , fan ) (14)

 Pcomp

Pfan

qtot

SHR Tlvg   DX (Ta ,evap , wa,evap , Ta ,cond ,V , Stage)

(15)

 Pcomp

Pfan

qtot

SHR Stage   DX (Ta ,evap , wa ,evap , Ta ,cond ,V , Tlvg )

(16)

Most commonly, the compressor stage is not monitored or directly controlled. Instead, the compressor
stage is typically a feedback control variable that is dynamically reset to achieve a supply air temperature
setpoint. Using the DX unit model, the compressor stage number can be determined for any supply air
temperature such that the input-output pair can be swapped leading to Equation (16), which is more suitable
for optimization.
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To meet a given sensible cooling load at any time, there is only one degree of freedom for control
optimization of the DX unit: supply air temperature setpoint. For a given supply air temperature, the supply
air flow rate will respond through feedback control to maintain zone temperature setpoints and the
associated zone sensible loads. Optimization can be performed to find the optimal supply air temperature
for any specific operation condition and required sensible and latent cooling loads. This optimization
problem can be formulated as follows:



Tlvg ,opti  arg min Ptot Ta , wb ,evap , Ta ,cond , qsen , Tlvg
Tlvg



satisfying 
 SHR  SHRmax
 V  V  V
max
 min
 Stage   0, 6

Tmin  Tlvg  Tmax
In this formulation, the overlined variables are the ambient conditions and required sensible load that
are specified as inputs. SHRmax is the allowed maximum sensible heat ratio, which corresponds to a
minimum dehumidification level. For this specific system, Vmin=10250 cfm (4.8 m3/s) and Vmax=20500 cfm
(9.6 m3/s). The supply air temperature setpoint Tsup is the optimization variable. Optimization was
performed on this meta-model as well as the modified Toolkit model and Figure 11 is a visualization of the
power consumption variation with respect to the supply air temperature for a specific case. The figure also
plots the net capacity which includes the heat generated by the fan. The baseline supply air temperature
setpoint is constant at 14.2ºC (57.6ºF) and the corresponding predicted power consumption is close to 38.5
kW (131367 Btu/h) for both models. It can be seen from the total power curve that higher supply air
temperature leads to lower total power consumption. That is because although required air flow is increased
and more fan power is needed for higher supply air temperature, compressor power is significantly reduced
due to a lower latent load. However, the supply air temperature must be constrained to satisfy a minimum
dehumidification requirement. For the specific case shown in Figure 11, SHRmax=0.85, so the optimal
supply air temperature lies on this bound for both modified Toolkit model and gray-box model. The
resulting optimal supply air temperatures are slightly different (15.68ºC (60.2ºF) for the gray-box model
and 15.35ºC (59.6ºF) for the Toolkit model) and the estimated energy saving potential is 16.4% using the
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gray-box model and 20.2% using the Toolkit model. The difference in the optimal results in this case is not
significant between the two models since the optimal supply air temperatures do not deviate from the
baseline value due to the existence of SHR upper bound. However, the differences are significant for
moderate sensible and latent load requirements since the optimal supply air temperature can go to a fairly
high level where the modified Toolkit model has a highly biased capacity prediction.
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CONCLUSIONS
Two methods were considered for modeling a multi-stage DX system with a variable air flow supply
fan serving a twenty-zone building located in Navy Shipyard of Philadelphia, PA. A modified ASHRAE
Toolkit model, which takes staging effect into account by introducing a corresponding correction factor,
was implemented and trained using measured data. It shows erroneous behavior at low stage numbers that
lie outside of training data range and where the model needs to extrapolate. This poor extrapolating
performance makes it inappropriate for use in control variable optimization. A gray-box model was then
developed where each component was modeled separately and then integrated into an overall model. The
integrated model provided reasonable predictions even when extrapolating outside the region of training
data. These two models were compared and validated using some testing data with more diverse operating
conditions, which were collected almost one year after the initial training data period. For the testing data,
the Toolkit model gave highly biased capacity predictions when the supply air temperatures were higher
than those in the training data while the gray-box model was able to provide unbiased and more accurate
predictions.
These two models could be used to find the optimal operating condition (supply air temperature in this
case study) for any sensible load, dehumidification requirements, and other boundary conditions.
Optimization results were shown using both modified Toolkit and gray-box models for a specific set of
requirements and boundary conditions. These two models led to slightly different optimal supply air
temperatures but some significant discrepancies in the estimated energy savings. The differences in the
optimal results could be even bigger when the evaluated operating condition or load requirements are far
from the data range used for model training. The gray-box model requires more measurements for training
than the Toolkit model, including refrigerant-side measurements. However, it is becoming more common
that air conditioning systems have built-in sensors that provide refrigerant operating data, which can reduce
the cost for implementing a gray-box model. Although the gray-box model requires nonlinear regression to
train the component models, its computational burden in the model setup phase is actually lower than the
Toolkit model since each component model can be trained individually and the number of estimated
coefficients is significantly lower. In general, the gray-box modeling approach is the preferred method for
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control optimization because of its ability to extrapolate beyond the range of a limited training data set. It is
applicable to any direct-expansion air conditioning system with multi-stage or variable speed compressors.
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NOMENCLATURE

BF
cp
cv
EIR
fcap,*
fEIR,*
h
k
m
NTU
P
Pb
Pcomp
Pfan
Ptot
q
qtot
qsen
RH
RPM
Stage
Stagecond,fan

=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=

bypass factor
constant pressure specific heat (J/kg-K or Btu/lbm-°F)
constant volume specific heat (J/kg-K or Btu/lbm-°F)
energy input ratio
correction factor for total capacity due to *
correction factor for EIR due to *
enthalpy (J/kg or Btu/lbm)
ratio of the constant pressure to constant volume specific heats
mass flow rate (kg/s or lbm/h)
number of transfer units
pressure (Pa or psi)
TEV bulb pressure (Pa or psi)
compressor power (W or Btu/h)
fan power (W or Btu/h)
total power of compressor and supply fan (W or Btu/h)
heat exchange rate (capacity) (W or Btu/h)
total capacity (W or Btu/h)
sensible capacity (W or Btu/h)
relative humidity (%)
round per minute
compressor stage
number of running condenser fans



=
=
=
=
=
=
=
=
=
=

temperature (K or °F)
web-bulb temperature (K or °F)
dry-bulb temperature (K or °F)
combined heat transfer coefficient (W/m2-K or Btu/h-ft2-°F)
cylinder displacement volume (m3 or ft3)
supply air flow rate (m3/s or ft3/h)
specific volume (m3/kg or ft3/lbm)
humidity ratio
heat exchanger effectiveness
air flow fraction

Twb
Tdb
UA
Vcylind
V
v
w
ε
γ
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ρin

=

compressor inlet refrigerant density (kg /m3 or lbm /ft3)

p

=
pressure drop (Pa or psi)
ηcomb
=
overall isentropic efficiency for compressors
fHeatLoss
=
heat loss ratio for compressors
ai, bi, ci, ei, fi, gi, hi, αi, βi, γi
=
model coefficients that need to be estimated

Subscripts

A,(B)
a
adp
cond
dis
dry
ent
est
evap
in
meas
outdoor
out
r
rated
sc
sh
suc
sup (or lvg)
wet

=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=

refrigerant circuit A (B)
air side
apparatus dew point condition
condenser
compressor discharge
dry coil condition
entering air condition
estimated value from model
evaporator
inlet condition
measured value
outdoor air condition
outlet condition
refrigerant side
rating value
subcooling
superheat
compressor suction
supply air
wet coil condition
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Appendix C. Living Lab Envelope and Equipment Models

This appendix provides detailed modeling methodology and results for the Living Lab
envelope and equipment models that were trained using on-site measurements.
Building envelope model
An inverse model was developed for the building envelope of one Living Lab space using
the method elaborated in Chapter 4. A thermal network shown in Figure 1 is adopted
which has two main wall branches: the floor branch (Flr) that represents most of the
thermal storage in the building construction; the external wall (Ext) that bridges the
indoor space to the ambient (Tamb). The radiative internal heat gain (Qgain,rad) is applied to
the floor and external wall with a uniform heat flux while the convective internal heat
gain (Qgain,conv) interacts with the air node directly. In addition, there is a facade branch
that represents the dynamics of the double-facade cavity temperature (Tfac,space). The
double-facade element is not negligible for the overall building thermal dynamic
behavior because the cavity temperature has a large variation due to the green-house
effect: the temperature could be very high in the daytime for sunny days and during night
time the temperature could drop significantly if it is cold outside. Transmittances for the
inner window (parameter no. 15 in Table 2) and outer window (parameter no. 16 in Table
2) are estimated in the training process which capture the solar radiation transmitted into
the indoor space (Qsol,trans) and the facade space (Qsol,trans,fac). Power measurements are
available for lighting but plug load information is lacking. The plug load is mainly from
desktop computers and a portable power meter is used to measure powers of a computer
running under normal and sleep modes separately. Some rough estimate of the plug load
is made by counting the number of desktop computers in the space. To better capture the
actual internal heat gains, a scaling factor (parameter no. 17 in Table 2) is estimated as an
individual parameter in the training process that represents the ratio of the estimated
internal heat gains to the electrical powers of lighting and desktop computers. The
estimated gains can also include gains coming from occupants assuming occupancy
profile is well correlated with the electrical power curve.
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Tamb
Ext

Qsol,roof

.5Q gain,rad
.5Q gain,rad+Qsol,trans

Qsol,trans,fac
Fac

Flr

Tamb

Tfac,space

Figure 1.

Thermal network for the Living Lab envelope inverse model.

Performing energy balances for all the temperature nodes and discretizing the model
using zero-order hold on the inputs, a discrete state-space representation can be
formulated as
x[i  1]  A (θ) x[i ]  B w (θ) w[i ]  B u (θ)Qz [i ]
y[i ]  C(θ) x[i ]

where w is a vector of uncontrollable inputs or disturbances including weather conditions
and internal heat gains due to occupants and equipment, Qz is the sensible cooling or
heating provided to the space by the HVAC system and is the only controllable input. y
consists of the zone and facade air temperatures and θ is a vector of the estimated
parameters. The estimation problem is to find the parameter value set that minimizes the
difference between the model predictions and actual measurements. Table 1 provides
information on the building envelope characteristics and an approximate internal heat
gain profile based on direct power measurements and survey results. The building
construction information was used to determine initial parameter guess values and to
provide a search region for the estimation problem, where the search region upper and
lower bounds were assumed to be 1/3 and 3 times of the parameter initial guess values.
The sensitivity analysis procedure described in Chapter 4 was utilized to identify the nonsignificant parameters and Figure 2 shows the weighted significance for all parameters,
where the parameter correspondence is listed in Table 2. A threshold of 0.1 (ºC) was used
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to identify the significant/non-significant parameters and only 9 parameters remain as
significant parameters while all other parameters are fixed to their initial guesses in the
estimation process. Reduction of the parameter set could improve computational
efficiency of the estimation process and also reduce the correlations in the parameter
estimates.
0.7

Parameter significance

0.6
0.5
0.4
0.3
0.2
0.1
0

0

2

Figure 2.

4

6

8
10
Parameter index

12

14

16

18

Parameter significance of the Living Lab envelope inverse model.

Table 1.

Building envelope and internal heat gain information

Zone information for the office space
Zone volume

500 m3

Internal heat gains
Occupied period gain: 2.5 kW (1.2 kW from lighting and 1.3 kW from occupants
and electrical devices)
Unoccupied period gain: 0.5 kW (from desktop computers)
Occupied period: 10 am to 10 pm
Unoccupied period: the rest

Wall information for the office space
Name

Wall area

Floor

100 m2

Wall
thickness
0.025 m

Ceiling

100 m2

0.2 m

Orientation

Wall construction

-

Concrete
Concrete: 0.05m;
R20 insulation: 0.1m;
Concrete: 0.05m

Outside
horizontal

Adajcent air
node
Adiabatic
Ambient

Window information for the office space
Name
Interior

Wall area
25 m2

Orientation
South

Window U-value
1.5 W/m2-C

Window transmittance
0.38
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Zone information for double facade
Zone volume

Internal heat gains

3

90 m

No internal heat gains

Window information for double facade
Name
Exterior

Wall area
60 m2

Table 2.

Orientation
South

Window transmittance
0.7

Window U-value
2.73 W/m2-C

Parameter correspondence in the Living Lab inverse model

Para. index
1
2
3
4
5
6
7
8
9

Parameter correspondence
Flr outer R
Flr mid R
Flr inner R
Flr outer C
Flr inner C
Ext outer R
Ext mid R
Ext inner R
Ext outer C

Para. index
10
11
12
13
14
15
16
17
18

Parameter correspondence
Ext inner C
Inner wind. R
Outer wind. R
Zone air C
Fac air C
Zone wind. trans.
Fac wind. trans
Zone gain ratio
Fac gain ratio

25
Estimated
Measured

Tzone (C)

24
23
22
21
20
2500

2600

2700

2800

2900

3000

3100

3200

3300

3400

3500

Estimated
Measured

50

Tfac (C)

40
30
20
10
2500

Figure 3.

2600

2700

2800

2900
3000
3100
Time (30 mins)

3200

3300

3400

3500

Temperature validation results for the estimated building envelope model

The model was trained using measured data from May 14th to June 2nd, 2015 and was
validated with a different data set that had been collected from June 18th to July 17th,
2015. Example validation results for the zone air and facade air temperatures are shown
in Figure 3. The root mean square error (RMSE) in the zone air temperature prediction is
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0.33ºC within the validation period. However, there was small variation in the zone air
temperature due to a relative constant setpoint. So the load predictions with the obtained
model are also compared to the measured loads which are plotted in Figure 4. The
estimated model captures the load variation reasonably well with a RMS relative error of
9%.
2
Estimated
Measured

1
0
Load kW

-1
-2
-3
-4
-5
-6
2500

Figure 4.

2600

2700

2800

2900
3000
3100
Time 30 mins

3200

3300

3400

3500

Comparison of estimated and measured loads in the validation data set.

Chiller model
An air-cooled chiller is assumed to provide chilled water to the Living Labs air handling
units and a data-driven model was constructed to represent the cooling plant
characteristics. The model utilizes a quadratic correlation to the chiller leaving water
temperature (Tlw) and outdoor air temperature (Tamb) to calculate the chiller capacity and
power:
2
Caprate  Powrate   a1  a2Tamb  a3Tamb
 a4Tlw  a5Tlw2  a6TlwTamb

Note that two different sets of parameters were estimated for the capacity and power,
respectively, although they are denoted by the same symbols in the formulation above.
Under part load conditions, a quadratic correlation is used to scale down the power based
on the load ratio, LR, which is defined as the ratio of the actual load to the rating
capacity:
PowPL   b1  b2 LR  b3 LR2  Powrate ,
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Parameters a1 to a6 and b1 to b3 were estimated via linear regression to the catalog data as
listed in Table 3 and Table 4. A very good fit was obtained for the chiller model with a
maximum error of 3.4% for the compressor power prediction.
Table 3.
LWT
(C)
6
7
8
9
10

25
Cap
35.9
37.3
38.7
40
41.5

Chiller catalog data under full load
30

Pow
10.8
10.9
11
11.1
11.1

Cap
34.7
35.9
37.4
38.7
40.1

Ambient air temperature (C)
35
40
Unite capacity and power* (kW)
Pow
Cap
Pow
Cap
Pow
11.7
33.2
12.8
31.9
14.1
11.8
34.5
12.9
33.2
14.2
11.9
35.8
13
34.4
14.3
12
37.2
13.1
35.6
14.4
12.1
38.4
13.2
36.8
14.5

45
Cap
30.6
31.7
32.9
34
35.3

Pow
15.4
15.5
15.7
15.8
15.9

* Power input is for the entire unit including compressors, fan motors and control power.
Table 4.
% Load
% Power

100
100

Chiller part load data
75
57.4

50
32.6

25
15.5

Supply air fan and chilled water pump model
A cubic correlation to the air/water flow (mw/a) is used to calculate the supply fan/chilledwater pump power.
Powpump / fan  c0  c1mw/ a  c2 mw2 / a  c3 mw3 / a

Actual measurements in Living Lab air handling unit (AHU) were used to train the
correlation parameters and Figure 5 shows the validation results and the obtained
performance curve for the supply air fan.
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Figure 5.

Estimated fan power curve compared to the validation data.

Cooling coil model
A quasi-steady-state model was developed for the cooling coil from on-site
measurements. A moving boundary modeling approach, adapted based on Braun (1988),
is adopted where the transition point of the coil from dry to wet is determined iteratively
with air and chilled-water energy balance. Figure 6 illustrates the heat and mass exchange
mechanism for a counter-flow cooling coil and the dashed line represents the interfacing
point of the wet and dry portions of the coil. Ta,i/Ta,o and wa,i/wa,o are the air inlet/outlet
dry-bulb temperature and humidity ratio, respectively. Tw,i/Tw,o is the water inlet/outlet
temperature. Tw,x/Ta,x are the water- and air-side temperatures at the interfacing point. The
following steps are carried out to obtain the overall coil operating performance.
Ta,i
ma
wa,i

Ta,x=Tdp
Tw,x

Tw,o

Figure 6.

Ta,o
wa,o
Tw,i
mw

Cooling coil model scheme

STEP 1: firstly, a dry coil model is utilized as an initial attempt where the coil is assumed
to be completely dry. The dry coil capacity is calculated
Qdry 

dry

ma Cpa Ta,i  Tw,i 
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where the dry coil effectiveness єdry is determined based on the formulation for a
counterflow heat exchanger (previous studies showed a counterflow heat exchanger
model is a good approximate when the number of passes is larger than 4):
dry



1  exp   Ntudry 1  C  

1  C exp   Ntudry 1  C  

and
C

ma C pa
mwC pw

,

where Cpa and Cpw are the air and water specific heats, respectively.
A combined heat transfer coefficient between the water and air stream is defined as
 1
1 
UAdry  1/ 


 UAi UAo 

(1)

where UAi and UAo are the inside (water) and outside (air) heat transfer coefficients and
are assumed under the form:
UAi  c1mw c2

UAo  c3 ma c4

and

where c1 to c4 are parameters that need to be estimated in the training process. Then the
combined number of transfer units (Ntu) are calculated as
Ntudry 

UAdry
ma C pa

.

Exit air and water temperatures are determined from energy balances as
Ta,o  Ta,i 

dry

T

a ,i

 Tw,i 

Tw,o  Tw,i  C Ta,i  Tw,i  .

The coil surface temperature at the air outlet (Ts,o) is calculated by equating the heat
transfer rates from the coil surface to the air and to the water:
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Ts , o  Tw,i 

UAdry
UAi

T

a,o

 Tw,i  .

STEP 2: if the coil surface temperature at the air outlet is less than the dewpoint of the
inlet air, the coil is not completely dry and a wet coil model is tried out as a second step,
where the total capacity is calculated as
Qwet 

ma  ha,i  ha, w,i 

wet

where ha,w,i is the saturated air enthalpy at temperature Tw,i and ha,i is the inlet air
enthalpy. The wet coil effectiveness is formulated as
wet





1  exp  Ntuwet 1  C * 





1  C * exp  Ntuwet 1  C * 



,

where
ma Cs
mw C pw

C* 

and Cs is the averaged slope of the saturated air enthalpy to air dry-bulb temperature over
a typical range of chilled water temperature (10 to 18 C in this study). The calculation of
wet coil number of transfer units Ntuwet is similar to that in Equation (1) except that the
air-side heat transfer coefficient is
UAo, wet  c5 mac6

and c5 and c6 are two different estimate parameters than those in the dry coil case.
Energy balances on water and air sides lead to
ha,o  ha,i 
Tw, o  Tw,i 

wet

h

a ,i

 hs, w,i  ,

ma
 ha ,i  ha ,o  .
mw C pw

The outlet air temperature is determined with
Ta , o  Ts , e  exp(

UAo
) Ta ,i  Ts , e 
ma C pm
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where Ts,e is the effective coil surface temperature and can be determined from its
corresponding saturation enthalpy:
hs , s , e  ha ,i 

ha ,o  ha ,i

.

1  exp  UAo , wet /  ma Cs  

The rate equations would infer the surface temperature at the air inlet as
Ts ,i  Tw,o 

Ntuwet ma
 ha,i  hs,w,o  .
UAi

If the surface temperature at the air inlet is lower than the inlet air dewpoint, the coil is
completely wet and the overall method should terminate. Otherwise, step 3 is needed to
find the fraction of the coil that is dry (fdry).
STEP 3: let Tdp denote the inlet air dewpoint temperature. Then the air temperature at the
interface point where coil changes from dry to wet (Ta,x) is equal to Tdp. Performing dry
analysis to the dry portion of the coil gives
C Ta ,i  Tdp   C



dry , part

T

a ,i



 Tw, x   Tw, o  Tw, x

(2)

where the dry portion coil effectiveness єdry,part is calculated as

dry , part



1  exp   f dry Ntudry 1  C  

1  C exp   f dry Ntudry 1  C  

.

The wet portion effectiveness can be formulated in a similar manner:

wet , part





1  exp  1  f dry  Ntuwet 1  C * 



1  C exp  1  f dry  Ntuwet 1  C
*



*



.

The second equality in Equation (2) helps in eliminating the variable Tw,x on the left hand
side of the first equality as
Tw, x ( dry ) 

Tw,o  C
1 C

T

dry , part a ,i
dry , part

Some manipulations within the first equality lead to the dry coil fraction as:

(3)
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f dry  

 (Tdp  Tw,o )  C Ta ,i  Tdp  
1
.
ln 

Ntudry (1  C ) 
Ta ,i  Tw,o



Performing wet analysis to the wet portion of the coil gives
Qwet , part 

wet , part

ma  ha, x  hs , w,i   mwC pw Tw, x  Tw,i 

which leads to
Tw, x ( wet ) 

wet , part

ma  ha , x  hs , w,i 
mwC pw

 Tw,i

(4).

The water leaving temperature Tw,o is the only unknown variable so an iterative procedure
is carried out on Tw,o to ensure the interface water temperatures Tw,x obtained in Equations
(3) and (4) equal. The Newton's method is implemented to solve this one-equation-oneunknown problem. Performing wet analysis illustrated in step 2 to the wet portion of the
coil provides air outlet conditions.
The model was trained using 2-day data collected on April 19 and 20, 2015. These two
days were chosen because the weather was relatively humid and there is more than 15
hours of wet coil data. The estimated parameter values are: c1 = 167.6, c2 = 1.8, c3 = 3.1,
c4 = 0.77, c5 = 5.43, c6= 0.14. The estimated model was validated with data collected
from 07/11/2015 to 08/08/2015 and the validation results are plotted in Figure 7. The
validation results show the comparisons of model predictions and measurements in
sensible capacity (Qsen), total capacity (Qtot) and sensible heat ratio (SHR). Very good
agreement can be observed in all of the three predictions.
For a sanity check, the estimated model was used with varying control variables ma and
mw and Figure 8 shows the response surfaces for different outputs under an example
operating condition. Both sensible and total capacities increase monotonically with
increasing airflow or water flow. For a fixed airflow, the wet coil area fraction (PartWet)
increases and the SHR decreases with increasing water flow since coil effective
temperature is lower. Once the water flow falls below a certain value, dehumidification
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ceases and the SHR is maintained at 1. So the model exhibits reasonable behavior and
was used for control optimization.
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Figure 7.

Cooling coil model validation results: July 11 to Aug. 8, 2015.

15

10

0.9
SHR

Qtot kW

1

5

0.8
2000

2000

0
6

4

2

Waterflow GPM

0

0.7
6

1500
1000 Airflow CFM

1500
4

2

0

Waterflow GPM

1000 Airflow CFM

0.4
12
10

0.2

Qsen kW

PartWet

0.3

0.1
0
10

6
4

5
Waterflow GPM

Figure 8.

8

0

1000

1500
Airflow CFM

2000

2
6

4
2
Waterflow GPM

0

1000

1500

2000

Airflow CFM

Cooling coil model behaviors under conditions: Ta,i = 22ºC, Tw,i = 8.5ºC
and wa,i = 0.009.

171
Appendix D. Efficient and Robust Training Methodology for Inverse Building
Modeling

Title: Efficient and robust training methodology for inverse building modeling
Authors: Jie Cai and James E. Braun
Publication: the proceedings of the 2012 SimBuild conference, Madison, Wisconsin.
Year of publication: 2012
Status: included in the proceedings.

172

EFFICIENT AND ROBUST TRAINING METHODOLOGY FOR INVERSE
BUILDING MODELING
Jie Cai1 and James E. Braun2
1
Ray W. Herrick Laboratory, Purdue University, US
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Ray W. Herrick Laboratory, Purdue University, US
ABSTRACT
This paper expands on a previous approach for
inverse building modeling that utilizes a simplified
state-space approach. The goal of the current effort
is to provide an efficient and robust parameter
training methodology, to which several elements
are added. Some seasonal effects, such as variation
of window transmittance at different times of the
year, are taken into consideration and captured
during the training process. In addition, a mixedmode training approach is developed that allows
the use of a combination of data obtained when
cooling or heating is occurring with the zone
temperature under control at setpoint and when the
zone temperature is floating during periods of no
load. Different search algorithms were tested for
learning a “nearly” global optimal model. A multistart search method was found to be robust and
provide good computational efficiency and
accurate results. At the end of this paper, this
training methodology is implemented for a single
zone case study and some results are provided.

MODEL STRUCTURE AND
UNKNOWN PARAMETERS
Model Structure
Previous studies (Chaturvedi, 2000) have shown
that a two-node representation of a single wall
provides a reasonably accurate approximation of
the actual wall. Based on this starting point, a
simplified structure of a zone can be proposed
using two nodes to represent each wall. A
simplified whole building model that was
developed by Chaturvedi and Braun (2002) is
shown below in Figure 1.

INTRODUCTION
Forward building models, such as those employed
in EnergyPlus (2011) and TRNSYS (2010),
require many geometrical and physical parameters
and are appropriate for system design but are not
ideal for online applications, such as real-time
control or fault identification. Inverse building
modeling is a grey-box data driven modeling
process and it typically utilizes simplified
modeling approaches with lumped parameters
where the parameters are learned using data
collected from a specific building site. When
properly trained, these types of models can
provide more accurate and computational efficient
load predictions for a specific building and are
more appropriate for the operational phase of the
building cycle. In addition to real-time control and
fault identification, these types of models can be
used in analyzing retrofit opportunities.

Figure 1: Thermal network for a single zone
building model.
In this representation, all of exterior walls are
combined into a single exterior wall with an
external boundary condition that includes the total
incident radiation on all wall surfaces. Solar
radiation that is transmitted through windows is
assumed to be absorbed equally on two sides of an
interior wall presentation. The interior wall also
captures the effects of floors between stories of a
multi-story building. An additional ground
element is included to capture ground coupling
dynamics. Internal radiative gains are assumed to
be distributed with an even flux to walls and
ceiling, whereas convective internal gains go
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directly to the zone air. A pure resistance is
included to capture the effects of heat transfer
across low-mass elements, such as windows or due
to infiltration.
Applying an energy balance to each node in the
network, a state-space representation can be
established for this simplified model structure:
dxb
= Α b x b + B bu b
dt
Yb = Cbxb + Dbu b

(1)
(2)

where Yb is the output, which can be either
cooling load (zone air temperature is input) or
zone air temperature (cooling load is input).
For the case of cooling load being the output, the
state and input vectors are:

xTb = [ T c1 T c 2 T e1 T e2 T g1 T g 2 T i1 T i 2
uTb

×

]

×

×

×

Q rad ,c Q rad ,e Q sol ,trans Q conv

]

For the case of zone air temperature being the
output, the state and input vectors are:

xTb

= [ T c1 T c 2 T e1 T e 2 T g1 T g 2 T i1 T i 2 T z
×

×

]

×

uTb = [ Qb T a T g Q sol ,c Q sol ,e
×

×

×

×

Q rad ,c Q rad ,e Q sol ,trans Q conv

internal gain splits between convective and
radiative components at a fixed ratio, which is
denoted by Rconv / (1 - Rconv ) . The other two
parameters ( atrans , btrans ) are used in modeling the
variation of transmittance versus the incident solar
angle for the window. The details are illustrated in
the following section.

×

= [ T z T a T g Q sol ,c Q sol ,e

×

convective component ( Rconv ) to the total internal
gains. When the model is trained using data
generated from simulation tools like TRNSYS, the
internal gains can be exported as input for the
model and these two parameters are just place
keepers. But when using actual field data for
training, it is not possible to measure the actual
internal gains. In this case, the internal gains and
their effect should be captured in the training and
the quantities are represented by these two
parameters. In our case, an assumption was made
for this study that during the unoccupied period,
the internal gains are zero while in the occupied
period they are a constant gain of Qint,gain . This

]

Unknown Parameters
The set of parameters to be estimated can be
denoted as:

q = {q1 ,q2 }
where
q1 = [Ce1 Ci1 Cc1 Cg1 Re1 Re 2 Ri1 Ri 2 Rc1 Rc 2

Rg1 Rg1 Rg 2 Ce 2 Ci 2 Cc 2 Cg 2 Re3 Ri 3 Rc3 Rg 3 ]

q2 = [Qint,gain Rconv atrans btrans ]
The first group q1 consists of all resistances of
both the walls and the window, and capacitance
values of the walls in the thermal network in
Figure 1. The resistances and capacitances
determine the entries of matrices Ab, Bb, Cb, and
Db of Equations (1) and (2). The second group q 2
contains parameters that are used for all other
purposes. The first two parameters in the 2nd group
are used for the rate of internal gains ( Qint,gain )
during the occupied period and the ratio of the

Transmittance variation
Window transmittance can be classified into beam
and diffuse radiation transmittance (Arasteh et al.,
2009). Beam transmittance varies with incidence
angle while diffuse transmittance is constant.
Based on typical trends for window transmittance
with incidence angle, the following correlations
were developed:
.

Tbeam = T * F = T *(1 - atransa n )
Tdiff = T * btrans

where Tbeam and Tdiff

represent beam and

diffusive transmittance, a is solar incidence angle
and n is correlation order. atrans and btrans are
correlation coefficients, which are also parameters
to be estimated. T is the total transmittance,
which is taken as the solar heat gain coefficient
value (SHGC) associated with each window model
for simplicity. The estimation of atrans and btrans is
embedded in the whole training process and some
results of tested cases are shown in Figure 2.
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Figure 3 shows comparisons of predicted floating
temperature where summer data were used for
training (hour 5300 to 5500 within the year) and
winter data were used for testing (hour 1500 to
2200). A description of the single zone case study
building is given in a later section. The RMS
errors during the test period were 0.501πC for the
case where a fixed transmittance was assumed and
0.185 π C when transmittance varied using linear
correlation with respect to solar angle. The
performance was improved significantly.

PARAMETER ESTIMATION


Figure 2: Beam transmittance versus solar
incidence angle.
The window model used as the baseline for Figure
2 was INS2_KR_3 from the TRNSYS window
library and the estimation is embedded in the
single zone model in the case study section. The
blue curve in Figure 2 was generated from the
TRNSYS window model, whereas the green, red
and light blue curves correspond to linear,
quadratic and cubic correlations, respectively, with
the following parameter values:

Problem Formulation
For a fixed set of parameter values ( q is fixed),
the methodology of Seem et al. (1989) can be used
to solve the state-space representation, and to
predict cooling load or zone air temperature of the
building as a transfer function of the input and
state variables. The time step of the transfer
function is assumed be one hour. The solution for
the output is given as:
8

yb,k = (

å

8

S b, j u b, k - j ) - (

j =0

åue

b, j yb, k - j )

j =1

atrans = 0.0077, n = 1

where

atrans = 0.000116, n = 2

yb , k = output (either Qb,k or Tb , k ) at time k ;

atrans = 0.00000106, n = 3
The estimated value of btrans was within the range
of 6.2 to 6.5 for all three cases. The linear
correlation was found to be accurate enough and
higher order correlations did not improve overall
system model results significantly.

Sb,j = series of row vectors containing transfer
function coefficients for the input matrix in the
building state-space representation;
eb,j = scalar transfer function coefficients for past
histories of output.
The calculation of the coefficients Sb,j and eb,j from
matrices Ab, Bb, Cb and Db is outlined by Seem et
al. (1989).
For a specific set of parameter values, the
performance of the model can be evaluated in
terms of how well the output (or prediction)
matches the actual data (baseline). A commonly
used criterion for the deviation of prediction from
baseline is least square error:
2

Ntrain

å (yb,k - yactual ,k )

J b,q =


Figure 3: Model performance comparison with
and without transmittance variation.

k =1

Ntrain - 1

where
J b,q = optimization regression cost function at
point q ;

y actual ,k = baseline output at time step k;
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Ntrain = training duration in hours.

So the formulation of our parameter estimation
problem can be written as:
q = arg min ( J b ,q )
*

q ÎW

where W is the search region for the parameter
values in the estimation process. This search
region is determined according to the information
available about the zone. And the information can
be obtained via several means, such as by
requesting a survey from the building
administrator or by looking at the blueprint of the
building. Generally speaking, the less information
we have about the building, the bigger the search
region is for the optimization. As search region
grows, it becomes more likely that the estimation
process will converge to a local optimum. So some
preprocessing is necessary in obtaining a good
initial guess to improve the chances of obtaining a
global optimal point.
Global-Local Search
In the previous work by Chaturvedi and Braun
(2002), a global-local search scheme was adopted
(see Figure 4) for parameter estimation. A global
phase was applied in order to obtain a global
optimal estimation of the parameter values, and a
systematic search algorithm developed by Aird
and Rice (1977) was implemented. It is similar to
grid search but more generalized in the sense that
any number of points can be generated in the
search space with the property that the dispersion
of the generated set is minimized. At each of these
generated points, the least square error is evaluated
and the point with a smallest least square error is
chosen as an initial guess for the local search.
In the local search phase, the LevenburgMarquardt algorithm (Madsen et al., 2004) is used.
This LM algorithm interpolates between the
Gauss-Newton and the gradient descent method
but it shows more robustness than the GaussNewton algorithm.

Figure 4: (a) Small search region. (b) Large
search region, in which the number of point

evaluations is increased to maintain the same level
of gridding.
Multi-Start Search
When very limited information about a building is
available, the search region becomes large and it is
not feasible to use the global-local search scheme.
In this situation, a multi-start search scheme would
be more suitable since this type of methods is
often applied for large-scale estimation problems
(Aster et al., 2005).
In a multi-start search process, several points are
generated pseudo-randomly as initial guesses for
regression and the regression is performed for each
point. The solution with the smallest least square
error is chosen to be the final parameter values.

Figure 5: Multi-start search scheme.
Some comparisons of results for the two search
schemes were carried out for the single zone case
study building described in the next section with
results given in Table 1
Table 1: Comparison of performances of globallocal and multi-start search algorithms
GlobalMulti-start
local Search
Search
Search region
10% of
5% of
lower bound:
nominal
nominal
parameter
parameter
values
values
Search region
300% of
400% of
upper bound:
nominal
nominal
parameter
parameter
values
values
Training time:
>30 min
45s
Testing case
>10%
0.24%
RMSE:
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Numbers in the first two rows of Table 1 are lower
and upper bounds on the search region for
parameters expressed as a percentage of nominal
parameter values that were estimated from zone
descriptions. The large search region was chosen
to represent a case where very limited information
is available on the building. When detailed zone
information is available, more reasonable upper
and lower bounds might be 130% and 70% of
nominal values. Even though the chosen search
region was larger for the multi-start search method,
this method provided more accurate zone air
temperature predictions with significantly less
computational time for training. The multi-start
search method is more robust and efficient when
the parameter search region is large.
Mixed Training Mode
There are two modes in which models can be
trained. In one mode, the training process takes
zone air temperature as input and predicts cooling
load, while in the other mode, the input and output
are switched. In a real operational phase, the zone
air temperature may be floating sometimes when
the cooling equipment is off, (e.g., during the
unoccupied period) and at other times it may be
under control (e.g., positive cooling load in the
occupied period). The fraction of the time that
there is a cooling load changes with seasons and
control strategies. When the zone temperature is
under control, there are no dynamics in the zone
temperature output so it is better to train the model
using cooling load as the output. Conversely,
when the cooling is off and the temperature is
floating, temperature is the preferred output for
training. Based on this analysis, a mixed training
mode is proposed whereby the training mode
switches from cooling or zone temperature as an
output according to which output has better
dynamics. Figure 6 shows the mechanism of this
training process.

Table 2 provides some comparisons between
training approaches using global-local search
scheme for a test period same as the one in the
case study section. In this table, the variable P
represents the percentage of the training period
where the zone temperature was under controlled
conditions. For the first case, P had a small value
and the zone air temperature was floating most of
the time. In this case, using temperature as the
output for training provided the best performance.
In the second case with an even mix of floating
and controlled conditions, this mixed training was
most advantageous since the temperature and
cooling load dynamics were both well captured.
For the third case where the zone air temperature
is under control most of the time, training using
temperature and training using load both have
good performance.
Table 2: Performance of different training mode
approaches in terms of prediction errors (P is
percentage of the training period where the zone
temperature was under controlled conditions)

P=23%
Zone
Temperature
(RMSE πC)
Zone Load
(% RMSE)

P=65%
Zone
Temperature
(RMSE πC)
Zone Load
(% RMSE)

P=86%
Zone
Temperature
(RMSE πC)
Zone Load
(% RMSE)
Figure 6: Mechanism of mixed training process.

Mixed
training
0.33

Training
using
load
1.05

Training
using
temperature
0.298

2.73

3.0

2.70

Mixed
training

Training
using
load

Training
using
temperature

0.207

0.38

0.273

2.82

4.03

3.42

Mixed
training

Training
using
load

Training
using
temperature

0.913

0.313

0.283

6.65

2.51

2.56
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SINGLE ZONE CASE STUDY
Case Study Definition
The inverse modeling and training algorithms
described in the preceding sections were applied to
a single zone case study where the baseline
training data was generated using TRNSYS. Some
details of the case study parameters are listed
below (see Figure 7).

the test period when cooling load was provided as
an input and the other curve gives predictions of
cooling load given zone air temperature. The
colors black and red indicate predicted data from
the inverse model and output from TRNSYS,
respectively. It can be seen that the prediction
matches the TRNSYS outputs very well visually.
The overall RMS error is 0.37πC for the zone air
temperature prediction and 2.8% for cooling load
prediction, both in the least square sense.

Figure 7: Single zone case study.


Figure 8: Case study results.

Geometry of zone:
·
·
·

Zone size: 10 by 10 by 10 (m).
Window size: 7 by 7 (m), on south wall.
Internal wall size: 7 by 7 (m).

FUTURE WORK

Construction information:
·
·
·

Wall (including all walls, ceiling and ground)
material: concrete.
Wall (including all walls, ceiling and ground)
thickness: 0.2 (m).
Window:
INS2_KR_3
from
library
WINDOW 4.1; insulating glazing with
Krypton as gas fill.

Other information:
·
·
·

Weather location: Madison, Wisconsin.
Control strategy: precool.
Training period: hour 5300 to 5500 from
TMY2.

Case Study Results
th

th

Testing results for the period from 5080 to 5250
hours of TMY2 data are shown in Figure 8. One
plot shows prediction of zone air temperature for

At the current stage, the inverse modeling training
approach has only been applied to simulated data.
The next step will be to apply it to an existing
building that includes multiple zones. When the
number of zones is large, a decentralized
parameter estimation technique may be required
because of computational issues associated with
determining parameters in a large dimensional
space.
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NOMENCLATURE
Q& = rate of solar radiation incident on the
sol ,e

lumped external walls

Q& sol ,c = rate of solar radiation incident on the roof
(ceiling)

Q& sol ,trans = rate of solar radiation transmitted
through windows to the inside

Q& rad ,c = radiative internal gains per unit time
transmitted to the ceiling

Q& rad ,e = radiative internal gains per unit time
transmitted to the external walls

Q& conv = convective internal gains per unit time
T= temperature
R= resistor
C= capacitor
e= external wall
i= internal wall
c= roof (ceiling)
g= ground
z= zone air

a= ambient air
wi= windows
mix= mixed array of load and temperature in
mixed training mode
bm= benchmark data (training data)
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An inverse hygrothermal model for multi-zone buildings
The dynamic hygrothermal behavior of existing buildings can be characterized
using data-driven models that are established via system identification techniques.
However, most of the time the identification problem is difficult to solve for multizone buildings due to high dimensionality of the model and poor excitation in the
training data. In addition, building thermal and moisture dynamics are coupled and
simultaneous identification of the coupled model is challenging. This paper
presents a simplified one-way coupled inverse model to capture the building
thermal and moisture dynamics where the impact of space moisture on the building
thermal response is neglected. This simplification enables the thermal and moisture
sub-models to be estimated sequentially which reduces the computation
complexity and improves model identifiability. Both thermal and moisture submodels adopt a physically based approach in which moisture interactions between
different zones are neglected while the inter-zonal thermal interactions are
captured. A 3-step procedure is developed to reduce the problem dimension in
identifying the thermal sub-model. As a case study, the overall approach was
applied to model a medium-size commercial building with nine thermal zones from
measured data and the estimated models were validated for different periods of
time during a cooling season.
Keywords: building inverse model, hygrothermal model, building thermal and
moisture responses, system identification

Introduction
To perform control analysis and development for an existing building, it is critical to
have a model that provides a good approximation of the actual system dynamics. To
achieve this, data-driven modeling approaches, which use measured data to identify
dynamic behavior via some system identification techniques, are typically applied. The
identified model can then be used for optimal control, fault detection or some types of
retrofit analysis.
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A variety of different methods can be found in the open literature that focus on
data-driven modeling of buildings, but most of them were only concerned with building
thermal behavior and very few papers have dealt with indoor moisture response. Even
thermal model identification alone for multi-zone buildings has not been fully developed
due to the high complexity and large uncertainties associated with environmental and
operational inputs. Identifying an integrated hygrothermal model adds more difficulties
because the estimation problem has higher dimension and more importantly, the coupling
effect makes both the thermal and moisture models nonlinear and their identification
becomes computationally demanding when using iterative methods.
Previous work on thermal model identification mostly adopted either a black-box
or a gray-box approach. A good review paper can be found in Kramer et al. (2012).
Among the various black-box approaches, subspace identification method is a prominent
approach due to its superior effectiveness in capturing multiple-input, multiple-output
(MIMO) system behavior (e.g., Cigler and Privara 2010; Cai and Braun, 2013). However,
the extrapolating performance of this black box modeling approach is not guaranteed,
which is especially important when a model is trained with limited data. To demonstrate
an improved approach for obtaining good extrapolating performance with subspace
identification, Cigler and Privara (2010) carried out an experiment where test signals
were injected continuously in the building control system over a two-month period.
However, this would be an expensive and impractical solution to apply in general. In that
regard, gray-box modeling approaches are more robust and can provide better
extrapolating performance with limited training data. However, choosing an appropriate
model structure for multi-zone buildings and developing a good estimation algorithm is
still an on-going effort. As an example, Bacher and Madsen (2011) proposed a set of
candidate models with increasing complexity and applied likelihood ratio tests to identify
a suitable model structure. However, even the most complex model in the candidate set
was still simplified and no validation results were presented. Although the method was
applied to a multi-zone case study, the model adopted a single-zone structure and did not
consider any internal heat gains.
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Very few papers can be found related to inverse modelling of building moisture
response, as pointed out in Kramer et al. (2012), and none were found that consider an
integrated hygrothermal model. Extensive research has been done on building heat and
moisture transfer (HAMT) models where detailed energy and water mass balances are
performed within the building construction materials and indoor air. Some examples can
be found in Kunzel (1995), Lu (2002), DeWit (2006) and Kunzel et al. (2005). However,
the detailed HAMT models are complicated in terms of model structure and are not
suitable for inverse modeling. Effective capacitance (EC model, see TRNSYS, 2011) and
effective moisture penetration depth (EMPD model, see Kerestecioglu et al., 1989)
models are useful in capturing a room moisture buffering effect and have a simplified
structure compared to HAMT models. Thus, EC and EMPD models are good candidates
for building moisture inverse models. Vereecken et al. (2011) adopted these two types of
models in investigating the moisture buffering effect of room enclosures where each
model was calibrated and validated with on-site measurements. However, in applications
of these moisture-buffering models, coupling effects from and to the thermal model were
neglected, which could be problematic when zone air temperature varies significantly.
The work by Kramer et al. (2013) should be specifically mentioned where a resistancecapacitance (RC) network modeling approach was used to capture both thermal and
hygric behaviors and inverse models were constructed from on-site measurements for
multiple monumental buildings. However, the approach treated the thermal and hygric
models separately; although the two models were eventually combined to determine the
indoor relative humidity. Thus, it is not an "integrated" hygrothermal model in a strict
sense. In addition, the work only considered a single zone case.
This paper proposes an inverse hygrothermal modelling approach for a general
multi-zone building with a one-way coupling between the thermal and moisture submodels. A modified two-level EMPD structure is utilized to capture the building moisture
response and some key parameters in the model are parameterized as functions of indoor
air temperatures, which forms the one-way coupling to the thermal model. Assuming
negligible dependence on the indoor humidity, the thermal model adopts a simplified
multi-zone RC network structure. In addition, a three-step estimation methodology was
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developed for the thermal model: 1) identify and eliminate weak couplings and group
strongly coupled zones; 2) identify and eliminate non-influential parameters in the
identification process; 3) de-correlate the parameters by fixing those highly correlated
parameters to some nominal values. These steps reduce the parameter set to be estimated
and can improve identifiability of the problem significantly. A case study was performed
on a medium sized commercial building with nine thermal zones. The model was
estimated using a set of measurements obtained from the site and then validated with two
separate testing data sets.
Multi-zone building thermal model
Model structure
Figure 1 shows a general thermal network for a multi-zone building that is employed in
this study where the coupling branches are depicted in the dash box. The coupling
elements are either a wall with a 3-resistance-2-capacitance (3R2C) representation or
some low or no-capacitance interaction, such as a window or simply an opening, with a
pure resistance representation. In general, each individual thermal zone has a thermal
network as shown in Figure 2 as described by Cai and Braun (2012). In this
representation, a 3R2C external wall is used to capture the slow coupling dynamics and a
pure resistance is used for the fast coupling dynamics to the outdoor environment. There
is an internal wall that is being used to capture the thermal storage inside a room
including furniture and walls that are not interacting with other zones. Again, the thermal
coupling element is contained in a dash box in Figure 2 and it could be either a pure
resistance or a 3R2C branch depending on the zone configurations. Transmitted solar
radiation is absorbed by the floor while the radiative internal heat gains are applied to all
walls with a uniform heat flux. However, to simplify the model setup process, the
radiative internal heat gains could be configured to only enter the walls with significant
thermal masses. Ventilation heat exchanges and convective internal heat gains interact
with zone air directly.
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Figure 1: Multi-zone thermal network
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Figure 2: Single zone thermal network
Mathematical formulation
A state-space representation is formulated by applying an energy balance to each
temperature node:
x = Ax + B w w + Bu u
y  Cx + Dw w  Du u

(1)
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where w is a vector of uncontrollable inputs or disturbances including outdoor conditions
and internal heat gains due to occupants and equipment, u is the controllable input which
is chosen to be heating or cooling that the heating, ventilation and air conditioning
(HVAC) system is providing to each of the zones and x is the state vector containing all
temperatures in the thermal network. Output vector y contains all zone air temperatures.
For n zones, the state and input vectors could be partitioned in the following manner:
xT   x1T xT2 ... xTn 


wT   w1T wT2 ... wTn 


uT  u1 u2 ... un 
yT   y1 y 2 ... y n 

where xi and wi correspond to the states and disturbance inputs that are associated with
zone i. For a coupling wall that is shared by two zones, each of the two temperature
nodes is assigned to the zone that it is closer to it. Also, the inputs that are shared by
multiple zones (e.g., ambient temperature is taken as a disturbance input for all the
perimeter zones) are replicated in each of the input vectors owned by the corresponding
zones. Using these special arrangements, the state-space representation in Equation (1)
can be reformulated in Equation (2).
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This special formulation is particularly useful for decentralized estimation, which
will be considered in later sections, as well as decentralized controller design (Rawlings
and Mayne, 2007) since all matrices are block diagonal (Bw, Bu and C) except for matrix
A. Although matrix A is not block diagonal, it is extremely sparse in the sense that any
coupling sub-matrix Aij has only k nonzero entries if there are k coupling branches
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between room i and room j. Most often only one coupling branch, either a 3R2C or a pure
resistance depending on the dynamics, is considered, so Aij usually has all entries zero
except for the coupling one. If two zones, say, zone i and zone j, are weakly coupled, the
coupling sub-matrix Aij can be approximated with a zero matrix and the two zones can be
totally decoupled. If groups of zones have weak interactions with other groups, then the
zones can be divided into several decoupled subgroups and each subgroup can be
estimated individually. In this case, matrix A can be approximated with a block diagonal
matrix where each block corresponds to each of the subgroups. Although the subgroup
could still be a multi-zone case, identification of each subgroup is more computationally
tractable than the original large problem. This is a critical step in identification of multizone buildings and the details will be discussed in a later section.
Thermal model estimation algorithm
Even for a single zone, the estimation problem is difficult to solve since there is a large
set of parameters that need to be estimated with only one output. For a typical room with
four walls and one window like the one shown in Figure 2, there are 21 RC parameters to
estimate along with window transmittance, heat gain scaling factors, and other
parameters. All of these parameters need to be identified simultaneously to minimize
predictions between measured and predicted zone temperature, which is a difficult
problem because of local minimums and computational requirements. The situation is
much worse for a multi-zone building where the problem can become unsolvable as the
number of zones increases. To overcome these difficulties, most previous approaches
have resorted to using lower order model structures (e.g., Goyal, 2011; Lin, 2012).
However, the simplifications limit the applicability of the model because (1) a lower
order model may not distinguish between some different heat flow paths so some critical
information may be missing; (2) the model may have difficulty extrapolating beyond the
training data leading to long training requirements; (3) radiant effects are usually hard to
capture. The current study tries to attack the problem from a different perspective: keep
the complexity of the model structure but improve the identifiability using a multi-step
scheme that is discussed in the following sub-sections.
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It needs to be emphasized that the three steps presented in the following three
subsections are carried out for each zone separately using adjacent zone temperature
measurements as boundary conditions. Note that under a multi-zone model formulation,
the adjacent zone temperatures are state variables, which are different than the actual
temperature measurements (the differences are the model fitting residuals). Thus,
performing the steps on all the zones simultaneously could lead to more accurate and
realistic results. However, the zone-wise analysis can reduce the computation burden
significantly since computation complexity increases with the size of the system at least
quadratically. Furthermore, the simplified approach has been found to give results that
are similar to the all-zone analysis for cases that have been considered.
Parameter initial guess
An important advantage of the gray-box modeling approach for buildings is that it does
not require detailed geometry or construction information in the model setup phase, as a
forward model does. So the effort that is required to set up a model is lower and only
rough information is needed to provide some initial guesses for the parameters. The
obtained initial guesses are used as the starting point for nonlinear regression. More
importantly, they provide some information on the feasible region for the parameters in
the identification process to make sure the estimated parameter values lie within
reasonable ranges. For uncertain parameters, a relatively large feasible region can be used
to allow the regression to explore within a large range. However, if more accurate
information is available then a small feasible region can be assigned in the estimation
process. In the case study within this paper, the feasible range for all parameters was
assumed to be within 1/3 and 3 times of the initial guesses.
The building information can be acquired by collecting surveys that are filled out
by someone who has access to the building and/or blueprints. The survey should include
information about the key construction elements, e.g., walls and windows, for each zone.
Table 1 shows a sample survey. All internal surfaces are assumed to have an initial value
for convective heat transfer coefficient of 3.06 W/m2-K and the corresponding value for
an external surface is assumed to be 17.8 W/m2-K. With this assumption and all the
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information provided in the survey, initial guesses for parameter values can be calculated
easily.
Table 1: Sample inquiry survey for building information
Zone information
Zone
Z1

Zone volume
1000 m3

Wall information
Zone
Z1

Wall
area

Wall
thickness

Orientation

50 m2

0.11 m

East

2

0.02 m

-

10 m

Wall construction

Adjacent air node

Concrete: 0.1m;
plasterboard: 0.01m.
Plasterboard: 0.02m.

Ambient
Z2

Window information
Zone

Window area

Z1

25 m2

Window Uvalue
0.35 W/m2-K

Window
transmittance
0.45

Orientation
East

It needs to be emphasized that different levels of accuracy are required for
different types of information in the survey. To estimate some parameters, visual
inspection is enough, such as the wall areas. But construction properties are more
important and building blueprints might be needed to obtain some reasonable estimates.
For example, the wall resistance would be significantly different for walls with and
without insulation. For the parameters with very limited information, a large feasible
region needs to be assigned in the estimation process. As long as the actual parameter
values fall within the specified feasible region, the decoupling and parameter-reduction
analysis in the following subsections are able to tolerate significant deviations between
initial guesses and actual values.
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Decoupling and merging zones
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Figure 3: Inter-zonal coupling for Zone 2.
Decoupling the zones that have weak interactions can break down a large estimation
problem into several small sub-problems that can be estimated individually. This
procedure is critical for identification of multi-zone buildings since the original problem
could be infeasible to solve due to the dimensionality issue. In addition, multi-zone
models have poor identifiability and the parameter estimates could be highly correlated if
the training data is not informative enough. Thus, eliminating the weak inter-zonal
thermal interactions and grouping the strongly coupled zones can improve both the
solvability of the identification problem and the accuracy of the parameter estimates.
As a first step in the estimation process, a simple data-dependent method is
adopted to decouple the thermal zones. To illustrate the process, Zone2 in the case study
is considered and the associated thermal network is depicted in Figure 3. This zone is
coupled with Zone4 via the ceiling and with Zone9 via the floor. The two coupling walls
adopt a 3R2C structure due to their high thermal masses. Zone2 is also connected with
Zone3 by an internal wall with significant openings. The thermal interactions due to air
exchange through the openings are dominant so a pure resistance branch is used to
represent the coupling effect between these two zones. The coupling strength between
Zone2 and Zone4 is calculated as
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CS(2, 4)  g (U Z 2 , θ Z 2 )  g (U Z 2 , θ Z 2,decoup ) / (length(U Z 2 ))
2

(3)

where UZ2 is the excitation data in the training data set of Zone2, θZ2 is the nominal
parameters (initial guesses) restricted to Zone2, θZ2,decoup is the same as θZ2 but with
infinite coupling resistance, g(U, θ) is the output of the model for Zone2 shown in
Equation (1) and length(UZ2) is the number of samples in the training data. The coupling
resistance corresponds to the middle resistance in a 3R2C branch and corresponds to the
sole resistance in a 1-resistance (1R) branch. The calculated coupling strength is simply
the root mean square (RMS) deviation between the model outputs with the nominal
coupling resistance and with infinite coupling resistance when the model is fed with the
training data. When the calculated RMS deviation is large, the coupling wall transfers
significant heat to the zone and it cannot be eliminated. For a small RMS deviation, it
would be safe to ignore the corresponding coupling effect.
Performing the calculation in Equation (3) for each of the zones, an n*n matrix
CS, where n is the number of zones, can be obtained, the element of which indicates the
pair-wise coupling strengths. The matrix CS is not necessarily symmetric because the
same heat exchange rate through the coupling wall could have different effects on the
temperatures of two adjacent zones depending on their load conditions and system
dynamics. So the following operation needs to be carried out to average the two
directional effects between two zones:

CS  (CS  CS ') / 2
where CS' is the transpose of matrix CS and the equal sign essentially overwrites the lefthand side of the equation with the right-hand side. The obtained matrix CS is the final
coupling matrix and its element indicates the bi-directional coupling strength between
those two zones corresponding to the specific row and column.
Reducing estimate parameter set
After discretizing Equation (1), the model output can be written in the form shown in
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Equation (4), which indicates that model prediction is a time series dependent on
parameter θ and excitation data U. Since this paper is mainly concerned with passive
identification, which means there is no active identification-oriented control (i.e., zone
setpoints follow a prescribed schedule) during the data collection period, the dependence
on input data is not important and only the parameter dependence is considered (see Cai
et al., 2016, for an active identification-oriented control where zone air temperature
setpoint is perturbed for improved training data quality). So the excitation data U is
omitted in the argument list of the following equations.
yˆ(t , θ)  g (t , U(1), U(2),..., U(t  1), θ)

(4)

Define
ˆ (θ)   yˆ (1, θ),..., yˆ (t, θ)T
Y

and let
J (θ) 

 ˆ
 Y(θ)   t np

θ 

M(θ)  JT (θ)J(θ) npnp

(5)

where np=dim(θ). J(θ) is the sensitivity matrix and M(θ) is the information matrix, both
evaluated at parameter θ. Define the significance vector as
S(θ) 





M ii (θ) | i  1, 2,..., np ,

which consists of the square roots of the diagonal elements of M(θ). The i-th element,
Si(θ), is an index of the significance level for the i-th parameter in the model output. In
linear regression theory (Kutner et al., 2005), the square of this value is inversely
proportional to the size of the confidence region for the corresponding parameter. For
nonlinear regression, which is the case in our study, the square of the elements in S(θ)
can also be used to approximate the inverse of the confidence interval locally (Donaldson
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et al., 1987). So a higher value of Si(θ) leads to a smaller confidence interval, which also
indicates a higher significance for the i-th parameter.
Parameters have different scales so normalization is needed for the information
matrix to account for the scaling effects and the normalized version of the information
matrix is shown in Equation (6), where Diag(θ) represents the diagonal matrix
constructed from the vector θ.





M norm (θ)  Diag (θ) JT (θ)J (θ) Diag (θ)

(6)

This can be implemented in the numerical sensitivity matrix calculation as shown in
Equation (7),
ˆ (θ)  Y
ˆ (θ )= θ(i)
J cal ,i (θ)  Y
 ,i

ˆ (θ)  Y
ˆ (θ )
Y
 ,i

 θ(i )

=  θ(i )J i (θ)  t 1

(7)

where



θ ,i ( j )  θ( j )
(1   )θ( j )

,i  j
,i  j

and Jcal,i(θ) is the j-th column of the calculated sensitivity matrix and it corresponds to
deviation in the output caused by a perturbation in the j-th parameter and δ corresponds to
the perturbation level. Plugging the calculated sensitivity matrix into Equation (5)
provides the estimated information matrix shown in Equation (8). So the information
matrix calculated is equal to the normalized information matrix up to a constant scalar
depending on the perturbation level.
M cal (θ)  JTcal (θ)J cal (θ)
  2 Diag (θ) JT (θ)J (θ) Diag (θ)
=  2 M norm (θ)



S cal (θ) 





(8)



M cal ,ii (θ) | i  1, 2,..., np

One advantage of this numerical routine is that the elements of the calculated significance
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vector, Scal(θ), have physical meaning: the root mean square of deviations in the output
caused by the corresponding parameter perturbation. Then it is straightforward to impose
a threshold for determining influential/non-influential parameters.
Parameter de-correlation
The elements of the calculated significance vector, Scal(θ), are good indicators of the
significance of the corresponding parameters. A small value implies that the associated
parameter is not significant, i.e., perturbation in the corresponding parameter value does
not affect the model output much. However, a large element does not necessarily mean
the corresponding parameter is significant if the parameter is correlated with other
parameters. De-correlating the remaining parameters can lead to a further-reduced
parameter set by fixing the most correlated parameters to their initial guesses.
This paper adopts a method based on principal component analysis and it consists
of the following steps:
(1) Calculate the information matrix, Mcal, for the remaining parameters using
Equation (8)
(2) Find the minimum eigenvalue λj
i  arg min  j  EigValue(M cal )
j

(3) Find the maximum entry of the eigenvector, vj, associated with the minimum
eigenvalue that is identified in step 2



k  arg max ui with v j  u1 ,..., u p
i



(4) The k-th parameter is the most correlated parameter; remove the k-th row and k-th
column from Mcal
(5) Check the termination condition; if not satisfied, repeat steps 2 to 4 using the
reduced information matrix.
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The steps can be carried out iteratively to find the most correlated parameters one
by one. The termination condition used in the case study involved evaluating whether the
condition number of the remaining information matrix Mcal was below some threshold.
The threshold value leverages the model accuracy and the size of parameter set to be
estimated, which will be discussed in detail within the case study section.
Global analysis
In the preceding sections, the coupling strength matrix (CS) and information matrix
(Mcal) are evaluated at some nominal parameter values. However, the parameters are
unknown a priori, and local analysis could be misleading if the nominal parameter values
deviate significantly from the actual values. In this regard, global analysis is more
appropriate and it is able to provide more comprehensive information over a pre-defined
parameter region.
The idea of a global analysis is to randomly generate a set of parameter points in a
pre-defined region and then perform local analysis for each of the generated points. The
concerned variables/matrices can be averaged over the local points. In the case study, the
Sobol sequence generator (Burhenne et al., 2011) was used to construct a set of random
points in the feasible parameter region:
θGA  θGA,i | i  1,.., NGA .

Then the concerned matrix was calculated at each of the generated points and the
matrices were averaged in the following way
MATGA,avgd 

iN1 MAT(θGA,i )·f (θGA,i )
iN1 f (θGA,i )
GA

GA

where MAT(θ) can be either the coupling strength matrix or the information matrix, and
f(θ) is a weighting factor evaluated at parameter θ. This study used a weighting factor of
the form:
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 Y
ˆ (θ)  Y

f (θ)  exp  
2 2



2
2







where Y is the measured output extracted from the training data set. When the estimation
error is independent and identically distributed and Gaussian with variance σ2, the
weighting factor function is essentially the likelihood function for parameter θ up to a
constant (Ljung, 1999). A typical successful identification of a building should have the
RMSE within 1ºC for zone temperature predictions with specified cooling/heating rates
and other measured inputs. So in the weighting factor calculation, σ2 was set to 1.
Once the averaged matrices are obtained, the analysis illustrated in the preceding
subsections can be carried out with the averaged matrices to decouple the zones and
reduce the parameter set. This global analysis step is critical if the nominal parameter
values deviate significantly from the actual values since an expected behaviour is being
sought from a statistical point of view. As long as the actual parameter values fall in the
estimation search region and the sample size (NGA) is large enough, the aforementioned
steps should be able to capture the actual system characteristics.
Multi-zone building moisture model
Building moisture modeling is important when considering HVAC systems as it
determines the latent loads, and thus the power consumption of an air-conditioning
system. Indoor comfort partially depends on the air humidity level (Fang et al., 1998), so
moisture regulation is as critical as temperature regulation in satisfying occupants’
comfort. Under some circumstances, indoor humidity level also poses restrictions on the
operation of HVAC devices. For example, in the optimal control of a chilled beam
cooling system, the inlet chilled water temperature should always be maintained higher
than the space dew point temperature to avoid condensation on the chilled beam panel
(Kim and Braun, 2014).
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Modified two-level EMPD model
This paper proposes a modified two-level effective moisture penetration depth (EMPD)
model to capture the moisture buffering effect in an individual zone. Compared to a
detailed HAMT model, the EMPD model is derived based on several major assumptions:
(1) constant hygric properties in the wall construction and (2) vapour diffusion through
solid walls is neglected. The validity of the 1st assumption will be discussed in detail
later. The 2nd assumption eliminates the moisture coupling between the ambient and
indoor air through external walls. This is a reasonable assumption for commercial
buildings since moisture penetration via direct air exchange (e.g., infiltration and/or
ventilation) would dominant that through solid walls. Another benefit of the 2nd
assumption is that different zones with solid wall separations can be decoupled so that
each individual zone can be estimated separately.
w wall,deep

Rdeep

Cdeep

wwall,surf

Rsurf

w zone

Csurf

Rinf

wamb

C zone

Figure 4: RC network for the two-level EMPD model
Figure 4 shows an equivalent resistance-capacitance network formulation of a
two-level EMPD model, where wwall,deep and wwall,surf represent water contents of the deep
and surface buffers, respectively. The water content of wall materials is defined as the
ratio of the mass of the water stored in the wall material to the dry wall mass (kg water/kg
dry wall material). The deep buffer node should have large moisture capacitance
capturing the slow moisture dynamics within building construction materials while the
surface buffer node has relatively small capacitance and it interacts with air node directly.
wzone,air and wamb correspond to zone and ambient air humidity ratios. As mentioned in the
preceding paragraph, moisture penetration through external walls is neglected and the
moisture interaction between the indoor and ambient air is assumed to be mainly from
infiltration whose effect is captured by the infiltration resistance denoted by Rinf.
A state-space representation is formulated from moisture balances:
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xmoi  Amoi xmoi  Bmoi umoi

(9)

ymoi  Cmoi xmoi
where the state vector is

xmoi   wzone , wwall ,surf , wwall ,deep 

T

and it contains the water contents of the air and the two wall layers. The input vector is

umoi   wamb , wvent , wgen 

T

where Δwvent represents the ventilation moisture gain and Δwgen corresponds to the
internal moisture generation (mass of water vapor per unit time, kg/s). Due to this simple
model form, identification of the moisture model is an easy task and the sophisticated
estimation steps developed for the thermal model are not needed here.
Initial parameter estimates
Initial estimates of the parameters can be obtained using the same information collected
via the surveys as shown in the thermal model section. These estimates serve as the initial
guesses for the parameters in the training process and also provide some constraints on
the parameter feasible region.
Detailed calculations for initial values of the moisture resistances Rdeep and Rsurf
depend on the moisture diffusion coefficients of all the wall layers as well as the steamtransition coefficient (air-side moisture transfer resistance). However, previous
experimental studies (see TRNSYS, 2010) have shown that they can be well
approximated by the following equations for office buildings:
Rsurf 

1
,
3 Awall

where Awall is the total wall area within a zone.

Rdeep 

1
,
Awall
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For commercial buildings, the HVAC system is typically controlled to maintain a
positive indoor static pressure to avoid infiltration during occupied periods. So infiltration
is assumed negligible and the corresponding resistance (Rinf) value is set to infinity during
occupied periods. During unoccupied periods when the HVAC system is off, the initial
infiltration resistance is calculated based on an ACH (air change per hour) of 0.3.
Air moisture capacitance (Czone) is simply the air mass. The initial wall moisture
capacitance (Cwall) is estimated with Equation (10)
Cwall  M wall  Tzone  (Tzone )

 wwall
Tzone 
 RH
 RH
 (Tzone ) 
(Tzone )
w
 Tzone  

(10)

based on the sorption isothermal properties of the wall materials where ξ is the slope of
the material sorption curve evaluated at zone air temperature Tzone and some nominal
relative humidity (e.g., 45% in the case study), ψ(Tzone) is the slope of the air relative
humidity to humidity ratio curve evaluated at temperature Tzone and Mwall is the mass of
the wall. The material sorption curve characterizes the variation of the steady-state
moisture content within the material with respect to different levels of relative humidity
of the surrounding air. As an example, Figure 5 shows the sorption curve for concrete at
Tzone =20ºC. Note that in Equation (10), the sorption curve is linearized at some nominal
relative humidity so that a constant slope is obtained and the resulting model is linear.
This simplification does not significantly compromise model accuracy since the indoor
humidity level is typically maintained within a narrow range (30% to 65%) for the sake
of comfort.
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Figure 5: Sorption curve for concrete.
As in the 1st assumption explained at the beginning of this section, the original
EMPD method neglects the dependence of the wall moisture capacitance on the air
temperature. As a consequence, the wall capacitance in Equation (10) is a constant and
the moisture model results in a switched linear time-invariant (SLTI) system with two
modes: when the HVAC system is running, the infiltration resistance (Rinf) is infinity;
otherwise, the infiltration resistance takes some finite value which is estimated as an
individual parameter.
To study the dependence of wall moisture capacitance on air temperature in
Equation (10), Figure 6 plots the relationship between air relative humidity and humidity
ratio at different air temperatures. These results show that the relationship is close to
linear but that the slope varies significantly with air temperature. Thus, the assumption of
neglecting the dependence of moisture capacitance on air temperature is too relaxed. In
further testing of this assumption, it was found that it led to unsatisfactory performance in
the estimated model, especially when a night setup/back strategy was used and room
temperatures varied significantly. To that end, a modified EMPD method was developed
that calculates the air temperature dependent slope, ψ(Tzone), based on psychrometric
properties which is independent of the building application.
In contrast, the sorption curve slope function ξ(Tzone) is dependent on the
construction materials and difficult to obtain. So in the modified EMPD method, a linear
correlation is assumed:
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 (Tzone )  1   2Tzone
where the parameters α1 and α1 are estimated along with other parameters in the training
process. The initial guesses for Cdeep and Csurf are obtained assuming 10% of the wall
thickness corresponds to a surface layer and 90% of the thickness goes to the deep layer.
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Figure 6: Variations of relative humidity to humidity ratio of moisture air.
Note that identifications of the building moisture and thermal sub-models can be
performed separately where the actual temperature measurements are used in identifying
the moisture model as shown in Figure 7. This decoupling of the model identification
works well if the estimated thermal model accurately captures the actual thermal
behavior. In simulation, the moisture model is coupled to the building thermal model due
to the temperature dependence so the thermal model simulation is carried out first and the
predicted temperature profile is used in simulating the moisture model. The one-way
coupled simulation scheme is illustrated in the bottom block of Figure 7.
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Figure 7: Identification and simulation schemes for the hygrothermal model.
Case study
As a case study, a medium-sized commercial building was modeled with the techniques
elaborated above. It is a 4-story building located in Philadelphia (PHL), PA. There are
three wings in the building and only the north wing with a total area of 7,000 square feet
was considered. One air handler unit (AHU) serves this portion of the building with 9
variable air volume (VAV) boxes. The 9 thermal zones associated with these VAV boxes
were considered for the inverse model in this case study. The floor plan of the building
showing the 9 zones is shown in Figure 8.
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Figure 8: Floor layout of case study building
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The Levenberg-Marquardt (LM) algorithm (Madsen et al., 2004), a well-known method
for solving nonlinear regression problems, was used to estimate the parameters for both
thermal and moisture models. Note that for the thermal model, this algorithm was called
after all the decoupling and parameter reduction steps and was only used to estimate the
remaining influential parameters. For the moisture model, the parameter reduction steps
were not necessary and the LM was called directly to estimate the moisture related
parameters.
Available measurements
Table 2 summarizes a list of measurements that were used within this case study. Data
was collected from the sensors every minute, but averaged values within 30-minute time
windows were used to train or validate the model. So the continuous model in Equation
(1) was discretized with a 30-minute time step assuming zero-order hold for all the
inputs.
Table 2: Measurement points in case study

Zone

Weather
Power Meter

Measurement point
Supply air humidity (%)
Supply air temperature (ºC)
Supply air flow (kg/s)
Zone air temperature (ºC)
Zone air humidity (%)
Ambient temperature (ºC)
Ambient humidity (%)
Global horizontal irradiance (GHI) (W/m2)
Whole building power (kW)
HVAC power (kW)

Measurement location
Air handling unit
VAV box
Thermostat
Weather station at PHL
airport
Electrical panel

Data pre-process
The measurements were pre-processed to obtain some readable training data for the
model. Details of generating each input data set from the raw measurements are covered
in the following subsections.

203
Sensible heat extraction/injection from mechanical cooling
This is the sole controllable input to the model and it can be modulated by varying the
flow rate and temperature of the air entering a room. Assuming supply and return air flow
rates are identical and that the return air temperature is the same as the space temperature,
the sensible heat extraction/injection rate can be calculated by
Qsen  msup c p , air (Tsup  Tzone )

Moisture removal/gain from mechanical cooling
With the same assumptions as in calculating the sensible heat extraction/injection rate,
the moisture removal/gains due to the mechanical cooling system can be calculated as
wvent  msup ( wsup  wzone ) .

Convective/radiative internal heat gains
Power meters are installed in the building which measure both the HVAC system power
(PHVAC) and the whole building power (Pwhole,bui). The difference between the two
measurements is the power that is consumed by all of the electrical equipment in the
building. Most of the electrical power consumption is eventually converted to internal
heat gains to the space so the convective/radiative internal heat gains can be calculated as
Qgain,conv ( rad )   conv ( rad ) ( Pwhole,bui  PHVAC )

where θconv(rad) is ratio of convective (or radiative) heat gains for a specific room to the
total non-HVAC electrical power consumption and this parameter is estimated together
with the structural (RC) parameters in the identification process. Since these parameters
are referenced to total building non-HVAC gains their sum for any zone is not unity. In
the case study, convective and radiative heat gains were assumed to be equal, i.e.,
θconv=θrad, in order to reduce the number of parameters. However, in general, separate
parameters could be learned for the convective and radiative parts. Note that each zone
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has its own estimate for θconv (or θrad) and the estimated values could be different for
different zones. This calculation assumes implicitly that the ratios of the internal heat
gains between different zones are time invariant. The estimated gains can also include
gains coming from occupants assuming that the occupancy profile follows the same
profile as the building electrical power curve. The scaling parameter for convective and
radiative heat gains that is learned from the data, θconv(rad), can account for the combined
effects.
Internal moisture generation
It is assumed that the primary moisture source inside a zone is from occupants, then the
internal moisture generation for each zone can be calculated as
wgen  Occup  woccup

where Occup corresponds to the number of occupants in an individual zone and woccup is
the moisture generation rate per occupant with an assumed value of 0.02 (g
water/s/person, from Chapter 18 of ASHRAE Handbook--Fundamentals, 2013). Since no
occupant counter was installed in the building, the number of occupants in each of the
zones is estimated with

Occup  Occup ( Pwhole,bui  PHVAC )
which assumes that the non-HVAC building electrical power reflects the occupant’s
presence and thus moisture generation levels. The scaling factor θOccup is estimated along
with other parameters in the training process. Occupant related loads (moisture and heat
gains) could be more accurately estimated if occupancy were directly measured.
However, this would add cost and complexity.
Energy input from solar
The global horizontal irradiance (GHI) measurement was available but irradiance on
other surfaces was lacking. This study used Reindl's method (1990) to decompose the
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GHI to beam and diffuse radiation on a horizontal surface and then calculated the
irradiance on different surfaces via trigonometric relationships (TRNSYS, 2010).
Radiation absorbed on outer surfaces of external walls was calculated based on a solar
absorptance of 0.6. Window transmittance is an individual parameter that needs to be
estimated in the identification procedure. The dependence of transmittance on solar
incidence angle could be captured with additional estimate parameters as well as extra
inputs (Cai and Braun, 2012), but this variation was not considered in this case study.
Thermal model estimation
Zone decoupling

Figure 9: Left: coupling strength between the zones. Right: grouping of the zones based
on coupling analysis.
Applying the decoupling techniques illustrated in previous sections, a coupling
strength matrix was obtained which is represented by the width of the connecting lines
shown in Figure 9 on the left hand side. It can be seen that the couplings are negligible
for the pairs of Zone5-Zone6 and Zone1-Zone3. Eliminating these two couplings leads to
a grouping of the zones shown on the right-hand side of Figure 9. In the estimation
process, these two groups were estimated separately. The threshold for distinguishing
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strong and weak couplings can be adjusted per case study. Higher threshold values can
further break down the problem into more sub-problems with lower estimate dimensions,
but it might compromise the model accuracy by over-eliminating the couplings. In this
case study, the two eliminated couplings have significantly lower strength than other
couplings and can be easily identified. If the threshold value were increased to 0.7ºC,
Group 2 would further break down to 2 smaller groups with the pairs of Zone5-Zone3
and Zone4-Zone2 decoupled. However, the estimation algorithm was able to identify
Group 2 with 6 zones and the model error increased with the elimination of Zone5-Zone3
and Zone4-Zone2 couplings, so these two couplings remained in this case study.
Reducing parameter set with sensitivity analysis
Sensitivity analysis was performed as a first step to identify non-influential parameters.
As discussed in previous sections, the elements of the significance vector S(θ) indicate
the significance of the corresponding parameters. Figure 10 plots the calculated
significance of different parameters with δ=0.05 for Zone1. The x-axis shows indices for
different parameters and Table 3 lists the correspondence between the parameters and
their indices.
Table 3: Parameter correspondence in Figure 10
Group
External wall
Ceiling
Floor
Adjacent wall to
Zone3
Adjacent wall to the
stairwell
Augmented
parameters

Parameter index
1,2,3
4,5
6,7,8
9,10
11,12,13
14,15
16,17,18
19,20
21,22,23
24,25
26
27
28
29

Parameter description
Wall resistance
Wall capacitance
Wall resistance
Wall capacitance
Wall resistance
Wall capacitance
Wall resistance
Wall capacitance
Wall resistance
Wall capacitance
Window resistance
Zone air capacitance
Ratio of internal heat gains to non-HVAC
electrical power
Window transmittance
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There are 5 walls and each wall has 5 structural (RC) parameters so there are 25 wall
parameters and they are indexed from 1 to 25. The 26th and 27th parameters are window
resistance and zone air capacitance respectively, and the last two parameters are scaling
ratios for internal heat gain and window transmittance. The result shows that the external
wall (1st to 5th) is important and this is because the external wall of Zone1 has significant
area and it is not insulated which allows significant heat exchange from the ambient.
Walls adjacent to Zone3 and the stairwell (16th to 25th) have almost negligible impact on
the model output due to the small coupling area. This result also matches the finding from
the decoupling analysis that Zone3 and Zone1 are weakly coupled. The ceiling and floor
(6th to 15th) have several critical parameters but most of them are non-influential.
Window resistance and transmittance (26th and 28th) are both significant because there is
a significant area of window. The internal heat gain scaling factor is also important since
the convective gains interact with zone air directly.
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Figure 10: Weighted parameter significance for Zone1
A threshold of 0.01 (ºC) was used for the significance test, and any parameter
with significance lower than this value was considered non-influential. Among the 29
parameters in this zone, only 10 of them were identified as candidates for influential
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parameters. Again, the remaining 10 parameters are not necessarily influential due to the
potential existence of correlations.
By de-correlation analysis, the remaining parameters were ordered in regard to
their significance. The non-influential parameters were eliminated one by one by fixing
them to some nominal values (i.e., initial guesses) and Figure 11 plots the 10-base log of
the condition number of the information matrix in the elimination process. It can be seen
that the 11th and 13th parameters have strong correlations to other remaining parameters,
and fixing their values leads to a reduction of the condition number from 2520 to 319.
The termination criteria that was used in this elimination process is when the condition
number is lower than 1000. This threshold is a parameter that can be adjusted before
performing identification. A higher value leads to more estimated parameters and higher
parameter correlation. A lower value could compromise the accuracy of the estimated
model by over-eliminating the parameters. A value of 1000 is a good candidate for this
threshold based on the authors' experience.
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Figure 11: De-correlation of parameters
For Zone1, the 1st step (sensitivity analysis) reduced the size of the parameter set
from 29 to 10. The 2nd step (de-correlation) identified two highly correlated parameters
and further reduced the parameter set by 2. Table 4 shows the estimation dimensions after
each of the three steps. Originally there were 231 parameters to be estimated and this
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large-scale nonlinear regression problem is difficult to solve with current numerical
routines. Even if it could be solved with prolonged computation time, the estimated
parameters would have significant correlations and the resulting model might have
compromised accuracy and robustness. The decoupling step identified the weak
couplings and broke the original problem down to two sub-problems with lower
dimensions. After applying the sensitivity analysis and parameter de-correlation steps to
all of the 9 zones, the number of estimated parameters was reduced from 86 to 27 for
group 1 and from 143 to 45 for group 2. The final reduced problem had significantly
lower dimensions and could be solved efficiently. More importantly, the identified model
is more robust and accurate due to the reduced parameter correlations.
Table 4: Estimation dimensions after each step
Original
Group 1
Group 2

231

Size of the estimate parameter set
After zone
After sensitivity
After parameter dedecoupling
analysis
correlation
86
34
27
143
56
45

Moisture model estimation
Moisture interactions between different zones are assumed negligible (no convective
interaction), thus the moisture model can be developed separately for each of the 9 zones
and each zone model utilizes the same structure shown in Figure 4. Due to the simple
model form, the parameter reduction techniques developed for the thermal model are not
needed in the moisture model estimation.
Simulation of the original switched linear time varying (LTV) system is very slow
because the system matrices in Equation (9) change with the space temperature and need
to be re-discretized at each simulation step if space temperature changes. To overcome
this problem, a pool of the system matrices was constructed prior to the simulation at
some discrete dry-bulb temperatures (21°C, 23°C, 25°C, 27°C and 29°C in the case
study). At each time step, the set of matrices with the closest dry-bulb temperature was
chosen to simulate through the current step. With this modification, the discretized
version of the model in Equation (9) became a switched linear time invariant (LTI)
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system with 10 switching modes (2 modes for the infiltration and 5 modes for the discrete
space temperatures):
d
d
x moi [k  1]  A moi
, x moi [ k ]  B moi , u moi [ k ]
d
ymoi [k ]  Cmoi
, x moi [ k ]

(10)

where
  [21o C, Inf ], [23o C, Inf ], [25o C, Inf ], [27o C, Inf ], [29o C, Inf ],
[21o C, NoInf ], [23o C, NoInf ], [25o C, NoInf ], [27o C, NoInf ], [29o C, NoInf ]

indicates the switching mode at each time step and Inf/NoInf represents the infiltration
status. Although this approach requires larger storage for the matrices, the computation
time is significantly reduced. Discontinuities exist when the mode changes and linear
interpolation could be used to smooth the behaviour. However, small differences were
observed in the estimated models with and without interpolation. So interpolation was not
used in this study.
Validation of the estimated thermal model
The thermal model was trained with data collected from July 4 to 10, 2013. Two data sets
were used to validate the model, one of which was collected from July 12 to 28, 2013 and
the other from August 2 to 28, 2013. The validation results for zone temperature
predictions are plotted in Figure 12 and Figure 13 for zone groups 1 and 2, respectively.
Figure 14 shows boxplots of the validation residuals for the two validation data sets. The
edges of the box are the 25th and 75th percentiles and the black line segments cover
approximately 99% of the residuals. It can be seen that 99% of the residuals fall within
the band of ±2°C for most of the zones. The validation root mean square errors (RMSE)
are listed in Table 5.
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Figure 12: Model validation results for group 1 with August data set
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Figure 13: Representative model validation results for group 2 with July data set
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Figure 14: Boxplots of the thermal model validation residuals. Top: July data; bottom:
August data.
The zones in group 1 all have good agreement between the model outputs and
measurements in the two validation periods. For most of the zones in group 2, the
estimated models also have good accuracy. However, the testing errors are relatively
large for Zone2 and Zone3, which can be observed from the Zone3 temperature plot in
Figure 13. The poorer performance of the estimated models for these two zones is caused
by significant uncertainties associated with the occupants' activities. Those two zones
have highly irregular meetings and conferences which cannot be quantitatively measured
or captured. So there are highly uncertain heat gains associated with occupants,
computers, and projection equipment. However, the model is still able to predict the
temperature trend in general. To overcome this problem and obtain a more accurate
model, occupancy counters could be installed to capture the occupancy profile for the
zones with significant occupancy variations.
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Table 5: Thermal model testing RMSEs (ºC)
Validation
periods
Jul. 12~ Jul. 28
Aug. 02~ Aug. 28

Z1

Z2

Z3

Z4

Z5

Z6

Z7

Z8

Z9

0.63
0.68

1.11
1.5

1.31
1.14

0.78
0.85

0.74
0.84

0.68
0.85

0.61
0.63

0.92
0.88

0.62
1.01

Validation of the estimated moisture model
The moisture model was trained with data collected from Aug 1 to 5, 2013 and the
estimated model was validated with one data set from Aug 6 to 20, 2013. Again, in the
model validation, indoor moisture predictions were performed based on predicted
temperatures from the estimated thermal model while the measured temperatures were
used in the moisture model training process in order to decouple the identification of
thermal and moisture models.
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Figure 15: Representative moisture model validation results. Top: Zone 2; bottom: Zone
7.
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Figure 16: Boxplots of the moisture model validation residuals.
The validation results for Zone 2 and Zone 7 are plotted in Figure 15 and the
validation root mean square errors (RMSE) for all zones are listed in Table 6. The
estimated models for most of the zones have RMSE's of approximately 3% in relative
humidity predictions and the models capture the variations of indoor humidity reasonably
well. Figure 16 shows boxplots of the validation residuals in relative humidity (%). For
most of the zones, 99% of the residuals fall within a band of ±7%. However, the models
occasionally provide biased predictions during unoccupied periods, which is believed to
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be caused by large uncertainties in the internal moisture gains. Unlike thermal models
where the non-HVAC electrical power measurements are a good representation of the
internal heat gains (occupant heat gains are small for this specific building during normal
operating hours), there was no direct information about the internal moisture gains. It was
assumed that moisture gains were primarily from occupants and that occupancy
correlated directly with internal gains due to electrical usage. The actual occupancy could
be significantly different, but the cost directly measuring the number of occupants is
prohibitive. Figure 17 plots the variations of all the moisture related data points for Zone
6, the one with the worst prediction performance, within the validation data period. The
three shaded boxes highlight the periods when some significant moisture gains were
present from unknown sources. During these periods, the building was unoccupied and
the HVAC system was totally turned off. There was almost no moisture gain from
occupants or moisture removal due to mechanical cooling, but the measured indoor
moisture level was even higher than the ambient. Some unknown moisture sources
existed in the building. Monitoring these moisture gains is in general difficult for
buildings under operation. But the model captures the general trend of indoor humidity
variation.
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Figure 17: Detailed moisture model validation results for Zone 6.
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Table 6: Moisture model testing RMSEs in relative humidity (%)
Validation
periods
Aug. 06~ Aug. 20

Z1

Z2

Z3

Z4

Z5

Z6

Z7

Z8

Z9

2.74

3.42

3.66

2.91

3.42

5.59

1.92

3.58

3.61

Summary
This paper demonstrates a scalable inverse modeling methodology to capture the
hygrothermal behaviour of a multi-zone building. The training data is typically available
from the BMS with input weather conditions accessible from the internet. The approach
adopts gray-box model structures for both thermal and moisture sub-models and only
requires an approximate building description with only a moderate effort for the model
setup phase.
The proposed method incorporates a one-way coupling scheme between the
moisture and thermal sub-models where the moisture predictions are performed based on
predicted temperatures from the thermal sub-model. The thermal model structure
captures inter-zonal couplings which leads to a large-scale estimation problem for
identification of a multi-zone building, and a three-step procedure is proposed to reduce
the problem dimension making the approach scalable. In the moisture model, couplings
between different zones are neglected so that each zone can be estimated individually.
However, due to the temperature dependence, the moisture model is a switched linear
time varying system which is computationally demanding to simulate. To speed up the
model calculation, the temperature dependence is considered only on a discrete set of
temperatures that results in a switched linear time invariant system with a relatively large
number of switching modes.
To test the overall methodology, a multi-zone building was modeled with on-site
measurements. The target building has 9 thermal zones and in the thermal model
identification, the decoupling algorithm divided those 9 zones into 2 groups. The
sensitivity and correlation analysis revealed that two thirds of the parameters were nonsignificant and were eliminated in the estimation process. With these three steps, the
thermal model identification problem was significantly simplified. Since the moisture
models were already decoupled between different zones, their identification was an easy
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task and there was no need for parameter reduction. The estimated model was validated
with different data sets and both temperature and moisture predictions agree well with the
measurements. However, due to the limited moisture measurements, the estimated
moisture models provide biased predictions occasionally during unoccupied periods
when some significant moisture gains exist from unknown sources.
Models that are developed with the proposed approach can be used for different
purposes. Since a gray-box model structure is adopted, the developed model has physical
meaning and is suitable for energy performance or retrofit analysis. In addition, a
simplified model structure is utilized so the model is computationally efficient which
makes it suitable for online controller design. One application of the developed model
can be found in Cai and Braun (2014), where a simulation platform was constructed with
the established model and the platform was used to test the performance of a heuristic
control for DX units. In Cai et al. (2015), a portion of the model (corresponding to the
three zones on the 2nd floor) was used as a testbed for analyzing multi-agent control.
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Nomenclature
Awall

= total wall area within a zone (m2 or ft2)

C

= thermal/moisture capacitance (kJ/K or Btu/ºF / kg or lb)

cp,air

= air specific heat (kJ/kg-K or Btu/lb- ºF)

CS

= coupling matrix for the zones
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J

= sensitivity matrix

M

= information matrix

msup

= supply air mass flow rate (kg/s or lb/hr)

Occup

= number of occupants within a zone

Pwhole,bui

= whole building power (kW or Btu/hr)

PHVAC

= HVAC system power (kW or Btu/hr)

Qsol,ext

= solar radiation absorbed on the external walls (kW or Btu/hr)

Qsol,trans

= solar radiation transmitted through the windows (kW or Btu/hr)

Qgain,rad

= radiative internal heat gains (kW or Btu/hr)

Qgain,conv

= convective internal heat gains (kW or Btu/hr)

Qsen

= sensible cooling/heating to the space (kW or Btu/hr)

R

= thermal/moisture resistance (K-s/kJ or ºF-hr/Btu / s/kg or hr/lb)

RH

= relative humidity (%)

Tgrd

= ground temperature (ºC or ºF)

Tsup

= supply air temperature (ºC or ºF)

Tzone,adj

= air temperature of the adjacent zone (ºC or ºF)

u

= input vector

U

= excitation data

w

= disturbance vector

w

= water content (kg water/kg air or lb water/lb air)

wwall

= wall water content (kg water/kg material or lb water/lb material)

woccup

= moisture generation rate per occupant (kg water/s or lb water/hr)

x

= state vector

y

= output vector

δ

= parameter perturbation level

σ

= model error standard deviation

θ

= estimate parameters

ξ

= slope of the wall material sorption curve

ψ

= slope of the air relative humidity to humidity ratio curve

∆wgen

= zone internal moisture gain (kg/s or lb/hr)
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∆wvent

= moisture gain/removal due to mechanical cooling (kg/s or lb/hr)

Subscripts/superscripts
amb

= ambient condition

avgd

= averaged value

cal

= calculated/estimated matrix

d

= discrete version of the state-space matrices

deep

= deep layer in the EMPD method

GA

= generated points in global analysis

inf

= infiltration

moi

= moisture related variables/matrices

norm

= normalized matrix

surf

= surface layer in the EMPD method

wall

= wall related variables

zone

= zone air condition

σ

= switching mode in the moisture model
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Optimizing Zone Temperature Setpoint Excitation to
Minimize Training Data for Data-Driven Dynamic Building
Models*
Jie Cai1 , Donghun Kim1 , James E. Braun1 and Jianghai Hu2
Abstract
Poorly designed excitation signals could lead to inaccurate or, even worse, highly correlated parameter
estimates in a data-driven model, so it is critical to have an informative training data set in order to
obtain an accurate model in a cost effective manner. This paper investigates a sequential optimal design of
experiments (DOE) approach to generate an optimal training data set for varying zone temperature setpoints
that maximizes the accuracy of parameter estimates for an intended building model structure. This method
was applied to a whole building case study in which a simplified thermal network modeling approach was
adopted and the thermal parameters were estimated. The obtained optimal trajectory was always under a
bang-bang type which enables an exhaustive search scheme to start the sequential design procedure. The
designed excitation signals led to significant improvements in model accuracy compared to night-setup/back
control strategies that are typically used to vary setpoints.

I. INTRODUCTION
To model existing buildings for control purposes, data-driven modeling approaches are advantageous
compared to physically-based modeling. When trained using on-site measurements, a data-driven model is
better able to capture actual system behavior. Most often, a data-driven model adopts a specific simplified
model structure and requires relatively little effort for model setup compared to a physical model. In
addition, the computational requirements for a data-driven model are significantly less than those for a
detailed model, which enables it to be applied for real-time control or fault diagnosis.
Lumped resistance-capacitance models are commonly used for data-driven dynamic building models
and there is extensive research focusing on application of this type of modeling approach (e.g., [1]-[5]).
However, most of the previous model training approaches have used passive identification where the training
data is collected under normal operating conditions that can lead to inaccurate model parameter estimates.
Optimal experimental design is an effective approach to generate the optimal excitation inputs for
identification of a dynamic system. Good references can be found in the monograph [6] and survey
papers [7][8]. The reference in [9] provides a review of research and industrial applications of the optimal
experimental design technique in different fields. However, the application of experimental design in the
building dynamic model identification is still lacking but the importance of obtaining an informative training
data set is being recognized in the building modeling community, because building dynamics are typically
very slow and inappropriately designed experiments could require a long duration of data collection to
obtain a meaningful model ([5]).
In reference [4], a forced-response experiment was designed that led to improved parameter estimates
compared to the use of normal operation data. However, the experiment was based on a trial and error
method. This is not a scalable approach since it would require expensive experiments to achieve good
parameter estimates. In reference [10], a conceptual active identification scheme was proposed for multizone buildings. They studied the effect of different excitation signals on model training results for different
model structures. Although they provided some useful criteria for experimental design, the work did not
tackle the design problem explicitly. In reference [11], the optimal sensor location and sampling time were
investigated under an optimal experimental design framework for a slab heat transfer problem. But no
input design was involved and a whole building heat transfer problem is more complicated than that for a
single slab.
*Research supported by the National Science Foundation under Grant No. 1329875 and US Department of Energy through the
Consortium of Building Energy Innovation
1 J. Cai, D. Kim and J. E. Braun are with School of Mechanical Engineering, West Lafayette, IN 47906 USA
(cai40@purdue.edu).
2 J. Hu are with School of Electrical and Computer Engineering, West Lafayette, IN 47906 USA.

224
This paper presents a method to excite a building in a systematic manner so that the resulting training
data leads to efficient estimates of the key parameters in an intended model structure. The method relies on a
sequential optimal experimental design procedure which is formulated as a model predictive control (MPC)
problem. The MPC problem maximizes a functional scalar of the Fisher Information Matrix (FIM) under
constraints from the system dynamics, space comfort and actuation capacity. Before carrying out the design
procedure, a sensitivity-based approach is used to identify the non-influential parameters to avoid wasting
energy to excite those structually non-identifiable parameters. By fixing the non-influential parameters
to some nominal values, the estimation parameter set can be reduced leading to less computational
requirements. Lastly, this sequential experimental design procedure was applied to a whole building case
study, where optimal zone air temperature setpoints were determined to maximize the Fisher information
matrix.
II. D ESIGN CRITERIA
For a predefined model structure, the estimate of a general single-output dynamic system can be assumed
to take the form:
y(t, θ ) = ŷ (t, x0 , ut , θ ) + ε(t, θ )
(1)
where θ is the set of parameter values with dimension n p , x0 is the initial state vector with dimension n,
ut− = [u(1), . . . , u(t)]T , ε is the model residual, y and ŷ are the measured and predicted outputs, respectively.
If the actual system can be recovered under the proposed model structure with θ 0 being the ”true”
parameters, then a common assumption that can be made is that ε(t, θ 0 ) = ε(t) is a white Gaussian
noise.
Assuming the estimator is unbiased, the Cramer-Rao inequality says the Fisher Information Matrix (FIM)
defined below
)
(

T
d
d
log fy (θθ , yN )
log fy (θθ , yN )
,
(2)
M=E
dθθ
dθθ
|θθ =θθ 0
where fy is the probability distribution function of yN = [y(1), . . . , y(N)]T , serves as the inverse of the lower
bound for the estimate covariance matrix [12]. N is the number of sample points. For efficient estimators,
e.g., maximum likelihood estimator or least-square estimator with white Gaussian noise, the inverse of
FIM is close to, and thus could be used as an approximation of, the estimated covariance matrix, which
is an indicator of the accuracy of parameter estimates.
With the white Gaussian noise assumption, a least square estimator is equivalent to a maximum likelihood
estimator and it is straightforward to show that

d
d
N
θ
t=1 f e (ε(t, θ ))
dθθ log f y (θ , yN ) =
dθθ log ∏
0
N fe (ε(t,θθ ))
= − ∑t=1
fe (ε(t,θθ )) · ψ(t, θ )
where

d
d
ŷ(t, θ ) = − ε(t, θ ),
(3)
dθθ
dθθ
fe is the probability distribution function of ε and fe0 is the derivative of fe with respect to the residual ε.
For an actual system fe is fixed so the FIM can be expressed as
ψ(t, θ ) =

N

M = τ ∑ E ψ(t, θ )ψ T (t, θ ) |θθ =θθ
t=1

0

(4)

where the constant τ is a functional of fe . The optimal experimental design involves trying to optimize
some functional of the FIM. The scalar τ in front of the summation in Equation (4) is assumed be to a
constant and have no impact on the optimal solution in the design process. For ease of notation, the FIM
is used to denote only the summation part for the rest of this paper. Hence, an estimate of the FIM could
be written as
N

M̂(θ̂θ ) =

∑ ψ(t, θ̂θ )ψ T (t, θ̂θ ) = Ψ(θ̂θ )ΨT (θ̂θ )

t=1

(5)
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where Ψ(θ̂θ ) = ψ(1, θ̂θ ), . . . , ψ(N, θ̂θ ) ∈ Rn p ×N is called the sensitivity matrix. For systems with different
scales it is critical to normalize the FIM to avoid an ill-conditioned matrix caused by different parameter
scales. The normalized FIM is given below,


M̂norm (θ̂θ ) = Diag(θ̂θ ) Ψ(θ̂θ )ΨT (θ̂θ ) Diag(θ̂θ )
(6)
and should be used to correctly rank parameter significance and design the experiments. Since the rest
of the paper only deals with estimated parameters and FIM, the ‘hat’ symbol will be omitted for ease of
notation.
III. I DENTIFYING NON - INFLUENTIAL PARAMETERS
Most gray-box models are over-parameterized so that some non-influential parameters are present or
some of the parameters are correlated in the intended model structure. The non-influential parameters
may not be neglected due to their physical presence in an actual process. However, if they were estimated
together with other parameters, the estimation would be highly correlated and the corresponding confidence
region could explode. In the experimental design procedure, a waste of excitation energy could result from
an optimal solution that tries to excite those non-influential parameters. Thus, it is a critical step to identify
the non-influential parameters before performing experimental design.
This study proposes a principal-component-analysis (PCA)-based approach to order parameter significance from a pre-estimation data set. The pre-estimation data set could be collected under a conventional
control logic for a short period of time prior to the design procedure. This data set is used to pre-estimate
the parameters which are used as initial parameter values for the experimental design process. In addition,
the pre-estimation data set is used to order parameter significance with the following steps ([13]):
1) Calculate the FIM based on the pre-estimation data set using Equation (6);
2) Find the minimum eigenvalue and the corresponding eigenvector v of the FIM;
3) Find the maximum entry and the corresponding position index k of the eigenvector found in the
previous step, i.e., k = argmax|vi | where v = [v1 , . . . , vn p ];
i

4) The kth parameter is the least influential parameter; remove the kth row and kth column of the FIM;
5) Check the termination condition and, if not satisfied, repeat steps 2 to 4 for the reduced FIM.
Let φi ∈ R1×N denote the ith row of the sensitivity matrix Ψ(θθ ) defined in Equation (5). So φi carries the
sensitivity information for θi . Then the element in the ith row and jth column of the FIM is M(i, j) = φi φ jT .
Note that the 4-th step above removes all the information with respect to the kth parameter and the remaining
FIM is the same as the FIM with estimation parameter set excluding the kth parameter.
With the aforementioned steps, a list of indices could be obtained corresponding to the non-influential
parameters. The termination condition used in the last step concerns whether the condition number (cond)
of the current FIM is above some threshold.
Note that the presented approach only concerns the data-dependent identifiability of the parameters, which
poses a potential risk that some influential parameters might be mistakenly identified as non-influential
if the pre-estimation data set does not provide a good excitation in some directions of the parameter
space. In this regard, a data-independent approach seems to be more suitable. A structural identifiability
index was introduced for the estimation parameters in [14] based on sensitivity information of the Markov
parameters to the estimation parameters. This approach can detect the parameter identifiability regardless
of the training data set. However, the data-independent approach assumes uncorrelated inputs with perfect
excitation which might not be reasonable for a building dynamic model. The building response strongly
depends on the weather related disturbances which are highly correlated with each other. For example,
the solar radiation absorbed on the external wall and the transmitted solar radiation, as will be shown in
the case study section, are two different inputs but are highly correlated. Thus, the solar absorptance of
external walls and the window transmittance are intrinsically correlated which cannot be detected by the
data-independent approach. This is why the data-dependent method is adopted in the present study.
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IV. S EQUENTIAL EXPERIMENTAL DESIGN
A. Building model formulation
Building envelope models have a discrete-time state-space representation given by
x[k + 1] = A(θθ )x[k] + Bw (θθ )w[k] + Bu (θθ )u[k]
y[k] = C(θθ )x[k] + Dw (θθ )w[k] + Du (θθ )u[k],

(7)

where w represents disturbances such as weather conditions and internal heat gains, u is the controllable
input which is the desired zone air temperature and the output y is the cooling/heating load. Let nw and
nu denote the number of disturbance inputs and controllable inputs, respectively (nu = 1 for the present
study). Matrices A ∈ Rn×n , Bw ∈ Rn×nw , Bu ∈ Rn×nu , C ∈ R1×n , Dw ∈ R1×nw and Du ∈ R1×nu are dependent
on the parameter set θ but this dependence will be omitted in the rest of the paper for ease of notation.
The parameter values that are being pursued in the training process are assumed to be time-invariant so
the target model is linear time-invariant (LTI). The relationships between the system matrices and model
parameters can be found in [1][2].
B. Sequential design formulation
The goal of the optimal experimental design is to find the trajectory of the controllable input that
maximizes information in the resulting training data given predicted disturbances. Since weather prediction
is increasingly uncertain with increasing look-ahead horizons and parameter estimates could vary as more
training data is collected, experimental design should be
with the most recent
 carried out sequentially
T
weather predictions and parameter updates. Define ut+ = u[t], ..., u[t +N p−1] where N p is the prediction

T

T
horizon. Similarly define xt++ = x[t + 1], ..., x[t + N p] and yt++ = y[t + 1], ..., y[t + N p] . For each
decision step, a model predictive control (MPC) problem is solved with information richness being the
objective function:
max
E {M (ut+ , Wt+ , θ t ) + M− (θθ t )}
[ut+ ,xt++ ,yt++ ]

s.t.
x[k + 1]
LBu [k]
y[k]
LBy [k]


= Ax[k] + Bw w[k] + Bu u[k]
for k = t,
≤ u[k] ≤ UBu [k]
 ...,t + N p − 1
= Cx[k] + Dw w[k] + Du u[k]
for k = t + 1,
≤ y[k] ≤ UBy [k]
...,t + N p

(8)

where Wt+ contains all the predicted disturbances from step t to step t + N p − 1 and θ t is the most recent
parameter estimate. M− is the information matrix contribution from the historical data prior to the current
time step. Note that M− is a function of historical data as well as the current parameter estimate and
thus, it has to be updated at each decision step. But in the optimization process, it is a constant matrix.
E is a scalar functional of the information matrix, which could be the trace (T-optimality), determinant
(D-optimality) or condition number (modified E-optimality). The case study used the determinant as the
cost function while other criteria were also monitored.
The incremental information matrix M in the cost function shown in Equation (8) is an implicit function
of the design variables. It would be better to transform it into an explicit form for the convenience of
analysis. Define (·)∗i = ∂ (·)/∂ θi , e.g., x[k]∗i = ∂ x[k]/∂ θi , for i = 1, ..., n p where θi is the ith parameter in
θ . Then
x∗i [k + 1] = ∂∂θi (Ax[k] + Bw w[k] + Bu u[k])
(9)
= Ax∗i [k] + A∗i x[k] + Bw,∗i w[k]
+Bu,∗i u[k]
Define x[k] = [x[k]; x∗1 [k]; ...; x∗np [k]] ∈ R(n p +1)n×1 where ‘;’ represents concatenation in the column
direction. Then
x[k + 1] = Ax[k] + Bw w[k] + Bu u[k]
(10)
y[k] = C̃x[k] + Dw w[k] + Du u[k]
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where


A

Bw
Bu
C̃



= 


0 ...
A ...
..
.

A
A∗1
..
.

0
0
..
.




 ∈ R((n p +1)·n)×((n p +1)·n)


 A∗n p 0 . . . A
= Bw ; Bw,∗1 ; . . . ; Bw,∗n p ∈ R((n p +1)·n)×nw
= Bu ; Bu,∗1 ; . . . ; Bu,∗n p ∈ R((n p +1)·n)×nu
= [C, 0, . . . , 0] ∈ R1×((n p +1)·n)

The output sensitivity with respect to θi at time k is
∂
y∗i [k] = ∂∂y[k]
θi = ∂ θi (Cx[k] + Dw w[k] + Du u[k])
= Cx∗i [k] + C∗i x[k] + Dw,∗i w[k] + Du,∗i u[k].

Then the output sensitivity vector at time step k is

T
ψ[k] = ∂∂y[k]
θ = y∗1 [k], . . . , y∗n p [k]
= Cx[k] + Dw w[k] + Du u[k] ∈ Rn p ×1
where


C
Dw
Du



= 


C∗1
C∗2
..
.

C
0
..
.

...
...
..
.

0
C

0
0
..
.

(11)

(12)




 ∈ Rn p ×(n·(n p +1))


 C∗n p 0 . . .  0 C
= Dw,∗1 ; . . . ; Dw,∗n p ∈ Rn p ×nw
= Du,∗1 ; . . . ; Du,∗n p ∈ Rn p ×nu

Then the MPC problem in (8) can be reformulated as
(
t+N p

max
[ut+ ,xt++ ,ψt++ ,yt++ ]

s.t.
x[k + 1]
LBu [k]
ψ[k]
y[k]
LBy [k]

E

∑

)

ψ[k]ψ [k] + M− (θθ t )
T

k=t+1


= Ax[k] + Bw w[k] + Bu u[k]
≤ u[k] ≤ UBu [k]

= Cx[k] + Dw w[k] + Du u[k] 
= C̃x[k] + Dw w[k] + Du u[k]

≤ y[k] ≤ UBy [k]

for k = t,
...,t + N p − 1

(13)

for k = t + 1,
...,t + N p

where xt++ and ψt++ are defined similarly as for yt++ . Note that the involved system matrices A, B, C
and D are all dependent on θ t .
Remark: When the T-optimality criterion is used, the cost function is of a least square form and thus,
is convex. So the optimal solution is always bang-bang with the optimal control taking values at either
the lower bound or the upper bound of the feasible range. Although convexity cannot be established for
the D-optimality or the modified E-optimality criterion, the optimal inputs fall on the bounds most of
the time to create maximal sensitivity curves [9]. This bang-bang behavior could also be observed in the
optimization results obtained in the case study where the D-optimality criterion was used.
C. Steps for the optimal experimental design
Figure (1) shows the flow chart of the proposed design methodology. In the initialization step, some rough
information, e.g, wall areas and materials, is collected to construct an initial guess for parameter values
which are primarily used to specify the search region. The information does not need to be accurate but
the search region should be assigned properly to cover the true parameter values. For uncertain parameters,
a relatively large band can be used to allow the estimation to search in a larger range while for parameters
with good confidence, a small region should be assigned to reduce computational burden.
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In the pre-estimation step, data is collected for a short period of time under conventional control logic.
If a building management system (BMS) is in place, the most recent historical data set can be downloaded
and used directly. This pre-estimation step provides an initial parameter estimate that can be used in the
design procedure and more importantly, the data set can be used to identify and eliminate the non-influential
parameters. If the adopted model structure takes uncorrelated inputs, a data-independent approach elaborated
in [14] is preferred for identifying the non-influential parameters.
Sequential optimal experimental design is then started with the pre-estimated parameters and for the
reduced parameter set. Weather predictions are obtained from external weather forecast services, e.g., the
National Oceanic and Atmospheric Administration (NOAA) website, and an optimal input trajectory can
be determined by solving the MPC problem in Equation (13). The first Nd decisions are applied to the
building control system where Nd is the decision interval. In this study, zone air temperature setpoints
are designed inputs so the optimal setpoint profile for the first Nd steps are sent back to the BMS so that
local PI controllers will adjust the heating/cooling actuation to maintain the temperature setpoints. The
design process idles until the next decision time comes, and the parameters are re-estimated based on the
updated historical data set. Then the experimental design step is repeated with the updated parameters and
the iterations move forward until a threshold is reached for the parameter accuracy.

Fig. 1.

Flow chart for the experimental design procedure.

V. C ASE STUDY: A WHOLE BUILDING
This section looks at a 20-zone office building located in Philadelphia, PA. It is served by one air
handling unit (AHU) and ten VAV boxes. Thus only ten of the zones are controlled which correspond to
the main office areas, while the other ten zones (stairwells, hallways, etc.) have floating temperatures.
A. Baseline model
A detailed simulation model was constructed from the building’s physical properties to serve as a baseline
model, and the modeling approach was elaborated in [14]. It was assumed that all the zone air temperatures
share an identical setpoint which is the sole controllable input to the model. Sensible heating/cooling was
calculated as the model output.
B. Data-driven model
The inverse model adopts a simplified thermal network shown in Figure 2 which consists of an external
wall, a window and an internal thermal storage element. The model is formulated under the discrete-time
state-space form in Equation (7) with the disturbance vector defined as

T
w = Tamb , Qirrad,ext , Qirrad,wind , Qgain
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where Tamb is the ambient temperature, Qirrad,ext is the solar irradiation that hits the external wall surface
(W), Qirrad,wind is the solar irradiation that hits the windows (W) and Qgain is the electrical heat gain (W).
Note that Qirrad,ext and Qirrad,wind were calculated in a pre-process step by considering all the wall and
window areas with different orientations. The heat gain effects for the absorbed solar radiation on external
wall surfaces and the transmitted solar through windows are determined by
Qsol,ext
Qsol,trans

= θab · Qirrad,ext
= θtr · Qirrad,wind

where θab and θtr are to-be-estimate parameters corresponding to the solar absorptance on external walls
and window transmittance. θconv is another parameter that needs to be estimated which represents the ratio
of the convective heat gain to the total electrical heat gain:
Qgain,conv
Qgain,rad

= θconv · Qgain
= (1 − θconv ) · Qgain

The estimated parameter set includes the aforementioned heat gain related parameters and the thermal
resistances and capacitances shown in Figure (2).

Fig. 2.

Thermal network for the case study building.

C. Optimal experimental design settings
The optimal design problem formulated in Equations (13) includes bound constraints for the zone air
temperature and cooling/heating rate. The zone air temperature is bounded to a narrow range during
occupied periods to avoid discomfort and those bounds are relaxed during unoccupied hours for potentially
better excitation (dash lines in Figure (3)). The bounds for the output are imposed due to the capacity
of the air conditioning system and these bounds were set to LBy = −120 (kW) and UBy = 120 (kW).
However, these bounds were never reached and thus, were always inactive in simulations within this study.
A one hour time step was used in the discrete-time state-space representation in Equation (7) and a
50-hr data set under a conventional night setback control strategy was used in the pre-estimation step. In
the parameter significance ranking step, a condition number of 1500 was used for the threshold and
two parameters were identified as non-influential (θab and the inner resistance of the external wall).
The choice of this threshold was conservative in order to reduce the chance of mistakenly identifying
a significant parameter as a non-influential one. The T-optimality criterion was used to start the design
procedure. Since the optimal solution is bang-bang, an exhaustive search method was implemented to find
the optimal trajectory in the first design step. In the subsequent decision steps, D-optimality was used
and the optimization initial guess was constructed from the overlapped portion of the optimal solution
obtained in the previous decision step. Interior-point method ([16]) was used to solve the MPC problem
in Equation (13) for the subsequent design steps. The Levenberg-Marquardt method ([17]) was used to
estimate the parameters and the most recent parameter estimates were used as the initial guesses for the
current estimation step.
The optimal temperature setpoint profile is shown in Figure (3) along with the conventional setpoints,
which are fixed to 20 C during occupied periods and 16 C during unoccupied periods. Note that the Doptimality criterion was used, but the optimal trajectory is still a bang-bang type with several switches
between the upper and lower bounds. Performance of the optimal input trajectory is compared to that of the
conventional trajectory in Figure (4). The ’DET’ plot shows that, with the optimally designed setpoints, the
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Fig. 3.

Optimal and conventional temperature setpoint profiles.

size of the confidence region is reduced by approximately 30 times. So to achieve a certain accuracy level,
the training data size can be dramatically reduced. The other two criteria also have significant improvements
compared to the night setback strategy.

Fig. 4.

Performance comparison of optimal and conventional input trajectories.

D. Validation results
Figure (5) compares the sensible load predictions from the models trained by conventional and optimal
data sets, respectively, with the baseline sensible load profile. Both models are able to accurately predict
sensible load since both training data sets drive the estimated parameters to the optimal parameter values
for this case study (both data sets are persistently exciting for the model structure). But with the optimally
designed inputs, the parameter estimates converge with significantly improved accuracy, i.e., with faster
shrinking confidence region. This is critical in a practical point of view because the optimal parameter
estimates are not known a priori and the only way to determine if an experiment is adequate for identifying
a satisfactory model is to check the confidence region for the estimated parameters. With optimally designed
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excitation, the parameter confidence region shrinks much faster and thus, shorter experiments are needed
to reach an accuracy requirement.

Fig. 5.

Performance comparison of models trained with conventional and optimal training data sets.

VI. C ONCLUSION & F UTURE WORK
This paper develops a methodology to optimally design an experiment for the use of data-driven
dynamic modeling of buildings. This technique was applied to a whole building case study and significant
improvements were achieved in parameter precision. In another perspective, the required size of the training
data could be dramatically reduced to achieve a certain accuracy level, which leads to more cost-effective
experiments.
A preliminary field test has been carried out within an office space in the Center for High Performance
Buildings at Purdue University. Parameter precision was improved significantly although more tests will
need to be performed to have an overall performance assessment of the proposed methodology.
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A generalized control heuristic and simplified model predictive
control (MPC) strategy for direct-expansion (DX) airconditioning systems

This paper presents a generalized control heuristic to reset supply air temperature setpoints for DX
units with capacity modulation and variable air flow and integrates the heuristic into a simplified MPC
framework that precools building thermal mass through zone temperature setpoint adjustments. The
resulting control methodology is appropriate for control of medium-sized commercial buildings that
employ variable-air-volume (VAV) air distribution with DX units for primary cooling. The heuristic is
shown to work well for different DX systems with different compressor types and fan-duct combinations. To
assess the integrated energy savings potential of the heuristic strategy and the simplified MPC, a
simulation platform was developed for a medium-sized commercial building. Simulations were carried out
for a 100-day cooling season in different U.S. locations and under different control strategies. The
heuristic control provided energy savings of between 5 and 10% relative to conventional control depending
on the system type and location. Approximately 4% additional energy savings was achieved when the
heuristic was integrated into a simplified MPC having only moderate computational requirements. The cost
savings could be significantly greater if time-of-use and demand charges were considered.

Introduction
Direct expansion (DX) cooling systems are commonly used in small to medium sized commercial
buildings due to low capital investment and maintenance cost. Nowadays more DX units are equipped with
variable-speed fans and capacity modulating techniques for higher efficiency and better comfort control.
This complexity provides greater energy savings potential for control optimization compared to single stage
DX units with constant air flow.
Several studies have been found in the literature related to control and optimization of DX cooling
systems with capacity modulation and variable airflow. Li et al. (2007) proposed a DDC-based capacity
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controller for a DX air conditioning system aiming at simultaneous control of indoor dry-bulb temperature
and humidity level, using sensible heat ratio (SHR) as a control variable. For the same purpose, Qi et al.
(2009) proposed a multi-input-multi-output (MIMO) controller based on a Linear Quadratic Gaussian
(LQG) technique which directly controls the compressor and supply fan speeds. Both methods were based
on coordinating the control of compressor capacity and supply fan speed to adjust the dehumidifying
capability of the DX unit while meeting the required sensible loads. This effect also plays an important role
in this study. However, neither of the two papers concerned energy optimization. Vakiloroaya et al. (2011)
tried to minimize energy consumption of a DX rooftop package by controlling the refrigerant mass flow
rate and supply air temperature. But the paper mainly focused on testing of the proposed optimization
technique and did not provide any comprehensive analysis of the source of the energy savings. Andrade
and Bullard (2002) studied the effect of different combinations of supply air flow rates and compressor
speeds on the performance of indoor humidity control as well as equipment efficiency for residential air
conditioning systems. But it used a third variable, runtime fraction, for optimization and did not consider
explicitly the tradeoff between supply fan power and compressor power. Most of the studies in the
literature focused on optimization-based control approaches and there is no previous work on heuristic- or
rule-based controls for DX units. However, a generalized DX heuristic control could be a significant
contribution in the HVAC field since DX type systems represent a significant portion of the current air
conditioning systems in the US and heuristic control offers a model-free and, thus, cost-effective alternative
for energy efficient control of DX units.
In this study, a generalized heuristic for control of DX units with capacity modulation and variable air
volume is proposed and tested under different system configurations, including different combinations of
compressors, fans and duct systems. The heuristic dynamically resets the supply air temperature setpoint in
response to zone conditions and DX coil status. The heuristic rule is also tested in combination with a
simplified MPC designed for scalable implementation within building control systems. Integrated energy
savings is tested using a coupled HVAC-envelope simulation platform that was developed. Only energy
savings are considered in this study. Additional economic benefits would result when considering time-ofuse (TOU) electricity pricing and demand charges.
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DX UNITS
DX units with three types of compressors were considered: digital scroll, variable speed and
reciprocating compressors. However, modeling and optimization results for the DX unit with reciprocating
compressors have already been elaborated in Cai and Braun (ASHRAE Transactions, 2014) and will be
omitted in this paper. Note that the model for the unit with reciprocating compressors was developed with
data collected from a DX unit that had been installed almost 10 years ago while the models for digital scroll
and variable speed compressors were developed with catalog data for newer units. So the modeling
approaches differ slightly and the unit performances have significant differences. However, the optimal
results show similar patterns and a generalized heuristic rule works well for all three types of compressors.

Component Models
Catalog data was downloaded from manufacturer's websites for the evaporator, condensing unit and
compressors of the DX unit that is considered in this study (related information are listed in Table 1). The
selected components are representative of devices used in medium-sized commercial buildings. For
example, a 30-ton air-cooled condensing unit was chosen which is commonly used for air conditioners with
cooling capacities between 20 and 80 tons. The condensing unit packages the compressors and condensing
coils together and is rated according to its ability to provide cooling capacity when coupled to an
appropriate evaporator to achieve the rated evaporating condition. The capacity of the evaporator is also
rated at particular operating condition. If both the condensing unit and evaporator are appropriately
matched then they will have approximately the same rated cooling capacity.With linear/nonlinear
regression, component models were constructed from the data and these models were coupled to form an
integrated model using energy and mass balances. A simple ordinary linear squares (OLS) method (Kutner
et al., 2012) was utilized for linear regression and the Levenberg-Marquardt algorithm (Madsen et al.,
2004) was used for nonlinear regression. All regressions and the final model integration were performed
within Matlab. The reasons to adopt this component-based modeling approach are (1) catalog data does not
provide part-load performance and (2) different types of compressors were considered in this study for the
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DX units. The evaporator and condenser models are of a gray-box type and are physically-based so that
they are able to extrapolate outside the range of catalog data.
Evaporator
The evaporator's catalog data is listed in Table 2 which provides total and sensible cooling capacities
for different combinations of evaporating temperature (Tevap), airflow rate (V) and wet-bulb temperature of
air entering the evaporator coil (Tair,wb,evap). All of the data are based on a constant dry-bulb temperature of
air entering the evaporator (Tair,db,evap=80F). To facilitate extrapolation to any operating condition, a
physically based modeling approach was adopted, which uses an effectiveness-NTU method to calculate
the total capacity and a bypass factor method to obtain the sensible capacity. A mathematical description of
the gray-box model is given in Equations (1) to (3). The combined heat transfer coefficient (UA) is
correlated with airflow rate, and effectiveness and total capacity are calculated based on the calculated UA
value. The bypass factor method assumes the leaving air is a mixture of air that bypasses the coil and air
that comes into equilibrium with the surface at an apparatus dew point condition. Based on a correlation to
airflow rate, the bypass factor can be calculated and sensible capacity can also be obtained. The details of
the bypass factor method can be found in Cai and Braun (ASHRAE Transactions, 2014) or Brandemuehl
and Wassmer (2009). Catalog data with SHR lower than 1 was used to train the model and the comparisons
between the model predictions and catalog data are shown in Figure 1. The fitting relative root mean square
errors (RMSE) were 3.4% for total capacity and 4.2% for SHR. The resulting model has the input-output
form shown in Equation (4).

qtot   mair (hair ,in  hair T  Tevap , RH  1)


UA
mair

  1 e
 1 e
1
 1 (mair ) 2   3
UA
(  Ntu )

 qtot , qsen   Evap Tevap ,V , Tair ,db,evap , Tair ,wb,evap 

(1)
(2)
(3)
(4)

Compressor
The compressor catalog map is assumed to be valid for a wide range of operating conditions and no
extrapolation is needed. Thus, it can be used directly to calculate compressor performance. The model form
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is shown in Equation (5) and this form is used for both power consumption and refrigerant mass flow rate
with coefficient sets that are provided by the compressor manufacturers for each stage of control.
Individual DX unit modeling results are only presented for the digital scroll and variable-speed
compressors in this study since results for a DX unit model with reciprocating compressors were previously
presented by Cai and Braun (ASHRAE Transactions, 2014). However, the DX unit with reciprocating
compressors from Cai and Braun (ASHRAE Transactions, 2014) was used for some of the system
simulation results. Representative data were selected for the digital scroll and variable-speed compressors.
The variable Stage is a continuous variable from 0 to 1 representing either the run-time fraction for a digital
scroll compressor or the speed ratio for a variable-speed compressor. Since the catalog data only provides
coefficient sets for several discrete Stage values, the model in Equation (6) only admits the Stage values
that are available. As will be discussed in a later section, a meta-model was trained using data generated by
a detailed integrated model. The training data were calculated with Stage values corresponding to the
catalog data that was directly available. The meta-model then allowed interpolation/extrapolation to other
Stage values, which was not necessary for the component-based model.

.

2
2
3
2
Y  c0  c1Tevap  c2Tcond  c3Tevap
 c4TevapTcond  c5Tcond
 c6Tevap
 c7Tevap
Tcond
2
 c8TevapTcond
 c9Tco3 nd



 Powcomp , mr   Compressor Tevap , Tcond , Stage



(5)

(6)

The digital scroll compressor that was selected is a dual-compressor set with one standard scroll
compressor and one digital scroll compressor. The digital scroll takes the lead, so for Stage between 0 and
0.5, the standard compressor is off and the digital scroll modulates through high-frequency unloading. For
Stage between 0.5 and 1, the standard compressor is on and provides 50% of the total capacity while the
digital scroll is responsible for the rest. For example, when Stage = 0.7, the digital compressor will
modulate with a 0.4 run-time fraction (providing 20% of the total capacity), and the standard compressor is
turned on (providing 50% of the total capacity). Catalog data provides information at 50% and 100% partload ratios for each of the two compressors, so the compressor set has performance directly available at
25%, 50%, 75% and 100% part-load ratios.
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The authors had no luck in finding a variable speed compressor that has accessible catalog data for the
same capacity as the digital scroll. Instead, a 2.65-ton variable-speed compressor was chosen and the
performance was scaled accordingly. For the variable-speed compressor, Stage corresponds to the speed
ratio of the compressor motor. The catalog data is available at part-load ratios from 25% to 100% with a
2% increment.
Condenser
There is no catalog data directly available for the condensing coil. This study inferred its performance
based on the catalog maps of other components. A condensing unit that is configured with a 30-ton digital
scroll compressor set (the same digital scroll compressor discussed above) was chosen and the unit catalog
data was downloaded from the manufacturer's website which is presented in Table 3. A quadratic
correlation was used to calculate the condensing unit cooling capacity based on the evaporating (Tevap) and
ambient temperatures (Tamb) as shown in Equation (7), while the input-output form is shown in Equation (8)
. Linear regression was performed to obtain the coefficients and Figure 2 shows cooling capacity
comparisons between the model estimates and catalog data.
2
2
qtot  d 0  d1Tevap  d 2Tevap
 d 3Tamb  d 4Tamb
 d 5TevapTamb

(7)

qtot  CondUnit(Tevap , Tamb )

(8)

By equating the evaporator's total cooling capacities (qtot) in Equations (4) and (8), the evaporating
temperature (Tevap) was obtained given other input variable values. Then the compressor model in Equation
(6) was used to solve for the condensing temperature (Tcond) to get a 15 F subcooling. In the iterative
process, the compressor was assumed to have a 5% heat loss fraction and the condenser refrigerant outlet
condition was obtained using mass and energy balances. The condensing unit catalog data corresponds to
full capacity operation, so in the calculation Stage was set to 1 in Equation (6). Once the condensing
temperature and condenser capacity were obtained, the condenser effectiveness model shown in Equations
(9) to (11) was trained. It was assumed that the air flow rate across the condensing coil (mcond,air) is constant
and it is a parameter that needs to be estimated in the training process along with the other parameters (1 to

3). The estimated condensing coil model has the input-output form shown in Equation (12).
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qcond   mcond ,air (Tcond  Tamb )
  1 e
 1 e
1
 1 (mr ) 2   3
UA
(  Ntu )



UA
mcond ,air

qcond  Cond(Tcond , Tamb , mr )

(9)
(10)
(11)
(12)

Integrated Model
Table 4 shows the input-output correspondence for the three main components that were presented.
They are just repetitions of Equations (4), (6) and (12) but they mark out different types of input variables.
The single-underscored variables are external inputs (evaporator inlet air condition, outdoor air temperature,
compressor stage number and supply air flow rate) while the double-underscored variables (evaporating
and condensing temperatures) are internal variables that need to be solved iteratively by satisfying the two
equations shown in Equation (13). The integrated model has an input-output form shown in Equation (14).

qtot  0.95  Powcomp  qcond

Tsc  15 F
 Powcomp , qtot , SHR, Tsup   DX(Tair ,db,evap , Tair ,wb,evap , Tamb ,V , Stage)

(13)
(14)

Figure 3 shows the variation of some key outputs with respect to the normalized Stage or part-load
ratio for the integrated models with variable-speed and digital scroll compressors. The trends are similar
between the two units for most of the plotted variables. With increasing Stage value, the temperature or
pressure lift from the evaporator to the condenser increases and energy equilibrium drives the evaporating
temperature to decrease and the condensing temperature to increase. Because of the lower evaporating
temperature, more dehumidification occurs and SHR decreases with higher Stage value. Cycle efficiency
increases monotonically from full-load conditions with decreasing Stage value because of the lower
temperature lift. However, part-load degradation of the compressor can counter the effect of decreasing lift
and can lead to a peak efficiency at a balancing point between the two effects. Digital scroll compressors
have significant compressor part-load degradations so the COP plot has a peak efficiency at a Stage value
close to 0.55. Decreasing the Stage value below this point leads to significant performance degradation.
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Some experimental results from other researchers exhibit this behavior for systems with digital scroll
compressors, such as results presented by Zhang et al. (2011). For variable-speed compressors, the
compressor part-load degradation is much less significant and, as a consequence, unit efficiency increases
monotonically as Stage value decreases within its practical range of operation, which can be seen in the
COP plot in Figure 3. This type of behavior for variable-speed compressors can also be found in previous
research such as presented by Park et al. (2001). The different behavior of efficiency with respect to
changing part-load ratio leads to different energy savings opportunities, as will be discussed in the
following sections.
Figure 4 shows the variation of COP and SHR with respect to changes of different inputs for the two
integrated models. It can be seen that trends are similar between the two models. COP decreases
significantly with higher outdoor air temperature as a result of higher condensing temperature and larger
temperature lift from evaporator to condenser. However, ambient temperature does not significantly affect
evaporating temperature so the SHR is relatively constant with different ambient temperatures. With fixed
dry-bulb temperature but higher web-bulb temperature, the mixed air has higher humidity and more
dehumidification occurs on the DX coil. Thus, SHR decreases dramatically with increasing web-bulb
temperature. With higher airflow rate, the evaporating temperature increases which leads to higher SHR.
COP increases slightly with higher airflow rate or web-bulb temperature as a result of small increase on
evaporating temperature.

Meta-Model
The integrated model requires an iterative solution for the evaporating and condensing temperatures in
order to determine cooling capacity and compressor power. As a result, the model involves significant
computation and is not suitable for direct use in optimization. To overcome this problem, an empirical
meta-model was developed that directly correlates total capacity and power consumption using the form of
Equation (15). Training data over a wide range of operating conditions was generated with the integrated
model and used to estimate the coefficients. Linear regression was used to estimate the combined
coefficients after expanding the right hand side of Equation (15). Note that two different sets of coefficients
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were obtained for the total capacity and compressor power correlations. The SHR calculation uses the
bypass factor model and the meta-model input-output form remains the same as shown in Equation (14).



2
2
qtot ( Powcomp )  a0  a1Tair , wb,evap  a2Tair
, wb ,evap  a3Tamb  a4Tamb  a5Tair , wb ,evapTamb

b

0



 b1V  b2V 2 c0  c1Stage  c2 Stage 2





(15)

FAN-DUCT SYSTEMS
The supply fan power consumption is mainly dependent on building loads, duct system characteristics
and the type of fan that is being used. In this section, three types of commonly used supply fans are
considered. Duct resistance is characterized under both constant static pressure and static pressure reset
controls. The fan power curves are compared for different combinations.

Duct System Characteristics
The characteristics of a ductwork system determine the pressure drop across the air distribution system
and also the fan power consumption. Figure 5 depicts the critical pressures in an air distribution system and
the pressures can be related by the following equations (Wang, 1998)
ESP  Pfan ,downstream  Pfan ,upstream
Pfan ,downstream  Psup  Pzone  A·
V2
Pfan ,upstream  Pzone  Pfan ,inlet  B·
V2

where ESP is the external static pressure rise of the fan, ∆Pfan,downstream is the pressure drop across the
ductwork that is downstream of the fan including the supply ducts and VAV damper , and ∆Pfan,upstream
represents the pressure drop upstream of the supply fan from the building space. B is the total upstream
friction loss coefficient, which could be assumed constant if the mixed and return damper openings do not
vary significantly. The value of the downstream friction loss coefficient, A, is mostly dependent on the
VAV damper openings and is hard to obtain for systems with multiple VAV boxes. However, under the
aforementioned two static pressure control strategies, the pressure calculation can be simplified. Under
constant static pressure control, ESP can be obtained via Equation (16), where ∆Pfan,downstream is a constant
since Psup is controlled to the setpoint value and Pzone does not change much. For systems with static
pressure reset, Equation (17) can be used to calculate ESP in which the friction coefficient A is assumed to
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be constant. That is because there is always at least one VAV box with a fully opened damper and the VAV
damper openings are relatively stationary if the load distribution to the zones does not vary much with time.

ESP  Pfan, downstream  Pfan,upstream  D  A·
V2

(16)

ESP  Pfan, downstream  Pfan,upstream  ( A  B)  V 2  C·
V2

(17)

To test the validity of the two model forms, field data was collected from a building, the model of
which is discussed in the simulation section. The building was controlled with a constant static pressure
during 2012 and the system was retrofitted in 2013 to have resetting static pressures. Two data sets
corresponding to the two different controls were obtained and used to fit the two models, and the results are
shown in Figure 6 and Figure 7. It can be seen that the constant static pressure setpoint was 1.4 in W.C.
after offsetting the space pressure during the year of 2012. The corresponding data fits well with the
proposed model form. The pressure resetting data has a large variance due to the unsynchronized damper
openings between the VAV boxes. However, the model is still able to capture the trend and provide an
approximate correlation between the pressure and airflow that is appropriate for estimating energy savings
of the proposed control approaches compared to conventional control.

Fans
Three types of fans are considered in this study: forward-curved (FC), airfoil (AF) and vaneaxial (Q)
fans. One representative has been chosen for each type and the corresponding performance data was
downloaded from the manufacturer’s website. The model numbers and some key parameters of the selected
fans are listed in Table 5.
A quadratic form is used to correlate the fan power to the fan static pressure and airflow rate.
Correlation coefficients were estimated via data fitting with the performance data for each of the models.
The maximum fitting errors are 3% for the FC and Q fans and 5% for the AF fan.

Fan Power Curve
Combining the duct system characteristics with the fan power maps, the fan power consumption can be
calculated given the total air flow rate for a specific fan-duct system. Equation (18) shows the fan power
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model, which firstly determines the external static pressure for a given airflow rate based on the duct
pressure model and then uses the fitted fan map to calculate the fan power consumption. Thus, fan power is
a function of only the airflow rate, V. Figure 8 plots the power consumptions for different types of fans
under resetting and constant static pressure controls, with the static pressures calculated based on the fitted
pressure models in the preceding section. It can be observed that the Q fan and the FC fan have similar
performances but the AF fan consumes more power than the other two at the same airflow rate. Also static
pressure reset control leads to a steeper slope compared to constant static pressure control for all the fan
curves. As a consequence, both the fan type and pressure control scheme will have an impact on the energy
savings of the heuristic control strategy, as will be illustrated in a later section.

Powfan  FanMap( ESP(V ),V )  Powerfan (V )

(18)

OPTIMAL OPERATIONS
Problem Formulation
Stage is not directly monitored or controlled in practice. Instead, the compressor stage number is
modulated by a feedback controller to maintain a supply air temperature setpoint. Thus, it is more sensible
to have a model taking Tsup as an input. With the DX unit model, the compressor stage number can be
solved iteratively for any supply air temperature leading to a model form shown in Equation (19). It is the
same as Equation (14), but with Stage and Tsup swapped.

 Powcomp , qtot , SHR, Stage  DX(Tair ,db,evap , Tair ,wb,evap , Tamb ,V , Tsup )

(19)

To meet a given sensible cooling load, supply air temperature setpoint is the only optimization variable
and supply air flow rate is a dependent variable that is determined to meet the load. Thus, the optimization
problem can be formulated as follows:
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Tsup ,opti ,Vopti   arg min Powcomp Tair ,db ,evap , Tair , wb ,evap , Tamb , V , Tsup  Pow fan (V )
T ,V 


sup



qtot  SHR  qsen ,req

 SHR  SHRmax

satisfying  Vmin  V  Vmax
 Stage  0,1
 

 Tmin  Tsup  Tmax

(20)

In this formulation, the overlined variables are the ambient conditions and sensible/latent load
requirement that are specified as inputs. SHRmax is the allowed maximum sensible heat ratio, which
corresponds to a minimum dehumidification level. For this specific system, Vmax=20500cfm and Vmin=
Vmax/2. The supply air temperature Tsup and supply airflow rate V are the two optimization variables.
However, the optimization problem in Equation (20) has only one degree-of-freedom due to the presence of
the equality constraint for the sensible load requirement. Since supply air temperature setpoint is the
typically controllable variable, the following results use Tsup as the independent optimization variable while
supply airflow rate V is treated as a dependent variable calculated from the equality constraint.

Optimal Results
The optimization problem in Equation (20) was solved with a constrained optimization solver in
Matlab named 'fmincon' that uses a sequential quadratic programming algorithm. Figure 9 plots the
variation of total power consumption and SHR of the DX unit with respect to supply air temperatures under
different operating conditions. The performance was evaluated with a digital scroll compressor, FC fan and
resetting static pressure control. A key observation from the plots is: the system is most efficient when the
coil condition changes from wet to dry. This is a general result that was observed for all system
configurations considered. Based on this observation, a heuristic strategy is proposed for near-optimal
control of DX units: the supply air temperature setpoint should be increased until a SHR upper bound is
reached. If there is a dehumidification requirement (i.e., a zone humidity rises above a maximum allowable
value), then the SHR upper bound takes a value less than 1 depending on the requirement. If not, the SHR
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upper bound is 1 and the heuristic should set the supply air temperature to the lowest value where SHR
equals 1. Some other observations worth mentioning are:


(Effect of ambient temperature) Comparison between subplots (a) and (c) shows that for higher
outdoor air temperatures, the slope of the total power curve is steeper for the portion of SHR<1,
and energy saving potential is higher. This is because when the ambient temperature is high, the
refrigeration cycle has low efficiency and compressor power strongly dominates the fan power.



(Effect of mixed air humidity) Comparison between subplots (c) and (e) indicates that when the
mixed air is sufficiently dry such that no moisture condenses on the DX coil then the unit is most
efficient at the lowest supply air temperature; for humid mixed air when SHR is less than one then
the DX unit is more efficient with higher supply air temperature.



(Effect of mixed air humidity) Comparison between subplots (b) and (d) shows that humid mixed
air consumes more power to achieve the same sensible cooling load due to the existence of latent
load.



When the required sensible cooling load is high, the feasible supply air temperatures would fall
within a narrow range (e.g., subplots (b) and (d)) due to the capacity of airflow. When the required
sensible cooling is low and mixed air temperature is high, the supply air temperature cannot go too
low due to the lower bound on air flow rate. Under this situation, reheating may be needed for
local zone temperature control when the local cooling load is small.

Figure 10 provides performance plots for the DX unit with the variable speed compressor. The trends
and conclusions are similar to those associated with the results of Figure 9.

Energy Savings for Different Configurations
The energy savings potential of the proposed heuristic strategy depends on the system configuration
and operating conditions. Eight combinations of components were considered in this study and each
combination is indexed by a three-character string. The 1st character represents the compressor type (D for
digital scroll and V for variable speed). The 2nd character indicates the static pressure control scheme (R
for resetting and C for constant supply pressure) and the 3rd character corresponds to the fan type (B for
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forward curved and G for airfoil). The bar plots in Figure 11 show the energy savings that were estimated
for the optimal and heuristically determined supply air temperatures for different DX unit configurations,
compared to a baseline supply air temperature setpoint of 14 C. Each plot corresponds to a specific
operating condition; these operating conditions are the same as the conditions in subplots (a), (c), (e) and (h)
of Figure 9. Some key observations and conclusions are:


The energy savings for the heuristic control are very close to those achieved with optimal
supply air temperatures under all the considered operating conditions.



In general, the optimal and heuristic controls lead to higher energy savings for systems with
variable-speed compressors than those with digital scroll compressors. That is because the
variable-speed compressor has better part-load operation and part of the savings opportunity
is associated reducing the compressor loading through supply air temperature setpoint
adjustments.



The energy savings associated with optimal and heuristic supply air temperature setpoints are
less when static pressure reset is employed compared to a constant static pressure. This is
because the sensitivity of fan power (see Section 3.3) to flow is greater for static pressure
reset than for fixed static pressure. A greater sensitivity means a greater fan power penalty
associated with increasing the supply air temperature set point for a given zone load. For the
same reason, the B series (forward curved) fan leads to higher energy savings than the G
series (airfoil) fan.



For the operating condition with RH = 0.4 and Tamb = 30C (right-bottom plot), energy
savings potential is small since the baseline supply air temperature is close to optimal (see
subplot (h) of Figure 9).



For the condition with RH = 0.36 (left-bottom plot), there is little or even negative energy
savings potential since the DX coil is dry for all feasible supply air temperatures and the total
power curve is flat over a wide range (see subplot (e) of Figure 9).
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SIMPLIFIED MODEL PREDICTIVE CONTROL
The proposed heuristic rule can be used to determine a near-optimal supply air temperature at any time
for a prescribed sensible load. It can also be integrated with a simplified model predictive controller to
optimize the use of building thermal mass for precooling with relatively small computational requirements
resulting in a control scheme that could provide a practical and scalable solution for on-line optimization of
building precooling. In this study, a simplified one-shot MPC design is proposed that integrates the simple
heuristic rule as a proof-of-concept demonstration of the integrated MPC scheme.





*
[tst* , tend
, T * ]  arg min  k 1 Powcomp (k )  Pow fan (k )
24

tst ,tend ,T

(21)

This simplified MPC problem is formulated under a precooling scenario as shown in Equation (21),
where the start time (tst), end time (tend) and precooling zone temperature setpoint (T) are the optimization
variables and k corresponds to the time step number. Normal zone temperature setpoints are employed
following the precool period. Figure 12 shows the design temperature setpoint profile where the green
dashed curve corresponds to the profile under the conventional night setup strategy and the blue solid curve
corresponds to the designed setpoint profile. All the zones are assumed to follow the same setpoint profile
and the simplified MPC is designed to be one-shot with a 24-hour look-ahead time horizon. So the
optimization is performed at the beginning of each day and the optimal setpoint profile is applied for the
whole day. For each day, the heuristic rule is used to identify the optimal supply air temperature and
calculate the corresponding power consumption for each of the 24 prediction steps. The integrated power
consumption is used as the cost function by the optimization routine iteratively in determining the three
precooling variables. Since the start and end times are discrete variables with a small number of possible
combinations, an exhaustive search method is used to find the optimal solution where the temperature
setpoint T is discretized with a 0.25 C increment.
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ENERGY SAVINGS ASSESSMENT WITH SIMULATION
Simulation Platform
In order to evaluate seasonal savings potential for the heuristic control and the simplified MPC, an
inverse model was developed for a portion of a medium-sized commercial building from measured building
operation data collected in 2013. The layout of the building is shown in Figure 13. The details of the model
can be found in Cai and Braun (SSB, 2014). The north end of the building is served by a single air handling
unit and a 60-ton DX unit. There are 9 VAV boxes conditioning 9 thermal zones.
Two sets of simulations were run for energy savings analysis of the heuristic control and simplified
MPC, respectively. In both simulation sets, the simulation step was chosen to be 1 hour and perfect
feedback control was assumed for the HVAC systems. Simulations were carried out for a 100-day cooling
season and TMY2 data was used as external weather excitations. The primary benchmark for comparison
was a constant supply air temperature (14 C), which was implemented in the building before 2013. The
simulations were carried out using Matlab.
The first set of simulations was used to evaluate the energy savings associated with only the heuristic
control (no MPC) relative to conventional control. In this case, all the zones were controlled with a night
setup strategy with setpoints of 23 C during occupied hours and 25 C during unoccupied hours. To evaluate
the impact of different climates on the energy savings potential of the proposed heuristic logic, simulations
were run with weather data for four different locations in the US. Figure 14 (taken from PNNL & ORNL,
2010) shows the four locations of Phoenix (AZ), Miami (FL), Madison (WI) and Philadelphia (PA) that
were chosen to be representative of hot-dry, hot-humid, cold and mixed-humid climate zones. In this set of
simulations, the DX unit with a variable-speed compressor, forward curved fan and static pressure resetting
strategy was considered.
The second set of simulations involved performance comparisons for four different control strategies:
1) conventional night setup control with fixed supply air temperature setpoints; 2) conventional night setup
control with optimal supply air temperature setpoints determined by solving the optimization problem
described in Equation (20); 3) heuristic supply air temperature resetting strategy and 4) simplified MPC
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solution including both supply air temperature reset and optimal building precooling. Within these
simulations, the DX unit with reciprocating compressors (models from Cai and Braun, ASHRAE
Transactions, 2014) was considered and the static pressure was assumed to be constant.
It should be noted that results from the two different sets of simulations cannot be compared with each
other because of different DX equipment and internal gain profiles. The second set of simulations used a
DX unit model trained with field data from an existing DX unit that was oversized and had been installed
more than 10 years ago, while the DX unit models utilized in the first simulation set were developed from
catalog data of newer units and they were more appropriately sized using simulation results. The internal
heat gain profiles were also assigned differently where the first simulation set used a typical heat gain
profile for an office building and the second simulation set used the measured electrical load profile
assuming occupants' heat gains were negligible. In addition, the minimum airflow rate for each VAV box
was assumed to be 50% of the maximum flow rate in the first simulation set whereas the second simulation
set allowed the air flow ratio to throttle down to as low as 10%. Simulation set 2 used configurations that
are close to the actual building operation since the corresponding DX unit model had been developed with
real operation data, while simulation set 1 more closely followed typical office building settings to provide
a more general energy savings assessment.

Heuristic Control Logic
Figure 15 illustrates the heuristic control logic used in the simulation. This logic is based on the
heuristic that has been developed in previous sections and could be adapted for implementation within a
building control system. This heuristic essentially tries to increase the supply air temperature setpoints
whenever possible to enhance the DX unit's efficiency. Three conditions need to be checked at each
decision step to determine if an increase in the setpoint should be allowed. The first condition requires that
no zone thermostat temperature rise beyond a user-specified comfort deadband from its sepoint while the
VAV box is fully open. The second condition requires that the humidity within all zones stay below a
maximum acceptable value (e.g., 60%). The third condition is related to tracking the transition from a wet
to a dry DX coil. When the coil is dry, the DX unit efficiency decreases with increasing supply air
temperature which is opposite to the trend for a wet coil. Therefore, the goal is to run the coil on the
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boundary of the wet/dry transition as long the zone temperature and humidity are maintained. For
implementation, measurements of coil air inlet and outlet conditions would be sufficient to estimate the
SHR online.

Simulation Results for Set 1
Table 6 presents integrated loads, energy consumption and space humidity (averaged) over the
simulated cooling season for the conventional (constant supply air temperature) and heuristic supply air
temperature setpoint reset control strategies in different locations. The estimated cooling season energy
savings are 9.3%, 8.5%, 2.9% and 4.8% for Madison, Philadelphia (PHL), Miami and Phoenix, respectively.
Most of the time, the heuristic strategy leads to higher supply air temperature and air flow rates than the
conventional strategy for all four cases, which increases ventilation flows and loads for hot climates
(Miami and Phoenix) and decreases ventilation loads for relatively cool places (PHL and Madison). This
trend occurs because the outdoor air damper position is fixed and the ventilation flow increases with
increasing supply air flow rate. Miami has the least energy savings because the indoor humidity is already
high (53%) under the conventional control and there is not much room to optimize due to a 60% upper
bound for indoor relative humidity. Still, the heuristic strategy leads to slightly higher indoor humidity
(57%) than the conventional strategy. Energy savings are significant for Madison and Philadelphia.
Simulation results for a typical day in Philadelphia are plotted in Figure 16 on the left. It can be seen
from the plots that during unoccupied hours, the heuristic strategy tries to increase the supply air
temperature to reduce energy consumption. No dehumidification occurs and the space humidity increases.
At 5:00am space humidity reaches the upper bound and supply air temperature is decreased to start
dehumidification. At 9:00am the occupied mode is triggered and the supply air temperature is further
decreased to meet the building sensible loads. More aggressive dehumidification occurs as a result of the
sensible load requirement and the space humidity is brought down. Accumulated moisture in the evening is
removed during the day time leading to greater occupied period power consumption. However, this is
compensated for by energy savings during the unoccupied period. Overall, there is a net savings of 9.3%
for the whole cooling season. Similar behavior occurred in Madison.
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Phoenix has a totally different behavior due to the dry outdoor air conditions and the results are plotted
on the right in Figure 16. It can be seen that for this specific day, indoor humidity is far below the upper
bound so the supply air temperatures are mainly determined by the sensible load requirements. Slight
dehumidification occurs with conventional control during the evening and that provides some energy
savings with the heuristic strategy. Around 3:00 pm, the supply air temperature determined by the heuristic
strategy is lower than the conventional setpoint. In that period, the conventional supply air temperature is
not able to satisfy the sensible loads for some of the zones since the airflow rates reach the upper bounds,
which cause the temperatures of those zones to go above the setpoint. However, the heuristic strategy
reduces the supply air temperatures to satisfy the loads of all zones. Therefore, in addition to energy
savings, the heuristic strategy also improves indoor comfort.

Simulation Results for Set 2
Table 7 presents seasonal energy consumption from the second simulation set under different control
strategies. Compared to the conventional strategy, optimal control of supply air temperature setpoint leads
to a 15% energy savings while the heuristic reset control results in a 14.2% energy savings. The small
degradation in performance for heuristic control mostly occurred when both sensible and latent load
demands were low. It is worth to mention that the energy savings in this simulation set are greater than
those in simulation set 1. That is because the DX unit utilized in simulation set 2 had been in service for
more than 10 years and its efficiency is much lower than the units considered in simulation set 1. As a
consequence, the compressor power dominates the fan power more significantly and the total power
consumption has a greater sensitivity to the supply air temperature.
Figure 17 plots DX power, sensible load, and air flow rate for the simplified MPC and conventional
night setup strategies over a typical day. It can be seen that the MPC tries to precool the zones starting from
4am and by doing this, the load is shifted from the day time to early morning. There are two incentives for
doing this load shift: (1) The DX unit is more efficient at part-load conditions, which can be observed in the
variation of sensible COP with respect to sensible load plotted in Figure 18, so it is beneficial to flatten the
load profile by precooling the building; (2) The DX unit is more efficient in the early morning when the
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outdoor air temperature is low. With the simplified MPC, an additional 4.2% energy savings was achieved
compared to the 14.2% savings resulting only from the heuristic supply air temperature reset.
Note that the benefit of the simplified MPC could be larger in an economic sense if time-of-use (TOU)
electricity pricing and demand charges are present. In this case, load shifting through MPC could
significantly reduce peak demand and on-peak energy usage. Also in the case study building, the VAV
airflow can throttle down to 10% of the maximum flow rate, which avoids the necessity of reheat under any
of the aforementioned control strategies. However, typical VAV systems require the minimum airflow to
stay above 50% of the maximum flow rate to ensure proper ventilation and comfort. In that situation,
significantly more reheat is needed and the heuristic control could save more energy by reducing reheat
energy consumption since the heuristic favors high air flows and supply air temperatures.

CONCLUSIONS
This paper developed a gray-box modeling approach for DX units that is trained using catalog data
accessible from manufacturer's websites. Integrated models were developed and demonstrated for two cases:
one having a digital scroll compressor and the other with a variable-speed compressor. These physicallybased models are able to calculate the unit performance under part-load operating conditions, which is not
directly available in the catalog maps. In addition, inverse duct and fan system models and results were
presented for two types of fan control (constant and static pressure reset controls) and for different types of
fans. Optimization was then applied to a coupled DX-fan model to determine optimal supply air
temperatures given sensible and latent load requirements. The optimal results indicate that the system is
most efficient at the point where the DX coil condition changes from wet to dry. Based on this observation,
a control heuristic was proposed which finds the supply air temperature at the transition where SHR reaches
one. The heuristic was evaluated in simulation for the different compressors, fan and static pressure control
combinations under different operating conditions and performance was shown to be very close to optimal
under all scenarios. Compared to a constant supply air temperature setpoint, significant energy savings
potential can be achieved depending on the system configuration as well as the operating condition.
A simplified MPC approach for optimal precooling of building thermal mass was proposed and
evaluated that incorporates the heuristic rule to reduce the computational requirements and a reduced
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number of variables that control the precooling rate and duration. The heuristic rule is applied at each
timestep within a daily optimization of the precooling variables that minimizes an integral cost function.
A simulation platform was developed and utilized to assess integrated performance of the proposed
control approaches. The tool incorporates a data-driven envelope model for a building located at
Philadelphia, PA along with a DX system model. Two sets of simulations were carried out to analyze the
energy savings potential of the heuristic control and simplified MPC, respectively. The first set of
simulations was run for different locations to evaluate the impact of climate on the performance of the
heuristic control. It was found that under moderate-humid climates, the heuristic strategy could provide
significant energy savings (close to 10%). For hot-dry climates, the energy savings are lower (around 5%)
since there is a lower demand for dehumidification. For hot-humid climates, the energy savings are
minimal because indoor humidity is already close to the allowed upper bound and there is not much room
for optimization. The second set of simulation results confirmed that the heuristic strategy could provide
near-optimal performance throughout a whole cooling season. Also, the simplified MPC led to an
additional 4.2% energy savings beyond those of the heuristic control. It is expected that significantly
greater cost savings would be possible when time-of-use electricity pricing and demand charges are present.

Nomenclature
ESP
hair,in
mair
mair,cond
mr
NTU
Psup
Pfan,inlet
Powcomp
Powfan
Pzone
qcond
qtot
qsen
SHR
Stage
T
Tair,wb,evap
Tair,db,evap
Tamb
Tcond

=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=

Fan external static pressure, in.W.C. or Pa
Evaporator inlet air enthalpy, kJ/kg or Btu/lb
Evaporator air mass flow rate, kg/s or lb/s
Condenser air mass flow rate, kg/s or lb/s
Refrigerant mass flow rate, kg/s or lb/s
Heat exchanger number of transfer units
Supply air pressure, in.W.C. or Pa
Fan inlet air pressure, in.W.C. or Pa
Compressor power, kW or Btu/hr
Fan power, kW or Btu/hr
Zone air pressure, in.W.C. or Pa
Condenser capacity, kW or Btu/hr
Evaporator total capacity, kW or Btu/hr
Evaporator sensible capacity, kW or Btu/hr
Sensible heat ratio
Compressor stage number
Precooling temperature, °C or °F
Wet-bulb temperature of air entering evaporator, °C or °F
Dry-bulb temperature of air entering evaporator, °C or °F
Ambient or outdoor air temperature, °C or °F
Condensing temperature, °C or °F

255
tend
Tevap
Tsc
tst
Tsup
UA
V
ε
ΔPfan,downstream
ΔPfan,upstream

=
=
=
=
=
=
=
=
=
=

End time of precooling period
Evaporating temperature, °C or °F
Subcooling temperature, °C or °F
Starting time of precooling period
Supply air temperature, °C or °F
Combined heat transfer coefficient
Airflow rate, L/s or CFM
Heat exchanger effectiveness
Fan downstream pressure drop, in.W.C. or Pa
Fan upstream pressure drop, in.W.C. or Pa

=
=
=
=

Maximum value allowed
Minimum value allowed
Optimal solution
Load requirement

Subscripts
max
min
opti
req
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Figure 1: Comparisons of model estimates and catalog data for the evaporator
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Figure 9: Variation of total power consumption (left-axis label) and SHR (right-axis label) with supply air
temperature under different operating conditions for DX unit with digital scroll compressor. RH and Tdb:
air relative humidity (%) and dry-bulb temperature (C) entering evaporator; Qsen: required sensible
capacity (kW) on DX coil; Tamb: ambient temperature (C).
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Figure 10: Variation of total power consumption (left-axis label)) and SHR (right-axis label) with supply
air temperature under different operating conditions for DX unit with variable speed compressor. RH and
Tdb: air relative humidity (%) and dry-bulb temperature (C) entering evaporator; Qsen: required sensible
capacity (kW) on DX coil; Tamb: ambient temperature (C).
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Figure 14: US climate zones and cities chosen to investigate climate impacts on heuristic control savings
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Table 1: Type and Capacities of Components Obtained from Manufacturers’ Information
Evaporator
Compressor
Condensing unit

Type
Standard DX coil
Standard scroll
Digital scroll
Variable speed
Air-cooled condensing unit (packaging condensing
coils and compressors)

Capacity
30 tons (106 kW)
15 tons (53 kW)
15 tons (53 kW)
2.65 tons (9.3 kW)
30 tons (106 kW)
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Table 2: Evaporator catalog data
Evaporator air
Airflow
Ewb*
(L/s)
(C)
22
4250
19
17
22
5660
19
17
22
7080
19
17

-1
TC**
165
139
116
188
160
134
205
175
148

2
SHC+
79
87
93
91
102
112
101
116
129

TC
150
124
101
171
143
117
187
157
129

Evaporating temperature (C)
4
7
SHC
TC
SHC
TC
SHC
73
134
115
59
59
80
108
90
64
64
86
84
68
68
68
84
153
132
132
69
95
124
104
104
78
104
98
82
82
82
94
167
145
145
78
108
137
114
114
90
120
109
94
94
94

10
TC
95
69
57
109
80
70
120
89
80

SHC
51
56
57
60
68
70
68
79
80

*

Ewb: entering wet-bulb temperature.
TC: total capacity (kW).
+
SHC: sensible capacity (kW) based on 26.7 C dry-bulb temperature of air entering evaporator coil.
**

Table 3: Condensing unit catalog data
SST or
Tevap* (C)
TC**
0
kW+
TC
2
kW
TC
4
kW
TC
6
kW
TC
8
kW
TC
10
kW

21
102
22.9
109
23.4
116
23.9
123
24.4
129
25
136
25.6

27
96.6
25.5
103
26
109
26.5
116
27
122
27.6
128
28.2

Condenser entering air temperature / ambient temperature (C)
30
32
35
38
41
43
46
93.6
91.6
88.7
85.6
82.4
80.3
77.1
27
28
29.6
31.3
33
34.3
36.2
99.8
97.7
94.6
91.3
88
85.8
82.4
27.5
28.5
30.1
31.8
33.5
34.7
36.7
106
104
101
97.1
93.7
91.3
87.8
28
29
30.6
32.2
34
35.2
37.1
112
110
106
103
99.3
96.8
93.1
28.5
29.5
31.1
32.7
34.5
35.7
37.6
118
116
112
109
105
102
98.3
29
30
31.6
33.3
35
36.2
38.1
124
122
118
114
110
108
103
29.6
30.6
32.2
33.8
35.6
36.8
38.6

49
73.8
38.2
79
38.7
84.1
39.1
89.2
39.6
94.3
40.1
99.2
40.6

*

SST or Tevap: saturated suction temperature entering condensing unit or evaporating temperature.
TC: gross cooling capacity (kW).
+
kW: compressor power.
**

Table 4: Model input-output forms for the main components
Model input-output form
Evaporator

 qtot , qsen   Evap  Tevap ,V , Tair ,db,evap , Tair ,wb,evap 

Compressor

 Pcomp , mr   Compressor  Tevap , Tcond , Stage 



Condenser

qcond  Cond (Tcond , Tamb , mr )





Table 5: Key parameters for the selected fans
FC (forward curved)
AF (airfoil)
Q (vaneaxial)

Diameter
25 in. (0.64 m)
22 in. (0.56 m)
36.5 in. (0.93 m)

Maximum SP
5 in. W.C. (1.25 kPa)
8 in. W.C. (2 kPa)
5 in. W.C. (1.25 kPa)

Maximum HP
30 BHP (22.4 kW)
40 BHP (29.8 kW)
30 BHP (22.4 kW)

52
70.5
40.3
75.4
40.7
80.3
41.1
85.1
41.7
90
42
0
0
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Table 6: Some integrated performance comparisons between conventional and
heuristic controls

Philadelphia
Miami
Phoenix
Madison

Qsen on DX coil
(MWh / MMBtu)
Heur.
Conv.
130.1 /
130.4 /
444
445
142.6 /
143 / 488
486.6
173.1 /
172.7 /
590.6
589.3
120.5 /
122.1 /
411.2
416.6

Qlatent on DX coil
(MWh / MMBtu)
Heur.
Conv.

Energy consumption
(MWh / MMBtu)
Heur.
Conv.

15 / 51

17.5 / 59.7

25.8 / 88

31.1 / 106

31.4 / 107

35.5 / 121

7.75 / 26.4

11.9 / 40.6

46.5 /
158.7

36.5 /
124.5
48.8 /
166.5

8.3 / 28.3

10.5 / 35.8

22.5 / 76.8

24.8 / 84.6

27.5 / 93.8

Mean zone
RH %
Heur.
Conv.
53

45

57

53

52

47

55

48

Table 7: Seasonal energy consumptions for different control strategies
Conventional
Optimal Tsup reset only
Heuristic Tsup reset only
Heuristic-integrated MPC

Total power
69.4 MWh (237 MMBtu)
59.1 MWh (202 MMBtu)
59.7 MWh (204 MMBtu)
56.8 MWh (194 MMBtu)

Energy savings
15.1%
14.2%
18.4%
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A Multi-Agent Control Based Demand Response Strategy for
Multi-Zone Buildings*
Jie Cai, James E. Braun, Donghun Kim and Jianghai Hu

Abstract—This paper presents a multi-agent control approach for optimal demand management of multi-zone
buildings. A near-optimal heuristic is proposed for a typical chilled-water air-conditioning (AC) system that can
be used to formulate a demand response (DR) problem under a convex form. Then a building multi-agent
control framework is utilized to synthesize a multi-agent controller where an alternating direction multiplier
method (ADMM) based algorithm is adopted for intra-agent optimization and inter-agent coordination. With
the proposed multi-agent DR strategy, 6% energy cost savings and 20% demand cost savings were achieved for
a month period with a 3-zone case study.

I. INTRODUCTION
Demand side management in buildings is critical for benefits of both building owners and the grid.
Buildings account for more than 70% of the total electricity consumption in the US [1], so building demand
behaviors play an important role in the stability and efficiency of grid operation. Utility companies provide
time-of-use (TOU) pricing and a demand charge as incentives for end users to shift their load from on-peak
time to off-peak time. For building owners, managing the building load in a proper way could lead to
significant economic benefits.
Precooling is an effective approach to shifting building loads from on-peak to off-peak hours. With this
approach, the building is slightly overcooled prior to the peak period to store 'cooling energy' in the thermal
mass and during on-peak hours, the stored 'cooling energy' is released to the zone space through upward
adjustments in setpoints leading to reduced cooling power. Extensive research documented in the literature
has led to development of different approaches based on this idea. For example, a 25% peak cooling load
reduction was demonstrated in [2] by using a precooling strategy in a large office building. With the reduced
cooling load, one chiller could be eliminated that could lead to a $500,000 cost savings. In addition, monthly
electricity costs could be reduced by 15%. In [3] a precooling test was carried out within an office building
leading to an 80-100% chiller power reduction for a 3-hour peak period under mild weather conditions. An
extended test was performed in [4] during hot summer days where the peak demand reduction only lasted for
two hours and a significant rebound was observed at the 3rd hour of the peak period. To avoid the power
rebound, [5] proposed a model-based demand-limiting control strategy where a data-driven model is used to
predict the building thermal behavior and to maintain the cooling power at a constant level during a demandlimiting period.
Most of the aforementioned demand-limiting strategies are rule-based or rely on some simplified
optimization that might lead to sub-optimal or even non-optimal solutions. In addition, the strategies only
concern a single zone/building and cannot handle the demand response (DR) problem of a multi-zone
building or building clusters where coordination between different end users is critical to achieve an overall
optimality. In that regard, distributed model predictive control (DMPC) is a more suitable approach. There
have been several attempts to apply a DMPC technique for building energy system control [6]-[8]. Most of
this work has adopted a distributed control structure where each zone has a dedicated controller that
optimizes its own control trajectory while different optimization and coordination algorithms were utilized in
different studies. For example, a primal decomposition method was used in [6] to distribute the computation
to different local controllers and a bundle method was used to solve the inter-zonal coordination. In [7], a
*
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multi-zone building control problem was formulated under a linear programming (LP) form and the Benders'
decomposition method was applied.
The present study proposes a multi-agent-control-based DR strategy for multi-zone buildings where an
optimizer agent is assigned to minimize energy cost of each individual zone and a demand agent is used for
demand cost reduction. The main contributions and differences of the current study compared to previous
work are:
1.

a more detailed representation of the building heating, ventilation and air conditioning (HVAC)
system is employed, so the target problem is more realistic;

2.

a heuristic rule is developed for a typical chilled-water AC system that enables formulating the
problem under a convex form;

3.

a DR formulation is proposed that considers the tradeoff between energy cost and demand cost;

4.

a distributed control scheme is proposed as a scalable alternative to address DR problems.
II. CASE STUDY DESCRIPTION

Three office spaces, a portion of the Living Laboratories within the Center for High Performance
Buildings at Purdue University, are used as a case study building to test the effectiveness of the proposed
approach. The three zones are nearly identical and the system layout is shown in Figure 1. Zone1 and Zone2
are exactly the same except for the occupancy profile, as will be shown in Section V. Zone3 differs from the
other two zones in that only a single-skin facade is configured while Zone1 and Zone2 both have doubleskin facades. This difference has significant effect on the building thermal behavior. In addition, Zone3 is
more occupied resulting in more intensive electricity usage and internal heat gains. The three zones are
served by different air handling units (AHU) but chilled-water is provided by a central air-cooled chiller as
the cooling source. Hot water is provided by a boiler to the reheat coils in the AHUs. However, since the
boiler efficiency is relatively constant with respect to heating demands, boiler gas usage is assumed to be
proportional to the total reheat across all three zones and no boiler model is needed. There is good insulation
in the separating walls so the thermal interactions between zones are negligible.

Zone1

Qcl1

Qht1
Zone2

Qcl2

Qht2
Zone3
3
cl

Q

3
ht

Q

Figure 1. Case study building system layout

III. COMPONENT MODELS
Models for different components of the case study building have been constructed from field
measurements except for the chiller. The HVAC equipment models are used in the derivation of a nearoptimal heuristic rule and the envelope model is used along with the heuristic rule in the control
optimization.
A. Building Envelope
A simplified thermal network model has been developed for the building envelope of each zone where
the model parameters were estimated based on on-site measurements. The model details can be found in [9]
or [10] and the obtained model can be formulated under a discrete-time state-space representation:
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x[i  1]  Ax[i ]  B w w[i ]  Bu Qz [i ]
y[i ]  Cx[i ]  xz [i ]
where w is a vector of uncontrollable inputs or disturbances including outdoor conditions and internal heat
gains due to occupants and equipment, Qz is the sensible cooling or heating provided to the space by the
HVAC system and is the only controllable input. y or xz is the zone air temperature.
B. Chiller
Chilled water is provided by the campus central cooling plant to the case study building. An imaginary
air-cooled chiller is assumed and a data-driven model was constructed to represent the cooling plant
characteristics. The model utilizes a quadratic correlation to the leaving water temperature (Tlw) and
outdoor air temperature (Toa) to calculate the chiller capacity:
Caprate  a1  a2Toa  a3Toa2
 a4Tlw  a5Tlw2  a6TlwToa

The chiller power can be calculated in exactly the same way as above, though with a different set of
parameters a1 to a6. Under part load conditions, a quadratic correlation is used to scale down the power
based on the load ratio, LR, which is defined as the ratio of the actual load to the rating capacity:

PowPL   b1  b2 LR  b3 LR2  Powrate .
Parameters a1 to a6 and b1 to b3 were estimated via linear regression to catalog data.
C. Cooling coil
A quasi-steady-state model was developed for the cooling coil from on-site measurements. A moving
boundary modeling approach, adapted based on [11], is adopted where the transition point of the coil from
dry to wet is determined iteratively with air and chilled-water energy balance. Dry and wet coil heat
transfer coefficients are calculated based on correlations to air and water mass flow rates where the
correlation parameters were estimated from measurements. The model details can be found in [9] and the
obtained model is of the form:

[Qcl , sen , Qcl ,tot ]  ClCoil Tma , RH ma , Tw,in , ma , mw  ,
where Qcl,sen and Qcl,tot are the sensible and total capacities of the cooling coil; Tma and RHma are the coil
inlet air temperature and relative humidity; Tw,in is the coil inlet water temperature; ma and mw are the air
and water flow rates, respectively.
D. Supply air fan and chilled-water pump
A cubic correlation to the airflow/water flow is used to calculate the supply fan/chilled-water pump
power. Actual measurements were used to train the correlation parameters.

Powpump / fan  c0  c1mw/ a  c2 mw2 / a  c3 mw3 / a
IV. NEAR-OPTIMAL HEURISTICS
Integrating all the HVAC equipment models together can provide the overall HVAC system
performance. Define Qsen,net as the cooling coil net capacity which equals the coil capacity minus the heat
dissipated by the fan. This net capacity is the effective cooling rate that the AC system provides. Figure 2.
and Figure 3. show the total HVAC power variations with respect to airflow under two example operating
conditions. Coil inlet chilled water temperature is assumed to be a fixed value of 8.5 C. Airflow is allowed
to vary between 1200 CFM (0.67 kg/s) to 2600 CFM (1.44 kg/s) for the sake of fan life span and
ventilation requirement.
Figure 2. shows a case under dry coil condition. To achieve a specified net capacity (2 kW in the plotted
case) higher airflow consumes more fan power and thus, requires more chiller power to compensate for the
heat dissipated from the fan. This can also be observed in the coil heat exchange rate variations plotted in
the bottom (the sensible and total rate curves are overlapped). Chilled water pump power is small compared
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to powers consumed by the chiller and supply fan. As a consequence, the total power increases
monotonically with airflow.
Tma=23C; Toa=33C; RHma=63% ;Qsen,net=2kW
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Figure 2. HVAC total power trend under dry coil condition.
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Under wet coil condition shown in Figure 3. , coil sensible capacity still increases with increasing
airflow to offset the fan heat. However, less dehumidification (latent capacity) occurs with higher airflow
due to higher coil surface temperature and this latent capacity decrease dominates the sensible capacity
increase. As a consequence, the total coil capacity and chiller power decreases with increasing airflow. A
slight decrease can also be observed in the pump power because less chilled water is needed. However, the
fan power increase is so dominant that the total power still increases with airflow although the curve is
relatively flat when airflow falls below 1 kg/s.
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A similar trend can be observed in other operating conditions, leading to a near-optimal control
heuristic: maintain the airflow at minimum level and vary the chilled water flow for capacity modulation.
This heuristic will be used in the DR problem formulation in the subsequent section.
Tma=19C; Toa=33C; RHma=79% ;Qsen,net=4kW
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Figure 3. HVAC total power trend under wet coil condition.

V. DEMAND RESPONSE PROBLEM FORMULATION
Equations (1) to (3) provide a formulation of the centralized DR optimization problem for the 3-zone
case study described in Section II. The superscript j is used to indicate the association with zone j. By virtue
of the heuristic derived in the preceding section, the coil capacity for zone j can be formulated as
Qclj , sen  LR j  Caprate (Toa )

where LRj is the ratio of the coil load in zone j to the chiller total cooling capacity. Since coil inlet chilled
water temperature is constant, the chiller capacity is only a function of the outdoor temperature Toa. Note
that the heuristic helps remove the total airflow (ma) from the design variables and make the following
convex formulation possible. Define Powch as the total power consumed by the chiller and chilled water
pump and a 4th order convex polynomial fit was obtained that correlates Powch to the total load ratio LR at
each outdoor air temperature:





Powch  Pow ch LR, Toa  Pow ch



3
j 1



LR j , Toa .

It is shown in Appendix A that obtaining a 4th order convex polynomial fit is a convex problem and can be
easily solved with a convex programming package. Figure 4. shows the variation of Powch with respect to
LR at an example outdoor air temperature Toa=33C and the curve exhibits a convex shape. This convex
shape can also be observed under other tested Toa and because of this, good fits were obtained with R2>0.99
for most of the tested outdoor air temperatures. Convexity of this power function makes the DR problem
formulation in the following subsection convex, which provides good convergence properties for the
adopted optimization algorithm. Note that the calculation of the pump power requires coil air side
conditions as well as the water distribution to different zones. However, since the pump power is small
compared to the chiller power, pump power calculations are only performed under a nominal air condition
and water distribution.
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Figure 4. Variation of total power of chiller and pump with respect to load ratio.

Non-HVAC power needs to be considered in the DR optimization since demand is charged by the total
peak power. Figure 5. shows the variation of the non-controllable power, denoted by Pownctrl, in a typical
day consumed by the supply fan (supply fan power is constant providing the minimum airflow), lighting,
computer and other electrical appliances. These profiles were obtained by averaging the measured power
within a month. The same profile is applied to each day within the simulation test.
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Figure 5. Non-chiller power variations for a simulation day.

A. Centralized formulation
A centralized formulation of the demand response problem is shown in (1) to (3). The cost function
shown in (1) is the total utility bill increment including gas and electricity costs within the prediction period
of length Np. re, rDC,l and rgas are the electricity energy rate ($/kWh), electricity demand charge rate ($/kW)
and gas price ($/kWh), respectively. The electricity energy rate could vary with the time of the day (e.g.,
on-peak and off-peak rates) so it is time indexed. Different demand charges are considered under different
rating periods where Pl is the set of the time indices within period l. The number of demand rates or periods
is denoted by Nd. So the formulation is flexible in handling different demand charge structures. The gas
price is assumed constant (0.03 $/kWh-reheat in the case study). The first two terms of the cost function
shown in (1) represent accumulated electricity energy cost and gas cost, respectively, while the third term
represents the incremental demand charge within the look-ahead horizon. Powthresh,l[k] is the peak demand
that occurs in rating period l within the past portion of the billing cycle. So the demand cost term is the
incremental demand charge if the peak power within the prediction period is above the current billing cycle
peak Powthresh,l[k]; and demand cost term is 0 otherwise. This billing cycle peak Powthresh,l[k] needs to be
updated after each MPC decision step if the current action leads to power consumption larger than the
current Powthresh,l[k].
Equation (2) lists all the optimization constraints related to each individual zone. The first constraint
comes from the discrete-time dynamic model for the building envelope illustrated in Section III and Qz is
the net sensible cooling rate that the HVAC system provides. The 2nd constraint calculates the net sensible
cooling rate by considering different energy sources: from cooling coil, hot-water reheat, fan heat and
ventilation. Note that this constraint is originally bilinear since the return air temperature TRA is the design
variable Tzj. However, this is simplified to a linear constraint by fixing the return air temperature to a
constant nominal value. This is a reasonable assumption since the zone air temperature is typically
regulated within a narrow range for the sake of occupant comfort. Simulation results show that this
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simplification leads to less than 1% difference in the daily energy consumption. moa is the outdoor airflow
rate which should be above the ventilation requirement and below the fixed total airflow. The 3rd constraint
is a time varying interval type which is used to ensure thermal comfort for the occupants. The upper and
lower bounds (Tz,lb and Tz,ub) can vary depending on the occupancy status of the room. The remaining
constraints in (2) are due to capacities of the specific equipment. The constraint in (3) comes from the
requirement that the sum of coil cooling rates provided to different zones needs to be smaller than the
chiller's cooling capacity.
B. Distributed formulation
Note that the couplings between different zones exist in both the cost function in (1) and the constraint
in (3) while the constraints in (2) are already decoupled. To decouple the overall problem and to reach a
distributed formulation, some new variables are introduced: LRjoth [i] for j=1,2,3-- zone j's estimate of the
load ratio that is consumed by the other two zones; Powjmax,l for j=1,2,3-- zone j's estimate of the peak total
power occurring in the rating period l within the look-ahead horizon; Pow4max,l-- the estimate of the peak
total power for the demand agent that will be discussed shortly. In addition, define the estimate of the
chiller power from zone j as









j
F j [i ]  Pow ch LR j [i]  LRoth
[i ], Toa [i ]  Pownctrl [i] / 3 .

Then the DR problem shown in (1) to (3) can be reformulated as (4) to (7).
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(7)

s j

j
Powmax,l  Powmax
,l ,

Note that the variable LRjoth is an estimate that is made from zone j, thus it belongs to zone j. The
introduction of this variable helps to decouple the first term in the centralized cost function in (1) and is
also used to bridge different sub-problems. The constraint in (6) illustrates the relationship of this new
variable to other existing variables.
The variable Powjmax,l also belongs to zone j. As a result, the constraints in (5) are separate for different
zones, which are indexed by j. The introduction of Pow4max,l helps separate the demand cost from the zones
so that an individual agent can be assigned to handle the demand cost as will be described in the following.
With this reformulation, the centralized problem can be segmented into 4 sub-problems where the first
3 sub-problems concern optimal scheduling of the 3 zones and the 4th sub-problem is to minimize the
demand charge.
Sub-problem j for j=1,2,3: each zone agent minimizes the electricity energy and gas cost for the
corresponding zone.
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Sub-problem 4: the demand agent tries to reduce demand cost.
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Consensus constraints in (6) and (7) are required to handle the couplings across different sub-problems.
Define the global shared variable vector as
j
Z : LRoth
, act [i ] | j  1, 2,3; i  k ,..., k  Np  1

Pow

max ,l

| l  1,..., Nd 

,

where Powmax,l is the actual peak demand in rating period l and LRjoth,act is the actual sum of load ratios from
zones other than zone j.
For sub-problem j with j=1,2,3, the local shared variable vector is defined as
j
X j : LR j [i], LRoth
[i] | i  k ,..., k  Np  1

Pow

j
max ,l

| l  1,..., Nd 

.

For the demand sub-problem, the local shared variable vector is
4
X4 : Powmax
,l | l  1,..., Nd  .

The consensus constraints in (6) and (7) are linear and thus, can be reformulated as
X j  E jZ

for j  1,..., 4

(8)

A. Solution scheme
A multi-agent control framework has been developed to facilitate the multi-agent control design process
[9][14]. With the help of this framework, the distributed formulation can be easily composed and an
alternating direction multiplier method (ADMM) based algorithm is implemented within the framework as
a mechanism for intra-agent optimization (energy cost minimization within each zone agent and demand
reduction in the demand agent) and inter-agent coordination (enforcing consensus constraints). The
algorithm is implemented in a two-level hierarchy: local- or sub- problems are solved in parallel by the
corresponding agents with the convex programming package CVX [12] and the SDPT3 solver [13]. A
coordination level performs a simple multiplier variable update.
VI. CASE STUDY RESULTS
The case study considers typical summer electricity tariffs shown in TABLE I. which has three rating
periods: on-peak, mid-peak and off-peak periods. Electricity energy cost differs slightly in different periods
and only an anytime peak demand charge is involved. So there is only one demand rating period and Nd=1
in the formulation shown in (1). A 24-hr look-ahead horizon is implemented so Np=24 and only the first
step decision is applied. After one time step period is past, the optimization is repeated so this procedure is
carried out in a receding horizon scheme. Zone temperature lower/upper bound Tz,lb/Tz,ub is set to
20.5/24.5C during unoccupied periods and 21.5/23.5C during occupied periods. The occupied period starts
from 9am and ends at 9pm every day and the rest of the time is unoccupied. The minimum outdoor air
intake is moa,min =250 CFM (0.14 kg/s) for ventilation and the maximum is moa,max =1200 CFM (0.67 kg/s)
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which is the fixed total airflow. Actual weather measurements from June 2015 were used as external
excitations in the simulation test and perfect weather prediction was assumed in the MPC optimization.
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Figure 6. Convergence of solution algorithm.

Figure 6. shows the coordination iterations at an example time step. The top plot shows the consensus
constraint violation, which is the L2 norm of the mismatch between the two sides of the equality shown in
(8). The bottom plot shows the variation of the total utility cost. The iterations converge to a consensus
optimum in an oscillatory manner. This type of convergence was observed for all simulated steps by virtue
of convexity in the proposed formulation.
To assess the cost savings potential, a baseline control was simulated where cooling is turned on when
zone temperature would rise above Tz,ub and reheat is enabled when the temperature would drop below Tz,lb.
The baseline control results are shown in Figure 7. Most of the time, cooling is required to prevent the zone
temperatures going beyond the comfort upper bound. The peak power consumptions occur within the
period of 350 to 410 hr. A demand cost of 197$ was determined for this simulation period. TABLE II. lists
the energy and demand costs associated with different control strategies.
A multi-agent DR strategy without economizer mode, which set moa,max=moa,min, was tested and the
results are plotted in Figure 8. At the beginning of the simulated billing cycle, the peak demand variable
Powthresh,1[1] is set to 0. As a result, significant precooling is observed during the first several days to limit
the peak power as much as possible. This is not optimal in the scope of the whole month, since the first
several days do not contain the peak load and the strategy is over-prioritizing the demand cost reduction
which could lead to more energy cost. This unfair weighting continues until reaching the actual monthly
peak. Because of this, there might be small or even negative energy cost savings during the period prior to
the monthly peak. A remedy would be to set the starting peak demand variable Powthresh,1[1] to a rough
estimate of the target peak. However, it was shown in [15] that the monthly cost savings would be
negligible even if Powthresh,1[1] is set to the actual optimal value because the energy savings potential is
much smaller than that for the demand. Besides the first several days, significant precooling is also present
prior to the monthly peak days. The zoom-in plot in Figure 9. shows the temperatures along with the power
splits for different zones within the peak load period. Zone3 has higher load than the other two zones due to
the high internal gains and strong coupling to the ambient, so Zone3 has the earliest precooling start time.
In addition, different zones shift their "precooling peaks" to different periods so that the total power is
maintained flat. This demonstrates the benefits of inter-zonal coordination, because without coordination
the zones would possibly precool at the same time leading to another power peak.
This DR strategy without economizer and with Powthresh,1[1]=0 leads to 1.6% energy cost savings but
nearly 20% demand cost savings. 5~15% savings were reported for the chiller energy cost in previous
demand-limiting studies, which is comparable to the savings achieved in the present study since only 23%
of the energy consumption comes from the chiller.
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TABLE I.

SUMMER TOU TARIFFS WITH DEMAND CHARGE

Rate
periods
On-peak

Electricity
price ($/kWh)
0.108

Mid-peak

0.089

Off-peak

0.064

TABLE II.

Hours

Demand
charge

Noon - 6 PM
8 AM - noon; 6
PM - 11 PM
All other hours

$19.2/kW
anytime peak
demand

ELECTRICITY COSTS UNDER DIFFERENT STRATEGIES

Control strategy
Baseline
Multi-agent DR
Multi-agent DR
with economizer

Electricity cost ($)
Energy cost

Demand cost

Total cost

372
366(1.6%↘)

197
159(19.3%↘)

569
525(7.7%↘)

351(5.7%↘)

155(21.3%↘)

506(11.1%↘)

Another tested strategy is the multi-agent DR with economizer where the outdoor airflow is allowed to
vary within the feasible range. This strategy could take advantage of the "free cooling": intake more
outdoor air when it is cool outside but space cooling is still needed. This strategy leads to significantly
larger energy cost savings and also helps reduce the demand cost compared to the DR strategy without
economizer mode.
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Figure 7. Simulation results under baseline control.
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Figure 8. Simulation results under multi-agent demand response control.
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VII. CONCLUSION & DISCUSSIONS
This paper proposed a multi-agent control approach and demonstrated its effectiveness in solving the
demand response problem in a multi-zone building. A key element is the integration of a near-optimal
heuristic rule within the multi-agent control formulation that helps guarantee convergence of the proposed
algorithm. Simulation results for a case study show that the proposed approach can provide significant
demand cost reduction but energy cost savings is small without economizer operation. When an
economizer is enabled, a noticeable energy cost savings is obtained by utilizing the "free cooling" and
demand cost reduction is also enhanced slightly.

Tzone C

The proposed approach can also be applied to a building cluster with an aggregated utility bill. Different
buildings could have a shared cooling source such as buildings on a campus where chilled water is
provided by a central cooling plant and distributed to multiple buildings. The case study considered in this
paper is representative of these opportunities since different zones could represent different buildings that
are thermally decoupled from each other. For the case where each building has its own dedicated cooling
system, e.g., an apartment complex, coordination is still needed among different buildings as long as an
aggregated bill is used.
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Figure 9. Zoomed plots of the peak period under DR control.

A limitation of the approach is that the HVAC model would underestimate the cooling power when
dehumidification occurs. So the cost savings might be compromised under humid weather conditions and
the proposed approach should be improved to better address this issue as a future work.
APPENDIX A
Given a sample of a single independent variable x and the corresponding observation vector y:

x   x1 ,..., xN  
T

N

,

y   y1 ,..., yN  
T

N

and define
f ( x | a  [a0 , a1 , a2 , a3 , a4 ])  a0  a1 x  a2 x 2  a3 x 3  a4 x 4 ,

1 x1

1 x2
X


1 xN
then the 4th order convex polynomial fit problem is:

x12
x22
xN2

x14 

x24 
,


xN4 
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min y  Xa

2
2

a

s.t. a  A  a 
 aA 

x

5

| f ( x | a) is globally convex in x 

a 

5

| f ''( x | a)  0 

Note that f ''(x|a) is linear in a for a given x. Thus, A is convex since it is an intersection of an infinite
number of half spaces. In addition, f ''(x|a) is quadratic in x and A is non-empty. So the 4th order convex
polynomial fit problem is convex.
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This paper presents a general approach for determining maximum monthly energy cost savings
associated with optimal supervisory control for cooling in commercial buildings in the presence of utility
rates that include both demand and time-of-use energy charges. The resulting tool has month-long time
horizon because of the nature of demand changes and is only useful for benchmarking the performance of
simpler and shorter-term demand response and optimal control approaches. Attempts to solve this
optimization problem using a centralized formation failed and therefore the benchmarking problem was
formulated as a dynamic optimization problem within a multi-agent control framework so that the monthly
optimization problem is segmented into several sub-problems where each sub-problem involves system
optimization for a shorter period of time, e.g., a one-day period. The daily-scale optimization involves
determination of trajectories of zone setpoint temperatures that minimize an integral cost function with a
demand cost constraint determined by a demand agent. In order to further simplify the daily optimization,
dynamics associated with the cooling system are neglected and optimal control of the cooling system is
assumed to be based on heuristics determined through upfront analysis. This approach leads to
significantly reduced computational requirements and more importantly, it provides guaranteed
convergence in the multi-agent optimization. Results for a single-zone building case study are presented to
illustrate the potential cost savings. In addition, a simpler and more practical short-term optimization
approach with a demand-limiting heuristic is proposed and evaluated in comparison to the benchmarking
optimization results for this case study and achieves most of the potential savings.

Introduction
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Demand charges and time-of-use (TOU) pricing exist in most utility markets as an incentive to reduce
the peak power demand and thus, the capital investment on the power plants in a grid. Buildings account
for more than 70% of the total electricity consumption in the US (EPA, 2009), thus control strategies for
buildings that consider both energy and peak demand costs are beneficial for both the grid and building end
users.
For existing buildings, one of primary opportunities for reducing peak demand and shifting energy use
to lower cost periods is through the use of building thermal mass. This involves adjustment of building
zone temperature setpoints where the building is precooled during off-peak and low demand periods and
then the temperature setpoints are adjusted upwards during the on-peak period to reduce cooling power.
The range of setpoints is limited by comfort bounds but significant opportunities exist because of the large
and distributed thermal mass inherent in commercial buildings. For example, Keeney and Braun (1997)
demonstrated a 25% peak cooling load reduction by using a precooling strategy in a large office building
with two identical wings. With the reduced cooling load, it was found that a chiller that had failed did not
need to be replaced leading to a potential $500,000 cost savings. In addition, simulation results showed a
15% reduction in the chiller electricity energy cost with a simple precooling strategy. Xu et al. (2004)
carried out a precooling test within an office building where chiller power was reduced by 80-100% for a 3hour peak period under mild weather conditions and the savings were very dependent on the amount of
precooling (limited and extended precooling) and weather conditions. Xu and Haves (2006) performed an
extended test during hot summer days where the peak demand reduction only lasted for two hours and a
significant rebound was observed at the 3rd hour of the peak period. To avoid the power rebound, Lee and
Braun (2008) proposed a model-based demand-limiting control strategy where a data-driven model is used
to predict the building thermal behavior in the demand-limiting period and an optimal space temperature
setpoint trajectory is sought using the model so that the cooling power is maintained at the lowest constant
level in the demand-limiting period. As demonstrated in Lee and Braun (2006), the obtained optimal
setpoint trajectory led to larger peak load reduction compared to a step or linear setup trajectory.
These previous studies did not explicitly consider the tradeoff between cooling energy and demand
costs. Peak load reduction comes at a price of increased cooling energy since the lower zone temperatures
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in the precooling periods induce larger heat gains from the ambient through heat conduction and
ventilation. So a poorly devised demand-limiting strategy could lead to total cooling energy costs that are
actually greater than those for a non-demand-limiting strategy. Although extensive research work has been
done on reducing demand (or energy) cost, there is little work on reducing the total electricity cost. Braun
(1990) formulated two dynamic optimization problems for building energy cost and peak electrical demand
minimizations, respectively, both evaluated over individual days with the beginning and end states of the
building forced to be the same. The performance of the optimal solution was assessed in terms of energy
cost savings and peak demand reduction with respect to different weather conditions, HVAC system
characteristics and electricity rate structures. Although the parametric study results highlighted some trade
offs between energy and demand costs, this study did not consider the total cost reduction explicitly. Ma et
al. (2012) proposed an economic model predictive control (MPC) formulation that considered the sum of
energy and demand costs explicitly in the optimization cost function. With simplified building and
equipment models, the MPC problem was formulated as a linear programming problem and the optimal
solution was implemented in a shrinking horizon scheme. However, it only considered daily system
optimization which posed unrealistic weighting between energy and demand costs.
The challenge of studying the tradeoff between energy and demand costs lies in the month-long time
scale associated with assessing demand charges, since they are based on peak demands over an entire
monthly billing period. In a practical sense, this makes optimal operation impossible when considering both
energy and demand costs. However, it is still useful to understand the maximum savings potential
associated with optimal control over monthly billing periods in order to provide a benchmark for evaluating
simpler control approaches. Towards this goal, Henze et al. (2008) proposed a hierarchical optimization
solution where an outer loop was used to enumerate the target monthly demand threshold while the inner
loop carried out sequential daily optimizations constrained by the target demand threshold for a month
period. The daily optimization concerned minimizing the energy cost plus a demand penalty with
artificially imposed weighting. Thus, the obtained daily solutions are energy-cost-prioritized and could be
sub-optimal due to the unrealistic weighting. Applying a similar idea, Sun et al. (2010) performed multiple
simulations for a demand limiting strategy that was implemented for each day of the month with a given
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monthly peak threshold where the thresholds were adjusted from one simulation to the next to identify the
best threshold value. However, the daily control followed a demand limiting strategy and not a cost
minimization strategy, which could be sub-optimal. Note that the two approaches by Henze et al. (2008)
and Sun et al. (2010) both involved unrealistic cost formulations in the daily optimization sub-problems
due to difficulties in assessing demand cost on a daily time scale. In addition, solutions obtained by a series
of daily optimizations could be very sub-optimal for the overall monthly operation.
This paper presents a general approach for determining zone temperature setpoint trajectories over a
month that minimize total monthly utility costs in the presence of general utility rate structures that include
demand and time-of-use energy charges. In order to achieve a solution to this complex problem, a multiagent based approach is proposed where the original optimization problem is fragmented into multiple subproblems with individual agents solving an optimization for a shorter period of time (e.g., a day) with
demand constraints and the demand cost optimization assigned to another agent. Solving the decentralized
problem is much more tractable than a centralized solution and can be implemented in parallel while a
coordination mechanism is needed to ensure the interfacing conditions match between neighboring agents
or sub-problems. Although solving a month-long optimization problem is not practical for realtime
implementation because of forecasting and computational limitations, the proposed approach is useful in
understanding cost savings opportunities and as a benchmarking tool for evaluating the performance of
simpler and more practical control strategies. In this study, benchmarking results obtained with this tool
were used to evaluate a more practical short-term model predictive control (MPC) formulation that
considers the tradeoff between the energy and demand costs by utilizing a simple peak demand cost limit
heuristic along with a daily energy cost minimization. The short time-horizon MPC was tested with
different configurations and compared to the benchmark. This simpler approach achieves most of the cost
savings and could be the basis for a practical control implementation or as part of a tool for evaluating
additional simplifications.

Case study description and the component models
A single-zone building case study was used to test the proposed approaches and the system schematic
is shown in Figure 1. The building zone is actually a graduate student office at Purdue University that is
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served by an individual air handling unit that utilizes campus chilled water. In order to consider both the air
handling unit and cooling plant, a dedicated air cooled chiller was assumed and modeled. A variable speed
pump is used to deliver variable chilled water flow to the cooling coil in order to maintain a setpoint supply
air temperature (Tsa). The inlet chilled water temperature (Tw,in) to the cooling coil is controlled to a fixed
value via chiller capacity modulation. Zone air temperature is regulated by varying the supply fan speed
and the entering airflow. However, there is a minimum airflow due to ventilation and a lower speed limit
for the variable frequency drive. When the controlled airflow reaches the minimum level and the zone
cooling capacity is too large, then hot-water reheat (Qht) is enabled to maintain the room temperature
setpoint. A simple boiler model with fixed efficiency is used to characterize the reheat energy cost. Return
air from the building space is partially circulated back to a mixed air chamber where it is mixed with
outdoor fresh air. The mixed air then passes through the cooling coil to exchange heat with chilled water.

Chiller

Boiler

Pump
Air
Outdoor mixing
air
box

Cooling coil Supply fan

Reheat
coil

Zone

Figure 1. Case study schematic.
The concerned office space has a floor area of 1,000 sq ft and houses 20 students at maximum. Based
on average occupancy the peak internal heat gains are about 2.5 kW with 1.2 kW from lighting and 1.3 kW
contributed by occupants and their electrical device usage. Internal heat gain variations due to plug loads
and lighting, were obtained from measurements available from the building management system (BMS).
Since the space serves as a student office, a typical occupancy profile has occupied periods starting from 10
am and ending at 10 pm and the internal heat gain profiles closely match the occupancy pattern. The
building envelope has good insulation in both the external and internal walls so its thermal couplings to the
ambient and other offices are weak. However, the space is configured with a south-facing double-skin
facade that introduces significant sensitivity of the indoor space temperature to solar radiation. During
evening times, the double facade also induces some heat exchange between the office space and the
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ambient. The building thermal mass is mainly from the concrete floor and inside furniture. Some step tests
have shown that the building construction has a significant thermal buffering effect that provides good
potential for load shifting.

Building envelope model
A simplified thermal network model has been developed for the building envelope where the model
parameters were estimated from on-site measurements. The model details and validation can be found in
Appendix C of Cai (2015b) or Cai and Braun (2014) and the obtained model can be formulated under a
discrete-time state-space representation:

x[i  1]  Ax[i ]  B w w[i ]  Bu Qz [i ]
y[i ]  Cx[i ]  xz [i ]
where w is a vector of uncontrollable inputs or disturbances including outdoor conditions and internal heat
gains due to occupants and equipment, Qz is the sensible cooling or heating provided to the space by the
HVAC system and is the only controllable input, and y or xz is the zone air temperature.

Chiller model
An empirical model was constructed for the air-cooled chiller where a quadratic correlation is used to
calculate the chiller cooling capacity based on the leaving water temperature (Tlw) and outdoor air
temperature (Toa):

Caprate  a1  a2Toa  a3Toa2  a4Tlw  a5Tlw2  a6TlwToa
The chiller power, Powrate, is calculated using the same empirical form, though with a different set of
parameters a1 to a6. Under part load conditions, another quadratic correlation is used to scale the power
based on the load ratio, LR, which is defined as the ratio of the actual load (Qcl,tot) to the rated capacity
(Caprate):
PowPL   b1  b2 LR  b3 LR2  Powrate .
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Parameters a1 to a6 (two parameter sets, one for the capacity correlation and the other for the power
correlation) and b1 to b3 were estimated via linear regression applied to catalog data. Good model fits were
obtained with a maximum error of 3.4% for the power prediction.

Supply air fan and chilled water pump model
A cubic correlation to the airflow/water flow is used to calculate the supply fan/chilled-water pump
power. Actual measurements were used to train the correlation parameters. Performances of the estimated
models can be found in Appendix C of Cai (2015b) where two sets of parameters c0 to c3 were obtained for
the pump and fan, respectively.

Powpump / fan  c0  c1mw/ a  c2 mw2 / a  c3 mw3 / a

Cooling coil model
A quasi-steady-state model was developed for the cooling coil from on-site measurements. A moving
boundary modeling approach, adapted from Braun (1989), is adopted where the transition point of the coil
from dry to wet is determined iteratively with air and chilled-water energy balances. Dry and wet coil heat
transfer coefficients are calculated based on correlations in terms of air and water mass flow rates where the
correlation parameters were estimated from measurements. The model details can be found in Appendix C
of Cai (2015b) and the obtained model is of the form:
[Qcl , sen , Qcl ,tot ]  ClCoil Tma , RH ma , Tw,in , ma , mw  ,

where Qcl,sen and Qcl,tot are the sensible and total capacities of the cooling coil; Tma and RHma are the coil
inlet air temperature and relative humidity; Tw,in is the coil inlet water temperature which is the same as the
chiller leaving water temperature Tlw; ma and mw are the air and water flow rates, respectively.

Cooling plant control optimization and near-optimal heuristics
Integration of the HVAC component models provides an overall HVAC system model for performance
evaluation. Dynamics of the HVAC system components are neglected and perfect feedback control is
assumed in response to supervisory setpoints. The primary dynamics are associated with energy storage
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within the building structural materials. For this simple case study system, the free supervisory control
variables are setpoint temperatures for the zone air (thermostat), supply air from the cooling coil, and
chilled water supply and perfect feedback control is implemented as follows: 1) zone supply air flow (when
greater than the minimum) or reheat (when zone supply air is at the minimum) is adjusted to maintain the
specified zone temperature setpoint; 2) chilled water flow rate is adjusted to maintain the specified supply
air temperature setpoint; and 3) chiller cooling rate is adjusted to maintain the specified chilled water
supply temperature setpoint. In the optimization framework presented in the next section, zone air
temperature setpoints are free variables in a dynamic optimization that yields a trajectory of values whereas
the cooling plant control variables are assumed to be determined using a static optimization or from
heuristics determined from an upfront analysis. For this simple case study, the chilled water setpoint was
assumed to be constant, whereas a heuristic for resetting the supply air temperature setpoint was
determined using the cooling plant model as described in the remainder of this section.
Define Qsen,net as the cooling coil net capacity which equals the coil sensible capacity minus the heat
dissipated by the fan. This net capacity is the effective cooling rate of the AC system. Figure 2 shows total
HVAC power variations with respect to airflow under four example operating conditions. The chilled water
setpoint, which is the cooling coil inlet chilled water temperature, was assumed to be a fixed value of 8.5 C.
The airflow can vary between 1200 CFM (0.67 kg/s) to 2600 CFM (1.44 kg/s).
Figure 2(c) shows a case under dry coil conditions. To achieve a specified net capacity (2 kW in the
plotted case), higher airflow requires more fan power and thus, requires more chiller power to compensate
for the heat dissipated from the fan. This can also be observed in the coil heat exchange rate variations
shown in Figure 2(c) (the sensible and total rate curves are overlapped). Chilled water pump power is small
compared to both chiller and supply fan powers. As a consequence, the total power increases monotonically
with airflow for this particular system.
Under wet coil conditions shown in Figure 2(a), coil sensible capacity increases with increasing
airflow to offset the fan heat. However, less dehumidification (latent capacity) occurs with higher airflows
due to higher coil surface temperature and this latent capacity decrease is more significant than the sensible
capacity increase. As a consequence, the coil total capacity and chiller power decrease with increasing
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airflow. A slight decrease can also be observed in the pump power because less chilled water is needed.
However, the increase in fan power with air flow is more significant than the decrease in chiller power so
that total power increases with airflow although the curve is relatively flat for low air flows.
Similar trends are seen in the other two subplots for cases where the coil changes from dry to wet at
some intermediate airflow. As a result of these trends, a near-optimal control heuristic for this particular
system is to maintain the airflow at the minimum level and vary the chilled water flow for capacity
modulation. It should be noted that this particular heuristic might be unique to this system. Other systems
that have a lower ratio of fan to chiller power could have a somewhat different tradeoff and optimization
result.
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The cooling plant control heuristic was used to determining a simpler model for the plant power
consumption in terms of load and ambient temperature that was then utilized within the longer-term cost
optimization formulation presented in the next section. By virtue of the simple heuristic, the coil sensible
cooling rate is formulated as
Qcl , sen  LR  Caprate (Toa )  SHR .

where SHR is ratio of the sensible to the total cooling rate. Note that only sensible loads were considered in
this study because the simulation periods in the case study had very dry weather conditions and moisture
balance model was not considered. Thus, SHR was assumed to be unity within this study. A building
moisture model could be readily incorporated within the model to handle more humid climate conditions.
Since the coil inlet chilled water temperature is fixed, the chiller capacity is a function of the outdoor
temperature Toa only. Defining Powch as the total power consumed by the chiller and chilled water pump,
4th order convex polynomial fits were obtained that correlate Powch to the total load ratio LR at different
outdoor air temperature:





Powch  Pow ch LR, Toa .

Different polynomial fit coefficients were determined for different outdoor air temperatures, Toa, with
values ranging from 10ºC to 45ºC with 0.5ºC increments, using an offline analysis. Note that a 2dimensional fit of Powch with respect to LR and Toa did not work well. The building control optimization
then uses the model that is closest to the outdoor temperature at any given time to determine the plant
power consumption with the load determined from the building and coil models in terms of the current and
previous zone temperature setpoints and other external driving conditions. Since the outdoor air
temperature is a boundary condition, this approach does not introduce any numerical complexity in solving
the optimization problem. Cai (2016) showed that obtaining 4th order convex polynomial fit in terms of
load is itself a convex problem that can be solved with a convex programming package. Figure 3 shows
convex shape associated with the variation of Powch with respect to LR at an example outdoor air
temperature (Toa) of 33ºC. This convex shape can also be observed under other tested values for Toa and
because of this, good fits were obtained with R2>0.99 for most of the tested outdoor air temperatures.
Because of the convexity in the proposed model formulation, the dynamic optimization problem formulated
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in the following section is also convex, which guarantees convergence in the multi-agent optimizations.
Note that the calculation of the pump power requires coil air side conditions. However, since the pump
power is small compared to the chiller power, pump power calculations are only performed under a
nominal air condition.
12
10

Powch kW

8
6
4
2
0

0

0.2

0.4

0.6

0.8

1

LR

Figure 3.

Example variation of total power of chiller and pump with respect to load ratio.

Utility Rates
The electricity tariffs shown in Table 1 are used to analyze the energy cost savings potential under
different control strategies. The considered tariffs include different electricity energy rates for three rating
periods: on-peak, mid-peak and off-peak periods. While the proposed approach in the subsequent section is
able to naturally handle multiple demand periods, only one single demand rate is considered here, i.e.,
Nd=1, that is charged by the anytime monthly peak. Including multiple demand periods would not increase
the computation complexity much but would complicate the overall analysis. The natural gas price is
assumed to be a constant value of 0.03$/kWh-heating.
Table 1. Summer TOU tariffs with demand charge
Rate periods
On-peak period
Mid-peak period
Off-peak period

Electricity price
($/kWh)
0.108
0.089
0.064

Hours

Demand charge

Noon - 6 PM
8 AM - noon; 6 PM - 11 PM
All other hours

$19.2/kW anytime
peak demand

Mathematical formulation for the monthly cost optimization problem
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Centralized formulation
A centralized optimization problem is first presented to illustrate the complexity associated with a long
time-scale optimization in the presence of complicated utility rate structures that may include multiple
time-of-use and demand rate periods. The optimization problem is formulated for each billing cycle, e.g., a
month, as shown in Equations (1) and (2). The cost function is shown in Equation (1) which corresponds to
the monthly utility bill including gas and electricity costs. Np is the number of the optimization time steps
(Np=720 for a 30 day optimization with 1-hr time steps). re, rDC,l and rgas are the electricity energy rate
($/kWh), electricity demand charge rate ($/kW) and gas price ($/kWh), respectively. The electricity energy
rate can vary with the time of the day (e.g., on-peak and off-peak rates) and is time indexed. Demand
charges under different demand periods (e.g., on-peak, mid-peak, off-peak, anytime) are considered where
Pl is the set of the time indices within demand period l. The number of periods having different demand
charges is denoted by Nd. However, for ease of analysis, only an anytime-peak demand rate was considered
in the case study so Nd=1 and P1=[1,...,Np]. The gas price is assumed constant with respect to time. NonHVAC energy consumption is denoted by Powoth.









 Np Pow LR[i ], T [i ]  Pow [i ]  r [i ]  Q [i]  r
ch
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oth
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x[ i ], LR[ i 1], Qht [ i 1], mOA [ i 1]...
|i  2,..., Np 1

+ l 1 max  Powch [i ]  Powoth [i ]  rDC ,l
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Qz [i ]   LR[i ]·
Capch Toa [i ]·
SHR  Qht [i ]+mOA [i ] Tamb [i ]  TRA, nom  

Tz ,lb [i  1]  xz [i  1]  Tz ,ub [i  1]

 i  1, ..., Np
mOA,min  mOA [i ]  mOA, max


0  LR[i ]  1


0  Qht [i ]  Qht , max

x[i  1]  Ax[i]  B w w[i ]  Bu Qz [i ]

(2)

Equation (2) lists all the optimization constraints. The first constraint comes from the discrete-time
dynamic model for building envelope presented in the component model section. The 2nd constraint
calculates the net sensible cooling rate by considering the different sources of energy from cooling coil,
hot-water reheat and ventilation. Again, the SHR is assumed to be unity since only the sensible
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performance is of concern in this study. Note that this constraint is originally bilinear since the return air
temperature TRA is in the design variable x. However, this is simplified to a linear constraint by using a
fixed nominal return air temperature TRA,nom. This is a reasonable assumption since the zone air temperature
is typically regulated within a narrow range for the sake of occupant comfort. This treatment preserves
convexity in the problem formulation without compromising much accuracy. Simulation results have
shown that this simplification leads to less than 1% difference in the daily energy consumption. The 3rd
time-varying interval constraint is to ensure thermal comfort for the occupants and xz is the element of the
state vector corresponding to zone air temperature. The upper and lower bounds (Tz,lb and Tz,ub) can vary
depending on the occupancy of the room. In the 4th constraint, a minimum outdoor air intake is imposed
due to the ventilation requirement and the maximum outdoor air intake is set to the total airflow entering
the room. The remaining constraints are due to capacities of the specific equipment.

Distributed formulation
In the centralized formulation, there are nearly 7,000 optimization variables along with a large number
of constraints which is computationally intractable due to the high dimensionality. Attempts to solve this
centralized problem were not successful on a workstation computer with an Intel i5 CPU and 6GB RAM
due to the large memory requirement. In order to find a practical solution, a distributed problem is
formulated under a multi-agent scenario where a "day-based" agent is assigned for energy cost
minimization for each day and one "demand" agent is used for the total demand cost reduction of the whole
month. A day-based agent coordinates with its neighbor as well as the demand agent through information
exchange.
Day-based agent
For day j, the energy cost minimization sub-problem is formulated as

min

j
j
j
j
j
x [1], x [ i ], LR [ i 1],Qht [ i 1], mOA [ i 1],...


j
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|
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2,...,
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j
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Qzj [i ]   LR j [i ]  Capch (Toaj [i ])  SHR  Qhtj [i ]... 

j
+mOA
[i ] Toaj [i ]  TRA, nom 

 i  1,..., Np j ,
j
Tz ,lb [i  1]  xz [i  1]  Tz ,ub [i  1]

 j  1,..., Nday ,
j
mOA,min  mOA [i ]  mOA, max
 l  1,..., Nd
j

0  LR [i ]  1


0  Qhtj [i ]  Qht , max

j
j
j
j

Powma
x , l  max Powch LR [i ], Toa [i ]  Powoth [i ]
iPl

x j [i  1]  Ax j [i ]  B w w j [i ]  Bu Qzj [i ]







(4)



The superscript j denotes the association with day j. Npj is the number of optimization time steps for
each day. For example, a 1-hr time step was used in the case study so Npj=24. Compared to the centralized
formulation, a couple of new variables are introduced: xj[1] is the initial state for day j; Powjmax,l is the
expected monthly peak power within the l-th demand period (e.g., on-peak, mid-peak, off-peak, anytime
demand period) for the jth day. A new constraint is also introduced as shown in the last inequality in
Equation (4) where the power consumption in each demand period is bounded by the corresponding peak.
Note that this reformulation does not compromise convexity of the original problem since the newly
introduced constraint corresponds to an epigragh of the convex power function (Powch) and thus, the new
feasible region is still convex. All other variables correspond to the sub-vectors of the corresponding
centralized design variable vectors, but with the time indices shifted to the range of 1 to 24. For the first
day sub-problem, i.e., j=1, there is an additional constraint:

x1[1]  x 0
where xo is the initial state at the beginning of the month. Note that the design variable vector consists of
local variables that are only involved in the sub-problem, such as LR, Qht, mOA and those intermediate state
variables; and shared variables which are connected to other sub-problems, such as the interfacing state
variables and the expected peak power Powjmax,l.
Demand agent
The demand agent, i.e., the (Nday+1)-th agent, is responsible for the overall demand reduction of the
whole month. The associated optimization problem is simply to minimize the demand cost for the month,
which is the sum of the demand costs over all of the demand periods:
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 Pow

Nday 1
max , l

Nd

min

Nday 1
[ Powmax
,l |l 1,..., Nd ]

l 1

 rDC ,l 

So the day-based agent only minimizes the cooling energy and reheat gas costs for the corresponding
day subject to demand constraints for each demand period while the demand agent is responsible for
demand cost reduction of the whole month.
Consensus constraints
Day-based agents form a unidirectional row in the sense that the state variable at the end of a day
should be the same as the initial state variable for the following day, i.e.,

x j 1[1]  x j [24]  x[24  j  1]

for

j  1,..., Nday

(5)

These relations form one set of consensus constraints for the distributed sub-problems. In addition, the
expected monthly peak power for each demand period, Powjmax,l , should be equal among all agents, i.e.,
j
Powmax
,l  Powmax ,l

for

j  1,..., Nday  1, l  1,..., Nd

(6)

Note that the variables that do not carry a superscript are global shared variables which should equal
the corresponding local shared variables among different agents once the consensus constraints are
satisfied. The global consensus variable vector is defined as
T

T
T
T
Z   x[25] ,  x[24  2  1] ,...,  x[24  Nday  1] , Powmax ,l  ,



which consists of the interfacing state variables and the monthly peak powers for each demand period.
Since the consensus constraints are linear, they can be reformulated as

X j  F jZ
where Xj is the vector of the shared variables in sub-problem j or agent j and Fj is a matrix of appropriate
size that bridges Xj and Z. Denoting X as the vector stacking all the shared variable vectors Xj and F as the
stacked matrix of Fj, the consensus constraints can be reformulated in a compact way:
X  FZ .

(7)

Each sub-problem can be written in a general form:

  X 

min f

j

j

s.t. X j  C j
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where f j represents the cost function and Cj is the feasible region for the shared variables of agent j. Note
that the local variables and their feasible regions are omitted in the formulation above for ease of notation.

Solution algorithm
The alternating direction multiplier method (ADMM) (Boyd, 2011 and Bertsekas and Tsitsiklis, 1989)
is utilized in this study to solve the distributed optimization problem formulated in the preceding section.
Another alternative is the subgradient method (Nedic and Ozdaglar, 2010 and Bertsekas and Tsitsiklis,
1989) which differs from the ADMM in that a non-augmented Lagrangian is considered. Cai et al. (2015a)
compared these two methods for application to a HVAC system multi-agent control problem. The
subgradient method is slightly easier to implement and the associated primal-dual problem is intrinsically
decomposable. Due to the existence of the quadratic penalty term, the ADMM is not directly decomposable
and an alternating direction procedure is needed for a distributed implementation. However, the ADMM
has superiority over the subgradient method in two aspects: (1) the subgradient method requires strict
convexity for convergence while the ADMM does not; (2) the step size for the dual update needs to be
chosen appropriately for the subgradient method to converge (Bertsekas, 1995) but the ADMM can use a
constant step size (equal to the penalty multiplier). So the ADMM is used in this paper and the method is
briefly discussed here with more details provided by Cai et al. (2015a) or Boyd (2011).
An augmented Lagrangian shown in Equation (8) is considered in the ADMM algorithm:
n

L  X, Z, Y    f i (Xi )  YT  X  FZ   ( / 2) || X  FZ ||22

(8)

i 1
n



i 1

2

  f i ( Xi ) 

X  FZ 

Y



2


2

1
|| Y ||22
2

where Y is the Lagrange multiplier vector and σ is the penalty multiplier. The first two terms on the right
hand side of the top equality form a Lagrangian (which is used directly in the subgradient method) and the
third term adds a quadratic penalty. Let Yi denote the sub-vector of Y corresponding to the sub-problem i.
Then the augmented Lagrangian can be reformulated as
n 

Yi

L  X, Z, Y     f i ( Xi )  Xi  Fi Z 
2

i 1 



 1
|| Y ||22 .

2


2
2

(9)
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It can be noticed that the problem in Equation (9) is not decomposable between Xi and Z due to the
existence of the quadratic term. An alternating direction procedure is taken which first solves the Xi
problem while fixing Z, and then solves for Z with fixed X. It is trivial from Equation (8) to see that the
*

optimal value Z satisfies

X  FZ* 

Y



 0,

Y

which gives an estimate Z*  (FT F)1 FT  X   . With this alternating direction procedure, the




minimization of Equation (9) in the primal problem can be distributed to the aforementioned agents running
in parallel. It is obvious from Equation (8) that the dual ascent direction is X-FZ so the dual problem
update is

Yk 1  Yk    Xk 1  FZk 1 

(10),

where the subscript k represents the iteration number. This primal-dual scheme is carried out iteratively
until some stopping criteria are met. The primal problems shown in Equation (9) are solved in parallel by
the corresponding agents with the convex programming package CVX (Grant et al., 2008) and with the
SDPT3 solver (Toh et al., 1999). The coordination or dual problem performs a simple multiplier variable
update as shown in Equation (10).

Convergence and stopping criterion
Two criteria are used to determine if convergence is reached and if the iterative optimization process
can be terminated, which are defined as:

 k1  Xk  FZk

2

 k2  Xk  Xk 1

2

2

2

(11)
(12)

As explained in Boyd (2011), the optimal solution of the distributed optimization problem in the
preceding section needs to satisfy primal and dual feasibilities. The first criterion defined in Equation (11)
is the Euclidean norm of the primal residual, which corresponds to violations of the consensus constraints
shown in Equation (7). The second criterion defined in Equation (12) is the Euclidean norm of the dual
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residual that represents the difference in the shared variables between current and previous steps. So users
specify a stopping threshold  such that when both of the criteria 1 and 2 are below the threshold, the
iterative process stops and the final iteration point is used as the optimal solution.

A multi-agent control framework
A general multi-agent control software framework was developed by Cai et al. (2015a) to facilitate
distributed controller design for HVAC systems. Figure 4 depicts implementation of the monthly optimal
control problem for minimizing utility costs within this framework. A user only needs to drag the daybased agent, the demand agent and the corresponding HVAC agents from a predefined library and drop
them into a project canvas. After simple configurations, such as specifying the day-based agent parameters
(state-space matrices), defining the inter-agent connections and loading the boundary conditions, the
framework automatically composes the optimization problem and implements the algorithm described in
the previous section. This framework reduces the engineering effort required for setting up this type of
optimization problem.
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Monthly utility cost optimization problem diagram in the multi-agent framework.

Simulation was carried out with measured excitation data collected from May 12 to July 11, 2015 in
the case study building. The excitation data include weather information (ambient temperature, humidity,
and solar radiation) along with internal heat gains. Figure 5 shows the measured outdoor air temperature,
estimated internal heat gains and solar radiation transmitted through the window for a month period from
May 22 to June 21, 2015. The outdoor airflow rates (mOA), cooling relative to capacity (LR) and reheat (Qrh)
rates are the independent optimization variables. The case study building serves as a graduate student office
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so the imposed occupancy schedule differs from a typical office building: the occupied periods are from 10
am to 10 pm while for the rest of the time, the building is assumed to be unoccupied. Indoor temperature
lower/upper bounds are set to 20.5/24.5ºC during unoccupied periods and 21.5/23.5ºC during occupied
periods. The minimum outdoor air intake (mOA,min) is set to 250 CFM for ventilation and the maximum
(mOA,max) is set to 1200 CFM which is the total airflow entering the office space. Since the analysis is only
carried out during cooling season, reheat is barely needed and the maximum reheat capacity (Qrh,max) is set
to 5 kW. The nominal return air temperature (TRA,nom) is set to 22.5ºC which is the median of the comfort
band.
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Figure 5.

Ambient temperature and estimated heat gains from 05/22/2015~06/21/2015

Baseline
A baseline case was considered with a conventional control strategy: when the space temperature tends
to rise above the space temperature upper bound, mechanical cooling is enabled to maintain the
temperature at the upper bound; when the space temperature drops below the comfort lower bound, reheat
is utilized to keep the space temperature at the lower bound; when the space temperature is within the
comfortable range, both mechanical cooling and reheat are turned off to save energy and the space
temperature floats. Fan is assumed to operate continuously providing the minimum airflow in all control
strategies.
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Figure 6.

Baseline control results for the billing cycle 05/22/2015 to 06/21/2015. Peak days occur
on 06/12 and 06/13 (hours from 490 to 538).

Figure 6 shows monthly simulation results where the top plot shows variation of the space temperature
along with its upper and lower bounds. The bottom plot shows the non-sheddable power consumption as
well as the sheddable chiller power. The non-sheddable power includes space plug loads, lighting and the
supply air fan. The plug load and lighting powers are non-sheddable due to the occupant activities and they
are available as measurements from the BMS. The fan operates at a constant speed to maintain the
minimum airflow based on the derived heuristic, so fan power is constant with respect to time. As can be
seen from Figure 5, the ambient temperature is high for most of the days and cooling is needed to prevent
the space temperature from going beyond the comfort upper bound. The peak power occurs during the days
of 06/12 and 06/13 (hours from 490 to 538) and the monthly energy and demand costs are $100.9 and $66.2
as listed in Table 2.

Maximum savings potential under different strategies
This section considers some different scenarios and evaluates the maximum savings potential relative
to the baseline case from the previous section. Electricity energy and demand costs are analyzed separately
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and Table 2 summarizes the costs and savings for the different scenarios as determined using the
distributed optimization algorithm. The results are discussed below for the different scenarios, but first it is
instructive to consider the behavior of the optimization algorithm. Figure 7 plots variations of the
convergence indices and the total electricity cost with iterations for scenario 1. In each iteration, the agents
optimize their own sub-problems in parallel and then feed the optimal solutions to a central data hub where
the data is fused and broadcast back to the local agents. In the next iteration, the agents repeat the
optimization based on the updated information. The iterations move forward until the convergence criteria
are met. Recall that 1 indicates the violation level of the consensus constraints and 2 indicates the relative
change of the shared variables between two consecutive iterations. It can be seen from Figure 7 that the two
indices approach zero in an oscillatory manner. The total electricity cost could be lower than the optimal
value in some intermediate iterations because constraints are not satisfied. But as constraint violations
approach zero, the electricity cost approaches to the optimal value. As a consequence of the convexity in
the problem formulation, the distributed optimization converged under all tested scenarios. The stopping
criterion used in this study was for both 1 and 2 to be below 0.02. For the case demonstrated in Figure 7,
the distributed optimization stopped at the 91st iteration and for all other tested cases, the optimization
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Convergence results for an example scenario.
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Scenario 1: In this scenario, the control optimization was solved in the absence of demand charges and
with the outdoor air intake always set at the minimum level which ruled out opportunities for economizer
operation. This scenario was implemented by setting moa,max=moa,min and rDC=0.01 $/kW in the problem
formulation in Equations (1) and (2). The demand charge rate was set to small but non-zero value to avoid
an ill-conditioned optimization problem. With this setting, the optimization only tries to reduce energy
costs without trying to reduce the peak demand. Figure 8 shows optimization results for this scenario.
Significant precooling occurs for most days. Towards the end of the month, less or even no precooling
exists because the zone has a significant time constant and the stored "cooling energy" tends to be released
before the end of the month. In this scenario, Table 2 shows that the optimal solution leads to a 4.3%
energy cost savings and would reduce the demand cost by 23.9% if the actual costs included the demand
rate from Table 1, even though demand cost was not considered in the optimization cost function. That is
because the optimal solution shifts a portion of on-peak loads to off-peak periods and the TOU on-peak
period coincides with peak building loads.
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Figure 8.

Simulation results under scenario 1.

Scenario 2: In this scenario, the actual demand cost is considered in the optimization cost function with
no opportunity for economizer operation (outdoor air intake still maintained at the minimum level). The
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optimization results are shown in Figure 9. The temperature profile pattern is similar to that in scenario 1
except for the period of 390 to 460 hr. This is because the monthly peak occurs within the period of 490 to
520 hr and the space temperature is maintained at the lower bound even during the on-peak hours for the
days prior to the monthly peak to enable deep precooling. Because of that, overall energy cost savings were
reduced by 1% compared to scenario 1, but significantly greater demand cost savings were achieved as
shown in Table 2. Another observation is that the total power profile is very flat during on-peak periods
while in scenario 1, many spikes exist.
Energy cost=97.5813$; Demand cost=42.7641$; Gas cost=0.11646$
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Figure 9.

Simulation result under scenario 2.
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Figure 10.

Zoomed results for the first two days of scenario 2.

Figure 10 shows simulation results for the first two days of scenario 2 with shaded blocks highlighting
each day period. It can be noticed that significant cooling exists at the end of the first day with the
temperature far below the upper bound. This is not an optimal solution for the first day agent itself.
However, the information for the second day is propagated to its neighboring days via inter-agent
coordination and pushes the first day agent to cool down the room at the end of the first day to store
"cooling energy" to be used by the second day agent. This plot shows how the inter-agent coordination
makes it possible to fragment the original problem into multiple sub-problems that are solved in parallel.
Scenario 3: In this case, both demand costs and economizer operation are considered in the
optimization. The optimal temperature profile is very similar to the result for scenario 2 but larger energy
cost savings are achieved as shown in Table 2 since some mechanical cooling energy is eliminated by
utilizing "free" economizer cooling when the outdoor air is cool enough. However, the demand cost savings
are not enhanced since during high load periods, outdoor air temperature is typically high and no "free"
cooling is available.
Table 2. Cost savings potential under different control scenarios
Scenarios

Description

Baseline

W/O economizer;
no demand
W/O economizer;
W/ demand
W/ economizer;
W/ demand

Scenario 1
Scenario 2
Scenario 3

Energy
cost ($)
100.9

Energy
cost saving
-

Demand
cost ($)
66.2

Demand
cost saving
-

Total
cost ($)
167.1

Total cost
saving
-

96.6

4.3%

50.4

23.9%

147

12.3%

97.6

3.3%

42.8

35.4%

140.4

16%

93.2

7.7%

42.9

35.2%

136.1

18.6%

The simulation results indicate that energy cost savings are much smaller than demand cost savings for
the considered case study. The validity of this conclusion is highly dependent on the ratio of sheddable
energy (chiller energy consumption) to the total energy consumption of the building and the utility rate
structure. Figure 11 shows that the energy splits for the case study building are similar to those for a typical
commercial building. Also, the utility rate structure (Table 1) is representative of structures found in
California and elsewhere around the country.
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Energy splits for the case study building and a typical commercial building from the
Energy Book (DOE, 2010)

Short horizon model predictive control strategies
The monthly optimization tool is useful in understanding the potential magnitude and sources for cost
savings associated with optimal control under different scenarios and as a benchmarking tool for evaluating
the performance of simpler and more practical control strategies. In this section, a more practical short
horizon model predictive control (MPC) strategy is proposed that accounts for the tradeoff between the
energy cost and demand cost within a smaller time window. For each decision step, a solution is sought for
the following optimization problem
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(13)

subject to constraints similar to those shown in Equation (2). The only difference in this formulation
compared to Equation (1) is that it introduces a peak load threshold Powpk,l[k] for each demand period,
which is equal to the peak load that occurs within the lth demand period of the past portion of current
billing cycle where k is the current time step. In addition, Np is a smaller number representing a short and
predictable horizon (e.g., 24 hours). In addition to the energy cost over the prediction horizon, this
formulation considers the incremental demand cost for each demand period associated with the amount of
demand beyond the peak for that period that has already occurred. Choosing the parameters Powpk,l[1] is
non-trivial. A simple yet intuitive strategy would be to set Powpk,l[1]=0. This strategy might pose unrealistic
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weighting of demand cost relative to energy cost: demand cost would be over-weighted during the days
prior to the monthly peak and the energy cost savings might be compromised. However, results in the next
section indicate that this simple heuristic works well.
Effect of prediction horizon
Different look-ahead horizons were tested within the short-horizon MPC formulated in Equation (13)
with Powpk,l[1]=0, where simulations were carried out for a one-month billing period that used data from
May 22, 2015 to June 21, 2015. Figure 12 compares the MPC temperature profiles along with the monthly
optimal profile and Figure 13 shows the energy and demand cost savings with different look-ahead
horizons in comparison to the monthly optimal benchmarking results. It can be noticed from Figure 12 that
a longer prediction horizon leads to a temperature profile that is closer to the monthly optimum while the
short prediction horizon leads to higher space temperatures than the optimum. That is because with longer
prediction horizons, the MPC is able to foresee a longer "cooling energy" release and thus, favors lower
temperatures. The shorter look-ahead MPC is not able to see the payback of deeper precooling and is only
concerned with the benefit within the predictable period. Recall that the monthly peak occurs within the
period 490 to 520 hr. The 72-hr look-ahead MPC is able to see this peak early and starts deep precooling
three days ahead, while the 48-hr and 24-hr look-ahead MPCs perform significantly less precooling. As a
consequence, both demand and energy cost savings approach their optimal levels as the prediction horizon
increases, as can be seen in Figure 13. Note that the 72-hr look-ahead MPC still performs precooling at the
end of the month which would not be necessary when only considering the utility cost of the demonstrated
month. However, this would help in reducing costs for the following month's cycle. Another observation is
that the MPCs carry out significant deep cooling for the first couple of days because the peak load
threshold Powpk,l[1] starts from zero and peak load reduction is prioritized for the first few days. An
unnecessarily high energy cost should be expected for the first couple of days. However, since the deep
cooling only lasts for a couple of days and a portion of the "cooling energy" stored within this period can be
utilized later, the energy cost penalty is small. In addition, the energy cost savings potential is much smaller
than the demand cost savings, so the overall performance deterioration due to this zero peak start is very
minor.
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Figure 12.

Comparison of MPC temperature profiles with different look ahead horizons.
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Effect of peak load timing within billing period on 24-hour MPC cost savings
The time for the occurrence of the peak load could have some impact on the performance of the
proposed short-horizon MPC. It is expected that if the peak occurs at the beginning of the billing cycle,
then the heuristic of setting Powpk,l[1]=0 should work better. To study this effect, short-horizon MPC
simulations were carried out for a one-month summer period with different assumptions for the start and
end of the billing cycle with respect to the weather driving the building loads as listed in Table 3. The start
times were shifted by 10 days for each one-month simulation test. The preceding results show that the 24hr look-ahead MPC is able to recover reasonable savings for both demand and energy costs. In addition,
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longer look-ahead MPC is not practical due to the difficulties in predicting future weather. So the following
results were obtained with a 24-hr look-ahead MPC.
Figure 14 summarizes overall energy and demand cost savings for the different test cases. The MPC
was able to recover most of the cost savings regardless of when the peak occurs within the billing period. It
should be noted that the primary peaks occur on 06/12 and 06/13 which is at the later half, the middle and
the beginning of the billing cycles in tests #2, 3 and 4, respectively. Figure 15 shows the MPC results for
test #4 where the peak occurs near the beginning of the billing period. Since there is only one day prior to
this peak that could be utilized for deep precooling, the 24-hr look-ahead MPC leads to a demand cost
savings that is very close to the optimal savings. The zero-start MPC strategy best leverages the energy and
demand costs within this billing cycle and it was expected that the energy savings would also be close to
the optimal level. However, this was not the case and the MPC only achieved 29% of the optimal energy
cost savings. The reason is explained in the next subsection.
Table 3. MPC cost savings within different simulation periods
Periods
05/12/15-06/11/15
05/22/15-06/21/15
06/01/15-07/01/15
06/11/15-07/11/15

Baseline
94.2
100.9
98.8
100.3

Energy cost ($)
Optimal
93.4
97.6
95.1
95.7

MPC
93.9
99.1
97
99

18

Baseline
56
66.2
65.4
61.1

Demand cost ($)
Optimal
41.8
42.8
42.7
46

24-hr MPC Energy
24-hr MPC Demand
Monthly Optimum Energy
Monthly Optimum Demand
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14
Cost savings %
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#
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2
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Figure 14.

05/22-06/21

06/01-07/01
Billing periods

06/11-07/11

Energy and demand cost savings with different billing cycles.

MPC
45.4
46.5
45.7
46.1
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Figure 15.

MPC result with billing cycle from 06/11/15 to 07/11/15.

Effect of peak demand charge and initial target on energy cost savings for 24-hour MPC
To better understand the unrecovered cost savings, two extreme cases were simulated. Figure 16 shows
MPC results with no demand term in the cost formulation, i.e., rDC,l=0.01$/kW. In this formulation, the
MPC only tries to minimize energy cost while neglecting the demand cost. However, this energy-priority
strategy achieved only 0.6% savings compared to the baseline, which is smaller than the savings
determined when the demand charge was considered. Comparing its temperature profile with the monthly
optimum shown in Figure 8, the energy-priority MPC leads to much less precooling than the monthly
optimal solution because it cannot foresee the utilization of the "precooling energy" beyond its prediction
period. As a result, an optimal 24-hr MPC leads to a very sub-optimal solution in the scope of a whole
month. Considering the demand cost in the MPC leads to larger energy cost savings than a pure energypriority strategy since the demand reduction requires deeper precooling that helps to reduce energy costs in
the long run for this case study.
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Figure 16.

MPC result with billing cycle from 05/22/15 to 06/21/15 with no demand term in the cost
formulation.
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Figure 17.

MPC result with billing cycle from 05/22/15 to 06/21/15 with optimal peak threshold
start, i.e., Powpk,l[1]=2.227 (kW).
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Another test used the optimal monthly demand obtained from Figure 9 as the peak start value, i.e.,
Powpk,l[1]=2.227 (kW), which should lead to the best tradeoff between energy and demand costs. The
simulation results are plotted in Figure 17. However, the obtained energy and demand cost savings are both
smaller than those shown in Table 3 for Powpk,l[1]=0. The reason is that less precooling is required for the
days prior to the monthly peak and thus, less "cooling energy" is available to help to reduce the peak day
load.
These two limiting case simulation results indicate that the choice of value for the peak start,
Powpk,l[1], does not have a big affect on the performance of the short-term MPC. This is an important result
because it is difficult to identify a more accurate method for estimating a peak demand target for any
month. However, additional work is needed to evaluate the generality of this result for different buildings,
locations, and utility rates.

Conclusions & Discussion
This paper proposed and demonstrated a multi-agent control optimization approach that can determine
maximum cost savings opportunities for adjusting supervisory control setpoints over time when
considering both energy and demand costs. The method considers the entire monthly billing period since
that is the time scale associated with imposing demand charges and decomposes the problem into multiple
sub-problems where each sub-problem only deals with a daily optimization or monthly demand reduction.
The daily optimizations are focused on determining the optimal trajectory of zone temperature setpoints
that minimize daily energy costs subject to demand constraints and rely on the assumption of quasi-steady
cooling plant performance and simple heuristics for setting plant supervisory control variables. Example
results determined with the distributed optimization approach were presented for different scenarios that
were not possible to obtain using a centralized formulation because of computational and memory
problems.
The overall multi-agent-based approach provides a benchmarking tool for identifying maximum
savings potential and for evaluating the performance of more practical supervisory control algorithms. In
this respect, this paper proposed and evaluated a short-term MPC formulation that accounts for the
incremental energy and demand costs within a short and predictable future horizon. Assuming perfect
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weather and internal heat gain predictions, it was shown that the performance of the MPC approaches the
monthly optimal solution as the length of the prediction horizon increases. However, look-ahead horizons
longer than 24 hr would not be practical due to the uncertainties in the weather predictions. Fortunately, the
24-hr look-ahead MPC achieved over 78% of the maximum possible cost savings potential for all tested
scenarios. The effects of different look-ahead horizons, timing of peak demand, and initial peak demand
target on the MPC performance were considered. It was found that setting the initial peak demand to zero
works well as a heuristic for the 24-hr MPC approach. However, further study is needed to generalize this
result for different building types, locations, HVAC systems and utility rates.
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