Abstract. We develop a composition technique for linear time logic (LTL) over ordered disjoint sums of words. This technique allows to reduce the validity of an LTL formula in the sum to LTL formulas over the components. It is known that for first order logic (FO) and even its three variable fragment FO 3 the number of formulas generated for the components is at least non-elementary in the size of the input formula. We show that for LTL -expressively equivalent to FO logic -over an ordered disjoint sum of words the number of formulas for the components can be kept at an at most exponential growth in the size of the input formula.
Introduction
From a practical point of view, the core issues in model-checking are problems of reachability (or of non-reachability, i. e., safety). Also in a more general context, the reachability problem is the core of model-checking: The standard solution of the model-checking problem for the linear-time temporal logic (LTL) is the transformation to a non-emptiness problem for Büchi automata (see e. g. the monograph [1] ). This non-emptiness problem is the question whether a final state q in a given Büchi automaton can be reached and from q the state q is again reachable.
The basis of the solution of the model-checking problem is a composition result on infinite words. Acceptance of an infinite word by a Büchi automaton means that it consists of a sequence w 0 w 1 . . . of finite segments such that w 0 leads the automaton to a final state q whereas all other w i lead the automaton from q back to q. Composition of w 0 , w 1 , . . . to an infinite word is easy in the following sense: If we know which state transformations each w i defines in the given automaton A, then we know whether the automaton accepts the infinite word w 0 w 1 . . .. Here the state transformations of a finite word w is given by the set of all state pairs (p, q) such that A can proceed from p to q via w, and whether this is possible while passing a final state. If A has n states then clearly the number of possible state transformations is of order 2 n 2 .
The present paper studies this problem of composition in the framework of logic, without resorting to automata. We consider LTL, which is known to be expressively equivalent to first-order logic over ordered word models. For firstorder logic (and also for MSO-logic) there is a well-known composition theory: One considers the formulas up to some given quantifier rank n, defines the ntype of a word w as the set of sentences up to quantifier rank n that are true in w, and obtains the following composition theorem: The n-types of w 1 and w 2 effectively determine the n-type of w 1 w 2 , and the n-type of w determines effectively the n-type of the ω-word www . . . . An essential drawback in relation to automata theory is the fact that the number of n-types has a non-elementary growth in n.
In our main theorem below we show that this drawback can be avoided for the (expressively equivalent) logic LTL. We develop a version of LTL-n-types for word models that allow composition as mentioned above where the number of types only grows exponentially in n. Basically, this closes the complexity gap between the automata theoretic method and the logic-based approach for composition.
We give a short overview of the history of composition over products and unions: In 1959, Feferman and Vaught [5] developed a technique, which allows to deduce the truth of a formula in a product of structures from formulas in the components and information about the index structure of the product. Shelah extended these results and succeeding work of Fraïssé [8] and Ehrenfeucht [4] to a composition method for MSO logic over orderings. He showed that the monadic second order theory of a sum of orderings -the components (in the simplest case finite words) -can be derived from MSO information of these components and their index structure. Related results are [2, 10, 11, 12, 14] and in the field of model-checking [6, 7, 13, 15] . For the cases where the composition theorem is applicable it allows to reduce the model checking problem in a product or sum to model checking problems over the components. This would be an improvement for systems which consist of "simple" components as the difficulty results from building the actual product or sum and performing model checking over this large structure. However, as mentioned above, one common drawback of this method is the complexity: the number of formulas generated by the method is non-elementary in the size of the given formula. In [3] it has been shown that this is also a lower bound in general for FO logic and a disjoint sum of structures with unbounded branching degree. As we consider words with the less-than relation we also have unbounded branching degree. The result in [3] has recently been strengthened: Also for first order logic with three variables (FO 3 logic) the size of the decomposition is non-elementary [9] . There it was also shown that the size becomes double exponential for FO 2 logic. Note that in the present paper we deal with ordered disjoint sums and that over words, LTL is as expressive as FO(<) logic.
The paper is structured as follows: in the next section we repeat some standard definitions for logics and ordered disjoint sums of structures to fix notation. Further, for the composition theorem we define interface information tuples which consist of two parts: a set of LTL formulas and an MSO formula. The LTL formulas are interpreted in the components of a disjoint sum and the MSO formula states conditions on the index structure, namely, in which of the components the LTL formulas have to hold.
In Section 3 we show the composition theorem for LTL logic. For this, we first introduce the possible formula types which may hold in the components. The set of these formulas is an extension of the set of subformulas of the given formula. The idea of the proof of the main theorem is that we inductively construct interface information tuples for the subformulas of the given formula. In these interface information tuples we use MSO formulas which state a condition for the first component, (local) conditions between neighbor components and a global condition which amounts to a Büchi condition in logic. These MSO formulas are simple in the sense that they only contain second order quantifiers of the form ∃X ⊆ Y . As a side-result, we provide a new, logic-based transformation of LTL-formulas into Büchi automata. (Here we refer to the composition of a model from single elements ("letters").) Note that the results presented here are work in progress. In particular, we work on replacing the simple MSO formulas by FO formulas.
We explain a simplified version of the main idea for ϕU ψ, if ϕ and ψ are atomic propositions p and q: For pU q we start with either pU q or Gp in the first component. The local condition is that either pU q holds at the current component, or Gp holds at the current component and pU q is satisfied later, i. e. pU q or Gp holds at the next component. As global condition we have that Gp should not hold in all components. For the general formula ϕU ψ we would also have to guarantee that the local and global conditions for ϕ and ψ are satisfied and that ϕU ψ may occur repeated e. g. inside a formula (ϕU ψ)U q.
In Section 4 we conclude by giving a summary and an outlook.
Technical Preliminaries
In this section we first introduce structures and sums of them, logics, and then present the "interface information tuples" to speak about the formulas which hold in the components of a sum. We use the abbreviation [n] for the set {1, . . . , n}.
Structures
In this paper we discuss (non-empty) linear orderings extended by predicates P 1 , . . . , P y . To simplify notation we identify each element of the structure by the predicates which hold at this element, so we restrict ourselves to words over the Boolean alphabet B y for some y ∈ N. A finite word w = b 1 . . . b m can be formally represented by a word model w = (dom(w), Suc, <,min, max, P 1 , . . . , P y ) with domain dom(w) = [m], successor relation Suc, less-than relation <, minimal and maximal positions min, max and unary Boolean predicates P 1 , . . . , P y . Infinite words α can be represented by word models with dom(α) = N. For further simplification, whenever we speak of a word or write w/α we usually mean the word model. We write w |= ϕ, if the word model w satisfies the formula ϕ.
We consider (ordered) disjoint sums over words by concatenating the words in a fixed sequence. Formally, for word models w 1 , . . . , w n with w i = (dom(w i ), < i , P 1 , . . . , P y ) where dom(w i ) is finite for i < n, we define the ordered disjoint sum over We consider not only [n] or N for the set of indices but any linearly ordered set. In general, an index structure is a structure Ind = (I, σ I ) with a countable set I which is used for the indices and a signature σ I . An index ordering is an index structure (I, <) with a linear order <.
Logics
We introduce the syntax of linear time logic (LTL), first-order logic (FO) and monadic second order logic (MSO) to fix notation. Let ϕ, ψ be LTL formulas and P a predicate, then p, ¬ϕ, ϕ∧ψ, ϕ∨ψ, F ϕ, Gϕ, ϕU ψ, ϕRψ are also LTL formulas. 
Finally and Globally are used as abbreviations: F ϕ = ttU ϕ and Gϕ = ffRϕ. To be able to easily check for the last letter of a finite word, we introduce the abbreviation last := Xff.
An LTL formula is in negation normal form if negation symbols only occur at the level of atomic formulas. It is well-known that any given LTL formula can be converted into an equivalent formula in negation normal form and that the size of this formula is at most exponential in the size of the given formula. The modal depth md(ϕ) of an LTL formula ϕ is defined as follows:
The syntax of MSO logic is defined as follows: for predicates P , first-order variables x, y, . . . and second-order variables X, Y, . . . the atomic formulas are x = y, x < y, P (x), Y (x). An atomic formula or its negation is a literal. Given MSO formulas ϕ, ψ with free variables x, y, . . . , X, Y, . . . we get the MSO formulas ¬ϕ, ϕ ∧ ψ, ϕ ∨ ψ, ∃xϕ, ∃Xϕ, ∀xϕ, ∀Xϕ. FO logic is defined as MSO logic, but without the second-order variables and quantifiers.
To denote that a formula δ is a subformula of γ, we write δ γ. Let cl(ϕ) be the set of all subformulas of γ, called the closure of ϕ.
Interface Information
The aim of this paper is to reduce the validity of a formula in an ordered disjoint sum to information about the validity of formulas in the components. We now introduce a method to express this information. An interface information tuple for a formula δ is defined as the tuple δ 1 , . . . , δ k ; β(X 1 , . . . , X k ) with formulas δ i and MSO formula β. In literature [7, 13] , this interface information tuple is also called MSO profile or determining sequence. The formulas δ i are interpreted in the components and the MSO formula in the index structure. The set X j "contains" the indices of the components in which the formula δ j holds. Via the interface information we can describe conditions over these component indices.
We consider a small example for LTL: F p; ∃iX 1 (i) . The MSO formula describes that there has to be (at least) one component in the set X 1 , i. e. that F p has to hold for this component. Note that this condition is equivalent to "F p holds in the disjoint sum".
To simplify notation later, for an interface information tuple δ 1 , . . . , δ k ; β δ (X 1 , . . . , X k ) we also allow to use the formulas δ 1 , . . . , δ k as indices for the sets X 1 , . . . , X k instead of the index number, i. e. we write X ϕ to denote the set X j where δ j = ϕ. Thus, in the example above we would write ∃iX F p (i). We define the size of an interface information tuple as the number k of formulas.
For the proof of Theorem 1 we distinguish between the possibilities that a subformula δ of the given formula γ holds at one or at more states of the current component. Note that the formula γ can state that δ has to hold at exactly one state of the current component (consider e. g. γ itself as subformula or γ = F δ) or that δ holds at more states (e. g. if γ = δU q or γ = Gδ) or γ can allow both, e. g. for γ = GF δ. We write δ occurs repeated (in the current component) if we refer to the possibility that δ holds at more than one states and we write δ occurs not repeated if we refer to exactly one state.
Composition Theorem for LTL
In this section we present the main theorem: we show that for an ordered disjoint sum, every LTL formula can be described by an interface information tuple, i. e. it can be decomposed into a set of LTL formulas and an MSO formula that describes which of the LTL formulas have to hold in which components. If we consider single letters as components, this can be seen as an alternative approach to LTL model-checking via Büchi automata which avoids the conversion of the formula to a Büchi automata by directly describing the decomposition in MSO logic. As in the standard approach we analyze the structure of the LTL formulas by local and global compatibility conditions. Note that the global compatibility condition amounts to a Büchi condition expressed in MSO logic.
For the theorem, we first define the set of possible formulas for the components -the extended closure of the given formula. To show the theorem we inductively construct interface information tuples by giving initial, local and global conditions for all types of subformulas. The induction has two parameters: the subformulas and the number of components of the sum. We show the construction with a detailed explanation.
The most interesting case of the theorem is that the index ordering is N and all components are finite. However, the theorem also holds for finite index orderings. In this case the last component may also be an ω-word.
We begin with the definition of the extended closure. Remember the simplified decomposition of the formula pU q from the introduction: if Gp holds at the current component either pU q or Gp has to hold at the next component. For a given formula δ we call the set of formulas which may hold at the next component the set of component formulas cf(δ). It is defined as follows:
The extended closure ecl(δ) is defined analogously: in every case we extend the set of formulas for δ by the previous formulasφ, respectivelyψ. We use the set ecl(δ) as the set of LTL formulas in the interface information tuples. Formally, ecl(δ) is defined as follows:
Note that the modal depth of the formulas in cf(δ) and ecl(δ) is the same as the modal depth for δ.
We call an MSO formula β(Z 1 , . . . , Z m ) simple if it has the following form: . . . , X m ) uses only FO quantifiers. where
Theorem 1. For a given an index ordering (I, <) with index set I the following statement holds: For every LTL formula γ of modal depth r in negation normal
I k = {i ∈ I | w i |= γ k } for k ∈ [m].
The size of the decomposition is at most exponential in |cl(γ)|.
In the proof of Theorem 1 we inductively construct interface information  tuples δ 1 , . . . , δ k ; β δ (X 1 , . . . , X k ) for the subformulas δ of the given formula γ. As mentioned above the formulas δ 1 , . . . , δ k form the set ecl(δ) which contains all possible types of formulas which may hold in a component. The MSO formula β δ defines in which component these formulas have to hold. It ranges over the variables X 1 , . . . , X k where X i "contains" the components where δ i holds.
The MSO formula β δ is simple and has the following format: it contains initial, local and global compatibility conditions via formulas β The MSO formula β δ expresses that for all formulasδ in ecl(δ) there is a subset of components whereδ has to hold and for these subsets the formulas β 
where we use the abbreviation ∃δ∈ecl(δ) Yδ ⊆ Xδ :
The local compatibility condition β L δ lists for all components and allδ ∈ ecl(δ) conditions β δ,δ (i) which have to hold between neighbor components. These β δ,δ (i) are defined depending on the type of the formula δ. We now define the formulas β Let w ≥h denote the ordered disjoint sum starting with the h-th component. Further, let I ≥h := {i ∈ I | i ≥ h}. The induction hypothesis is divided into two parts: On one hand we assume that the result already holds for all disjoint sums w ≥i starting from any component i, any state in this component and all real subformulas ϕ of δ. On the other hand we assume that the result holds for all disjoint sums w ≥i starting from a component i ≥ h + 1, any state in this component and (also) δ itself.
Induction step:
Given the current component h and the current state u (or current states u m ) and the formula δ we apply the induction hypothesis for either the direct subformulas of δ and states from u (or all u m ) onwards in the current component or for δ itself (or the direct subformulas of δ) and the first state of the (h + 1)-th component.
We begin with δ = ϕU ψ: By induction hypothesis we have given β ϕ and β ψ and thus, the local conditions β ϕ,φ (i), β ψ,ψ (i) (forφ ∈ ecl(ϕ),ψ ∈ ecl(ψ)) and the global conditions β
We first consider that δ occurs not repeated. Obviously, the formula ϕU ψ holds at the current state u in the disjoint sum (starting from component h) if either ψ holds directly at u or if ϕ holds from u onwards up to a state v where ψ holds. The state v may be in the same component or in a later component. Note that the last case in particular means that ϕ holds on all states of the current component (from u onwards). These three cases are captured by the formulasψ,φUψ respectively Gφ for the current component and can be seen on the left side of Figure 1 . We allow these cases (and a currently redundant case) in the formula for the induction start:
Now we define the local conditions for these formulas: first, we assure that the local conditions forφ respectively forψ have to be fulfilled only (!) ifφ respectivelyψ occur 1 inδ. For the case Gφ (and the case (φUψ) ∨ Gφ) we further have to assure that sometime later ϕU ψ holds in the disjoint sum by guaranteeing that one of the four cases of cf(δ) holds at the next component.
We now consider that δ occurs repeated. This leads to the following possibilities: (1) at all of these states ψ holds, (2) at all of these states ϕU ψ (but not necessarily at all ψ) holds, (3) at all of these states Gϕ holds and ϕU ψ is satisfied later or (4) there are some states where ϕU ψ and some where Gϕ holds (and ϕU ψ is satisfied later). These cases are captured by the four possibilities in cf(δ). They are shown at the right side of Figure 1 . Note that we distinguish between Gφ and (φUψ) ∨ Gφ, because in the last case, we have to enforce also the local compatibility conditions forψ and not only those forφ.
As already mentioned in the introduction we have to add global compatibility conditions to prevent Gφ or (φUψ) ∨ Gφ on all components. Apart from this, we have to add the global compatibility conditions for the subformulas ϕ, ψ. This is (both) done by β Before we proceed with the other cases, let us first consider an example which uses only Until-operators.
Example 1.
We consider the examples pU q and (rU s)U q. For δ = pU q we get cf(δ) = {q, pU q, Gp, (pU q) ∨ Gp} and ecl(δ) = cf(δ) ∪ {p}. The formula β (1) , i. e. either q, pU q or Gp (or (pU q) ∨ Gp) holds at the first component. If q or pU q holds at any component, no more conditions have to be satisfied. Thus, β δ,q = tt and β δ,pU q = tt. Otherwise, one of the formulas q, pU q, Gp, (pU q) ∨ Gp has to hold at the next component. Thus,
For this example, (pU q) ∨ Gp would not be necessary as δ occurs not repeated. Further, the distinction between q and pU q is also superfluous, because there are no further local conditions for p, i. e. β p,p (i) = tt. However, if we consider the second example δ = ϕU q with ϕ = rU s the distinction between q andφU q is necessary: we have β δ,q (i) = tt but e. g.
as in this case rU s has still to be satisfied.
We continue with δ = ϕ ∨ ψ: Given the initial, local and global compatibility conditions for ϕ and ψ, we define the conditions for δ. The formula β 0 δ allows that ϕ or ψ holds at the first component: (1) . Note that as δ might occur repeated we also havē ϕ ∨ψ ∈ cf(δ) to force both the local compatibility conditions for ϕ and ψ if on some of the states ϕ and on some ψ holds. We get
Now, we consider δ = Xϕ: We can have three possible formulas for the current component: (A) ¬last∧Xφ, (B) ¬last → Xφ and (C) last (forφ ∈ cf(ϕ)). If δ = Xϕ holds at more than one states of the current component, then (C) either the last state is within these states or (A) not. The condition (C) is captured by Xφ for all of these states without the last one (¬last → Xφ) and by forcing that ϕ holds at the next component as above. The condition (A) is handled as above. Note that we can add (B) as disjunctive element in this case as last is false for more than one state. These conditions are shown on the right side of Figure 2 .
As initial condition we get β The cases δ = ϕ ∧ ψ and δ = ψRϕ are analogous to the cases ϕ ∨ ψ and ϕU ψ, so we only give the formal descriptions. We omit F ϕ and Gϕ as they can be derived via F ϕ = ttU ϕ and Gϕ = ffRψ.
• β 
Summary and Outlook
In this paper we have shown that the validity of an LTL formula in an ordered disjoint sum can be deduced from information about the components and the index ordering. We have built interface information tuples -LTL formulas for the components and a simple MSO formula which states in which components these formulas have to hold. We proved that -in contrast to FO logic over disjoint sums -here, the size of the decomposition is at most exponential in the size of the input formula.
Current work deals with generalizing this result to computational time logic (CTL) over sums and products of transition systems. Here, it is also of interest to generalize the ordered index structure to a tree.
