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Lp-ESTIMATES FOR TIME FRACTIONAL PARABOLIC
EQUATIONS WITH COEFFICIENTS MEASURABLE IN TIME
HONGJIE DONG AND DOYOON KIM
Abstract. We establish the Lp-solvability for time fractional parabolic equa-
tions when coefficients are merely measurable in the time variable. In the
spatial variables, the leading coefficients locally have small mean oscillations.
Our results extend a recent result in [6] to a large extent.
1. Introduction
In this paper, we consider time fractional parabolic equations with a non-local
type time derivative term of the form
− ∂αt u+ a
ij(t, x)Diju+ b
i(t, x)Diu+ c(t, x)u = f(t, x) (1.1)
in (0, T )× Rd, where ∂αt u is the Caputo fractional derivative of order α ∈ (0, 1):
∂αt u(t, x) =
1
Γ(1− α)
d
dt
∫ t
0
(t− s)−α [u(s, x)− u(0, x)] ds.
See Sections 2 and 3 for a precise definition and properties of ∂αt u. Our main result
is that, for a given f ∈ Lp
(
(0, T )× Rd
)
, there exists a unique solution u to the
equation (1.1) in (0, T )× Rd with the estimate
‖|∂αt u|+ |u|+ |Du|+ |D
2u|‖Lp((0,T )×Rd) ≤ N‖f‖Lp((0,T )×Rd).
The assumptions on the coefficients aij , bi, and c are as follows. The leading
coefficients aij = aij(t, x) satisfy the uniform ellipticity condition and have no
regularity in the time variable. Dealing with such coefficients in the setting of Lp
spaces is the main focus of this paper. As functions of x, locally the coefficients aij
have small (bounded) mean oscillations (small BMO). See Assumption 2.2. The
lower-order coefficients bi and c are assumed to be only bounded and measurable.
If the fractional (or non-local) time derivative ∂αt u is replaced with the local time
derivative ut, the equation (1.1) becomes the usual second-order non-divergence
form parabolic equation
− ut + a
ijDiju+ b
iDiu+ cu = f. (1.2)
As is well known, there is a great amount of literature on the regularity and solv-
ability for equations as in (1.2) in various function spaces. Among them, we only
refer the reader to the papers [7, 8, 4], which contain corresponding results of
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this paper to parabolic equations as in (1.2). More precisely, in these papers, the
unique solvability results are proved in Sobolev spaces for elliptic and parabolic
equations/systems. In particular, for the parabolic case, the leading coefficients
are assumed to satisfy the same conditions as mentioned above. This class of co-
efficients was first introduced by Krylov in [7] for parabolic equations in Sobolev
spaces. In [8], the results in [7] were generalized to the mixed Sobolev norm setting,
and in [4] to higher-order elliptic and parabolic systems. Thus, one can say that the
unique solvability of solutions in Sobolev spaces to parabolic equations as in (1.2)
is well established when coefficients are merely measurable in the time variable. On
the other hand, it is well known that the Lp-solvability of elliptic and parabolic
equations requires the leading coefficients to have some regularity conditions in the
spatial variables. See, for instance, the paper [9], where the author shows the im-
possibility of finding solutions in Lp spaces to one spatial dimensional parabolic
equations if p /∈ (3/2, 3) and the leading coefficient are merely measurable in (t, x).
In view of mathematical interests and applications, it is a natural and interesting
question to explore whether the corresponding Lp-solvability results hold for equa-
tions as in (1.1) for the same class of coefficients as in [7, 8, 4]. In a recent paper
[6] the authors proved the unique solvability of solutions in mixed Lp,q spaces to
the time fractional parabolic equation (1.1) under the stronger assumption that the
leading coefficients are piecewise continuous in time and uniformly continuous in
the spatial variables. Hence, the results in this paper can be regarded as a general-
ization of the results in [6] to a large extent, so that one can have the same class of
coefficients as in [7, 8, 4] for the time non-local equation (1.1) in Lp spaces. We note
that in [6] the authors discussed the case α ∈ (0, 2), whereas in this paper we only
discuss the parabolic regime α ∈ (0, 1). It is also worth noting that, for parabolic
equations as in (1.2), it is possible to consider more general classes of coefficients
than those in [7, 8, 4]. Regarding this, see [3], where the classes of coefficients under
consideration include those aij(t, x) measurable both in one spatial direction and
in time except, for instance, a11(t, x), which is measurable either in time or in the
spatial direction.
Besides [6], there are a number of papers about parabolic equations with a non-
local type time derivative term. For divergence type time fractional parabolic equa-
tions in the Hilbert space setting, see [13], where the time fractional derivative is
a generalized version of the Caputo fractional derivative. One can find De Giorgi-
Nash-Moser type Ho¨lder estimates for time fractional parabolic equations in [14],
and for parabolic equations with fractional operators in both t and x in [1]. For
other related papers and further information about time fractional parabolic equa-
tions and their applications, we refer to [6] and the references therein.
As a standard scheme in Lp-theory, to establish the main results of this paper,
we prove a priori estimates for solutions to (1.1). In [6] a representation formula for
a solution to the time fractional heat operator −∂αt u+∆u is used, from which the
Lp-estimate is derived for the operator. Then for uniformly continuous coefficients,
a perturbation argument takes places to derive the main results of the paper. Our
proof is completely different. Since aij are measurable in time, it is impossible
to treat the equation via a perturbation argument from the time fractional heat
equation. Thus, instead of considering a representation formula for equations with
coefficients measurable in time, which does not seem to be available, we start with
the L2-estimate and solvability, which can be obtained from integration by parts.
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We then exploit a level set argument originally due to Caffarelli and Peral [2] as well
as a “crawling of ink spots” lemma, which was originally due to Safonov and Krylov
[12, 10]. The main difficulty arises in the key step where one needs to estimate
local L∞ estimates of the Hessian of solutions to locally homogeneous equations.
Starting from the L2-estimate and applying the Sobolev type embedding results
proved in Appendix, we are only able to show that such Hessian are in Lp1 for
some p1 > 2, instead of L∞. Nevertheless, this allows us to obtain the Lp estimate
and solvability for any p ∈ [2, p1) and a
ij = aij(t) by using a modified level set type
argument. Then we repeat this procedure and iteratively increase the exponent
p for any p ∈ [2,∞). In the case when p ∈ (1, 2), we apply a duality argument.
For equations with the leading coefficients being measurable in t and locally having
small mean oscillations in x, we apply a perturbation argument (see, for instance,
[7]). This is done by incorporating the small mean oscillations of the coefficients
into local mean oscillation estimates of solutions having compact support in the
spatial variables. Then, the standard partition of unity argument completes the
proof.
In forthcoming work, we will generalize our results for time fraction parabolic
equations with more general coefficients considered, for example, in [3]. We will also
consider solutions in Sobolev spaces with mixed norms as in [6] as well as equations
in domains.
The remainder of the paper is organized as follows. In the next section, we
introduce some notation and state the main results of the paper. In Section 3,
we define function spaces for fractional time derivatives and show some of their
properties. In Section 4, we prove the L2 estimate and solvability for equations
with coefficients depending only on t, and then derive certain local estimates, which
will be used later in the iteration argument. We give the estimates of level sets of
Hessian in Section 5 and complete the proofs of the main theorems in Section 6. In
Appendix, we establish several Sobolev type embedding theorems involving time
fractional derivatives and prove a “crawling of ink spots” lemma adapted to our
setting.
2. Notation and main results
We first introduce some notation used through the paper. For α ∈ (0, 1), denote
Iαϕ(t) = Iα0 ϕ(t) =
1
Γ(α)
∫ t
0
(t− s)α−1ϕ(s) ds
for ϕ ∈ L1(R+), where
Γ(α) =
∫ ∞
0
tα−1e−t dt.
In [5] Iαϕ is called α-th integral of ϕ with origin 0. For 0 < α < 1 and sufficiently
smooth function ϕ(t), we set
Dαt ϕ(t) =
d
dt
I1−αϕ(t) =
1
Γ(1 − α)
d
dt
∫ t
0
(t− s)−αϕ(s) ds,
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and
∂αt ϕ(t) =
1
Γ(1 − α)
∫ t
0
(t− s)−αϕ′(s) ds
=
1
Γ(1 − α)
d
dt
∫ t
0
(t− s)−α [ϕ(s)− ϕ(0)] ds.
Note that if ϕ(0) = 0, then
∂t(I
1−αϕ) = ∂αt ϕ.
Let D be a subset (not necessarily open) of Rk, k ∈ {1, 2, . . .}. By ϕ ∈ C∞0 (D),
we mean that ϕ is infinitely differentiable in D and is supported in the intersection
of D and a bounded open subset in Rd. In particular, ϕ may not be zero on the
boundary of D, unless D is an open subset of Rk. For α ∈ (0, 1), we denote
QR1,R2(t, x) = (t−R
2/α
1 , t)×BR2(x) and QR(t, x) = QR,R(t, x).
We often write BR and QR instead of BR(0) and QR(0, 0), respectively.
In this paper, we assume that there exists δ ∈ (0, 1) such that
aij(t, x)ξjξj ≥ δ|ξ|
2, |aij | ≤ δ−1
for any ξ ∈ Rd and (t, x) ∈ R× Rd.
Our first main result is for equations with coefficients aij depending only on the
time variable without any regularity assumptions.
Theorem 2.1. Let α ∈ (0, 1), T ∈ (0,∞), aij = aij(t), and p ∈ (1,∞). Suppose
that u ∈ Hα,2p,0 (R
d
T ) satisfies
− ∂αt u+ a
ijDiju = f (2.1)
in RdT := (0, T )× R
d. Then there exists N = N(d, δ, α, p) such that
‖∂αt u‖Lp(RdT ) + ‖D
2u‖Lp(RdT ) ≤ N‖f‖Lp(RdT ). (2.2)
Moreover, for f ∈ Lp(RdT ), there exists a unique u ∈ H
α,2
p,0 (R
d
T ) satisfying (2.1) and
(2.2).
We refer the reader to Section 3 for the definitions of function spaces including
H
α,2
p,0 (R
d
T ).
We also consider more general operators with lower-order terms and with coef-
ficients depending on both t and x. In this case, we impose the following VMOx
condition on the leading coefficients.
Assumption 2.2 (γ0). There is a constant R0 ∈ (0, 1] such that for each parabolic
cylinder Qr(t0, x0) with r ≤ R0 and (t0, x0) ∈ Rd+1, we have
sup
i,j
–
∫
Qr(t0,x0)
|aij − a¯ij(t)| dx dt ≤ γ0,
where a¯ij(t) is the average of aij(t, ·) in Br(x0).
Remark 2.3. From the above assumption, we have that for any x0 ∈ Rd and
a, b ∈ R such that b−a > R
2/α
0 , there exists a¯
ij(t) satisfying the ellipticity condition
and
–
∫ b
a
–
∫
BR0 (x0)
|aij − a¯ij(t)| dx dt ≤ 2γ0.
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Indeed, find k ∈ {1, 2, . . .} such that
b− (k + 1)R
2/α
0 ≤ a < b− kR
2/α
0 , i.e.,
1
k + 1
≤
R
2/α
0
b− a
<
1
k
,
and set a¯ij(t) to be the average of aij(t, ·) in BR0(x0). We then see that
–
∫ b
a
–
∫
BR0(x0)
|aij − a¯ij(t)| dx dt =
1
b− a
∫ b
a
–
∫
BR0 (x0)
|aij − a¯ij(t)| dx dt
≤
R
2/α
0
b− a
k∑
j=0
–
∫ b−jR2/α0
b−(j+1)R
2/α
0
–
∫
BR0 (x0)
|aij − a¯ij(t)| dx dt
≤
R
2/α
0
b− a
(k + 1)γ0 ≤
k + 1
k
γ0 ≤ 2γ0.
We also assume that the lower-order coefficients bi and c satisfy
|bi| ≤ δ−1, |c| ≤ δ−1.
Theorem 2.4. Let α ∈ (0, 1), T ∈ (0,∞), and p ∈ (1,∞). There exists γ0 ∈
(0, 1) depending only on d, δ, α, and p, such that, under Assumption 2.2 (γ0), the
following hold. Suppose that u ∈ Hα,2p,0 (R
d
T ) satisfies
− ∂αt u+ a
ijDiju+ b
iDiu+ cu = f (2.3)
in RdT . Then there exists N = N(d, δ, α, p, R0, T ) such that
‖u‖
H
α,2
p (RdT )
≤ N‖f‖Lp(RdT ). (2.4)
Moreover, for f ∈ Lp(RdT ), there exists a unique u ∈ H
α,2
p,0 (R
d
T ) satisfying (2.3) and
(2.4).
3. Function spaces
Let Ω be a domain (open and connected, but not necessarily bounded) in Rd.
For T > 0, we denote
ΩT = (0, T )× Ω ⊂ R× R
d.
Thus, if Ω = Rd, we write RdT = (0, T )× R
d.
For S > −∞ and α ∈ (0, 1), let I1−αS u be the (1−α)-th integral of u with origin
S:
I1−αS u =
1
Γ(1− α)
∫ t
S
(t− s)−αu(s, x) ds.
Throughout the paper, I1−α0 is denoted by I
1−α.
For 1 ≤ p ≤ ∞, α ∈ (0, 1), T > 0, and k ∈ {1, 2, . . .}, we set
H˜α,kp (ΩT ) =
{
u ∈ Lp(ΩT ) : D
α
t u, D
β
xu ∈ Lp(ΩT ), 0 ≤ |β| ≤ k
}
with the norm
‖u‖
H˜
α,k
p (ΩT )
= ‖Dαt u‖Lp(ΩT ) +
∑
0≤|β|≤k
‖Dβxu‖Lp(ΩT ),
where by Dαt u or ∂t(I
1−αu)(= ∂t(I
1−α
0 u)) we mean that there exists g ∈ Lp(ΩT )
such that ∫ T
0
∫
Ω
g(t, x)ϕ(t, x) dx dt = −
∫ T
0
∫
Ω
I1−αu(t, x)∂tϕ(t, x) dx dt (3.1)
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for all ϕ ∈ C∞0 (ΩT ). If we have a domain (S, T ) × Ω in place of ΩT , where
−∞ < S < T <∞, we write H˜α,kp ((S, T )× Ω). In this case
Dαt u(t, x) = ∂tI
1−α
S u(t, x).
Now we set
Hα,kp (ΩT ) =
{
u ∈ H˜α,kp (ΩT ) : (3.1) is satisfied for all ϕ ∈ C
∞
0 ([0, T )× Ω)
}
with the same norm as for H˜α,kp (ΩT ). Similarly, we define H
α,k
p ((S, T )×Ω). If (3.1)
holds for all functions ϕ ∈ C∞0 ([0, T )× Ω), then one can regard that I
1−αu(t)|t=0 =
0 in the trace sense with respect to the time variable. In Lemma 3.1 below, we show
that, if α ≤ 1− 1/p, then Hα,kp (ΩT ) = H˜
α,k
p (ΩT ).
Lemma 3.1. Let p ∈ [1,∞], α ∈ (0, 1), k ∈ {1, 2, . . .} and
α ≤ 1− 1/p.
Then, for u ∈ H˜α,kp (ΩT ), the equality (3.1) holds for all ϕ ∈ C
∞
0 ([0, T )× Ω).
Proof. Let ηk(t) be an infinitely differentiable function such that 0 ≤ ηk(t) ≤ 1,
ηk(t) = 0 for t ≤ 0, ηk(t) = 1 for t ≥ 1/k, and |∂tηk(t)| ≤ 2k. Then∫ T
0
I1−αu(t, x)∂t(ϕ(t)ηk(t)) dt
=
∫ T
0
I1−αu(t, x)∂tϕ(t)ηk(t) dt +
∫ T
0
I1−αu(t, x)ϕ(t)∂tηk(t) dt.
To prove the desired equality, we only need to show that∫ T
0
∫
Ω
I1−αu(t, x)ϕ(t)∂tηk(t) dx dt→ 0
as k→∞. Note that∫ T
0
I1−αu(t, x)ϕ(t)∂tηk(t) dt =
∫ 1/k
0
I1−αu(t, x)ϕ(t)∂tηk(t) dt =: Jk(x).
Then, by Lemma A.2 with 1− α in place of α, for any q ∈ [1,∞] satisfying
1− α− 1/p > −1/q,
we have
|Jk(x)| ≤ Nk
∫ 1/k
0
I1−α|u(t, x)| dt ≤ Nk1/q
(∫ 1/k
0
∣∣I1−α|u(t, x)|∣∣q dt)1/q
≤ Nkα−1+1/p‖u(·, x)‖Lp(0,1/k) → 0
as k→∞, provided that α ≤ 1− 1/p. The lemma is proved. 
We now prove that every function in Hα,kp (ΩT ) can be approximated by infinitely
differentiable functions up to the boundary with respect to the time variable.
Proposition 3.2. Let p ∈ [1,∞), α ∈ (0, 1), and k ∈ {1, 2, . . .}. Then functions
in C∞ ([0, T ]× Ω) vanishing for large |x| are dense in Hα,kp (ΩT ).
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Proof. We prove only the case when Ω = Rd. More precisely, we show that
C∞0
(
[0, T ]× Rd
)
is dense in Hα,kp (R
d
T ). The proof of the case when Ω = R
d
+ is
similar. For a general Ω, the claim is proved using a partition of unity with respect
to the spatial variables. See, for instance, [11].
Let u ∈ Hα,kp (R
d
T ). Let η(t, x) be an infinitely differentiable function defined in
Rd+1 satisfying η ≥ 0,
η(t, x) = 0 outside (0, 1)×B1,
∫
Rd+1
η dx dt = 1.
Set
ηε(t, x) =
1
εd+2/α
η(t/ε2/α, x/ε)
and
u(ε)(t, x) =
∫
R
∫
Rd
ηε(t− s, x− y)u(s, y)I0<s<T dy ds.
Then it follows easily that u(ε)(t, x) ∈ C∞(Rd+1) and, for (t, x) ∈ (0, T )× Rd and
0 ≤ |β| ≤ k,
Dβxu
(ε)(t, x) =
∫
R
∫
Rd
ηε(t− s, x− y)D
β
xu(s, y)I0<s<T dy ds. (3.2)
Moreover, for (t, x) ∈ (0, T )× Rd,
Dαt u
(ε)(t, x) =
∫
R
∫
Rd
ηε(t− s, x− y)D
α
t u(s, y)I0<s<T dy ds. (3.3)
To see (3.3), we first check that
I1−αu(ε)(t, x) = (I1−αu)(ε)(t, x). (3.4)
Indeed,
Γ(1− α)I1−αu(ε)(t, x)
=
∫ t
0
(t− s)−α
∫ T
0
∫
Rd
ηε(s− r, x− y)u(r, y) dy dr ds
=
∫
Rd
∫ T
0
∫ t
0
(t− s)−αηε(s− r, x− y)u(r, y) ds dr dy
=
∫
Rd
∫ t
0
∫ t
r
(t− s)−αηε(s− r, x− y)u(r, y) ds dr dy,
where we used the fact that η(t, x) = 0 if t ≤ 0. Then by the change of variable
ρ = t− s+ r in the integration with respect to s, we have
Γ(1− α)I1−αu(ε)(t, x) =
∫
Rd
∫ t
0
∫ t
r
(ρ− r)−αηε(t− ρ, x− y)u(r, y) dρ dr dy
=
∫
Rd
∫ t
0
ηε(t− ρ, x− y)
∫ ρ
0
(ρ− r)−αu(r, y) dr dρ dy
=
∫
Rd
∫ T
0
ηε(t− ρ, x− y)
∫ ρ
0
(ρ− r)−αu(r, y) dr dρ dy
= Γ(1 − α)(I1−αu)(ε)(t, x).
Hence, the inequality (3.4) is proved.
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Now observe that∫
R
∫
Rd
ηε(t− s, x− y)D
α
t u(s, y)I0<s<T dy ds
=
∫ T
0
∫
Rd
ηε(t− s, x− y)∂sI
1−αu(s, y) dy ds
=
∫ T
0
∫
Rd
(∂tηε)(t− s, x− y)I
1−αu(s, y) dy ds
= ∂t
[∫ T
0
∫
Rd
ηε(t− s, x− y)I
1−αu(s, y) dy ds
]
= ∂t(I
1−αu)(ε)(t, x) = ∂tI
1−αu(ε)(t, x) = Dαt u
(ε)(t, x),
where in the second equality we used the fact that u satisfies (3.1) for all ϕ ∈
C∞0
(
[0, T )× Rd
)
and, by the choice of η, ηε(t− T, x− y) = 0. From the equalities
(3.2) and (3.3), we see that
‖u(ε) − u‖
H
α,k
p (RdT )
→ 0
as ε→ 0. Finally, we take a smooth cutoff function ζ ∈ C∞0 (R
d) such that supp ζ ⊂
B2 and ζ = 1 in B1, and denote ζε(x) = ζ(x/ε). Then by the uniform bound of
‖u(ε)‖
H
α,k
p (RdT )
, it is easily seen that
‖u(ε) − u(ε)ζε‖Hα,kp (RdT )
→ 0
as ε→ 0. The lemma is proved. 
Remark 3.3. If the boundary of Ω is sufficiently smooth, for instance Ω is a
Lipschitz domain, then C∞
(
[0, T ]× Ω
)
is dense in Hα,kp (ΩT ).
Remark 3.4. Lemma 3.1 shows that Hα,kp (ΩT ) = H˜
α,k
p (ΩT ) whenever α ≤ 1−1/p,
p ∈ [1,∞]. Hence, by Proposition 3.2, it follows that functions in C∞ ([0, T ]× Ω)
vanishing for large |x| are dense in H˜α,kp (ΩT ), provided that α ≤ 1−1/p, p ∈ [1,∞),
α ∈ (0, 1), and k ∈ {1, 2, . . .}. However, in the case α > 1− 1/p, we have
Hα,kp (ΩT ) ( H˜
α,k
p (ΩT ).
To see this, let
u(t) = tα−1,
where α ∈ (1− 1/p, 1) and p ∈ [1,∞). Then u ∈ Lp(0, T ) and
I1−αu(t) =
1
Γ(1− α)
∫ t
0
(t− s)−αsα−1 ds = Γ(α),
which is a nonzero constant, so that
∂tI
1−αu = 0.
Thus,
u, Dαt u ∈ Lp(0, T ).
However, clearly the integration by parts formula (3.1) does not hold for ϕ ∈
C∞0 [0, T ). The above example also shows that, even though we have
u, Dαt u ∈ Lp((0, T ))
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for α > 1− 1/p, it is not likely to gain better integrability or regularity (up to the
boundary) of u, as apposed to the usual Sobolev embedding results.
To deal with solutions with the zero initial condition, we define Hα,kp,0 ((S, T )×Ω)
to be functions in Hα,kp ((S, T ) × Ω) each of which is approximated by a sequence
{un(t, x)} ⊂ C
∞ ([S, T ]× Ω) such that un vanishes for large |x| and un(S, x) = 0.
For u ∈ Hα,kp,0 ((S, T ) × Ω) and for any approximation sequences {un} such that
un → u in Hα,kp ((S, T )× Ω) with un ∈ C
∞ ([S, T ]× Ω) and un(S, x) = 0, we have
∂αt un = D
α
t un.
Thus, when, for instance, S = 0, for u ∈ Hα,kp,0 (ΩT ), we define
∂αt u := D
α
t u =
1
Γ(1− α)
∂t
∫ t
0
(t− s)−αu(s, x) ds.
Lemma 3.5. Let p ∈ [1,∞), α ∈ (0, 1), k ∈ {1, 2, . . .}, −∞ < S < t0 < T < ∞,
and u ∈ Hα,kp,0 ((t0, T )× Ω). If u is extended to be zero for t ≤ t0, denoted by u¯,
then u¯ ∈ Hα,kp,0 ((S, T )× Ω).
Proof. Without loss of generality, we assume t0 = 0 so that
−∞ < S < 0 < T <∞.
For u ∈ Hα,kp,0 (ΩT ), let {un} be an approximating sequence of u such that un ∈
H
α,k
p,0 (ΩT )∩C
∞ ([0, T ]× Ω), un vanishes for large |x|, and un(0, x) = 0. Extend un
to be zero for t ≤ 0, denoted by u¯n. It is readily seen that, for 0 ≤ |β| ≤ k,
Dβx u¯n =
{
Dβxun, 0 ≤ t ≤ T,
0, S ≤ t < 0,
Dβx u¯n ∈ Lp ((S, T )× Ω) .
Now we check that
Dαt u¯n = ∂tI
1−α
S u¯n =
{
∂tI
1−α
0 un, 0 ≤ t ≤ T,
0, S ≤ t < 0,
(3.5)
Dαt u¯n ∈ Lp ((S, T )× Ω) .
To see this, note that I1−αS u¯n(t, x) = 0 for S ≤ t < 0. For 0 ≤ t ≤ T , we have
I1−αS u¯n =
1
Γ(1− α)
∫ t
S
(t− s)−αu¯n(s, x) dy
=
1
Γ(1− α)
∫ t
0
(t− s)−αun(s, x) dy = I
1−α
0 un(t, x).
We now observe that, for ϕ ∈ C∞0 ((S, T )× Ω),∫ T
S
∫
Ω
I1−αS u¯n(t, x)ϕt(t, x) dx dt =
∫ T
0
∫
Ω
I1−α0 un(t, x)ϕt(t, x) dx dt
= −
∫ T
0
∫
Ω
∂tI
1−α
0 un(t, x)ϕ(t, x) dx dt,
where we used the fact that I1−α0 un(0, x) = 0. This proves (3.5)
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Since {u¯n} is Cauchy in Hα,kp ((S, T )× Ω) and u¯n → u¯ in Lp ((S, T )× Ω), we see
that u¯ ∈ Hα,kp ((S, T )× Ω). Moreover, since u¯n(S, x) = 0, u¯ ∈ H
α,k
p,0 ((S, T )× Ω). In
fact, u¯n’s are not necessarily in C
∞ ([S, T ]× Ω), but by using mollifications from
u¯n one can easily obtain vn ∈ C∞ ([S, T ]× Ω) vanishing for large |x| such that
vn(S, x) = 0 and
vn → u¯ in H
α,k
p ((S, T )× Ω) .
The lemma is proved. 
Lemma 3.6. Let p ∈ [1,∞), α ∈ (0, 1), k ∈ {1, 2, . . .}, −∞ < S < t0 < T < ∞,
and v ∈ Hα,kp ((S, T )× Ω). Then, for any infinitely differentiable function η defined
on R such that η(t) = 0 for t ≤ t0 and
|η′(t)| ≤M, t ∈ R,
the function ηv belongs to Hα,kp,0 ((t0, T )× Ω) and
∂αt (ηv)(t, x) = ∂tI
1−α
t0 (ηv)(t, x) = η(t)∂tI
1−α
S v(t, x)− g(t, x), (3.6)
for (t, x) ∈ (t0, T )× Ω, where
g(t, x) =
α
Γ(1 − α)
∫ t
S
(t− s)−α−1 (η(s)− η(t)) v(s, x) ds (3.7)
satisfies
‖g‖Lp((t0,T )×Ω) ≤ N(α, p,M, T, S)‖v‖Lp((S,T )×Ω). (3.8)
Proof. As in Lemma 3.5, we assume that t0 = 0. First we check (3.8). Note that
since |η′(t)| ≤M , we have∣∣∣∣∫ t
S
(t− s)−α−1 (η(t)− η(s)) v(s, x) ds
∣∣∣∣
≤M
∫ t
S
(t− s)−α|v(s, x)| ds =MΓ(1− α)I1−αS |v(t, x)|
for (t, x) ∈ ΩT . Hence, the inequality (3.8) follows from Lemma A.2 with 1− α in
place of α (also see Remark A.3).
Since v ∈ Hα,2p ((S, T )× Ω), there exists a sequence {vn} ⊂ H
α,2
p ((S, T )× Ω) ∩
C∞ ([S, T ]× Ω) such that vn vanishes for large |x| and
‖∂tI
1−α
S (vn − v)‖Lp((S,T )×Ω) +
∑
0≤|β|≤2
‖Dβx(vn − v)‖Lp((S,T )×Ω) → 0
as n→∞. Let
gn(t, x) = η(t)∂tI
1−α
S vn(t, x)− ∂tI
1−α
0 (ηvn)(t, x).
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Then
− Γ(1− α)gn(t, x)
= ∂t
∫ t
0
(t− s)−αη(s)vn(s, x) ds− η(t)∂t
∫ t
S
(t− s)−αvn(s, x) ds
=
∂
∂t
[∫ t
0
(t− s)−αη(s)vn(s, x) ds− η(t)
∫ t
S
(t− s)−αvn(s, x) ds
]
+ η′(t)
∫ t
S
(t− s)−αvn(s, x) ds
=
∂
∂t
[∫ t
S
(t− s)−α (η(s)− η(t)) vn(s, x) ds
]
+ η′(t)
∫ t
S
(t− s)−αvn(s, x) ds
= −α
∫ t
S
(t− s)−α−1 (η(s)− η(t)) vn(s, x) ds.
Hence,
gn(t, x) =
α
Γ(1 − α)
∫ t
S
(t− s)−α−1 (η(s)− η(t)) vn(s, x) ds
for (t, x) ∈ ΩT . Clearly,
η(t)∂tI
1−α
S vn(t, x)→ η(t)∂tI
1−α
S v(t, x)
in Lp(ΩT ). From the estimate for g with vn − v in place of v, it follows that
‖gn − g‖Lp(ΩT ) → 0
as n→∞. That is,
∂tI
1−α
0 (ηvn)(t, x)→ η(t)∂tI
1−α
S v(t, x)− g(t, x)
in Lp(ΩT ). This together with I
1−α
0 (ηvn)→ I
1−α
0 (ηv) in Lp(ΩT ) implies (3.6) and
∂tI
1−α
0 (ηvn)(t, x)→ ∂tI
1−α
0 (ηv)(t, x) in Lp(ΩT ). Obviously, D
β
x(ηvn)→ D
β
x(ηv) in
Lp(ΩT ) for 0 ≤ |β| ≤ k. Then from the fact that ηvn ∈ C∞0 ([0, T ]× Ω) vanishing
for large |x| with (ηvn)(0, x) = 0, we conclude that ηv ∈ H
α,k
p,0 (ΩT ). 
4. Auxiliary results
Throughout this section, we assume that aij are measurable functions of only
t ∈ R. That is, aij = aij(t).
Proposition 4.1. Theorem 2.1 holds when p = 2.
Proof. A version of this result for divergence type equations can be found in [13].
Roughly speaking, the results in this proposition can be obtained by taking the
spatial derivatives of the equation in [13]. For the reader’s convenience, we present
here a detailed proof.
By the results from [6] and the method of continuity, we only prove the a priori
estimate (2.2). Moreover, since infinitely differentiable functions with compact
support in x and with the zero initial condition are dense in Hα,22,0 (R
d
T ), it suffices to
prove (2.2) for u in C∞0
(
[0, T ]× Rd
)
satisfying u(0, x) = 0 and (2.1). Multiplying
both sides of (2.1) by ∆u and then integrating on (0, T )× Rd, we have
−
∫
R
d
T
∂αt u∆u dx dt+
∫
R
d
T
aij(t)Diju∆u dx dt =
∫
R
d
T
f∆u dx dt. (4.1)
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By integration by parts and the ellipticity condition, it follows that∫
R
d
T
aij(t)Diju∆u dx dt =
∫
R
d
T
d∑
k=1
d∑
i,j=1
aij(t)DijuD
2
ku dx dt
=
∫
R
d
T
d∑
k=1
d∑
i,j=1
aij(t)DkiDkju dx dt ≥ δ
∫
R
d
T
d∑
i,k=1
|Dkiu|
2 dx dt.
The term on the right-hand side of (4.1) is taken care of by Young’s inequality.
Moreover, the estimate for the term ∂αt u follows from that of D
2u and the equation.
Thus, to obtain (2.2) we only need to see that the first integral in (4.1) is non-
negative. To do this, by setting ∇u = v, we have
−
∫
R
d
T
∂αt u∆u dx dt =
∫
R
d
T
∂αt v · v dx dt.
We claim that, for each (t, x) ∈ RdT ,
∂αt v(t, x) · v(t, x) ≥
1
2
∂αt |v|
2(t, x). (4.2)
To see this, for fixed t ∈ (0, T ) and x ∈ Rd, let
F1(s) =
1
2
|v(s, x)|2, F2(s) = v(s, x) · v(t, x),
and
F (s) =
1
2
(|v(s, x)|2 − |v(t, x)|2)− (v(s, x) − v(t, x)) · v(t, x).
Because
F (s) =
1
2
|v(s, x) − v(t, x)|2 ≥ 0
on [0, T ] with the equality at s = t, integration by parts clearly yields that∫ t
0
(t− s)−α(F ′1(s)− F
′
2(s)) ds =
∫ t
0
(t− s)−αF ′(s) ds ≤ 0,
which together with the definition of ∂αt implies (4.2). Therefore, because F1(0) = 0
we have
2Γ(1− α)
∫ T
0
∂αt v(t, x) · v(t, x) dt
≥
∫ T
0
∂
∂t
[∫ t
0
(t− s)−α|v(s, x)|2 ds
]
dt =
[∫ t
0
(t− s)−α|v(s, x)|2 ds
]t=T
t=0
=
∫ T
0
(T − s)−α|v(s, x)|2 ds ≥ 0,
where we used the fact that v(s, x) is bounded on [0, T ]× Rd so that∫ t
0
(t− s)−α|v(s, x)|2 ds =
∫ 1
0
(t− tr)−α|v(tr, x)|2t dr
= t1−α
∫ 1
0
(1− r)−α|v(tr, x)|2 dr → 0
as t→ 0. 
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Lemma 4.2 (Local estimate). Let p ∈ (1,∞), α ∈ (0, 1), T ∈ (0,∞), and 0 < r <
R <∞. If Theorem 2.1 holds with this p and v ∈ Hα,2p,0 ((0, T )×BR) satisfies
−∂αt v + a
ij(t)Dijv = f
in (0, T )×BR, then
‖∂αt v‖Lp((0,T )×Br) + ‖D
2v‖Lp((0,T )×Br)
≤
N
(R − r)2
‖v‖Lp((0,T )×BR) +N‖f‖Lp((0,T )×BR),
where N = N(d, δ, α, p).
Proof. Set
r0 = r, rk = r + (R − r)
k∑
j=1
1
2j
, k = 1, 2, . . . .
Let ζk = ζk(x) be an infinitely differentiable function defined on R
d such that
ζk = 1 on Brk , ζ = 0 outside R
d \Brk+1 ,
and
|Dxζk(x)| ≤
2k+2
R− r
, |D2xζk(x)| ≤
22k+4
(R− r)2
.
Then vζk belongs to H
α,2
p,0 (R
d
T ) and satisfies
−∂αt (vζk) + a
ijDij(vζk) = 2a
ijDivDjζk + a
ijvDijζk + fζk
in (0, T )× Rd. By Theorem 2.1, it follows that
‖D2(vζk)‖Lp(RdT )
≤
N2k
R− r
‖Dv‖Lp((0,T )×Brk+1)
+
N22k
(R− r)2
‖v‖Lp((0,T )×Brk+1)
+N‖f‖Lp((0,T )×BR)
≤
N2k
R− r
‖D(vζk+1)‖Lp(RdT ) +
N22k
(R − r)2
‖v‖Lp((0,T )×BR) +N‖f‖Lp((0,T )×BR),
(4.3)
where N = N(d, δ, α, p). By an interpolation inequality with respect to the spatial
variables,
2k
R− r
‖D(vζk+1)‖Lp(RdT )
≤ ε‖D2(vζk+1)‖Lp(RdT ) +Nε
−1 2
2k
(R − r)2
‖vζk+1‖Lp(RdT )
for any ε ∈ (0, 1), where N = N(d, p). Combining this inequality with (4.3), we
obtain that
‖D2(vζk)‖Lp(RdT )
≤ ε‖D2(vζk+1)‖Lp(RdT ) +Nε
−1 4
k
(R − r)2
‖v‖Lp((0,T )×BR) +N‖f‖Lp((0,T )×BR),
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where N = N(d, δ, α, p). By multiplying both sides of the above inequality by εk
and making summation with respect to k = 0, 1, . . ., we see that
‖D2(vζ0)‖Lp(RdT ) +
∞∑
k=1
εk‖D2(vζk)‖Lp(RdT )
≤
∞∑
k=1
εk‖D2(vζk)‖Lp(RdT ) +N
ε−1
(R− r)2
‖v‖Lp((0,T )×BR)
∞∑
k=0
(4ε)k
+N‖f‖Lp((0,T )×BR)
∞∑
k=0
εk,
where the convergence of the summations are guaranteed if ε = 1/8. We then
obtain the desired inequality in the lemma after we remove the same terms from
both sides of the above inequality and use the fact that ζ0 = 1 on Br. 
Lemma 4.3. Let p ∈ [1,∞), α ∈ (0, 1), 0 < T < ∞, and 0 < r < R < ∞. If
v ∈ Hα,2p,0 ((0, T )×BR), then, for ε ∈ (0, R− r),
Dxv
(ε)(t, x) ∈ Hα,2p,0 ((0, T )×Br) ,
where v(ε) is a mollification of v with respect to the spatial variables, that is,
v(ε)(t, x) =
∫
BR
φε(x − y)v(t, y) dy, φε(x) = ε
−dφ(x/ε),
and φ ∈ C∞0 (B1) is a smooth function with unit integral.
Proof. Since v ∈ Hα,2p,0 ((0, T )×BR), there exists a sequence {vn} ⊂ C
∞
(
[0, T ] ×
BR
)
such that vn(0, x) = 0 and
‖vn − v‖Hα,2p ((0,T )×BR) → 0
as n → ∞. Then, Dxv
(ε)
n ∈ C∞ ([0, T ]×Br) and Dxv
(ε)
n (0, x) = 0. For (t, x) ∈
(0, T )×Br, we have
DkxDxv
(ε)(t, x) =
∫
BR
(Dxφε)(x− y)D
k
xv(t, y) dy, k = 0, 1, 2,
Dαt Dxv
(ε)(t, x) =
∫
BR
(Dxφε)(x − y)∂
α
t v(t, y) dy.
We also have the same expressions for vn in place of v. Hence, we see that∥∥∥Dxv(ε)n −Dxv(ε)∥∥∥
H
α,2
p ((0,T )×Br)
→ 0
as n→∞. This shows that Dxv(ε) ∈ H
α,2
p,0 ((0, T )×Br). 
If v ∈ Hα,2p,0
(
(S, T )× Rd
)
is a solution to a homogenous equation, one can improve
its regularity as follows.
Lemma 4.4. Let p ∈ (1,∞), α ∈ (0, 1), −∞ < S < t0 < T < ∞, and 0 < r <
R < ∞. Suppose that Theorem 2.1 holds with this p and v ∈ Hα,2p,0 ((S, T )×BR)
satisfies
−∂αt v + a
ij(t)Dijv = f
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in (S, T )× BR, where f(t, x) = 0 on (t0, T )×BR and, as we recall,
∂αt v(t, x) =
∂
∂t
I1−αS v(t, x) =
1
Γ(1− α)
∂
∂t
∫ t
S
(t− s)−αv(s, x) ds.
Then, for any infinitely differentiable function η defined on R such that η(t) = 0 for
t ≤ t0, the function D2(ηv) = D2x(ηv) belongs to H
α,2
p,0 ((t0, T )×Br) and satisfies
−∂αt (D
2(ηv)) + aij(t)Dij(D
2(ηv)) = G
in (t0, T )×Br, where ∂αt = ∂tI
1−α
t0 and G is defined by
G(t, x) =
α
Γ(1− α)
∫ t
S
(t− s)−α−1 (η(t)− η(s))D2v(s, x) ds.
Moreover,
‖D4(ηv)‖Lp((0,T )×Br) ≤
N
(R − r)2
‖D2v‖Lp((0,T )×BR) +N‖G‖Lp((0,T )×BR), (4.4)
where N = N(d, δ, α, p).
Proof. Without loss of generality we assume t0 = 0 so that
−∞ < S < 0 < T <∞.
By Lemma 3.6 and the fact that f(t, x) = 0 on (0, T )×BR, we have that ηv belongs
to Hα,2p,0 ((0, T )×BR) and satisfies
−∂αt (ηv) + a
ij(t)Dij(ηv) = g
in (0, T )×BR, where g ∈ Lp ((0, T )×BR) is from (3.7).
Find ri, i = 1, 2, 3, such that r = r1 < r2 < r3 < R. Set w = ηv and consider
w(ε), ε ∈ (0, R− r3), from Lemma 4.3, which is a mollification of w with respect to
the spatial variables. Since w ∈ Hα,2p,0 ((0, T )×BR), by Lemma 4.3, Dxw
(ε) belongs
to Hα,2p,0 ((0, T )×Br3) and satisfies
−∂αt (Dxw
(ε)) + aij(t)Dij(Dxw
(ε)w) = Dxg
(ε)
in (0, T )×Br3 , where
Dxg
(ε)(t, x) =
α
Γ(1− α)
∫ t
S
(t− s)−α−1 (η(s)− η(t))Dxv
(ε)(s, x) ds.
It then follows from Lemma 4.2 that
‖∂αt (Dxw
(ε))‖Lp((0,T )×Br2)
+ ‖D2(Dxw
(ε))‖Lp((0,T )×Br2)
≤
N
(r3 − r2)2
‖Dxw
(ε)‖Lp((0,T )×Br3)
+N‖Dxg
(ε)‖Lp((0,T )×Br3)
, (4.5)
where N = N(d, δ, p). Note that
‖Dxw
(ε) −Dxw‖Lp((0,T )×Br3)
→ 0, ‖Dxg
(ε) − G0‖Lp((0,T )×Br3)
→ 0, (4.6)
where G0 is defined as G with Dv in place of D2v. In particular, the latter con-
vergence in (4.6) is guaranteed by (3.8) and the properties of mollifications. Recall
that Dxw
(ε) ∈ Hα,2p,0 ((0, T )×Br3). Then, from (4.5) and (4.6), we conclude that
Dxw belongs to H
α,2
p,0 ((0, T )×Br2) and satisfies
−∂αt (Dxw) + a
ij(t)Dij(Dxw) = G0
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in (0, T )× Br2 . We now repeat the above argument with Dw, r1, and r2 in place
of w, r2, and r3, respectively, along with the observation that the limits in (4.6)
hold with Dw in place of w. In particular, the estimate (4.5) with Dw in place of
w implies (4.4). The lemma is proved. 
5. Level set arguments
Recall that QR1,R2(t, x) = (t−R
2/α
1 , t)×BR2(x) and QR(t, x) = QR,R(t, x). For
(t0, x0) ∈ R× Rd and a function g defined on (−∞, T )× Rd, we set
Mg(t0, x0) = sup
QR(t,x)∋(t0,x0)
–
∫
QR(t,x)
|g(s, y)|I(−∞,T )×Rd dy ds (5.1)
and
SMg(t0, x0) = sup
QR1,R2(t,x)∋(t0,x0)
–
∫
QR1,R2(t,x)
|g(s, y)|I(−∞,T )×Rd dy ds. (5.2)
The first one is called the (parabolic) maximal function of g, and second one is
called the strong (parabolic) maximal function of g.
Proposition 5.1. Let p ∈ (1,∞), α ∈ (0, 1), T ∈ (0,∞), and aij = aij(t). Assume
that Theorem 2.1 holds with this p and u ∈ Hα,2p,0 (R
d
T ) satisfies
−∂αt u+ a
ijDiju = f
in (0, T )× Rd. Then there exists
p1 = p1(d, α, p) ∈ (p,∞]
satisfying
p1 > p+min
{
2α
αd+ 2− 2α
, α,
2
d
}
(5.3)
and the following. For (t0, x0) ∈ [0, T ]× Rd and R ∈ (0,∞), there exist
w ∈ Hα,2p,0 ((t0 −R
2/α, t0)× R
d), v ∈ Hα,2p,0 ((S, t0)× R
d),
where S = min{0, t0 −R2/α}, such that u = w + v in QR(t0, x0),(
|D2w|p
)1/p
QR(t0,x0)
≤ N (|f |p)
1/p
Q2R(t0,x0)
, (5.4)
and(
|D2v|p1
)1/p1
QR/2(t0,x0)
≤ N (|f |p)
1/p
Q2R(t0,x0)
+N
∞∑
k=0
2−kα
(
–
∫ t0
t0−(2k+1+1)R2/α
–
∫
BR(x0)
|D2u(s, y)|p dy ds
)1/p
, (5.5)
where N = N(d, δ, α, p). Here we understand that u and f are extended to be zero
whenever t < 0 and(
|D2v|p1
)1/p1
QR/2(t0,x0)
= ‖D2v‖L∞(QR/2(t0,x0)),
provided that p1 =∞.
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Proof. We extend u and f to be zero, again denoted by u and f , on (−∞, 0)×Rd.
Thanks to translation, it suffices to prove the desired inequalities when x0 = 0.
Moreover, we assume that R = 1. Indeed, for R > 0, we set
u˜(t, x) = R−2u(R2/αt, Rx), a˜ij = aij(R2/αt), f˜(t, x) = f(R2/αt, Rx).
Then
−∂αt u˜+ a˜
ij(t)Dij u˜ = f˜
in (0, R−2/αT )× Rd. We then apply the result for R = 1 to this equation on
(t˜0 − 1, t˜0)×B1, t˜0 = R
−2/αt0
and return to u.
For R = 1 and t0 ∈ (0,∞), set ζ = ζ(t, x) to be an infinitely differentiable
function defined on Rd+1 such that
ζ = 1 on (t0 − 1, t0)×B1,
and
ζ = 0 on Rd+1 \ (t0 − 2
2/α, t0 + 2
2/α)×B2.
Using Theorem 2.1, find a solution w ∈ Hα,2p,0 (R
d
T ) to the problem{
−∂αt w + a
ij(t)Dijw = ζ(t, x)f(t, x) in (t0 − 1, t0)× R
d,
w(t0 − 1, x) = 0 on R
d.
where we recall that
∂αt w =
1
Γ(1 − α)
∂t
∫ t
t0−1
(t− s)−αw(s, x) ds.
Again extend w to be zero on (−∞, t0− 1)×Rd. From Theorem 2.1 it follows that
‖∂αt w‖Lp(Qr(t0,0)) + ‖D
2w‖Lp(Qr(t0,0)) ≤ N‖f‖Lp(Q2(t0,0)) (5.6)
for any r > 0.
Set v = u− w so that
v =
{
u− w, t ∈ (t0 − 1, t0),
u, t ∈ (−∞, t0 − 1],
where we note that it is possible to have t0− 1 < 0. Then by Lemma 3.5, v belongs
to Hα,2p,0
(
(S, t0)× Rd
)
for S := min{0, t0 − 1} and satisfies
∂αt w = ∂tI
1−α
t0−1
w = ∂tI
1−α
S w, ∂
α
t u = ∂tI
1−α
0 u = ∂tI
1−α
S u,
and
−∂αt v + a
ijDijv = h
in (S, t0)× Rd, where
h(t, x) =
{
(1− ζ(t, x)) f(t, x) in (t0 − 1, t0)× R
d,
f(t, x) in (S, t0 − 1)× R
d.
In particular, we note that h = 0 in (t0 − 1, t0)×B1.
Find an infinitely differentiable function η defined on R such that
η =
{
1 if t ∈ (t0 − (1/2)
2/α, t0),
0 if t ∈ R \ (t0 − 1, t0 + 1),
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and ∣∣∣∣η(t)− η(s)t− s
∣∣∣∣ ≤ N(α).
By Lemma 4.4, D2(ηv) belongs to Hα,2p,0
(
(t0 − 1, t0)×B3/4
)
and satisfies
−∂αt
(
D2(ηv)
)
+ aijDijD
2(ηv) = G
in (t0 − 1, t0)×B3/4, where
G(t, x) =
α
Γ(1− α)
∫ t
S
(t− s)−α−1 (η(t)− η(s))D2v(s, x) ds.
If p ≤ 1/α, take p1 satisfying
p1 ∈
(
p,
1/α+ d/2
1/(αp) + d/(2p)− 1
)
if p ≤ d/2,
p1 ∈ (p, p(αp+ 1)) if p > d/2.
If p > 1/α, take p1 satisfying
p1 ∈
(
p, p+ 2p2/d
)
if p ≤ d/2,
p1 ∈ (p, 2p) if p > d/2, p ≤ d/2 + 1/α,
p1 =∞ if p > d/2 + 1/α.
Note that p1 satisfies (5.3) and the increment min{2α/(αd + 2 − 2α), α, 2/d} is
independent of p. By Lemma 4.4 and the embedding results in Appendix (Corollary
A.9, Theorem A.10, Corollary A.12, Theorem A.13, and Theorem A.18), we have
‖D2v‖Lp1(Q1/2(t0,0))
≤ ‖D2(ηv)‖Lp1((t0−1,t0)×B1/2)
≤ N‖|D2(ηv)| + |D4(ηv)| + |Dαt D
2(ηv)|‖Lp((t0−1,t0)×B3/4)
≤ N‖|D2(ηv)| + |G|‖Lp((t0−1,t0)×B1) ≤ N‖|D
2v|+ |G|‖Lp((t0−1,t0)×B1)
≤ N‖|D2u|+ |D2w|+ |G|‖Lp((t0−1,t0)×B1), (5.7)
where N = N(d, δ, α, p, p1) and we used the fact that
Dαt D
2(ηv) = aijDijD
2(ηv)− G
in (t0 − 1, t0)×B3/4.
Since D2v = 0 for t ≤ S, we write
Γ(1− α)
α
G(t, x) =
∫ t
−∞
(t− s)−α−1 (η(s)− η(t))D2v(s, x) ds
=
∫ t
t−1
(t− s)−α−1 (η(s)− η(t))D2v(s, x) ds
+
∫ t−1
−∞
(t− s)−α−1 (η(s)− η(t))D2v(s, x) ds := I1(t, x) + I2(t, x),
where
|I1(t, x)| ≤ N
∫ t
t−1
|t− s|−α|D2v(s, x)| ds = N
∫ 1
0
|s|−α|D2v(t− s, x)| ds,
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From this we have
‖I1‖Lp((t0−1,t0)×B1) ≤ N‖D
2v‖Lp((t0−2,t0)×B1)
= N‖D2v‖Lp((t0−1,t0)×B1) +N‖D
2u‖Lp((t0−2,t0−1)×B1). (5.8)
To estimate I2, we see that η(s) = 0 for any s ∈ (−∞, t− 1) with t ∈ (t0 − 1, t0).
Thus we have
I2(t, x) = −η(t)
∫ t−1
−∞
(t− s)−α−1D2v(s, x) ds.
Then,
|I2(t, x)| ≤
∫ t−1
−∞
|t− s|−α−1|D2v(s, x)| ds
=
∞∑
k=0
∫ t−2k
t−2k+1
|t− s|−α−1|D2v(s, x)| ds
≤
∞∑
k=0
∫ t−2k
t−2k+1
2−k(α+1)|D2v(s, x)| ds.
From this we have
‖I2‖Lp((t0−1,t0)×B1) ≤
∞∑
k=0
2−k(α+1)
∥∥∥∥∥
∫ t−2k
t−2k+1
|D2v(s, x)| ds
∥∥∥∥∥
Lp((t0−1,t0)×B1)
.
Since t0 − 1 < t < t0,∫ t−2k
t−2k+1
|D2v(s, x)| ds ≤
∫ t0−2k
t0−(2k+1+1)
|D2v(s, x)| ds.
Hence, by the Minkowski inequality,∥∥∥∥∥
∫ t−2k
t−2k+1
|D2v(s, x)| ds
∥∥∥∥∥
Lp(Q1(t0,0))
≤
∫ t0−2k
t0−(2k+1+1)
(∫
B1
|D2v(s, x)|p dx
)1/p
ds
≤ 2k+2
(
–
∫ t0
t0−(2k+1+1)
–
∫
B1
|D2v(s, x)|p dx ds
)1/p
.
It then follows that
‖I2‖Lp(Q1(t0,0))
≤
∞∑
k=0
2−kα+2
(
–
∫ t0
t0−(2k+1+1)
–
∫
B1
|D2v(s, x)|p dx ds
)1/p
≤
∞∑
k=0
2−kα+2
(
–
∫ t0
t0−(2k+1+1)
–
∫
B1
|D2u(s, x)|p dx ds
)1/p
+
∞∑
k=0
2−kα+2
(
–
∫ t0
t0−(2k+1+1)
–
∫
B1
|D2w(s, x)|p dx ds
)1/p
,
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where
∞∑
k=0
2−kα+2
(
–
∫ t0
t0−(2k+1+1)
–
∫
B1
|D2w(s, x)|p dx ds
)1/p
≤ N(α)
(
|D2w|p
)1/p
Q1(t0,0)
.
Combining the above inequalities, (5.7), and (5.8), we get
‖D2v‖Lp1(Q1/2(t0,0))
≤ N
(
|D2w|p
)1/p
Q1(t0,0)
+N
∞∑
k=0
2−kα
(
–
∫ t0
t0−(2k+1+1)
–
∫
B1(x0)
|D2u(s, y)|p dy ds
)1/p
.
We then use (5.6) with r = 1 to obtain (5.5) with R = 1. The proposition is
proved. 
Let γ ∈ (0, 1), and let p ∈ (1,∞) and p1 = p1(d, α, p) be from the above propo-
sition. Denote
A(s) =
{
(t, x) ∈ (−∞, T )× Rd : |D2u(t, x)| > s
}
(5.9)
and
B(s) =
{
(t, x) ∈ (−∞, T )× Rd :
γ−1/p (M|f |p(t, x))1/p + γ−1/p1
(
SM|D2u|p(t, x)
)1/p
> s
}
, (5.10)
where, to well defineM and SM (recall the definitions in (5.1) and (5.2)), we extend
a given function to be zero for t ≤ S if the function is defined on (S, T )× Rd.
Set
CR(t, x) = (t−R
2/α, t+R2/α)×BR(x), CˆR(t, x) = CR(t, x) ∩ {t ≤ T }. (5.11)
Lemma 5.2. Let p ∈ (1,∞), α ∈ (0, 1), T ∈ (0,∞), aij = aij(t), R ∈ (0,∞), and
γ ∈ (0, 1). Assume that Theorem 2.1 holds with this p and u ∈ Hα,2p,0 (R
d
T ) satisfies
−∂αt u+ a
ijDiju = f
in (0, T ) × Rd. Then, there exists a constant κ = κ(d, δ, α, p) > 1 such that the
following hold: for (t0, x0) ∈ (−∞, T ]× Rd and s > 0, if
|CR/4(t0, x0) ∩ A(κs)| ≥ γ|CR/4(t0, x0)|, (5.12)
then we have
CˆR/4(t0, x0) ⊂ B(s).
Proof. By dividing the equation by s, we may assume that s = 1. We only consider
(t0, x0) ∈ (−∞, T ]× Rd such that t0 + (R/4)2/α ≥ 0, because otherwise,
CR/4(t0, x0) ∩A(κ) ⊂
{
(t, x) ∈ (−∞, 0]× Rd : |D2u(t, x)| > s
}
= ∅
as u(t, x) is extended to be zero for t < 0. Suppose that there is a point (s, y) ∈
CˆR/4(t0, x0) such that
γ−1/p (M|f |p(s, y))1/p + γ−1/p1
(
SM|D2u|p(s, y)
)1/p
≤ 1. (5.13)
Set
t1 := min{t0 + (R/4)
2/α, T } and x1 := x0.
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Then (t1, x1) ∈ [0, T ] × Rd and by Proposition 5.1 there exist p1 = p1(d, α, p) ∈
(p,∞] and w ∈ Hα,2p,0
(
(t1 −R
2/α, t1)× R
d
)
, v ∈ Hα,2p,0
(
(S, t1)× R
d
)
, where S =
min{0, t1 −R2/α}, such that u = w + v in QR(t1, x1),(
|D2w|p
)1/p
QR(t1,x1)
≤ N (|f |p)
1/p
Q2R(t1,x1)
, (5.14)
and(
|D2v|p1
)1/p1
QR/2(t1,x1)
≤ N (|f |p)
1/p
Q2R(t1,x1)
+N
∞∑
k=0
2−κα
(
–
∫ t1
t1−(2k+1+1)R2/α
–
∫
BR(x1)
|D2u(ℓ, z)|p dz dℓ
)1/p
, (5.15)
where N = N(d, δ, α, p). Since t0 ≤ T , we have
(s, y) ∈ CˆR/4(t0, x0) ⊂ QR/2(t1, x1) ⊂ Q2R(t1, x1),
(s, y) ∈ CˆR/4(t0, x0) ⊂ (t1 − (2
k+1 + 1)R2/α, t1)×BR(x1)
for all k = 0, 1, . . .. From these set inclusions, in particular, we observe that
–
∫ t1
t1−(2k+1+1)R2/α
–
∫
BR(x1)
|D2u(ℓ, z)|p dz dℓ ≤ SM|D2u|p(s, y)
for all k = 0, 1, 2, . . .. Thus the inequality (5.13) along with (5.14) and (5.15) implies
that (
|D2v|p1
)1/p1
QR/2(t1,x1)
≤ Nγ1/p +Nγ1/p1 ≤ N0γ
1/p1 ,(
|D2w|p
)1/p
QR(t1,x1)
≤ N1γ
1/p,
where N0 and N1 depend only on d, δ, α, and p. Note that, for a sufficiently large
K1,
|CR/4(t0, x0) ∩ A(κ)| = |{(t, x) ∈ CR/4(t0, x0), t ∈ (−∞, T ) : |D
2u(t, x)| > κ}|
≤
∣∣{(t, x) ∈ QR/2(t1, x1) : |D2u(t, x)| > κ}∣∣
≤
∣∣{(t, x) ∈ QR/2(t1, x1) : |D2w(t, x)| > κ−K1}∣∣
+
∣∣{(t, x) ∈ QR/2(t1, x1) : |D2v(t, x)| > K1}∣∣
≤ (κ−K1)
−p
∫
QR/2(t1,x1)
|D2w|p dx dt+K−p11
∫
QR/2(t1,x1)
|D2v|p1 dx dt
≤
Np1 γ|QR|
(κ−K1)p
+
Np10 γ|QR/2|
Kp11
Ip1 6=∞
≤ N(d, α)|CR/4|
(
Np1 γ
(κ−K1)p
+ γ
(
N0
K1
)p
Ip1 6=∞
)
< γ|CR/4(t0, x0)|,
provided that we choose a sufficiently large K1(≥ N0) depending only on d, δ, α,
and p, so that
N(d, α)(N0/K1)
p < 1/2,
and then choose a κ depending only on d, δ, α, and p, so that
N(d, α)Np1 /(κ−K1)
p < 1/2.
Considering (5.12), we get a contradiction. The lemma is proved. 
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6. Lp-estimates
Now we are ready to give the proof of Theorem 2.1.
Proof of Theorem 2.1. We first consider the case when p ∈ [2,∞) by using an iter-
ative argument to successively increase the exponent p. When p = 2, the theorem
follows from Proposition 4.1. Now suppose that the theorem is proved for some
p0 ∈ [2,∞). Let p1 = p1(d, α, p0) be from Proposition 5.1, and p ∈ (p0, p1). As in
the proof of Proposition 4.1 we assume u ∈ C∞0
(
[0, T ]× Rd
)
with u(0, x) = 0 and
prove the a priori estimate (2.2). Note that
‖D2u‖p
Lp(RdT )
= p
∫ ∞
0
|A(s)|sp−1 ds = pκp
∫ ∞
0
|A(κs)|sp−1 ds. (6.1)
By Lemmas 5.2 and A.20 it follows that
|A(κs)| ≤ N(d, α)γ|B(s)| (6.2)
for all s ∈ (0,∞). Hence, by the Hardy-Littlewood maximal function theorem,
‖D2u‖p
Lp(RdT )
≤ Npκpγ
∫ ∞
0
|B(s)|sp−1 ds
≤ Nγ
∫ ∞
0
∣∣∣{(t, x) ∈ (−∞, T )× Rd : γ− 1p1 (SM|D2u|p0(t, x)) 1p0 > s/2}∣∣∣ sp−1 ds
+Nγ
∫ ∞
0
∣∣∣{(t, x) ∈ (−∞, T )× Rd : γ− 1p0 (M|f |p0(t, x)) 1p0 > s/2}∣∣∣ sp−1 ds
≤ Nγ1−p/p1‖D2u‖p
Lp(RdT )
+Nγ1−p/p0‖f‖p
Lp(RdT )
,
where N = N(d, δ, α, p). Now choose γ ∈ (0, 1) so that
Nγ1−p/p1 < 1/2,
which is possible because p ∈ (p0, p1). Then we have
‖D2u‖Lp(RdT ) ≤ N‖f‖Lp(RdT ).
From this and the equation, we arrive at (2.2) for p ∈ (p0, p1). We repeat this
procedure. Recall (5.3), which shows that each time the increment from p0 to p1
can be made bigger than a positive number depending only on d and α. Thus in
finite steps, we get a p0 which is larger than d/2+1/α, so that p1 = p1(d, α, p0) =∞.
Therefore, the theorem is proved for any p ∈ [2,∞).
For p ∈ (1, 2), we use a duality argument. We only prove the a priori estimate
(2.2). Without loss of generality, assume that u ∈ C∞0
(
[0, T ]× Rd
)
with u(0, x) = 0
satisfies
−∂αt u+ a
ijDiju = f
in (0, T )× Rd. Let φ ∈ Lq(RdT ), where 1/p+ 1/q = 1. Then
φ(−t, x) ∈ Lq
(
(−T, 0)× Rd
)
.
Find w ∈ Hα,2q,0
(
(−T, 0)× Rd
)
satisfying
−∂αt w + a
ij(−t)Dijw = φ(−t, x)
in (−T, 0)× Rd with the estimate
‖D2w‖Lq((−T,0)×Rd) ≤ N‖φ(−t, x)‖Lq((−T,0)×Rd) = N‖φ‖Lq(RdT ),
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where
∂αt w = ∂tI
1−α
−T w.
Considering wk ∈ C∞0
(
[−T, 0]× Rd
)
with wk(−T, 0) = 0 such that wk → w in
H
α,2
q,0
(
(−T, 0)× Rd
)
, we observe that∫ T
0
∫
Rd
φD2u dx dt =
∫ 0
−T
∫
Rd
φ(−t, x)D2u(−t, x) dx dt
=
∫ 0
−T
∫
Rd
(
−∂αt w + a
ij(−t)Dijw
)
D2u(−t, x) dx dt
=
∫ T
0
∫
Rd
(
−∂αt u(t, x) + a
ij(t)Diju(t, x)
)
D2w(−t, x) dx dt
=
∫ T
0
∫
Rd
f(t, x)D2w(−t, x) dx dt ≤ N‖f‖Lp(RdT )‖φ‖Lq(RdT ).
It then follows that
‖D2u‖Lp(RdT ) ≤ N‖f‖Lp(RdT ),
from which and the equation, we finally obtain (2.2). 
To prove Theorem 2.4, we extend Proposition 5.1 to the case when aij = aij(t, x)
satisfying Assumption 2.2.
Proposition 6.1. Let p ∈ (1,∞), α, γ0 ∈ (0, 1), T ∈ (0,∞), µ ∈ (1,∞), ν =
µ/(µ − 1), and aij = aij(t, x) satisfying Assumption 2.2 (γ0). Assume that u ∈
H
α,2
p,0 (R
d
T ) vanishes for x /∈ BR0(x1) for some x1 ∈ R
d, and satisfies (2.1) in (0, T )×
Rd. Then there exists
p1 = p1(d, α, p) ∈ (p,∞]
satisfying (5.3) and the following. For (t0, x0) ∈ [0, T ]× Rd and R ∈ (0,∞), there
exist
w ∈ Hα,2p,0 ((t0 −R
2/α, t0)× R
d), v ∈ Hα,2p,0 ((S, t0)× R
d),
where S = min{0, t0 −R2/α}, such that u = w + v in QR(t0, x0),(
|D2w|p
)1/p
QR(t0,x0)
≤ N (|f |p)
1/p
Q2R(t0,x0)
+Nγ
1/(pν)
0
(
|D2u|pµ
)1/(pµ)
Q2R(t0,x0)
,
and(
|D2v|p1
)1/p1
QR/2(t0,x0)
≤ N (|f |p)
1/p
Q2R(t0,x0)
+Nγ
1/(pν)
0
(
|D2u|pµ
)1/(pµ)
Q2R(t0,x0)
+N
∞∑
k=0
2−kα+2
(
–
∫ t0
t0−(2k+1+1)R2/α
–
∫
BR(x0)
|D2u(s, y)|p dy ds
)1/p
,
where N = N(d, δ, α, p, µ).
Proof. Denote
Q :=
{
Q2R(t0, x0) when 2R ≤ R0;
(t0 − (2R0)2/α, t0)×BR0(x1) otherwise.
Note that in both cases |Q| ≤ |Q2R(t0, x0)|. Thus, by Assumption 2.2 and Remark
2.3, we can find a¯ij = a¯ij(t) such that
sup
i,j
–
∫
Q2R(t0,x0)
|aij − a¯ij(t)|1Q dx dt ≤ sup
i,j
–
∫
Q
|aij − a¯ij(t)| dx dt ≤ 2γ0, (6.3)
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where 1Q is the indicator function of Q. We then rewrite (2.1) into
−∂αt u+ a¯
ij(t)Diju = f˜ := f + (a¯
ij(t)− aij)Diju.
Now that Theorem 2.1 holds for this equation with the same p, it follows from
Proposition 5.1 that there exist
w, v ∈ Hα,2p ((t0 −R
2/α, t0)× R
d)
such that u = w + v in QR(t0, x0), and (5.4)–(5.5) hold with f˜ in place of f . To
conclude the proof, it remains to notice that by Ho¨lder’s inequality and (6.3),(
|f˜ |p
)1/p
Q2R(t0,x0)
≤ (|f |p)
1/p
Q2R(t0,x0)
+
(
|(a¯ij(t)− aij)Diju|
p
)1/p
Q2R(t0,x0)
≤ (|f |p)
1/p
Q2R(t0,x0)
+N (|(a¯− a)1Q|
pν)
1/(pν)
Q2R(t0,x0)
(
|D2u|pµ
)1/(pµ)
Q2R(t0,x0)
≤ N (|f |p)
1/p
Q2R(t0,x0)
+Nγ
1/(pν)
0
(
|D2u|pµ
)1/(pµ)
Q2R(t0,x0)
.

Now we define A(s) as in (5.9), but instead of (5.10) we define
B(s) =
{
(t, x) ∈ (−∞, T )× Rd : γ−1/p (M|f |p(t, x))1/p
+ γ−1/pγ
1/(pν)
0
(
M|D2u|pµ(t, x)
)1/(pµ)
+ γ−1/p1
(
SM|D2u|p(t, x)
)1/p
> s
}
.
By following the proof of Lemma 5.2 with minor modifications, from Proposition
6.1, we get the following lemma.
Lemma 6.2. Let p ∈ (1,∞), α, γ0, γ ∈ (0, 1), T ∈ (0,∞), R ∈ (0,∞), µ ∈ (1,∞),
ν = µ/(µ − 1), and aij = aij(t, x) satisfying Assumption 2.2 (γ0). Assume that
u ∈ Hα,2p,0 (R
d
T ) vanishes for x /∈ BR0(x1) for some x1 ∈ R
d, and satisfies (2.1) in
(0, T ) × Rd. Then, there exists a constant κ = κ(d, δ, α, p, µ) > 1 such that the
following hold: for (t0, x0) ∈ (−∞, T ]× Rd and s > 0, if
|CR/4(t0, x0) ∩ A(κs)| ≥ γ|CR/4(t0, x0)|,
then we have
CˆR/4(t0, x0) ⊂ B(s).
Finally, we give the proof of Theorem 2.4.
Proof of Theorem 2.4. As before we may assume that u ∈ C∞0
(
[0, T ]× Rd
)
with
u(0, x) = 0 and prove the a priori estimate (2.4). We divide the proof into three
steps.
Step 1. We assume that u vanishes for x /∈ BR0(x1) for some x1 ∈ R
d, and
b ≡ c ≡ 0. We take p0 ∈ (1, p) and µ ∈ (1,∞) depending only on p such that
p0 < p0µ < p < p1, where p1 = p1(d, α, p0) is taken from Proposition 6.1. By
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Lemmas 6.2 and A.20, we have (6.2), which together with (6.1) and the Hardy-
Littlewood maximal function theorem implies that
‖D2u‖p
Lp(R
d
T
)
≤ Npκpγ
∫
∞
0
|B(s)|sp−1 ds
≤ Nγ
∫
∞
0
∣∣∣∣
{
(t, x) ∈ (−∞, T )× Rd : γ
−
1
p1
(
SM|D2u|p0(t, x)
) 1
p0 > s/3
}∣∣∣∣ sp−1 ds
+Nγ
∫
∞
0
∣∣∣{(t, x) ∈ (−∞, T )× Rd : γ− 1p0 (M|f |p0 (t, x)) 1p0 > s/3}∣∣∣ sp−1 ds
+Nγ
∫
∞
0
∣∣∣∣
{
(t, x) ∈ (−∞, T )× Rd : γ
−
1
p0 γ
1
p0ν
0
(
M|D2u|p0µ(t, x)
) 1
p0µ > s/3
}∣∣∣∣ sp−1 ds
≤ N(γ1−p/p1 + γ1−p/p0γ
p/(p0ν)
0 )‖D
2u‖p
Lp(R
d
T )
+Nγ1−p/p0‖f‖p
Lp(R
d
T )
,
where N = N(d, δ, α, p). Now choose γ ∈ (0, 1) sufficiently small and then γ0
sufficiently small, depending only on d, δ, α, and p, so that
N(γ1−p/p1 + γ1−p/p0γ
p/(p0ν)
0 ) < 1/2.
Then we have
‖D2u‖Lp(RdT ) ≤ N(d, δ, α, p)‖f‖Lp(RdT ).
From this and the equation, we arrive at (2.2).
Step 2. In this step, we show that under the assumptions of the theorem with
γ0 being the constant from the previous step, we have
‖∂αt u‖Lp(RdT ) + ‖D
2u‖Lp(RdT ) ≤ N‖f‖Lp(RdT ) +N1‖u‖Lp(RdT ), (6.4)
where N = N(d, δ, α, p) and N1 = N1(d, δ, α, p, R0). By moving the lower-order
terms to the right-hand side of the equation, and using interpolation inequalities,
without loss of generality, we may assume that b ≡ c ≡ 0. Now (6.4) follows a stan-
dard partition of unity argument with respect to x and interpolation inequalities.
Step 3. In this step, we show how to get rid of the second term on the right-hand
side of (6.4) and conclude the proof of (2.4). By (6.4) and Lemma A.6, we can find
q ∈ (p,∞), depending on α and p, such that for any T ′ ∈ (0, T ],
‖u‖Lp(Rd;Lq(0,T ′)) ≤ N(α, p, T )‖∂
t
αu‖Lp((0,T ′);Lp(Rd))
≤ N‖f‖Lp(RdT ′)
+N1‖u‖Lp(RdT ′ )
,
where N = N(d, δ, α, p, T ) and N1 = N1(d, δ, α, p, T,R0). Next we take a suf-
ficiently large integer m = m(d, δ, α, p, T,R0) such that N1(T/m)
1/p−1/q ≤ 1/2.
Then for any j = 0, 2, . . . ,m − 1, by Ho¨lder’s inequality and the above inequality
with T ′ = (j + 1)T/m, we have
‖u‖Lp((jT/m,(j+1)T/m);Lp(Rd)) ≤ (T/m)
1/p−1/q‖u‖Lp(Rd;Lq(jT/m,(j+1)T/m))
≤ N‖f‖Lp(RdT ) +
1
2
‖u‖Lp((0,(j+1)T/m);Lp(Rd)).
This implies that
‖u‖Lp((jT/m,(j+1)T/m);Lp(Rd)) ≤ N‖f‖Lp(RdT ) + ‖u‖Lp((0,jT/m);Lp(Rd)).
By an induction on j, we obtain
‖u‖Lp(RdT ) ≤ N‖f‖Lp(RdT ),
which together with (6.4) yields (2.4). The theorem is proved. 
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Appendix A. Sobolev embeddings for Hα,2p,0 and a “crawling of ink
spots” lemma
In the proof of Lemma 3.1 as well as in several places of this paper, we use the
following properties of the operator Iα. In the sequel, let T ∈ (0,∞) be a constant.
Lemma A.1. Let p ∈ (1,∞), q ∈ (1,∞), and α ∈ (0, 1/p) satisfy
q > p, α− 1/p = −1/q.
Then we have
‖Iαψ‖Lq(0,T ) ≤ N(α, p)‖ψ‖Lp(0,T )
for ψ ∈ Lp(0, T ).
Proof. See [5, Theorem 4]. 
Lemma A.2. Let α ∈ (0, 1), ψ ∈ Lp(0, T ), and p ∈ [1,∞] and q ∈ [1,∞] satisfy
α− 1/p > −1/q.
Then we have
‖Iαψ‖Lq(0,T ) ≤ N(α, p, q)T
α−1/p+1/q‖ψ‖Lp(0,T ).
Proof. First, consider p = 1. In this case, q ∈ [1, 1/(1− α)). Then
Γ(α)|Iαψ(t)| ≤
∫ t
0
(t− s)α−1|ψ(s)| ds =
∫ t
0
(t− s)α−1|ψ(s)|
1
q |ψ(s)|
q−1
q ds
≤
(∫ t
0
(t− s)(α−1)q|ψ(s)| ds
) 1
q
(∫ t
0
|ψ(s)| ds
) q−1
q
.
Thus,
‖Iαψ(t)‖Lq(0,T ) ≤ N(α)‖ψ‖
1− 1q
L1(0,T )
(∫ T
0
∫ t
0
(t− s)(α−1)q|ψ(s)| ds dt
) 1
q
≤ N(α, q)Tα−1+1/q‖ψ‖L1(0,T ),
where we used the condition that (α− 1)q > −1.
If p ∈ (1,∞], q ∈ [1,∞), and α − 1/p > −1/q, then one can find p1 ∈ (1, p],
q1 ∈ [q,∞) such that α− 1/p1 = −1/q1. The result then follows from Lemma A.1
and Ho¨lder’s inequality.
Finally, if
p ∈ (1,∞], q =∞, α− 1/p > 0,
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then
Γ(α)|Iαψ(t)| ≤
∫ t
0
(t− s)α−1|ψ(s)| ds
≤
(∫ t
0
(t− s)(α−1)
p
p−1 ds
) p−1
p
(∫ t
0
|ψ(s)|p ds
) 1
p
≤ T
αp−1
p
(
p− 1
αp− 1
)1−1/p
‖ψ‖Lp(0,T ),
where we again use the condition that (α − 1)p/(p − 1) > −1. The lemma is
proved. 
Remark A.3. From Lemma A.2, if u = u(t, x) ∈ Lp(ΩT ), 1 ≤ p ≤ ∞, then
Iαu ∈ Lp(ΩT ) and
‖Iαu‖Lp(ΩT ) ≤ N(α, p)T
α‖u‖Lp(ΩT ).
Lemma A.4. Let ψ ∈ C1([0, T ]) and ψ(0) = 0. Then
IαDαt ψ = I
α∂αt ψ = ψ.
Proof. Since ψ(0) = 0, we have
Dαt ψ(t) = ∂
α
t ψ(t) =
1
Γ(1− α)
∫ t
0
(t− s)−αψ′(s) ds.
Then
IαDαt ψ(t) =
1
Γ(α)
1
Γ(1− α)
∫ t
0
(t− s)α−1
∫ s
0
(s− r)−αψ′(r) dr ds
=
1
Γ(α)
1
Γ(1− α)
∫ t
0
ψ′(r)
∫ t
r
(t− s)α−1(s− r)−α ds dr =
∫ t
0
ψ′(r) dr = ψ(t).

Lemma A.5. Let p, q ∈ (1,∞) and α ∈ (0, 1/p) satisfy
α− 1/p = −1/q.
Then
‖ψ‖Lq(0,T ) ≤ N(α, p)‖∂
α
t ψ‖Lp(0,T )
for ψ ∈ C1([0, T ]) such that ψ(0) = 0.
Proof. Using Lemmas A.4 and A.1, we obtain that
‖ψ‖Lq(0,T ) = ‖I
α∂αt ψ‖Lq(0,T ) ≤ N(α, p)‖∂
α
t ψ‖Lp(0,T ).

Lemma A.6. Let ψ ∈ C1([0, T ]) such that ψ(0) = 0. Then
‖ψ‖Lq(0,T ) ≤ N(α, p, q)T
α−1/p+1/q‖∂αt ψ‖Lp(0,T ),
where p ∈ [1,∞], q ∈ [1,∞], and
α− 1/p > −1/q.
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Proof. We have
‖ψ‖Lq(0,T ) = ‖I
α∂αt ψ‖Lq(0,T ) ≤ N(α, p, q)T
α−1/p+1/q‖∂αt ψ‖Lp(0,T ),
where the second inequality is due to Lemma A.2. 
Lemma A.7 (Multiplicative inequality). Let p, q, r ∈ (1,∞) and α ∈ (0, 1/p). Let
ψ ∈ C1([0, T ]) such that ψ(0) = 0. Then
‖ψ‖Lq(0,T ) ≤ N(α, p, θ)‖∂
α
t ψ‖
θ
Lp(0,T )
‖ψ‖1−θLr(0,T )
for all θ ∈ [0, 1] satisfying
1/q = (1/p− α) θ + (1− θ)/r. (A.1)
Proof. By Lemma A.5, we can clearly assume that θ ∈ (0, 1). Under the conditions
α < 1/p and (A.1), we see that
(1− θ)q
r
< 1.
Note that by Ho¨lder’s inequality,
‖ψ‖Lq(0,T ) ≤
(∫ T
0
|ψ|r dt
) (1−θ)
r
(∫ T
0
|ψ|θqA
′
dt
) 1
qA′
,
where A′ satisfies
(1 − θ)q
r
+
1
A′
= 1.
Hence, by Lemma A.5 and the fact that
α < 1/p, θqA′ > 1, α−
1
p
= −
1
θqA′
,
it follows
‖ψ‖Lq(0,T ) ≤ ‖ψ‖
(1−θ)
Lr(0,T )
‖ψ‖θLθqA′ (0,T ) ≤ N(α, p)
θ‖ψ‖
(1−θ)
Lr(0,T )
‖∂αt ψ‖
θ
Lp(0,T )
.
The lemma is proved. 
Theorem A.8 (Embedding with α-time derivative and 2-spatial derivatives with
p < min{1/α, d/2}). Let α ∈ (0, 1) and p, q ∈ (1,∞) satisfy
p < min{1/α, d/2}, p < q < q∗ :=
1/α+ d/2
1/(αp) + d/(2p)− 1
.
Then
‖ψ‖Lq(RdT ) ≤ N‖D
2
xψ‖
θ
Lp(RdT )
‖∂αt ψ‖
τ(1−θ)
Lp(RdT )
‖ψ‖
(1−τ)(1−θ)
Lp(RdT )
(A.2)
for ψ ∈ Hα,2p,0 (R
d
T ), where
θ =
d
2
(
1
p
−
1
q
)
∈ (0, 1), τ =
2
αd
θ
1− θ
∈ (0, 1),
and N = N(d, α, p, q), but independent of T . If q = q∗, then
‖ψ‖Lq(RdT ) ≤ N‖D
2
xψ‖
αd/(2+αd)
Lp(RdT )
‖∂αt ψ‖
2/(2+αd)
Lp(RdT )
. (A.3)
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Proof. By the definition of Hα,2p,0 (R
d
T ), we may assume that ψ ∈ C
∞
0
(
[0, T ]× Rd
)
and ψ(0, x) = 0. By the Sobolev embedding in x, we have
‖ψ‖Lp((0,T );Lpd/(d−2p)(Rd)) ≤ N‖D
2
xψ‖Lp(RdT ). (A.4)
Similarly, by Lemma A.7 with θ = 1, we have
‖ψ‖Lp(Rd;Lp/(1−αp)((0,T ))) ≤ N‖∂
α
t ψ‖Lp(RdT ),
which together with the Minkowski inequality implies that
‖ψ‖Lp/(1−αp)((0,T );Lp(Rd)) =
∥∥∥∥∫
Rd
|ψ(·, x)|p dx
∥∥∥∥ 1p
L 1
1−αp
(0,T )
≤ N‖∂αt ψ‖Lp(RdT ). (A.5)
By (A.4), (A.5), and Ho¨lder’s inequality, we immediately get (A.3). Finally, (A.2)
follows from (A.3) and Ho¨lder’s inequality. 
From Theorem A.8 the following corollary follows easily.
Corollary A.9. Let α ∈ (0, 1) and p, q ∈ (1,∞) satisfy
p < min{1/α, d/2}, p < q ≤ q∗ :=
1/α+ d/2
1/(αp) + d/(2p)− 1
.
Then we have
‖ψ‖Lq((0,T )×B1) ≤ N‖ψ‖Hα,2p ((0,T )×B1)
for any ψ ∈ Hα,2p,0 ((0, T )×B1), where N = N(d, α, p, q), but independent of T . If
p ≤ d/2 and p ≤ 1/α, then the same estimate holds for q ∈ [1, q∗) with N depending
also on T .
Proof. If p < d/2 and p < 1/α, the result follows easily from Theorem A.8 with an
extension of ψ to a function in Hα,2p,0 (R
d
T ). If p = d/2 or p = 1/α, then find ε > 0
such that
q <
1/α+ d/2
1/(α(p− ε)) + d/(2(p− ε))− 1
<
1/α+ d/2
1/(αp) + d/(2p)− 1
.
Then
‖ψ‖Lq((0,T )×B1) ≤ N‖ψ‖Hα,2p−ε((0,T )×B1)
≤ N‖ψ‖
H
α,2
p ((0,T )×B1)
.
The corollary is proved. 
Theorem A.10 (Embedding with α-time derivative and 2-spatial derivatives with
d/2 < p < 1/α). Let α ∈ (0, 1) and p, q ∈ (1,∞) satisfy
d
2
< p <
1
α
, p < q ≤ p(αp+ 1).
Then, for ψ ∈ Hα,2p,0 ((0, T )×B1), we have
‖ψ‖Lq((0,T )×B1) ≤ N
 ∑
0≤|β|≤2
‖Dβxψ‖Lp((0,T )×B1)
1−θ ‖∂αt ψ‖θLp((0,T )×B1), (A.6)
where N = N(d, α, p, q), but independent of T , and
θ =
1
α
(
1
p
−
1
q
)
∈ (0, 1).
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If d/2 < p ≤ 1/α, then the same estimate holds for q satisfying
1 ≤ q < p(αp+ 1)
with N depending also on T .
Proof. As above, we assume that ψ ∈ Hα,2p,0 ((0, T )×B1) ∩ C
∞
(
[0, T ] × B1
)
and
ψ(0, x) = 0. Since p > d/2, by the Sobolev embedding in x, we have
‖ψ‖Lp((0,T );L∞(B1)) ≤ N
 ∑
0≤|β|≤2
‖Dβxψ‖Lp((0,T )×B1)
 . (A.7)
Similarly, by Lemma A.7 with θ = 1 and the Minkowski inequality, we have
‖ψ‖Lp/(1−αp)((0,T );Lp(B1)) =
∥∥∥∥∫
B1
|ψ(·, x)|p dx
∥∥∥∥1/p
L1/(1−αp)((0,T ))
≤ ‖ψ‖Lp(B1;Lp/(1−αp)((0,T ))) ≤ N‖∂
α
t ψ‖Lp((0,T )×B1). (A.8)
By (A.7), (A.8), and Ho¨lder’s inequality, we immediately get (A.6) with q = p(αp+
1) and θ = 1/(αp+ 1). The general case then follows from Ho¨lder’s inequality. 
Theorem A.11 (Embedding with α-time derivative and 2-spatial derivatives with
1/α < p < d/2). Let α ∈ (0, 1) and p, q ∈ (1,∞) such that
1
α
< p <
d
2
, p < q ≤ p+
2p2
d
.
Then, for ψ ∈ Hα,2p,0 (R
d
T ),
‖ψ‖Lq(RdT ) ≤ NT
α(1− pq )−
1
p+
1
q ‖∂αt ψ‖
1−p/q
Lp(RdT )
‖D2xψ‖
θp/q
Lp(RdT )
‖ψ‖
(1−θ)p/q
Lp(RdT )
,
where N = N(d, α, p, q) and θ = d(q − p)/(2p2) ∈ (0, 1].
Proof. As above, we assume that ψ ∈ C∞0
(
[0, T ]× Rd
)
and ψ(0, x) = 0. Since
α > 1/p, by Lemma A.6 and the Minkowski inequality, we have
‖ψ‖L∞((0,T );Lp(RdT )) ≤ ‖ψ‖Lp(Rd;L∞((0,T ))) ≤ NT
α−1/p‖∂αt ψ‖Lp(RdT ). (A.9)
By the Sobolev embedding in x, we have
‖ψ‖Lp((0,T );Ldp/(d−2p)(Rd)) ≤ N‖D
2
xψ‖Lp(RdT ). (A.10)
By (A.9), (A.10), and Ho¨lder’s inequality, we get the desired estimate with q =
p+ 2p2/d. The general case then follows from Ho¨lder’s inequality. 
By extending ψ ∈ Hα,2p,0 ((0, T )×B1) to a function in H
α,2
p,0 (R
d
T ) and using the
above theorem, we get
Corollary A.12 (Embedding with α-time derivative and 2-spatial derivatives with
1/α < p < d/2). Let α ∈ (0, 1) and p, q ∈ (1,∞) such that
1
α
< p <
d
2
, p < q ≤ p+
2p2
d
.
Then, for ψ ∈ Hα,2p,0 ((0, T )×B1),
‖ψ‖Lq((0,T )×B1) ≤ NT
α(1− pq )−
1
p+
1
q ‖ψ‖
H
α,2
p ((0,T )×B1)
,
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where N = N(d, α, p, q). If 1/α < p ≤ d/2, the same estimate holds for q satisfying
1 ≤ q < p+ 2p2/d
with N depending also on T .
Theorem A.13 (Embedding with α-time derivative and 2-spatial derivatives with
max{1/α, d/2} < p ≤ d/2 + 1/α). Let α ∈ (0, 1) and p, q ∈ (1,∞) such that
max{1/α, d/2} < p ≤ d/2 + 1/α, p < q ≤ 2p.
Then, for ψ ∈ Hα,2p,0 ((0, T )×B1),
‖ψ‖Lq((0,T )×B1)
≤ NT
αp
q −
1
p+
1
q
 ∑
0≤|β|≤2
‖Dβxψ‖Lp((0,T )×B1)
1−θ ‖∂αt ψ‖θLp((0,T )×B1),
where N = N(d, α, p, q) and θ = p/q ∈ (0, 1).
Proof. Again we assume that ψ ∈ Hα,2p,0 ((0, T )×B1)∩C
∞ ([0, T ]×B1) and ψ(0, x) =
0. We set q′ := p2/(2p− q) ∈ (p,∞]. Since α− 1/p > 0, from Lemma A.6 and the
Minkowski inequality,
‖ψ‖Lq′((0,T );Lp(B1)) ≤ ‖ψ‖Lp(B1;Lq′ ((0,T ))) ≤ NT
α−1/p+1/q′‖∂αt ψ‖Lp((0,T )×B1),
where N = N(α, p, q′). This, (A.7), and Ho¨lder’s inequality yield the desired
inequality. 
Lemma A.14 (Embedding with α > 1/p in time). Let p ∈ (1,∞], α > 1/p, and
ψ ∈ C1([0, T ]) with ψ(0) = 0. Then
|ψ(t2)− ψ(t1)| ≤ N(α, p)(t2 − t1)
α−1/p‖∂αt ψ‖Lp(0,T )
for 0 ≤ t1 < t2 ≤ T .
Proof. Note that
ψ(t2)− ψ(t1) = (I
α∂αt ψ)(t2)− (I
α∂αt ψ)(t1).
Set ∂αt ψ(t) = Ψ(t). Then
Γ(α) (ψ(t2)− ψ(t1)) =
∫ t2
0
(t2 − s)
α−1Ψ(s) ds−
∫ t1
0
(t1 − s)
α−1Ψ(s) ds
=
∫ t1
0
(t2 − s)
α−1Ψ(s) ds−
∫ t1
0
(t1 − s)
α−1Ψ(s) ds+
∫ t2
t1
(t2 − s)
α−1Ψ(s) ds
:= J1 + J2 + J3.
Note that
J1 + J2 =
∫ t1
0
(
(t2 − s)
α−1 − (t1 − s)
α−1
)
Ψ(s) ds
≤
(∫ t1
0
∣∣(t2 − s)α−1 − (t1 − s)α−1∣∣p/(p−1) ds)(p−1)/p(∫ t1
0
|Ψ(s)|p ds
)1/p
,
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where ∫ t1
0
∣∣(t2 − s)α−1 − (t1 − s)α−1∣∣p/(p−1) ds
=
∫ t1
0
[
(t1 − s)
α−1 − (t2 − s)
α−1
]p/(p−1)
ds =: K1.
If 2t1 ≤ t2, since (α − 1)
p
p−1 > −1, it follows that
K1 ≤
∫ t1
0
(t1 − s)
(α−1) pp−1 ds ≤ N(α, p)t
(α−1) pp−1+1
1 ≤ N(α, p)(t2 − t1)
(α−1) pp−1+1.
If 2t1 > t2, that is, 2t1 − t2 > 0, then
K1 =
∫ 2t1−t2
0
[
(t1 − s)
α−1 − (t2 − s)
α−1
]p/(p−1)
ds
+
∫ t1
2t1−t2
[
(t1 − s)
α−1 − (t2 − s)
α−1
]p/(p−1)
ds
≤ (1− α)
p
p−1 (t2 − t1)
p
p−1
∫ 2t1−t2
0
(t1 − s)
(α−2) pp−1 ds+
∫ t1
2t1−t2
(t1 − s)
(α−1) pp−1 ds
= N(t2 − t1)
p
p−1
[
(t2 − t1)
(α−2) pp−1+1 − t
(α−2) pp−1+1
1
]
+N(t2 − t1)
(α−1) pp−1+1
≤ N(α, p)(t2 − t1)
(α−1) pp−1+1,
where N = N(α, p) and we used the fact that
(α− 2)
p
p− 1
+ 1 < 0.
Hence,
J1 + J2 ≤ N(α, p)(t2 − t1)
α−1/p‖Ψ‖Lp(0,T ).
For the term I3, we see that
J3 ≤
(∫ t2
t1
(t2 − s)
(α−1) pp−1 ds
) p−1
p
‖Ψ‖Lp(0,T ) ≤ N(α, p)(t2 − t1)
α−1/p‖Ψ‖Lp(0,T ).
Therefore,
|ψ(t2, x)− ψ(t1, x)| ≤ N(α, p)(t2 − t1)
α−1/p‖Ψ‖Lp(0,T )
= N(α, p)(t2 − t1)
α−1/p‖∂αt ψ‖Lp(0,T ).

Recall that
QR(t, x) = QR,R(t, x) = (t−R
2/α, t)×BR(x).
For the Ho¨lder semi-norm, we denote
[u]Cσ1,σ2(D) = sup
(t,x),(s,y)∈D
(t,x) 6=(s,y)
|u(t, x)− u(s, y)|
|t− s|σ1 + |x− y|σ2
,
where D ⊂ R× Rd.
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Lemma A.15 (Embedding with 2-spatial derivatives with p ∈ (d/2+1/α, d+2/α)).
Let α ∈ (0, 1) and p ∈ (1,∞) such that
σ := 2− (d+ 2/α)/p ∈ (0, 1).
Assume that ψ ∈ C∞
(
(0, 1)×B1
)
and ψ(0, x) = 0. For any ε ∈ (0, 1/2) and
(t, x), (t, y) ∈ (0, 1)×B1,
we have
|ψ(t, x)− ψ(t, y)| ≤ (2σ−1 + 3εσ)|x− y|σK
+Nε−2/(αp)−d/p+1/p|x− y|σ‖D2xψ‖Lp((0,1)×B1), (A.11)
provided that either Bh(x) ⊂ B1 or Bh(y) ⊂ B1, h := |x−y|, where N = N(d, α, p)
and
K = sup
(t,x),(s,y)∈(0,1)×B1
(t,x) 6=(s,y)
|ψ(t, x) − ψ(s, y)|
|t− s|σα/2 + |x− y|σ
. (A.12)
Proof. Without loss of generality, we assume that Bh(x) ⊂ B1. Due to an appro-
priate orthogonal transformation, we assume that
x = (x1, x
′), y = (x1 − h, x
′).
Since Bh(x) ⊂ B1, we have
(x1 + h, x
′) ∈ B1.
For any ε ∈ (0, 1/2), set
ρ = εh.
We write
ψ(t, x1, x
′)− ψ(t, x1 − h, x
′) =
1
2
[ψ(t, x1 + h, x
′)− ψ(t, x1 − h, x
′)]
−
1
2
[ψ(t, x1 + h, x
′)− 2ψ(t, x1, x
′) + ψ(t, x1 − h, x
′)] .
Thus,
|ψ(t, x)− ψ(t, y)| ≤
1
2
(2h)σK
+
1
2
|ψ(t, x1 + h, x
′)− 2ψ(t, x1, x
′) + ψ(t, x1 − h, x
′)| . (A.13)
To estimate the last term in the above inequalities, we observe that
|ψ(t, x1 + h, x
′)− 2ψ(t, x1, x
′) + ψ(t, x1 − h, x
′)|
≤ |ψ(t, x1 + h− ρ, x
′)− 2ψ(t, x1, x
′) + ψ(t, x1 − h+ ρ, x
′)|
+ |ψ(t, x1 + h, x
′)− ψ(t, x1 + h− ρ, x
′)|+ |ψ(t, x1 − h, x
′)− ψ(t, x1 − h+ ρ, x
′)|
≤ 2Kρσ + |ψ(t, x1 + h− ρ, x
′)− 2ψ(t, x1, x
′) + ψ(t, x1 − h+ ρ, x
′)|
:= 2Kρσ + J. (A.14)
We consider (
(t− ρ2/α, t+ ρ2/α) ∩ (0, 1)
)
×B′ρ(x
′) ⊂ R× Rd−1,
where
B′ρ(x
′) := {y′ ∈ Rd−1 : |y′ − x′| < ρ}.
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We see that (x1 − h+ ρ, z′), (x1, z′), (x1 + h− ρ, z′) ∈ B1 if z ∈ B′ρ(x
′). Moreover,
[x1 − h+ ρ, x1 + h− ρ]×B
′
ρ(x
′) ⊂ B1
because if
(z1, z
′) ∈ [x1 − h+ ρ, x1 + h− ρ]×B
′
ρ(x
′),
then
|x1 − z1| ≤ h− ρ, |x
′ − z′| < ρ,
and
|(z1, z
′)| ≤ |(z1, z
′)− (x1, x
′)|+ |x| ≤ |x1 − z1|+ |x
′ − z′|+ |x|
< h− ρ+ ρ+ |x| ≤ 1,
where, for the last inequality, we used the assumption that Bh(x) ⊂ B1. For
(s, z′) ∈
(
(t− ρ2/α, t+ ρ2/α) ∩ (0, 1)
)
×B′ρ(x
′),
we write
J ≤ |ψ(s, x1 + h− ρ, z
′)− 2ψ(s, x1, z
′) + ψ(s, x1 − h+ ρ, z
′)|
+ |ψ(t, x1 + h− ρ, x
′)− ψ(s, x1 + h− ρ, z
′)|
+ 2 |ψ(s, x1, z
′)− ψ(t, x1, x
′)|
+ |ψ(t, x1 − h+ ρ, x
′)− ψ(s, x1 − h+ ρ, z
′)|
≤ 4Kρσ + |ψ(s, x1 + h− ρ, z
′)− 2ψ(s, x1, z
′) + ψ(s, x1 − h+ ρ, z
′)| , (A.15)
where
ψ(s, x1 + h− ρ, z
′)− 2ψ(s, x1, z
′) + ψ(s, x1 − h+ ρ, z
′)
=
∫ x1+h−ρ
x1
∫ r
2x1−r
D21ψ(s, z1, z
′) dz1 dr.
Hence, from this along with (A.13), (A.14), and (A.15), we obtain that
|ψ(t, x)− ψ(t, y)| ≤
1
2
(2h)σK +Kρσ + 2Kρσ
+
1
2
∫ x1+h−ρ
x1
∫ r
2x1−r
|D21ψ(s, z1, z
′)| dz1 dr (A.16)
for any (s, z′) satisfying(
(t− ρ2/α, t+ ρ2/α) ∩ (0, 1)
)
×B′ρ(x
′) =: D.
By taking the average of both sides of (A.16) over the domain D with respect to
(s, z′) along with Ho¨lder’s inequality (note that h − ρ > h/2), we finally arrive at
(A.11). 
Lemma A.16 (Embedding with 2-spatial derivatives with p ∈ (d/2+1/α, d+2/α)).
Under the assumptions of Lemma A.15, for any ε satisfying
0 < ε < (1− 2σ−1)1/σ , (A.17)
we have
K1 ≤
21+σ
1− 2σ−1 − εσ
M +
2εσ
1− 2σ−1 − εσ
K +N
ε−2/(αp)−d/p+1/p
1− 2σ−1 − εσ
‖D2xψ‖Lp((0,1)×B1),
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where N = N(d, α, p),
M = sup
(t,x)∈(0,1)×B1
|ψ(t, x)|,
K1 = sup
(t,x),(t,y)∈(0,1)×B1
(t,x) 6=(t,y),y=θx,θ∈R
|ψ(t, x) − ψ(t, y)|
|x− y|σ
,
and K is defined as in (A.12).
Remark A.17. The quantity K1 is the Ho¨lder semi-norm of ψ when x and y are
on the same line passing through the origin.
Proof. Thanks to an appropriate transformation, to estimate K1, it is enough to
estimate
|ψ(t, x1, 0)− ψ(t, y1, 0)|
|x1 − y1|σ
for x1, y1 ∈ (−1, 1). For x1, y1 ∈ (−1, 1) such that h := |x1− y1| ≥ 1/2, we see that
|ψ(t, x1, 0)− ψ(t, y1, 0)|
|x1 − y1|σ
≤ 21+σM. (A.18)
When h < 1/2, either 2x1 − y1 or 2y1− x1 is in (−1, 1). Without loss of generality
we assume that
y1 = x1 − h, x1 + h ∈ (−1, 1).
Set
ρ = εh,
where ε is a number satisfying (A.17). Since
ψ(t, x1, 0)− ψ(t, x1 − h, 0) =
1
2
[ψ(t, x1 + h, 0)− ψ(t, x1 − h, 0)]
−
1
2
[ψ(t, x1 + h, 0)− 2ψ(t, x1, 0) + ψ(t, x1 − h, 0)] ,
we have
|ψ(t, x1, 0)− ψ(t, y1, 0)| ≤
1
2
(2h)σK1
+
1
2
|ψ(t, x1 + h, 0)− 2ψ(t, x1, 0) + ψ(t, x1 − h, 0)| . (A.19)
To estimate the last term in the above inequalities, we observe that
|ψ(t, x1 + h, 0)− 2ψ(t, x1, 0) + ψ(t, x1 − h, 0)|
≤ |ψ(t, x1 + h− ρ, 0)− 2ψ(t, x1, 0) + ψ(t, x1 − h+ ρ, 0)|
+ |ψ(t, x1 + h, 0)− ψ(t, x1 + h− ρ, 0)|+ |ψ(t, x1 − h, 0)− ψ(t, x1 − h+ ρ, 0)|
≤ 2K1ρ
σ + |ψ(t, x1 + h− ρ, 0)− 2ψ(t, x1, 0) + ψ(t, x1 − h+ ρ, 0)|. (A.20)
We note that (x1 − h+ ρ, z′), (x1, z′), (x1 + h− ρ, z′) ∈ B1. Moreover,
[x1 − h+ ρ, x1 + h− ρ]×B
′
ρ(0) ⊂ B1,
where B′ρ(0) = {y
′ ∈ Rd−1 : |y′| < ρ}. To estimate the last term in (A.20), for
(s, z′) ∈
(
(t− ρ2/α, t+ ρ2/α) ∩ (0, 1)
)
×B′ρ(0),
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we write
|ψ(t, x1 + h− ρ, 0)− 2ψ(t, x1, 0) + ψ(t, x1 − h+ ρ, 0)|
≤ |ψ(s, x1 + h− ρ, z
′)− 2ψ(s, x1, z
′) + ψ(s, x1 − h+ ρ, z
′)|
+ |ψ(t, x1 + h− ρ, 0)− ψ(s, x1 + h− ρ, z
′)|+ 2 |ψ(s, x1, z
′)− ψ(t, x1, 0)|
+ |ψ(t, x1 − h+ ρ, 0)− ψ(s, x1 − h+ ρ, z
′)|
≤ 4Kρσ + |ψ(s, x1 + h− ρ, z
′)− 2ψ(s, x1, z
′) + ψ(s, x1 − h+ ρ, z
′)| . (A.21)
Note that
ψ(s, x1 + h− ρ, z
′)− 2ψ(s, x1, z
′) + ψ(s, x1 − h+ ρ, z
′)
=
∫ x1+h−ρ
x1
∫ r
2x1−r
D21u(s, z1, z
′) dz1 dr.
Hence, from this along with (A.19), (A.20), and (A.21), we obtain that
|ψ(t, x1, 0)− ψ(t, y1, 0)| ≤
1
2
(2h)σK1 +K1ρ
σ + 2Kρσ
+
1
2
∫ x1+h−ρ
x1
∫ r
2x1−r
|D21u(s, z1, z
′)| dz1 dr (A.22)
for any (s, z′) satisfying(
(t− ρ2/α, t+ ρ2/α) ∩ (0, 1)
)
×B′ρ(0) =: D.
By taking the average of both sides of (A.22) over the domain D with respect to
(s, z′) along with Ho¨lder’s inequality (note that h− ρ > h/2), we arrive at
|ψ(t, x1, 0)− ψ(t, y1, 0)| ≤ (2
σ−1hσ + εσhσ)K1 + 2ε
σhσK
+Nε−2/(αp)−d/p+1/phσ‖D2xψ‖Lp((0,1)×B1)
whenever h = |x1 − h1| < 1/2. From this and (A.18), we conclude that
K1 ≤ 2
1+σM + (2σ−1 + εσ)K1 + 2ε
σK +Nε−2/(αp)−d/p+1/p‖D2xψ‖Lp((0,1)×B1)
for any ε satisfying (A.17), where N = N(d, α, p). This shows that
K1 ≤
21+σ
1− 2σ−1 − εσ
M +
2εσ
1− 2σ−1 − εσ
K
+N
ε−2/(αp)−d/p+1/p
1− 2σ−1 − εσ
‖D2xψ‖Lp((0,1)×B1).
The lemma is proved. 
Theorem A.18 (Embedding with α-time derivative and 2-spatial derivatives with
p ∈ (d/2 + 1/α, d+ 2/α)). Let α ∈ (0, 1) and p ∈ (1,∞) such that
σ := 2− (d+ 2/α)/p ∈ (0, 1).
Then, for Hα,2p,0 ((0, 1)×B1), we have
[ψ]Cσα/2,σ((0,1)×B1) ≤ N(d, α, p)‖ψ‖Hα,2p ((0,1)×B1). (A.23)
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Proof. By the definition of Hα,2p,0 ((0, 1)×B1) and Remark 3.3, we may assume that
ψ ∈ C∞0
(
(0, 1)×B1
)
and ψ(0, x) = 0. To prove (A.23), we take (t1, x), (t2, y) ∈
(0, 1)×B1, (t1, x) 6= (t2, y), and set
ρ = ε
(
|t1 − t2|
α/2 + |x− y|
)
,
where ε ∈ (0, 1) is to be specified below. We write
|ψ(t1, x)− ψ(t2, y)| ≤ |ψ(t1, x)− ψ(t2, x)| + |ψ(t2, x)− ψ(t2, y)| := J1 + J2.
To estimate J1, for z ∈ Bρ(x) ∩B1, we have
J1 ≤ |ψ(t1, x)− ψ(t1, z)|+ |ψ(t1, z)− ψ(t2, z)|+ |ψ(t2, z)− ψ(t2, x)|
≤ 2Kρσ + |ψ(t1, z)− ψ(t2, z)|,
where by Lemma A.14 we see that
|ψ(t1, z)− ψ(t2, z)| ≤ N(α, p)|t1 − t2|
α−1/p‖∂αt ψ(·, z)‖Lp(0,1).
Then by taking the average of J1 over Bρ(x) ∩ B1 with respect to z along with
Ho¨lder’s inequality (note that |Bρ(x) ∩B1| ≥ N(d)|Bρ(x)|), we get
J1 ≤ 2Kρ
σ +N |t1 − t2|
α−1/pρ−d/p‖∂αt ψ‖Lp((0,1)×B1)
≤ 2Kρσ +Nε−2+2/(αp)ρσ‖∂αt ψ‖Lp((0,1)×B1),
where N = N(d, α, p).
We now estimate J2. First, recall the definitions of M , K, and K1 from Lemmas
A.15 and A.16. If |x− y| ≥ 1/8, we have
|ψ(t2, x)− ψ(t2, y)|
|x− y|σ
≤ 2 · 8σM.
Assume that |x − y| =: h < 1/8. If Bh(x) ⊂ B1 or Bh(y) ⊂ B1, by Lemma A.15
we have
|ψ(t, x) − ψ(t, y)|
|x− y|σ
≤ (2σ−1 + 3εσ1 )K +Nε
−2/(αp)−d/p+1/p
1 ‖D
2
xψ‖Lp((0,1)×B1)
for any ε1 ∈ (0, 1/2).
Now we consider the case that x, y ∈ B1, h := |x− y| < 1/8, and
Bh(x) 6⊂ B1 and Bh(y) 6⊂ B1.
Without loss of generality, we assume that |y| ≥ |x|. Then we see that
|y| ≥ 7/8, |x| ≥ 7/8, |y| − h > 0.
Set
y˜ =
|y| − h
|y|
y, x˜ =
|y| − h
|y|
x.
Then
|y − y˜| = h, |x− x˜| = h|x|/|y| ≤ h,
|x˜− y˜| = (1− h/|y|)h =: h˜ < h.
Moreover,
Bh˜(y˜) ⊂ B1
because, for any z ∈ Bh˜(y˜),
|z| ≤ |z − y˜|+ |y˜| < h˜+ |y| − h < 1.
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We observe that
|h|−σJ2 =
|ψ(t2, x)− ψ(t2, y)|
|h|σ
≤
|ψ(t2, x)− ψ(t2, x˜)|
|h|σ
+
|ψ(t2, x˜)− ψ(t2, y˜)|
|h|σ
+
|ψ(t2, y˜)− ψ(t2, y)|
|h|σ
≤
|ψ(t2, x)− ψ(t2, x˜)|
|x− x˜|σ
+
|ψ(t2, x˜)− ψ(t2, y˜)|
|h˜|σ
+
|ψ(t2, y˜)− ψ(t2, y)|
|h|σ
=: J2,1 + J2,2 + J2,3,
where we note that x and x˜ are on the same line passing through the origin, so do
y and y˜. Thus, by Lemma A.16,
J2,1 + J2,3
≤
22+σ
1− 2σ−1 − εσ2
M +
4εσ2
1− 2σ−1 − εσ2
K +N
ε
−2/(αp)−d/p+1/p
2
1− 2σ−1 − εσ2
‖D2xψ‖Lp((0,1)×B1)
for any ε2 satisfying (A.17). For J2,2, since Bh˜(y˜) ⊂ B1, by Lemma A.15, we obtain
that
J2,2 ≤ (2
σ−1 + 3εσ3 )K +Nε
−2/(αp)−d/p+1/p
3 ‖D
2
xψ‖Lp((0,1)×B1)
for any ε3 ∈ (0, 1/2).
We collect the estimates for J1 and J2 along with those for J2,1, J2,2, and J2,3
as follows. Set
J =
|ψ(t1, x)− ψ(t2, y)|
|t1 − t2|σα/2 + |x− y|σ
.
If |x− y| ≥ 1/8, then
J ≤ 2Kεσ +Nε−d/p‖∂αt ψ‖Lp((0,1)×B1) + 2 · 8
σM
for ε ∈ (0, 1). If h := |x− y| < 1/8 and Bh(x) ⊂ B1 or Bh(y) ⊂ B1, then
J ≤ 2Kεσ +Nε−d/p‖∂αt ψ‖Lp((0,1)×B1)
+ (2σ−1 + 3εσ1 )K +Nε
−2/(αp)−d/p+1/p
1 ‖D
2
xψ‖Lp((0,1)×B1)
for ε ∈ (0, 1) and ε1 ∈ (0, 1/2). If h = |x − y| < 1/8, and Bh(x) 6⊂ B1 and
Bh(y) 6⊂ B1, then
J ≤ 2Kεσ +Nε−d/p‖∂αt ψ‖Lp((0,1)×B1)
+
22+σ
1− 2σ−1 − εσ2
M +
4εσ2
1− 2σ−1 − εσ2
K +N
ε
−2/(αp)−d/p+1/p
2
1− 2σ−1 − εσ2
‖D2xψ‖Lp((0,1)×B1)
+ (2σ−1 + 3εσ3 )K +Nε
−2/(αp)−d/p+1/p
3 ‖D
2
xψ‖Lp((0,1)×B1)
for ε ∈ (0, 1), ε2 satisfying (A.17), and ε3 ∈ (0, 1/2). The above three inequalities
show that
J ≤ 2Kεσ +Nε−d/p‖∂αt ψ‖Lp((0,1)×B1) + 2 · 8
σM
+ 2σ−1K + 3(εσ1 + ε
σ
3 )K
+N(ε
−2/(αp)−d/p+1/p
1 + ε
−2/(αp)−d/p+1/p
3 )‖D
2
xψ‖Lp((0,1)×B1)
+
22+σ
1− 2σ−1 − εσ2
M +
4εσ2
1− 2σ−1 − εσ2
K +N
ε
−2/(αp)−d/p+1/p
2
1− 2σ−1 − εσ2
‖D2xψ‖Lp((0,1)×B1)
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for any ε ∈ (0, 1), ε1, ε3 ∈ (0, 1/2), and ε2 satisfying (A.17), where it is crucial that
there is only one term 2σ−1K on the right-hand side of the inequality. Since (t1, x)
and (t2, y) are arbitrary points in (0, 1)×B1, we see that
K ≤ 2Kεσ +Nε−d/p‖∂αt ψ‖Lp((0,1)×B1) + 2 · 8
σM
+ 2σ−1K + 3(εσ1 + ε
σ
3 )K
+N(ε
−2/(αp)−d/p+1/p
1 + ε
−2/(αp)−d/p+1/p
3 )‖D
2
xψ‖Lp((0,1)×B1)
+
22+σ
1− 2σ−1 − εσ2
M +
4εσ2
1− 2σ−1 − εσ2
K +N
ε
−2/(αp)−d/p+1/p
2
1− 2σ−1 − εσ2
‖D2xψ‖Lp((0,1)×B1).
Upon using the fact that 2σ−1 < 1, we fix ε, ε1, ε2, and ε3 small enough depending
on d, α, and p so that
1− 2σ−1 − 2εσ − 3(εσ1 + ε
σ
3 )−
4εσ2
1− 2σ−1 − εσ2
> 0.
Then
K ≤ NM +N‖∂αt ψ‖Lp((0,1)×B1) +N‖D
2
xψ‖Lp((0,1)×B1).
Finally, we observe that, by interpolation inequalities, for any ε4 > 0,
M ≤ ε4K +N(d, α, p, ε4)‖ψ‖Lp((0,1)×B1). (A.24)
The theorem is proved. 
Corollary A.19 (Embedding with α-time derivative and 2-spatial derivatives with
p ∈ (d/2 + 1/α, d+ 2/α)). Let α ∈ (0, 1) and p ∈ (1,∞) such that
σ := 2− (d+ 2/α)/p ∈ (0, 1).
Then, for ψ ∈ Hα,2p,0
(
(0, 1)× Rd
)
, we have
[ψ]Cσα/2,σ((0,1)×Rd) ≤ N(d, α, p)‖ψ‖Hα,2p ((0,1)×Rd).
Proof. As in the proof Theorem A.8, we assume that ψ ∈ C∞0
(
[0, 1]× Rd
)
and
ψ(0, x) = 0. Consider
|ψ(t, x)− ψ(s, y)|
|t− s|σα/2 + |x− y|σ
for two different points (t, x), (s, y) ∈ (0, 1) × Rd. If |x − y| < 1, then we apply
Theorem A.18 with a shift of the coordinates. If |x − y| > 1, then the above
quantity is bounded by 2‖ψ‖L∞((0,1)×Rd), and it suffices to use the interpolation
inequality (A.24). 
The following is a version of the “crawling of ink spots” lemma to be used in the
proofs of the main results of this paper. Note that the underlying set (−∞, T )×Rd
is unbounded. Recall the definitions of CR(t, x) and CˆR(t, x) in (5.11).
Lemma A.20. Let γ ∈ (0, 1) and |E| <∞. Suppose that E ⊂ F ⊂ (−∞, T )× Rd
and, for any (t, x) ∈ (−∞, T ]× Rd and for all R ∈ (0,∞) with
|CR(t, x) ∩E| ≥ γ|CR(t, x)|,
we have
CˆR(t, x) ⊂ F.
Then
|E| ≤ N(d, α)γ|F |. (A.25)
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Proof. For every (t, x) ∈ E, define
ϕ(t,x)(r) :=
|E ∩ Cr(t, x)|
|Cr(t, x)|
≤
|E|
|Cr(t, x)|
→ 0
as r →∞. On the other hand, by the Lebesgue differentiation theorem, for almost
every (t, x) ∈ E,
lim
r→0
ϕ(t,x)(r) = 1.
Moreover, ϕ(t,x)(r) is continuous on (0,∞). Since γ ∈ (0, 1), for almost every
(t, x) ∈ E, there exits r ∈ (0,∞) such that
ϕ(t,x)(r) = γ.
Then we set
R = R(t, x) = sup{r ∈ (0,∞) : ϕ(t,x)(r) = γ},
where we understand that inf ∅ =∞. Then 0 < R(t, x) ≤ ∞. Define
Γ1 = {C = CR(t,x)(t, x) : (t, x) ∈ E, R(t, x) <∞}
and
R∗1 = sup{R(t, x) : CR(t,x)(t, x) ∈ Γ1}.
Note that
E \N ⊂
⋃
CR(t,x)(t,x)∈Γ1
CR(t,x)(t, x),
where N is a null set.
If R∗1 =∞, then Γ1 contains a sequence of CRk(tk, xk) := CR(tk,xk)(tk, xk) with
|CRk(tk, xk)| → ∞
as k→∞. In this case, choose k1 ∈ N such that
|CRk1 (tk1 , xk1)| ≥ 2γ
−1|E|.
Since
|CRk1 (tk1 , xk1) ∩E| = γ|CRk1 (tk1 , xk1)|,
by the assumption in the lemma, we have
CˆRk1 (tk1 , xk1) ⊂ F.
It then follows that
|E| ≤
γ
2
|CRk1 (tk1 , xk1 )| ≤ γ|CˆRk1 (tk1 , xk1)| ≤ γ|F |.
Hence, we obtain (A.25).
If R∗1 < ∞, we find a countable sub-collection Γ0 of Γ1 as follows. Choose
CR1(t1, x1) := CR(t1,x1)(t1, x1) from Γ1 such that R1 > R
∗
1/2. Now spit Γ1 = Γ2∪Γ
′
2,
where Γ2 consists of those CR(t,x)(t, x) disjoint from CR1(t1, x1), and Γ
′
2 of those
which intersect CR1(t1, x1). Now we note that
CR(t,x)(t, x) ⊂ C5R1(t1, x1),
whenever CR(t,x)(t, x) ∈ Γ
′
2.
Now assume that CRk(tk, xk) and Γk+1 are chosen. If Γk+1 is empty, the process
ends. If not, we choose CRk+1(tk+1, xk+1) from Γk+1 such that
Rk+1 >
1
2
R∗k+1, R
∗
k+1 := sup
CR(t,x)(t,x)∈Γk+1
R(t, x).
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Then split Γk+1 = Γk+2 ∪ Γ′k+2, where Γk+2 consists of those CR(t,x)(t, x) disjoint
from CRk+1(tk+1, xk+1), and Γ
′
k+2 of those which intersect CRk+1(tk+1, xk+1). Now
we set
Γ0 = {CRk(tk, xk) : k = 1, 2, . . .}.
Clearly, we have CRk(tk, xk) ∩ CRj (tj , xj) = ∅ if k 6= j.
Now we prove (A.25) when R∗1 < ∞. First, consider the case that Γ0 contains
only finitely many elements or Γ0 has infinitely many elements with R
∗
k ց 0. Then
Γ1 =
∞⋃
k=2
Γ′k. (A.26)
In particular, when R∗k ց 0, if there exits CR(t,x)(t, x) ∈ Γ1 such that
CR(t,x)(t, x) 6∈
∞⋃
k=2
Γ′k,
then CR(t,x)(t, x) ∈ Γk for all k = 1, 2, . . .. This means that R(t, x) = 0, which is a
contradiction because R(t, x) > 0. From (A.26) and the fact that
CR(t,x)(t, x) ⊂ C5Rk(tk,xk)
for any CR(t,x)(t, x) ∈ Γ
′
k+1 and k = 1, 2, . . ., we have
E \N ⊂
⋃
CR(t,x)(t,x)∈Γ1
CR(t,x)(t, x) ⊂
∞⋃
k=1
C5Rk(tk, xk), (A.27)
where N is a null set. Note that, for each k = 1, 2, . . .,
|CRk(tk, xk) ∩E| = γ|CRk(tk, xk)|,
|C5Rk(tk, xk) ∩E| < γ|C5Rk(tk, xk)|.
Hence, by the assumption,
CˆRk(tk, xk) ⊂ F,
and by the disjointness of CRk(tk, xk) and (A.27) we have
|E| ≤ |
∞⋃
k=1
E ∩ C5Rk(tk, xk)| ≤
∞∑
k=1
|E ∩ C5Rk(tk, xk)|
≤ γ
∞∑
k=1
|C5Rk(tk, xk)| = 5
d+2/αγ
∞∑
k=1
|CRk(tk, xk)| = 5
d+2/αγ
∣∣∣∣∣
∞⋃
k=1
CRk(tk, xk)
∣∣∣∣∣
≤ 5d+2/α2γ
∣∣∣∣∣
∞⋃
k=1
CˆRk(tk, xk)
∣∣∣∣∣ ≤ N(d, α)γ|F |.
Thus we obtain (A.25). Now assume that there exists a number ε0 > 0 such that
R∗k ≥ ε0 for all k = 1, 2, . . .. This means that∣∣∣∣∣
M⋃
k=1
CRk(tk, xk)
∣∣∣∣∣ =
M∑
k=1
|CRk(tk, xk)| → ∞
as M →∞. Then we find M such that∣∣∣∣∣
M⋃
k=1
CRk(tk, xk)
∣∣∣∣∣ ≥ 2γ−1|E|.
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Since CˆRk(tk, xk) ⊂ F , we have
|E| ≤
γ
2
M∑
k=1
|CRk(tk, xk)| ≤ γ
∣∣∣∣∣
M⋃
k=1
CˆRk(tk, xk)
∣∣∣∣∣ ≤ γ|F |.
Thus we again arrive at (A.25). 
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