 Psychological models about memory have been examined using various techniques (77)  Memory functions are processed at multi-scale neural circuits (62)  These neural circuits are connected by cross frequency coupling of neurons (74)
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A C C E P T E D M
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Introduction
In our daily life, how do our brains memorize items/events and retrieve them? Since the beginning of early neuroscientific enquiry, this question has continued to fascinate us. Memory is divided into several types based on its span, namely sensory, shortterm, and long-term memory. Sensory memory is an automatic process that stores sensory information for less than one second (Sperling, 1963) . For example, iconic memory is characterized as visual sensory memory and is related to specific visual abilities, such as change blindness and continuity of experience during saccades (Dick, 1974 ). Short-term memory allows for the retrieval of items without rehearsal on an order of seconds. We can usually retrieve less than 10 items by short-term memory (Cowan, 2001 ), but this memory capacity can be improved by a process called "chunking" (Miller, 1956) . For example, when we retrieve a telephone number, the digits can be "chunked" into several groups, allowing us to retrieve the telephone number more easily than remembering a string of separate digits. In contrast to short-term memory that has a limited capacity and duration of memory, long-term memory can handle and store a much greater amount of A C C E P T E D M A N U S C R I P T information for an unlimited duration. For example, by repetitive rehearsal, we can remember a particular telephone number for many years by retrieving the appropriate information stored in long-term memory.
Memory can also be divided into declarative and non-declarative memory (Eichenbaum et al., 2007; Squire, 1992; Squire and Zola, 1996) . Declarative memory, also known as explicit memory, involves a conscious process. Declarative memory is further sub-divided into semantic and episodic memories. Semantic memory refers to a general knowledge of the world, such as facts and items (Jones, 2013; Squire, 1992) . We can encode abstract knowledge by semantic memory; for example, Paris is the capital of France. Contrarily, episodic memory refers to information that is specific to a particular context, with information about a time and place. Using episodic memory, one can recall his/her own life events. The neuronal mechanisms that underlie declarative memory, including recognition memory confidence judgement, have been extensively investigated in both humans and experimental animals (e.g., see (Yonelinas, 2001 ), (Fortin et al., 2004) and (Aggleton and Brown, 2006) ).
In contrast to declarative memory, non-declarative memory does not require conscious retrieval and thus is often called implicit memory. For example, procedural memory, one type of non-declarative memory, refers to the implicit learning of something,
such as motor skills, like swimming and playing the piano.
Recent findings from neuropsychology, neuroimaging, and electrophysiology studies have revealed the brain regions and neuronal correlates of memory responsible for the processes aforementioned. For example, the hippocampus, part of the medial temporal lobe (MTL) memory system, is involved in declarative memory (Squire, 2002) .
The perirhinal cortex is also one of the most extensively-investigated regions in the MTL memory system for memory processing, especially as it relates to semantic memory. The focus of the present article is to review the neuronal mechanisms that underlie the retrieval of long-term memory of visual objects, especially pair-association
memory, which is one type of semantic memory. First, I briefly summarize previouslyidentified neuronal circuits, including the perirhinal cortex and its role in pair-association memory at multiple spatial scales. Then, I propose circuit machineries that connect discrete neuronal circuits, which operate at different spatial scales. Using the famous faces test, Haist and colleagues uncovered the neural mechanisms underlying memory consolidation over decades (Haist et al., 2001) . In this test, participants were required to recognize photographs of famous people from particular times between the 1940s and 1990s. During name retrieval, changes in brain activation were assessed by fMRI. The researchers found that the hippocampus is required for human memory consolidation limited to a few years, while the entorhinal cortex is important in supporting memory many years after learning.
Konishi and colleagues used fMRI to identify the neural correlates of memory in the temporal cortex developed after learning within the range of weeks (Yamashita et al., 2009) . In this study, subjects initially learned the pairing of visual stimuli by performing a pair-association task (essential components of this pair-association memory task are illustrated in Figure 2 ). Approximately eight weeks after the study, the subjects then learned a new pairing of visual objects. Using fMRI, the researchers then compared brain activity during the retrieval of the initially learned pairing (learned approximately eight weeks earlier; remote memory) with that during the retrieval of newly learned pairing (learned immediately before the scanning; recent memory). They found significantly greater hippocampal activation during the retrieval of the newly learned pairing relative to the initial learned pairing. In contrast, there was significantly greater anterior temporal cortex activation during the retrieval of the initially learned pairing compared to that of the newly learned pairing (Figure 3 ). The greater temporal cortex activation during the retrieval of remote memory provides direct evidence for the formation of temporal cortical representations necessary for stable long-term memory.
Using the same experimental paradigm, researchers also investigated functional connectivity of brain-wide neural networks for memory representations (Watanabe et al., 2012) . In this study, two categories of stimuli, faces and scenes, were used as paired
stimuli that subjects were required to learn. Brain activity during the retrieval of newly learned pairings of stimuli was compared to that during the retrieval of paired stimuli learned long before the test. They found that different posterior temporal cortical regions were activated during the retrieval of different categories of remote memory. On the contrary, regardless of the stimulus category, the anterior temporal cortical region was activated during the retrieval of remote memory while the hippocampus was activated during the retrieval of recent memory. A multivariate pattern analysis of psychophysiological interactions during the retrieval of remote memory relative to recent memory demonstrated that the category-specific posterior temporal cortical regions interacted with the category-independent anterior temporal region. These results suggest that the posterior temporal cortical regions are involved in the representation and retrieval of category-specific remote memory, while the anterior cortical temporal region is involved in the category-independent retrieval of remote memory.
Recently, brain-wide neural imaging has been used in non-human primates to bridge the gap between knowledge obtained from human functional imaging studies and that from studies using invasive techniques in non-human primates. One of the primary imaging techniques used in non-human primates is fMRI (Arcaro et Wilke et al., 2012). Recently, fMRI studies for animal models also utilize several invasive approaches that would not be possible in human studies. For example, the neural substrate for metamemory, a mental process that requires introspective evaluation of one's own cognitive processes, was identified in monkeys using fMRI and pharmacological techniques (Miyamoto et al., 2017) . In this study, the researchers developed a metamemory task for monkeys and established a behavioral framework for measuring the extent by which monkeys were confident in their memory. While the monkeys were performing the task, whole-brain neural activity was measured using fMRI. They found that area 9 of the lateral prefrontal cortex and the supplementary eye field were activated during metamemory processing. Interestingly, injection of muscimol, a GABA-A receptor agonist, into these brain regions impaired only the monkeys' confidence in their memory, but did not impair the memory itself. These results shed light on the future of animal research that could elucidate the implication of brain-wide neural activity on higher cognitive function.
Microscale neural circuits
Several recent studies have uncovered the neural circuits involved in the retrieval of visual information from long-term memory on a single-cell level. At this level, pair-association memory in the perirhinal cortex is one of the most intensely investigated memory systems.
The primate perirhinal cortex is located within the MTL memory system, where it receives information from the ventral visual pathway and contributes to the storage and retrieval of visual long-term memory (Miyashita, The functional microcircuitry and neuron-to-neuron information flow during the retrieval of visual associative memory have still not been elucidated. A theoretical
framework involving a recurrent cortical network with Hebbian plastic synapses was proposed to explain the dynamism of the neural circuit for pair-association memory (Mongillo et al., 2003) . In the first stage of the model, learning the paired association leads to neural activity which represents individual images (so-called "retrospective" activity) during a delay period. As the learning proceeds, the same mechanism combines retrospective delay activity with choice stimulus activity to potentiate synapses that connect neural populations representing associated images. As a result, the neural population corresponding to the pair of the image presented is activated prior to its visual stimulation ("prospective" activity). The probability that prospective activity will occur is governed by the strength of the inter-population connections, which in turn depends on the frequency of pairings during training.
Researchers have recently identified the microcircuit in area 36 (A36) of the perirhinal cortex that retrieves visual information from long-term memory (Hirabayashi et al., 2013). In this study, the researchers conducted simultaneous recordings of multiple single units in A36 using tetrodes while monkeys performed a pair-association memory task. Using Granger causality analysis for the signal flow between neurons, the researchers then observed the emergence of directed couplings in the gamma frequency band predominantly from cue-holding to pair-recall neurons during the delay period.
Moreover, these interactions coincided with a unidirectional signal flow from the recipient pair-recall to another pair-recall neuron. These results suggest that there is a cascade-like signal propagation among memory cell assembly in A36 for memory retrieval.
Laminar-scale neural circuits
It is well known that brain areas are reciprocally interconnected and send information in both directions: a projection from a lower brain area to a higher one has been termed a feedforward projection, while a projection from a higher brain area to a lower one has been termed a feedback projection (Felleman and Van Essen, 1991). The neuronal signals conveyed by these projections similarly termed feedforward/feedback signals. In a single brain area, cortical layers are also interconnected and send feedforward/feedback signals to one another; e.g., the granular layer sends the feedforward signal to the supragranular layer (Douglas and Martin, 2004) . Evidence from the primary sensory cortices suggests that local circuits extending across cortical layers are crucially involved in sensory processing (Douglas and Martin, 2004; Nassi and Callaway, 2009 ). This raises questions about how the interlaminar circuitry in the temporal cortex is differentially recruited for the perception of presented visual objects
and the retrieval of visual long-term memory. Miyashita and colleagues investigated interlaminar signal flow for these processes by using current source density analysis (Takeuchi et al., 2011) . They demonstrated that during the perception of visual objects, the perceptual signal flowed from the granular to the supragranular and finally, to the infragranular layer as in canonical feed-forward processing. In contrast, during the delay period, the direction of the signal flow reversed, suggesting the recruitment of a "feedback" pathway. These findings highlight the flexibility of cortical laminar circuits.
Laminar-scale neural circuits for long-term memory have also been investigated using a combination of high-resolution MRI, histology, and electrophysiology (Koyano et al., 2016). In this study, the cortical laminar location of memory neurons in A36 of the perirhinal cortex was identified as follows. First, the location of the recording electrode tip was determined on high-resolution MR images. These images were then registered to the corresponding histological sections to estimate the cortical laminar position of the recorded neurons on the histological sections. As a result, the researchers identified the cortical laminar modules for pair-association memory. The transformation of the representation from a cued object to a to-be-recalled object first occurs in layer five and then in layer six. Moreover, a subset of layer six neurons exclusively encoding the sought target become phase-locked to surrounding field potentials (Figure 4) , suggesting that this
coordinated cell assembly implements cortical long-distance outputs of the recalled target.
Inter-area neural circuits
Reciprocal processing occurs throughout subareas of the MTL and association cortices (Lavenex and Amaral, 2000) . The distinct inter-areal connection pattern between these areas indicates specific roles for subareas in the MTL; this is supported by both lesion and physiological studies (Murray et al., 2007) . Thus, the MTL memory system is not a unified memory pipeline leading to and from a singular memory store in the hippocampus, but rather is a system with distributed, but interacting components (Xia et al., 2015) . One plausible model suggests that during the performance of a pair-association task, visual inputs propagate forward through the ventral visual pathway while the learned association signal spreads from the perirhinal cortex back to the visual area TE, with biasing neural activity to the sought target. To examine the inter-areal interactions underlying the retrieval of visual objects from long-term memory, it is ideal to conduct as approximated by A36-spike-triggered gamma oscillations that were most pronounced in the supragranular layers. As a result, neural spikes that were coherent with the lowfrequency LFP in TE infragranular layers were coupled with the gamma power in the TE.
This coupling was behaviorally relevant and significantly stronger in correct than in error trials. These results suggest that only the signal flow from A36 to the infragranular TE may modulate the neural activity in the supragranular TE and thus facilitate memory retrieval during the pair-association task.
To date, little is known about all of the cortical memory representations that are distributed across brain regions in the temporal lobe. Thus, whether memory formation accompanies area-wide reorganization of collective neural ensembles or just local microcircuit-level neuronal plasticity remains elusive because of a lack of recording methods with high temporal resolution as well as wide spatial coverage. To investigate these possibilities, Nakahara and colleagues devised a new high-density electrocorticographic (ECoG) electrode grid to acquire multi-site LFP recordings on the cortical surface of the MTL of monkeys performing a visual pair-association task (Nakahara et al., 2016). They investigated whether ECoG local field potentials evoked by A C C E P T E D M A N U S C R I P T one item of a learned pair share spatiotemporal patterns with those evoked by the other item of the pair. An ultrathin, 128-channel electrode grid was subdurally implanted in the anterior middle temporal sulcus of monkeys. They found that the majority of channels distributed from the TE to the MTL showed significant stimulus selectivity in the thetafrequency band. In addition, similar spatial patterns of theta activity were elicited by both members of the learned paired associate. Using a multivariate machine-learning approach, trial-by-trial robustness and specificity of theta pattern similarity was then assessed. They demonstrated that the decoding accuracy of stimulus pairs was significantly higher than the chance level after the cue onset, especially in A36 and TE. These results indicate that theta activity patterns elicited by associated visual stimuli are similar and suggests that the formation and sharing of specific spatial patterns of theta activity are involved in the mechanisms of associative memory representation in the temporal cortex.
Exploring the central dogma for memory processing
Accumulating evidence has suggested that memory functions, such as encoding, storage, and retrieval are processed at microscopic-, mesoscopic-, and macroscopic-scale levels of neural circuits in the brain, as I have discussed. Figure 6 summarizes memory processing at multiple levels of neurocircuitry, as is discussed in the present article. As When it comes to the direction of signal flow in a cortical column, it is known that the feedforward projection from a lower area targets the granular layer of a higher activity to a given sensory signal according to the behavioral context. In memory processing, the feedback signal is thought to be related to memory retrieval (Xia et al., 2015) . In the primate visual system, frequency-specific asymmetries were observed in both feedforward and feedback signals (Bastos et al., 2015) . Given that the supragranular layers mainly send feedforward projections and the infragranular layers mainly send feedback projections, this leads to a hypothesis for inter-area interaction: inter-area synchronization in the gamma-frequency band might mediate feedforward signals, and inter-area synchronization in the beta-frequency band might mediate feedback signals ( Figure 6 ). Indeed, it was found that long-term memory retrieval relies on an inter-area feedback interaction from A36 to the TE in the perirhinal cortex mediated by a betafrequency band (Takeda et al., 2015) . Future studies should investigate both the key frequency for feedforward signals in the temporal cortex necessary for memory as well as the circuit mechanism for the interaction between inter-area feedforward and feedback signals at the resolution of cortical layers.
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