Abstract-Vector flow imaging is a critical component in the clinical diagnosis of cardiovascular diseases; however, most current methods are too computationally expensive to scale well to 3D. Less complex techniques, such as Doppler-based imaging (which cannot provide lateral flow measurements) and basic speckle tracking algorithms (which have poor lateral accuracy), are incapable of producing high quality 3D measurements. In this paper, we first extend a technique designed to improve lateral flow accuracy for 2D velocity vector estimation, the synthetic lateral phase method, to 3D (SLP-3D). We then show that a straightforward implementation of this algorithm is too computationally complex for modern systems. Instead, we propose a two-tiered method that uses low complexity sum-of-absolute differences (SAD) for coarse-grained search and an optimized version of SLP-3D to fine tune the search for sub-pixel accuracy. We show that the proposed method (SAD+SLP-3Dopt) achieves a 9× reduction in computational complexity compared to the naive SLP-3D. Field II simulations for plug and parabolic flow using our method show a fairly high degree of accuracy in both the axial and the lateral components. Finally, we show our technique can support accurate flow imaging with up to 130 velocity estimations/sec within the power constraints of a handheld device.
I. INTRODUCTION
Ultrasound-based vector flow imaging is a critical modality for diagnosing numerous cardiovascular conditions, such as stenosis. The advent of 3D vector flow imaging has the potential to further enhance diagnostic capabilities, for example, by facilitating precise calculation of volumetric flow across an arbitrary plane through a vessel [1] . Furthermore, collecting a complete velocity vector field within a 3D region of interest enables derivation of other important flow parameters, such as pressure drops associated with flow restrictions [2] - [4] .
While 3D flow imaging presents great promise, high computational complexity (and, correspondingly, high power consumption) makes it difficult to scale existing methods for 2D flow imaging into the third dimension, particularly for a hand-held ultrasound platform with tight power and thermal constraints. In addition to the already high complexity of beamforming for 3D images [5] - [8] , 3D velocity estimation typically requires many more firings and an order of magnitude more computation than a comparable 2D system. Low-complexity flow imaging techniques, such as Doppler-based imaging and basic speckle tracking algorithms, are incapable of producing high quality 3D measurements. For instance, Doppler methods are unable to measure lateral velocity components [9] . Basic speckle tracking schemes often employ time-delay estimators, such as sum of absolute difference (SAD), sum of squared ‡ This work was supported in part by NSF CCF-1406739, CCF-1406810, CCF-0815457 and CSR-0910699. difference (SSD) and normalized cross correlation (NCC). Although these estimators provide excellent accuracy in the axial dimension, they are much less accurate in lateral dimensions due to the comparatively poor lateral resolution in 3D ultrasound.
Many efforts have been made to improve lateral velocity estimation accuracy, including 3D interpolation based on polynomial fitting [10] and transverse oscillation that utilizes lateral modulation created by superposition of multiple ultrasound waves firing from multiple angles [3] . The synthetic lateral phase (SLP) method for 2D speckle tracking [11] has been shown to significantly improve the accuracy of lateral displacement estimations in elastography by enabling sub-pixel lateral resolution.
In this work, we demonstrate how to extend SLP to three dimensions (SLP-3D). Whereas the SLP algorithm is both efficient and accurate in 2D, a naive extension to the 3D case results in an enormous computational burden; therefore, we also present optimizations that make SLP-3D computationally tractable. We propose a two-tiered method that uses low complexity sum-of-absolute differences (SAD) for coarsegrained search and an optimized version of SLP-3D for fine tuning the search to achieve sub-pixel accuracy. We focus on 3D flow tracking for plane wave 3D imaging since such a system enables high frame rates (up to 6,000 3D frames/sec [8] ) for tracking high velocity motion. The proposed method (SAD+SLP-3Dopt) achieves a 9× reduction in computational complexity (measured as a weighted sum of arithmetic operations) compared to the naive SLP-3D. We validate the image quality using Field II simulations for plug flow and parabolic flow, demonstrating a fairly high degree of accuracy in both the axial and the lateral components. Finally, we show our technique can support accurate flow imaging with up to 130 velocity estimations/sec within the power constraints of a handheld device.
The rest of the paper is organized as follows. In Section II, we introduce the plane wave system used in this paper and the basic time-delay estimators (TDE) used for speckle tracking. In Section III, we compare the performance and computational complexity of the basic TDEs. In Section IV, we propose to use the extension of synthetic lateral phase in 3D for flow estimation. In Section V, we introduce our proposed method and the techniques to reduce its computational complexity. In Section VI, we present the simulation results. We conclude the paper in Section VII. We base our flow imaging design on a plane-wave imaging system, as such a system can achieve the high frame rates neccessary to track high velocity motion. We briefly describe the processing flow of this system; the method is described in greater detail in [8] .
In each firing, the receive aperture is used to emulate an unfocused plane wave that propagates through the imaging region. All the elements in the receive aperture receive echo signals. Within the receive aperture, subsets of elements form a sequence of beamforming apertures (one such aperture is shown by a bold box in Fig. 1 ), traversing all possible positions within the receive aperture. In each position, the beamforming aperture generates a single vertical scanline located at its center.
If implemented directly, the above beamforming process requires about 9 × 10 8 multiplications and 9 × 10 8 delay-sum operations per frame. To reduce this high computational complexity, in [8] we proposed a separable beamforming procedure that decomposes beamforming for a 2D array into two stages of 1D beamforming. In the first stage, beamforming is done along the x dimension, generating the partially beamformed data that is input to the second stage. Beamforming is then done along the y dimension to produce the final image. Overall, this method helps reduce the beamforming complexity by 10-20× [7] , [8] .
To perform flow imaging, we collect multiple frames in the region of interest using seperable beamforming and then process packets of frames using our optimized two-tiered method (SAD+SLP-3Dopt) for speckle tracking. To place our 3D method in context, we briefly describe 2D speckle tracking techniques.
B. 2D Speckle Tracking
Speckle tracking estimates motion across frames by searching for the best match of a kernel in the reference frame with candidate kernels in the search region (centered around each kernel location) in a previous frame. Candidate kernel locations are evaluated with a goodness-of-match cost function; typically, this cost function is a time-delay estimator (TDE), such as Sum-of-Absolute-Difference (SAD), Sum-of-SquaredDifference (SSD), or normalized cross correlation (NCC) [9] . The candidate kernel with the smallest SAD, smallest SSD, or the largest cross correlation coefficient is selected as the best match for each kernel and is used to generate the inter-frame motion estimate for that kernel. These are averaged across a sequence of frames called a packet to generate the final motion vector estimate; the packet size is typically 10-20 frames.
The performance of speckle tracking is heavily dependent on the performance of the TDE. The study in [9] showed that SAD and SSD can provide estimation performance comparable with that of NCC. However, as we will show, by themselves, these TDEs provide insufficient lateral accuracy in 3D due to the relatively poor lateral resolution achievable with 3D planewave imaging. Thus, we propose SLP-3D to improve lateral accuracy.
C. Simulation Settings
We study speckle tracking algorithms for flow imaging in the context of a plane wave imaging system with a 2D transducer array of size 32×32. We perform our evaluation using MATLAB and Field II [12] , [13] . Details of the simulation environment are listed in Table I . We select a speckle kernel size of 1.5mm×1.5mm×1.5mm based on an analysis of the underlying imaging system's point spread function. We select a search region of size 2.3mm×2.3mm×2.3mm based on our target maximum trackable velocity of 2m/s. III. 3D SPECKLE TRACKING 3D speckle tracking has advantages over its 2D counterpart because it does not suffer from speckle decorrelation caused by out-of-plane motion [14] . The TDEs described in Section II can be extended to 3D speckle tracking in a straight-forward way. Assume x 0 (i, j, k) is a pixel in the kernel region X 0 , and x 1 (i+α, j +β, k+γ) is a pixel in the candidate region X 1 that is displaced by (α, β, γ) compared to X 0 . SAD, SSD and NCC are computed using equations (1), (2) and (3), respectively. HereX 0 andX 1 are the average pixel values, and σ(X 0 ) and σ(X 1 ) are the standard deviation of pixels in kernel regions X 0 and X 1 . The estimated motion vector (α,β,γ) corresponding to the best match candidate across 2 frames is averaged across the frames in a packet to give the motion estimation of the kernel of interest.
For ultrasound imaging, axial resolution is dependent on the sampling frequency f s , while the lateral resolution is limited by physical constraints. In a plane wave system, the lateral resolution is simply the distance between scanlines, which is quite large. The TDE estimators therefore provide limited accuracy in lateral dimensions. To improve lateral accuracy, methods based on linear interpolation [15] , and polynomial fitting [10] have been studied in 2D systems. We compared the estimation performance of three TDEs, namely, SAD, SSD and NCC, using MATLAB simulations with the setup described in Table I . We assume a pure lateral (θ = 90
• , φ = 0 • ) plug flow condition. We report accuracy in terms of bias (the average difference between the actual value and the estimated value) and standard deviation. The bias and standard deviation is expressed in percentage normalized to the peak velocity (1m/s). We used the 10 coefficient 3D parabola used in [10] as the fitting function in all 3 cases. As shown in Table II , the three TDEs have similar performance. They all have excellent accuracy in the axial dimension, but large variance in lateral dimensions, leading to high standard deviations and bias of velocity magnitude. In the next section, we describe our SLP-3D method to improve lateral accuracy.
Computational complexity: We report the computational complexity of each method by counting the number of arithmetic operations required by each method for the setup described in Table I [10] is used, the computational complexity of parabolic fitting is 309 multiplications and 280 additions per estimate, which is negligible compared to the complexity of the TDEs.
To provide a single, simple complexity measure for each method, we use a normalized computation metric: multiplication is considered the reference operation with a weight of 1, addition has a weight of 1/8, and division and square root operations each have weight of 6. The weights have been chosen to roughly match the relative costs of the different arithmetic operations in terms of energy and area in our hardware design. Table II describes the total number of normalized computations for one motion vector estimate. We see that SAD has the lowest complexity and performance comparable to that of other TDEs and so we use SAD in our proposed two-tiered method which we will present in Section V.
IV. SYNTHETIC LATERAL PHASE IN 3D
The Synthetic Lateral Phase (SLP) technique was introduced in [11] to estimate the sub-pixel motion in the lateral dimension for 2D speckle tracking. This method exploits the fact that the magnitude of the cross correlation function is maximum at the point where its phase is zero. In the axial dimension, the center frequency of the spectrum is not zero and so the phase information can be utilized. However, in the lateral dimensions, the phase is zero and so the method in [11] first splits the spectrum to create lateral phase artificially, and then estimates lateral motion in the same way as axial motion.
In this section we present an extension of the algorithm in [11] for 3D speckle tracking. We refer to it as SLP-3D. It involves computing pixel-level estimates of 3D motion vectors using the cross correlation function and sub-pixel level estimate by locating the zero phase position.
Step 1 Preprocessing
• Obtain the spectra of the frame-pair (reference frame and previous frame) by computing 3D FFT • Split each analytical spectrum into halves in both lateral dimensions, resulting in four spectra • Compute the Inverse FFT of the spectra to obtain four volume pairs: (4) • Search for peak using one of the three cross correlation functions Step 3 Sub-pixel level estimation
• Locate the zero-phase position in each dimension In Step 1, 3D FFT is computed for both the reference frame and the previous frame. Whereas the method in [11] creates the phase information in lateral dimensions by splitting the spectrum of the analytical signal into 2 spectrum halves, here the spectrum is split in both dimensions, creating four spectrum quadrants as shown in Fig. 2 . Next, 3D IFFT of the four spectra are computed to create four separate volumes, V x+,y+ , V x+,y− , V x−,y+ , V x−,y− , where V x+,y+ corresponds to the spectrum with positive frequencies in both x and y dimensions, V x+,y− corresponds to the spectrum with positive frequencies in x dimension and negative frequencies in y dimension and so on. We perform this operation once for each frame-pair. The four sets of frame-pairs are used to compute complex cross correlation functions: ρ x+,y+ , ρ x+,y− , ρ x−,y+ , ρ x−,y− . These are used to compute the axial, lateral-x and lateral-y cross correlation functions, ρ axial , ρ lat−x , ρ lat−y , shown in equation (4) . Here, * stands for complex conjugate.
An important property of ρ axial , ρ lat−x , ρ lat−y is that they only have nonzero phase in the corresponding dimension. For instance, ρ axial only has nonzero phase in the axial dimension and zero phases in both the lateral dimensions. Since all three cross correlation functions have the same magnitude, for pixellevel estimation, it is sufficient to search for the peak of the cross correlation function using only one of the functions. The difference between the peak location and the location of the center of the kernel gives the motion vector of the kernel at pixel-level granularity.
The sub-pixel level motion vector is then estimated using the phase information. We model the phase variation along each dimension using a quadratic approximation. The zero phase location along each dimension is calculated by finding the root that is within the sub-pixel range. The 3D sub-pixel level motion vector obtained by this method is then added to the pixel level motion vector to give the final motion vector. We also considered a linear model for the lateral phase variation, but found the quadratic model to give substantially higher accuracy and hence use it in the rest of this paper.
We measured the estimation performance of naive SLP-3D using MATLAB simulations with the setup described in Table I . We assume a pure lateral (θ = 90
• , φ = 0 • ) plug flow condition, same as what is assumed for the comparison of the other TDEs. The bias and the standard deviation of the velocity magnitude is only -1.09% and 2.52% respectively, which is much better than the performance of SAD, SSD and NCC (see Table II ).
Computational Complexity: For a 3D frame of size 512×32×32 samples, computing the FFT and IFFTs (Step 1) requires 2 × 10 8 multiplications and 3 × 10 8 additions per frame. Assuming that there are 100 kernels in each 3D frame and for each kernel in the reference frame there are 387 candidate kernels, computing the correlation functions (Step 2) requires 387×100 correlation functions, resulting in 2.38 × 10 9 multiplications, 4.17 × 10 9 additions and 1.55 × 10 5 divisions. In the sub-pixel level estimation step (Step 3), each estimate requires 18 additions, 3 divisions and 3 square root operations. If there are 100 kernels in each 3D frame, this corresponds to 3,825 normalized computations.
Despite the excellent performance of SLP-3D in estimating motion at sub-pixel resolution, this method suffers from high computational complexity. In the next section, we describe optimizations that drastically lower complexity without compromising the accuracy of naive SLP-3D.
V. PROPOSED METHOD A. Two-tiered approach
We propose a two-tiered approach that uses SAD for coarse-grained motion estimation and SLP-3D for fine tuning the estimation. This approach helps reduce the complexity of SLP-3D by computing correlation functions (Step 2 of SLP-3D) for a small number of candidate kernels. Thus, this method combines the advantages of low complexity SAD with the subpixel accuracy of SLP-3D.
First, SAD is used to estimate the approximate motion vector by locating the candidate kernel corresponding to the minimum SAD value. Then, to do a fine-grained search around the best match candidate location found by SAD, we generate four volume pairs by splitting the spectrum and taking the IFFT. Next, normalized cross correlations are calculated for each volume pair between the kernel and a candidate kernel corresponding to one of the 27 candidate locations. Note that the search region in this step is smaller than the search region for SAD, corresponding only to the nearest-neighbor candidates around the SAD best match. Within this small region, sub-pixel motion is estimated following the same steps previously described in section IV. A block diagram of the method is shown in Figure 3 .
Computational complexity: For the setup given in Table  I , if there are 100 kernels in the reference frame of size 512×32×32, the two-tiered method (SAD+SLP-3D) requires 2. 4 square root operations for computing the cross correlation functions. This results in a total of 6.03 × 10 8 normalized computations. Whereas this method has significantly lower complexity compared to naive SLP-3D, it is still quite high. Next, we describe techniques to reduce the computational complexity of SLP-3D with minimal degradation in estimation performance. We refer to this method as SAD+SLP-3Dopt.
B. Techniques to reduce complexity of SLP-3D
Reducing complexity of FFT & IFFT: We reduce transform complexity by exploiting the fact that many samples used in the FFT and IFFT calculations are zeroes. For 3D FFT, we compute 1D FFT of 512 points along the z dimension first, followed by a 2D FFT along the x-y plane (1D FFT along x and 1D FFT along y). Since the spectrum corresponding to negative frequencies has to be set to zero, half of the 3D volume of intermediate data is 0. Thus, we only need to compute 2D FFT of 256 x-y planes instead of 512 x-y planes.
Similarly, when we compute the IFFTs, we compute the 1D IFFT along the z dimension first. Since in each case, three quarters of the data are zeroes, the 1D IFFT are also zeroes and need not be computed. Therefore, we can save three fourths of the computations for 1D FFT along z dimension. Similarly, we can save half of the computations in the second stage where we compute the 1D IFFT along x dimension. As a result of these reductions, the total number of multiplications for computing FFT and IFFTs is reduced from 2 × 10 8 to 1.11 × 10 8 , while the total number of additions is reduced from 3 × 10 8 to 1.67×10
8 . This corresponds to a 45% reduction in normalized computations, from 2.38 × 10 8 to 1.32 × 10 8 . Reducing complexity of correlation function: In order to reduce the number of computations for correlation functions, we first reduce the kernel size from 77×5×5 to 25×3×3. This helps achieve about 8× savings in the number of computations for correlation functions at the cost of increasing the standard deviation by 2-3%. Furthermore, we omit computing σ(X 0 ) in Eqn. 3, since it is a common factor for all the candidates, and compute only once the normalized factors for correlation functions ρ axial , ρ lat−x , ρ lat−y , since they are the same. Finally, we avoid the square root operations required to compute the normalization factor by instead finding the maximum of the square of the correlation function. Since squaring destroys the phase information required to locate the zero phase position in
Step 3 of SLP-3D, we first calculate and store the phase via arctan function. Figure 4 illustrates the overall reduction in complexity in terms of normalized computations. While the complexity of beamforming and SAD is the same for the two methods, we were able to save about 48% of the normalized computations through the techniques described above. The complexity numbers were derived assuming that of the four main computation blocks, beamforming and FFT & IFFTs are done for each volume, while SAD and NCC are done for every motion vector estimate. The overall complexity of SAD+SLP-3Dopt is about 2.3× of the complexity of our B-mode imaging system [8] which can achieve a frame rate of 6,000 3D frames/sec. This enables us to support flow imaging with frame rate up to 130 velocity estimations/sec when packet size is 20.
VI. SIMULATION RESULTS
To evaluate the performance of the optimized two-tiered method (SAD+SLP-3Dopt), we consider blood flow in a straight vessel with both plug and parabolic velocity profiles. We use Field II [12] , [13] in MATLAB with the parameters listed in Table I .
First, we test SAD+SLP-3Dopt with plug flow. We simulate two sets of cases. In the first set, the beam-to-flow angle θ is varied from 0
• to 90 • , in steps of 15
• , while the out-ofplane angle φ is kept at 0
• . In the second set, the out-ofplane angle φ is varied from 0
• , while the beam-to-flow angle θ is kept at 90
• . Detailed bias and Tables III  and IV . The standard deviations of lateral motion components v x and v y are generally larger than the standard deviation of axial motion component v z . The higher standard deviation is to be expected since the spatial resolution in the lateral dimensions is 20× coarser than the axial dimension. For the second set of simulations, where φ is varied, the estimated velocity magnitude has an average bias of about 0.02m/s and an average standard deviation of about 0.08m/s, while the estimated flow angle φ has an average bias of about 0.5
• and an average standard deviation of about 4.2
• . Compared to the results presented in [3] , which simulate the same flow conditions, the performance of our method (with a 32×32 array) is better than the performance of the TO (transverse oscillation) method with a 32×32 transducer array, and yet close to the performance of the TO method with a 64×64 array.
Next, we evaluate SAD+SLP-3Dopt with parabolic flow. Figure 5 shows the estimated velocity components with θ = 90
• and φ = 0
• , the estimations are fairly accurate with average standard deviations of the three velocity components v x , v y and v z being around 4.0%, 7.3% and 0.4% respectively. While the biases of v y and v z are quite small, v x is underestimated with an average bias of about 9%. The underestimation is mainly due to the decorrelation between the kernels and the candidates because of the flow gradients within the kernel. For θ = 90
• , φ = 45 • , the biases are smaller than θ = 90
• , φ = 0 • case but deviations are higher at 8.4%, 7.4% and 1.0%, for v x , v y , and v z , respectively.
VII. CONCLUSION
We propose a low cost scheme with high accuracy for 3D flow imaging. Our scheme is two-tiered and consists of low complexity SAD for coarse grained search, and SLP3Dopt for fine tuning the search. Overall, the complexity is reduced by about 9× compared to a naive implementation of SLP-3D. Using our method, we can perform flow imaging at 130 velocity estimations/sec with a packet size of 20 frames. We validate the accuracy for plug and parabolic constant flow conditions. Field II simulation results show that the proposed method can estimate the axial velocity as well as the lateral velocity components. For plug flow, while the errors are very small for axial velocity, for lateral velocity components, the average biases range from 0.96% -2.09% and average standard deviations range from 4.22% -9.29%. For parabolic flow, the estimated velocity profiles follow the actual velocity profiles with average standard deviation of no more than 9%. While our method is not error free, it is capable of estimating velocity with any flow angles (θ and φ), compared to 2D speckle tracking, which cannot track out-of-plane flow.
