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Data Compression is a field that receives a lot of attention in computer tech-
nology in recent years. As information is exploding now, people would like to 
find a more efficient way to store and transmit the data. On the other hand, 
the need of Chinese data processing is also evolving. However, some of the 
current commonly used data compression algorithms are not efficient to com-
press Chinese text. As a result, we would like to investigate the effectiveness 
of current compression algorithms and to propose methods for performance 
improvement. 
In this thesis, traditional compression algorithms were first investigated 
and the reasons why their performance dropped in compressing Chinese text 
were identified. The Chinese Character Identification Routine was introduced 
to Huffman coding and the Ziv-Lempel compression so that better compression 
xiii 
result could be obtained. We also investigated the parameters that affect the 
compression performance of these algorithms. 
Since Chinese text does not have spaces to separate the characters into 
words (or phrases), a standard Chinese dictionary-based Huffman compression 
was proposed to serve the purpose. The standard Chinese dictionary was 
extracted from traditional Chinese dictionary. It is found that this mechanism ~ 
can be a practical compression method for Chinese documents. We also varied 
the size of the dictionary to find the relationship between the dictionary size 
and the compression ratio. 
Lastly, in order to attain a more impressive performance, two cascade mod-
els of data compression were proposed for Chinese text - the static cascading 
model and adaptive (dynamic] cascading model of the LZW algorithm and 
the Huffman coding. These algorithms also showed a substantial performance 
improvement. 
We conclude in this research that with proper sampling of the input text, a 
better compression performance can be attained, or the efficiency and resources 
consumption can be improved. The concept can be further extended to other 
languages such as Japanese and Korean. 
xiii 
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1.1 Importance of Text Compression 
Many people often said that the twenty century is the era of information. 
Sometimes, we even use the term "information explosion" to describe the world 
today. In the computer world, Vhere are also a lot of information stored ev-
erywhere. We have Internet, providing the facilities of electronic mail, news 
services, information enquiry services, World Wide Web multimedia services 
and many others. In the commercial world, there are also many business and 
finance information, customer information, books and references, newspapers 
and other similar items. To store and retrieve these huge amount of infor-
mation, large storage media and fast communication channels are definitely 
required. 
Many computer firms try to achieve these two requirements by exploring 
the techniques of making larger hard disks, CD-ROMs, optical disks, magnetic 
tapes, or by inventing new communication channels such as optic fibers. But 
in recent years, some other people try to tackle the problem in another way: 
by making the information more "compact" such that minimum storage space 
and communication bandwidth are needed. 
» * 
1 
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The idea of data compression has been evolved for many years. The the-
oretical work was described by Huffman in 1952 [Huf52] and Ziv and Lempel 
in 1977 and 1978 [ZL77] [ZL78]. But the technology was not practical at that 
time. The hardware was not fast enough to encode and decode the informa-
tion. In recent years, when the hardware and software technologies are mature 
enough, data compression becomes a hot topic in the computer field. Since 
the 80’s, the CPU processing time has already been fast enough to execute 
complicated encoding and decoding processes. There are also hardware com-
pression chips for dedicated storage machines. On the software side, automatic 
compression and decompression can be done in some operating systems. 
Besides the advance in hardware and software technologies, those theoret-
ical compression algorithms are successfully developed in practical implemen-
tation and are made to execute, in an efficient way. Examples are the LZSS 
Bel86] and LZW [Wel84], which are the practical implementations of the LZ77 
and LZ78 algorithms respectively. All these points make the compression tech-
nique to become one of the important topics in computer system design. 
1.2 Historical Background of Data Compres-
sion 
Data compression has made a great remark to the field of computer in the last 
two decades. But, it is not something new only in these years, even the theoret-
ical work. Toward the end of eighteenth century, the British Admiralty used a 
series of two by three cabins (i.e. contained six shutters) on hilltops to transmit 
message from one cabin to another. While there were 2® = 64 combinations, 
only 27 (26 alphabets plus a space) were used. The others were assigned with 
some frequently used phrases such as "and", "the", "Portsmouth", “West’’". 
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etc.. This system had already employed the idea of data compression - the use 
of cookbook approach to represent longer phrases. [BCW90 
In the 1820s, Louis Braille devised a system that enabled the blind to "read" 
by touch. The system, which is still in common use today, uses two by three 
matrices to represent different words. Some of them represent single characters 
(letters and space) and some are common words (e.g. "and", "for", " o f , 
"the"... etc.). And some represent common character pairs (e.g. "th", "sh", 
"ch", "gh"... etc.). The system is so designed such that many common words 
(e.g. "there", "those", "show", "such", "though"... etc.) can be represented 
in fewer matrices. The details of the scheme are out of the scope of this thesis 
and it is not going to further explain here. But the use of data compression 
idea in Braille system really helps in the reduction of the size of the books for 
the blinds. And this can be unfe ' s tood as an early use of the data compression 
technique. 
The above two schemes are examples of compression by the use of some 
"codebook", where the length of codes is fixed and longer phrases can be repre-
sented by these codes. In 1832, Samuel Morse employed another approach for 
electromagnetic telegraph. He studied the frequencies of the appearances of the 
letters and numbers in English text, and derived a code set called "Morse's 
code". The basic idea of Morse's code uses dots and dashes (which can be 
understood as short and long signals) to represent letters, numerals and punc-
tuation. Shorter codes are given to more frequently used letters while longer 
codes are given to those rarely used letters. It is discovered that by employing 
the Morse's code, English text can be on average compressed to one third of the 
space that they would normally occupy [BCW90]. For compression schemes, 
like the one employed in Morse's code, which is based on the frequency dis-
tribution of the set of alphabets to assign various code length of codes to the 
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letters, these schemes are called "statistical compression schemes". Details of 
the term will be further elaborated in section 1.5.3. 
1.3 The Essences of Data Compression 
Data compression is often achieved by the success of correct modelling and 
efficient coding. In the example of the Braille system, the code designer has to ~ 
model the occurrence of English words, and then to put those most frequent 
combinations in the coding scheme. In the case of the Morse's code, the 
frequency distribution of the English characters is studied, and then codes of 
variable lengths are assigned to the characters. 
It is also described that data compression is an art of providing just suffi-
cient information so that the decompressor can predict the next coming charac-
ter. For example, in the Morse's code, "e" is assumed to be the most frequently 
appeared letter, just sufficient information (i.e. the shortest code) is outputted 
if the next character is exactly "e". But if a more rare character, say "z" is 
happened next, more information (i.e. a longer code) is outputted to identify 
it. Sometimes it is called "efficient coding", where shorter codes are given to 
items which occur frequently, and longer codes are assigned to those items 
which are rarely found in the article. 
The same thing happens in "codebook" compression schemes (it is often 
called "dictionary-based" data compression, which will be elaborated in sec-
tion 1.5.3). With limited codes are used as outputs, each code is attached to 
one character / phrase. These characters / phrases form the data model of the 
compression. In this case, we predict the next character / phrase by assuming 
that characters or phrases found in the cookbook are more likely happened. 
Hence, less information is needed to identify these characters / phrases. For 
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example, if the next phrase is "the", in Braille system, just one cell is out-
putted. But if the next phrase is "cuhk", which is not a word in the scheme, 
more information is needed to describe the phrase (in this case, four cells are 
used). 
According to Bell et aL, the idea of separating the compression process into 
two parts - an encoder and a separate modeller - is one of the major advances 
in the theory of data compression over the last decade [BCW90]. In this case, 
prediction is in the form of a probability distribution over all messages, which 
is supplied by the modeller. The encoder is given the prediction in the form 
of a model, along with the actual message that occurs. Then, it constructs a 
compressed representation of the actual message with respect to the probability 
distribution. With good model that reflects the actual behavior of the data to 
be compressed, the encoder is capable to assign more efficient codes to different 
messages. Thus, in other words, good data compression is achieved if and only 
if adequate model is used for the data to be compressed. 
1.4 Motivation and Objectives of the Project 
As the information in different languages are growing more and more rapidly, it 
is necessary to develop some efficient algorithms to compress the huge amount 
of information. In Hong Kong and other places such as China, Taiwan and 
Singapore, Chinese is the major language. In the past, when computer tech-
nology did not facilitate Chinese processing, the need of a good method to 
store the information was not so important. But now, as the 'Chinese data 
processing technology becomes more mature, more information are now coded 
in Chinese. This comes the idea to find some good storing strategy to meet 
the requirement. 
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The major motivation of the research project comes from the poor perfor-
mance found in traditional algorithms. When applying some commonly found 
compression programs in the UNIX systems such as Pack and Compress, the 
performance is not that satisfactory in compressing Chinese data files (details 
of the experiment is shown in section 2.3). Thus, it comes to our objective 
to investigate the poor performance of the existing traditional algorithms and 
to propose new algorithms so as to suit the need in compressing Chinese text 
and to achieve an even higher performance in compressing Chinese informa-
tion. The results will be compared with some very sophisticated commercial 
compressors to see how far we have achieved in this field.-
1.5 Definition of Important Terms 
In this section, several importajit terms are described. These terms will be 
explained in appropriate depth. For further elaboration, references are given 
to the interested readers. 
1.5.1 Data Models 
In compression, data modelling is often referred as the technique to abstract 
the behavior of a piece of data. As the adequate data modelling is the key 
to good data compression, it is necessary to go through various types of data 
models. In general, there are three types of data models commonly used in 
data compression: (1) finite-context models; (2) finite-state models; and (3) 
grammar models. Details of these models can be referred from Bell et al.s, 
book [BCW90] and a brief description will be given in this section. 
Finite-context Models 
Finite-context models actually represent a family of order-n fixed-context mod-
els, where n can range from — 1 to some large n. In this kind of models, the 
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next character is predicted by the information of the previous n characters. 
For example, in order-0 fixed-context model, the probability of string "the", 
given probability of occurrence of "t", "h" and "e" are 0.076, 0.042 and 0.102 
respectively, is 
0.076 X 0.042 X 0.102 = 3.26 x 10"'^  
where — log2(3.26 x lO—” = 11.6 bits are needed to code the string in 
order-0 fixed context model. 
In order-1 fixed-context model, the prediction is based on the conditional 
probability of the previous one character, given p( "/i" | " f ) = 0.307 and = 
0.479, then the new probability of occurrence of the string "the" will be: 
0.076 X 0.307 X 0.479 = 1.12 x 10"^ 
I' 
where — log? 1.12 x 10"^ = 6.5 bits are needed to code the string in order-1 
fixed-context model. 
Finite-state Models 
Finite-context models cannot represent all types of dependency. One natural 
example is the sequence of bases along a string of DNA. There are four possible 
bases (A, C, G or T). They occur in triplets so a string of DNA is actually a 
string of these triplets. The following is an example (the symbol “_，，is added 
for clear presentation only): 
..,_CGT J\TC-GCG-CGA-TCT JOT A-TGC- • ••-
The occurrence of the next base does not depend on the previous base. It 
depends on the position of the base in the triplet. So if a finite-context model 
is used to model the behavior, it does not help much if only n previous bases 
are known, unless n equals all bases from the beginning. 
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Thus a state model is more appropriate in this case. There are three states, 
namely 1, 2 and 3. Figure 1.1 is a finite-state diagram for DNA.i 
A 0.25 / / \ \ T O i 
/ / \ \ \ Sltiig C G T A T C G 3 
/ / T0i5 \ \ state 3 1 2 3 1 2 3 1 
J y fdaNires 02 0.25 0.2 02 025 0.4 0.1 | “ . 
/ . \ combined probability=0.00002 | 
0 = : : 二 0 _ _ ^ I 
Figure 1.1: Finite-state model for DNA 
In fact, finite-state models are able to implement finite-context models. 
For example, an order-0 fixed-context model (with 26 English letters and one 
space) can be represented by a state diagram with only one state and 27 arrows 
flow out and point back to it. An order-n fixed context model can have 27" 
states, where each state has 27 arrows flowing out. 
Grammar Models 
Some situations other than those described above cannot be modelled by the 
finite-state approach. Let us take an example of a simple message in some 
language. Consider a simple case where the language is composed by four 
characters { "a", "(", ")" and }. In this language, all messages have 
balanced parentheses and are terminated with a full-stop. Parentheses must 
be balanced before the full-stop is applied. No “)，，is allowed if the message is 
already balanced. 
^Source: T. C. Bell, J. G. Cleary, and I. H. Witten, Text Compression, Prentice Hall 
Inc., 1990, p. 37. . 
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The problem in this case is that no matter how many states you have, only 
if it is finite, the state model is not applicable. In other words, just looking 
back a finite number of preceding symbols is not possible to satisfy the rules. 
A different type of model, which can accommodate all nesting depths, is a 
grammar with probabilities associated with each production. Figure 1.2 shows 
the grammar model.^ 
1 ) 尋 P I 




( ( a ) ( a ) ) . 
1 1 m 4:0.5 
L 5:0.5 � ‘―5:0.5 � 
\ 3:M 
\ Z 
\ ^ ^ 0.50.5OiOi0.4 0.6 0.6 0.5 1.0 
� pbis) J 
^ 〜 * ， V f ' J 
5:0.5 
1:1.0 
Figure 1.2: Models for "parenthesis language" - probabilistic grammar 
The message is parsed and the probability is computed by multiplying 
the probability of each production used. According to Bell et al., the model 
is useful in formal languages such as Pascal programs but not t-hat useful in 
natural language texts [BCW90]. Moreover, the simple grammar model cannot 
fully represent the actual situation accurately. Consider if the probability of 
occurrence of “(�' is different in different depth of nesting. The grammar model 
^Source: T. C. Bell, J. G. Cleary, and I. H. Witten, Text Compression', Prentice Hall 
Inc., 1990, p. 39. 
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fails to correctly reflect the situation. Thus a finite-state model is a more simple 
model to implement and is sufficient to model most situations. That is why the 
finite-state approach is commonly used in compression. For interested readers 
who want to further study about the implementation of grammar model in 
data compression, please refer to Nevill-Manning et ai.s, paper [NMWM94 . 
1.5.2 Entropy 
Entropy is often used in measuring the quantity of information. A trivial 
metric of information measurement is "number of bits / bytes". But using 
number of bits / bytes will make the amount of information content depend 
on the representation of the information. For example, the file size of a text 
file using 7-bit coding scheme and 8-bit coding scheme do not affect the infor-
mation content of the text, but the file size are different. Moreover, for the 
same letter "a", we need log226 = 4.7 bits to represent it if it is chosen from 
the set {a, b, c,…’ z}. However, it needs only 1 bit if it is chosen from the set 
{a, b} and 45 bits if it is represented by using graphical 9 x 5 matrix of black 
and while pixels. 
As a result, information is bound up with the number of choice. The more 
the choices, the more information are needed to specify the result of that choice. 
In 1948, the pioneer of information theory, Claude E. Shannon proposed his 
exploratory paper to identify the universal measurement of information con-
tent [Sha48]. Shannon defined some basic property of the measurement of 
information content and achieved the following results: ^ 
Assuming there is a set of possible events with known probabilities , P2,…,Pn 
that sum to 1. The only entropy function which satisfies the requirements de-
fined by Shannon is: � . 
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n 
E(j)l,P2,".,Pn) = log Pi 
i=l 
where the positive constant k governs the unit in which entropy is measured. 
Normally, the unit is "bit" where /c = 1 and logarithm is taken with base 2. 
Thus, data compression can be seen as a technique to find the best repre- “ 
sentation of the information which the information content is preserved and 
the actual size is minimum. 
For the entropy function, it attains the maximum value when all pi,p2, 
are equal. It means that if all the probabilities of each event are the same, 
the information needed to represent the set of events will be maximum. Thus 
compression cannot help much in^such a situation. 
Entropy of higher order models 
In finite-state models, the entropy is calculated by the sum of the individual 
entropy of each state. Thus assuming pi is the probability that the system is 
in state i and pij is the probability of the 产 transition probability going out 
from state i. Then the entropy of the system is: 
i j 
Similar result can be obtained in finite-context models. Assuming n-grams 
are used to predict the next character in a source. If X is the set of (n — 1)-
grams and A is the input alphabet, then the entropy of an order n - 1 model 
is 
xex aeA 
Actually this coincides with the entropy formulae in finite-state models if 
the set of (n — l)-grams are regarded as all the states in finite-state model. 
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1.5.3 Statistical and Dictionary-based Compression 
Statistical and dictionary-based coding are the two general methods of data 
compression. In statistical coding, each symbol is assigned a code based on the 
probability that it will occur. For those with higher probability of occurrence, 
they get shorter codes. Those that rarely occur will get longer codes. One 
example is the Morse's code. . 
In dictionary-based coding, a group of consecutive characters, i.e. a "phrase" 
in a document, is replaced by a code. These original phrases are recognized 
by the decoder by looking them up in a "dictionary". One example given be-
fore is the Braille's system for the blinds. Algorithms such as Huffman coding 
Huf52], Shannon-Fano coding [Sha48] [Fan49] and arithmetic coding [Lan84 
fall into the statistical family. Compression in the Ziv-Lempel family [ZL77 
ZL78] are dictionary-based compression. 
1.5.4 Static and Adaptive Modelling 
In data compression, when modelling technique is used, the encoder has to 
use a model to build the codes while the decoder needs the model to interpret 
these codes. It means that both the encoder and the decoder need to keep a 
copy of the model. Otherwise, the decoder side will not understand what the 
codes mean during decompression. 
In static modelling, both the encoder and decoder agree to use a fixed 
model, regardless of the text to be compressed. Thus, no extraTinformation 
about the model is needed to be transmitted. 
Another similar approach of modelling is called semi-adaptive modelling. 
Here, the encoder sends an identifier to the decoder such that the decoder 
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knows which model they are now compromised to use. For example, both the 
encoder and decoder have a set of models, named 1 , 2 , n . The encoder can 
just send a number k, and the decoder can retrieve the appropriate model for 
decompression. 
In adaptive modelling, the data model is not fixed. For different source 
files, the models are different. Thus after the encoder has identified the most 
suitable model for the source file, it has to send the model information to the 
decoder. Otherwise the decoder does not know how to decompress it. 
Since the adaptive modelling technique can always achieve a more suitable 
model of the source file, most of the currently available compressors employ 
this approach to model the source data. But it does not mean that there are no 
room for the static compression, in the case that the data to be compressed is 
always in similar pattern, a fixed model is sufficient to achieve good compres-
sion performance. Many algorithms can be developed in two versions. Taking 
Huffman coding as an example, a static approach is described by Mclntyre 
and Pechura [MP85] while there is another adaptive counter part described by 
Vitter [Vit89；. 
1.5.5 One-Pass and Two-Pass Modelling 
Even in adaptive modelling, there can be two kinds of techniques to make 
both the encoder and the decoder synchronized about the model used. The 
two techniques are called one-pass modelling and two-pass rnodelling. Their 
main difference is in the number of passes to scan through the input file. In 
one-pass modelling, the models at both sides are updated incrementally. Thus 
the input source text is scanned once only. This model is synchronized by 
adaptively updating as the compression is in progress. Through some agreed 
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mechanism, the encoder first transmits characters which the decoder can de-
code. When more characters / phrases are sampled, the encoder updates its 
model after those repeating characters / phrases are sent out. On the other 
hand, the decoder also gets the same piece of information and updates its own 
model automatically. Thus the two sides are actually synchronized during the 
compression process. This type of modelling technique provides a text-tailored 
model and therefore is widely used in many compressors. 
In two-pass modelling, the encoder first scans through the whole text once. 
The best-fit model is built and the text file is scanned again to output the 
corresponding codes according to the model. In this case, the information of 
the model will be sent to the decoder as "header" so that the decoder can 
synchronize. 
Usually, the overhead of the header will become insignificant in compressing 
large files. Consider the compression ratio in two-pass compressions which 
equals 
. . header size + size of compressed file content 
compression ratio = —~——： 
original nle size 
In general, the header size does not vary a lot and we can assume it as a 
certain constant. Since the header size is fixed, the effect of the header size 
on the overall compression ratio will go smaller and smaller as the original file 
size grows. 
Most common compressors employ the one-pass approach to achieve a 
faster compression. Examples are found in Pack and Compress, which are 
two common compressors in the UNIX system. Jakobsson also described a 
model of one-pass text compression in 1988 [Jak88]. For references of two-pass 
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compressions, Bell et ai have a full description in their book Text Compression 
[BCW90]. 
1.6 Benchmarks and Measurements of Re-
sults 
Some of the papers in the data compression field employ the concept of number 
of bits per character to describe the compression performance of a compressor. 
However, the base of the calculation is different in the Chinese data compres-
sion. In that case, each character can be 16 bits (in Big5 and GB codes), or 
even 32 bits (in the proposing Unicode). Thus the use of number of bits per 
character might not accurately reflect the actual compression performance. 
Thus in this paper, compression ratio is used instead of number of bits per 
character. The term is defined as: 
C.R. = ^ 
JSc 
where C.R. is the compression ratio, f s � i s the original file size and fsc is 
the compressed file size. 
This ratio is used not only because a single character is not represented in 
8 bits in Chinese. It is also clue to the reason that for a text which contains 
both Chinese and English characters / numbers, the article will be a mixture 
of 8-bit and 16-bit characters. This make it impossible to define exactly what 
should be the base in finding the number of bits per character. Thus using the 
compression ratio would be an easier way to compare the actual compression 
performance. 
As our objective of the research project is to achieve better compression 
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ratio for the Chinese text compression, efforts are mainly put on the optimiza-
tion of the compression ratio. Particular concerns on the time and memory 
consumptions are not considered deeply in this research. Our basic assump-
tion of the project is to derive compressors with good compression performance 
first, and then subsequent work on the optimization of the time and memory 
resources is left as a further extension. As a result, it is not so easy to compare 
the performance with the commercial compressors in terms of the execution 
time and the memory consumption, as these compressors are highly optimized 
in those aspects. 
1.7 Sources of Testing Data 
The corpus we used to compare the result is the PH corpus [Guo93]. This 
corpus is GB-coded (details of the coding scheme can be referred in section 3.2), 
free to distribute and is formed from a collection of daily news from China's 
official Xinhua News Agency during a period from January 1990 to March 1991. 
It contains more than four million Chinese characters with 16-bit symbols. 
The total size is about 8 megabytes and the single file is named "Hanzi.PH". 
For testing of performance, the large file is divided into 17 smaller files each 
contains 10000 lines (except the last one). They are named as "data.Ol" to 
"data. 17". Another 14 articles found from the "Xuezilian newsletter" in Big5 
code format is also used. The total size is about 500 kilobytes. These articles 
contain mainly Chinese characters, but with a significant amount of English 
characters, numbers or symbols. The concatenated file is named "data.bS". 
1.8 Outline of the Thesis 
In chapter 2, a literature review which covers the popular algorithms used in 
data compression will be shown. There is also an introduction to the previous 
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work on Chinese data compression. Chapter 3 are the issues about Chinese 
data processing. Characteristics of Chinese characters ,the definitions of dif-
ferent coding schemes and the comparison of the entropy of Chinese language 
and other languages will be covered. 
Chapter 4, 5, 6 and 7 are new work done in this project. In chapter 4 and 
5, the Huffman coding and the Ziv-Lempel family compressions are studied 
and revised for Chinese data compression. The outline of the algorithms, the 
improvement and explanation of the results are given. Specific analysis on the 
parameters in some algorithms are also discussed in these two chapters. Chap-
ter 6 is a detailed analysis of the use of a Chinese dictionary in compressing 
Chinese text. It contains also the analysis of the dictionary size vs. compres-
sion performance. In Chapter 7，the cascading approach of Huffman coding 
and the LZW algorithm is used' to obtain better compression results. Two 
ways of cascading: static and adaptive will be presented and analyzed. We 




Before going into the actual implementation of Chinese data compression, a 
literature review of the compression algorithms will be summarized in the 
first section of this chapter. Then the related literatures in Chinese data 
compression will be presented in the following section. 
2.1 Data compression Algorithms 
Most of the data compression algorithms are classified into two main categories: 
the statistical compression family and dictionary-based compression family 
(sometimes it is referred as the Ziv-Lempel family). The definitions of the two 
families can be referred to section 1.5.3. The following sections will describe 
several major algorithms in each families and give a more detailed explanations 
for those algorithms. 
2.1.1 Statistical Compression Methods 
Statistical compression is achieved by assigning appropriate code to each entry 
(which may be a single byte or a combination of several bytes). The codes 
should preserve the following properties: 
• the code lengths of different codes are different, in a pattern that by 
assigning longer codes to less frequently appeared entries and shorter 
18 
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codes to more frequently appeared entries; 
• though the code lengths vary, they should be able to be uniquely decoded. 
These two properties are the main concerns of the statistical data compres-
sion algorithms. We will investigate how the algorithms achieve the above re-
quirements. Shannon-Fano coding [Sha48] [Fan49] and Huffman coding [Huf52 
are used as examples to be discussed. 
Shannon-Fano Coding 
Shannon-Fano coding is the first well-known coding scheme which preserves 
the above properties. It is developed independently by Claude Shannon at Bell 
Laboratory [Sha48] and R. M. Fano at M. I. T. [Fan49] almost at the same 
time. The main procedure is shown as the following: 
• 
• list all possible entries, with the corresponding probabilities, in decreas-
ing probability order; 
• divide the list into two parts, with the total frequency counts of the upper 
half being as close to the total of the bottom half as possible; 
• start the code for those entries in the upper half with a 0 bit and for 
those in the lower half with a 1 bit; 
• recursively apply step 2 and 3 to each of the two halves, subdividing 
groups and adding bits to the codes until each symbol becomes a corre-
sponding code leaf on the tree. _ 
For example, assuming we have the basic entries with the corresponding 
frequencies as shown in figure 2.1. The Shannon-Fano procedure is illustrated 
as in figure 2.2. 






Figure 2.1: An example for demonstration of the Shannon-Fano procedure 
By applying the above procedure, A and B are grouped together and assigned 
the first bit as 0; while C, D and E are grouped and assigned bit 1: 
A 0.30 0 
B 0.20 0 
first cut 
C 0.18 1 '' 
D 0.18 1 
E 0.14 1 
After the second cut, A, B and C have been cut as groups with themselves 
the only elements: 
A 0.30 0 0 
second cut 
B 0.20 0 1 
first cut 
C 0.18 1 0 
second cut 
D 0.18 1 1 
E 0.14 1 1 
And finally, all the codes are assigned: 
A 0.30 0 0 
second cut 
B 0.20 0 1 
first cut 
C 0.18 1 0 " 
second cut 
D 0.18 1 1 0 
third cut 
E 0.14 1 1 1 
Figure 2.2: A demonstration of the Shannon-Fano procedure 
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Note that the Shannon-Fano coding scheme produces codes with the ability 
to be uniquely decoded. Coding scheme with this property is sometimes called 
"prefix-code". In other words, the code of any entry is not the prefix of the 
others. Prefix-code can also be understood by using a binary tree. Figure 2.3 
shows an example. By travelling through the tree, the corresponding entry 




0 1 0 1 
A B C 
0 1 
D E 
Figure 2.3: An example of a Shannon-Fano binary tree 
Huffman Coding 
Shortly after Shannon's work, D. A. Huffman of M. I. T. constructed an-
other method to achieve optimal codes [Huf52]. The procedure is similar to 
Shannon-Fano coding which also creates variable-length codes that are of inte-
gral number of bits. It is also a prefix-code such that all items can be uniquely 
identified. As a common property in statistical compression family, items with 
higher probabilities get shorter codes. The general procedure is shown as the 
followings: 
• list all possible entries, with probabilities in decreasing probability order. 
Each entry corresponds to a single node; 
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0.30 0.20 0.18 0.18 0.14 
A B C D E 
0.32 0.30 0.20 0.18 
{D, E} A B C 
0.38 0.32 0.30 
{B, C} {D, E} A 
0.62 0.38 
{{D，E}’ A} {B, C} 
1 ‘ 
{{{D, E}’A}，{B’ C}} 
Figure 2.4: A demonstration of the Huffman procedure 
• find out the two entries with the smallest probabilities. A parent node 
for these two nodes is generated. The corresponding probability of this 
new node is the sum of the probabilities of the two child nodes. These 
two child nodes are then removed and the new node is maintained. One 
of the child nodes is given a 0 bit in the search path of the tree while the 
other is assigned with a 1 bit. 
• recursively apply step 2 until there is only one free node left (which 
should have the probability equals one). This node is then the root of 
the tree. 
Figure 2.4 shows the main steps in the Huffman procedure when applied to 
the previous example in figure 2.1. The final Huffman tree is shown in figure 
2.5. 
Huffman coding and Shannon-Fano coding are close in performance. But 
in general, Huffman coding will at least be equal to the efficiency of Shannon-
Fano coding [Mar92]. This is why Huffman coding is a dominant compression 
algorithm and is now widely used in many applications like FAX. and some 
graphics coding schemes. 
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Root 
X 
0 1 0 1 
Z A B C . 
0 1 
D E 
Figure 2.5: An example of a Huffman binary tree 
2.1.2 Dictionary-based Compression Methods (Ziv-Lempel 
Family) 
Dictionary-based compression is allot her main stream that is now widely used 
in most compression applications. For the statistical compression family, codes 
of variable length are assigned to fixed size entries. In the dictionary-based 
family, fixed length codes are assigned to variable length entries. This family is 
in general more easy to understand as it can be interpreted by using some fixed 
length tokens to represent different strings. For example, using abbreviations 
like USA and YMCA to represent "the United States of America" and "the 
Young Men's Christian Association". 
The pioneer work of this family of algorithms was derived by Ziv and Lem-
pel in 1977 and 1978. In fact, before Ziv and Lempel, dictionary-based com-
pression has already appeared in static or semi-adaptive form. Ziv and Lempel 
published the two very important papers [ZL77] [ZL78] which described the 
adaptive implementation of dictionary-based compression. Now many derived 
algorithms are based on the work of Ziv and Lempel. This family of algorithms 
is often called Ziv-Lempel coding, or abbreviated as LZ coding. 
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The essence of Ziv-Lempel coding is achieved by replacing the "current 
phrase" by "a point to previous message". Taking the following message as an 
example: 
Thisjis-his_fish. 
The message can be coded as: 
The first number in the parentheses means "locating to the previous n char-
acters" and the second number means "the number of characters to include". 
Thus "is_(3,3)" means moving to the previous 3 characters (i.e. "i") and then 
getting three characters to append (i.e. "is_"). 
尊-
The performance of the above compression may be improved by reducing 
the overhead of the token. For example, the parentheses and commas can be 
removed if the token is designed in a fixed length format followed by a special 
escape character. For instances, ~033 can be a shorter form of the token, 
provided that the symbol is not used in the message (or if used, it should 
be treated in some special fashion, e.g. —) and the pointer movement and the 
included length are fixed (i.e. two digits for the pointer movement and one 
digit for the length of strings to be included). 
Details of the implementation of the Ziv-Lempel codings are pjesented in 
the following sections. 
The LZ77 Series 
The original idea of LZ77 proposed by Ziv and Lempel in 1977 [ZL77] is similar 
to the example shown above, i.e. using tokens to replace repeating phrases. 
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sliding window with size = n 
position I 5 6 7 8 9 10 11 I 1 2 1 3 14 
entry b c b a c b a b a b c 
already encoded lookahead buffer 
n — f characters (size = / ) 
Figure 2.6: A snapshot of the sliding window in the LZ77 algorithm 
There are two parameters to control the efficiency of the compression: N and 
F. The first parameter, N controls the size of the "sliding window" and the 
second parameter, F controls the size of the "lookahead buffer". Sometimes, 
• 
n and f are used to replace N and F where n = 2 " and / = 2尸 to reflect the 
actual sizes of the sliding window and the lookahead buffer respectively. 
Assuming we have the following string "abcabcbacbababcabc..." to be en-
coded with the parameters n = 11 and / = 4. Figure 2.6 shows a snapshot of 
the sliding window. 
Initially, the first n — f characters of the window are (arbitrary) spaces 
and the first f characters are loaded into the lookahead buffer. Figure 2.6 is 
actually a snapshot when the sliding window has moved to the fifth character 
of the input stream. Now the substring from position 12 is going to be encoded. 
The encoder starts searching from the beginning of the window and tries to 
find out the longest match. In this example, the longest match is at postion 
10 and the match length is 3 ("bab"). Thus the encoder will output a token 
<2, 3, c> , where the first number is the offset from the lookahead "buffer (i.e. 
12 - 10 = 2), the second number is the match length, and the last one is the 
character directly follows the matching (i.e. the "c" at position 15). 
In general, the sliding window size can be arbitarily assigned. But according 
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to Bell et al:s discussion [BCW90], a moderate window size of typically n < 
8192 can work well for a variety of texts for the following reasons: 
• Commonly occurred words and fragments of words in a text appear more 
than once in a window. Examples are: "the", “of，, "pre...", “."ing,，； 
source programs may use reserved words such as "while", " i f , “for，，... 
etc.; “ 
• Specialist words tend to occur in clusters: for example, a paragraph may 
describe "multimedia". Then the word will "multimedia" tend to cluster 
in some specific paragraphs; 
• Less common words may be made up of fragments of words. For exam-
ple, "experimentally" could be constructed from "expectant" and other 
suitable words; 
• Repeated characters are coded compactly. For example, k spaces may be 
coded recursively as <?, ？, .> <1, k _ 1, ？>, the first triple establishing 
the space charcter, and the second repeating it k — 1 times. 
The above are some reasons why the LZ77 algorithm is now common im-
plemented. There are also viariations of LZ77 which works on improving the 
performance and efficiency. Examples are LZSS [Bel86], LZB [Bel87], LZH 
:Bre87] and LZR [RPE81]. Among the above, LZSS is a widely used imple-
mentation and thus it would be discussed further in the following paragraph. 
LZSS ^ 
The LZSS algorithm [Bel86] aims at reducing the time of searching for the best 
matched string in the sliding window in the LZ77 algorithm. It is achieved by 
using a specially designed data structure of the sliding window. In addition, 
LZSS alters the original format of the output tokens for better performance. 
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The LZSS implementation makes use of a binary search tree to find out 
the maximum match length. The structure can be understood by looking into 





} tree [ W I N DOW - S I Z E + 1]; 
In the above structure, parent, smaller.child and larger—child are pointer 
positions in the sliding window. They are actually pointing to the / -by te 
strings in the window. So the binary tree is a tree of all the / -by te strings, 
ordered in a way that it is easy to search for a match string quickly. Figure 2.7 
shows an example of the tree used in the LZSS algorithm for the input stream 
"abcabcaab", with / = 3 and n = 9. In the figure, those nodes with "Unused" 
are empty nodes. 
Root 
z \ 
aab ^ ^ 
Unused bca 




Figure 2.7: An example of the LZSS binary tree . • 
I* 
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When a new string is formed, it is compared with the strings in the sliding 
window by searching through the tree. Thus matched length and position are 
found easily and quickly. For a new string that is not match completely, it is 
inserted as a new node. This tree structure increases the efficiency in finding 
the maximum match length. 
Another major modification in LZSS is the format of the output token. In 
the original LZ77, the token size p is fixed (p = {login + logqf + 8) bits, or 
P == ( iV+F+8) bits). In case where there is no match, extra bits are still needed 
to be outputted for the matched offset position and matched length, thus 
causing ineffectiveness of the algorithm. The problem is handled by output 
algorithm in LZSS shown in figure 2.8. 
w h i l e lookahead buffer is not emply ^ 
get {offset, length); 
if length > p 
output a '0' bit; 
output the pointer (offset, length); 
shift window by length characters; 
e l s e 
output a ’ 1，bit; 
output the first character in the lookahead buffer; 
shift window by one character; 
e n d i f 
e n d w h i l e 
Figure 2.8: The main loop in the LZSS algorithm 
In the algorithm, p serves as a break-even mark to maintain the most 
efficient output length. There is one extra bit required for the decompressor 
to determine whether the coming stream is a token or a single character. It 
is found that the overhead of the extra bit is compensated by the save of 
space in transmitting single characters in the original LZ77. Details of the 
implementation is described in the books of Bell et al and Mark [BCW90 
:]V[ar92 . � ‘ 
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The LZ78 Series 
The LZ77 algorithm suffers from a major deficiency that only a limited size 
of sliding winodw of previous text is maintained. And thus, the compressor 
cannot fully make use of the chracteristics of the whole text. For example, an 
article may have an introduction to some specific terms (e.g. "multimedia"). 
Related phrases do not appear frequently in other sections, but may have a lot -
of appearance in later section (e.g. a specific chapter which discusses about 
"multimedia"). Also in case of compressing a phone book, the redundancy of 
name and address may not have the property of locality with a small sliding 
window. In these situations, compressors in the LZ77 family fail to compress 
the source data efficiently. 
Another main deficiency is the limited size of longest match strings. In the 
LZ77 series of algorithms, it is restricted by the size of the lookahead buffer. 
In most cases, the lookahead buffer size is just from 10 to 20. Usually it is 
not very efficient when some long phrases appear frequently (for example, "the 
United States of America", "to be or not to be", "the department of Computer 
Science"... etc.). 
In 1978, Ziv and Lempel derived another form of dictionary-based com-
pression, which is now commonly referred as LZ78, to deal with the above 
ineffectiveness [ZL78]. In the LZ78 algorithm, there is no sliding window of 
the previous text. Also, the maximum match length is not limited. 
The basic idea of LZ78 can be summarized as follows. In the beginning, 
both the encoder and decoder maintain a nearly empty dictionary. There is a 
single null string as the only string in the dictionary. As each character is read 
in, it is added to the current string. The process continues until the current 
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string matches some phrase in the dictionary. 
Once the maximum match is found, LZ78 outputs a token, which contains 
an index of the matched string and the next character that does not match. 
This token is similar to LZ77 but without the match length included. From the 
decoder side, as it is also synchronously update its own dictionary, it can deter-
mine what is the string received. Then a new string is added to the dictionary 
by combining the received string and the character received. As an example 
to illustrate how LZ78 works with the input string "DAD_DADA_DAD", the 
procedure will be described in the following paragraphs. ‘ 
At first, both the encoder and decoder have only null string in their dic-
tionaries, with index is equal to 0. As "D" is encountered, it does not match 
any previous string so a token < '0, D > is output ted (0 is the index of the 
null string in the dictionary and "D" is the next character). Then the encoder 
adds the concatenation of the null string and "D" (i.e. "D") into the dictio-
nary. For the decoder, when it receives the token, it immediately retrieves the 
actual string from its dictionary (where in this case, the null string). Then 
the concatenation of the null string and "D" is added into the dictionary just 
like that of the encoder. It also puts the actual decoded string into the output 
stream. The same situation occurs for the case of "A" since no match is found. 





Figure 2.9: First snapshot of the dictionary in the LZ78 algorithm 
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After the encoder receives the character "D", the encoder continues to feed 
in another character (i.e. “_，，) in order to obtain the longest match. As "D_" 
is not in the dictionary, the feeding of new character stops and the token < 
1, - > will be outputted (the “1” is the index of "D"). Then "D_" will be 
added into the dictionary with an index equals to 3. The process continues 









Figure 2.10: Second snapshot of the dictionary in the LZ78 algorithm 
Other implemenations of LZ78 algorithm include LZW [Wel84], LZC [TMD+85], 
LZT [Tis87], LZMW [MW84], LZJ [Jak85] and LZFG [FG89]. As LZW is the 
most common and widely used algorithm among the above, it will be further 
discussed in the following section. 
LZW 
Just like the LZ77, the original paper of the LZ78 algorithm by Ziv and Lem-
pel are in a theorectical and abstract form. It is only made practical to be 
implemented in 
an efficient way after the Terry Welch's famous pap_er [Wel84]. 
The proposed algorithm is then widely referred as the LZW algorithm. Now, 
the program Compress in UNIX system is one of the implementation of the 
LZW. It appeared soon after the Welch's paper. 
» ‘ 
Just like the improvement of the LZSS over the LZ77, the major difference 
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between the LZW and the LZ78 is the design of the output token. In the LZ78, 
the output is composed of one index and one character. In the LZW, only the 
indexes of phrases are outputted. It is achieved by preloading all the possible 
characters into the dictionary so that all of the outputs can be indexes only. 
The following example illustrates the operation of the LZW algorithm. 
Assuming we have the input string "_WED_WE_WEE_WEB". Initially, the 
dictionary contains all the 256 ASCII codes to represent the basic elements. 
At the beginning, the first two dimeters are fed in. For the first symbol 
“�’，as it can be found in the first 256 ASCII codes, it is directly outputted. 
Simultaneously, the concatenation of the two character ("_W") is added into 
the dictionary and is given the code 256. As “_，’ is outputted, "W" is kept for 
the next step. 
Then "E" is inputted and it is concatenated with the character left before 
(i.e. “W，，). As "WE" is not found in the dictionary, “W” is outputted and “E’， 
is left for the next step. Also the string "WE" is added into the dictionary and 
is given the code 257. There are similar processes for the coming characters 
“D” and “_”. After "D" is outputted, the dictionary is shown as in figure 2.11. 
character input code output new string added into the dictionary 
“-，，and "W" ’，_，’ 256 = "_W" 
"E" "W" 257 = "WE" 
"D" "E" 258 = "ED" 
“-，’ "D" 259 = "D_" 
Figure 2.11: First snapshot of the dictionary in the LZW algo'rithm 
Now is left and "W" is inputted. The concatenation "_W" is found 
in the dictionary (code 256) and the compressor gets a further character "E". 
The concatenation "_WE" is not found in the dictioanry. Then the code 256, 
Chapter 2 Literature Survey 33 
which stands for string “_W，，，is outputted. Character "E" is left. The process 
continues until the signal "end of file" is received. Figure 2.12 shows the 
dictionary at the end. 
dictionary code 256 257 258 259 260 261 262 263 264 
string "_W" "WE" "ED" "D_" "_WE" "E_" "_WEE""E_W" "WEB" 
Figure 2.12: An example of the final dictionary in the LZW algorithm 
The decompression process is also simple. Every time, the decompressor 
gets the index code, it retrives the corresponding string from the dictionary. 
The only problem is how to synchornize the dictionary with the compressor. In 
the original LZ78, since the token contains both the index and the next char-
acter, the decompression is striaght forward. The process can be just looking 
up the dictionary, decoding the new code, and creating a new dictionary entry. 
But in the LZW, as there is no next character shown in the token, it is done 
by keeping the last character of the input string. Thus, new dictionary entries 
can be formed just like in the LZ78 fashion. The detail implementation can 
be referred to Mark's description [Mar92'. 
2.2 Cascading of Algorithms 
Statistical family of compressors have the advantage of getting optimal codes 
from the freqeuncy distribution of the items. The Ziv-Lempel family of com-
pressors are fast and can sample very long phrases. To combine tlie benefits 
from both families, people began to think about to merge the advantages from 
both sides to form cascade compressors. 
The idea is quite new which came only in recent years. Examples are the 
t* 
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pkzipi, which is a cascade of the Huffman coding and the LZ77 algorithm. 
ARJ"^ is another successful product which combines the arithmetic coding 
with the Ziv-Lempel family (the detailed implemenatation of the ARJ is not 
released because it is considered to be a commercial secret). In 1990, Perl 
and Mehta also proposed the cascade of the LZW algorithm and the Huffman 
coding [PM90]. Since some techniques of cascade are patented as commercial 
products, there are not much research work to describe the details. Readers 
are suggested refer to the paper by Perl and Mehta to get some general idea 
of cascading of algorithms in data compression. 
2.3 Problems of Current Compression Pro-
grams on Chinese 
When we applied the above algorithms, for example, the Huffman coding or 
the Ziv-Lempel compressions to Chinese text files, the performance is not very 
satisfactory. Taking the Huffman coding and the Ziv-Lempel compression 
(LZW algorithm) as an example. We used the two common implementation 
programs, Pack^ and Compress'^ to compress the Chinese text files from the 
PH corpus [Guo93] and the Xuezilian newsletters (as described in section 1.7). 
The performance of the two compressors is summarized in table 2.1. 
From table 2.1, it can be seen that the two compressors are not well per-
formed in compressing the Chinese text files. The compression ratio is just 
around 1.30 to 1.40. With the same programs used over English articles, the 
two compressors can usually achieve a compression ratio of 1.6 to 1.9 on aver-
age (in compressing the text articles in the Brown corpus [BCW90]). 
iBy PKware Inc. 
2By ARJ Software -
3 ' • 
Pack is the Huffman compression program in most UNIX systems 
Compress is the LZW compression program in most UNIX systems 
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Filename Filesize Compress Pack 
Hanzi.PH 8163166 5947446 (1.37) 6284480 (1.30) 
d a t a . o T " 479716 353172 (1 .36~ 368626 (1.30) 
d a t a . ^ 484150" 358114 (1.35) 372296 (1.30) 
da ta .03~ 499796" 366473 (1.36) 384564 (1.30) 
d a t a . o F " 509528~ 367357 (1.39) 392603 (1.30) 
498386" 360640 (1.38) 383877 (1.30) 
data.06 —485796 1 ^ 5 3 9 2 (1.37) 373688 (1.30) • 
da ta .07~ 489976" 359871 (1.36) 377130 (1.30) 
_ da ta .08~ 493936 362061 (1.367" 380310 (1.30) 
490418一 359360 (1.36) 377289 (1.30) 
_ _ d a j a . i r ~ 500672" 364923 (1.37) 385941 (1.30) 
data.bS 584696 447742 (1.31) 488036 (1.30) 
Table 2.1: Compression result of pack and compress on sample files in PH 
corpus (the number in bracket shows the compression ratio) 
The main reason for the poor performance is the inadaquate modelling of 
the source. The models used in these compressors are not efficient in com-
pressing Chinese text files. Taking Pack as an example. The program is an 
implementation of Huffman coding which samples the distribution of English 
characters in the file to be compressed, and then uses the model to encode the 
text. This model is not suitable in compression Chinese text. For Chinese text 
files in Big5 or GB codes (details will be discussed in section 3.2), each charac-
ter is composed by two 8-bit characters. Using the sampling method employed 
m Pack, it can only get a more or less equal distribution of frequencies in each 
8-bit character. Thus no advantage is taken by such a scheme. 
In Compress, the poor performance can also be explained in the same way. 
For the LZW compression method used in Compress, a run-time "cookbook" 
IS kept by the program as the model of the input text. As the encoder puts all 
possible combinations of 8-bit characters in the codebook, many of-the codes 
are wasted in representing strings that are not commonly appeared (e.g. for 
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a Chinese character form by "ab" and followed by another Chinese character 
"cd", the combination of "be" will also be regarded as an entry in the code-
book). This makes the model of the compressor becomes not adequate for the 
compression. 
As we have mentioned in section 1.3, during the description of the essences 
of data compression, correct modelling is one of the main factors for the success 
of data compression. In the above two cases, since the models are not adaquate, 
poor performance is resulted. 
One point that is worth mentioning is the "degree of compactness" in differ-
ent languages. In general, for the same piece of information, the English form 
always occupies more space than the Chinese form. For example, an English 
message: "I am very tired" can be coded as: “我很疲倦”,or even “我很倦 
The message length in the English case is 15 bytes, while that of the Chinese 
version takes only 8 bytes (or even 6 bytes). We can interpret the Chinese 
version as a compressed form of the message. In terms of information theory, 
of course, compressing an already compressed message would yield a worse 
performance than compressing the original form. As we do not have sufficient 
manpower to translate the corpus we obtained, nor do we get some sample files 
which have both the Chinese and English version, the detailed justification is 
left as a future work. Here, we just point it out as one of the possible reasons 
for the difficulty of compressing Chinese text. 
H 
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2.4 Previous Chinese Data Compression Lit-
eratures 
Most of the research in the field of Chinese data compression are focused on 
the graphical representation of Chinese fonts. In Zhang's research [Zha88], the 
newspaper facsimile images were compressed by arithmetic coding. Another -
research conducted by Wu et al. [WZD89] described the use of run-length 
coding with special transform to achieve good compression ratio on the Chinese 
fonts. Kwong et al. did the similar work but with a different approach. Both 
Huffman and run-length coding [KLT94] were employed. For previous related 
research on Chinese text compression, only an abstract is found [XWW88]. As 
no full information is available, it cannot be further elaborate in this thesis. 
Chinese data compression mentioned above are mainly concentrated in the 
compression on the Chinese fonts. In our concern, we focus on the compression 
of text information. For text files, the source may come from newspapers, 
books, electronic mails, electronic news, and all kinds of articles. The long-
term demand of compression on text files is more immediate. This drives us 





3.1 Characteristics in Chinese Data Compres-
sion 
Chinese language is often cited as one of the most complex languages, in terms 
of the structure of the language and the difficulty in understanding the basic 
units (usually characters, or sometimes strokes when analyzing a single char-
acter). These characteristics not only affect people in studying the language, 
but also make obstacles in Chinese data compression. 
In this section and the following subsections, the differences between Chi-
nese language and other languages, like English are discussed. All of these 
differences have impacts on Chinese data processing. Although not all of them 
have significant effects on Chinese data compression, there are also shown as 
a reference and for the completeness of discussion. 
3.1.1 Large and Not Fixed Size Character Set 
The first characteristic in Chinese language is the size of the character set. 
From Wong and Poon, it is quoted that the total number of Chinese characters 
can be as large as 47,035 [WP76], which is found from a famous old Chinese 
38 
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dictionary, the K,ang Hsi dictionary, published in 1716. 
The large number of characters makes it difficult to sample the probabilities 
during compression. For example, in statistical compression techniques such 
as Huffman coding, occurrence frequencies of the characters are used to assign 
different codes to the characters. For a large character set, more memories are 
needed to store both the probabilities and the codes. 
This feature also raises another problem: the exact number of Chinese 
characters in a piece of article is always not known until it is actually counted 
during processing. In English or other languages, we can just define a fixed 
set of characters (say, in English, just 26 letters which in most cases, all will 
be found in an article) and just sample these probabilities. But in Chinese, 
it is hard to pre-define some fixed character set, unless all the characters are 
included. To specify the frequencies of the characters, it is necessary to employ 
a dynamic memory allocation approach in order to avoid the waste of memory. 
This is not the worst, though. As the number of characters used is not well 
defined, there may be some characters that are even not found in some coding 
schemes. Some new characters may also be introduced, even though they do 
not occur frequently. For example, some characters used in local dialects (e.g. 
Cantonese) are frequently occurred in local publications. There are also new 
characters introduced from time to time. Thus in some coding schemes, these 
special Chinese characters are included. But in other schemes, they are not 
found. 
The problem also affects data compression. For the same piece of infor-
mation, it may have difference in compression ratio if these special characters 
are represented by some other ordinary characters. An example is the case 
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of the "simplified Chinese character set" used in mainland China. For exam-
ple, the message “在太后之後” in the "original Chinese character set" (used 
mainly in Hong Kong and Taiwan) will become “在太后之后” in the “simplified 
Chinese character set" (used mainly in mainland China and Singapore). In 
this example, the character “后” becomes duplicated and thus it favours data 
compression. 
3.1.2 Lack of Word Segmentation 
Besides the problem about the character set, the lack of segmentation of words 
in Chinese is also a main difficulty in Chinese information processing. In 
English and most European languages, "space" is often used as the pre-defined 
delimitation for words. However, there is no such deliminator in Chinese. 
As there is no space to segmentate the words (a composition of characters 
which have richer meaning), it is often not easy to make use of the word 
structure and word distribution. In data compression, this makes it hard 
to achieve a higher order compression and thus to yield better performance. 
Some researchers designed special systems for word segmentation of Chinese. 
For example, Jie et al. and He et ai [JLL91] [HXS91] used large dictionaries 
with heuristic functions to evaluate the most possible segmentation. However, 
as we do not have the systems in hand, we define another approach to tackle 
the problem, which is called "Chinese dictionary-based compression". Details 
will be discussed in chapter 6. 
3.1.3 Rich Semantic Meaning of Chinese Characters 
One main point in Chinese that affects data compression very much is the 
"compactness" of the language. We have mentioned the point in section 2.3. 
The rich semantic meaning of Chinese characters and phrases makes the Ian-
guage very compact and it is not easy to achieve the same compression results 
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as we find in compressing English text. 
3.1.4 Grammatical Variance of Chinese Language 
Another characteristic in Chinese language is the relative less variance of words. 
In English and some other European languages, verbs and nouns often change 
in their forms according to the tense, speech used, the subject that acts... etc. - , 
In Chinese, there is less variation of the words. In fact, no matter whether it 
is past or future tense, singular or plural, these verbs and nouns often keep as 
their original format. The above points may also contribute to the compact-
ness of the Chinese language. Details of the investigation of the grammatical 
variance and compactness of Chinese are out of the scope of the thesis and will 
not be elaborated further here. 
3.2 Definition of Different Coding Schemes 
Coding scheme often affects its effectiveness in data compression. An efficient 
coding scheme can save a lot of storage. Consider the ASCII code. It is a 8-bit 
coding scheme where 256 entries are used to represent alphabets, numeric char-
acters, punctuations, control characters and special characters (like drawing 
characters). When we use this coding scheme in ordinary text, which contains 
only letters and punctuations, only the first 128 characters in the ASCII code 
are used. The other 128 characters, with the most significant bit equals 1, are 
not used at all (for example, those drawing characters). Thus a trivial way to 
save the space is only using 7 bits to represent the characters. One eighth of 
the space can be saved. 
In contrast, an inefficient coding scheme can waste a lot of storage. For 
example, if this piece of text is coded using longer code length scheme, such 
as the proposing Unicode (32 bits), most of the storage will be wasted. As we 
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have described the entropy in chapter 1, it is stated that the more the choices, 
the more information are needed to specify the choices. An inadequate coding 
scheme gives too many choices (and thus extra codes) than it is necessary. 
That is why it is a waste to give = 4294967296 combinations for only 128 
characters. If it is done in that way, then almost (32 — 7)/32 = 78% of the 
storage is not used. 
There are several coding schemes which are commonly used to specify the 
Chinese characters. They are the Big5 code, the GB code, the Unicode and 
HZ code. These coding schemes use different code lengths to specify a Chinese 
character. All of them define different character sets. Some are larger than 
the others. For example, Big5 and GB are 16-bit coding scheme, where the 
proposed Unicode is 32-bit and HZ code is only 14-bit. 
I 
From an intuitive thinking, it is clear that the number of characters repre-
sented by each coding schemes are different. For instances, in Big5 and GB 
codes, there can be in maximum = 65536 characters, while the Unicode 
can represent much more (232 = 4294967296) and HZ code less than the above 
(214 = 16384). This is only an elementary estimation. In fact, less than half 
of the codes in Big5 and GB are used for Chinese characters but nearly all 
codes are used in HZ code. In the following paragraphs, we will discussed the 
above coding scheme in brief. For detailed understanding, pointers are given 
and the interested readers can refer to. 
3.2.1 Big5 Code 
The Big5 code is a Chinese coding scheme which is mainly used in Taiwan, 
Hong Kong and countries where the original Chinese character set is used. 
» ‘ 
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There are totally 13051 characters, with 5401 characters are regarded as fre-
quently used and 7650 as next frequently used characters. The arrangement 
order is by stroke count first and then by radical. 
Each Chinese character in the Big5 code is composed by two bytes. The 
range of the first byte lies from hexadecimal value Al to F9, while the second 
byte ranges from 40 to 7E and Al to FE. Thus, the coding scheme uses 15 bits 
to represent a Chinese character (as the most significant bit in the first byte 
is always one). 
3.2.2 GB (Guo Biao) Code 
GB code (or Guo Biao in full, which means the "national standard") is a stan-
dard formulated by the mainland China government and now is widely used 
in mainland China and Singapore. The coding scheme includes 6763 simpli-
fied Chinese characters. Similar to the Big5 code, the characters are divided 
into two levels: 3755 characters are regarded as frequently used characters, 
which are arranged in the alphabetical order of their Pinyin (pronounciation) 
symbols. Another 3008 characters are next frequently used characters, which 
are arranged by a radical system used in mainland China. There are also 262 
codes used to represent some general symbols. 
The code has also similar construct as the Big5 code. Each Chinese char-
acter is represented by two bytes. The first byte ranges from hexadecimal 
value Al to FE, while the second byte ranges also from Al to PE. Details 
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3.2.3 Unicode 
Unicode aims at providing a general and unique code set such that any char-
acter in any language can be represented by a code in the coding scheme. In 
1990, the Unicode Consortium was formed and incorporated in 1991. In the 
version released on 15认，October, 1990, Unicode is a 16-bit coding scheme 
which divides into five parts: -
• from Hexadecimal 0000 to I F F F (totally 8192 code points): Defined 
as "Alphabet", where general alphabets, syllabaries, phonetic systems... 
etc. are included; 
• from 2000 to 2FFF (totally 4096 code points): Defined as "Symbols", 
where punctuations, mathematical operators, general technical symbols, 
Dingbats... etc. are included; 
• from 3000 to 3FFF (totally 4096 code points): Defined as "CJK (Chinese-
Japanese-Korean) Auxiliary", where Chinese bopomofo, Japanese kana, 
Korean hangui, punctuations used with ideographs... etc. are included; 
• from 4000 to E F F F (totally 45056 code points): Defined as "CJK Ideographs 
and Future Use", where unified character codes for Chinese / Japanese 
/ Korean ideographs are included. There are also unspecified space at 
the end of the range for future expansion. 
• from FOOO to FEOO (totally 3584 code points): Defined as "User", which 
stands for "User Area", where private codes can be defined. They are 
not communicable except by private agreement. 
Details of the specification can be referred to J. T. Caldwell's description 
.Cal91]. As the code is still evolving, new version is now under construction. 
A 32-bit coding scheme is now being proposed in order to make an even larger 
capacity for more characters in different languages. 
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3.2.4 HZ (Hanzi) Code 
As some of the mail server in Internet can only accept 7-bit mails, the coding 
schemes like Big5 and GB fail to be transmitted because the significant bit 
will be truncated. As a result, a 7-bit coding scheme is produced to tackle 
the problem. In this HZ coding scheme, two 7-bit characters will form one 
Chinese character. ~ . 
HZ code is designed by F. F. Lee and Y. G. Wei. The word HZ stands 
for Hanzi in Putonghua, which means "Chinese characters". Basically, the 
arrangement is the same as GB except the most significant bit in both the 
first byte and the second byte are truncated. This raises another problem that 
we cannot distinguish whether it is a Chinese character or an English character. 
Thus, HZ code employs the concept of "escape" code, where all codes within 
the symbol sequences and are regarded as Chinese characters. The 
HZ specification can be referred to the document by F. F. Lee, which can 
be found in Internet f tp service with address ahkcus. orgiscr/unix, file name 
HZ-2.0.tar.Z. 
3.3 Entropy of Chinese and Other Languages 
In section 1.5.2, we have discussed that the term "entropy" is often used to 
measure information content. It is the absolute quantity of information, inde-
pendent of the coding scheme. In data compression, we try to get the number 
of bits per character as close to the entropy value as possible. Thus it is nec-
essary to know the entropy values of different natural languages. These values 
can be referred as empirical and ultimate compression performance that can 
be achieved. 
•, 
Traditionally, entropy is calculated by statistical analysis of text. The 
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construct is similar to the method mentioned in section 1.5.2. Assuming we 
want to investigate the order-n entropy. Thus the n-gram technique is used and 
the entropy value can be obtained from the equations shown in that section. 
Table 3.1 summarizes the main results of the entropy values of natural 
languages by different researchers using the method of statistical analysis.^ _ 
Size of Entropy of letter models with order: Word 
Language alphabet -1 0 1 2 3 7 11 model Source 
~ E n g l i s h ^ 4 ? ^ 4 3 4 ^ ‘ [ S h a S l ] ~ 
English 26+1 4.75 4.03 3.52 3.1 2.14 [ShaSl] 
English 26+1 4.70 4.09 3.23 2.85 2.66 2.43 2.40 . [NW60] 
French 26 4.70 3.98 3.02 [Bar55] 
German 26 4.70 4.10 1.08 [Bar55] 
Spanish 26 4.70 4.02 1.97 [Bar55] 
Samoan 16+1 4.09 3.40 2.68 2.40 2.28 2.16 2.14 [NW60] 
Russian 35+1 5.17 4.55 3.44 2.95 2.72 2.45 2.40 [NW60] 
Portuguese 26? 4.70 3.92 3.51 3.15 [ManTO] 
Tamil 30 4.91 4.34 [Sir63] 
Kannada 49 5.61 4.55 [Raj65] 
Telugu 53 5.73 4.59 3.09 [BS68] 
Arabic 32 5.00 4.21 3.77 2.49 [WZST76] 
Chinese 4700 12.20 9.63 [WP76] 
Table 3.1: Estimates of the Entropy of Natural Languages by Statistical Anal-
ysis 
The major problem of statistical analysis technique is the difficulty in cal-
culating the entropy of higher order models. Consider the estimation of the 
entropy of a language with order-n. Then the conditional probability of all 
the characters after any n-gram should be found. In order words, there will 
be IA I" conditional probabilities for each character in the character set (where 
is the size of the set). Take English as an example, for 26 letters plus one 
space, for an order of 3, there will be 26^ = 17576 conditional probabilities 
for each character. This is not a small number and it will involve tremendous 
^Source: T. C. Bell, J . G. Cleary and I. H. Witten, Text Compression, Prentice-Hall Inc., 
1990. 
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effort in finding the probabilities. Not even worse, the number of probabili-
ties grows exponentially with the order. It is not feasible to actually compute 
the statistical entropy value of order more than ten. Moreover, without suf-
ficient large sources of text, higher order sampling is not accurate enough to 
reflect the entropy value. Thus it is necessary to explore some other method 
to investigate higher order entropy. _ 
Shannon proposed another method which is called "subjects' best guesses". 
As we know, in order to predict the feasible occurrence of the following charac-
ters, we not only make use of the preceding n characters, but also many other 
information such as syntax, semantics, morphology, or even style of writing 
of individual authors, idioms, and so on. The procedure proposed by Shan-
non was to show subjects text up to a certain point, and ask them to guess 
the next letter. If they were wrong, they would be asked to guess again until 
it was correct. The number of guesses of each character was marked for the 
analysis. Shannon found that the result was better in ordinary literary prose. 
In newspaper writing and scientific work, it generally led to somewhat poorer 
result. His experiments showed that the entropy of English with order more 
than 100 has lower and upper bounds equal 0.6 and 1.3 respectively. 
Up till now, it is not possible, or feasible to find out the higher order entropy 
of Chinese by using statistical analysis technique. Zhang et al conducted 
an experiment to find out the entropy of Chinese [ZZW65]. Their approach 
actually makes use of the formula of redundancy: _ 
Where H^o is the entropy of infinite order and Hq is the entropy of zero or-
der. To find out the redundancy value, Zhang et al. made some characters in a 
Chinese article blurred (by deleting some strokes from the Chinese characters). 
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The experiment was continued with different levels of blurring. By knowing 
the percentage of the characters that can be still recognized in different levels, 
the redundancy value was obtained. By simple calculation, the redundancy of 
Chinese found by Zhang et al. is about 0.55 to 0.80. Thus the infinite order 
entropy of Chinese is around 1.8 to 0.8, given the order zero of Chinese equals 
4 (for size of character set = 10000). _ 
Although the above experiment only shows a rough estimation of the en-
tropy of Chinese, it still gives us a very good idea to work on Chinese data 
compression. As we can see from the experiment by Zhang et al., one single 
Chinese character can be represented by only 0.55 to 0.80 bits ultimately (by 
the definition of entropy). For now, a single Chinese character is represented 
by 16 bits (in Big5 and GB codes). It shows a very good potential for Chinese 
text to be compressed more effectively. 
» • 
Chapter 4 
Huffman Coding on Chinese 
Text 
Huffman coding [Huf52] is an entropy coding compressor in the statistical 
family. The probability of the "items" in the input file are sampled and the 
Huffman tree is constructed. Each item is given a bit stream, or a code, to 
represent it. A brief description of the algorithm is discussed in section 2.1.1. 
A common implementation of Huffman coding is Pack, which is a static 
Huffman encoder based on 8-bit character sampling on UNIX. For this order-
0 compressor, it can usually achieve an average compression ratio of 1.5 to 
1.8 in compressing English text (from the Brown corpus by compressing plain 
English text file bookl, book2, paper 1’ paper2 and news) [BCW90]. But in 
compressing Chinese text files, the result is not satisfactory. Referring to table 
2.1, the average compression ratio achieved by Pack is only about 1.30. 
One reason to account for the poor performance is the "compressibility" of 
the text in different languages. Since Chinese language is more "compact", 
most compressors get poorer performance when compressing Chinese text. 
However, there is another reason that contributes to this ineffectiveness. For 
the static 8-bit Huffman compressor Pack, the sampling is not efficient for 
49 
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Chinese text. In either Big5 or GB coding scheme, Chinese characters are 
made up of two bytes. When a 8-bit Huffman compressor is applied to 16-
bit data, the compressor just decomposes the meaningful Chinese characters 
into meaningless bytes. Thus in the process of building the Huffman tree, the 
meaningless bytes can only give a more or less evenly frequency distribution. 
As a result, the compression is not efficient. This can be seen from the equation _ 
that the entropy ff of a set of character S 
H � s � = ‘ log2Pi 
i=i 
II(S) is the maximum if all the pi,s are equal, where pi is the probability 
of occurrence of the ？•认 item. As discussed in section 1.5.2, entropy reflects 
the weighed average of the code length of an item. Thus a high value yields a 
poor performance in data compression. 
4.1 The use of the Chinese Character Iden-
tification Routine 
One of the main goals of our research is to modify current compression al-
gorithms so that they are more efficient in Chinese data compression. This 
applies not only to the work of this chapter of Huffman coding, but also to the 
work in the following chapters. All of the algorithms are modified in a way 
that only valid and meaningful units in Chinese / English text are analyzed 
and coded. Thus in the following sections, we use the word "items" to repre-
sent these valid and meaningful units in Chinese text. They coulS be single 
characters, punctuations, English / Chinese characters, or English / Chinese 
phrases. 
» • 
To align the above theme with the Huffman coding algorithm, a Chinese 
Character Identification Routine is introduced to reflect the actual meaningful 
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frequency distribution. The routine makes use of the characteristic in the two 
common Chinese coding schemes - Big5 and GB, where any Chinese character 
is composed of two 8-bit codes and the most significant bit of the first byte is 
always '1，. In other words, the ASCII code value of the first code is always 
greater than 128. This can be seen from section 3.2, where for all Chinese 
characters, the first byte value starts from hexadecimal Al . -
Thus, we can regard any byte as a first byte of a Chinese character if its 
value is greater than Al , that is, 160 in decimal. Let "a" be an ASCII code in 
8-bit format. Figure 4.1 describes the general idea of the Chinese Character 
Identification Routine. 
get a[i] from input stream; 
if a[ll > 160 • 
get a[2] from input stream; 
return a[l] and a[2] as a ; /* a Chinese character */ 
else 
return a[l] as a; /* an English character or number or symbol */ 
endif 
Figure 4.1: The Chinese Character Identification Algorithm - Readltem 
The above algorithm will be referred as a function called “Readltem ”, where 
only valid Chinese characters, English characters, numbers and symbols are 
returned from the function. This function can be used for both texts in Big5 
and GB codes. ' 
4.2 Result 
In this chapter, the Chinese Character Identification Routine is implemented 
in static Huffman coding, is a “two-pass compression”. Figure 4.2 shows the 
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general algorithm for the static Chinese Huffman coding scheme. In the figure, 
Sitem is defined as the set of the sampled items (including both English and 
Chinese characters). In the first pass, items are distinguished and their oc-
currence frequencies are recorded. Huffman tree is then built according to the 
frequency distribution. During the second pass, the file is read again. At this 
time, whenever an item is found, the corresponding Huffman code is retrieved -
and outputted. 
First Pass (scanning of the frequency distribution of characters): 
w h i l e not end of input stream 
a := Readl tem( input stream); 
/ * where a can be a one-byte or two-byte item * / 
if a 这 Sitem 
freq[a] := 0; 
Sitem ••= Sitem^ { « }； 
e l s e 
freq[a] := freq[a] + 1; 
e n d if 
e n d w h i l e •‘ 
Build the Huffman tree from Sitem\ 
Second Pass (Outputting the corresponding Huffman code to the output stream): 
w h i l e not end of input stream 
ex := Readl tem(input stream); 
code := get Huffman code of a ; 
output code to output stream; 
e n d w h i l e 
Figure 4.2: Static Chinese Huffman coding scheme 
The main feature of the Chinese implementation of Huffman coding is that 
the compressor samples not only the English characters, but also the Chi-
^Gse characters. Table 4.1 summarizes the results of eleven sample Chinese 
text files by Chinese character Huffman coding and a similar implementation 
of Huffman coding Pack, which has no Chinese character identification Rou-
iine. Another program based on the Chinese Huffman coding but without the 
Chinese Character Identification Routine is also written for comparison. 
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Filename Pack from UNIX Huffman coding Chinese Improvement of 
without Read It em Huffman coding on Read It em over 
single character no Readltem 
Hanzi.PH 6284480 (1.30) 6283804(1 .30 ) 4849320 (1.68) 22.8% — 
data.Ol 368626 (1.30) 369016 (1.30) — 301690 (1.59) “ 18.2% 
data.02 372296 (1.30) “ 372696 (1.30) “ 305639 (1.58) l ^ W o 
d a t a . 0 3 — 384564 (1.30) — 384958 (1.30) — 312821 (1.60) 1 8 ? ^ 
d a t a . 0 4 — 392603 (1.30) — 392993 (1.30) 一 315260 (1.62) 1 9 ^ 
d a t a . 0 5 — 360640 (1.38) — 384272 (1.30) — 309712 (1.61) — 19；4% 
data.06 355392 (1.37) 374088 (1.30) — 303542 (1.60) 18.9% 
data.07 — 359871 (1.36) “ 377519 (1.30) ~ 307522 (1.59) — 18.5% ~ 
data.08 362061 (1.36) 380705 (1.30) — 310179 (1.59) “ 18.5% 
d a t a . 0 9 一 359360 (1.36) 一 377684 (1.30) — 307082 (1.60) — 1 8 ? ^ 
d a t a . l O 一 385941 (1.38) 一 386334 (1.30) — 313384 (1.60) — 1 8 ^ 
data.bS 488036 jl-Zoj — 488968 (1.20) — 387908 (1.57) 20.7% 
Table 4.1: Compression result of Pack and Chinese Huffman on sample files 
in PH corpus 
The above results demonstrate that with the Chinese Character identifica-
tion Routine, the compression ratio is improved for all the corpus files. The 
Chinese Huffman coding program can yield a compression ratio from 1.57 to 
1.62. The improvement is about 20% on average over the control program 
(which is the same as the Chinese Huffman program without the Chinese 
Character Identification Routine). This control program performs very close 
to the UNIX implementation of Huffman coding, Pack. The above results 
also show that for very large file such as "Hanzi.PH", the performance is even 
better (with percentage improvement over 20%). 
4.3 Justification of the Result 
The general improvement of compression ratio of the Chinese order-J Huffman 
coding over Pack and the traditional Huffman coding implementation can be 
explained in terms of the order of modelling in finite-context model. The 
employment of the Chinese Character Identification Routine can be perceived 
as a heuristic order-1 data compression in 8-bit sampling, but actually it is a 
16-bit sampling in order 0. 
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It is important to explain clearly what is the order of compression. The 
order can be understood as the degree of the combination of the items. Let 
V be the order of compression and ' |A| ' be the number of items in the item 
set A. Then the total number of combinations 'C ' that the compressor has to 
sample is: 
C = |A|�+i “ 
for 0 > 0 and \A\ > 0. After knowing what is the order of compression, 
we can explain why the Chinese Huffman compression is similar to a heuristic 
order-1 compression. It is because the maximum item length in the order-
0 Chinese Huffman coding is equal to that of the combinations of two 8-bit 
characters in the order-1 original Huffman coding. Thus although the Chinese 
Huffman is an order-0 compressor, it can have very similar performance as the 
I ' 
order-1 compressor. 
The difference in the order of compression makes a great difference in ef-
ficiency. First, the computation of the probability is more difficult in higher 
order modelling. The difference has already been shown in section 1.5.1. Sec-
ond, the total number of combinations, C, can differ in a great amount. For 
= 27, for o = 0, 1 and 2 respectively, then C = 27, 729 and 19683 re-
spectively. These two factors affect both the execution time and the mem-
ory consumption of the compression program greatly. Thus if it is possible, 
maintaining a lower order compression but with a comparable compression 
performance is a good issue to be explored. _ 
The results in table 4.1 mainly comes from the difference in C. Let Cco be 
the total number of combinations in the Chinese order-0 Huffman coding and 
let Ceo be the original order-0 Huffman coding. Then the following statement 
C ' c O � C e O 
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is always true since \Ac\ > \Ae\. Where Ac is the set of Chinese characters 
and Ae is the set of English (or 8-bit) characters. By information theory, 
the more information (i.e. more combinations in this case) will give better 
compression performance. As a result, the much larger value of C makes the 
Chinese Huffman coding to perform better then the original Huffman coding. 
But as the compression is still in order-0, the raise in execution time and -
memory consumption by the increase of |A| is not in exponential fashion as that 
by the increase of order. Normally, \Ae\ = 256 in original Huffman compression 
but I Ac I is just about 2000 to 4000 in our experiment. This is much more 
smaller than 256^ = 65536. We can expect that the increase in execution time 
and memory consumption is only in a smaller degree. 
As we have mentioned before, that the Chinese order-0 Huffman coding 
can perform very similarly as an original order-1 Huffman coding. Thus it 
is interesting to have an experiment here. To serve as a comparison of the 
performance, an order-1 Huffman compression program which samples 8-bit 
characters is written. Table 4.2 summarizes the results on eleven sample Chi-
nese text files. The files "data.Ol" to "data. 10" are extracted from the PH 
corpus [Guo93], which are composed by plain Chinese characters in GB code. 
For the file "data.bS", it contains both English and Chinese characters in Big5 
code. 
From the results, it is found that the compression ratio for the PH corpus 
files is about the same for the two compressors (Chinese Huffman and order-1 
Huffman coding). Though the Chinese compressor cannot perform as good as 
the order-1 Huffman compressor, the performance only differs by less than 5%. 
In compressing the large file "Hanzi.PH", the different is even very small (as the 
header effect becomes very small). This result shows that the order-U Chinese 
compressor can achieve comparable result with the order-1 compressor. 
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Filename Original Huffman Chinese Huffman 
Coding in order-1 Coding in order-O 
Hanzi.PH 4825473 (1.69) 4849320 (1.68) 
data.Ol 288575 (1.66) 301690 (1.59) 
data.02 292293 (1.66) 一 305639 (1.58) 
data.03 300227 (1.66) 312821 (1.60) 
data.04 302940 (1.68) 315260 (1 .6^ -
data.05 “ 296860 (1.68) 309712 (1.61) 
data.06 290667 (1.67) 303542 (1.60) 
data.07 294457 (1.66) 307522 (1.59) 
data.08 297431 (1.66) — 310179 (1.59) 
data.09 294262 (1.67) 307082 (1.60) 
data.lO 300424 (1.67) 313384 (1.60) 
data.b5 333194 (1.75) 387908 (1.51) | 
Table 4.2: Comparison of order-O Chinese Huffman on Single Characters and 
order-1 Original Huffman Compressor 
The close performance is mainly due to the reason that the two compres-
sors sample more or less the same items and to put them into models. The 
only major difference comes from the combination of bytes from broken down 
Chinese characters. Assuming a Chinese character is composed by two bytes 
Q；! and a2. In the Chinese implementation of Huffman coding, the two bytes 
are always sampled together as one valid and meaningful item. But in the pure 
order-1 sampling, the two bytes are sampled not only together as an item, but 
also samples with the byte before and after to form another two items. The ex-
tra information allows the compressor to have more flexibility in modelling and 
thus the order-1 compressor can yield better performance than the proposed 
order-O compressor. 
Although the compression ratio of Chinese Huffman compressor is slightly 
less than that of the Huffman order-1 compressor, the memory needed to store 
the Huffman tree is reduced exactly by a half if the Chinese text files are 
9* 
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compressed by the Chinese Huffman coding. In other words, Cco = Cei/2. 
Hence, the time of compression is also reduced because less number of nodes 
has to be maintained in the Huffman tree. More discussions on the time and 
memory issues can be found in section 4.4. 
We can see from the file "data.b5", which contains both Chinese and En- -
glish characters, the order-1 Huffman compressor outperforms the Chinese 
Huffman compressor by a larger degree (16.4%). The drop in performance of 
the Chinese compressor can be explained by the fall back to the 8-bit sam-
pling. If the file contains pure English characters, numbers and symbols, the 
Chinese Huffman compressor will perform just like an order-0 8-bit Huffman 
compressor. However, in cases of pure 16-bit environment, the Chinese Huff-
man compressor can perform as good as a 8-bit order-1 compressor. This shows 
I ' 
that the Chinese implementation of Huffman coding is useful when there are 
much more Chinese characters than 8-bit characters in the file. We also know 
that the order-0 Chinese compressor can save memory and can run faster. This 
issue is particularly important when the Huffman coding algorithm is employed 
to compress Chinese in limited hardware and execution time. Examples are 
Chinese character pager and dedicated hardware Chinese compression chip. In 
these cases, the above modification can serve as a good alternative in order to 
achieve satisfactory result. 
We also see a larger improvement in the compression of the huge file, 
"Hanzi.PH". This is due to the reduction of the effect of the header. As 
the file size grows, the header size will become relatively insignificant and thus 
the compression ratio can approach 1.7 in that case. 
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4.4 Time and Memory Resources Analysis 
Though our main concern of the research project is to study the compressibil-
ity of Chinese text, time and memory resources analysis are also given for a 
complete study of the performance of the algorithms. In all of the implemen-
tations of the algorithms in our research, the efficiency is not fully optimized. 
Thus it is not expected to compare the efficiency with commercial programs. 
But as far as possible, control programs are written in the same fashion as 
the Chinese versions so that comparisons with the original algorithms can be 
done. 
It is found that for compressing 500 kilobytes files, the average execution 
time of the Chinese implementation of Huffman coding is about 60 seconds, 
while that for the English implementation or the same program is about 20 
seconds. The programs are run under SUN SPARCstation 10 machine in SUN 
OS version 4.3 environment, with multiple access of users is not prohibited. 
The reason why the execution time of the two implementations are different 
is due to the size of the Huffman tree. In the original version, the number of 
items in the Huffman tree is about the size of the ASCII code size, i.e. 256 
characters. Thus the total number of nodes in the Huffman tree is 2 x 2 5 6 - 1 = 
511 nodes (by the definition of a binary tree). It is sometimes less than this 
value after scanning through the text, as some of the characters are never used 
in the text. In the Chinese implementation, it is found that there are about 
2000 to 4000 different items in each piece of text. Thus the total number of 
nodes in the Chinese version Huffman tree is about 2 x 2000 - 1 to 2 x 4000 - 1 , 
i.e. about 4000 to 8000 nodes. 
The difference in number of nodes may affect the execution time of the 
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compression in two aspects: (1) the building of the Huffman tree; (2) the re-
trieval of the Huffman code for a particular item. In building the Huffman tree, 
the compressor has to scan through the text and record down the frequencies. 
Up to that point, the execution time is not of significant difference. 
After that , the Huffman tree is built according to the frequencies. The -
tree is set up by merging the frequencies of the nodes. As there are more leave 
nodes (i.e. the frequencies of the single items) in the Chinese version than that 
in the original version, more time is required. Assuming there are rie items for 
the original version to sample and n � i t e m s for the Chinese version, the surplus 
steps used in Chinese version is: 
(ric - 1) - (ne - 1) 
where n — 1 is the number of merges in building a Huffman tree (the 
last node has no more node to merge with). Assuming Ue = 200 and n^ = 
3000, the number of surplus steps is 2800. Although more steps are needed 
in building the Huffman tree, these steps are executed once at the beginning 
of the compression. Their contribution to the total execution time is not very 
significant. Furthermore, each step of merging nodes only involves adding of 
the frequencies of two child nodes and updating the tree information. These 
steps do not involve too many computational time. We can say that the delay 
in execution time in building the Huffman tree does not affect much in the 
total execution. 
Thus it is obvious that the delay is due to the retrieval of the Huffman 
code. For the time of execution of each step in the retrieval of the Huffman 
code, it depends on two main factors: searching for the position of an item 
in the tree and the actual process of retrieving the code by travelling through 
the tree. For the process of finding the nodes in the tree, it is easy in the 
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original version as the position can be reflected directly by the ASCII values. 
In the Chinese implementation, it is a little bit different. Unless large memory 
is acquired and empty node (nodes that have zero frequency) is allowed, some 
searching (e.g. binary search) or hashing algorithms is required to find the 
actual node position. This is the main reason for the slower execution time of 
the program. -
Another factor is the depth of the tree. Assuming there are n items, the 
average depth of the tree is equal to [log? n] (by the definition of a binary 
tree). Using the values of n^ — 200 and n � = 3000 above, the average depth of 
the tree in Chinese version and traditional version are 12 and 8 respectively. 
This difference in the depth of the tree affects the execution time greatly. The 
reason is that the searching of the Huffman code always happens throughout 
the compression process. The longer in the search path definitely slows the 
execution time of the Chinese Huffman coding. Although the Chinese imple-
mentation has to process only half of the items in traditional implementation 
(as two bytes are usually recognized as one item in Chinese version), the result 
shows that the gain cannot outperform the loss in searching the nodes and the 
more steps in getting the Huffman code. 
In the aspect of memory consumption, the two implementations differ 
mainly in the storage of the Huffman tree. The memory consumption is di-
rectly proportional to the number of nodes in the Huffman tree. So for the 
case that ric = 3000 and r^ e = 200, the Chinese version needs about 15 times 
of memory than that of the original counter part. For each node that uses 15 
bytes, about 45 kilobytes is needed in the Chinese version and about 3 kilo-
bytes is needed for the original one. It is in an acceptable range in view of 
today's technology because most machines can afford to have several, or even 
several megabytes of memory. 
9* 
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4.5 The Heuristic Order-n Huffman Coding 
for Chinese Text Compression 
As mentioned in the above sections, that although the original order-n Huffman 
coding can compress better, it suffers from the problem of greater memory 
consumption and longer execution time. In this section, the order-n Huffman “ . 
coding is modified so that in compressing pure 8-bit articles, it can perform 
the same as the original implementation; in case the article is a Chinese article, 
a substantial amount of memory and execution time can be saved, with only 
very little drop in performance. The new compressor is called the "heuristic 
order-72 Huffman compressor". 
Let us first describe the originaj order-n Huffman coding. In the Huffman 
tree, instead of storing single characters, it contains phrases (or strings of 
consecutive characters), with maximum length equals n + 1 characters. Let 
0 be the order of compression, I be the length of the longest match phrase, 
Sitem be the set of inserted nodes in the Huffman tree and 0 be the operator 
of concatenation. The main part of the program is shown in figure 4.3. For 
brevity, initialization and handling of end of input are omitted. 
laststr := NULL; 
1 := 0; 
w h i l e not end of input stream 
cv ：= Readl tem(input stream); 
if (laststr © a ) or {I > o) / * The procedure keeps track of the 
Sitem •= 5itemU { laststr } ； input character such that all the 
Sitem •= Sitem^ { laststr © Q； } ; combinations will be inserted 
laststr := a; in the Huffman tree * / -
/ := 1; 
e l s e 
laststr := (laststr © a ) ; / * concatenating the string to get 
^ ：= ' + 1； longer string * / 
e n d if 
e n d w h i l e 
Figure 4.3: The Huffman coding (order n) algorithm 
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The above code actually coincides with the general dictionary entry insert-
ing mechanism in LZW compression [Wel84]. As a result, the Huffman tree 
finally contains almost all combinations of continuous phrases in the text with 
phrase length < order of compression + 1 
provided that the input file is sufficiently large. Readers would wonder -
by providing the compressor with very large n, it can perform better than 
any compressor. It is true, as described by Mark [Mar92], that high order 
statistical compressors can theoretically outperform others, but the time and 
memory consumption is very important that make the compressor cannot be 
implemented in practical. Thus we have shown in section 4.4, the order-0 
Chinese Huffman compressor can perform as good as the order-1 traditional 
Huffman coding, with faster execution time and less memory consumption. 
In this section, we propose a modified Chinese model for n^^ order Huffman 
coding, that can also save the resources and remain good performance. 
4.5.1 The Algorithm 
The general idea of the "heuristic order-n Huffman coding" for compressing 
Chinese text is to introduce the Chinese Character Identification Routine in the 
original order-n Huffman compressor, such that all the items in the Huffman 
tree are valid and meaningful. In other words, the pre-processing function 
Read It em is inserted. The function performs in this way: 
D r 丄 � I English character if ASCII value (the first byte) < 160 
Heaclltem{mput stream) = < ^ 
I Chinese character otherwise 
Those valid and meaningful items are actually characters (in both English 
and Chinese), Chinese phrases, numbers and punctuations. In our heuristic 
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extension, it is very hard to determine the the order of compression. For 
example, in a pure 16-bit article and so-called heuristic order-3 compression 
(maximum length of phrase = 4), the Chinese compressor actually behaves as 
an order-1 compressor. It is because since the maximum length of phrase is 
restricted to 4 bytes, only at most two Chinese characters can be sampled as 
one single item. And thus this is an order-1 sampling. -
Readers may wonder why just use the Chinese order-1 Huffman compres-
sor, instead of the heuristic order-3 Huffman compressor. The reason is, in 
case that the article contains a substantial portion of 8-bit characters, the per-
formance of the compressor can only be in order-1. But in case of the heuristic 
order-3 Huffman compressor, it can go up to order-3. Thus we propose the 
new heuristic order-n Huffman coding to be better than a Chinese order-[n/2" 
Huffman coding, and is a more general and flexible implementation. 
4.5.2 Result 
To test the performance of the proposed model, two order-3 Huffman compres-
sors are built. One is the original order-3 Huffman compressor, and the other 
one is the proposed implementation - the heuristic order-3 Huffman coding. 
Table 4.3 summarizes the results. 
In the table, it shows that the two compressors perform very similar in 
compression ratio, with the original version outperforms the proposed com-
pressor by an average of 8.8%. It is also found that the speed and memory 
consumption of the proposed implementation is only about half of the original 
order-3 Huffman coding. 
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Filename original order-3 Huff- heuristic order-3 difference in 
man coding Huffman coding performance 
data.Ol 226984 (2.11) 248648 (1.93) 8.71% 
一da ta .02 — 229846 (2.11) 252242 (1.92) — 8.88% 
—data .03 230986 (2.16) 254328 (1.97) 9.18% 
一da ta .04 227184 (2.24) 249303 (2.04) 8.87% 
data.05 224201 (2.22) — 243611 (2.05) 7.97% -
data.06 227785 (2.13) 249259 (1.9^ 8.62% 
data.07 — 229525 (2.13) 253117 (1.94) — 9.32% 
一da t a .08 231203 (2.14) 256651 (1.92) 一 9.92% 
一da ta .09 229759 (2.13) 251557 (1.95) 8.67% 
-—data . 10 — 232035 (2.16) 254766 (1.97) — 8.92% 
data.bS 220625 (2.65) 239169 (2.44) 7.75% 
Table 4.3: Result of original order-3 Huffman coding and the heuristic order-3 
Huffman coding 
4.5.3 Justification of the Result 
The difference in performance, of course, mainly comes from the difference 
in order. Let the order of compression for the original implementation be n. 
Then the maximum phase length that the compressor can sample is n + 1. 
For the heuristic order-n Huffman coding to compress pure 16-bit articles, 
the maximum phrase length that it can sample is [ ^ ^ J . So for n = 3 in 
the above experiment, the Chinese compressor should have maximum phrase 
length equals 2 items. 
Thus in compressing the files from the PH corpus (pure 16-bit characters), 
the heuristic order-3 Huffman coding is actually an order-1 compressor. The 
drop in order can be used to account for the different in performance. However, 
since most meaningful characters and phrases are maintained, the performance 
drop is not in a great extend. That is why it is amazing to have the perfor-
mance being quite good and is comparable with the original order-3 HufTman 
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compression. With the consideration of the save in memory storage and ex-
” ecution time, the heuristic order-n Huffman coding is a good alternative in 
Chinese data compression. 
To explain why there is not a great drop in performance but with a save of 
a half in memory consumption and execution time, we can focus on the items -
that are sampled by the two compressors. In the Huffman tree of the original 
order-n compressor, all combinations of 8-bit characters are included. How-
ever, the heuristic order-n Huffman compressor excludes all the combinations 
that do not have semantic meanings. That is, those combinations that are 
not meaningful in Chinese text. To explain, assuming there are two Chinese 
characters a and which are composed by two 8-bit characters a[l], a[2] and 
/?[1], /3[2] respectively. 
I ' 
In sampling the Chinese characters, a[l] + a[2] and +/9[2] are valid and 
meaningful combinations, but a[2] + j3[l] is not. Without loss of generality, 
the occurrence pattern of a[2] + I3[l] can be assumed to be only random. Thus 
the gain in giving it a code does not worth too much. Instead, removing these 
invalid combination can get a save of storage up to a half. And as the tree 
is only about half the size of the original one, the search time can thus be 
reduced. 
We conclude that in situations where execution time and memory resources 
are critical, the heuristic order-n Huffman compressor is a good alternative 
for the compression of Chinese text. The results also once again prove our 
belief that , with proper sampling, a lower order compressor can achieve as 
good performance as a higher one. 
Chapter 4 Huffman Coding on Chinese Text 66 
4.6 Chapter Conclusion 
In this chapter, we introduced the Chinese Character Identification Routine 
to increase the efficiency of the original Huffman coding algorithm. From 
our experiments, we showed that our compression algorithms can improve the 
compression ratio of the original order-0 Huffman coding by nearly 20%. 
Another new idea of heuristic order-n Huffman coding on Chinese text 
compression was also proposed. With the impose of the Chinese Character 
Identification Routine, it is found that the performance of the proposed model 
can perform very close to the original one (with performance drop less than 
9%), but with significant save in execution time and memory consumption. 
This result shows that a compressor with proper sampling can achieve com-
pression result that is comparable with a higher order compressor. 
To conclude, it is found that the correct identification of valid and mean-
ingful Chinese characters / phrases is very important in data compression. 
With the same algorithm in same order, the correct identification can pro-
vide substantial improvement in compression ratio. With an algorithm that 
consume too much time and memory storage, the correct identification can 
provide a faster and smaller memory consumption program with a comparable 
compression performance. This once again proves our argument, that with 
proper sampling, the compression performance can be improved substantially. 
* 
Chapter 5 
The Ziv-Lempel Compression 
on Chinese Text 
The introduction of the Ziv-Lempel family compression can be said as a break-
through in data compression. Numerous research work have been done to 
further enhance the algorithms and to bring them into practical applications. 
Nowadays, hardware such as data compression chips and software such as on-
line data compression over the disk storage (e.g. the DoubleSpace in Microsoft 
DOS and the Stacker package by Stac Electronics) are using the Ziv-Lempel 
technology to achieve the compression. 
The main characteristic of the Ziv-Lempel compression is the fast com-
pression time and the small consumption of memory storage. That is why 
the algorithm is now so commonly employed in the commercial and industrial 
world. Although it is often said that the better compression ratio can always be 
achieved by higher order statistical compressors (e.g. the Huffman coding and 
the arithmetic coding) [Mar92], after the consideration of time and memory, 
the Ziv-Lempel compression is still the common choice in many applications. 
In this chapter, the two main streams in the Ziv-Lempel family of compres-
sions are discussed: the LZ77 family [ZL77] and the LZ78 family [ZL78]. As 
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the practical implementations of the above algorithms, the LZSS [Bel86] and 
LZW [Wel84] are used in actual coding and performance comparison. 
In the following sections, the proposed algorithms are tailored to adapt 
the characteristics in Chinese text. Its performance will be compared with 
the implementation without the modification for Chinese characteristics. In " -
addition, variable parameters in the algorithms are studied to investigate how 
these factors may affect the compression performance. In the last section, the 
two families of the Ziv-Lempel algorithm will be compared with the Chinese 
modification. 
5.1 The Chinese LZSS Compression 
The LZSS algorithm by Bell [Bel86] is often employed as an efficient implemen-
tation of the LZ77 algorithm. As described in section 2.1.2, LZSS improves not 
only the compression performance by re-structuring the tokens, it also proposes 
a binary tree data structure so as to make the algorithm faster in searching 
for the best matched string from the sliding window. Thus in this section, the 
LZSS algorithm is used in the modification for compressing Chinese data. 
We will first talk about how the modification to the LZSS algorithm is 
made to adapt the compression of Chinese text. Then the results, together 
with the comparison with the original implementation, will be shown in the 
following section. Although the time and memory concerns are not ' the main 
objectives of the research, there will still be a general discussion about the 
time and memory resources analysis. Lastly, we will investigate the effect of 
using different parameters in the algorithm. 
* 
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5.1.1 The Algorithm 
Consistent with the work in chapter 4, the Chinese Character Identification 
Routine (details can be found in section 4.1) is used to extract the Chinese 
features. Let p be the breakeven number of bits for the compressor to de-
termine whether a single item or a phrase is output ted, figure 5.1 shows the 
initialization and the main loop in the Chinese implementation of the LZSS 
algorithm. 
Initialization: 
whi le lookahead buffer is not full 
a := Readltem(input stream); 
move the item into the lookahead buffer; 
end while 
Main Loop: ,, 
whi le lookahead buffer is not empty 
get {offset, length，a); 
if length > p 
output a '0，bit; 
output the pointer (offset, length)] 
shift window by length items; 
else 
output a '1' bit; 
output the first item in the lookahead buffer; 
shift window by one item; 
endif 
a := Readltem(input stream); 
end while 
Figure 5.1: The main loop in the Chinese LZSS program 
During the initialization, the loop continuously gets the items from the in-
put stream by using the Chinese Character Identification Routine, Read[tem. 
Thus after the loop has finished, the lookahead buffer should contains f items, 
where f is the size of the lookahead buffer. 
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Within the main loop, the algorithm is similar to that of the original imple-
mentation of LZSS, but with special treatment in the matching of strings. In 
the original LZSS (section 2.1.2), there are two parameters: where N controls 
the size of the "sliding window" and F controls the size of the "lookahead 
buffer，，. All the combinations of the f = characters in the lookahead buffer 
is compared with all the substrings (with maximum length equals F) in the -
n = 2^ characters of the sliding window. The breakeven value, p, is determined 
by the formula 
This value is actually the length of N and F, plus the extra bit to determine 
"token output" or "item output". ,Tf the token size is greater than this value, 
the compressor will have the "item output". Otherwise, token is outputted. 
In our implementation, the comparison is done by comparing not the char-
acters, but the “items，，, which can be either one-byte English characters (we 
use the term "English characters" to include all 8-bit alphabets, punctuations, 
numerals and symbols) or two-byte Chinese characters. Thus by using the 
function “get( offset, length)”, the program is able to handle the comparison 
of a mixture of one-byte and two-byte entries. 
There is a problem about the date type of an "item". It could be “char,, 
in 8 bits, or “integer,, in 16 bits (or 32 bits in some systems). In the actual 
coding, the above problem is handled by using the data type “integer”. In 
case of a single one-byte character, the integer is assigned with a value which 
is from 0 to 255. While in case that the entry is a two-byte Chinese characters, 
the integer is given the value from 256 to 65535. In other words, let "a;" be 
the value of the integer and the symbol ”&，’ be the binary "AND" operator. 
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With a simple testing routine: 
if (x k OxFFOO = 0) 
a; is a one-byte English character; 
else 
X is a two-byte Chinese character; 
end if 
Figure 5.2: The item testing routine 
By using the routine, the items can be quickly classified. This identification 
makes the compressor possible to determine the actual number of bytes that 
it has to shift the position of the current pointer. That is, to shift one byte or 
two bytes according to the nature of the item. 
As the sliding window is usually large (about several kilobytes in general), 
it is not efficient to compare each string sequentially. For the sake of a fast 
search, the comparison procedure is carried out by using a binary tree struc-
ture, as proposed by Bell [Bel86]. And this comes the LZSS algorithm. All 
the nodes of the tree are strings of width f items. Thus for a sliding window 
"ABCAEFBCACF" and assuming f = 4, all the strings contained in the tree 
are: 
ABCA BCAE CAEF AEFB EFBC FBCA BCAC CACF 
Arranging in a binary tree fashion, the tree structure will look like as figure 
5.3. 
In the example, if a new item "B" comes, a new string "ACFB" will be 
formed. It is compared from the root of the tree to until either a complete 




\ Z \ -
BCAC CAGE E F R ^ ^ ^ 
FBCA 
Figure 5.3: An example of the LZSS binary tree 
matched string is found, or it comes to an unused node position (where a new 
node is then inserted). Thus the string "ACFB" will finally become the left 
child of node "AEFB". During the insertion process, the two closest strings 
(one is just larger and the other is just smaller) are kept. So at last the 
maximum matched string can be found. In this case, the two closest strings 
are “ABCA，，and "AEFB". And thus the maximum matched length is 1, 
where only one character "A" is matched. When a new node is inserted, one 
node will be removed from the tree so that the size of the sliding window is 
preserved. In this case, the node "ABCA" is removed. It is also easy to carry 
out by replacing the node by its child node. 
As we have employed the "item testing routine" as shown in figure 5.2, the 
comparison algorithm can be made easy so that we can regardless whether the 
item is one-byte or two-byte. All of them are treated as "integers" only. 
It can be seen that the tree could be not well balanced. But as described by 
Mark [Mar92], it is not necessary to maintain any balancing algorithm. The 
reason is that as the sliding window goes, nodes are inserted and removed and 
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thus the tree is always close to a balanced tree. It is not efficient to maintain 
a control function to make the tree balanced at any time. 
5.1.2 Result 
Table 5.1 shows the compression results of the PH corpus [Guo93]. In this ex-
periment, standard values of the parameters that are widely used in common 
LZSS compressors are used for comparison. The two parameters, N (window 
size n = 2^) and F (lookahead buffer size / = 2^) are set to 12 and 4 respec-
tively. Thus in this part, both the original LZSS and the Chinese version of 
the LZSS are using sliding window with size = = 4096 bytes and lookahead 
buffer with size = = 16 bytes. Table 5.1 shows the compressed file size, com-
pression ratio and the improvement percentage of the Chinese implementation 
of the LZSS algorithm over the original one. 
Filename Filesize The original LZSS The Chinese im- Improve-
algorithm piemen- ment 
tation of the LZSS 
algorithm 
"Hanzi.PH 8163166 5517100 (1.48) 5282174 (1.55) 4.26% 
二data.Ol ~~479716 一333964 (1.44) 321808 (1.49) 3.64% 
~da t a .02 ~ 8 4 1 5 0 —_333454 (1.45) 一 320635 (1.51) 3.84% 
一data.03 ~ l 9 9 7 9 6 一339419 (1.47) 326302 (1.53) 3.86% 
—data.04 " ^ 0 9 5 2 8 ~~338228 (1.51) 323329 (1.58) —"4.41% 
~data .Q5 ~ 9 8 3 8 6 ~~329687 (1.51) 315499 (1.58) 4.30% 
~ d a t a . 0 6 485796 330337 (1.47) 317347 (1.53) 3.93% 
data.07 ~489976 337834 (1.45) 325246 (1.51) 3.73% 
~ d a t a . 0 8 ~ 4 9 3 ^ 6 ^ 6 6 9 (1.47) 322080 ( 1 . ^ 4 . 0 5 % ^ 
~ d a t a . 0 9 ""490418 ~ ~ ^ 2 0 3 (1.47) 320633 (1.53) 4.06%~~ 
data. 10 500672 337816 ( 1 . 4 8 ) — 3 2 3 8 6 5 (1.55) “ 4.13% 
~ d a t a . b 5 584696 368609 (1.59) 366365 (1.60) 0 . 6 1 % ~ 
Table 5.1: Compression results of the LZSS algorithms (the original and Chi-
nese implementation) 
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Table 5.1 shows that in general, the Chinese version of the LZSS algorithm 
can always outperform the original version. For the PH corpus ("Hanzi.PH", 
"data.Ol" to "data. 10"), the Chinese LZSS program shows an improvement 
ranging from 3.64% to 4.41% over the original LZSS implementation. The 
only exception is the file "data.b5", which is coded in Big5 code and the 
article contains a mixture of both English and Chinese characters. It can only - . 
achieve an improvement of 0.61%. 
5.1.3 Justification of the Result 
The reason of the above improvement comes from the size of the sliding win-
dow and the amount of previous content that are available to the matching 
process. Although in both cases, the token size for the pointer to the sliding 
window is the same (12 bits), the amount of previous content that are actually 
referring is different. In the original LZSS algorithm, the program is refer-
ring to the previous bytes. But in the Chinese implementation, we are 
talking about referring to the previous items. For a piece of text which 
contains pure Chinese characters, the total number of bytes can be doubled 
with respect to the original implementation. The more information available 
for coding yields improvement in compression performance. In general, it is 
always true provided that the effect of longer token does not deteriorate the 
overall performance. 
In this comparison of the LZSS algorithm implementation, there is one 
more merit. The performance yield comes with no significant consumption of 
memory and substantial improvement in execution time. Discussion of these 
two aspects can be found in section 5.1.4. Now let us continue with the previous 
analysis of the compression performance. Assuming we are now dealing with 
» 
a piece of Chinese text with all the characters being two-bytes (i.e. a plain 
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Chinese text without any 8-bit English characters and symbols). If we want 
to compare the original compressor and the Chinese compressor such that the 
amount of content they can look ahead is the same, we can use the relationship 
N�二 Nc + 1 
where N�is the window size parameter of the original LZSS and N�is that 
of the LZSS Chinese implementation. The extra one bit in the above equation 
means a double in the window size for the original algorithm, allowing the 
original compressor to have at least the same amount of lookahead content as 
the Chinese LZSS compressor. 
Table 5.2 shows the results where No = 13 and Nc = 12. The compression 
ratio is shown in the parentheses, after the compressed file size. The fifth 
column lists out the percentage difference in performance after the Chinese 
modification. 
Table 5.2 shows that the deviation of performance for the PH corpus 
:Guo93] ranges from -0.297% to 0.436%, which is within the range 土 0.5%. 
With certain confidence level, the two compressors can be said to have similar 
compression performance. Among the ten PH corpus files, the Chinese im-
plementation performed better than the original one for eight of them. The 
worse performance was found in compressing the file "data.b5". In this case, 
the Chinese compressor performed worse than that of the original version by 
3.82%. " 
The above result justifies the arguments shown in the above paragraphs. 
Globally speaking, by doubling the lookahead content in the original LZSS 
compressor, it can perform with similar compression ratio as the Chinese im-
plementation. But in considering the token size which equals 
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Filename Filesize The Chinese im- The original LZSS 响 騰 -
plemen- algorithm {N = "^ent 
tation of the LZSS 13, F = 4) 
algorithm {N = 
I 1 2 , F = 4) 
[Hanz i .PH 8163166 5282174 (1.55) 5294218 (1.54) 0.227% 
data.Ol - 479716 — 321808 ( 1 . 4 9 ) ~ 321538 (1.49) -0.008% • . 
~ d a t a . 0 2 1 8 4 1 5 0 320635 (1.51) 321417 (1.51) 0.243% 
~ d a t a . 0 3 ~~499796 326302 (1.53) 327078 (1.53) 1 2 3 7 % 
~ d a t a . 0 4 ~T09528 323329 (1.58) 324616 (1.57) 0.396% 
——data.05 ~T98386 315499 (1.58) 一 316882 (1.57) 0.436% 
—data.06 1 8 5 7 9 6 317347 (1.53) 318289 (1.53) 0.296% 
—data.07 ~489976 325246 (1.51) — 325471 (1.51) 0.069% 
—data.08 1 9 3 9 3 6 322080 (1.53) 321126 (1.54) -0.297% 
~ d a t a . 0 9 ~490418 320633 (1.53) 321495 (1.53) 0 . 2 6 8 [ 
~ d a t a . l O ~~^0672 323865 (1.55) 324967 (1.54) 0.339% 
r~data .b5 584696 366365 (1.60) 352897 (1.66) -3.816% 
Table 5.2: Comparison of the original LZSS algorithm and Chinese implemen-
tation of LZSS algorithm (with similar memory size) 
= 1 + AT + F 
where N is the length of the output bits of the sliding window pointer 
position, F is the length of the output bits of the matched length and the 
extra '1，bit is the deliminator to determine whether the following bits are 
token or pure character. The doubling of the sliding window size will add one 
more bit to the output token. Theoretically, the Chinese compressor tends to 
have an improvement of 
l + ( 二 ) + F X 100% 
« * 
over the original one. In this formula, the number '1' in the dividend 
denotes the extra bit needed in the original implementation; the number '1' 
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in the divider is used to specify that the current output is a token output; 
A/" + 1 is the total number of bits to specify the matched position; and F is 
the number of bits to specify the matched length. Putt ing N = 12 and F = 4 
into the above formula, the improvement should be around 5.6%. This seems 
to have some discrepancy with the result in table 5.2, which shows that the 
Chinese compressor can at most outperform the original one by only 0.436%. ~ . 
To account for the discrepancy, we should bear in mind that the output 
can be taken in two forms: either outputting a '0’ followed by an output token 
(relative window position + matched length) or a '1' followed by a single item 
(as described in figure 2.8). Thus to analyze the discrepancy, we should divide 
the calculation into two parts: the token output and the item output. The 
analysis in the above paragraphs shows only one side of the effect, i.e. the 
token output. Now let us go into the analysis of the item output. 
The length of the output token for the item output U is calculated by the 
following formula: 
/ i = 1 + /c X 6 
where k is the number of characters the output should have, and b is the 
number of bits for a character (in Chinese, b = 16 and in the original version, 
6 = 8). The number of items that are directly outputted, k, is usually equal 
to 1. Consider if A; > 1, then h will be > 33. This seldom happens unless very 
large values of N and F are chosen. 一 
To discuss the overall compression performance, we should focus on the 
occurrence of these two kinds of outputs. The following equation is the rela-
tionship between the compressed file size and the two kinds of outputs: 
total file size (in number of bits) = kt it -h h 
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where kt and ki are the number of token outputs and item outputs found in 
the compressed file respectively. Thus the analysis of the compression perfor-
mance is actually the analysis of the overall weighed effect of these two kinds of 
outputs. As It favours the Chinese compression while the li favours the original 
one, it can be seen that the more of token outputs, the overall compression 
result will be better in the Chinese implementation of LZSS. - . 
The two values kt and ki can be controlled by two factors: the structure of 
the input text (i.e. how many repetitions can be found by the compressor) and 
the breakeven value p (which is equal to 1 + TV + F). For an input text that 
has highly phase repeating property and the repetition is always localized (i.e. 
occurs together within certain amount of text), the LZSS compressor will have 
a higher probability to output tokens. In Chinese text, since we observe that 
the repetition does not very frequently happen within a fixed sliding window, 
this can account for the phenomenon that the compressor cannot do as good 
as the theoretical value, as calculated in the above paragraphs. 
About the breakeven value p, it affects the opportunity to have token out-
puts. If p is large, even matching string is found in the sliding window, the 
compressor might still output the individual item. In case of the Chinese im-
plementation of the LZSS algorithm, it can be seen that smaller p (and thus 
smaller N or F) will make the compressor to have more token outputs. How-
ever, smaller N will make the sliding window smaller, and thus hinder the 
compressor to find more repetitions. So we suggest to have smaller"F in order 
to achieve the aim to make p smaller. The detailed work in controlling the 
effect of N and F will be presented in section 5.1.5. 
The above paragraphs discuss what factors affect the compression perfor-
mance. There is one extra point that has to be illustrated here. For the 
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Chinese LZSS compressor, as the Chinese Character Identification Routine is 
imposed to facilitate the compressor performance and efficiency, it also losses 
the chance to find repeated strings that are formed by incomplete Chinese 
characters. Consider the following two Chinese phrases: 
一 株 一 根 _ 
Big5 representation in ASCII code: 164,64 174,232 164,64 174,218 
arbitrary symbolic representations: a,b c,d a,b c,e 
If the two phrases are coded by the LZSS algorithm, in the original version, 
the phrase "abc" can be represented by the token < p, 3 > (which means the 
phrase is found matched with the phrase starting at position p, with matched 
length is equal to 3 bytes). However, in the Chinese implementation, the 
output token can only be < p, 1 > (i.e. "ab" as one single item) which means 
the phrase is found duplicated with the phrase starting at position p, but with 
matched length equals only 1 item. This phenomenon is a direct drawback of 
the compressor that can only treat Chinese characters as one single item, and 
cannot flexibly adapt to this situation. 
One point that is worth to be mentioned here is: it is possible, and is always 
happened to "compress" a single item in the Chinese LZSS compressor. In 
other words, in finding repeating phrases, only a single Character is found, it 
is possible for the compressor to output a token that is shorter than the length 
of the character (16 bits). This happens if the breakeven value p (which is 
equal to iV + 1) is smaller than the size of a single Chinese character. This 
is easily achieved by setting small values of F and N. In case of the original 
LZSS compression, this seldom occurs. Consider the size of a single character 
is only 8 bits, it is always impossible to make a value p such that < 8, as N 
and F should be sufficiently large to make the compression possible. 
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5.1.4 Time and Memory Resources Analysis 
In our experiments, it is found that to compress a Chinese text file with size 
which is equal to 500 kilobytes, the time taken on a SUN Sparc 10 machine was 
about 24 seconds for the Chinese LZSS compressor (with _/V = 12 and F 二 4). 
The original LZSS compressor took about 35 seconds to do the compression 
(with N = 12 and F = 4). It is also observed that the Chinese compressor 
needed 220 kilobytes of main memory to execute, while the original compressor 
required 260 kilobytes. 
The main execution time difference is due to the reason that in the Chi-
nese LZSS compressor, the sliding window slides by items, while the original 
one slides by characters. In other words, in compressing pure 16-bit text, 
theoretically, the Chinese LZSS compressor should have execution time about 
half of that of the original one. Experiments showed that the execution time 
was something more than a half. It is mainly due to the extra cost in de-
termining the inputting item whether it is an 8-bit or 16-bit character. The 
Chinese Character Identification Routine is executed for every byte of input. 
As it usually involves I /O operations from disk storage, it delays the Chinese 
compressor such that it cannot perform exactly doubly faster than the original 
one. 
The memory consumption for the two implementations should be the same 
because the items in the two cases are stored as "integer" (which is four bytes 
in the SUN OS). Since the memory consumption includes also the size of the 
program, we can expect that there should be extra storage for the function 
Readltem. 
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5.1.5 Effects in Controlling the Parameters 
There are two main parameters in the LZSS algorithm: N, which governs the 
size of the sliding window; and F, which determines the lookahead buffer size 
(and thus the maximum matching length). In this section, we are going to 
analyze the effect of changing these parameters in both the original and the 
Chinese LZSS algorithm. 
In the following experiments, the size of the sliding window was varied from 
210 = 1024 items to = 16384 items. For the lookahead buffer size, the value 
was varied from 2i 二 2 items to = 32 items. Both the files from the PH 
corpus and from the Big5 source of the Xuezilian newsletters were used as 
testing data. 
I ' 
Table 5.3 shows the results of compression on the PH file "data.Ol" by 
varying the parameters N and F in the Chinese implementation of the LZSS 
algorithm and table 5.4 shows the results from the original LZSS algorithm. 
The units for both N and F are "items". Where there are items in the 
sliding window and the maximum matching length is F items. 
F F = 1 F = 2 F = 3 F = 4 F = 5 
厂N = 10 II 336199 (1.43) 311571 (1.54) 316393 (1.52) 328800 (1.46) 342701 (1.40) 
—N = 11 335230 (1.43) " ^ 7 3 0 8 (1.56) —312423 (1.54) 325986 (1.47) 341033 (1.41)" 
"N 二 12 " ^ 4 8 7 (1.43) "303095 (1.58) “ 307614 ( 1 . 5 ^ 321808 (1.49) 328073 (1.46) 
_N = 13 336685 (1.42) "^7927 (1.61) —300048 (1.60) 306219 (1.57) 313153 ( 1 . 5 ^ 
PN = 14 II 339540 (1.41) 284716 (1.68) 285155 (1.68) 291848 (1.64) 299376 ( 1 . 6 ^ 
Table 5.3: Compression results on data.Ol by varying the parameters N and 
F in the Chinese implementation of the LZSS algorithm 
To illustrate the overall trend of the changes of the the parameters, two 
corresponding three dimensional bar charts are plotted as shown in figure 5.4 
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II F = 1 F = 2 F = 3 F = 4 F = 5 
p J = 10 II 364784 (1.32) 338559 (1.42) 335703 (1.43) 344579 (1.39) 357361 (1.347] 
—N = 11 " M 8 2 1 (1.33) 131905 (1.45) 328475 (1.467" 338269 ( 1 . 4 ^ 352410 (1.36) 
_N = 12 ^ 2 6 8 (1.32) 328216 (1.46) 323448 (1.487" 333964 (1.44]~ 343044 (1.40) 
—N = 13 . 1 1 3 7 (1.30) 326000 (1.47) 318617 ( l .S l t " 321538 ( 1 . 4 ^ 329332 (1.46) 
1~N = 14 II 375535 (1.28) 324179 (1.48) 301528 6.59丨 306750 (1.56) 315459 (1.52) 
Table 5.4: Compression results on data.Ol by varying the parameters N and 
F in the original implementation of the LZSS algorithm 
and figure 5.5 respectively. 
: : � ： 
. 3 2 1 
Figure 5.4: Three dimensional plot of the compression ratio on data.Ol by 
varying the parameter N and F in the Chinese LZSS algorithm 
The figures show that in both cases, the compression performance increases 
as the window size increases (except for F = 1). This confirms the argument in 
section 5.1.3, that increasing the content for the compressor to find matching, 
it always compensates the effect of longer output token required. 'The only 
exception is when F = 1, where the maximum matching length is restricted 
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^ ^ ^ I 
c 只 1.70 
1.4�yH^14 
F 2 1 
Figure 5.5: Three dimensional plot of the compression ratio on data.Ol by 
varying the parameter N and F in''the original LZSS algorithm 
to one item. In this situation, making the sliding window larger can only 
deteriorate the overall performance because it is very hard to find matches. 
The effect of the lookahead buffer size to the compression ratio is different 
from that of the window size. For the Chinese implementation, the compression 
performance attains low value when F = 1. It raises rapidly when F = 2 
and then drops as the lookahead buffer size increases. It is found that the 
optimal compression ratio is always achieved when F = 2. For the original 
implementation, the optimal lookahead buffer size lies on F = 3. 
These results illustrate how to find a balance between the lookahead buffer 
size (which determines the matching potentials) and the size of output token 
(which controls the length of the output token). The above experiments show 
that the Chinese implementation can get good compression performance even 
when the lookahead buffer is small (2^ = 4 items). Any further increase in the 
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maximum matching length cannot help much in compensating the extra bit 
needed by the output token. In linguistic sense, we can interpret that there 
are seldom matches with matched length longer than 4 Chinese characters in 
compressing Chinese text within a fixed length sliding window. 
After individually discussed how the parameters N and F affect the com- -
pression results, table 5.5 shows the percentage improvement of the Chinese 
implementation over the original one with same values of N and F. Figure 5.6 
is the three-dimensional plot of the corresponding table. 
| | F = 1 | F = 2 | F = 3 | F = 4 | F = 5 | 
I N = 10 II 7.84 7.97 5.75 4.58 4.10 
' N = 11 7.35 ~T.41~" 4.89 “ 3.63 
'N = 12 ' 7.65 4.90 一 3.64 
N = 13 8.54 ~ p T ~ 5.83 “ 4.76 " T ^ 
I N = 14 II 9.58 12.17 5.43 4.86 5.10 
Table 5.5: Percentage improvement of the Chinese implementation of the LZSS 
algorithm over the original on compressing file data.Ol by varying the param-
eters N and F 
The Chinese compressor can always compress better than the original one, 
in all the test cases shown. This agrees with our argument in section 5.1.3 that 
the available amount of information for matching (i.e. the previous content) 
is relatively larger in the Chinese compressor. When the lookahead buffer size 
is small, the relative improvement is larger. In table 5.5 and figure 5.6, the 
Chinese implementation gets a percentage improvement from 7.34% to 9.58% 
when F = 1, and from 7.41% to 12.17% when F = 2. The performance drops 
as F increases further. 
Another set of experiments is to investigate the effect of N (the size of the 
sliding window) on the compression ratio by keeping F (the size of lookahead 
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^ ^ n 
13.0 ^ ^ 
9 . � 
E ^ P , 
F 2 1 
Figure 5.6: Three dimensional plot of the percentage improvement of the Chi-
nese implementation of the LZSS Algorithm over the original on compressing 
file data.Ol 
buffer) constant. When the lookahead buffer size is set to F = 2 (i.e. = 4 
items), the Chinese implementation gets the largest improvement as the sliding 
window size increases. This accounts for the fact that repeated Chinese words 
and phrases are found more easily when larger previous content is available. 
However, when F > 2, the improvement is more or less similar even when N is 
changed. It shows that the Chinese LZSS compressor gives a more significant 
improvement for small value of F. 
As a short conclusion, we can see that the Chinese LZSS compressor can al-
ways attain better compression performance than the original one, as is shown 
in table 5.5. When small F is chosen (e.g. F = 1 or F = 2), the Chinese 
compressor outperforms the original one by a larger extend. 
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As we have mentioned above, the main reason for the Chinese implemen-
tation to compress better is that it has "larger" sliding window, and thus 
more previous content is available for the matching, provided that same set of 
parameters are used in both compressors. The readers may be interested to 
compare the performance of the two compressors if same amount of previous 
information is given. To do this, we look into the comparison of N � w i t h •/Ve + l , -
where Nc is the sliding window size parameter for the Chinese LZSS compres-
sor, and Ne is that of the original LZSS compressor. It can be seen that the 
performance is very close. Table 5.6 shows the percentage improvement of the 
Chinese implementation over the original one. 
厂 | | F = 1 | F = 2 | F = 3 | F = 4 | F = 5 | 
Nc = 10, Ne = 11 II 7.08 6.13 3.68 2.80 2.76 
Nc = ll,iVe = 12 7.72, 6.37 3.41 0.59 
Nc = 12, Ne = 13 8.87 7.03 3.45 0.38 
Nc = 13, Ne = 14 10.34 8.10 0.49 0.17 0.73 
Table 5.6: Percentage improvement of the Chinese implementation of the LZSS 
algorithm over the original on compressing file data.Ol in case of similar pre-
vious content 
When comparing with table 5.5, it can be seen that the performance are 
much more closer now in cases of F < 3. In the sixteen comparisons, fifteen 
show that the Chinese implementation can compress better than the original 
one. One exceptional case is in the setting of (Nc 二 12, Ne = 13 and F = 4). 
The general better performance achieved by the Chinese implementation is due 
to the shorter output token (as Nc < Ne). Thus even the amount of previous 
content is set to similar size, the Chinese version is a better implementation 
of the LZSS algorithm. 
When F is larger, the compression ratios of the two compressors become 
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closer. It is consistent with our previous argument, that the original algorithm 
is not efficient when F is small. But for the Chinese LZSS algorithm, smaller 
F does not deteriorate the performance very much. That is why the Chinese 
implementation can get a more remarkable improvement when F is smaller or 
equal to 2. In case of larger F, it provides more combinations for matching. 
This makes it more possible for the "partial Chinese character matching" effect -
(as described in page 79) to occur. In extreme case, this effect may even become 
a dominating factor and overcome the loss in using longer tokens. This makes 
the exceptional case where the original compressor can perform better than 
the Chinese implementation. 
The same set of experiments were also run on the file "data.b5" with mixed 
Chinese and English text. Table 5.8 and figure 5.8 are the results of the 
Chinese implementation of the LZSS algorithm applied on the file "data.bS", 
and table 5.7 and figure 5.7 are the results of the original LZSS compression. 
The percentage improvement of the Chinese implementation over the original 
one is shown in table 5.9 and figure 5.9 respectively. We also present the results 
of the percentage improvement between the two compressors with "similar 
previous content" in table 5.10. 
II F = 1 F = 2 F = 3 F = 4 F = 5 
� N = 10 II 414407 (1.41) 377620 (1.55) 374950 (1.56) 385412 (1.52) 401019 (1.46) 
"N = 11 "115407 (1.41) "369800 (1.58) “ 357675 ( 1 . 6 ^ 374419 ( L S ^ 389905 (1.50) 
"N = 12 1 如 8 4 0 (1.39丨"365856 (1.60)" 357675 ( 1 . 6 ^ 366365 (1.60) 372015 (1.57) 
N = 13 428840 (1.36)~ 363585 ( l .eTT 349280 ( 1 ：^ 350158 (1.67) 355999 (1.64) 
f N = 14 II 437549 (1.34) 345872 (1.69) 334900 (1.75) 335654 il.74丨 341831 (1.71) 
Table 5.7: Compression results on data.bS by varying the parameters N and 
F in the Chinese implementation of the LZSS algorithm 




Figure 5.7: Three dimensional plM; of the compression ratio on data.bS by 
varying the parameter N and F in the Chinese LZSS algorithm 
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1.30 14 
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Figure 5.8: Three dimensional plot of the compression ratio on data.b5 by 
varying the parameter N and F in the original LZSS algorithm 
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I II F = 1 F = 2 F = 3 F 二 4 F = 5 
FN = 10 II 430182 (1.36) 397824 (1.47) 388807 (1.50) 394535 (1.48) 407079 (1.44) 
" N = 11 ^ 6 6 3 (1.37) —385984 (1.51) ‘ 380800 (1.547" 378470 (1.54丨 391189 (1.49) 
一 N = 12 1 9 9 7 5 (1.36) 380800 (1.54) 364459 (1.60) 368609 (1.59) 374462 (1.56) 
—N = 13 ^ 7 3 3 (1.33) —380001 (1.54) ‘ 359293 (1.63]~ 352897 { I S ^ 358742 (1.63) 
f N = 14 II 450965 (1.30) 381842 (1.53) 342540 (1.71) 341448 (1.71) 347731 (1.68) 
Table 5.8: Compression results on data.bS by varying the parameters N and 
F in the original implementation of the LZSS algorithm 
| | F = 1 | F 二 2 | F = 3 | F = 4 | F = 5 | 
I N = 10 II 3.67 5.08 3.56 2.31 1.49~[ 
N = 11 4.19 6.07 0.33 
N = 12~ 2.12 3.92 1.86 0.61 0.65 
N = 13 2.25 —4.32 2.79 ~ 0.78 0.76 
I N ^ 14 II 2.97 9.42 2.23 1.70 E W " ] 
Table 5.9: Percentage improvement of the Chinese implementation of the LZSS 
algorithm over the original on compressing file data.b5 by varying the param-
eters N and F 
The overall trend is quite similar with the results of the case in pure Chi-
nese characters and symbols. This shows the consistence of the arguments 
as is pointed out in previous paragraphs. We can also find that the overall 
percentage improvement in this case is not as good as that in the pure 16-bit 
character case. Nevertheless, the Chinese compressor can still perform better 
than the original one by 0.33% to 9.42%. 
One particular point should be emphasized here is in the comparison of 
the situation of similar previous content. In the experiment of the pure 16-
bit characters, the Chinese implementation always performs better. However, 
in case of the data file where mixed 16-bit Chinese characters and 8-bit En-
glish characters / symbols are allowed, the Chinese implementation can only 
compress better when F is small. 
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Figure 5.9: Three dimensional plot of the percentage improvement of the Chi-
nese implementation of the LZSS algorithm over the original on compressing 
file data.b5 
This can be explained in terms of the balance between the two main factors: 
save in the token length and the occurrence of the "repeated partial Chinese 
characters，，. In an environment of mixed Chinese and English characters, the 
gain in shorter output token length cannot compensate for the loss due to 
the inability to find the matches of partial characters. There are just too 
many chances to have 8-bit characters to form the so-called "partial Chinese 
character" matches. 
Another reason that contributes to this performance difference is the amount 
of previous content available to find the repetitions. The Chinese implemen-
tation has 2队" i t ems" to match and that of the original one has "8-bit 
characters". In the case of pure Chinese text, the two values are equal (as 
Ne = Nc + 1). However, if the text is a mix of 8-bit and 16-bit characters, 
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[ | | F = 1 | F = 2 | F = 3 | F = 4 | F = 5 | 
J Nc = 10, Ne = 11 II 2.87 2.17 1.54 -1.83 -2.51 
'~Nc = ll,iVe 3.39 “ 2.89 1.86 -1.58 -4.12 
"Nc = 12, Ne = 13 4.08— 3.72 0.45 -3.81 -3.70 
\ Nc = 13, Ne = 14 4.91 4.78 -1.97 -2.55 -2.38 
Table 5.10: Percentage improvement of the Chinese implementation of the -
LZSS algorithm over the original on compressing file data.b5 in case of similar 
previous content 
the amount of the previous content for the Chinese implementation is actu-
ally less than that of the original one. It is because not every "items" can be 
corresponded to two "8-bit characters" in the previous content of the original 
implementation. Thus less content is available for the Chinese compressor to 
find repeated phrases and the compression performance of the Chinese LZSS 
compressor cannot do as well as the case in pure Chinese environment. 
To summarize, no matter whether the text is a pure 16-bit or a mix of 
16-bit and 8-bit characters, for the same parameters of N and F, the Chinese 
LZSS compression can always compress better than the original implementa-
tion. Even when the two compressors are made such that similar amount of 
"previous content" is controlled, the Chinese compressor can still do at least 
as good as the original one. 
The above experiments also give some hints in fine tuning the LZSS algo-
rithm for different kinds of data. Small value of F is a good choice for Chinese 
LZSS compression and larger N favours the compression results in both cases. 
We also find that the Chinese implementation of LZSS algorithm is particularly 
useful when the proportion of Chinese characters in a text file is high. 
� . » 
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5.2 The Chinese LZW Compression 
The LZ78 [ZL78] algorithm is another main family in the Ziv-Lempel compres-
sions. Among the various implementations of the algorithm, the LZW [Wel84 
is always cited as the breakthrough in the LZ78 family and is the first algo-
rithm that makes the actual implementation of LZ78 feasible. Thus we will 
choose the LZW algorithm as our reference point for the study of the LZ78 
compression. 
In this section, we will present the details of our Chinese version of the 
LZW. The compression results, together with the comparison with that of the 
original implementation will be shown. A brief t ime and memory analysis will 
also be presented in the following section. Finally, the main parameter in the 
LZW algorithm, the dictionary size^ will be analyzed to see how it affects the 
performance of the algorithm. 
5.2.1 The Algorithm 
The main modification of the LZW algorithm is similar to the work in the LZSS 
algorithm above. The Chinese Character Identification Routine is employed 
again to distinguish between Chinese characters and ordinary 8-bit characters 
or symbols. 
Let li be the initial output token length and 1饥 be the maximum code 
length of the output token. Figure 5.10 shows the initialization and the main 
loop in the Chinese implementation of the LZW algorithm. 
The main loop in figure 5.10 is similar in both cases of the original and the 
Chinese implementation of the LZW algorithm. Characters"/ items are contin-
uously imported from the input stream. The matching process is carried out 
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/ .一 /.• 
f'curr •— h i 
lastcode := Readltem(input stream); 
c := Readltem(input stream); 
w h i l e c • End_of_file 
newcode := get_stringjcode ( stringjcode, c ); 
if newcode 丰 U N U S E D 
lastcode ：二 tempcode; 
e l s e 
newcode.code-value := next_availablexode; / * if the new string is not found, 
next-^vailable_code := n e x t ^ v a i l a b l e x o d e + 1; Sj^zw := S i z w ^ newcode * / 
newcode.parent := lastcode; _ 
newcode.character := c; 
0Utput(lastC0de, Icurr)] 
lastcode := c; 
if new^vailable_code > Im 
output (FLUSH-CODE, Uurr)] 
\n\t\a\ize{Sizw)i 
e l s e 
if ( n e x t ^ v a i l a b l e x o d e > next上ump_value) 
OUtpu t (BUMP_C0DE, Uurr)； 
icurr ^curr + 1J 
update(next 上 ump-value)； 
e n d if 
e n d if 
e n d i f 
c := Readltem(input stream); 
e n d w h i l e 
Figure 5.10: The main loop in the Chinese LZW program 
until no longer match is found. Then a new phrase is added to the dictionary 
(as shown in figure 5.10, the set SLZW) and another new loop starts. 
The main difference between the two implementations is in the procedure to 
get a new “item”. The Chinese Character Identification Routine is employed 
to make the compressor to recognize the valid Chinese and English characters 
/ symbols. Indirectly, it affects the organization of the dictionary. 
The LZW algorithm is an exhaustive string-search compressor^ It contin-
uously adds phrases into the dictionary. For a sufficiently large input data 
stream, it will contain most repeating combinations of subwords in the text, 
provided that the dictionary is not re-initialized. Thus, although the Chinese 
implementation is imposed with the constraint that it cannot contain phrases 
of "partial Chinese characters” in the dictionary, it saves the dictionary entries 
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for some more valid and meaningful phrases. This is our main idea and is the 
base for getting better compression performance. 
5.2.2 Result 
Table 5.11 summarizes the result of the LZW compressor that uses 17 bits as 
its token 仏 二 17) and bumps to 18 bits if the dictionary is full (/^ = 18). 
Afterwards, if the entries are also filled, the dictionary will be flushed (i.e. 
re-initialized). 
Filename Filesize The original LZW The Chinese im- Improvement 
algorithm plemen-
tation of the LZW 
algorithm 
[Hanzi .PH 8163166 4906304,(1.66) 4153686 (1.97) 15.34% 
—data.Ol 479716 306124 (1.57) — 263320 (1.82) 13.98% 
~da ta .02 "T84150 ~ ^ 9 5 9 8 (1.56) “ 266437 (1.82) 13.94% 
~da ta .03 499796 313810 (1.59) 268590 (1.86) 14.41% 
data.04 “ 509528 一 310996 (1.64) 264101 (1.93) 15.08% 
~da ta .05 "T98386 307735 (1.62) 261849 (1.90) 14.91% 
~da ta .06 ~T85796 307465 (1.58) “ 264407 (1.84) ~~14.00% 
~da ta .07 ~T89976 310278 (1.58) “ 266493 (1.84) ~ ~ l 4 . 1 1 % 
data.08 — 493936 ~~312922 (1.58) 268183 (1.84) ^ 1 4 . 3 0 % 
~da ta .09 l 0 4 1 8 310471 (1.58) “ 266765 (1.84) 1 4 . 0 ^ ~ 
~500672 314917 (1.59) _ 269380 (1.86) 
1~data.b5 584696 341994 (1.71) 287915 (2.03) 15.81% 
Table 5.11: Result of LZW compressor with and without imposing Chinese 
constraint 
From the table, it can be seen that the overall improvement of the Chi-
nese implementation of the LZW algorithm over the original one is very large, 
ranging from 13.94% to 15.81%. These figures are better than that obtained 
by the Chinese implementation of the LZSS algorithm (as shown in table 5.1). 
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5.2.3 Justification of the Result 
The result in table 5.11 shows that although after imposing the Chinese con-
straint such that the dictionary cannot hold combinations of 8-bit repeated 
subwords, the compression performance obtained by the Chinese implemen-
tation is still better than that of the original implementation. For an LZW 
compressor using I bits as the dictionary tokens, there are totally 2' dictionary 
entries to hold the characters / phrases. The main difference between the orig-
inal and the Chinese implementation is in these characters / phrases stored 
in the dictionary. In compressing Chinese data file, without loss of generality, 
the probability of occurrence of valid Chinese characters / phrases are assumed 
to be higher than that of other combinations (for example, combinations of 
partial Chinese characters). These combinations will occupy a significant part 
of the dictionary. As a result, the* dictionary will be filled very soon and the 
compressor has to either bump to / + 1 bits per token to hold the new coming 
phrases, or flush the whole dictionary (i.e. remove all the entries and rebuild 
the dictionary from start). 
Let Slzw be the set of all characters / phrases in the LZW dictionary, N 
be the number of characters in the input stream, I be the length of the token 
used and \Slzw\ denotes the cardinality of the set Slzw^ then 
is always true by the definition of the LZW dictionary. Now assume the 
compressor has received ke bytes from the input stream and the dictionary is 
full. Tha t is 
Slzw\ = 2' 
In case of the Chinese implementation of the LZW algorithm, the Readltem 
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function is imposed to make the compressor receive only valid Chinese char-
acters. Assuming the compressor has received k � b y t e s from the input stream 
and the dictionary is full, 
/tg ^ Jcq 
is always true as the Chinese LZW compressor can advance more in the 
input stream. In other words, the "point of dictionary full" occurs earlier in the 
case of the original LZW compression. In case of pure 16-bit text, assuming 
the original LZW compressor gets 2n characters and requires 2n entries to 
store the new phrases (in the LZW algorithm, every byte of input will create 
a new phrase). Since every two consecutive characters form a single Chinese 
character, the Chinese implementation has only requires n dictionary entries 
to hold all the phrases (while in the original case, 2n). Thus the "bumping / 
flushing point" k occurs early in the original LZW algorithm. 
It is not difficult to understand why the early bumping or flushing of dic-
tionary can lead to the decrease in performance. Bumping means that new 
dictionary entries are created. Although more empty dictionary entries are 
available for new coming phrases, the output tokens have to be lengthened. If 
the token length of the compressor bumps from I bits to / + 1 bits, then the 
forthcoming output tokens will be of length I + 1 bits. This increase in out-
put token length definitely deteriorates the compression performance. On the 
other hand, if the dictionary is flushed (i.e. abandoning the existing dictionary 
and building a new one), previous content will be lost and this will result in 
the inability to find repeated phrases that are found before. 
In summary, early bumping causes the compressor to use longer output 
token and early flushing of dictionary causes the compressor to output in-
efficient codes. Since ke < kc, the original LZW implementation will have 
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earlier bumping or flushing than that of the Chinese implementation. And it 
is the reason why the Chinese implementation of the LZW algorithm is a more 
efficient LZW compressor than the original compressor. 
5.2.4 Time and Memory Resources Analysis 
The execution time and the memory consumption of the algorithm are directly 
related to the size of the dictionary, where I is the output token length. 
Figure 5.11 shows the data structure used in the LZW algorithm. In the 
figure, MAXIMUM-CODE is equal to the value 2�The variables code.value 
and parent-Code are the output code of the dictionary entry and the code 
of its parent in the dictionary tree respectively. The variable c is the item 
concatenated to the parent of the entry, so that a new phrase is formed. 
— 1 
struct dictionary { 
unsigned int code.value; 
unsigned int parent—code; 
i t e m c; 
} dict_tree[ MAXIMUM—CODE ]; 
Figure 5.11: The data structure of the dictionary in the LZW algorithm 
Basically, if the two implementations employ the same value of /, they 
should contain the same number of dictionary entries. Thus their main dif-
ference comes from the memory consumption in each dictionary entry. The 
variables code.value and parenLcode are of length greater than or equal to 
I such that all indexes to the dictionary can be represented. For example, 
unsigned int (which is 32-bit in SUN OS environment) is used in both imple-
mentations of the LZW algorithm. Anyway, only if same value of I is used in 
both implementations, the memory consumption in these two variables should 
be the same. 
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The only difference comes from the representation of an "item", c. In case 
of the original implementation, it could be 8-bit unsigned char. However, it 
could be 16-bit in case of the Chinese implementation. Thus it is supposed that 
the Chinese implementation will consume more memory. After considering the 
variables code—value and jmrent-code, the increase in memory consumption of 
a dictionary entry should be less than double, as the elements code.value and " , 
parenLcode are of the same size in both implementations. 
It is found that the two implementations have the same execution time in 
compression. In compressing a 500 kilobytes file, the Chinese implementation 
takes about 2 minutes 30 seconds while the original implementation takes also 
about 2 minutes 30 seconds, where / = 18 is used in both compressors. The 
similar compression time is a direct result of the same size of dictionary, and 
thus the searching times are equal. 
5.2.5 Effects in Controlling the Parameters 
The main parameter in the LZW algorithm is the size of the dictionary, which 
is related to the length of the token I outputted by the compressor. Figure 
5.12 shows the compression results of the files "data.Ol" and "data.05" by 
varying I. The value I is changed from 17 to 20. The lower range 17 is chosen 
because if any dictionary size is less than or equal to = 65536, most of the 
dictionary entries will be used by the single Chinese characters and cannot be 
used to represent longer strings. The upper bound 20 is actually determined 
by monitoring the bumping and flushing pattern of the compressors. It is 
found that when I < 19, there will be no more bumping or flushing. In other 
words, the number of dictionary entries is already large enough to hold all the 
combinations of phrases. 
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厂 I = 17 / = 18 / = 19 / = 20 
P ^ t a . O l (Chinese) 11 277387 (1.73) 263320 (1.82) 271510 (1.77) 286594 (1.67) 
rdata .Ol (original) 341859 (1.40) 306124 (1.57) 314314 (1.53) 331776 (1.45) 
[Tata.bS (Chinese) 330382 (1.77) 287915 (2.03) 296105 (1.97) 312555 (1.87) 
data.b5 (original) 393917 (1.48) 341994 (1.71) 350184 (1.67) 369638 (1.58) 
Table 5.12: Compression results of varying the parameter I in the Chinese and 
original implementation of the LZW algorithm 
From table 5.12, it is clear that in all the cases, the Chinese implementation 
can always perform better than that of the original one. This can be explained 
by the inefficient use of dictionary entries and by the early bumping / flushing 
of the dictionary. Furthermore, the optimal value of I is found to be 18. When 
I = 17, there are two flushings (one in the initialization) and two bumpings. 
I ' . . . . . . 
When I = 18, it reduces to one flushing for initialization and one bumping. 
When I = 19 and I = 20, there is only one initialization flushing. Too many 
bumpings and flushings deteriorate the compression ratio. This also explains 
why the optimal point lies on the case where only one initial flushing and one 
bumping take place. When I = 19, it is not the optimal point because it is not 
efficient to use 19 bits to represent the initial codes. Bumping is introduced 
to have efficient output token length in initial situations. Failure to make use 
of this facility will certainly cost some decrease in performance. 
To summarize the performance of the Chinese implementation of the LZW 
algorithm, we can see that the improvement is very impressive. On average, 
the Chinese LZW compressor can have an improvement of 14.5% over the 
original one. The main reason is due to the fact that the limited dictionary 
entries are used to store more meaningful phrases. Thus unnecessary early 
bumping and flushing of the dictionary are prevented. , . “ 
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5.3 A Comparison of the Performance of the 
LZSS and the LZW 
It is interesting to see that the Chinese LZW compression outperforms the 
original one by a larger percentage than the Chinese LZSS compression does 
(14.5% vs. 3.7% on average). Also the Chinese LZW compressor performs bet- -
ter than the Chinese LZSS compressor. This can be explained by two factors: 
the overall dictionary size and the constraints in each of the algorithms. 
The dictionary size in the LZ78 algorithms or the sliding window size in the 
LZ77 algorithms determines how much previous content that the compressor 
can make use of in order to find the repeated phrases. From the experiments 
above, it can be seen that the Chinese LZW can preform much more better 
I ' 
than the Chinese LZSS algorithm. This can be explained by the fact that the 
LZ78 family uses a larger dictionary than the sliding window in LZ77 family. 
This also illustrates that more previous content is particularly helpful in 
compressing Chinese text. In terms of the linguistic structure of Chinese lan-
guage, the occurrence of repeated phrases in Chinese text does not occur as 
often as that in English. In other words, within a small, fixed amount of 
text, it is easier to find repeated phrases in English text than that in Chinese 
text. Since the LZW preserves large volume of previous content, the Chinese 
implementation can make good use of it. 
Another point that is worth to consider is the different constraints in the 
two algorithms. In the LZSS algorithm, the maximum matched length is 
restricted by the value of F, which is the length of the output token to represent 
the matched length. Such a constraint has two effects on the compression 
performance. Firstly, it makes the compressor not possible to match phrases 
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with length > F. Secondly, in case where the matching of long strings is seldom 
happened, a fixed value of F will mean a waste in the output token. In Chinese 
text, the matched length is usually small (very often, just two consecutive 
Chinese characters, as is shown from the result of section 5.1.5). However in 
some cases, very long matches happen frequently. For example, in an article 
about the "Chinese University of Hong Kong" (the phrase is composed of six _ 
Chinese characters), it will appear very frequently. But if the compressor is 
restricted to match phrases with maximum length of two or three Chinese 
characters, the performance is certainly not optimal. In that case, the LZW 
algorithm provides more room and flexibility for the Chinese implementation 
to compress Chinese text effectively. 
From the above analysis, we can thus say that the LZ78 algorithm (and thus 
the LZW) is an implementation from the Ziv-Lempel family that favours for 
Chinese text compression. Provided that the conditions are fulfilled (such as 
larger amount of memory available), we recommend to use LZW compression 
for compressing Chinese text when compared with the LZSS compression. 
5.4 Chapter Conclusion 
In this chapter, we introduced the Chinese Character Identification Routine 
to the Ziv-Lempel compression family to improve Chinese text compression. 
The LZSS [Bel86] algorithm and the LZW [Wel84] algorithm are chosen as the 
implementations of the LZ77 [ZL77] and LZ78 [ZL78] families respectively. 
The Chinese implementations of both algorithms perform better than the 
original algorithm implementations by an average of 3.7% in the case of the 
LZSS algorithm, and 14.5% in the case of the LZW algorithm. From the ex-
periments, we also found that to compress Chinese text, it is better to have 
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larger amount of previous content and a smaller maximum matched length. It 
is interesting to observe that the Chinese implementation of the LZW algo-






As discussed in section 3.1.2, we can see that there is no clear word segmen-
tation concept in Chinese text. As a result, it is relatively more difficult to 
find out the "words" (or "phrases" in consistence with the use in this thesis) 
in order to help data compression. It is necessary to find out an alternative 
method to serve the purpose. Thus in this chapter, a dictionary model of 
Chinese text compression is constructed to segmentate a piece of Chinese text 
into "phrases" and "single Chinese characters". A file containing 59884 Chi-
nese phrases, which collects most frequently used common Chinese phrases, is 
used as the "standard dictionary" for segmenting the text into variable length 
phrases. 
Throughout this chapter, all the work are related to the use of this human-
created “ s t anda rd dictionary" in data compression. The general algorithm 
will be firstly discussed, together with the compression results shown in the 
following section. Then the analysis of the compression performance will be 
presented. Lastly, we will go deeper to see how the main parameter, the size 
of the dictionary, would affect the overall compression result. 
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6.1 The Algorithm 
In chapter 4, we have seen how the original Huffman coding algorithm is em-
ployed in compressing Chinese text. We introduce the Chinese Character 
Identification Routine (section 4.1) to allow the Huffman encoder to analyze 
the frequency distribution of the "items" and then to achieve better compres-
sion performance. In this chapter, we further explore the idea of "items" and 
extend it to represent longer Chinese phrases. In other words, the compression 
is done by first segmentating the input text into phrases and single characters, 
then collecting the frequency distribution of these items, and lastly encoding 
them using the Huffman coding scheme. Figure 6.1 shows the general idea of 
the Chinese dictionary-based Huffman compression. 
Compression • Transmission Decompression 
一、 , 一 
_ i Tho dicllonary- nomnroccoH The dictionary- The output Source 
The source document ^ / based Huffman 丨 • 二 = ^ based Hunman ^ _ ^ document 
“ compress ion I ： ^ OOCUmeni ； , decompression ^ 
program I program , 
, _ _ L _ : : , I 
！ Fixed Fixed 
丨 standard | j standard j 
dictionary dictionary I 
Figure 6.1: The general idea of the Chinese dictionary-based Huffman com-
pression 
We can see from figure 6.1, both of the compressor and the decompressor 
maintain the same standard dictionary as the reference. In the compression 
process, the Chinese dictionary-based Huffman compressor first scans through 
the dictionary and finds out all the dictionary entries in the text. The fre-
quencies are accumulated for the Huffman encoder to assign different codes 
for different entries. In our implementation, the static Huffman compression 
scheme is adopted (details of static compression can be referred to section 
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1.5.4). Hence, the outputted file will contain two main parts: the header infor-
mation and the actual compressed contents. The header information contains 
the frequency distribution of all the items found in the input text. It is en-
capsulated as a header so that the decompressor can build the same Huffman 
tree when it receives the compressed file. 
This header can appear in two forms: synchronous form and asynchronous 
form. In a synchronous header, all the frequencies are arranged continuously 
without specifying which frequency belong to which item. For example, assum-
ing each frequency occupies three bytes. A byte stream of "018013011009025..." 
for the frequency distribution of the English alphabets means that the fre-
quency of character "A" is 18, "B" is 13, "C" is 11, “D’，is 9 and "E" is 25. 
This method has the advantage that no extra information about which item 
9' 
is needed. These information are understood by the decompressor. But it has 
the disadvantage that if most of the occurrence of the dictionary are empty, 
many of the spaces are wasted. 
In case of an asynchronous header, extra information about the items is nec-
essary. For example, assuming the index to an item occupies two bytes and the 
frequency of an item occupies three bytes. A bytes stream of "01011030520900312025..." 
means that the frequency of item 1 is 11, item 3 is 52, item 9 is 3 and item 12 
is 25. For the Chinese dictionary-based Huffman compressor in this chapter, 
we employ this form of header. The main consideration is that in compressing 
a Chinese text, among the nearly sixty thousand phrases in the dictionary and 
another ten thousand and more single Chinese characters, most of them are 
not used at all. The justification will be shown during the analysis of the effect 
of changing the size of the dictionary. 
�- » 
As the implementation is a static Huffman coding, the general algorithm is 
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similar to the one shown in figure 4.2. The modified new algorithm is shown in 
figure 6.2. In the figure, Shu/j is the set of all the items (can be either single 
characters or phrases) together with their frequencies. 
First Pass (scanning of the frequency distribution of items): 
w h i l e not end of input stream 
a := GetAnItem(input stream); _ 
/ * where a can be a one-byte, two-byte character or a phrase * / 
if a 这 S n u f f 
freq[a] := 0; 
S h u " ••= • 5 h u / / U { a } ; 
e l s e 
freq[a] := freq[a] + 1; 
e n d if 
e n d w h i l e 
Build the Huffman tree from Sfjuf f ； 
Second Pass (Outputting the corresponding Huffman code to the output stream): 
w h i l e not end of input stream 
a := GetAnl tem( input stream); 
code := get Huffman code of a-, 
output code to output stream; i 
e n d w h i l e 
Figure 6.2: The main structure of the Chinese Dictionary-based Huffman cod-
ing scheme 
We can see that nearly most parts are the same. Actually there is not 
a large amount of modification. The main part that is different comes from 
the function GetAnltem. This function serves to read the characters from the 
input stream, and then to concatenate them and find out the matching phrases 
in the dictionary. The general algorithm is shown in figure 6.3. 
The function GetAnltem searches for the longest matching phrase in the 
dictionary from the input stream. A temporary buffer is accumulated until 
the match is found. Then the index of the matching phrase is returned. The 
function GetAnltem is used in both the first-pass and 'second-pass of the 
compression shown in figure 6.2. In the first-pass, it helps to identify the 
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buf[0] := Readltem(input stream); 
size := 1; 
if buf[0 .. 0] e 5d,ct 
repeat 
buf[size] := Readltem(input stream); 
s ize++; 
unti l buf[0 .. size]茫 Saict 
return the index of the matched phrase in the dictionary 
Figure 6.3: The phrase finding function Get An It em in the Chinese Dictionary- -
based Huffman Coding 
phrases and then to build the Huffman tree; in the second-pass, it helps to 
get the correct phrase and to retrieve the corresponding Huffman code for 
outputting. 
In this implementation, we have not done any optimization on the search-
ing time. For a simple implementation, the function GetAnltem finds the 
matching phrase by using simple binary search, where the standard dictionary 
is sorted in advance. 
6.2 Result 
Table 6.1 summarizes the compression results of the Chinese dictionary-based 
Huffman coding compared with the results of the original Huffman coding 
(both the original Huffman coding and the Chinese Huffman coding as de-
scribed in chapter 4). The detailed results of these two compressions are shown 
in table 4.1. 
For the results of the Chinese dictionary-based Huffman coding, we separate 
them into three parts: (1) with the plain asynchronous header, as described 
in section 6.1; (2) without header information, which is used as an empirical 
compression limit that can be achieved; and (3) with the header which is 
compressed by the Chinese Huffman coding (as described in chapter 4). Thus 
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a better compression performance can be resulted. 
Chinese dictionary-based Huffman coding 
Filename Original Huffman Chinese Huffman with h e a d e r w i t h o u t header compressed header 
coding coding 
Hanzi.PH 6283804 (1.30) 4849320 (1.68) 4035313 (2.02) 3794786 (2.15) 3937278 ( 2 . o f ] ~ 
data.Ol - 369016 (1.30) 301690 (1.59) 308474 ( L S ^ 223568 (2.15) 273911 (1.75) 
data.02 - 372696 (1.30) — 305639 (1.58) 312452 (1.55) “ 226346 ( 2 . 1 4 ~ 277808 (1.74) 
data.03 “ 384958 (1.30) — 312821 (1.60) 312560 (1.60) “ 229394 ( 2 . 1 8 ) ~ 278430 (1.80) 
~ d a t a . 0 4 — 392993 (1.30) 315260 (1.62) — 304276 (1.67) 227376 (2.24) 273048 ( 1 . 8 7 ) . . 
data.05 - 384272 (1.30) ~ ~ 3 0 9 7 1 2 (1.61) 303491 (1.64) (2.20) — 272597 (1.83) 
“ d a t a . 0 6 ~ 374088 (1.30) 303542 (1.60) ~ 306199 (1.59) 223219 (2.18) 272395 (1.78) 
data.07 377519 (1.30) ~ 3 0 7 5 2 2 (1.59) 一 309732 ( L ^ ^ 9 4 (2.17) — 275685 (1.78) 
data.08 - 380705 (1.30) 310179 (1.59) — 313196 (1.58) 227856 (2.17) — 278129 (1.78) 
“ d a t a . 0 9 一 377684 (1.30) 307082 (1.60) 309699 (1.58) 226088 (2.17) 275535 (1.78) 
data.lO 386334 (1.30) 313384 (1.60) — 312780 (1"：60)~ 228733 (2.19) 278565 (1.80) 
data.bS 488968 (1.20) 387908 (1.57) 361304 (1.62) 306053 (1.91) 340158 (1.72) 
Table 6.1: Compression results of Chinese dictionary-based Huffman compres-
sion and Chinese Huffman compression on single characters 
The dictionary-based Huffman coder shows a satisfactory result for com-
pressing Chinese text. The average performance of the compressor can achieve 
a compression ratio of 1.78, which can outperform the Chinese Huffman coding 
on single characters by about 10% (which has an average compression ratio 
equals 1.60). The compression result is in particular remarkable in case of a 
large file (e.g. Hanzi.PH), with compression ratio equals 2.07. This comes very 
near to the empirical compression ratio, 2.15. We can interpret that the com-
pression is in particular more efficient to compress large files. From the above 
results, it can also be seen that the performance in compressing the mixed 
Chinese-English text file, "data.bS", is the worst among the others. Though 
it is not that good, it can also get a compression ratio of 1.72. " 
6.3 Justification of the Result 
Undoubtedly, the improvement in compression ratio comes from tHe increase 
of order of the context modelling (reference: section 1.5.1). In the case of 
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the Chinese Huffman coding on single characters, we can say that it is an 
order-0 compressor which samples on the frequency distribution of the single 
characters. But in this "dictionary-based Chinese Huffman coding", we have 
extended the order so that we are now not only sampling the individual char-
acters, but also the phrases with length longer than one. Thus by the result of 
finite-context model in information theory (see 1.5.1), a lower entropy value can . 
be thus obtained. This explains the improvement of the Chinese dictionary-
based HufFman compression over the single character Huffman compression. 
The same theory can be used to explain why the Ziv-Lempel compressors 
can achieve higher compression ratio than the lower order statistical compres-
sors. As we can see from chapter 5, the Ziv-Lempel family compressions in 
fact sample the repeating phrases and then replace them with shorter fix-length 
tokens. For the "Chinese dictionary-based Huffman compressor", the idea is 
similar but with the outputs are not of fix-length, but variable-length tokens 
according to their corresponding frequencies. Thus we can expect to have a 
better compression performance. 
Therefore the comparison between the Chinese dictionary-based HufFman 
coding and the Chinese LZSS / LZW is of interest to be investigated. We may 
especially want to know whether the Chinese LZW can achieve the best per-
formance (as the compressor can model the input text with very long phrases 
and thus the order can be higher) or the dictionary-based Chinese Huffman 
coding can (as it assigns variable length tokens according to the- frequency 
distribution). Or we may describe it as the comparison between "adaptive 
modelling" and "static statistical coding". 
It is found that the compression ratio for the Chinese dictionary-based 
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Huffman coding, the Chinese LZSS compression and the Chinese LZW com-
pression are 1.78, 1.54 and 1.87 respectively. The Chinese LZW shows the best 
result. There could be two main reasons: firstly, the Chinese LZW compressor 
has special exhaustive algorithm that allows it to achieve higher order sam-
pling than the Chinese dictionary-based Huffman compression; and secondly, 
it does not have the extra header to be encapsulated. _ 
For the Chinese dictionary-based Huffman compressor, even though there 
is no special mechanism to discover repeating phrases (for both of the phrases 
found or not found in the fixed dictionary), the performance can still be com-
parable with the Chinese LZW, and even exceed that of the Chinese LZSS 
compression. Of course, the performance is better than both of the original 
implementation of LZSS and LZW (with average compression ratios equal 1.48 
and 1.60 respectively). The main reason, as just mentioned above, is because 
the "dictionary-based Chinese Huffman coding" can assigned efficient codes to 
different phrases found in the input text. 
It is more interesting to see how the header problem affects the three com-
pressors. In order to make the header effect to be as small as possible, we 
are particularly concentrate to compare the compression results of the three 
compressors on the huge Chinese corpus, the "Hanzi.PH" file. In this case, 
the compression ratio of the Chinese dictionary-based Huffman, the Chinese 
LZSS and the Chinese LZW are 2.07, 1.55 and 1.97 respectively. It is obvious 
that the Chinese dictionary-based Huffman compressor can have a very good 
potential to achieve impressive compression result, once if the effect of the 
header can be minimized. 
To summarize, in the Chinese dictionary-based Huffman coding, by just em-
ploying a simple standard dictionary as an extension of the Chinese Huffman 
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compressor as described in chapter 4, this simple and already-on-hand method 
is sufficient to achieve good compression performance with the famous LZW 
algorithm. Especially to compress very large files, when the header problem is 
not dominant, the compression performance can even be better than the Chi-
nese LZW algorithm. We conclude that the Chinese dictionary-based Huffman 
coding should have a very good potential to achieve even higher compression . 
results. 
6.4 Effects of Changing the Size of the Dic-
tionary 
It is interesting to investigate if it is possible to reduce the dictionary size, such 
that the header can be smaller, and thus suppose to have bet ter compression. 
We may also concern how large the dictionary should be so as to obtain the 
optimal compression ratio. We will discuss the above issues in this section. 
As small to medium size files cannot have significant use of the standard 
dictionary, in this section, the file "Hanzi.PH" is used to be analyzed in the 
experiment. The aim of the experiment is to find out how many most frequent 
phrases should be remained in the standard dictionary so that optimal com-
pression can be achieved. The procedures are as follows: the input text is at 
first passed by the Get An Item function (as described in figure 6.3) to identify 
the phrases and accumulate the corresponding frequencies. Then the standard 
dictionary is sorted by the frequencies collected, in order of the most frequent 
phrase comes first. This sorted dictionary is cut into different size from the 
beginning of the file, from zero to the total number of phrases used (26197 
phrases). The intervals include 100 phrases ranged from 0 to 1000, then from 
10000 to 26000, the interval is 1000 phrases. Thir ty data points are obtained 
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as shown in table 6.2 and the graph of compression ratio against the dictionary 
size is plotted as shown in figure 6.4. Two plots are shown in this figure. The 
first one, C.R.(I), is the compression ratio that without considering the header. 
This plot is used as an empirical and reference to the actual result. While the 
other plot, C.R.[II), shows the compression ratio including the header. 
Diet, size C.R.(I) C.R.(II) Diet, size C.R.(I) C.R.(II) Diet, size C.R.(I) C . R . ( I i n i 
0 1.6933 1.6846 8000 2.0925 2.0468 18000 2.1199 2.0336 
1.7690 1.7593 9000 2.0980 2.0481 19000 “ 2.1209 2.0307 
^ 1.8758 " 1 . 8 6 3 6 10000 2.1026 2.0490 20000 “ 2.1219 2.0277 
1000 1.9373 ~ 1.9226 11000 “ 2.1061 2.0484 21000 “ 2.1225 2.0243 
2000 2.0007 —1.9809 12000 2.1092 2.0473 22000 “ 2.1230 2.0210 
3000 2.0328 2.0085 13000 2.1117 _ 2.0457 ~ 23000 2 .1235~ 2 . 0 1 7 6 ~ 
4000 2.0532 2.0246 — 14000 2.1138 2.0437 “ 24000 2 .1242~ 2.014厂 
5000 2.0670 2.0341 15000 2.1157 2.0415 25000 2.1248 2.0112 
6000 2.0782 2.0409 16000 2.1174 “ 2.0392 ~ 26000 — 2.1253 2.0078 — 
7 0 0 0 ~ 2.0862 2.0447 17000 2.1188 2.0365 26197 2.1254 2.0072 
Table 6.2: The compression performance and the size of the standard dic-
tionary in compressing the file Hanzi.PH using the Chinese dictionary-based 
Huffman coding 
Figure 6.4 shows that at the beginning, when the dictionary size equals 
zero (i.e. no dictionary is used), the compression ratio (1.68) is identical to 
the result from the Chinese Huffman compression on single Chinese characters. 
The performance grows very fast from dictionary size of 0 to 10000, and then 
the curve goes smoothly and tends to a constant of 2.13 in the case of the 
empirical plot. It starts to drop steadily in the case of the actual compression. 
The optimal dictionary size is around 9000 to 13000. 
The result agrees with the argument that too large the dictionary will im-
pede the compression ratio by the large size of the header, as we can observe 
that in the empirical curve, the compression ratio does not drop at all. 
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Figure 6.4: The plot of the compression performance against the size of 
the standard dictionary in compressing the file Hanzi.PH using the Chinese 
dictionary-based Huffman coding 
To show that a smaller dictionary can be sufficient to achieve good com-
pression performance, the standard dictionary is extracted so that only the 
most frequent 10% phrases are remained (the percentage of 10 is an arbitrary 
chosen value to serve as a test only). We sample all the corpus files obtained 
and form the 10% dictionary. Then the Chinese dictionary-based Huffman 
compression is applied to the testing files. Table 6.3 summaries the results. 
Both the empirical and the actual compression ratios are shown. 
It can be seen that although the average empirical compression ratio (com-
pression ratio without header) of the 10% cannot perform as good as that of 
the full dictionary (1.95 vs. 2.18), the actual compression ratio of the 10% 
case can have a small improvement (1.81 vs. 1.79). It is thus suggested that in 
case of a trade off of the ability to compress better and the gain in the header 
size, a smaller dictionary can be considered to replace the full dictionary. One 
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Chinese dictionary-based Chinese dictionary-based 
Huffman coding with full Huff-
dictionary man coding with 10% of 
the dictionary 
Filename Filesize with header without header — with header without header 
" H ^ z i . P H 8163166 3937278 (2.07) 3794786 (2.15) 4097008 (1.99) 4040971 (2.02) 
“ d a t a . O l 479716 273911 (1.75) 223568 (2.15) “ 268833 (1.78) 248194 (1.93) 
data.02 484150 277808 (1.74) 226346 (2.14) “ 272551 (1.78) 251500 ( 1 . 9 3 ) “ 
data.03 499796 ~ 2 7 8 4 3 0 (1 .80)~ 229394 (2.18) “ 276329 (1.81) 256188 (1.95) 
“ d a t a . 0 4 509528 ~ 2 7 3 0 4 8 (1.87"]~ 227376 (2.24) “ 272824 (1.87) 253725 (2.01) 
~ d a t a . 0 5 498386 272597 (1.83) 226409 (2.20) “ 270831 (1.84) 251561 (1.98) ~ 
data.06 ~ 4 8 5 7 9 6 " ~ m 3 9 5 (1.78) 223219 (2.18) 268801 (1.81) 248679 (1.95) 
data.07 "189976 ~ ~ m 6 8 5 (1.78) 226194 (2.17) 272904 (1.80) “ 252372 (1.94) 
~"data.08 ~ 4 9 3 9 3 6 ~ m i 2 9 (1.78) 227856 (2.17) 275184 (1.79) 254722 (1.94) 
data.09 490418 275535 (1-78) 226088 (2.17) 272321 (1.80) 252040 (1.95) 
d a t a . l O “ 500672 “ 278565 (1.80) 228733 (2.19) 275585 (1.82^ 255243 ( 1 . 9 6 ) ~ | 
Table 6.3: Compression result for the Chinese dictionary-based Huffman cod-
ing using full standard dictionary and 10% standard dictionary 
more observation can be found is that , in case of compressing the huge file 
"Hanzi.PH", using the full dictionary is even better than using just 10% of the 
dictionary. It shows that when the header problem is reduced, it is still better 
to employ the full dictionary to compress Chinese text files. 
6.5 Chapter Conclusion 
In this chapter, the method of using a standard Chinese dictionary in data 
compression is introduced. The imposition of a Chinese dictionary is an easy 
flying task. It is just appended to the Chinese Huffman coding as an ex-
tension. The above results show that the standard Chinese dictionary can 
help to increase the order of the context modelling in the Chinese Huffman 
compression and thus improve the overall compression performance. In other 
words, without complicated algorithm to find out the repeating phrases, the 
dictionary-based compressor can still achieve comparable compression perfor-
mance with the Ziv-Lempel family compression. Especially in compressing 
large files where the header problem is minimized, the performance is even 
better than the Chinese LZSS and Chinese LZW compressions. 
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In the next section, the concept of the dictionary-based Huffman compres-
sion will be further extended to work with the Ziv-Lempel compressor so as to 
achieve even better compression. 
Chapter 7 
Cascading of Huffman coding 
and LZW compression 
The Ziv-Lempel family algorithms (e.g. LZ77 [ZL77], LZ78 [ZL78], LZW 
Wel84]) can provide a quick discovery of repeating phrases but can only re-
place them with fixed length tokens in the output file. On the other hand, the 
statistical family compressors (e.g. Huffman coding [Huf52] and arithmetic 
coding [Lan84]) can optimize the compression by variable length tokens, but 
these algorithms lack the mechanism to efficiently find phrases of longer length 
to encode. Hence, it is a good idea to combine these two families so that a 
better compression result can be obtained. 
In chapter 6, we have already come across a simple model that can achieve 
the above objective. By using the standard Chinese dictionary, it is possible 
to find longer repeating phrases and to assign variable length codes to them. 
In this chapter, we will investigate how the cascading of the well=known al-
gorithms can help in compressing Chinese text. We propose two models to 
do the cascading: the static model and the adaptive (dynamic) model. The 
general algorithms of the two models will be presented, together with the com-
pression results. Explanations will be given for each moder to account for the 
performance. 
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7.1 Static Cascading Model 
Continue with the work of the Chinese dictionary-based Huffman coding in 
chapter 6, readers may be interested to see if it is possible to replace the 
standard dictionary with a more suitable dictionary that contains repeated 
phrases in the text. From this idea, the static cascading model was developed. 
One important question is: "how can an effective dictionary be found?" 
As a solution, we adopt the exhausive dictionary built by the LZW algorithm. 
Referring to section 2.1.2, the LZW algorithm can actually build a dictionary 
that contains most combinations of the phrases in the input text. By extracting 
the dictionary information and using it as the new standard dictionary in 
the Chinese dictionary-based Huffman coding, the static cascading model of 
compression is obtained. This dictionary is called the "LZW dictionary". 
7.1.1 The Algorithm 
The static cascading of the LZW and the HufFman coding can be described as 
a two-pass compression model. That is, the input file is scanned "twice" in 
the whole compression process. Figure 7.1 shows the general flow of the static 
cascade. 
^ dictionary-based ^^ulpulconipi^ssed \ 
Huffman coding ^ ^ 
Chinese LZW 
。二L f 
Figure 7.1: Flow of data in static cascading of LZW and the Chinese 
dictionary-based HufFman coding 
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In the first pass, the "LZW dictionary" is generated. It can be done by 
capturing all the dictionary entries during the LZW compression process, and 
then output t ing them as the "LZW dictionary". However, in this process, 
many dictionary entries that are not used at all in the compression process 
will also be picked out and the final "LZW dictionary" will be very large. This 
will result in wasting a lot of extra effort in t rasmit t ing the information of the 
"LZW dictionary" and will make the header to be very large. As a result, the 
compression performance is deteriorated. 
To make up for this performance loss, we propose a new method to capture 
the "LZW dictionary" - by picking up the dictionary entries during decom-
pression. The general idea is: adding Deliminators during the decompression 
process. So that the decompressed file are cut into phrases that reflect how 
the LZW compressor makes use of its dictionary phrases to encode the source 
file. To illustrate the idea, let us look into the following example: 
This is a piece of testing information. 
It may appear like this: 
T h — i s 一 i s 一a 一p i — e c e一 of 一 t e s t一 i n g — in—form—tion.一 
Where the symbols ‘—‘ are the deliminators. These phrases are the dictio-
nary entries that are actually used in the compression process. This method is 
more efficient than directly extracting the dictionary contents from the com-
pressor in two ways: (1) the new extraction of phrases is smaller since only 
phrases that are actually used in compression are remained; and (2) the ex-
traction is simpler and faster as it is not necessary to search for each dic-
tionary entry during compression (and decompression), which can be a very 
time-consuming process. • “ 
Chapter 7 Cascading of Huffman coding and LZW compression 119 
In the actual implementation of the proposed idea, the input file is first 
compressed using the Chinese LZW algorithm (section 5.2). During the de-
compression, carriage returns are added as deliminators after each item output. 













This decompressed file contains the information of how the LZW compres-
sor segmentates the phrases. After removing duplicated words and sorting the 
phrases, the "LZW dictionary" is formed. In the second phase, this "LZW dic-
tionary" is then used with the Chinese dictionary-based Huffman compressor 
to compress the input file again. Since the dictionary contains most phrases 
found in the input text, the compression ratio is expected to be very good. 
To make the file decompressible by the decoder, both the LZW dictionary 
and the compressed text should be included in the compressed file. Let f � 
be the original file size, fc be the compressed file size, fh be the size of the 
compressed header (by using the Chinese single character Huffman coding) and 
fd be the size of the compressed dictionary (also by the Chinese single character 
Huffman coding). Then the compression ratio for the static cascading model 
is obtained by the following equation: 
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C, R* — "7 r T" 
fc + fh + fd 
To save the overhead of transmitting the LZW dictionary, we observe that 
for any string 5 found in the LZW dictionary, all sub-strings of 5 will also 
be in the dictionary. In other words, the dictionary generated by LZW algo-
rithm contains all the sub-strings of those longest phrases. Consider a string 
5[0,.., n — 1], the LZW dictionary will contain also the sub-strings s [ 0 , n —2], 
5[0,.., n — 3], 5(0]. • 
This is a direct phenomenon of the concatenation property of the LZW 
algorithm. Thus it is only necessary to store those longest strings. The de-
compressor can automatically genv3rate all the other substrings. Let Slzw be 
the set of all phrases in the LZW dictionary and Sizwiong be the set of the 
longest phrases with all the sub-strings removed, we have 
Sizwiong C Slzw 
Let s[0..l — 1] be a string with length I, then 
•<S[0, . . , / — 1] G SlZW^^S G Sizwiong S £ S* 
where is the set containing s[0..l — 2], ..., •s[0]. The equation shows 
that any sub-string dictionary entry can find a corresponding longer string to 
represent it. 
7.1.2 Result 
In order to obtain a smaller output file, the "LZW dictionary" is compressed 
using the Chinese Huffman algorithm described in chapter 4. Table 7.1 sum-
marizes the results in compressing the corpus files. In the table, we put both 
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the result of dictionary-based Huffman coding using the standard dictionary 
(as described in chapter 6) and the result of the static cascading model with-
out the header (which is understood as the empirical compression ratio) for 
comparison. 
—Filename Chinese dictionary- Static cascading model Static cascading model 
based Huffman coding (with header) (without header) 
using the standard dic-
tionary (with header) 
—Hanzi.PH 3937278 (2.07) 2320841 (3.52) 1770368 (4.61) 
data.Ol — 273911 (1.75) 273592 (1.75) — 192766 (2.49) 
— d a t a . 0 2 —- 277808 (1.74) 277276 (1.75) — 194906 (2.48) 
— d a t a . 0 3 — 278430 (1.80) 280489 (1.78) 一 196488 (2.54) 
data.04 - 273048 (1.87) “ 276897 (1.84) — 193072 (2.64) 
— d a t a . 0 5 “ 272597 (1.83) “ 275592 (1.81) — 191524 (2.60) 
data.06 272395 (1.78) 275384 (1.77) 一 193782 (2.51) 
— d a t a . 0 7 — 275685 (1.78) 277444 (1.77) —— 195149 (2.51) 
— d a t a . 0 8 - 278129 (1.78) “ 278919 (1.77) 一 195693 (2.52) 
~ data.09 — 275535 (1.78) 278011 (1.76) — 195281 (2.51) .. 
~ data.lO — 278565 (1.80) 281243 (1.78) — 196936 (2.54) ‘ 
— d a t a . b S 340158 (1.72) 337890 (1.73) 206399 (2.83) 
»-
Table 7.1: Compression result for static cascading of LZW and dictionary-
based Huffman coding 
Table 7.1 shows that in general, the static cascading compressor can have 
similar performance with the dictionary-based Huffman coding. In particular, 
good compression performance is found in compressing the file "Hanzi.PH" 
(which is the concatenation of all the PH corpus files). For the static cascading 
model without header, the compression performance is much more better. This 
shows that once if the overhead of the header can be amortized over a large 
file, the compression performance achieved by the static cascading compressor 
could be very good. 
7.1.3 Explanation and Analysis of the Result 
It is not difficult to imagine that the static cascading compression .can obtain 
a compression result that is close to, or even more superior than that of the 
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Chinese dictionary-based Huffman coding. However, table 7.1 only suggests 
table the compressor can get close result in cases of compressing the 500 kilo-
bytes standard files from the PH corpus, even though a much more impressive 
result is obtained in compressing the huge concatenation file, "Hanzi.PH". 
The main factor that hinders the performance improvement is not in the 
compressed content, but in the header. More specifically, the encapsulated 
LZW dictionary contributes the most. In the case of the Chinese dictionary-
based Huffman compressor, there is no need to send the dictionary to the 
decoder because the standard dictionary is kept by both sides. Table 7.1 shows 
that the static cascading model can compress much better than the standard 
dictionary compression does. When we look into the average compression ratio 
of the static cascading model without header (which is 2.56), it is much better 
than that of the version with header (the average compression ratio is 1.92). 
Hence, if the problem of sending the LZW dictionary can be solved, a more 
significant performance improvement can be achieved. 
As a result, we propose two experiments to achieve the goal. The first 
one is to form a new "standard c o m m o n phrases LZW dictionary" to 
replace the standard dictionary used in chapter 6, so that no extra overhead 
is needed to send and store the dictionary. This dictionary will be kept by 
both the compressor and the decompressor. The second method is to use only 
a small portion of the “LZW dictionary", so that the dictionary overhead can 
be reduced. 
In the first experiment, the "standard c o m m o n phrases LZW dictio-
nary" is generated by extracting all phrases that are commonly found in all 
the individual LZW dictionaries of the sample files. Table 7.2 shows the re-
sult obtained by the use of the individual dictionary and by the use of the 
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"standard common phrases LZW dictionary". 
Static Static cascading with 
cascading with individual standard common phases 
dictionary encapsulated LZW dictionary 
Filename Filesize with header without header with header without header 
� d a t a . O l 479716 273592 (1.75) 192766 (2.49) 251242 (1.91) 224118 (2.14) 
“ d a t a . 0 2 484150 ~277276 (1.75) 194906 (2.48) ~256062 (1.89) 228460 (2.12) 
data.03 "199796 ~ ^ 4 8 9 (1.78) 196488 (2.54) 257679 (1.94) ~ 2 3 1 2 0 7 (2.16) 
data.04 ~509528 ~ m 8 9 7 (1.84) 193072 (2.64) 253837 (2.01) ~ 2 2 8 2 3 2 (2.23) 
data.05 _ 498386 275592 (1.81) 191524 (2.60) 251360 (1.98) 225484 (2.21) ~ 
data.06 “ 485796 275384 (1.77) 193782 (2.51) 250807 (1.94) 224305 (2.17) 
data.07 489976 ~277444 (1.77)~ 195149 (2.51) ~254650 ( 1 . 9 ^ 227496 (2.15) 
“ d a t a . 0 8 493936 一278919 j 1 . 7 才 195693 (2.52) 257670 ( 1 . 9矿 230913 (2.14) 
“ d a t a . 0 9 490418 —278011 j l J 矿 195281 (2.51) 254670 (1.93)" 227979 (2.15) 
. - d a t a . l O 500672 281243 ( 1 . 7矿 196936 (2.54) 259145 (1.93) 232450 (2.15) 
Table 7.2: Compression result for static cascading and the Chinese dictionary-
based Huffman coding using the standard LZW dictionary 
Note that in the static cascading model with individual dictionary, the 
header includes the dictionary and the header of the static Huffman coding. 
But in the case of the "standard LZW dictionary", the header means only the 
Huffman header. We include the columns of "without header" in both cases 
to show the empirical Huffman compression performance, which reflects how 
good the sampling and modelling are. 
From table 7.2, better compression performance is found in the proposed 
"standard common phrases" LZW dictionary. It is because the reduced dic-
tionary size gives a substantial compression improvement. Even though the 
empirical compression ratio (with the header size excluded) is better in the 
original static cascading model using the individual dictionary. 
The better empirical compression ratio in using the individual dictionary 
is not difficult to understand. It is because the dictionary used in assumed to 
». 
be a "best fit" dictionary. Thus repeated phrases are more easily found. In 
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using the standard common phrases LZW dictionary, since it does not contain 
all the optimal phrases for the individual files, its empirical compression ratio 
is not as good as the use of individual dictionary. 
However, the standard common phrases LZW dictionary is better in the 
actual compression ratio. There are two reasons: firstly, the common phrases 
dictionary is smaller in size than those individual dictionaries. Secondly, by us-
ing the standard common phrases LZW dictionary, there is no need to send the 
dictionary information. The above two reasons compensate the loss in using a 
less optimal dictionary and thus achieve an overall performance improvement. 
In the second experiment, another approach is launched to reduce the 
header problem. Rather than sending the whole LZW dictionary to the decom-
pressor, we propose to encapsulate''only 10% of the dictionary. Table 7.3 shows 
the results with a full LZW dictionary and with a 10% of LZW dictionary. 
Static Static cascading using 
cascading with individual the most frequent 10% of 
dictionary encapsulated the individual dictionary 
Filename Filesize with header without header with header | without header 
data.Ol 479716 273592 (1.75) 192766 (2.49) 255282 (1.88) 231109 (2.08) 
~ d a t a . 0 2 —484150 177276 (1.75) “ 194906 (2.48) ~ 2 ^ 1 4 0 (1.87) “ 234340 (2.07) 
data.03 499796 “ 280489 (1.78) 196488 (2.54) 260820 (1.92) 236771 ( 2 . 1 1 ) “ 
data.04 509528 “ 276897 (1.84) 193072 (2.64) 256787 (1.98) 233310 ( 2 . 1 8 ) “ 
~ data.05 —498386 ~?75592 (1.81) “ 191524 (2.60) " " ^ 8 1 8 (1.95) 232081 ( 2 . 1 ^ ~ 
~ data.06 —485796 ~?75384 (1.77) “ 193782 (2.51) ~ ^ 8 7 4 (1.91) 230962 ( 2 . 1 0 ] ~ 
data.07 489976 “ 277444 (1.77) 195149 (2.51) 258608 (1.89) 234044 ( 2 . 0 9 ) “ 
~ data.08 —493936 " ^ 8 9 1 9 (1.77) “ 195693 (2.52) ~ ^ 6 1 2 (1.90) “ 236509 ( 2 . 0 ^ 
data.09 490418 “ 278011 (1.76) 195281 (2.51) 257614 (1.90) 233558 ( 2 . 1 0 ) “ 
data.lO 500672 281243 (1.78i 196936 {2.54) “ 261156 (1.92) 236822 (2.11) 
Table 7.3: Compression result for static cascading using full indivrdual dictio-
nary and using 10% dictionary 
It is found that the performance is substantially improved by an average of 
7.3% (from compression ratio of 1.78 to 1.91). This suggests that it is another 
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good approach to improve the performance of the static cascade compression. 
7.2 Adaptive (Dynamic) Cascading Model 
The idea of the adaptive cascading model can be thought as an extension of 
the Chinese LZW compression described in section 5.2. The LZW compressor 
is now outputting not a fixed length token, but a variable length Huffman code 
from the Huffman tree. It is expected that such a compressor can achieve 
a very good compression performance. The reason for us to choose LZW, 
rather than LZSS as the algorithm to cascasde with the Huffman coding is that 
the LZW algorithm can preserve more information than the LZSS algorithm. 
This characteristic helps Chinese compressors to attain better performance 
because repeated Chinese phrases can be found only if large amount of previous 
contents are available. • 
In the following sections, our algorithm and implemenation will be de-
scribed. The results are then compared with two well-known good and widely 
available compressors, gzip^ and comp-2'^. 
7.2.1 The Algorithm 
By combining the LZW algorithm with the adaptive Huffman coding, an adap-
tive cascading compressor is constructed. For each phrase added into the LZW 
dictionary, it is also inserted into the Huffman tree. During compression, other 
than outputting the fixed length tokens (as performed by the LZW^lgorithm), 
the compressor also searches through the Huffman tree to output the optimized 
igzip is a cascade compressor of the LZ77 algorithm and Huffman coding. The compressor 
is now widely used in many UNIX systems 
2comp-2 is an order arithmetic compressor derived by N. Mark [Mar92]. The com-
pressor is often referred as a benchmark and is cited as a good statistical compressor that 
can achieve very high compression performance. ‘ 
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variable length code. Let ® denotes the concatenation operation of two strings, 
Snuff is the set of strings in the Huffman tree and Schi is the set of single 
characters (including both Chinese and English). The general algorithm is 
described in figure 7.2 
last_str := Readl tem (input stream) 
ch : =： Readl tem (input stream) 
w h i l e ch • End of stream “ 
i := the index of ( lastjstr © ch ) 
if string of i 茫 S j j u / / 
if lastjstr G Scht 
if lastjstr ^ S j ju / f 
get Huffman code of Escape and output to the output stream 
output ASCII code of lastjstr to the output stream 
S H u f f := S n u f f ^ l a s t 此 
e n d i f 
get Huffman code of last_str and output to the output stream 
Update frequency of last-str 
e n d i f 
get Huffman code of lastjstr and output to the output stream 
Update frequency of last_str 
e n d i f 
last-str := i 
ch := Readl tem (input stream); 
e n d w h i l e 
Figure 7.2: The main loop of the cascading of Huffman coding and the LZW 
algorithm 
The main loop in figure 7.2 shows that the Huffman tree holds not only 
single characters, but also phrases, just like that in the dictionary-based Huff-
man compressor. Every time when a new phrase is found, the code of the last 
string will be outputted to the output stream and the Huffman tree will be 
updated. The method of storing a long string is similar to the LZW algorithm 
:Wel84:. . 
7-2-2 Result 
Table 7.4 shows the compression result by gzip, comp-2 and the adaptive 
». 
cascading of the LZW and the Chinese Huffman coding. 
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—data.Ol 479716 250726 (1.91) 213874 (2.24) 214626 (2.24) 
—data.02 ~484150 ~ ^ 2 6 3 7 (1.92) _ 216614 (2.24)~ 217416 (2.23) 
—data.03 499796 " ^ 4 6 9 6 (1.96) 216786 (2.3l) 219710 (2.27) 
data.04 509528 —252878 (2.01) 219819 (2.32) 216606 (2.35) " 
一data.05 498386 ~ ^ 5 9 6 5 (2.03) 217029 (2.30) 214668 (2.32) 
~da t a . 06 485796 249995 (1.94) 223411 (2.17) “ 215505 (2.25)— 
一data.07 489976 252949 (1.94) ~224924 (2.18) 217556 (2.25) 
data.08 1 3 9 3 6 ~ W 8 0 0 (1.97) —225694 (2.19) 219288 (2.25) 
data.09 1 0 4 1 8 " ~ ^ 6 0 2 (1.95) 225004 (2.18) “ 217913 (2.25) 
~da t a . lO 500672 253735 (1.97) 225889 (2.22) 220355 (2.27) 
r~data .b5 584696 288300 (2.03) 202350 (2.89) 245528 (2.38) 
Table 7.4: Compression Results of gzip, comp-2 and adaptive Chinese LZW-
Huffman coding • 
The cascade compressor shows that the adaptive compressor achieves better 
compression ratio than gzip in all cases. Out of the ten sample files from 
the PH corpus [Guo93], seven files are compressed better by the adaptive 
cascading compressor when compared with comp-2. In compressing the mixed 
Chinese and English characters file "data.bS", the performance of the adaptive 
cascading compressor is not as good as the comp-2. 
7.2.3 Explanation and Analysis of the Result 
The above compression result is a consequence of the best fit modelling. With 
the LZW algorithm, long phrases are found. With the adaptive Huffman 
coding scheme, these phrases are optimized in their codes according to their 
frequency distribution. 
« ‘ 
The main characteristic of the adaptive cascading compressor over the 
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static cascading compressor is the omission of the header information. In-
formation are synchronously updated by both the compressor and the decom-
pressor as the compression progresses. Thus, we can expect the compression 
performance is very close to the empirical compression ratio by the static cas-
cading version shown in table 7.2. 
7.3 Chapter Conclusion 
In this chapter, we investigate the possibility of merging the Ziv-Lempel family 
(which can attain higher order context modelling) and the statistical compres-
sors (which can optimize the coding of the tokens). Two models are proposed: 
the static cascading model and the adaptive (dynamic) cascading model. 
The static cascading model shoVed that the compressor can perform better • 
than the use of a standard dictionary (as described in chapter 6). It showed a 
remarkable compression result in compressing the concatenated file from the 
PH corpus [Guo93]. We also proposed two ways to reduce the overhead of the 
LZW dictionary: by either using a standard common phrases LZW dictionary 
and by using a smaller portion of the dictionary. 
Lastly, an adaptive cascading compressor was built to compare the results 
with some benchmark compressors. The adaptive cascading of the Chinese 
Huffman coding and the Chinese LZW algorithm outperformed the gzip and 




In the thesis, we concentrate on the compression methods for Chinese text. We 
at first investigated the two main streams of data compression algorithms: the 
statistical compression and the Ziv-Lempel family compression. We observed 
that their performance was not satisfactory in Chinese text. The reasons for 
the poor performance were identified and modification of the algorithms were 
made to increase the performance. We used the Huffman coding (chapter 
4) and Ziv-Lempel compression (LZSS, section 5.1 and LZW, section 5.2) in 
our experiment. We conclude that with the proper sampling over the input 
text, better compression can be achieved either by increasing the compression 
ratio or by making the algorithm more efficient in execution time and memory 
consumption. 
We also introduced the idea of "standard Chinese dictionary" in the HufF-
man compression in order to segmentate the input text and to increase the 
order of compression (chapter 6). The idea comes from the fact that there is 
no space to deliminate the Chinese phrases. The algorithm showed a compara-
ble compression ratio with the Huffman coding, LZSS and LZW compression. 
129 
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Lastly, by considering the merits from both the statistical compression and 
the Ziv-Lempel compression, two cascading models of the two families of algo-
rithms were proposed in the thesis. They were the static cascade (section 7.1) 
and the adaptive cascade (section 7.2) of Huffman coding and LZW respec-
tively. The idea of the static cascading model is to find a more "fit" dictionary 
for the Chinese dictionary-based Huffman coding. Instead of using a fixed 
standard dictionary, an "LZW dictionary" was employed. We also proposed a 
method to extract the "LZW dictionary" from the Chinese LZW compression. 
In this way, an even better compression performance was obtained. Another 
adaptive model of cascade of Chinese Huffman coding and the Chinese LZW 
algorithm was constructed. The performance was satisfactory that was close 
to, or even better than most available compressors. 
8.2 Future Work Direction 
The end of this research is not the end of the Chinese data compression re-
search. Here, we would like to identify certain important aspects that can be 
considered as the future work direction. 
8.2.1 Improvement in Efficiency and Resources Con-
sumption 
As our research aims at achieving better compression ratio in different algo-
rithms, the execution time and memory consumption are not put in the first 
priority to be optimized. If the algorithms are considered to be implemented 
as practical or commercial products, it is important to investigate into these 
aspects. 
». 
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8.2.2 The Compressibility of Chinese and Other Lan-
guages 
In the explanation why the traditional algorithms cannot perform very good 
in compressing Chinese text, we briefly discussed about the “degree of com-
pactness" in Chinese language (page 36). With sufficient resources such as 
translation programs and articles with both Chinese and English versions, it ~ 
is of great value to further investigate on the topic. 
8.2.3 Use of Grammar Model 
In this research, we concentrate on the use of context modelling technique to 
build the model for compression. In the introduction, we briefly mentioned the 
topic of grammar model in data compression (section 1.5.1). Nevill-Manning et 
al described a method to employ grammar model in data compression in their 
paper [NMWM94]. We believe that studying the grammar of a language and 
then making use of the special features can help to improve the compression 
performance. 
8.2.4 Lossy Compression 
Lossy compression is a new topic that raises many people's attention in the field 
of data compression. The basic idea is that , by omitting certain information in 
the source data, a good enough, or even very good compression performance 
is achieved without great lost'of fidelity. Usually, the application is mainly on 
image compression, moving pictures compression and voice compression. In 
these applications, the tolerance of losing certain information is high. 
It would be interesting to apply lossy compression in text. Every word in 
a piece of text can carry a lot of meanings, and thus it is not ea:sy to omit 
any word for a better compression performance. However, in 1994, Witten 
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et al. proposed a lossy compression model [WBM+94]. In the proposed idea, 
thesaurus is used to find shorter words to replace words with similar meanings. 
We observed for a piece of information, the Chinese language version is a 
more compressed form. Thus we would like to propose a model called "lossy 
compression by translation". In the model, any text can be translated into Chi-
nese, so that smaller amount of memory storage is required. The translated 
article can further be compressed by using any dedicated Chinese compres-
sors, as explained in this thesis. We would like to leave the above discussion 
as a future work to investigate whether the final output can be better than 
compressing the original text. 
8.3 Epilogue 
I 
It is often said that doing research is a never-ending task. Nobody would claim 
his/her work is perfect anytime, and so wouldn't us. In this research, we would 
like to just act as an enlightenment for any forth-coming researchers. It is not 
only us to work on data compression, but all of us to work together, for the 
future work in this field. 
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