Abstract-In this article we propose a novel approach for networked control systems with unknown constant time delay. A distributed controller is considered, under the assumption that static controllers directly connected to the plant, can be implemented. Stability and sensitivity to time delay goals can be conjointly defined. The necessary and sufficient conditions for the existence of a controller which guarantees delayindependent stability and a frequency dependent maximum of the norm of the sensitivity function with respect to time delay are formulated as a feasibility problem with polynomial matrix inequality constraints. In a numerical example we show that the proposed formulation can give usefull solutions in non-trivial cases.
I. INTRODUCTION

I
N networked control systems (NCS) the plant and the controller are spatially separated, and connected through a communication network, see [1] - [3] for an overview. The motivation for replacing classical point-to-point architecture with NCS originates, among others, from the flexible reconfiguration NCS offer ; nodes can be added or removed without additional wiring effort. The number of active nodes sharing the communication line has an effect on the communication time delay, the packet loss, and the available communication bandwidth, parameters which are therefore not exactly known during the controller design. Advantageously, NCS offer additional degrees of freedom for the controller design, i.e. some limited computational power is available on the plant side, which can be used to implement low order controllers.
In this article the unknown constant time delay challenge is addressed. Time delay in the control loop deteriorates the performance and may lead to instability. For a general overview on constant time delay systems see [4] , [5] . Constant time delay methods are distinguished between delaydependent and delay-independent, according to whether a bound on the time delay value is necessary for stability or not. Delay-independent methods are usually based on the small gain theorem, i.e. the gain of the open loop transfer function must be smaller than one over all frequencies, which is known to be rather conservative.
Here, a novel distributed controller approach is proposed for delay-independent stability, under the assumption that only static controllers can be implemented on the plant side. controller part is designed for zero time delay, while the second guarantees delay-independent stability and low sensitivity to time delay. Low sensitivity to time delay ensures that the performance gracefully degrades with increasing time delay value. Combined with good performance for zero time delay, satisfactory performance is achieved in a wide range of time delay values.
Delay-independent stability as well as a frequency dependent maximum of the norm of the sensitivity function with respect to time delay can be guaranteed by the H ∞ norm of the loop, where the time delay and the "extended by the static controller plant" reside. The necessary and sufficient conditions for the existence of a controller which guarantees a maximum H ∞ norm of the above mentioned loop are formulated as a feasibility problem with polynomial matrix constraints. In a numerical example it is shown that the proposed approach can supply useful solutions in nontrivial cases.
This work is a continuation of the results in [6] , [7] and was originally inspired by the scattering transformation [8] , [9] . The scattering transformation, is a method frequently encountered in force feedback telepresence systems with arbitrary constant time delay. Major contribution of this article compared to the above is the formulation of the controller design problem as a feasibility problem with polynomial matrix constraints, as well as the consideration of a more general transformation.
The remainder of this article is organized as follows. Section II presents the necessary background and Section III the problem formulation. The stability analysis is given in Section IV and performance issues are discussed in Section V. In Section VI a controller design strategy is presented and in Section VII a numerical example in given. Conclusions are presented in Section VIII.
II. PRELIMINARIES
Notation :
The set of non-negative real numbers is denoted by R + , the Euclidean space of dimension m by R m , and the set of real and complex valued matrices with dimensions n × m by R n×m and C n×m respectively. For a matrix M the transposition and conjugate transposition are denoted by M T and M * . The notation M > 0 is used to denote its positive definiteness ("≥","<","≤" for positive semi-definiteness, negative definiteness, negative semidefiniteness respectively). With I, the unit matrix is denoted and with diag[M 1 , ..., M n ], the block diagonal matrix with diagonal elements M 1 until M n .
We consider linear-time-invariant (LTI), controllable and observable systems given by 
A. Sensitivity function
The sensitivity function of a system (1) with transfer function G, with respect to a parameter T , is given by
dT .
Low |S G T (s)| implies that a variation in T slightly affects G, i.e. the input-output behaviour of the system.
B. The Kalman-Yakubovich-Popov lemma
Given a controllable and observable system (1) with transfer function G(s) and the matrices Q = Q T ∈ R m×m , S ∈ R p×m , R = R T ∈ R p×p , the following statements are equivalent [10] :
2) There exists a symmetric matrix P = P T such that
III. PROBLEM FORMULATION
The plant Σ p is given by (1) , with x p ∈ R n p , u p ∈ R m , y p ∈ R p being its state, input and output vectors respectively, see Fig. 1 . On the plant side a static-output-feedback-inputfeedforward (SOFIF) controller is used. The local static controller with input and output vectors [u r y p ], [u p v r ] ∈ R m+p respectively, is described by an invertible transformation M ∈ R (m+p)×(m+p) between the plant input-output vector z p , and the right hand transmitted through the network variables s r , i.e.
(2) The remote controller is decomposed in the same structure, i.e. a static part described by the inverse transformation M −1 between the left hand transmitted through the network variables s l and the input-output vector z c , i.e.
and the dynamic controller Σ c given by (1) , with x c ∈ R n c , e ∈ R p , y c ∈ R m being its state, input and output vectors respectively, see Fig. 1 . By e = w − u c the control error is denoted, with w ∈ L 2e being the desired value and u c the lefthand output of M −1 . In order to avoid confusion, in the following we refer to the local and remote SOFIF controllers simply as transformation M. 
The time delays T 1 , T 2 ∈ R + are constant but unknown. For further reference, the following subsystems are defined: In the remainder of this article we consider that the controller Σ c is a-priori designed for zero time delay. We furthermore assume, that the closed loop system is well posed, i.e. for each input signal w ∈ L 2e there exists a unique solution for the signals e, u c , y c , u l , v l , u r , v r , u p , y p that causally depends on w. Clearly, considering the standard approach, i.e. M = I, the closed loop system can be unstable, as shown e.g. in [11] for passive subsystems. The main result of this paper are the necessary and sufficient conditions of the existence of a transformation M which guarantees delay-independent stability as well as a frequency dependent maximum for the norm of the sensitivity function of the closed loop system with respect to time delay.
IV. STABILITY ANALYSIS
In the rest of this article we restrict to single-inputsingle-output case, i.e. m = 1. The elements of the matrix M ∈ R 2×2 are denoted by m 11 = a, m 12 (2), (3) to be, 47th IEEE CDC, Cancun, Mexico, Dec. [9] [10] [11] 2008 ThB06.5
According to (4) the system can be seen as a series connection of the standard closed loop system without time delay G 0 , and the system G tr which describes the influence of the time delay and the transformation M in the closed loop behaviour. Under this setup delay-independent stability is equivalent to a small gain condition of the loop where the time delay and the "extended by the local static controller plant" reside, 
The addition of the transformation M allows a larger class of controllers for delay-independent stability compared to the standard small gain theorem. This may lead to less conservative controller design. In fact, even delay-dependent approaches are outperformed as shown in [6] for a special case of the proposed approach.
Remark 1: Instead of the necessary and sufficient stability condition (7), the condition G OL ∞ < 1 can be used, as the computation of G OL ∞ is amenable to many analysis tools, e.g. linear matrix inequalities. Conservatism of the stability condition G OL ∞ < 1 comes from the fact that |G OL | must be less than one in the zero frequency as well.
Remark 2: Proposition 1 implies strict stability of Σ r , Σ l . Σ r is the combination of the plant Σ p with the local SOFIF controller. Thus, in case of an unstable plant, it must be prestabilized by the static output-feedback, restricting the approach to static-output-feedback stabilizable plants. If that's not the case, a higher order dynamic transformation M should be considered. This is subject for future research.
Remark 3: Special cases of the proposed setup are the scattering transformation used in passive telepresence systems with time delay and packet loss in the communication network [11] , as well as the more general transformation introduced by the authors in [7] for inputfeedforward-output-feedback passive systems. In fact, in all these cases, instead of the stability condition (7), the more conservative one G r ∞ G l ∞ < 1 is considered as G OL ∞ ≤ G r ∞ G l ∞ . By resolving to this more conservative condition many scattering based approaches for timevarying delay [12] and packet loss [13] are straightforward to apply here. However, here, we concentrate on the necessary and sufficient conditions for constant time delay.
V. PERFORMANCE ANALYSIS
In the following, the sensitivity to time delay and the steady state behaviour are discussed.
A. Sensitivity to time delay
According to the previous section in the remainder of this section it is assumed that G OL ∞ < 1, i.e. the system is delay independently stable. Here, it is shown that a lower bound on G OL ∞ < 1 can further guarantee a frequency dependent maximum of the norm of the sensitivity function with respect to time delay. The sensitivity function of the closed loop system with respect to the round trip time delay T = T 1 + T 2 is given by the infinite dimensional transfer function 
Proof : For the norm of the sensitivity function we have
where the dependence on jω 0 is suppressed for convenience of notation.
From the derivative of (8) with respect to G OL ∞ it is straightforward to see that the right part of (8) is a strictly increasing function of G OL ∞ . Thus, instead of minimizing the norm of the infinite dimensional function S G * T we can minimize G OL ∞ . Note that this conforms to the small gain stability requirement G OL ∞ < 1. However, Theorem 1 guarantees a worst case bound for the sensitivity function and not the actual value.
Insensitivity, i.e. S G * T = 0, can be achieved with a proportional controller G c (s) = (4) reduces to G(s) = G 0 (s)e −sT 1 with the time shifting part having no effect on the transient response. This is the limit case in which the controller is completely locally implemented. Only the reference input w is transmitted through the communication network, as implied by G OL = 0. In general, a proportional controller does not meet the performance requirements and a compromise should be made between performance and sensitivity to time delay.
B. Steady state behaviour
The steady state behaviour of the proposed controller structure is equivalent to the steady state behaviour of the typical feedback interconnection of plant and controller without time delay, as easily derivable by setting s = 0 in (4) and (5) resulting in G(0) = G 0 (0). In terms of steady state error the proposed approach clearly outperforms the standard small gain approach which is the 47th IEEE CDC, Cancun, Mexico, Dec. [9] [10] [11] 2008 ThB06.5
only alternative delay-independent method without local control measures. The standard small gain approach re- , a = 0.866, b = 0.5, c = −0.5, d = 0.866.
VI. CONTROLLER DESIGN
Based on the above, the problem of guaranteeing delayindependent stability as well as a frequency dependent maximum for the norm of the sensitivity function with respect to time delay, can be expressed as a minimization problem of G OL ∞ . In the following it is shown that the controller design problem of finding a transformation M so that G OL ∞ is bounded by a specific value can be expressed as a feasibility problem with polynomial matrix constraints. In the following theorem the optimization parameters are denoted by bold letters.
Theorem 2: G OL ∞ ≤ γ ex if and only if there are γ c , γ p ∈ R + , l 1 , l 2 , l 3 , l 4 ∈ R, and symmetric matrices P p , P c , P ex so that for i ∈ {ex, p, c},
and A ex , B ex ,C ex , D ex representing the extended system of the parallel connection of Σ p , Σ c and
and
The boundness of G OL ∞ by γ ex is equivalent to strict stability of Σ r , Σ l , and |G OL ( jω)| ≤ γ ex , ∀ω. It is shown in the proof that a bound of |G OL ( jω)|, ∀ω can be concluded by the values on the jω axis of the extended system Σ ex (11) . The KYP lemma is then used in order to reformulate the condition for the values of |G ex ( jω)| to a finite dimensional matrix inequality, i.e. F ex ≤ 0 (9), based on the state space representation of Σ ex (11) . Inequalities F p ≤ 0, F c ≤ 0 (9), imply finite gain L 2 stability Σ r and Σ l with arbitrary large gains γ p , γ c ∈ R + respectively, which is equivalent to strict stability.
Remark 4: The optimization parameters γ p , γ c , i.e. the arbitrary large L 2 gains of Σ r , Σ l , are in real problems bounded by the computational capabilities of the solvers. Therefore, they can be a-priori set to a large constant value, reducing the constraints F p , F c ≤ 0 (9) from polynomial to quadratic.
Remark 5: Inequalities F p , F c ≤ 0 (9), which guarantee strict stability of Σ r , Σ l , can be replaced by a number of quadratic inequalities. The stability area for the plant feedback gain in Σ r can be a-priori defined based on classical methods, like the Nyquist plot or the root locus. It is shown in the proof that the plant feedback gain in Σ r is −l 1 /l 3 . In consequence, the constraint for strict stability of Σ r can be expressed as a number of inequalities of the form − > k i , where k i are the limits of the pre-defined admissible stability areas. Equivalently, the stability constraint for Σ l can be expressed by a number of quadratic inequalities of the form l 3 /l 4 < k j or l 3 /l 4 > k j .
Remark 6: Any non-convex polynomial constraint can be reformulated into a bilinear one with increased dimension [14] . Bilinear problems are in general hard to solve, and it is known that even the BMI feasibility problem is NPhard [15] . Nevertheless, as shown in the numerical example, the available solvers can give useful solutions in non-trivial cases based on the proposed formulation.
Remark 7: For controller design methods that can be implemented as problems with bilinear constraints, e.g. LQG control, the co-design of Σ c and the transformation M is straightforward. The co-design is achieved by considering the controller parameters A c , B c ,C c , D c as optimization parameters and adding the additional performance constraints. Nevertheless, by this way, well established linearization techniques, which lead to an efficient solution for Σ c cannot be applied.
VII. NUMERICAL EXAMPLE
The considered system is the NN8 example, extracted from the publicly available benchmark collection COMPl e ib [16] , regarding only its first input and output, resulting thus in a SISO system. Its state space representation is given by
The exact design procedure is described in the next section.
A. Design of controller Σ c .
As controller Σ c a Linear Quadratic Regulator is considered minimizing the cost function 
C. Simulations
In the following, a comparison is presented between the systems with and without the transformation.
1) Sensitivity to time delay:
The sensitivity function with respect to round trip time delay of the two systems, for round trip time delay T = 300ms, is shown in Fig. 2 . The sensitivity is plotted until the maximum cutoff frequency of the two closed loop systems. The sensitivity of the system with the transformation is less than the one without the transformation in almost all the frequencies of interest.
2) Impulse response: The impulse response to the plant input, is shown in Fig. 3 for T =0,150 ,300,600ms. For zero time delay both systems give the same response. The system with the transformation remains stable in all cases, and its response is slightly affected by the time delay value. On the contrary, the system without the transformation is sensitive to time delay, and becomes unstable at T =288ms.
VIII. CONCLUSIONS
In this article a novel control approach is proposed with a two degrees of freedom controller for delay-independent stability and low sensitivity to time delay. The first controller part guarantees specific performance measures for zero time delay, while the second part deals with delay-independent stability and low sensitivity to time delay. The necessary and sufficient conditions of the existence of a controller which guarantees delay-independent stability and a frequency dependent maximum of the norm of the sensitivity function with respect to time delay are formulated as a feasibility problem with polynomial matrix constraints. In simulations it is shown that the proposed formulation can give usefull solutions in non-trivial cases. In a numerical example the proposed approach significantly reduces the sensitivity to time delay. Future research is to approach multiple-inputmultiple-output systems, and time-varying delay. APPENDIX Firstly, we prove an alternative formulation of the static output feedback stabilizability problem for systems with D = 0. This is necessary as we cannot consider without loss of generality D p = D c = 0 since the right and the left transformations M and M −1 are not independent systems. Lemma 1: The closed loop system of a system Σ (1) with a static output feedback gain matrix K, i.e. u = w + Ky (14) is strictly stable if and only if there is a symmetric positive definite matrix P = P T > 0 and a γ ∈ R + so that 
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