Abstract Safety-critical avionics systems which become more complex and tend to integrate multiple functionalities with different levels of criticality for better cost and power efficiency are subject to certifications at various levels of rigorousness. In order to simultaneously guarantee temporal constraints at all different levels of assurance mandated by different criticalities, novel scheduling techniques are in need. In this paper, a mixed-criticality sporadic task model with multiple virtual deadlines is built and a certification-cognizant dynamic scheduling approach referred as earliest virtual-deadline first with mixed-criticality (EVDF-MC) is considered, which exploits different relative deadlines of tasks in different criticality modes. As for the corresponding schedulability analysis problem, a sufficient and efficient schedulability test is proposed on the basis of demand-bound functions derived in the mixed-criticality scenario. In addition, a modified simulated annealing (MSA)-based heuristic approach is established for virtual deadlines assignment. Experiments performing simulations with randomly generated tasks indicate that the proposed approach is computationally efficient and competes well against the existing approaches.
Introduction
In order to sustain the continuous growth in computing power required by avionics systems under constraints of space, weight and power (SWaP), there is an increasing trend towards implementing multiple functionalities upon a shared computing platform as a means to provide more processing power per unit of volume, weight and electrical power. Typically, these different functionalities do not necessarily share a common criticality level, e.g., it is more important to guarantee the correctness for flight-critical functionalities that must be performed by the aircraft in order to ensure its safe operation than for mission-critical functionalities concerning objectives like reconnaissance and surveillance. And some of the more safety-critical functionalities may even be subject to mandatory certification by statutory certification authorities (CAs). The design of certifiable mixed-criticality (MC) real-time systems has been recognized to be a very important but challenging problem, even with very simple system models. 1, 2 The worst-case behavior of the real-time system during runtime must be provided to certify it as being correct. Based on the observation that ''the more confidence one needs in a task execution time bound, the larger and more conservative that bound tends to be in practice,' ' Vestal 3 first introduced the mixed-criticality sporadic task model, in which multiple different estimations of worst case execution time (WCET) are specified at different levels of assurance reflecting the variances in rigor adopted by the CAs. Then many researchers considered real-time scheduling techniques based on this model, with papers related to the mixed-criticality systems emerging. In Ref. 3 . Vestal also suggested a fixed-task-priority strategy based on a specialization of Audsley's priority-assignment technique, 4 for assigning priorities optimally to the tasks in the system. And Baruah et al. 5 made further research on this fixed-task-priority scheduling problem and improved response time analysis for mixed-criticality tasks.
As for the more flexible fixed-job-priority algorithms, thus far, they can be generally distinguished into two categories: own criticality based priority (OCBP) 2 and earliest deadline first (EDF) related scheduling strategy. In Ref.s 6 and 7 the OCBP scheduling strategy developed for mixed-criticality jobs scheduling was extended to mixed-criticality sporadic tasks systems respectively. However, both of the two scheduling algorithms have too large a run-time complexity to be implementable in practice. By adapting the traditional EDF scheduling strategy, Baruah et al. 8 proposed earliest deadline first with virtual deadline (EDF-VD) algorithm for mixed-criticality implicit-deadline sporadic task system, and also presented a utilization-based schedulability condition for this new approach. According to EDF-VD, different deadlines are used in different criticality modes, while these modified deadlines are changed on the same scale in each criticality mode. In Ref. 9 Pontus and Wang proposed a new approach similar to EDF-VD but much more flexible that allows relative deadlines of different tasks to be tuned respectively. In addition, demand-bound function (DBF)-based schedulability analysis was introduced into mixed-criticality scenario along with a greedy algorithm for tuning relative deadlines, on the basis of which a schedulability test was provided and proved to significantly dominate approaches from previous literature in terms of acceptance ratio. However, it will be shown later in this paper that the schedulability test is computationally very demanding and the greedy nature may further restricts its use.
In this paper, further investigation is conducted into the EDF-based scheduling strategy, 9 referred as earliest virtualdeadline first with mixed-criticality (EVDF-MC). And then improved results on sufficient schedulability analysis for mixed-criticality sporadic tasks scheduling are deduced, with their validity demonstrated. Also a novel heuristic strategy aiming to guarantee schedulability by assigning suitable relative deadlines is brought forward.
Preliminaries

System model and notation
This research focuses on uniprocessor preemptive scheduling of deadline-constrained sporadic task system with two levels of criticality while the techniques presented can be generalized to an arbitrary number of criticality levels. And the discrete quantum-based time concept is adopted based on the assumption that all events in the system happen only at clock ticks. Without loss of generality, let the length of a quantum be one time unit, denoted as r, and then any time value involved in the scheduling is a non-negative integer, specified in multiples of this quantum. Consider a mixed-criticality sporadic task system C ¼ fs i j1 6 i 6 Ng scheduled by EVDF-MC strategy, consisting of a finite set of independent mixed-criticality sporadic tasks, each of which may generate a potentially infinite sequence of jobs. Note that classic sporadic task is modelled as a three-tuple s i ¼ ðT i ; C i ; D i Þ, where T i ; C i ; D i represent the task's minimum inter-release separation time (also called period), estimations of WCET and relative deadline respectively. Compared with the classic model, each mixed-criticality sporadic task is characterized by a six-tuple s i ¼ ðT i ; I i ; C i ðLÞ; C i ðHÞ; D i ðLÞ; D i ðHÞÞ, where T i 2 N þ shares the same definition with classical model; I i 2 fL; Hg represents the task's criticality level, with L and H denoting low-and high-criticality level respectively; C i ðLÞ; C i ðHÞ 2 N þ are its estimations of WCET in low-and high-criticality mode, with C i ðLÞ 6 C i ðHÞ assumed; D i ðLÞ; D i ðHÞ 2 N þ are its relative deadlines in low-and high-criticality mode, with D i ðLÞ 6 D i ðHÞ assumed. Actually, only original deadline D i ðHÞ is imposed by the task while virtual deadline D i ðLÞ is just used by the scheduler. Combined with constrained deadline assumption, then D i ðLÞ 6 D i ðHÞ 6 T i can be obtained.
In such mixed-criticality task system, let C L ¼ fs i 2 CjI i ¼ Lg denote the subset of low-criticality tasks and N L ¼ kC L k the number of these tasks, then C H ¼ fs i 2 CjI i ¼ Hg and N H ¼ kC H k follow for high-criticality tasks. Total utilization in low-and high-criticality mode can be defined as
As in previous works on mixed-criticality scheduling, 3, [5] [6] [7] [8] [9] it is assumed in this paper that the system starts in low-criticality mode and switches to high-criticality mode immediately if any job executes for its low-criticality WCET without signaling completion. As shown in Fig. 1 , in low-criticality mode all tasks are scheduled according to EDF with their relative deadlines D i ðLÞ, while in high-criticality mode low-criticality tasks C L are dropped and only high-criticality tasks C H are scheduled, again according to EDF but with different relative deadlines D i ðHÞ used. At any time, preemption is allowed that an arrived job with an earlier absolute deadline can preempt Efficient schedulability analysis for mixed-criticality systems under deadline-based schedulingthe execution of a job with a later absolute deadline. And when a job completes its execution, the system chooses the pending job with the earliest absolute deadline to execute.
Then for such a system to be successfully scheduled, in low-criticality mode all jobs must be completed before their deadlines while only jobs released by high-criticality tasks run in high-criticality mode and must satisfy the corresponding temporal constraints. Since low-criticality jobs do not run in high-criticality mode, it makes no difference to specify C i ðHÞ ¼ C i ðLÞ and D i ðHÞ ¼ D i ðLÞ for each low-criticality task under this circumstances. With the above observations and assumptions combined, then, the following relations can be attained: 8s i 2 C; C i ðLÞ 6 fC i ðHÞ; D i ðLÞg 6 D i ðHÞ 6 T i .
Demand bound functions for MC task
In 1990, Baruah et al. 10 introduced the concept of demand bound function for schedulability analysis of traditional task system which calculates the maximum execution time requirement of a task s i at any time interval of a given size l as the total amount of required execution time of jobs with their whole scheduling windows within the time interval. Thus, dbfðs i ; lÞ is given by
where the notation s t 0 is used to constrain an expression such that sAt 0 , maxfA; 0g. Then this DBF concept was adopted to the mixed-criticality setting by Pontus and Wang 9 where each task has one DBF per criticality mode. In low-criticality mode each task s i behaves as a traditional sporadic task, and therefore the DBF in this scenario is
However, in high-criticality mode, the DBF gets trickier because some carry-over jobs released by high-criticality tasks may have executed for a while by the time the system switches to high-criticality mode. To figure out this problem, Pontus and Wang 9 first quantified the full demand bound by disregarding that a carry-over job may have finished some execution in low-criticality mode, and then quantified the amount of work that must have been done. By these two steps, the corresponding DBF for high-criticality task s i can be derived: dbf H ðs i ; lÞ , where Condition A and B capture the schedulability in lowand high-criticality mode respectively, while h L ðlÞ and h H ðlÞ denotes total demand bound for the whole MC task set in the two different criticality modes. Moreover, for unit-speed dedicated uniprocessor where sbfðlÞ ¼ l, an upper bound on the values needed to be checked in Proposition 1 was provided and the fact that the execution time demand could only change at the time of absolute deadlines is covered.
10,12
Theorem 1 (Ref. 10, 12, 13) . A traditional task set is schedulable if and only if U 6 1 and 8l 2 P; hðlÞ , P i dbfðs i ; lÞ 6 l, where U is the total utilization of the task set, hðlÞ denotes total demand bound for the whole task set and
However, in a given interval L as defined, there can still be a very large number of absolute deadlines that need to be checked. To conduct schedulability analysis more efficiently, Quick convergence Processor-demand Analysis (QPA) algorithm which provides a fast and simple schedulability test for EDF was developed in Ref. 
Improved MC schedulability analysis
Since mixed-criticality tasks behave as traditional sporadic tasks in low-criticality mode and the corresponding schedulability analysis has been thoroughly studied, this section mainly focuses on schedulability analysis in high-criticality mode. In addition, different platforms can have their own particular resource supply guarantees, such as dedicated processor or temporal partitions in hierarchical scheduling, 14 leading to different forms of supply-bound functions. And in this paper, fractional capacity uniprocessor platform is considered (for future upgrades or energy-efficient design, for example), where sbfðlÞ ¼ gl with g denoting the fractional capacity.
3.1. Basic schedulability in high-criticality mode Example 1. Consider task set C ¼ fs 1 ; s 2 ; s 3 g as shown in Table 1 , that is to execute under EDF-MC scheduling on a uniprocessor with fractional capacity g ¼ 0:6. Example 1 illustrates the total DBF of an MC task set in high-criticality mode along with the SBF of the platform it executes on. For the sake of simplicity in illustration, firstly a few definitions are introduced as follows.
Y max ðlÞ , maxfy i;k jy i;k < l; y i;k 2 Yg
Although schedulability of an MC task set in high-criticality mode is captured by Condition B of Proposition 2, the whole traverse process could be rather time-consuming since all the integer points within the bounded time interval need to be checked. Observing that total execution time demand in high-criticality mode could only change during intervals S i ½x i;k ; y i;k , an improved schedulability test similar to the one in Theorem 1 could be obtained.
Lemma 2.
For an MC task set C and high-criticality task s j , if x j;k À ðC j ðHÞ À C j ðLÞÞ 6 l 1 < x j;k 6 l 2 6 l 3 6 y j;k , then we have
As dbf H ðs i ; lÞ is a non-decreasing function of l, then dbf H ðs i ; l 3 Þ À dbf H ðs i ; l 2 Þ P 0 and
According to the definition of dbf H ðs i ; lÞ, we have dbf H ðs j ; l 3 Þ À dbf H ðs j ; l 2 Þ ¼ l 3 À l 2 when x j;k 6 l 2 6 l 3 6 y j;k , then h H ðl 3 Þ À h H ðl 2 Þ P l 3 À l 2 P gðl 3 À l 2 Þ follows given the fractional capacity constraint g 6 1.
Similarly, when x j;k À ðC j ðHÞ À C j ðLÞÞ < l 1 6 x j;k 6 l 2 6 y j;k , we have h H ðl 2 Þ À h H ðl 1 Þ P dbf H ðs j ; l 2 Þ À dbf H ðs j ; l 1 Þ and dbf H ðs j ; l 2 Þ À dbf H ðs j ; l 1 Þ ¼ l 2 À x j;k þ ðC j ðHÞ À C j ðLÞÞ. Combining these two expressions with g 6 1 gives that Efficient schedulability analysis for mixed-criticality systems under deadline-based schedulingTheorem 3. A task set C is schedulable in high-criticality mode if U H ðCÞ 6 g and 8l 2 P; h H ðlÞ 6 gl, where 
Since h H ðlÞ > gl, we get
Therefore, we only have to check that 8l < L max ; P i dbf H ðs i ; lÞ 6 gl and the schedulability remains if the bound is relaxed to a larger value L H .
Proof that only values satisfying l 2 P need to be checked for Condition B in Proposition 2.
Sufficient condition: According to the definition of nondecreasing function dbf H ðs i ; lÞ, total execution time demand in high-criticality mode increases only at intervals S i ½x i;k ; y i;k , which implies that the validity of Condition B in Proposition 2 only depends on the values in S i ½x i;k ; y i;k . Suppose h H ðy i;k Þ 6 gy i;k , then our proof obligation is to show that 8l 2 ½x i;k ; y i;k Þ; h H ðlÞ 6 gl. According to Lemma 2, h H ðy i;k Þ À gy i;k P h H ðlÞ À gl can be derived, and then h H ðlÞ 6 gl.
Necessary condition: To show the necessity, we prove the contrapositive, i.e., 8l 2 P; h H ðlÞ 6 gl; but Condition B fails, which also means that 9l 2 S i ½x i;k ; y i;k such that h H ðlÞ > gl and it does not matter to assumel 2 ½x i;k ; y i;k . From Lemma 2, we have h H ðy i;k Þ À gy i;k P h H ðlÞ À gl, however, as h H ðlÞ > gl, then we get h H ðy i;k Þ > gy i;k which contradicts with the assumption.
Therefore, 8l 2 P; h H ðlÞ gl Theorem 3 is proved. h
QPA-MC based schedulability analysis
Despite of the gained improvement, the exact schedulability test given in Theorem 3 could still be computationally demanding due to the large number of absolute deadlines. And in this subsection, the idea of QPA algorithm in Theorem 2 is borrowed to further address the problem.
Denote y m , maxfy i;k jy i;k 2 Pg for the upper bound L H and set P given in Theorem 3 and when a task set is not schedulable in high-criticality mode, define y u , maxfy i;k jh H ðy i;k Þ > gy i;k^yi;k Proof. For a given l as above, let ½x i;k ; y i;k be the interval satisfying x i;k À ðC i ðHÞ À C i ðLÞÞ ¼ X min ðlÞ, then x c 6 x i;k 6 l 6 y i;k . It can also be derived that X min ðlÞ < l and h H ðy u Þ=g < l from the definitions of l and X min ðlÞ. Suppose X min ðlÞ < h H ðy u Þ=g, then we will have h H ðy i;k Þ À gy i;k > h H ðh H ðy u Þ=gÞ À h H ðy u Þ according to Lemma 2. Combining this with the result h H ðh H ðy u Þ=gÞ ¼ h H ðy u Þ from Lemma 3, we then have h H ðy i;k Þ > gy i;k which conflicts with the definition of y u . Therefore, it must be the case that h H ðy u Þ=g 6 X min ðlÞ < l. h Theorem 4. An MC task set C is schedulable in high-criticality mode if U H ðCÞ 6 g and the following iterative algorithm quick convergence processor-demand analysis with mixed-criticality (QPA-MC) in Fig. 4 returns TRUE as the result.
Proof. Suppose C is not schedulable in high-criticality mode. From the definition of y min we have y min 6 y m and if h H ðy m Þ 6 gy m then we can have y min 6 y u < h H ðy u Þ=g < y c 6 y m according to Lemma 3. If h H ðy m Þ > gy m , the iteration stops at the beginning and returns FALSE since h H ðy m Þ > gy m > gy min .
If h H ðy m Þ 6 gy m , since h H ðlÞ is a non-decreasing function and initially l ¼ y m > y u , then the iterative process begins with h H ðy u Þ 6 h H ðlÞ 6 gl ¼ gy m and there are four cases before it stops. Then from Lemma 5, we get h H ðy u Þ=g 6 X min ðlÞ < l, which also means that the iteration continues with h H ðy u Þ=g 6 l 6 y m after setting l ¼ X min ðlÞ. Case 3: h H ðlÞ < gl and X min ðlÞ < l.Following the reasoning in Case 1 and Case 2, we can conclude that h H ðy u Þ=g 6 l 6 y m remains and the iteration continues no matter h H ðlÞ=g or X min ðlÞ is set as the next value to be checked. Þ > gy u and the iterative process stops, with FALSE returned since h H ðy u Þ > gy u P gy min .In conclusion, if the MC task set is not schedulable, we always have h H ðy u Þ=g 6 l 6 y m and gy min < h H ðy u Þ 6 h H ðlÞ 6 gl until the last iteration where l ¼ y u and the iterative process stops, returning FALSE as the result. Therefore, when the iterative process terminates with h H ðlÞ 6 gy min , the algorithm returns TRUE, i.e., the task set is schedulable. For a given value l, it is worth noting that X min ðlÞ can be calculated combined with h H ðlÞ during the ''if'' condition according to Eqs. (4) and (5), without increasing the complexity, while Y max ðlÞ can be determined through traverse of the task set which is only equivalent to one h H ðlÞ calculation. h
Approach for virtual deadlines assignment
As pointed above that DBF's in different criticality modes are inherently connected and execution time demand can be shifted from one to another by tuning the relative deadlines used in low-criticality mode. In light of this, an approach to choose appropriate relative deadlines to shape the total demand to the guaranteed supply of the computing platform is proposed.
Problem formulation
For each high-criticality task s i 2 C H , relative deadline D i ðLÞ used in low-criticality mode can be chosen during the interval ½C i ðLÞ; D i ðHÞ. The problem is to determine a set of relative deadlines such that the MC task set is schedulable under EVDF-MC scheduling, i.e. to make both Conditions A and B of Proposition 2 hold.
Among all feasible solutions, define the optimality criterion as minimizing the processor capacity requirement of a solution when an MC task set is given. Then the problem can be formulated as the following combinatorial optimization. Eq. (7) is the objective for the deadline assignment problem, which represents the minimal fractional capacity needed to guarantee the schedulability of the task set. Constraints denoted by Eqs. (8) and (9) specify the variables used in the Fig. 4 Quick convergence processor-demand analysis with Mixed-Criticality. formulation while Eqs. (10) and (11) ensure the schedulability in low-and high-criticality mode respectively.
With each D i ðLÞ chosen from interval ½C i ðLÞ; D i ðHÞ, there can be as many as Q si2C H ðD i ðHÞ À C i ðLÞ þ 1Þ possible combinations for the whole task set. Enumeration based method would be computationally very demanding since the complexity increases exponentially with the number of high-criticality tasks. It is infeasible to simply try all combinations to find the global optimum due to this so-called combinatorial explosion. For this reason, we intend to solve the nonlinear combinatorial optimization problem by modern heuristic techniques, which are capable of obtaining solutions very close to the optimum in a rather short term. And a novel algorithm for deadline assignment based on the popular simulated annealing (SA) heuristic is proposed in the following text.
Modified simulated annealing heuristic
Simulated annealing is an optimization meta-heuristic that is capable of escaping from being trapped into a local optimum by accepting worse solutions sometimes with small probability. It has been applied successfully to a wide variety of highly complicated combinatorial optimization problems as well as various real-world problems. [15] [16] [17] [18] The optimization procedure of SA searches for global optimization mimicking the slow cooling procedure in the physical annealing process. It consists of several decreasing temperatures based on the temperature updating rule, while each temperature has a few iterations. At each iteration, a new solution is generated from the predefined neighborhood of the current solution. Then the fitness function value of this new solution is calculated and compared with that of the current one. If the fitness value of the new solution is better, that is, being smaller in the case of minimization, the new solution becomes the current solution from which the search continues. Otherwise, the new solution would be accepted only when the Metropolis's criterion 19 is met, with a small probability determined by the Boltzmann function PrðD; TÞ , expðÀD=TÞ, where D is the difference of fitness values between the current and new solutions and T is the current temperature. As the procedure continues and the temperature becomes cooler, it becomes less likely that unfavorable solutions get accepted.
As for our target problem, a candidate solution is represented by a string of integers X ¼ fx 1 ; x 2 ; . . . ; x n g, where the permutation length n equals the number of high-criticality tasks and x i 2 ½C i ðLÞ; D i ðHÞ denotes the relative deadline in low-criticality mode. A neighboring solution of the current solution X is generated by randomly selecting the ithð1 6 i 6 nÞ number of X and changing its value under the constraint of Eq. (9). Therefore, this scheme gives solutions with the fact that only the schedulability constraints may be violated.
Theorem 4 presents a sufficient schedulability test for given MC task set in high-criticality mode and in deed, this QPA-MC algorithm can also be adapted to find all absolute deadlines violating schedulability constraint in Eq. (11) by changing the loop condition from h H ðlÞ 6 gl and h H ðlÞ > gy min to h H ðlÞ > gy min , continuing the loop with new value l ¼ Y max ðlÞ when h H ðlÞ > gl. By this means, a sequence of checked fl i ; h H ðl i Þg pairs can be derived in high-criticality mode with missed deadlines included. And the same logic applies in low-criticality mode with fl j ; h L ðl j Þg pairs obtained.
On the basis of pairs fl i ; h L ðl i Þg and fl i ; h H ðl i Þg, fitness function aiming to evaluate the performance of deadline assignment solution represented by X under fractional capacity guarantee g is defined as follows:
where
and a; b are the weights used to normalize the terms d L and d H , representing respectively the fitness values in low-and highcriticality mode. If the task set is schedulable in high-criticality mode, each h H ðl i Þ is no greater than gl i , and the term d H ¼ 0, which means that fitness value is zero. However if at least one absolute deadline violates the schedulability constraint in high-criticality mode, there exists h H ðl i Þ greater than gl i , and the term d H will be positive. Again this reasoning applies for d L in low-criticality mode with fl j ; h L ðl j Þg pairs. And between two unfeasible solutions, the lower the fitness value, the better the solution.
The proposed deadline assignment heuristic named Modified Simulated Annealing (MSA) is shown in Fig. 5 . On the basis of standard SA, an extra procedure is introduced whenever a solution X is feasible under fractional capacity guarantee g, which repeats lowering the processor capacity by a given step Dg until X is unfeasible under the new guarantee.
Experiments and evaluations
In this section, an empirical investigation into the effectiveness of the proposed QPA-MC schedulability test and MSA-based deadlines assignment algorithm is described through experiments conducted on a large range of task sets with randomly generated parameters.
In order to generate an MC task set comprising highcriticality and low-criticality tasks with target high-criticality utilization and low-criticality utilization as appointed beforehand, the following task generation policies are carried out, which deal with high-criticality tasks at first.
To make sure that high-criticality task periods span required number of orders of magnitude, the approach recommended by Davis et al. 20 is adopted according to an exponential distribution. The range of task periods ðT max =T min Þ is divided into intervals e 0 À e 1 ; e 1 À e 2 ; e 2 À e 3 , etc. and each task period T i is then determined according to a uniform random distribution from the assigned interval. For given target utilization level, the UUniFast algorithm 21 is used to determine individual task utilizations U i ðHÞ and, hence, task execution time in high-criticality mode is derived, C i ðHÞ ¼ U i ðHÞT i . As for the other parameters, they are determined as follows: C i ðLÞ is generated randomly from interval ½aC i ðHÞ; bC i ðHÞ, where coefficients a and b are the lower and upper bounds of the ratio value between low-and high-criticality execution time, constrained by 0 < a < b 6 1; D i ðHÞ is drawn from the uniform distribution over fC i ðHÞ; C i ðHÞ þ 1; . . . ; T i g; D i ðLÞ is drawn from the uniform distribution over fC i ðLÞ; C i ðLÞ þ 1; . . . ; D i ðHÞg.
Following the same strategy, parameters of low-criticality tasks are determined similarly except that C i ðLÞ ¼ C i ðHÞ and D i ðLÞ ¼ D i ðHÞ are used as assumed in system model.
Experiments for QPA-MC algorithm
This set of experiments compare QPA-MC algorithm with the other two equivalently tight schedulability tests shown in Proposition 2 and Theorem 3, all of which aim to determine the schedulability of a given MC task set in high-criticality mode. Therefore, in this case only high-criticality tasks need to be generated.
Consider each task set comprising 30 high-criticality tasks with periods spanning 3 orders of magnitude starting from T min ¼ 100 and overall utilizations varying from 60% to 90%. The number of times that total demand h H ðlÞ has to be calculated is used as a performance metric. And coefficients a; b in task generation policy are set 0.2 and 0.8 respectively. Since all the three approaches need to check through the entire upper bound when a task set is schedulable but can stop once a deadline miss is found for an unschedulable one, experiments are conducted separately for schedulable and unschedulable task sets. And the recommended method in Ref. 13 that checks forward from l ¼ 0 using a presorted sequence of all absolute deadlines is adopted for Theorem 3. Comparative results are illustrated as follows in Fig. 6 . Fig. 6(a) illustrates the average number of required demand calculations for schedulable task sets by the three approaches, while Fig. 6(b) illustrates the results for unschedulable task sets, with logarithm scales on the y-axis. For each utilization level studied, 10000 unschedulable and 3000 schedulable task sets are generated respectively, given that too few task sets generated at higher utilizations are schedulable.
From Fig. 6 , it can be seen that the approach in Theorem 3 does perform significantly better than the previous approach in Proposition 2 for both schedulable and unschedulable task sets. This is because that only absolute deadlines need to be checked in Theorem 3, while all integer points within the upper bound need to be checked in Proposition 2. It is also shown in Fig. 6 that QPA-MC algorithm outperforms the approach in Theorem 3 for schedulable task sets and they are comparable for unschedulable task sets even when the cost of sorting absolute deadlines is ignored in Theorem 3. And it is worth noting that during experiments for unschedulable task sets, the maximum number of demand calculations is at most 3 times of the average in Theorem 4 while this value can be as much as 60 in Theorem 3. Fig. 7 illustrates the frequency distribution of the number of demand calculations required by the QPA-MC algorithm for each of the 10000 schedulable and 100000 unschedulable task sets generated with 80% overall utilization.
As can be seen from Fig. 7 , the vast majority of task sets complete schedulability test in less than 40 calculations of h Hi ðlÞ in both schedulable and unshedulable cases. And all of 110000 task sets in this experiment complete schedulability test in less than 60 times calculations.
Experiments for MSA-based heuristic
To deal with the aforementioned deadline assignment problem, a greedy algorithm was proposed by Pontus and Wang 9 and its corresponding schedulability test was proved to be significantly more powerful than the previous approaches in terms of acceptance ratio. In this set of experiments, the computation efficiency as well as the schedulability in terms of acceptance ratio of the proposed MSA heuristic is investigated by comparing with the previous approaches, especially the greedy algorithm. Consider that all of the approaches are implemented on a 2.93 GHz computer with 2 GB memory. The weights a; b used to computing the fitness function in Eq. (12) are set equally to 1000 while other parameters used in MSA Algorithm are shown in Table 2 .
To evaluate the computation efficiency, 10 schedulable task set instances are generated, all passing tests by both the MSA and Greed algorithms, with periods spanning 2 or 3 orders of magnitude respectively and starting from 100. For each instance, the overall utilization in both high-criticality and low-criticality mode is 70%. The total number of tasks within each instance varies from 20 to 100 while the number of highcriticality tasks equals to that of low-criticality tasks. To get an average performance evaluation of each instance, both algorithms are executed for 50 times except that the Greed algorithm is executed only once for instances with periods spanning 3 orders of magnitude due to huge computation time.
Columns 3 and Columns 4 in Table 3 present the minimal fractional capacity decided by the MSA and its corresponding computation time, while Columns 5 and Columns 6 illustrate the computation time needed to find the very first feasible solution by MSA and Greed respectively, under initial fractional capacity guarantee g ¼ 1.
As shown in Table 3 , the entire computation time of MSA is much less than that of Greed, let alone the computation time used to find a feasible solution by MSA. In addition, the computation performance of Greed deteriorates seriously as the order of magnitude that task periods span increase by one, while this increase does not have a relatively considerable impact on MSA. Similar results can be revealed when the number of tasks increases. The main reason contributing to this improvement over the Greed algorithm is that the QPA-MC schedulability test used by MSA works much more efficiently than the original schedulability test according to Proposition 2 used by the Greed algorithm, as shown by experiments in the preceding subsection. Moreover, the Greed algorithm tunes the virtual deadlines by one unit each time and then checks the schedulabiltiy, which is rather time-consuming as the range of candidate deadline values increase by an order of magnitude or when the number of tasks increases.
Moreover, in spite of the dominance in schedulability as pointed in Ref. 9 it turns out that the greedy algorithm may fail to find suitable virtual deadlines for quite a few task sets, which actually have many feasible solutions, for instance Example 1. As shown in Table 4 , appropriate virtual deadlines for high-criticality tasks in Example 1 exist as long as fractional capacity of processor is no less than 0.58. However, the Greed algorithm can find appropriate virtual deadlines only when fractional capacity is no less than 0.63, that is to say, the Greed algorithm does not work for Example 1 where fractional capacity is only 0.6.
The reason for the above phenomenon lies in the greedy nature, which may decrease the relative deadline of one task too much (the one that would decrease the demand in highcriticality mode the most when its virtual deadline is decreased by 1), when the task set is certified unschedulable in high-criticality mode, but can only backtrack one step when it is certified unschedulable in low-criticality mode. This greedy nature gives arise to the result that the Greed algorithm is unable to reach some local areas while searching for feasible solutions. Considering this inherent defect of the Greed algorithm, therefore, as a global search method, the MSA heuristic is able to perform better than the Greed algorithm from the point of acceptance ratio, since they adopt equivalently tight schedulability conditions during search procedure.
To support this viewpoint, we investigated the performances of the following techniques and the associated schedulability tests in terms of acceptance ratio, similar to the evaluation in Ref. 9 : the MSA in this paper; the Greed 9 ; the OCBP-prio 7 ; the AMC-max 5 ; the Vestal 3 ; the EDF-VD 8 ; and the OCBP-load. 6 Given that the computation performance of the Greed algorithm deteriorates seriously as the range of candidate Fig. 7 Frequency distribution of the number of demand calculations required. deadline values increase, and also for the sake of simplicity in comparison with the existing results in Ref. 9 instead of adopting the task generation policy as described in the beginning of this section, the simpler policy given in Ref. 9 is borrowed here. According to this borrowed policy, a random task set with implicit deadlines is generated by starting with an empty task set C ¼ /, whose random tasks are successively added to. Each new task s i is generated as follows: L i is determined randomly such that L i ¼ H with probability P H ; C i ðLÞ is drawn from the uniform distribution over 1; 2; . . . ; C Define the average utilization of an MC task set as U avg ðCÞ ¼ ðU H ðCÞ þ U L ðCÞÞ=2. Each task set is generated with a target average utilization U Ã and a deviation tolerance D in mind, which also means that only task sets with average utilization falling within the interval ½U Ã À D; U Ã þ D are acceptable. In addition, the task set with U H ðCÞ > 0:99 or U L ðCÞ > 0:99 is also discarded.
Suppose that the parameters controlling task generation is given as follows: P H ¼ 0:5; R H ¼ 4; C Fig. 8 , in which the acceptance ratio is illustrated as a function of the average utilization. The used average utilization values are chosen from set fðx þ 0:5Þ=30jx 2 f0; 1; . . . ; 29gg and each data point is based on 10000 randomly generated task set instances.
As can be seen from Fig. 8 , the acceptance ratio of the Greed algorithm is much larger than those of the previous approaches, the same as the evaluation results from Ref. 9 . Moreover, the proposed MSA heuristic in this paper performs better than the Greed algorithm in the scheduling of MC sporadic task sets, which conforms with the theoretical analysis.
Conclusions
(1) Certification-cognizant real-time scheduling problem in mixed-criticality setting is addressed and particularly more light is shed on EDF-based scheduling strategy. (2) Improved results for mixed-criticality schedulability analysis under EVDF-MC are provided, followed by a fast and sufficient schedulability test which can reduce computation demand significantly. (3) A novel modified simulated annealing heuristic for virtual deadlines assignment is proposed, which aims to provide schedulability guarantee simultaneously for different criticality levels using minimal resource supply. (4) In accordance with the analysis, the experimental results reveal that the proposed algorithm is computationally efficient and outperforms previous approaches from the literature. 
