The Fibonacci (p, r)-cube is an interconnection topology, which includes a wide range of connection topologies as its special cases, such as the Fibonacci cube, the postal network, etc. Klavžar and Žigert [S. Klavžar, P. Žigert, Fibonacci cubes are the resonance graphs of fibonaccenes, Fibonacci Quart. 43 (2005) [269][270][271][272][273][274][275][276] proved that Fibonacci cubes are just the Z -transformation graphs (also called resonance graphs) of fibonaccenes, i.e. zigzag hexagonal chains. In this paper, we determine all Fibonacci (p, r)-cubes which can be the Z -transformation graphs of perfect matchings of plane (bipartite) graphs.
Introduction
The hypercube as an interconnection network has drawn much attention in the past decades. A more flexible interconnection topology called the Fibonacci cube was proposed by Hsu [6] . In network design, the Fibonacci cube is used to efficiently emulate hypercube algorithms. And then its many interesting topological and enumerative properties have been studied [8, 13] and several modifications have been presented [1, 7, 12, 16, 17] , one being the Fibonacci (p, r)-cube. The Fibonacci (p, r)-cube presented in [1] unifies a wide range of connection topologies such as the Fibonacci cube and the postal network, etc. Some topological properties of Fibonacci (p, r)-cubes have also been studied [1] . As its special case the n-dimensional postal network in series λ (i.e., Fibonacci (λ − 1, 1)-cube) was defined by Wu [17] and some topological properties, embeddability, routing algorithms of the postal network were studied. In [7] , the kth order, rank-n Fibonacci cube was discussed; this concept is exactly the postal network with series number λ and dimension n.
A Fibonacci (p, r)-string α (p,r) n of order (length) n with positive integers p, r ≤ n, is a binary string of length n in which there are at most r consecutive ones, and at least p zeros between two substrings composed of at most r consecutive ones. For example, 01100010, 01100000, 01000000 and 00000000 are Fibonacci (3, 2)-strings of length 8. Thus, α (1,n) n is a usual binary string of length n, α (p,1) n is a binary string of length n without two consecutive ones and there is at least p zeros between two ones, and α (1, 1) n is a binary string of length n with no two consecutive ones, i.e., a Fibonacci string of order n. Let F The concept of the Z -transformation graphs for hexagonal systems was introduced by Gründler [3, 4] under the name resonance graphs and later independently reinvented many times by Zhang et al. [18, 19] , Randić [14, 15] , and Fournier [2] . This concept has been extended already to plane bipartite graphs in [23] and further studied in [24, 23, 25] afterward; see [20] for a survey. In [10] , Klavžar et al. observed that for catacondensed even ring systems, the Z -transformation graphs are median graphs. By applying distributive lattice structure on the set of perfect matchings of a plane elementary bipartite graph [11] , the authors in [21] showed that the Z -transformation graphs of general plane bipartite graphs are median graphs, provided the plane bipartite graphs are weakly elementary (in other words, the Z -transformation graphs of plane bipartite graphs are connected).
Klavžar and Žigert [9] showed that the Fibonacci cube Γ n (=Γ (1, 1) n ) is the Z -transformation graph of a fibonaccene (i.e. zigzag hexagonal chain) with n hexagons. Chemical graph theory of fibonaccenes was discussed in [5] . Recently, the present authors [22] characterized plane bipartite graphs whose Z -transformation graphs are Fibonacci cubes Γ n , for all positive integers n. These facts lead us to discuss values of p, r and n for which Fibonacci (p, r)-cubes can be the Z -transformation graphs of plane bipartite graphs, or more general, of plane graphs. In this paper, we begin with extending the concept of the Z -transformation graphs of plane bipartite graphs to plane graphs, then characterize Fibonacci (p, r)-cubes which can be the Z -transformation graphs of perfect matchings of plane graphs. We conclude with characterizing Fibonacci (p, r)-cubes which can be the Z -transformation graphs of plane bipartite graphs.
Definition 1.
The Z -transformation graph of a plane graph G, denoted by Z (G), is a graph whose vertices are the perfect matchings of G, two perfect matchings being adjacent if their symmetric difference is exactly a ring of G. In other words, two vertices are adjacent provided their corresponding perfect matchings differ only in a ring of G.
For example, Fig. 2 shows the Z -transformation graphs of a plane bipartite graph G (linear square chain) and a plane non-bipartite graph G ′ (corannulene).
Let F (G) denote the set of resonant rings of G. Note that for each resonant ring f of G, there is at least one edge
(1)
For Z -transformation graphs of plane graphs, we have the following three lemmas, the previous two with their proofs being similar to those of Lemma 3 and Remark 4 in [22] , respectively. A result similar to Lemma 3 is also presented in [26] . 
Lemma 2. Let G be a plane graph with perfect matchings and M
Suppose to the contrary that any two edges MN i and MN j lie in no 4-cycle of Z (G), i ̸ = j, i, j ∈ [5] . By Lemma 3, f i and f j intersect. Again from the fact that f i and f j are M-alternating, we have that f i ∩ f j consists of some M-alternating paths of odd length whose end-edges are in M. This implies that the dual graph G * of G contains K 5 . However, for a plane graph G * this is impossible by Kuratowski's Theorem.
Main results
We now give our main theorem of this paper as follows. (1) p = 1, r = 1 and n ≥ 1, (2) p = 2, r = 2 and n ≥ 2, (3) p = 1, r ≥ 2 and n = r, (4) p ≥ 2, r ≥ 1 and n = 2, (5) p ≥ 2, r = 1, 2 and n = 3, (6) p ≥ 3, r = 2 and n = 4, and (7) p = 3, r = 2 and n = 5.
To prove the sufficiency, we must give some plane graphs whose Z -transformation graphs are isomorphic to the Fibonacci (p, r)-cubes listed in the theorem; to prove the necessity, we need to prove that for all remaining cases Fibonacci (p, r)-cubes cannot be the Z -transformation graphs for any plane graphs. Before we prove the theorem, we require some preparation that we present as lemmas. Let x and y be two binary strings.
Then, xy denotes the concatenation of x and y. Generally, if S is a set of binary strings, then xSy = {xzy : z ∈ S}. Let x n denote the concatenation of string x done n times; for example, (01) 
i and x has a 1 in position i}, and
and y has a 0 in position i}.
It is easy to obtain the following lemma.
where × denotes the Cartesian product of graphs. 
. . a n . Changing the jth position to 0, we obtain another binary string
, and what we change is the first 1 from the left, 0
Using this method, we can obtain an (a 1 . .
Likewise, when the operation above is performed from the last 1 in 0
The following result given in [9] shows that there are graphs whose Z -transformation graphs are Γ n . For example, Fig. 3 shows two examples of fibonaccenes with five hexagons and their Z -transformation graphs are Γ 5 shown in Fig. 1 .
Theorem 9 ([9]). If G is a fibonaccene (or zigzag hexagonal chain) with n hexagons, then Z
We now begin with the proof of our main result. Let n ′ = n or n − 1. Given two binary strings α = a 1 a 2 . . . a n and β
Proof of the Sufficiency of Theorem 5. (1) It immediately follows from Theorem
. . a n−1 b n−1 a n for n ′ = n − 1. For a set A 1 of binary strings of length n and a set A 2 of binary 2 and A 3 are sets of binary strings of length n ′ , n ′ and n respectively, then 
Observe that for n ≥ 4, the vertex set F
= {00, 10, 01, 11} and F (2,2) 3 = {000, 100, 010, 001, 110, 011}. And for n ≥ 2, the vertex set F
⌋ by induction on n. For n = 2 and n = 3, by initial conditions we
Assume that n ≥ 4 and the result holds for all m with 2 ≤ m < n. If n = 2k(k ≥ 2), then by using Eqs. (3) and (4), and the induction hypothesis, we have that If n = 2k + 1(k ≥ 2), then by similar arguments, we have that
. Then, we have from the above that
Observe that the subgraph of Γ (2,2)
and the subgraph of Γ (2,2)
n , if i ̸ = k and j ̸ = t, then α i and α k differ in at least one position, and β j and β t differ in at least one position. Thus α i * β j and α k * β t differ in at least two positions. This implies that α i * β j and α k * β t are not adjacent in Γ (2, 2) n . So we conclude that Γ (2,2)
Consider a plane graph G with two components, one being a fibonaccene with ⌈ n 2 ⌉ hexagons, and the other with ⌊ n 2 
We assume that n ≥ 2 and proceed by induction on n.
Consider a plane graph G with n components, each of them being an even cycle. Clearly, Z (G) ∼ = Q n = Γ 
Since f 1 ∩ f t = ∅ and f 1 and f t are N-alternating, by 
Since f 1 ∩ f 3 = ∅ and f 1 and f 3 are N-alternating, by Lemma 3, Suppose that p = 2, r = 1 and n ≥ 4 (for the case p = 3 the arguments are much similar and omitted). By Claim 1, Proof. From the arguments before Claim 2, we know that f n , f n−1 and f n−2 pairwise intersect in some N-alternating paths of odd length whose end-edges are in N.
We now show that f n−1 ∩ f n−2 is just one N-alternating path of odd length whose end-edges are in N. Suppose that f n−1 ∩ f n−2 consists of t N-alternating paths of odd length whose end-edges are in N. See Fig. 7 for an illustration. Thus
consists of t pairwise disjoint cycles denoted by C 1 , . . . , C t , t ≥ 1, where C 1 denotes the boundary of the exterior face of plane graph f n−1 ∪ f n−2 . Then C 2 , C 3 , . . . , C t lie in the interior of C 1 . Further each C i consists of two N-alternating paths of odd length with both end-edges not in N from f n−1 and f n−2 respectively.
is an M-alternating path of odd length whose end-edges belong to M, neither f n−2 nor f n−1 is M-alternating cycle. Further, since P i is an N-alternating path of odd length whose end-edges are not in N, and f n ∩ f n−1 and f n ∩ f n−2 consist of some N-alternating paths of odd length whose end-edges belong to N, one of P 1 , P 2 , . . . , P t must intersect internally f n and each component of the intersection is an N-alternating path of odd length whose end-edges are in N. Thus, f n is not M-alternating.
These contradict Claim 2. Therefore, f n−1 ∩ f n−2 is just one N-alternating path.
In the same arguments, we can show that both f n ∩ f n−1 and f n ∩ f n−2 are one N-alternating path of odd length whose end-edges are in N.
By Claim 3, we denote the two end-points of f n ∩ f n−1 by x 1 and y 1 ; the two end-points of f n ∩ f n−2 by x 2 and y 2 ; and the two end-points of f n−1 ∩ f n−2 by v 1 and v 2 (see Fig. 8 ). Moreover, we also note that f n ⊕ f n−1 ⊕ f n−2 consists of two disjoint odd cycles denoted by C ′ and C ′′ so that C ′′ lies in the interior of C ′ . b a 
are N-alternating paths of odd length whose end-edges are not in N, and C
We now consider ring f n−3 , which intersects f n−1 and f n−2 at some N-alternating paths of odd length whose end-edges belong to N, and is disjoint with f n . According to the possible positions of f n−3 , we examine the two following subcases.
Subcase c1. f n−3 lies in the interior of C ′′ , as illustrated in Fig. 8 (a). Then, P
N-alternating paths of odd length the end-edges of which belong to N. Thus, each component of P
an N-alternating path of odd length whose end-edges are not in N. Likewise, since f n−3 is N-alternating, each component of
) is an N-alternating path of odd length whose end-edges are not in N.
) with end-points z 1 and z 2 . So Q
is N-alternating paths of odd length whose end-edges are not in N. Thus, for i = 1, 2, P 
is an N-alternating path of odd length whose end-edges belong to N. It is easy to see that C = P
However, none of the rings f n , f n−1 , and f n−2 is M-alternating, which contradicts Claim 2.
Subcase c2. f n−3 lies in the exterior of C ′ , as illustrated in Fig. 8(b) . Then, P ′ i (i = 1, 2) intersects internally f n−3 in some Nalternating paths of odd length the end-edges of which belong to N. Thus, each component of P
an N-alternating path of odd length whose end-edges are not in N. Likewise, since f n−3 is N-alternating, each component of 
However, none of the rings f n , f n−1 , and f n−2 is M-alternating, which contradicts Claim 2. . . a n with a i = a j = 1 and Proof. We note that V (Γ (3, 2) n ) = F (3, 2) n satisfies the recursion (3, 2) n−1 0 + F (3, 2) n−4 0 3 1 + F (3, 2) n−5 0 3 11 (6) with initial conditions F Since [F (3, 2) n−4 0 4 , F (3, 2) n−4 0
n−5 0 3 10, F (3, 2) n−5 0
n−4 0 4 and F (3, 2) n−6 00 As we have seen before, f n−2 ∩ f n−3 = ∅, f n ∩ f n−5 = ∅, and
Thus f n f n−3 f n−5 f n−2 f n form a cycle of length 4 in dual graph G * of G. Let H * denote the subgraph of G * induced by f n , f n−3 , f n−5 and f n−2 . Then H * is a plane graph with exactly two square faces and other possible 2-gonal faces.
by removing their pairwise intersections. Then C consists of some pairwise disjoint cycles and has exactly two C 1 and C 2 corresponding to square faces of H * so that the interior of C 1 does not contain f n , f n−3 , f n−5 , f n−2 . It follows that both C 1 and C 2 intersect each of f n , f n−3 , f n−5 , f n−2 at exactly one path of odd length, which is an N-alternating path whose end-edges are not in N, as illustrated in Fig. 9 .
are N-alternating paths of odd length whose end-edges are in N, C is an N-alternating cycle.
Furthermore, note that C 1 ∩f n and C 2 ∩f n−2 are M-alternating paths of odd length whose end-edges belong to M. This implies that none of the rings f n , f n−2 and f n−3 is M-alternating, which contradicts Claim 4.
Case e. p ≥ 4, r = 2 and n ≥ 5. Similar to Case d, we have that
If p ≥ 5 and n ≥ 7, then dual graph G * of the plane graph G has a subgraph with vertices f n−6 , f n−5 to f n as illustrated in Fig. 10 , which is a subdivision of K 3, 3 . But this is impossible by Kuratowski's Theorem, since G * is also a plane graph.
If p = 4 and n ≥ 6, then V (Γ (1) p = 1, r = 1 and n ≥ 1, (2) p = 2, r = 2 and n ≥ 2, (3) p = 1, r ≥ 2 and n = r, (4) p ≥ 2, r ≥ 1 and n = 2, (5) p ≥ 2, r = 2 and n = 3, and (6) p ≥ 3, r = 2 and n = 4.
Proof. By Theorem 5 and its proof for the sufficiency, it remains to prove that Γ (p,1) 
