Abstract-For a family/sequence of Space-Time Block Codes (STBCs) C 1, C2, . . . , with increasing number of transmit antennas N i, with rates Ri complex symbols per channel use, i = 1, 2, . . . , the asymptotic normalized rate is defined as lim i→∞
. A family of STBCs is said to be asymptotically-good if the asymptotic normalized rate is non-zero, i.e., when the rate scales as a nonzero fraction of the number of transmit antennas. An STBC C is said to be g-group ML-decodable if its information symbols can be partitioned into g groups, such that each group of symbols can be ML decoded independently of others. In this paper, for g ≥ 2, we construct g-group ML-decodable codes with rates greater than one complex symbol per channel use. These codes are asymptotically good too. For g > 2, these are the first instances of g-group ML-decodable codes, with rates greater than 1, presented in the literature. We also construct multigroup ML-decodable codes with the best known asymptotic normalized rates. Specifically, we propose delay-optimal 2-group ML-decodable codes for number of antennas N > 1 with rate − 1 2 for odd N . We construct delay optimal, g-group ML-decodable codes, g > 2, for number of antennas N that are a multiple of g2 g− 1 2 with rate
. We also construct non-delay-optimal g-group ML-decodable codes, g ≥ 2, for number of antennas N that are a multiple of 2 g− 1 2 , with delay gN and rate
.
I. INTRODUCTION
We consider Space-Time Block Codes (STBCs) for an N transmit antenna, M receive antenna, quasi-static MIMO channel with Rayleigh flat fading, Y = XH + W . Here, X is the T × N codeword matrix, Y is the T × M received matrix, H is the N × M channel matrix and the T × M matrix W is the additive noise at the receiver. A design X in K real symbols x 1 , . . . , x K , is a matrix
where, the T × N linear dispersion matrices A 1 , . . . , A K are linearly independent over R. An STBC C is obtained from this design by using a finite signal set A ⊂ R K to encode the real symbols. That is,
T ∈ A}. The rate of the code is R = K 2T complex symbols per channel use (cspcu). If R = N , we say that the STBC C is of full-rate.
An STBC C is said to be g-group ML-decodable if the K symbols can be partitioned into g groups, such that each group of symbols can be ML decoded independently of others. A set of sufficient conditions for g-group ML decodability is that, each of the g-groups of symbols is encoded independently of other groups and if A and B are weight matrices of two symbols belonging to two different groups, then they are Hurwitz-Radon orthogonal, i. Definition 2: The asymptotic normalized rate of the family of codes {C 1 , C 2 , . . . } is defined to be the limit, r = lim i→∞ Ri Ni , if it exists. In other words, r is the limit of the ratio of rate to full-rate of the given sequence of codes.
Definition 3: The family of codes {C 1 , C 2 , . . . } is said to be asymptotically-good if its asymptotic normalized rate, r is non-zero, else the family of codes is said to be asymptoticallybad.
A family of codes with zero asymptotic rate is necessarily asymptotically-bad and a family with non-zero asymptotic rate may still be asymptotically-bad. In other words, an asymptotically-good family of codes has non-zero asymptotic rate, but the converse need not be true. The following examples as well as Table I illustrate this.
Example 1: Family of codes with zero asymptotic rate: STBCs from orthogonal designs [1] , [2] , [3] , satisfy g = K and hence offer the least ML decoding complexity. In [2] , maximal rate square complex orthogonal designs were given for number of antennas that are a power of 2. The rate of these codes for 2 m antennas is m+1 2 m . Single complex symbol ML-decodable codes, i.e., codes with g = K/2, were given in [4] , [5] , [6] and [7] . For 2 m antennas, the rate of the single complex symbol decodable codes is m 2 m−1 . All these families of codes and quasi-orthogonal designs [8] have asymptotic rate zero and hence are asymptotically-bad.
Example 2: Families of codes with non-zero asymptotic rate but are asymptotically-bad: In [3] , maximal rate orthogonal designs, not necessarily square, were constructed for arbitrary number of antennas. For number of antennas N = 2m and 2m − 1, m > 1, the codes constructed in [3] have a rate of m+1 2m . In [6] , [9] , the framework for multigroup ML-decodable codes was given. In [9] , delay-optimal, 4-group ML decodable, rate 1 codes were constructed for even number of antennas. In [10] , codes for 2 m antennas with g = 4 and rate one were given based on Extended Clifford Algebras. Also in [10] , Precoded Coordinate Interleaved Orthogonal Designs (PCIODs) having g = 4, R = 1 were constructed for even number of antennas in the setting of cooperative communications. Four-group ML-decodable, rate one codes 978-1-4244-5638-3/10/$26.00 ©2010 IEEE for 2 m antennas were also given in [11] . Multigroup MLdecodable STBCs based on Clifford Unitary Weight Designs (CUWDs) were introduced in [12] . Low ML-decoding complexity STBCs that use Pauli matrices as the weight matrices were given in [13] . The codes from CUWDs [10] and the codes in [13] can achieve a rate of
cspcu, for arbitrary g and number of transmit antennas
The known families of asymptotically-good multigroup ML decodable codes: A 2-group ML-decodable, rate 5/4 code for 4 transmit antennas was reported in [14] . In [15] , 2-group ML-decodable, delay-optimal codes for N = 2 m antennas, m > 1, were given based on Clifford Algebras. The code obtained in [15] for 4 antennas is equivalent to the code in [14] . The codes in [15] have a rate of
cspcu. This class of codes is asymptotically-good, having r = 1 4 . Recently, unbalanced and balanced high-rate, 2-group ML-decodable codes were reported in [16] for any number of transmit antennas N . The class of balanced codes in [16] are not delay-optimal and they require T ≥ 2N . These codes achieve a rate to full-rate ratio of
NT . Thus, by increasing the delay T appropriately with N , asymptotic normalized rates arbitrarily close to 1 can be achieved. The family of codes in [15] and [16] are the only asymptoticallygood multigroup ML-decodable codes reported in the literature so far.
In [17] , delay-optimal, full-rate and large coding gain codes were constructed from division algebras for arbitrary number of antennas. The asymptotic normalized rate of this family of codes is the maximum-possible value 1 and hence are asymptotically-good. However, these codes are 1-group MLdecodable, i.e., are not multigroup ML-decodable.
In this paper, we construct designs, which when combined with suitable signal sets, give full-diversity, asymptoticallygood g-group ML-decodable codes for g > 1. All the multigroup ML-decodable codes proposed in this paper are balanced and offer full-diversity, unless otherwise specified. The contributions and organization of this paper are as follows.
• We give a general construction method of full-diversity, g-group ML-decodable, delay-optimal codes, g ≥ 2, that can lead to rates R > 1. All the delay-optimal codes in this paper are constructed using this procedure (Section II).
• We construct a class of delay-optimal, 2-group MLdecodable codes that match in terms of rate, the only other known class of asymptotically-good, delay-optimal 2-group ML-decodable codes given in [15] . Moreover, the proposed class of codes is for all N > 1, whereas the codes in [15] are only for N = 2 m , m > 1. Specifically, the rate of the proposed codes for N > 1 is
is the indicator function (Section III).
• For the first time, for g ≥ 3, g-group ML-decodable codes with rates greater than one are presented. These codes are asymptotically-good too. Specifically, we construct delayoptimal g-group ML-decodable codes for N = ng2
g−1 , we get rates greater than one (Section IV).
• For g ≥ 3, we propose g-group ML-decodable codes with the best-known asymptotic normalized rate. For g = 2, we construct codes that match the rates in [16] when the delays are same. Specifically, for g ≥ 2, we propose non-delay-optimal codes with N = n2
. The constructed codes have rate greater than one for N ≥ 2 g−1 (Section V).
Notation: For a complex matrix A, the transpose, the conjugate and the conjugate-transpose are denoted by A T ,Ā and A H respectively. For a square matrix A, det(A) is the determinant of A. A ⊗ B is the Kronecker product of matrices A and B. I n is the n × n identity matrix and 0 is the all zero matrix of appropriate dimension. The empty set is denoted by φ. Cardinality of a set Γ is denoted by |Γ| and The proofs of all the propositions, theorems and other claims are omitted due to space considerations, but are available in [18] , along with several illustrative examples.
II. A GENERAL CONSTRUCTION OF MULTIGROUP ML-DECODABLE CODES
In this section, we give a general procedure to construct a full-diversity, delay-optimal g-group ML-decodable code, g > 1, starting from g sets of matrices, N l ⊂ C N l ×N l , l = 1, . . . , g, that satisfy the following two conditions for each l = 1, . . . , g.
C1. The matrices in N l are full-rank and linearly independent over R,
t h e following must be true
The sets N l , l = 1, . . . , g, need not be distinct. If the above conditions are satisfied by a set N g , then one can even use
We proceed by introducing functions g + , g − and f l . Let S be a finite, non-empty subset of C N1×N1 consisting of full-rank matrices that are linearly independent over R. Let C ∈ C N2×N2 be any full-rank matrix. Define
for some A 0 ∈ S. Although g + (S, C) and g − (S, C) depend on the choice of A 0 in addition to S and C, the properties of g + (S, C) and g − (S, C) that this paper deals with, do not depend upon the particular choice of A 0 . The results are valid 978-1-4244-5638-3/10/$26.00 ©2010 IEEE for any choice of A 0 ∈ S. Hence, for the sake of simplicity, we continue using this notation. Both g + (S, C) and g − (S, C) are finite subsets of C (N1+N2)×(N1+N2) with cardinality |S| +1 and are composed of full-rank matrices. Further if C and all matrices in S are unitary, then all the matrices in g + (S, C) and g − (S, C) are unitary.
Proposition 1: The sets of matrices g + (S, C) and g − (S, C), are both linearly independent over R.
Let d > 1 be any integer. Let N 1 , . . . , N d be positive integers. Fix an l ∈ {1, . . . , d}. For each i ∈ {1, . . . , d} \ {l}, let C i ∈ C Ni×Ni be full-rank. Let S be a finite, non-empty subset of C N l ×N l consisting of full-rank matrices that are linearly independent over R.
By the above construction, we see that, f l consists of fullrank, R-linearly independent matrices. If the matrices C i and the matrices in S are unitary, the matrices in f l are also unitary. We note that |f l | = |S| + d − 1. It is clear that the matrices in f l have a block-diagonal structure, with d blocks on the diagonal. For i ∈ {1, . . . , d} \ {l}, the i th block is composed of ±C i . The l th block consists of matrices from S ∪ −S.
contains full-rank, R-linearly independent matrices which satisfy for
We construct an STBC C ⊂ C N ×N , by using the matrices in M as the linear dispersion matrices of a design X. Let X = B∈M x B B, where the real symbols encoding the real symbols independently of each other, offers full-diversity. Thus, the design X, obtained via the proposed construction method, can be combined with an appropriate signal set to obtain a full-diversity, g-group ML-decodable STBC C. For l = 1, . . . , g, the l th decoding group is {x A |A ∈ M l }. The rate of the code in cspcu is R =
The following proposition will be useful when we are constructing high-rate multigroup ML-decodable codes.
Proposition 3: Let k ≥ 1. There exists an explicitly constructable set H k ⊂ C k×k consisting of k 2 matrices that are unitary, Hermitian and linearly independent over R.
III. DELAY-OPTIMAL 2-GROUP ML-DECODABLE CODES
In this section, we design {N 1 , N 2 } leading to high-rate 2-group ML-decodable, balanced and unbalanced delay-optimal codes for any number of transmit antennas N > 1.
A 2-group ML-decodable code for N antennas is constructed as follows. Choose positive integers k 1 , k 2 such that
It is shown in [18] that {N 1 , N 2 } satisfy the conditions C1 and C2. Note that for l = 1, 2, we have |S l | = k 
A. A new family of balanced, 2-group ML-decodable codes
First consider the case where the number of transmit antennas is even, i.e., N = 2m, m ≥ 1.
From (1), the rate of the code is R = 2 + 1. The second group has 2m+1 more real symbols than the first. By puncturing these real symbols, we get a balanced, 2-group ML-decodable code of rate
Thus, the constructed family of codes, for number of transmit antennas N ≥ 2 has the following rate
The asymptotic normalized rate of this family of codes is
For N = 4, the proposed code has rate, R = 5/4, which is equal to the rate of the 4-antenna code reported in [14] . For N = 2 m antennas, the rate of the proposed code is 2 m−2 + 1 2 m . This is equal to the rate reported in [15] .
IV. DELAY-OPTIMAL g-GROUP ML-DECODABLE CODES
In this section, we construct {N l |l = 1, . . . , g} leading to a family of delay-optimal, asymptotically-good, g-group MLdecodable codes, for g ≥ 2. The 2-group ML decodable codes constructed in this section are same as the codes constructed in Section III for even number of antennas.
Theorem 2 ([2]):
The maximum rate of a square orthogonal design in K complex symbols is
From Theorem 2, we see that, there exists a square orthogonal design of dimension 2
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Division Algebra codes [17] ≥ cspcu. This can be simplified to
Now consider the case when g is odd, i.e., g = 2m + 1 . This can be simplified to
and n ≥ 1.
From (2) and (3), for any g ≥ 2 and n ≥ 1, we have constructed a g-group ML-decodable code C for number of transmit antennas N = ng2
, with rate
Every codeword matrix of C is block-diagonal, with g square complex matrices of dimension n2
on the main diagonal. For any fixed g ≥ 2, we thus have a family 978-1-4244-5638-3/10/$26.00 ©2010 IEEE of g-group ML-decodable codes with asymptotic normalized rate of
V. NON-DELAY-OPTIMAL, g-GROUP ML-DECODABLE
CODES
In this section, we construct non-delay-optimal, g-group ML-decodable codes for g ≥ 2, using the codes in Section IV, leading to higher asymptotic normalized rates. Finally, the new codes proposed in this paper are compared with other high-rate codes available in the literature.
Let A be a square block-diagonal complex matrix with g square matrices
. . , A K are K such block-diagonal matrices that are linearly independent over R, then it is clear that, φ (A 1 , g) , . . . , φ(A K , g) are also linearly independent over R. Let n ≥ 1 and N = ng2
. Let C be a g-group ML-decodable, delay optimal STBC obtained from the construction in Section IV, using a design
T ∈ A}. From (4), we have K = 
2N
. The asymptotic normalized rate of the family of codes corresponding to a fixed g is r(g) = 1 2 g−1 . The rate of these codes is better than those of the codes in Section IV by a factor of g. However, the delay is larger by the same factor g.
A. Comparison with other Multigroup ML-decodable codes
We consider only balanced multigroup ML-decodable codes available in literature. A summary of comparison is given in Table I . The delay T of maximal rate complex orthogonal designs is lower bounded by σ(N ), where for m > 0, σ(2m) = σ(2m − 1) = 2m m−1 [19] . Delay-optimal 2-group ML-decodable codes in [15] have r = 1/4, but were constructed only for 2 m antennas. We have constructed 2-group ML-decodable, delay-optimal codes for all antennas N ≥ 2 in Section III. For the particular cases of N = 4 and N = 2 m these new codes have the same rates as that of the codes in [14] and [15] respectively. The 2-group ML-decodable codes of Section V have the same rate as that of the codes in [16] for identical delay T = 2N . The new codes in Section IV and Section V are the first instances of asymptotically-good ggroup ML-decodable codes reported in the literature for g > 2.
