[1] We examine tidal modulation and back-propagating fronts in simulated slow slip events using a rate and state friction law that is steady state velocity weakening at low slip rates and velocity strengthening at high slip rates. Tidal forcing causes a quasi-sinusoidal modulation of the slip rate during the events, with the maximum moment rate occurring close to or slightly after the maximum applied stress. The amplitude of modulation scales linearly with the tidal load and increases as the tidal period increases relative to the timescale for state evolution. If we choose parameters so that the model matches the observed tidal modulation of slip in Cascadia, it can reproduce only a subset of the stress drops inferred from observations and only in a limited portion of parameter space. The tidal forcing also causes back-propagating fronts to form and move back through the region that has already ruptured. The stress drop that drives these back-propagating fronts sometimes comes from the tidal load and sometimes from a stress recovery that occurs behind the front in tidal and non-tidal simulations. We investigate the slip and propagation rates in the back-propagating fronts and compare them with observations. The modeled fronts propagate too slowly to be good representations of the fronts inferred from tremor observations. For the simulated fronts to propagate at the observed speeds, the stress drops driving them would have to be more than 70% of the stress drop driving the forward-propagating front.
Introduction
[2] Slow slip events have been observed at a number of plate boundaries over the past 10 years. They have average slip rates of 10 to 100 times the plate convergence rate and last between a few days and a few months. In segments of many subduction zones, events occur episodically at intervals between a few months and several years. In large events in Cascadia and beneath Shikoku and the Kii Peninsula in Japan, the location of tremor and slip propagates along strike during each event, over the course of days to weeks [e.g., Dragert et al., 2001; Obara, 2002; Schwartz and Rokosky, 2007; Peng and Gomberg, 2010; Obara, 2010; Bartlow et al., 2011] .
[3] Given the observations, it seems reasonable to model slow slip events by considering frictional sliding on the plate interface. It is still unclear, however, which friction law is most appropriate for modeling these events. Three variants of rate and state friction models are commonly proposed. The first is "standard" velocity-weakening rate and state friction. It allows for episodic slow slip events if the size of the slow slip region is sufficiently tuned Rice, 2005, 2007; Rubin, 2008; Liu and Rice, 2009] . The second variant couples standard velocity-weakening friction with shear-induced dilatancy. It allows for slow slip events when the fault zone permeability is relatively low [Segall and Rice, 1995; Suzuki and Yamashita, 2009; Liu and Rubin, 2010; Segall et al., 2010; Yamashita and Suzuki, 2011] . The final variant, which we will investigate here, uses a friction law that is steady state velocity weakening at low slip speeds but velocity-strengthening speeds higher than a chosen cutoff velocity [Shibazaki and Iio, 2003; Shibazaki and Shimamoto, 2007; Beeler, 2009; Matsuzawa et al., 2010; .
[4] A friction law with a velocity-weakening to velocitystrengthening transition has been suggested by some physical models of rate and state friction [e.g., Brechet and Estrin, 1994; Nakatani and Scholz, 2006; Beeler, 2009] and inferred from laboratory experiments on a variety of geologic and non-geologic materials [e.g., Dieterich, 1972; Shimamoto, 1986; Weeks, 1993; Reinen et al., 1994; Moore et al., 1997; Nakatani and Scholz, 2004] . These experimental and theoretical results are summarized in section 3.9 of Hawthorne [2012] .
[5] We examined a number of properties of slow slip events simulated with a velocity-weakening to velocity-strengthening friction law in our companion paper [Hawthorne and Rubin, Laterally propagating slow slip events in a rate and state model with a velocity-weakening to-strengthening transition, submitted]. We will refer to that paper as paper 1. In it we identified a part of parameter space that allows the model to reproduce the stress drops, slip velocities, and propagation rates of events in Cascadia and Japan. However, if sufficient tuning is allowed, those observations can also be reproduced by standard velocity-weakening friction and dilatancy models. If we are to determine which, if any, of the proposed models is appropriate for slow slip, we need to compare the model results to additional observations. In this paper, we assess whether a friction law with a velocity-weakening to velocity-strengthening transition can match two such observations. First, we investigate tidal modulation of slow slip. Second, we investigate back-propagating fronts, which can either be strongly associated with or independent of tidal modulation.
[6] Tidal modulation of tremor has been seen at a number of subduction zones. Shelly et al. [2007] observed a preferred timing in two events in western Shikoku, and Ide [2010] noted a response at the tidal period that varied with location in that region. In eastern Shikoku, bursts of tremor in a number of events occurred preferentially between the maximum Coulomb stressing rate and the maximum Coulomb stress [Nakata et al., 2008] . Tremor on the San Andreas Fault was more commonly observed at the maximum tidal shear stress [Thomas et al., 2009 [Thomas et al., , 2012 . In Cascadia, Rubinstein [2008] found that variation in the amplitude of tremor seismograms had more energy at the 12.4 h period of the semidiurnal lunar tide than at nontidal periods. Lambert et al. [2009] observed a correlation between tremor occurrence and Coulomb stress beneath Vancouver Island. Klaus et al. [2011] found that tremor occurred preferentially at the time of the maximum shear stress in central Cascadia. The timing of increased tremor occurrence varied along strike in a way that was consistent with the along-strike change in the timing of the tidal loading. Using borehole strainmeter data, Hawthorne and Rubin [2010] observed that tides modulate slow slip, not just tremor. The slow slip moment rate varied, on average, 20 to 30% above and below the mean moment rate during each 12.4 h tidal period, and the maximum moment rate coincided with the preferred timing of tremor identified by Wech et al. [2009] . According to tidal loading calculations, the maximum moment rate preceded the spatially averaged peak shear stress by about 45
ı , but because the phase of loading varies along strike, the data are also consistent with a peak slip rate that coincides with the maximum shear stressing rate or with the maximum shear stress.
[7] In Cascadia and beneath Shikoku and the Kii Peninsula in Japan, identified tremor locations generally move along strike at 5 to 15 km/d during large events, but during some 1 to 10 h periods, they move back through the region that has already slipped Obara et al., 2012] . In the latter half of this paper, we will assess whether our chosen model can produce aseismic back-propagating fronts that exhibit the propagation rates and spatial extents of these rapid tremor reversals (RTRs). Identified RTRs typically propagate at rates of 20 to 40 times that of the forward-propagating front and travel 30 to 70 km [Obara, 2010; Houston et al., 2011; Obara et al., 2012] . Some sets of RTRs occur periodically at intervals close to the tidal periods [Obara, 2010] . Others display no obvious periodicity [Obara, 2010; Houston et al., 2011; Obara et al., 2012] .
[8] We design our model to produce slow slip events similar to the large events in Cascadia and beneath Shikoku and the Kii Peninsula, where tidal modulation and backpropagating fronts have been observed. In these regions, the along-strike extent of the slow slip region is several times its along-dip extent [e.g., Wech et al., 2009; Obara, 2010; Schmidt and Gao, 2010] . We simulate events on a line fault, but we adjust the elasticity equations to mimic the elongate geometry characteristic of these regions. As described in paper 1, simulated events propagate in a parameterized "along-strike" direction. They last at least several tidal cycles, since we wish to compare the results with observations of events that last several days to several weeks [e.g., Dragert et al., 2001; Wech et al., 2009; Obara, 2010; Ide, 2012] .
[9] In section 2, we introduce the chosen friction law and the model geometry. We summarize a few relevant features of the modeled events that are unrelated to tidal modulation and back-propagating fronts in section 3. In section 4, we show that tidal forcing results in a quasi-sinusoidal modulation of the slip rate and estimate the amplitude of modulation as a function of the model parameters. In section 5, we describe the simulated back-propagating fronts and estimate their slip rates and propagation velocities. Finally, in section 6, we compare these behaviors and magnitudes to available observations.
Model Definition

Friction Law 2.1.1. Definition
[10] The frictional strength of our modeled fault is [e.g., Dieterich, 2007] (V,
Here V is the local slip rate. Â is the local state, which is a measure of how well adhered a fault is. is the effective normal stress, and a and b are non-dimensional constants. a determines the amplitude of the "direct" velocity effect, and b determines the amplitude of the state evolution effect. D c is a length scale that controls the slip distance for state evolution. f * is a reference coefficient of friction, V * is a reference velocity, and V c is the cutoff velocity. This law differs from "standard" rate and state friction in that it includes a cutoff on the influence of state on stress, implemented with the "+1" in the final term. Strip model geometry for elasticity calculations. We assume that stress is uniform along dip and model slip along the central line. The fault slips at the plate rate V 0 downdip of the slow slip region and is locked updip. The model repeats periodically along strike (horizontally).
[11] Depending on the simulation, the evolution of state with time is dictated by either the "aging" law,
or the "slip" law,
[e.g., Ruina, 1983; Marone, 1998 ]. For both the aging and slip laws, when the fault slips at a constant rate V, state evolves toward a steady state value of D c /V. The steady state stress as a function of slip velocity is then
When V V c , the steady state strength decreases with increasing velocity if a < b, and the slope of the steady state curve (d ss /d log(V)) tends to -(b -a) . When V V c , the steady state strength increases with increasing velocity, and d ss /d log(V) tends to a . The boundary between the velocity-weakening and velocity-strengthening portions of the steady state curve lies at the minimum steady state stress, which we call ss-min . From equation (4), it occurs at a velocity of
Strip Model Setup
[12] At less than elastodynamic slip speeds, the frictional strength of the fault is equal to the driving stress, which in our model is the sum of the elastic stress due to slip and the assumed tidal loading. To mimic the elongate geometry of the slow slip source region, we approximate the slow slip region as rectangular with along-strike extent L and alongdip extent W, as illustrated in Figure 1 . We assume that within this region, stress varies along strike but is uniform along dip. We further assume that the fault slips at a uniform rate V 0 downdip of the slow slip region and that it does not slip updip of the slow slip region. We then solve for the relationship between slip and stress along a onedimensional grid associated with the fault's central line, as described in paper 1. We couple that relationship with the friction law to run the simulations. For computational efficiency, we perform the elasticity calculations in the wave number domain, and the modeled fault repeats periodically along strike.
[13] The tidal forcing is implemented as an additional stress that is uniform in space and varies sinusoidally in time: t = A t sin(2 t/T t ). We equate the sum of the elastic stress due to slip el and the sinusoidal forcing t to the frictional strength from equation (1). In each time step, we use the derivative of these equations and the evolution law (equation (2) or (3)) to update the slip rate, state, stress, and slip at each point.
Parameter Distribution
[14] On most of the fault, a, b, and are uniform with a/b between 0.6 and 0.9. In this paper, we will focus on the behavior of large slow slip events in this homogeneous region. However, we do introduce some heterogeneity to allow for the nucleation of events, as described in paper 1 and Appendix A. In all simulations, there is a region with width of 0.5W which also obeys equation (1) but has a > b and higher normal stress than the bulk of the fault. In some simulations, the regions adjacent to that purely velocitystrengthening region have lower normal stress than the bulk of the fault.
[15] The chosen cutoff velocity V c is 100 times the downdip loading rate V 0 , so that the simulated events have slip rates a few orders of magnitude larger than V 0 . The tidal period T t is such that there are at least a few periods in each slow slip event. It ranges from 10 -1 D c /V c to 10 3 D c /V c . The tidal half-amplitude A t ranges from 0.01b to 0.2b . This is between 0.01 and 0.3 times the stress drop in the simulated events. Such values roughly match the observations, as the tidal shear stress in Cascadia is about 1 kPa [e.g., Lambert et al., 2009; Hawthorne and Rubin, 2010] . This is roughly 0.01 to 0.2 times plausible stress drops in major slow slip events, which are 5 to 100 kPa [e.g., Szeliga et al., 2008; Wech et al., 2009; Schmidt and Gao, 2010] .
[16] The chosen along-dip lengths W are large enough that simulations produce periodic slow slip events, according to the constraints described in paper 1. The y axis is normalized time, and the x axis is distance along strike. The entire model domain is shown. The fault repeats periodically along strike, so the velocity-strengthening section (where a > b) wraps around the edge of the plot. The event nucleates near the velocity-strengthening section and propagates steadily "along strike" from left to right. Horizontal dashed lines indicate the times of peak applied shear stress. The slip rate is higher at these times, as indicated by the redder colors in Figure 2a . Back-propagating fronts nucleate and propagate back along strike around this time. This aging law simulation uses a/b = 0.8, W/L b = 500, and has no low-normal-stress region. The tidal forcing has amplitude A t = 0.05b and period T t = 37.5D c /V -min . The x's indicate the location for which we plot stress and velocity in Figure 4 .
Features of Large Slow Slip Events Unrelated to Tides
[17] In the simulations considered here, large events rupture the entire fault at relatively regular intervals. We plot slip rate and stress during one such event in Figure 2 . Events nucleate near the region where a > b and then propagate across the fault-"along strike" in the strip model-at an approximately steady rate. During this propagation, the profiles of stress, slip rate, and state are translated across the fault almost unchanged except for the effects of tidal forcing, as seen in Figure 3 . We examined these profiles in detail in paper 1. In this section, we summarize a few properties that will be relevant when we discuss tidal modulation and back-propagating fronts in sections 4 and 5.
[18] To illustrate the behavior of a slow slip event, we consider the evolution of stress and velocity at a single location as slow slip events approach and rupture through it. These values at one location are plotted in Figure 4a . Before the slow slip front arrives, this part of the fault is slipping very slowly, has large initial state Â i , and is below steady state (VÂ/D c < 1). The stress and velocity plot in the lower left corner of Figure 4a , in the segment labeled 1. When the front arrives, stress increases rapidly (segment 2 in Figure 4a ). The slip rate also increases rapidly in this segment, but there is little slip, so state changes by a only a small amount. Once the fault is slipping quickly, however, state evolves rapidly toward the steady state value appropriate for the new slip speed (segment 3). This decrease in state results in a decrease in stress: the peak to residual stress drop p-r . The magnitude of p-r is, to within about 5%,
(see paper 1). Here V max is the maximum velocity in the front.
[19] As noted in paper 1, it is possible to gain an increased understanding of the near-tip region by considering analytical approximations to the friction law [e.g., Bizzarri and Cocco, 2003; Ampuero and Rubin, 2008] . Elasticity considerations dictate that the propagation velocity V prop is related to the maximum velocity V max through
[e.g., Ida, 1973; Shibazaki and Shimamoto, 2007; Ampuero and Rubin, 2008] . Here˛is a constant accounting for the form of the local slip profile. In our simulations,˛ 0.50-0.55 for the aging law and˛ 0.57-0.65 for the slip law.
[20] More than a few L b behind the front, there is a region where the fault is near steady state. The slip rate and stress decay gradually behind the front along the velocitystrengthening section of the steady state stress-velocity curve, with VÂ /D c slightly less than 1 on average (segment 4 in Figure 4a , and Figures 4b and 4c) . This region will be important when we investigate tidal modulation because about 90% of the slip accumulates here. It usually extends 0.2 to 0.5W behind the front. In Cascadia, where W is 50 to 100 km Schmidt and Gao, 2010] , it might span 10 to 50 km along strike.
[21] At the trailing edge of the region near steady state, the slip rate falls below V -min . It is no longer possible for stress and velocity to follow the velocity-strengthening section of the steady state curve, and the fault falls below steady state (segment 5 in Figure 4a ). The stress either stays the same or increases by up to 30% of the maximum stress drop. In events where stress increases, the stress in much of the region below steady state is larger than the minimum steady state stress ss-min . A region with such large stress has the potential to undergo a stress drop. It will be important in generating back-propagating fronts.
Quasi-Sinusoidal Modulation of the Slip Rate
[22] An examination of Figure 2 reveals two features associated with the tides. First, the slip rate on the entire fault changes approximately sinusoidally, with higher velocities (redder colors) occurring near the times of the shear stress maxima (horizontal dotted lines). Second, backpropagating fronts with relatively large slip speeds arise around the times of the tidal maxima. We will examine the back-propagating fronts in section 5. In this section, we investigate the quasi-sinusoidal modulation, which is present in all tidally forced simulations.
Gradual Modulation of a Ramp Block Slider: Effect of Tidal Period
[23] To begin our investigation, we consider the effect of tidal forcing on a simpler system: a zero-stiffness spring block slider (a block sliding down a ramp) governed by our chosen friction law. This system provides a good conceptual model for the modulation of slip rate in the simulated events. If the block is driven by a force that is constant in time, it slides at a steady rate V ref whose value is determined by the driving stress. If we apply a sinusoidally varying shear stress with amplitude t and period T t , in addition to the constant stress, the velocity and state adjust so that the frictional strength (equation (1)) matches the time-variable driving stress.
[24] The responses of velocity and state to this tidal forcing depend on the chosen period, as seen by , , and Ader et al. [2012] 
[25] At the other extreme, when the tidal period is long compared to the time needed for state evolution (T t D c /V ref ), state remains close to its steady state value (D c /V) throughout the tidal cycle. The evolution effect term in equation (1) thus decreases when the direct effect term increases. For the frictional strength to match a specified applied load, the velocity must increase more in this case than in the no-evolution case. The slip rate still peaks at the time of the maximum stress, and [26] At intermediate periods, the amplitude of slip rate oscillation is between the short-and long-period responses. The slip rate reaches its peak slightly after the time of the maximum stress. This delay arises because state requires a significant fraction of the tidal period to evolve to its minimum value. This implies that the evolution effect term in the frictional strength (equation (1)) reaches its minimum after the time of the maximum stress, and the direct effect term must reach its maximum later to compensate. From equation (C2) 
Modulation Averaged over Multiple Events
[27] To begin our analysis of the deformable fault modulation, we examine the "average" modulation accumulated in each simulation. We bin the moment released on the part of the fault with a < b by its phase in the tidal cycle throughout each simulation. We then fit a constant and a sinusoid to the log of the moment per bin, as illustrated in Figure 5a . We plot the amplitudes and phases of the best-fitting sinusoids for a number of aging law simulations in Figures 5b and 5c. Only simulations with events that last at least three tidal cycles are included.
[28] The results in Figure 5 resemble the ramp block slider results from section 4.1 in several ways. First, the phase of the tidal cycle with the most slip is usually close to the time of the maximum stress or up to one-eighth cycle later. Second, the amplitude of modulation scales approximately linearly with the forcing amplitude A t . A t /a varies by a factor of 17 among the simulations plotted in Figure 5 , but normalizing the resulting modulation by A t /a collapses the observed V/V to a single clustered curve.
[29] Finally, the amplitude of modulation is close to the predicted no-evolution level A t /a (equation (8)) when the tidal period is shorter than about 3D c /V -min . It then increases as the tidal period increases. For reference, the slip rate in the region near steady state, where most of the slip accumulates, ranges from 1 to 30V min . With such slip rates, we would expect significant oscillations in state at periods longer than D c /40V -min to D c /V -min .
[30] There is significant scatter in the modulation amplitudes plotted in Figure 5 . The most obvious outliers come from simulations with A t /a around 0.01 that have only a few tidal cycles per event. The large modulation results from the timing of the beginning of the events. The timing of event nucleation causes some scatter in the remaining simulations as well. Scatter in the modulation amplitude also arises because the back-propagating fronts described in section 5 sometimes contribute significantly to the modulation. Finally, additional scatter arises because the modulation depends to some extent on parameters other than A t /a and V -min T t /D c . We discuss some of these dependencies in section 4.4.
Quasi-sinusoidal Modulation, as a Function of Location
[31] We will now look in more detail at how the slip rate modulation varies along the fault and gives rise to the averaged modulation. Considering the effect of tidal forcing at a given location is complicated. The slip rate is changing Zero phase is the time of the maximum applied stress, and positive values mean that the maximum moment rate occurs after the maximum applied stress. The solid black line in Figure 5a indicates the approximation we use in section 6, where we determine model parameters that can match the tidal modulation observed in Cascadia.
both because the tidal stress is changing and because this location is getting farther behind the front. In order to isolate the effect of tidal forcing, we consider a reference frame that moves with the propagating front. We plot snapshots of velocity in this reference frame in Figure 6b . The slip rates are higher near the time of the maximum tidal stress (blue and green profiles).
[32] To quantify the response of velocity to the tidal forcing, we divide the region behind the front into several bins. These are separated by the vertical dashed lines in Figure 6b . We compute the mean velocity and stress in each bin as a function of time and plot the velocity in Figure 6a . Within about 0.3W of the front, where the fault is near steady state, the slip rate in each bin varies approximately sinusoidally. To illustrate the relationship between the slip rate and stress in each bin, we plot the stress against the slip rate in Figure 7 .
[33] Finally, we fit a constant and a sinusoid to the average slip rate in each bin. The estimated amplitudes and phases of the slip rate modulation are indicated by the red x's in Figures 6c and 6d . Similarly, we extract the periodic variation in stress by fitting a constant and a sinusoid to the average stress in each bin. The amplitudes and phases of the periodic components of stress are indicated by blue x's.
Modulation Near Steady State
[34] The portion of the fault that contributes the most to the moment rate modulation is the region near steady state. As seen in Figure 6 , the slip rate varies approximately sinusoidally in this region, and the amplitude of that variation increases with distance behind the front. We can understand that increase qualitatively if we note that the slip rate decreases behind the front. As seen in Figure 7 , the slope of the steady state stress-velocity curve d ss /d log V is smaller for smaller velocities. If the fault stays near steady state throughout the tidal cycle, this results in a larger modulation at smaller velocities (equation (9) and section 4.1).
[35] On the other hand, a smaller slip rate implies a smaller VT t /D c and therefore less slip per tidal cycle. State deviates more from its steady state value for bins farther behind the front, as seen in Figure 7 . The modulation is reduced when the fault does not follow the steady state curve, as suggested by equation (8). However, in the simulation in Figure 6 , and in most other simulations with V -min T t /D c > 10, the smaller d ss /d log V at low slip rates is more important than the low VT t /D c . The amplitude of modulation usually increases with distance behind the front.
[36] We consider the effect of changing the slip rate and VT t /D c more quantitatively in Appendix B. We allow sinusoidal variations in the stress, slip rate, state, and propagation velocity and solve for the changes in slip rate and state as a function of the local change in stress and
is the slip rate at a distance x 0 behind the front for a reference (unmodulated) profile. We find that a good approximation for the relation between the periodic components of stress and slip rate is
Here 1 and V 1 are complex numbers whose amplitude and phase indicate the amplitude and phase of the sinusoidal variation of the stress and slip rate, respectively (see equations (B1)- (B4)). Figure 6 . The color for each bin is the same as in Figure 6a . Green: steady state frictional strength. At high velocities, VT t /D c is large, and the fault stays near steady state. At low velocities, VT t /D c is small, so there is not enough slip to allow for complete state evolution in each tidal cycle. If there were no state evolution, stress and velocity would move parallel to the dashed curve labeled "no state evolution." The bar labeled 2A t indicates the peak to trough tidal stress.
[37] The modulation predicted by equation (10) is plotted in Figure 8 . This approximation turns out to be identical to the ramp block slider modulation discussed in section 4.1 and Appendix C. To demonstrate its accuracy, we calculate the modulation predicted for each of the bins in Figure 6 , assuming that the applied tidal load dominates the local variation in stress. We plot these predictions (open circles) along with the modulation extracted from the simulation (red x's) in Figures 6c and 6d. They match the simulation results reasonably well. To do a slightly better job, we can extract the periodic component of stress directly from the simulation (blue x's) and insert this stress into equation (10). The resulting prediction is indicated by the open squares in Figures 6c and 6d. The extracted stress used in this calculation includes the applied load (A t ) and any stress changes due to interacting tidally modulated slip. In this example, the two sets of predictions are not too different, as the elastic stresses due to tidally modulated slip are smaller than the applied tidal load.
[38] The predictions in Figure 8 match several features of the modulation averaged over entire events, shown in Figure 5 . The magnitude of the average modulation is near A t /a at short periods and increases with increasing V -min T t /D c . Equation (10) predicts that the magnitude of modulation should tend to a constant at long periods. We do not see this in Figure 5 . That may be because we have not run many simulations with very long periods because of computational constraints. We do find that in some simulations that plot on the right edge of Figure 5 , the fault remains near steady state in the entire region with slip rates larger than V -min throughout each tidal cycle. As nearsteady-state modulation is a limiting case, it seems unlikely that quasi-sinusoidal modulation could result in much larger amplitudes.
[39] In many of the simulations plotted in Figure 5 , the maximum moment rate occurs 10 to 40°after the time of the maximum applied stress. In some intermediate-period simulations, the delay relative to the maximum stress arises because state requires some fraction of the tidal cycle to evolve. More often, however, it is due to back-propagating fronts. The maximum moment rate in these fronts typically occurs slightly after the time of the maximum tidal stress. They often make significant but not dominant contributions to the modulation of the moment rate. One example of this timing can be seen in Figure 6 , where the back-propagating fronts dominate the modulation in the bin between 0.3 and 0.4W.
Modulation Below Steady State
[40] In the event in Figure 6 , the fault is below steady state more than 0.3W behind the front, with VÂ /D c typically between 0.1 and 0.7. Both back-propagating fronts and quasi-sinusoidal modulation affect the tidal changes in slip rate in this region. When VÂ /D c is this small, quasisinusoidal variations in the slip rate only weakly affect the rate of change of state dictated by the evolution law (equations (2) and (3)). In all simulations checked, tidally induced changes in state in the region below steady state are small compared to the changes in velocity. The no-evolution stress-velocity relation (equation (8)) is relatively accurate.
Elastic Interactions Due to Tidally Modulated Slip
[41] As noted in section 4.3.1 and seen in Figure 6 , the fractional modulation of slip rate often varies with location behind the front. This variation creates elastic stresses, so the stress profile changes with phase in the tidal cycle. We discuss these elastic interactions in Appendix D. We find that they typically cause the maximum slip rate to occur earlier closer to the front. However, the system limits the magnitude of these interactions. When the chosen parameters favor large elastic interactions for a given spatial variation in slip rate modulation, that modulation actually becomes more uniform.
Modulation of the Propagation Rate
[42] In our simulations, the fractional modulation of the propagation rate is similar to or slightly smaller than the moment rate modulation. It has a similar amplitude and phase to the modulation of slip rate in the region near steady state not far behind the front. In Appendix E, we discuss how this modulation can be understood in the context of elasticity.
[43] In section 6.1, we use the results presented here to compare our models to observations of tidally modulated slip. The local stress perturbation is assumed to be a sinusoid with period T t and amplitude . We assume that the fault is at steady state (that
. Zero phase delay is the time of the maximum stress. V ref is the local reference sliding velocity. The amplitude is normalized by the expectation for no state evolution.
Modest Influence of Additional Parameters on the Modulation
[44] Figure 5b shows that the amplitude of the slip velocity modulation increases essentially linearly with normalized amplitude of the tidal load A t /a and in a systematic way with the normalized slip distance per tidal period V -min T t /D c . As noted in section 4.2, much of the scatter in the figure is due to the modulation of the start time of the events. We do not consider this triggering effect here. We wish to compare our results with observations of events that last many tidal cycles. In this type of event, the gradual modulation of the moment rate during the event is more important than the modulation of the event start times. We therefore do not directly investigate how the length and time scales of event nucleation affect the tidal triggering.
[45] To see that the modulation of slip speed during an event depends on parameters other than A t /a and V -min T t /D c , consider equation (10), which is a simplification of equation (B10). As seen in Figures 6 and D1, these equations reasonably approximate the relationship between the local periodic stress perturbation 1 and the modulation of slip speed V/V ref . The local stress perturbation 1 is just the tidal load A t when the elastic stress interactions due to tidally modulated slip are insignificant. Even when those interactions are significant, the average 1 is still close to A t because unloading in some regions produces loading in others (Appendix D). If we replace 1 with A t in equation (10) and divide by a , we recover a roughly linear relationship Figure 5b , but if so, the variation appears to be smaller than the scatter we attribute to the timing of the start of events.
[46] Although it is difficult to guarantee that there is no portion of parameter space where these other parameters play an important role, in the wide range of simulations we have run, the amplitude of modulation is well characterized by A t /a and V -min T t /D c . In particular, we note that for the simulations we have run, the amplitude of modulation seems to be better explained by considering its variation with A t /a than with the (perhaps more intuitive) A t / , where is the event stress drop.
[47] We note also that there does not appear to be a resonant or intrinsic period of oscillation in this system that can interact with the tidal loading timescale, at least during the course of an individual slow slip event. There are no quasiperiodic oscillations in slip rate in simulations without tidal forcing. There is of course the recurrence interval, analogous to the intrinsic period of a spring block slider. Interaction of this interval with the tidal period can influence the timing of event nucleation.
Back-Propagating Fronts
[48] The quasi-sinusoidal modulation described in section 4 is not the only change in slip rate associated with the tides. Small regions of rapid slip often develop around the time of the maximum tidal stress. These sub-events develop into fronts that propagate in the opposite direction as the main front, back through the region that has already slipped. Around 10 of these back-propagating fronts are visible in Figure 2 .
Initiation
[49] In the first column of Figure 9 , we plot snapshots of velocity, stress, state, and VÂ /D c before and during the growth of one back-propagating front. The snapshots span approximately one tidal cycle, from minimum to minimum. The back-propagating front initiates just before the tidal stress reaches its maximum. It occurs on the part of the fault where, at least initially, slip rates are smaller than the minimum steady state stress velocity V -min and the stress is below steady state. The region close to the stress minimum is only slightly below steady state, however, and the tidal forcing pushes VÂ /D c in this small region to a value slightly larger than 1 (second snapshot in Figure 9d ). State in this small region then decreases toward the steady state value appropriate for the new local slip rate (third snapshot in Figures 9a-9e) . That evolution produces a stress drop and allows the local slip rate to increase further.
[50] The slip associated with this stress drop produces a stress concentration in the region slightly farther behind the main front and pushes that region above steady state. That location evolves to steady state and experiences a stress drop, and a back-propagating front develops, as seen in the bluer curves in Figure 9 . The initial stress in the region that the back-propagating front moves through is larger than the minimum steady state stress ss-min . The final stress in a backpropagating front is typically around ss-min , so this region experiences a net stress drop. That stress drop drives the back-propagating front.
Potential Sources of Accumulated Stress
[51] The large initial stress that drives the backpropagating fronts can be achieved in several ways. First, it arises naturally in steadily propagating events. As described in section 3, stress falls to a minimum value close to ss-min about 0.2 to 0.5W behind the front, and then it increases farther behind the front. As discussed by Hawthorne [2012] , this stress increase, or recovery, arises because the slip rate falls off quickly once the fault falls below steady state. The region with small slip rates is loaded by the slip associated with continued propagation. In non-tidal simulations, the stress recovery ranges from near zero to around 30% of the maximum stress drop.
[52] A second component of the available stress drop comes from tidal loading. Tidal forcing results in a larger stress in the region below steady state during part of the tidal cycle. In events such as that in Figure 9 , where the stress recovery is small, the direct tidal loading accounts for most of the stress drop in the back-propagating front. In other events, it is only a minor component.
[53] One final potential source of stress drop arises when the modulation of slip rate varies in space. This variation creates tidally changing elastic stresses. In Appendix D, we examine the potential for those stresses to drive backpropagating fronts. We conclude that with their timing and magnitude, they likely make only a minor contribution to the driving stress in our simulations and in real events in Cascadia.
Triggered Fronts in Simulations Without Tides
[54] The stress recovery is often the simplest and largest source of stress drop in the back-propagating fronts, but fronts rarely nucleate in simulations without tidal forcing. In order to examine what these fronts would look like if some heterogeneity did trigger nucleation, we design a set of simple simulations. Each simulation has only one main event and one back-propagating front. It begins with a uniform initial stress and state. We artificially nucleate an event at one end of the fault and allow it to propagate at least 2W along strike, so that it achieves steady propagation. We then gradually apply an additional load over the entire fault to trigger a back-propagating front. This load increases from 0 to A d over a time
[55] This stress step pushes a small part of the fault above steady state. That region evolves to steady state, experiences a stress drop, and a back-propagating front develops as described in section 5.1. One of these triggered fronts is illustrated in Figure 10 . In that simulation, the stress step A d is 25% of the pre-existing stress recovery, so the stress recovery dominates the stress drop in the backpropagating front.
General Description
[56] Once the back-propagating front attains a maximum slip rate around 2V -min , the back-propagating front resembles the forward-propagating one described in section 3. The fault is below steady state ahead of the back-propagating front. The slip rate and stress increase rapidly when the front arrives. Once the fault is slipping quickly, state decreases rapidly. The peak to residual stress drop in this region is well approximated by equation (6). The propagation velocity V prop is related to the slip rate and stress change in this region through equation (7).
[57] When the maximum velocity is larger than several times V -min , the stress and velocity in the back-propagating front decay along the steady state curve for some distance behind the front, as seen in the magenta and green snapshots in Figure 10 . Once the fault falls below steady state, the stress either stays the same or increases slightly, as was the case in the main front.
[58] The back-propagating fronts eventually slow and fail as they propagate back. In some cases, this failure is because the initial state is larger farther behind the main front, and the back-propagating front does not have enough energy to rupture through such a well-healed region. In tidal simulations, the front often fails as it attempts to move into a region that has low initial stress because it was ruptured by a back-propagating front in a previous tidal cycle. propagation velocity of the back-propagating front, determined by differencing the locations of the minimum stressing rate associated with the front. Red dashed curve: propagation velocity prediction from equation (7), using V max and Â i from Figures 9f and 9g. The prediction is calculated only once V max reaches V -min , since before then the front is poorly defined and the V prop -V max relationship in equation (7) understand what controls the slip and propagation rates in the modeled fronts. To do so, we make use the stress intensity factor K, which is a measure of the potential stress singularity at the tip of the propagating rupture. If stress is to remain finite, K must be zero. The K = 0 requirement constrains our back-propagating fronts because K can be written as a function of the stress change behind the front:
Slip and Propagation Rates as a Function of Stress
[e.g., Lawn, 1993] . Here init (x) is the stress in the region of interest before the back-propagating front arrives. L s is the along-strike extent of the region with nonzero slip, and x is distance behind the back-propagating front (toward the main front). c k (x) is a set of coefficients that depends on the strip model geometry and on L s . We determine the values of c k (x) for our strip model numerically, assuming an L s of 4W and a Poisson's ratio of 0.25.
[60] We divide K into three contributions, which are described and quantified in paper 1 and by Hawthorne [2012] . The first contribution, K , accounts for the decrease in stress from the "initial" stress init to the final stress reached during propagation, as indicated by the blue curves in Figure 11 . It is positive and can be thought of as corresponding to the strain energy released by slip. The magnitude of K scales linearly with the stress drop in the back-propagating front. It increases as the back-propagating front grows along strike until it plateaus when the alongstrike length becomes comparable to W.
[61] The remaining contributions to K are negative and can be thought of as corresponding to the fracture energy. K c , illustrated in red in Figure 11 , accounts for the high stresses in the near-tip region that is above steady state. It increases logarithmically with both the maximum velocity V max and the state ahead of the front Â i .
[62] K mod , illustrated in green in Figure 11 , accounts for the gradual decay of stress behind the back-propagating Figure 11a . In both panels, the combination of solid lines shows the stress profile of a back-propagating front moving to the left. The main front is off the figure to the right. Different colors indicate different contributions. Arrows originate at the reference stress used for each contribution. K c (red) accounts for the high-stress region near the tip. K mod (green) accounts for the gradual decay of stress behind the front. K accounts for the stress drop from the initial stress to ss-min (blue dashed-dotted line). The light blue dashed line is a stress profile from before the front began. front. It is nearly zero for V max smaller than 10V -min but then increases rapidly with V max at higher slip rates. For the aging law, K mod is independent of the initial state Â i . For the slip law, it decreases weakly with increasing Â i . As will be discussed in section 5.5.2, the strong dependence of K mod on V max inhibits quickly propagating back-propagating fronts.
Allowable Slip and Propagation Rates
[63] Tremor observations indicate that back-propagating fronts move 10 to 40 times as fast as the main front Obara et al., 2012] . In this section, we use the requirement that the positive contribution to K, K , equal the magnitude of the negative contributions, |K c + K mod |, to determine plausible maximum and propagation velocities for our modeled fronts. On the one hand, the back-propagating fronts are driven by smaller stress drops than the forward-propagating fronts. This implies a smaller K and thus a smaller |K c + K mod |. When all else is constant, both |K c | and |K mod | increase with increasing maximum velocity, so the reduced stress drop encourages smaller slip rates in the back-propagating front. On the other hand, the back-propagating fronts move into a region that is less well healed; that region has smaller initial state Â i than the region ahead of the main front. |K c | increases logarithmically with Â i , so the lower state encourages larger slip rates in the back-propagating fronts.
[64] When the maximum velocity is smaller than about 10V -min , K c dominates the negative contribution to K. If K , and hence K c , is fixed, reducing Â i by some factor increases V max by approximately that factor. When the maximum velocity is larger than 10V -min , K mod , the contribution associated with the gradual decay of stress, becomes important. It does not decrease with decreasing Â i . Thus, when V max is larger, reducing Â i causes a smaller increase in V max .
[65] We assess the trade-off between the stress drop and Â i more quantitatively in Figure 12 . We choose two plausible values for Â i ahead of the main front, two plausible values for Â i ahead of the back-propagating front, and two plausible values for V max in the main front: 10V -min and 30V -min . The V max and Â i ahead of the main front determine its K c + K mod and therefore K -forward and the stress drop driving the main front. In the first row of Figure 12 , we plot V max in the backpropagating front as a function of K -back /K -forward . If the stress drop driving both fronts were uniform and extended farther than W along strike, K -back /K -forward would be equivalent to the ratio of the two stress drops. In reality, the stress drop driving the back-propagating front often extends a distance shorter than W, so the value on the x axis in Figure 12 is a lower bound on the ratio of the stress drops. We do not plot values when the predicted maximum velocity V max-back is smaller than 2V -min because our approximations for the contributions to K break down at such low slip rates. Further, as we will see in this section and in section 6.2, fronts with such low slip rates are not good representations of the fronts observed in tremor.
[66] As seen in the second row of Figure 12 , the maximum velocities in the back-propagating fronts V max-back are typically smaller than those of the main front V max-forward , but in some cases, the two maximum velocities are comparable. However, back-propagating fronts with such high slip rates require stress drops larger than 50% of the stress drop driving the main front. We have never generated fronts with such large slip rates and stress drops in our cycle simulations. Given the potential sources of stress drop described in section 5.2, the largest plausible K -back /K -forward for our simulations is 0.3 or 0.4.
[67] Next, we use the maximum velocity and initial state in the back-propagating fronts to predict their propagation rates. As noted in sections 3 and 5.4, the propagation velocities of both the forward-and back-propagating fronts obey V prop ˛V max / p-r (equation (7)). The peak to residual stress drop p-r increases logarithmically with the initial state Â i (equation (6)). For the initial states used in Figure 12 , p-r is a factor of a few smaller in the back-propagating fronts than in the main fronts (Figures 12c and 12g ). This reduction encourages slightly larger propagation rates in the back-propagating fronts. As seen in Figure 12d and 12h, the predicted V prop ranges from much less than the forward propagation rate to around 8 times the forward propagation rate, at least for the aging law. For stress drops smaller than 50% of the stress drop driving the main front, the predicted propagation rates of the back-propagating fronts are at most twice that of the main front.
[68] When the predicted V max-back is less than 2V -min , nothing is plotted in Figure 12 . The lack of values on the left half of the plot then suggests that well-developed backpropagating fronts cannot exist if K d-back /K d-forward is less than 0.3. However, the fronts can nucleate. The results in Figure 12 are irrelevant during the formation of a backpropagating front, as our estimates of K c and K mod are not accurate during nucleation. Back-propagating fronts form every tidal cycle in many simulations, even if the available stress drop is small. They often achieve maximum slip rates of just 1 or 2 times V -min before they begin to die.
Comparison With Observations
Tidal Modulation
[69] We now compare the amplitude and timing of the modeled quasi-sinusoidal modulation of slip rate with observations of tidal modulation of slow slip and tremor. First, we note that in the model, the maximum slip rate is reached at or slightly after the time of the maximum stress. This is consistent with the average timing of tremor in Cascadia [Lambert et al., 2009; and on the San Andreas [Thomas et al., 2009 [Thomas et al., , 2012 . It is also consistent with the phase of the maximum slow slip rate in Cascadia [Hawthorne and Rubin, 2010] , although given uncertainties in the data, the slow slip moment rate in Cascadia may peak up to 90°before the maximum shear stress. Nakata et al. [2008] found that the tremor rate in Shikoku peaked between the maximum Coulomb stressing rate and the maximum Coulomb stress. Our model is inconsistent with that timing.
[70] Thomas et al. [2012] found that the first event in groups of LFEs on the San Andreas occurred more commonly near the time of the maximum shear stress. They suggested that this preferred timing was caused by a mod- ulation of the propagation rate of slow slip events. As discussed in Appendix E, that timing is consistent with the modeled modulation of V prop .
[71] Next, we assess whether our model can reproduce the amplitude of moment rate modulation in Cascadia. Hawthorne and Rubin [2010] found that the moment rate was, on average, 25% larger than the mean during the favorable portion of the 12.4 h tidal cycle, with a 90% uncertainty of about 10% around that estimate. They calculated that the half-amplitude of the tidal shear stress (A t ) driving that increase ranges from 0.5 to 1.5 kPa, depending on location. In our models, the amplitude of modulation ranges from A t /a at periods that are short relative to D c /V -min to about 4A t /a at periods that are long relative to D c /V -min . For the simulated modulation to be 25%, a must be between about 2 and 25 kPa. In laboratory friction experiments, a is of order 0.01 [e.g., Marone, 1998] . The 25% modulation then implies effective normal stresses between 0.2 and 3 MPa.
[72] The larger allowable values of a correspond to larger assumed tidal loads and to larger values of V -min T t /D c . The strongest tidal response in Cascadia is at a period of 12.4 h, or about 4 10 4 s. Average slip rates are around 10 -7 m/s, [e.g., Wech et al., 2009; Bartlow et al., 2011; Dragert and Wang, 2011] , so a plausible V -min is a few times 10 -8 m/s. D c in laboratory experiments is typically 1 to 100 m [e.g., Marone, 1998 ]. With these values, a plausible range of V -min T t /D c is between 10 and 1000. The simulation results in Figure 5 span nearly this range.
[73] In Figure 13 , we illustrate the combinations of D c , b , and a/b that would allow the model to match the observed modulation (green curves). Note that some of the considered D c 's are outside of the lab range. To simplify the calculation, we approximate that the modeled amplitude of modulation is A t /a for V -min T t /D c Ä 3, 4A t /a for V -min T t /D c 300, and that it increases linearly with log(V -min T t /D c ) between these values. This approximation is illustrated with the black lines in Figure 5 . We assume a tidal period T t of 12.4 h and a V -min of 3 10 -8 m/s. The most uncertain part of our approximation to the simulation results is the assumption that the modulation stops increasing with V -min T t /D c when V -min T t /D c exceeds 300. However, this part of parameter space, which corresponds to small D c , does not appear to be relevant for comparisons to real events, as will be seen shortly.
[74] If our model is to be a realistic representation of observed events, the set of parameters that reproduces the observed tidal modulation must also reproduce the observed stress drops. In paper 1, we showed that with the strip model geometry, the stress drop is controlled by the requirement that the strain energy released during the event be large enough to overcome the frictional energy dissipation. In other words, the positive contribution to K associated with the stress drop must be large enough to overcome the negative contributions K c and K mod associated with the transition from "static" to "kinetic" friction. Geodetic observations constrain the strain energy release rate, or the positive contributions, to K. Since K = 0, they also constrain the negative contributions. As discussed in paper 1, this constraint roughly determines b D c for this model, though it does not determine b or D c independently.
[75] Estimates of K c made with the slip and aging laws differ somewhat because of how stress in the near-tip region varies with the maximum velocity and initial state [e.g., Rubin and Ampuero, 2005; Ampuero and Rubin, 2008] . Where the two laws differ in this variation, rock friction experiments support the slip law [Ruina, 1980; Bayart et al., 2006; Ampuero and Rubin, 2008] . The slip law is therefore our preferred evolution law when determining the parameters required to match the stress drop observations.
[76] We use the stress drop model from paper 1 to determine the combinations of b and D c that can match observed stress drops of 10 or 30 kPa and an along-dip length W of 50 km. We plot the results along with the b required to match the tidal modulation in Figure 13 . A W of 50 to 100 km is suggested by geodetic observations [e.g., Wech et al., 2009; Schmidt and Gao, 2010] . Schmidt and Gao [2010] report stress drops between 10 and 100 kPa, with an apparent clustering around 30 kPa. Stress drops are between 5 and 30 kPa if we assume a uniform stress drop along dip and if the shear modulus is 30 GPa, Poisson's ratio is 0.25, and events have 2 to 3 cm of slip and along-dip extents of 50 to 100 km.
[77] Additional observations further constrain the plausible part of parameter space. In the right-hand corner of Figure 13 , D c and L b are large, and W/L b is small. In paper 1, we show that simulations in this regime do not exhibit large periodic events like those observed in Cascadia, so we terminate the stress drop curves when W/L b becomes smaller than the minimum required for episodic events. A second constraint that excludes the lower right corner of Figure 13 is the size of L b , which is a length scale for localization of rapid slip [e.g., Dieterich, 1992; Rubin and Ampuero, 2005] . We do not expect large variations in slip rate on length scales much smaller than L b for the aging law and smaller than L b/10 for the slip law. Tremor has been observed to be concentrated on length scales shorter than 10 km [e.g., Ghosh et al., 2010a Ghosh et al., , 2010b , so it seems unlikely that L b is much more than a few to a few tens of kilometers.
[78] Parameters that match both the stress drop and tidal modulation observations can be obtained from the intersections of the appropriate curves in Figure 13 . For the aging law, it is possible to choose parameters that match both the observed 25% tidal modulation and a stress drop of 10 kPa using a tidal half-amplitude of 0.5 or 1.5 kPa. Matching a 30 kPa stress drop is possible with the aging law if A t is slightly more than 1.5 kPa, but only if a/b . 0.8. With the slip law, matching a 10 kPa stress drop requires an A t slightly more than 0.5 kPa. It also requires D c to be in a rather narrow range, between 200 m and 1 mm. It is not possible to match a stress drop of 30 kPa and 25% tidal modulation with the slip law, even if A t is 1.5 kPa.
[79] With these constraints, if we use the slip law-the preferred evolution law for estimating the stress drops-and require that our model reproduce the observed tidal modulation, it can reproduce only a subset of the stress drops that have been reported or seem plausible for Cascadia. Before concluding that the chosen friction law is inadequate, however, we should note two uncertainties. First, if V -min T t /D c is large, the tidal forcing causes the stress and slip rate in the propagating front to move along the steady state stressvelocity curve (section 4.3.1). We have chosen one form of the steady state curve that is consistent with theoretical models (equation (1)), but this form is not well constrained by experiments. If the velocity-strengthening section of the steady state stress-velocity curve were shallower, the tidal modulation at long periods would be larger. This would not necessarily reconcile the observations with the model, however. Changing the steady state curve changes the modulation at large V -min T t /D c , on the left side of Figure 13 . It would not change the values on the right side of Figure 13 , which seem to be more relevant when comparing with the observations.
[80] A second uncertainty is that the estimates of tidal modulation given in this section are based only on the quasisinusoidal modulation of the slip rate. Back-propagating fronts frequently contribute to the summed modulation of slip. We have observed only a few simulations where they dominate the modulation, but their inclusion can allow for larger modulation than that predicted here. However, the back-propagating fronts observed in Cascadia are not obviously tidally modulated , so it seems unlikely that they would contribute a large fraction of the observed moment rate modulation.
Back-Propagating Fronts
[81] Back-propagating fronts in real slow slip events have been inferred from observations of tremor that moves back through the region that has already slipped. These rapid tremor reversals (RTRs) typically last 1 to 10 h and propagate 30 to 70 km at speeds around 10 to 40 times the forward propagation rate Obara et al., 2012] .
[82] The back-propagating fronts in our simulations last a fraction of a tidal cycle, like the observed fronts. However, they propagate too slowly to match the observations. In section 5.5.2, we found that the modeled fronts could propagate more than 2 times faster than the forward-propagating front only if the stress drop driving the back-propagating front was more than 0.5 times that driving the main front. Such stress drops seem larger than the available driving stresses. In our cycle simulations, the stress rarely recovers by more than 30% of the maximum stress drop. The direct tidal load, the other important source of driving stress, is only about one tenth of the total observed stress drops in Cascadia [e.g., Hawthorne and Rubin, 2010; Schmidt and Gao, 2010] .
[83] As discussed in section 5.5.2, the modeled backpropagating fronts require these large stress drops to obtain high slip and propagation rates in part because K mod , the negative contribution to K associated with the gradual decay of stress, depends strongly on the maximum slip rate and almost not at all on the initial state. The magnitude of K mod depends on how stress decays behind the front and therefore on the form of the steady state stress-velocity curve. One might imagine that changing the slope of the steady state curve would allow for faster back-propagating fronts. However, as discussed by Hawthorne [2012] , such a change may decrease the stress drop available for the back-propagating fronts and cause large variations in the forward propagation rate that are not suggested by observations.
[84] The modeled back-propagating fronts originate at the location of the stress minimum, where the fault has recently fallen below steady state. That stress minimum is typically 0.2 to 0.5W behind the front. In Cascadia, 0.2 to 0.5W is 10 to 50 km, and in Japan, it is 5 to 20 km. It can be difficult to precisely identify the starting location of the back-propagating fronts in tremor observations, but in some cases, the tremor reversals seem to originate closer to the main front [Obara, 2010; Houston et al., 2011; Obara et al., 2012] .
[85] When back-propagating fronts arise in tidally forced cycle simulations, they occur every tidal cycle. This periodic repetition seems consistent with some observed fronts [Obara, 2010] but not with others Obara et al., 2012] . Even the periodically repeating observed fronts differ from the modeled fronts in their spatial extent. They rupture more than 50 km along strike [Obara, 2010] . The modeled tidally triggered fronts fail when they reach regions that have already hosted a backpropagating front, so their maximum length is the distance propagated by the main front in a single tidal cycle. In Shikoku and Cascadia, that distance is less than 10 km.
[86] Modeled back-propagating fronts that are driven by stress recovery can propagate much longer distances. However, each of these fronts releases most of the recovered stress, so it is unlikely that a single region could be ruptured multiple times. If a second event did occur, it would be driven by a smaller stress drop, and the slip and propagation rates would be smaller. Tremor reversals sometimes repeatedly move through a region during a single slow slip event, and the later RTRs are not obviously slower than the first [Obara, 2010; Obara et al., 2012] .
[87] With the chosen friction law, for the backpropagating fronts to propagate faster than the main front, they must be driven by stress drops comparable to that of the main front. Such stress drops could exist if there were large amounts of heterogeneity in the material properties on the plate interface. Indeed, Luo and Ampuero [2011] modeled slow slip events using this friction law along with patches that generated seismic slip. They were able to produce backpropagating fronts that traveled about 5 to 10 times as fast as the forward-propagating front.
[88] Alternatively, the chosen friction law may not be the correct law to use when modeling slow slip. One different option is a more complicated friction law such as that used by Rubin [2011] . That law was designed such that for a given maximum velocity, back-propagating fronts had smaller fracture energy than the main front. This allowed back-propagating fronts to propagate rapidly despite having small stress drops.
Conclusions
[89] We have investigated tidal modulation and backpropagating fronts in slow slip events simulated using a strip model geometry and a friction law that is steady state velocity weakening at low slip speeds and velocity strengthening at high slip speeds. With this friction law, tidal forcing results in a quasi-sinusoidal modulation of the slip rate behind the propagating front. When the tidal period is short relative to D c /V -min , this modulation occurs with little modulation of state, and the amplitude of modulation is around A t /a . As the tidal period increases relative to D c /V -min , there is enough slip during each tidal cycle that state can evolve significantly as the slip rate changes, and the fault remains close to steady state. When the tidal period is much longer than D c /V -min , the stress and velocity vary along the velocity-strengthening section of the steady state curve, and the amplitude of modulation reaches 4 to 5A t /a . At both long and short tidal periods, the slip rate peaks at the time of the maximum tidal stress. At intermediate periods, the slip rate can peak up to 60°after the maximum tidal stress.
[90] If we use the aging law for state evolution, it is possible to choose sets of parameters that allow our model to simultaneously match the observed tidal modulation in and the observed stress drops in Cascadia. If we use the slip law, the preferred evolution law for estimating the stress drops in this model, the model can reproduce only the lower range of stress drops inferred from observations, and only if b and D c fall within a limited range. The required D c is larger than values commonly inferred from laboratory experiments.
[91] The tidal forcing often triggers back-propagating fronts. These fronts are driven either by the tidal load or by the stress recovery that exists independently of tidal forcing. They nucleate in the region where the velocity has just fallen below V -min and propagate back through the region below steady state. We estimate the maximum and propagation velocities in the back-propagating fronts by using the requirement that stress remains finite at the tip of propagating ruptures. The modeled fronts do not seem to be a reasonable representation of the fronts inferred from tremor observations. They require implausibly large stress drops to reach the observed propagation rates, and unlike some of the fronts observed in tremor, they do not repeatedly rupture a single region. If this friction law is the appropriate constitutive law for slow slip, the back-propagating fronts must have large stress drops. Heterogeneity on the fault surface could help facilitate such stress drops.
Appendix A: Model Setup Details
[92] As noted in section 2.3, we introduce some variations in a/b and normal stress in our modeled faults. There is a region with width of 0.5W which obeys equation (1) but has a > b. b in this region is the same as it is on the rest of the fault, but a -b here is equal to b -a elsewhere. The normal stress in this purely velocity-strengthening section is a factor of 10 larger than on the rest of the fault. With these parameter choices, the region with a > b slips at a nearly steady rate during and between simulated slow slip events. This steady slip loads the adjacent regions and allows for nucleation of slow slip events, as described in paper 1. To further encourage frequent nucleation, in some simulations we reduce the normal stress in the velocity-weakening region within 0.125 or 0.25W of the region with a > b to 0.1 or 0.3 times that on the bulk of the fault.
[93] We run our simulations using dimensional terms. In all simulations, the downdip loading rate V 0 is 10 -9 m/s ( 3cm/yr) and V c is 10 -7 m/s. The evolution effect parameter b is 0.01, and D c is 10 -5 m everywhere. The normal stress is 1 MPa on the bulk of the fault, the shear modulus is 30 GPa, and Poisson's ratio is 0.25. However, we describe our results in terms of the model parameters, not the physical values. Hawthorne [2012] normalized the governing equations and showed that keeping b, , and D c constant does not restrict the portion of parameter space we explore. One set of free parameters that fully determines the model [94] In the simulations, state and velocity in the propagating front vary as a result of the tidal stress. In this section, we seek an approximate relationship between the periodic components of stress and velocity in the region near steady state. We will account for both the friction law and the propagation of the front. To do so, we assume that the slip rate, stress, state, and propagation velocity vary sinusoidally at the tidal period, as in . We write the slip rate, stress, and state in the reference frame of the moving front:
Appendix B: Modulation of a Propagating Front
Here t is time and ! = 2 /T t . x 0 is distance in the direction of propagation, shifted so that x 0 is always zero at the location of the stress peak. We insert the expansions in equations (B1)-(B3) into the expression for frictional strength (equation (1)) and obtain
Here we have used a first-order expansion for the logarithmic terms in the frictional strength. This is accurate to within 10% for fractional changes of up to 50%. That seems acceptable, as we are interested only in slip rate modulation of a few tens of percent. The reference profile must also obey the friction law, so the unmodulated terms in equation (B4) fall out and we are left with ) [95] This gives us a simple relation between the changes in stress, velocity, and state, but we would like to know how much velocity changes in response to stress, not in response to stress and state. The evolution laws give the temporal derivative of state, dÂ /dt. The region of interest is near steady state, so VÂ /D c is close to 1. When we insert the constant and periodic terms into the aging law (equation (2)) or the slip law (equation (3)) and again keep only the first-order terms,
The rate of change of state given by the evolution laws is the full local derivative. It can be divided into a term for propagation and a term for the change in the state profile:
Here V prop is positive in the direction the front moves. When we write this equation in terms of the steady and periodic components and discard second-order terms,
Now we can equate the expressions in equations (B9) and (B7). The terms with no time dependence cancel, and we are left with only the periodic components. When we isolate Â 1 as much as possible,
The first term in the second set of parentheses is the V 1 -Â 1 relation expected from the evolution law if there were no propagation. The second and third terms account for advection of the periodic components of the state profile.
[96] We insert the entire expression into the frictional strength equation (B6) and simplify to obtain
The term multiplied by V 1 /V ref accounts for the friction law and the local change in state, and the second term accounts for the friction law and the advection of the state profile. When we examine the magnitude of each of the terms on the right-hand side in the simulations, the term that is multiplied by V 1 /V ref is the largest. We obtain a good approximation for the relation between the periodic components of stress and velocity when we keep only that term, as in equation (10).
Appendix C: Modulation of a Zero-Stiffness Spring Block Slider
[97] We use an approach similar to that in Appendix B to determine the modulation of the zero-stiffness spring block slider introduced in section 4.1. We use the first-order equations for the friction law (equation (B6)) and for the state evolution law (equation (B7)). In this case, we do not have to consider propagation. The reference V ref Â 0 /D c = 1, so the state evolution law (equation (B7)) becomes
Inserting this into the friction law (equation B6) gives
Appendix D: Elastic Interactions Due to Tidally Modulated Slip
D1. Along-Strike Variations in Modulation
[98] Typically, the fractional modulation is a factor of a few larger well behind the front than it is closer to the front, as seen in Figure 6c . This means that by the time of the peak slip rate, slip rates farther behind the front have increased by a larger factor than slip rates nearer the front. These changes in slip rate cause a positive stressing rate near the front and a negative stressing rate farther behind the front at this time. The accumulated stress lags the stressing rate by 90°, so if we add this stressing rate to the applied tidal load, the peak stress occurs later near the front and earlier farther behind the front. The advances and delays of peak stress are present in the simulation in Figure 6 , as seen in the blue x's within 0.2W of the front in Figure 6d .
[99] Because of the changes in the timing of the peak stress, the peak velocity also occurs earlier farther behind the front (red x's within 0.15W of the front in Figure 6d ). As noted in section 4.3.1, the open squares in Figures 6c and  6d are predictions of the velocity modulation that account for both the applied tidal forcing and the elastic interactions due to tidal slip. Those predictions are slightly better than the predictions that account only for the applied tidal forcing (open circles). To make them, we simply extract the periodic component of stress from the simulations. We do not attempt to quantify the elastic interactions without running the simulations.
[100] In the simulation in Figure 6 , the elastic stresses due to tidally modulated slip are much smaller than the tidal forcing, and their effect on the modulation of velocity is minor. In simulations with longer tidal periods and smaller W, the elastic stresses due to tidally modulated slip can approach the magnitude of the tidal forcing, and these stresses have a major effect on the modulation of the slip rate. We examine this effect in sections D2 and D3. As we change the parameters to favor larger elastic interactions, the fractional modulation of the slip rate becomes more uniform. Regardless of the simulation parameters we supply, the magnitude of the elastic interactions due to tidally modulated slip does not exceed the magnitude of the applied load.
D2. Plausible Magnitude
[101] Tidally modulated slip creates additional elastic tidal stresses when the fractional magnitude of slip rate in the region near steady state changes with distance behind the front. To obtain a rough estimate of this stress change, we approximate that the region near steady state is composed of two sections. The first section spans the region within L m of the front. It has uniform slip rate V near and fractional modulation V near /V near . The second section has uniform slip rate V far and fractional modulation V far /V far . This second section should terminate at the trailing edge of the region near steady state, but we seek only an order of magnitude estimate of the stress change due to spatially variable modulation, so for simplicity we assume that it extends from L m to infinity behind the front. We also assume that the fractional modulation of the propagation velocity, V prop /V prop , is equal to V near /V near , since in simulations the modulation of V prop is usually close to the modulation not far behind the front (Appendix E).
[102] As noted in Appendix E, a uniform fractional change in slip rate and propagation velocity does not change the shape of the propagating stress profile. The stressing rate that does cause a change in the stress profile comes from the modulation of the slip rate in the second section, which differs from V prop /V prop . If the slip and propagation rates vary sinusoidally, the stressing rate at the center of the section closer to the front is
where t = 0 is the phase of the maximum slip rate. In this calculation, we have assumed a 2-D anti-plane strain geometry rather than accounting for the strip model. The difference is unimportant for rough estimates of elastic interactions on length scales smaller than W. If we assume that the front does not propagate significantly during the tidal period, the accumulated stress in the center of the section closer to the front is
In fact, the front does propagate. To correctly calculate the accumulated stress, we should account for both the stressing rate given by equation (D1) and for advection. The stress accumulated from tidally modulated slip varies spatially, so the stress accumulation predicted by equation (D2) is usually an overestimate.
[103] Equation (D2) nevertheless illustrates the parameters that control the magnitude of the elastic interactions. Elastic interactions are large when there are large spatial variations in fractional modulation and when the ratio of the slip per tidal cycle to the length scale for changes in modulation (L m ) is large. The stress change is therefore large when the slip rate is high, the tidal period is long, and L m is small.
[104] L m must be smaller than the region near steady state, which is typically 0.2 to 0.5W in cycle simulations. In Cascadia, W is 50 to 100 km [e.g., Wech et al., 2009; Obara, 2010; Schmidt and Gao, 2010] , so a plausible length scale for variations in fractional modulation L m is around 10 km. If we assume that the larger modulation V far /V far is 30% and that the smaller modulation V near /V near is 15%, and then take a slip rate V far of 10 -7 m/s, a shear modulus of 30 GPa, and a tidal period T t of 12 hours, the elastic interactions are, at most, of order 1 kPa. The direct tidal forcing in this region is also around 1 kPa [e.g., Lambert et al., 2009; Hawthorne and Rubin, 2010] , so the elastic stresses due to tidally modulated slip may or may not be important for Cascadia.
D3. Limited Magnitude of Elastic Interactions
[105] Equation (D2) predicts that if W were sufficiently small and the tidal period were sufficiently long, the elastic interactions due to tidally modulated slip could be much larger than the applied load. However, we find that no matter which model parameters we use, the summed tidal stresses never greatly exceed the applied load. In fact, we can see relatively quickly that the friction law and elasticity do not allow for a solution when elastic interactions dominate the tidally varying stress. According to elasticity, the most negative stressing rate in the region with larger modulation should occur at the time of its maximum slip rate. This implies that the maximum slip rate should be 90°after the maximum stress. According to the friction law, the maximum stress and maximum slip rate should be at nearly the same time. For example, when the slip rate is larger than 2V -min , the slip rate should peak at most 60°after the maximum stress (Figure 8 ). To avoid this inconsistency, we must account for the applied tidal load.
[106] In simulations with parameters that favor large elastic interactions, the fractional modulation in the region near steady state becomes relatively uniform. One example of this behavior can be seen in the simulation shown in Figure D1 , where the red x's, which indicate the modulation of the slip rate, plot close to a horizontal line in Figures D1c and D1d. The magnitude of the modulation in the region near steady state is around 4A t /a . That magnitude is close to the predicted response to the direct tidal forcing (open circles) at slip rates around 3V -min , which are present 0.1W behind the front, but it is quite a bit larger than the predicted response at higher slip rates. The friction law does a better job of predicting the modulation at all velocities when we predict the modulation using the stresses extracted from the simulations, which include the stresses associated with elastic interactions (open squares). In this context, the fractional modulation of slip rate is roughly uniform because the magnitude of the tidally varying stress decreases with distance behind the front.
[107] That decrease arises because the modulation is not quite uniform. We determine the slip rate modulation that contributes to these elastic stresses by subtracting the cosine and sine components of the modulation of velocity in each bin from the modulation of the propagation velocity (horizontal tan dashed lines). The remaining slip rate modulation is indicated by the green x's in Figures D1c and D1d. The peak slip rate in this component of the modulation occurs about 90°before the maximum applied tidal stress, but it is larger farther behind the front. At the time of its peak, this slip rate modulation contributes a negative stressing rate farther from the front and a positive stressing rate closer to the front. Those stressing rates enhance the applied load close to the front and diminish it farther from the front. When coupled with the friction law, those stresses allow for the nearly uniform modulation of the slip rate.
[108] They do not, however, explain the 45°delay in the maximum stress and slip rate throughout the region near steady state. That delay arises at least in part because the back-propagating fronts impart some stress on the region near steady state. Understanding the stress contributions from the back-propagating fronts is beyond the scope of this study.
D4. Stress Drop Driving Back-Propagating Fronts From Spatially Variable Modulation
[109] In simulations where the tidal period is longer than about 10D c /V -min , the quasi-sinusoidal modulation of slip rate in the region below steady state is typically smaller than the modulation near steady state (sections 4.3.1 and 4.3.2). Slip rates reach a maximum around the time of the maximum applied tidal stress in both regions, but the slip rate in the region near steady state increases more. This creates a positive stressing rate in the region below steady state during this part of the tidal cycle. The positive stressing rate favors the nucleation and continued propagation of back-propagating fronts. However, the stress accumulated from the sinusoidally varying stressing rate is near zero at the time of the maximum applied stress, when the backpropagating fronts are usually strongest. The accumulated stress reaches its maximum one-quarter cycle later. Backpropagating fronts often stall well before that time, so much of the stress associated with spatially variable modulation is unavailable to them.
[110] We can nevertheless obtain an upper bound on the elastic stress associated with the spatially variable modulation. Following the approach in section D2, we approximate that the entire region near steady state has a single fractional modulation equal to the modulation of the propagation velocity. We assume that the region below steady state experiences no modulation. This will allow us to estimate the maximum possible stress accumulation that might drive the back-propagating fronts. With these assumptions, the stress a distance L behind behind the region near steady state achieves a maximum increase of less than V -min T t /4L behind times the half-amplitude of the fractional modulation in the region near steady state. Here V -min is an upper bound on the slip rate in the region below steady state. In Cascadia, the mean slip rate is around 10 -7 m/s, [e.g., Wech et al., 2009; Bartlow et al., 2011; Dragert and Wang, 2011] , which would imply that V -min is a few times 10 -8 m/s. The strongest tidal response is at a period T t of about 12 h 4 10 4 s [Hawthorne and Rubin, 2010; . If we take a shear modulus of 30 GPa, a modulation of 25% [Hawthorne and Rubin, 2010] , and assume that L behind is half the size of the shortest back-propagating front, or 15 km [Obara, 2010; Houston et al., 2011; Obara et al., 2012] , an upper bound on the stress change is 0.1 kPa. The direct tidal shear stress in this region is around 1 kPa [e.g., Lambert et al., 2009; Hawthorne and Rubin, 2010] , so it seems unlikely that the stress change associated with spatially variable modulation makes an important contribution to the stress drop driving back-propagating fronts.
[111] Another upper bound on this contribution, in Cascadia and in the models, comes from the fact that it cannot drive a fractional modulation that is larger than the modulation in the region near steady state. In the event in Figure 6c , and in most other simulations, the modulation in the distance range that exhibits back-propagating fronts is larger than that in the region near steady state. The mechanism here cannot drive much of that modulation, so at least some of the stress drop that drives the back-propagating fronts must come from direct tidal forcing or from the stress recovery.
Appendix E: Modulation of the Propagation Rate [112] As noted in section 4.3.4, in our simulations the propagation rate varies quasi-sinusoidally, with fractional amplitude and phase similar to those of the modulation of the slip rate not far behind the front, in the region near steady state. That modulation seems reasonable in the context of elasticity. To understand it, note that the stressing rate in a deformable fault model is a linear function of the slip rate. If we consider a scenario where the slip rate everywhere increases by some factor due to tidal forcing, the elastic stressing rate everywhere increases by that factor. This increased stressing rate can be accounted for simply by changing the propagation velocity; it is not necessary to change the slope of the moving stress profile. During propagation of an unchanging stress profile, the stressing rate at any given point equals the slope of the reference stress profile times the propagation velocity. If the propagation velocity increases by the same factor the slip rate increased by, the stressing rate from the more quickly propagating profile will match the expectations from elasticity.
[113] However, this simple solution is for uniform fractional changes in velocity. Modulation is typically larger farther behind the front, as seen in Figure 6 . We find that Figure D1 . As in Figure 6 , but for a simulation where the elastic stresses due to tidal slip are larger. The small peaks in velocity in (a) exist because the main front collides with a set of closely spaced peaks left by back-propagating fronts in the previous slow slip event. These are seen in many tidal simulations, but they do not seem to influence the pattern of slip and stress modulation plotted in (c) and (d), which is consistently observed in simulations where elastic interactions due to tidally modulated slip are important.
As seen in (a), (c), and (d), the fractional modulation of slip rate is roughly uniform in the region near steady state (red x's). The green x's indicate the component of the modulation in each bin that deviates from the modulation of the maximum velocity. This component of the slip rate creates elastic stresses that enhance the applied tidal load close to the front and diminish it farther behind the front. This aging law simulation has a/b = 0.8, W/L b = 250, no low-normal-stress region, A t /b = 0.05, and V -min T t /D c = 75.
the fractional modulation of the propagation velocity closely matches the smaller modulation near the front.
[114] In the simulations, the modulation of the maximum velocity, V max , is similar to that of the propagation velocity. This is consistent with the V prop -V max relation from equation (7), V prop =˛V max / p-r , which holds throughout the tidal cycle. Typically, V max is larger than 15V -min . When V max is this large, the peak to residual stress drop p-r varies almost not at all with V max (equation 6). Hence p-r varies little as a result of tidal forcing, and the fractional changes in propagation rate are similar to the fractional changes in maximum velocity.
