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Abstract 
The benefits of using  Information Technology (IT) in financial institution are  multifaceted: i) expansion of 
market shares; ii) improving communication with customers, vendors and employees; iii) fast responses to 
customer inquiries; and iv) easier ordering and tracking; improving the quality and transaction process and 
speed. The importance of this research is to undertake a comprehensive study to understand the impacts 
Information Technology Investment (ITI) on the Financial Performance (FP) of banks and explain and identify 
precise contributions of IT to the Jordanian banking sector. In other words, the study attempts to ascertain to 
what extent ITI has impacted on the FP of the commercial banks in Jordan.    
Keywords: Information Technology (IT), Information Technology Investment (ITI) and Financial Performance 
(FP) 
 
1. Introduction 
The quick development of Software application and the rapid use of Information Technology (IT) by commercial 
entities engaged in trade, investment and financial services have increased their capacity to achieve more 
benefits for banks; which includes gains in profitability due to efficiency of operation and reduction in 
transaction costs. Moreover, IT innovations are used as tools for gaining competitive advantage and enhancing 
business positions strategically. In fact, the significant developments in IT have had various effects on 
economies, including globalization for information which in turn, has changed the whole world into a small 
global village where all individuals affect each other more frequently. However, these developments have also 
sharpened the role of financial banks mainly that of commercial banks in facilitating trade, investment and other 
activities.  As a result, this has imposed a huge challenge before these banks because IT is frequently misused by 
unethical financial frauds. Therefore, it becomes necessary to understand the role of IT in increasing the 
efficiency and competency of the operations. This research will explore the link lectures Information Technology 
Investment (ITI) and Financial Performance (FP). 
The IT, refers to the technology side of information system. That includes modern technologies such as 
computer, facsimile, telecommunications, microelectronics, hardware, database, software, networks and other 
devices . ITI is the investment in these technologies described above. The FP that includes different variables 
such as return on assets (ROA) that calculated by equal current net profit divide by average total assets, return on 
equity (ROE), which measure by equal current net profit divide by equity. 
 
2. Research Problem 
As a result of increasing globalization, competition and customer awareness, IT provided a competitive 
advantage by increasing the organizational performance. The benefits of using IT in financial institution are: i) 
expanding their marketplace; ii) improving communication with customers, vendors and employees; iii) fast 
responses to customer inquiries; iv) easier ordering and tracking; improving the quality and transaction process 
and speed. The use of IT help bank management resources, technical expertise and capital, hence, the banks seek 
to enhance the financial performances during use IT. 
The research problem lies in answering the following main question: What are the effects of ITI on FP in the 
Banking sector in Jordan?  
 
3. Empirical Analysis 
This part is the crux of the research. After discussing data and their definitions, first we present summary 
statistics. However, to provide satisfactory answers to the research question, we conduct panel data estimations 
of the profit function, where ITI is one of the explanatory variables. Then we provide some simulation results 
and conclusions of the effects of ITI on the FP in Jordan banks.  
According to the theories of financial analysis discussed in the previous paragraphs, this research will employ 
the following profitability equation and will apply it to heterogeneous panel data. The preliminary model is given 
as the following: ( )ε,,ControlsIT∫=Π                                     (1) 
Where this dependent variable, П=a bank profitability measures (ROA, ROE), and explanatory variables are 
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IT=investment proxies, and controls = other control variables that influence bank profitability, and  = an error 
term. 
In order to set up the profitability equation in a good manner, we need a theoretical framework to determine the 
relation between all the variables which affect bank profitability. To achieve this, this paper will use theories of 
business analysis (Jang, 2002) or financial analysis. We will use Business or financial analysis to study business 
activities. analysis. On the other hand, the financial analysis which studies the financial factors is classified into 
five groups: 1.productivity analysis, 2. stability analysis, 3. activity analysis, 4. profitability analysis, and growth 
analysis. 
Activity analysis measures the banks asset efficiency through activity ratios; such as the ratios of operating 
revenue (sales) divided by main asset items. Productivity analysis measures efficiency of banks at production 
level via productivity measures such as output to input in production. Growth analysis investigates whether the 
banks economic position in the specific industry or in the entire economy is properly maintained and whether 
growth ratios are satisfactory. Growth ratios consist of growth rates of operating revenue, net profit, total assets, 
loans, total liabilities, deposits, equity, earnings per share (EPS), book value per share (BPS), etc. 
Based on the theories of financial analysis elaborated, this research employs the following profitability equation :  
 
 
  (2) 
 
 
Where: 
itΠ : Profitability for bank:  i = 1, 2, 3 . . . , N, at time: t = 1, 2, 3 . . . . , T.      
β : The coefficient vector on explanatory variables 
itDEBTR : The debt to equity ratio (/debts divided by equity). it is expected that there is a negative relationship. 
itDLMR : Loans minus deposit rate spread (/average interest rate on loans minus average rate on deposits: the 
deposit minus /loan margin rate) the financial analysis theory predicated positive sign. 
itEAR : The equity to total assets ratio (equity divided by total assets).Expected to have a positive sign. 
itRESR : The reserve ratio (/reserves (surplus) divided by paid-in capital).Expected to have a positive sign. 
itLDR :  The loan minus deposit ratio (/loans divided by deposits). Should have a negative sign, since a high 
ratio, corresponds to a low business stability in financial analysis theory. 
itIT : Investment proxies such as the computer budget ratio (computer budget divided by total budget) and the 
capital budget ratio (computer capital budget divided by computer budget). The large IT investments 
produce a stronger position influence on profitability measures. 
WG: The wage price of labour to number of employee. Should have a negative sign 
INF: Inflation Rate. Should have a positive sign 
itε : Is the disturbance term. 
  
4. Data Gathering   
These data will be obtained for all the 22 banks based in Jordan, over 1993-2010 periods. Most will be furnished 
through primary data sources such as annual and monthly statistical bulletins and reports issued by banks and the 
central bank of Jordan. 
Table (1) exhibits descriptive statistics of the dependent and explanatory variables used in empirical analyses. 
There are 3 large size asset banks and 19 small banks, while there are 6 large IT investment banks and 16 small 
banks. 
4.1 Testing for unit root and cointegration  
Based on the literature review discussed in research, we will describe the models and proxies that will allow us 
to test for the effects of ITI on Profitability performance. The variables are selected based on the main variables 
used by other authors who are supported in previous empirical work. As a part of the cointegration analysis, we 
will test for the finding of a unit root in a time series. Testing for unit roots indicates nonstationary which has 
implications for economic theory and modeling. Results from regressions will not be meaningful if the variables 
are not stationary, that is, if they possess time trend. Nonstationary data may lead to cointegrating relationships, a 
series Yt is said to be integrated of order denoted by Y-I (d) if it becomes stationary after differencing d times 
and thus Y, contains d unit roots. A series which is l (0) is said to be stationary. To determine whether a series is 
stationary or non-stationary, unit root test must be carried out. The study adopts the Augmented Dickey Fuller 
ititWGitINFiitITiitLDRi
itRESRiitEARiitDLMRiitDEBTRiiit
εββββ
ββββα
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(ADF) Unit Root Test for unit root testing. If the series is not stationary in levels, a further test will be carried 
out on their first differences Attia, (2005). 
In a series that has one of the Unit root equal to one, the time series of Non-stationary, and then the ∆Y t = U t If 
the first difference series of Stationary; the original series are Integrated of first Order. If the string is static after 
obtaining a second difference, the original string be integrated level II. If the original string still said to be 
integrated of zero order I (0), in the sense that the string static asset. 
       It is noted in this connection that the time series are not static or heading to sleep only if the rate of short-
term volatility in declining to guarantee the converge to develop a long-term equilibrium Attia, (2005). 
∑
=
+−∆+−+=∆ pi tYtBYtY 1 11110 εαα  
Where,   refers to the first difference of variable Y, p is the number of lagged terms which are chosen to ensure 
that the errors are uncorrelated and for t=1,……,N is assumed to be white noise. In (1), the null hypothesis that 
0α
=0 against the alternative hypothesis 0α ≠0 is tested.  
The ADF is implemented as rejecting the null hypothesis of a unit root (non-stationary) if the ratio is smaller 
than the critical value. In this case the level of time series Y, is characterized as integrated of order zero, i.e. I 
(0). If it is found that the individual time series in equation (1) are stationary after the first difference, then the 
series is characterized as integrated of order one, I(1). The next step is to examine the cointegration relationship 
among the series. The cointegration test determines whether there exists a long run equilibrium relationship 
between two or more different variables over time Gujarati, (1995). If variables are cointegrated, then it can be 
interpreted as the variables are "stationary" relative to each other implying that the differences between the two 
values fluctuate around a fixed value. In other words if two series are cointegrated, short run deviations are 
possible, but market forces ensure that equilibrium is regained in the long run.  
In addition to the assumptions outlined in above, the economic variables that are used in estimation must be 
stationary. That is, its variance and the co-variance must be constant through time. If such conditions are not 
met, then the data will not be stationary, and in this case the coefficients of the model cannot be estimated by 
using OLS method. If OLS method was applied, it would be possible to get a spurious regression or spurious 
correlation. If, at least, one of these explanatory variables is non-stationary, the trend will appear in the function, 
and the coefficients of the explanatory variables are non-stationary and statistically not meaningful. In addition, 
the coefficient of determination, R², will have a high value, thus, the result will be unrealistic and misleading 
Thomas, (1997).   
In order to obtain a stationary series, the first difference, or the second, or the third difference should be taken. 
The process of taking the differences will continue until the time series is stationary. That is, the stationarity of 
the time series cannot be materialized until a difference that is higher than the first difference is obtained. In this 
case, the Augmented Dickey – Fuller (ADF) is used to test for stationarrity.  
The feature of stationarity was tested through the Augmented Dickey-Fuller (DF) and Philips Peron (P.P) test. 
According to (ADF) test, all the variables are non-stationary except for the foreign investment which was 
stationary at a significant level of 10%. P.P test also showed that all variables at the level were non-stationary.  
According to these tests, Ordinary least squares (OLS) will be used. The linear relationship that exists between a 
dependent variable and the independent variables and it is intended to minimize the sum of the squared 
differences (or errors). However, the use of OLS implies the adoption of some assumptions; mainly the 
population regression function should be both linear in variables and parameters. This assumption is not a 
sufficient condition to ensure that there is a precise statistical relationship between the estimators and the "true" 
corresponding values. There is a basic set of assumptions that are comprised in the classical regression model 
that will give us the certainty of obtaining unbiased estimates: 
• Normality. - Y values are normally distributed for each X, probability distribution of error is normal.  
• Homoscedasticity (constant variance).  
• Independence of errors.  
• Linearity (relationships between variables is a linear function). 
When using OLS, if the previous assumptions are met, it can be implied that the OLS method will produce 
BLUE (best linear unbiased estimates) and would be consistent with the Gauss-Markow theorem which states 
that "gir7en the assumptions of the classical linear regression model, the least-squares estimates, in the class of 
unbiased linear estimates, have minimum variance, that is, they are BLUE" Gujarati, (1995). The methodology 
of OLS is used to estimate the model outlined above. It is a method that analyzes co-integration to estimate the 
coefficients of financial performance variable function as it reflects the problems of endogeneity of data and 
coefficients being bias and serial correlation. To estimate the regression functions, Eviews Software was used. 
 
5. Empirical Results 
5.1 Finding Unit Root and Multicollinearity 
According to Levin et.al, (2002), Breitung, J. (2000) results, tests are based on the common unit root process, an 
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assumption that autocorrelation coefficients of the tested variable across cross-sections are identical. As 
mentioned during the discussion about the unit root test, testing for unit roots indicated nonstationary (if date 
possess a time trend). The importance of testing for unit roots is that nonstationary data may lead to cointegrating 
relationship (biased results). 
Results from the previous unit root test fail to reject the hypothesis of a unit root for independent variable of 0.05 
and 0.01 levels. Therefore we conclude that variable used for the analysis for profitability equations are I (0) or 
Stationary. 
The next step is to proceed to test for panel cointegration relationships for our analysis, to determine whether 
there is a long-term equilibration  relationship between the specified dependent variables (ROA, ROE) and 
explanatory variables ( DEBT, DLMR, EAR, RESR, LDR, IT, WG, INF) in the profitability equations. 
According to Kao (1999) results for panel cointegration test, the null hypothesis of the test is no cointegration. In 
the two profitability equations, the null of no cointegration is strongly rejected. 
5.2 Regression result 
Table (2) contain the results for the analysis of the effect of IT investments on ROA and ROE of the Banking 
sector in Jordan. The next step is to proceed to test for cointegration relationships for our analysis. The results 
obtained for the cointegration analysis performed on the variables included for the analysis of the profitability 
equation. Finding from the cointegration analysis were of a significant unidirectional Granger causality among 
for DLMA to Granger cause ROA, and among ROA and INF. 
Through the analysis for effect on ROA we made an attempt to model most of the variables that have been used 
in previous literature. Our findings (table) for the analysis of aggregate banks sector were of appositive and 
significant evidence of IT ratio, EAR, RESR and INF as expected by theory. The estimates of the DEBRT turn 
out to be significantly negative as predicted by financial analysis theory. 
Our funding did not find evidence of DLMR, LDR and WAGE as determinant of ROE. 
Table (3) contains the results for analysis of the effect of IT on ROE. The analysis was done by panel least 
squires. Our findings for this analysis are consistent with the findings for the effect on ROA, where evidence of 
positive and significant coefficient were found for IT ratio, EAR and INF. The estimates of the DEBRT turn out 
to be significant negative as expected. Our finding did not find evidence of DLMR, LDR, RESER, and WG. 
Generally, the IT ratio and EAR and INF have relatively strong explanatory power for Jordanian’s bank 
profitability. 
In Table (2) the R2 values and adjusted R2 values are 0.0706 and 0.0641, which are similar those in the existing 
literature. 
Table (4) depicts the results we gained by applying the bank group analysis by assets size. Large Jordanians 
banks with assets size greater than %8 while small ones less than %8.  As a result there are 3 large banks and 19 
small banks. 
 
6. Conclusion remarks  
In this paper we attempted to measure the affect of ITI by Jordanian banks on their FP using panel least squares 
and panel cointegration testing. The empirical analysis of this study is: 
First, it is found that there indeed exist unit root in the level data variables by KAO residual cointegration panel 
unit root test. 
Then, the profitability equation is estimated by panel least squares. Moreover, the effect of ITI on bank 
profitability are estimated and compare for different bank group classified into large and small banks (by assets 
size), and high and low IT bank (by ITI ratio). 
IT is found that IT ratio has a stronger positive relationship with bank returns. Specifically, the relationship 
between ROE and IT ratio turns out to be stronger than ROE and IT ratio. Summarizing the estimation results of 
the profitability equation, the IT ratio, DEBRT, EAR and INF have relatively strong explanatory power for bank 
return. 
In the banks group analysis by asset size and ITI ratio, the IT ratio of most groups banks, have positive effects on 
profitability improvements. Specifically, the relationship between banks group and ROE, But both that the IT 
ratio of small banks and low IT ratio banks show a stronger positive effect on banks returns than that of large 
banks and low IT ratio banks, because diminishing return to scale. 
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Table 1. Exhibits descriptive statistics of the dependent and explanatory variables 
 
Table 2. effect of ITI on ROA of the Banking sector in Jordan 
 
 
 
 
Table 3. Effect of ITI on ROE of the Banking sector in Jordan 
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Table 4. Effect of ITI on ROA of the Large Bank in Jordan 
 
Table 5. Effect of ITI on ROE of the Large Bank in Jordan 
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Table 6. Effect of ITI on ROA of the Small Banks in Jordan 
 
Table 7. Effect of ITI on ROE of the Small Banks in Jordan 
 
Table 8. Effect of ITI on ROA of the Low IT Banks in Jordan 
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Table 9. Effect of ITI on ROE of the Low IT Banks in Jordan 
 
Table 10. Effect of ITI on ROA of the High IT Banks in Jordan 
 
 
Table 11. Effect of ITI on ROE of the High IT Banks in Jordan 
 
