Abstract-In this paper a new way to discretize the Filtered Back-Projection (FBP) algorithm is presented. The function basis is the Haar system (2D product of rectangular windows). This scheme allows one to derive the optimal shape of the apodisation window, which is angle varying, and the oversampling ratio between the pixel and the projection cell size. The discrete equivalent filter is also derived. The comparison of standard radial band-limited and separable Haar reconstructions shows that improvements, in terms of linearity, shift-invariance and aliasing, can be obtained even for the case of a limited number of views. Considerations of projection degradations are then analyzed according to a specific imaging device to derive the optimum oversampling ratio.
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I. I NTRODUCTTON
N 1917, Johan Radon [ 11 discovered a new continuous one-I to-one mapping of the plane, which was not applied before 1970 to radio-astronomy [2] and medical imaging [3] . The continuous Radon transform relates an original 2D function to its projections, while the inverse Radon transform allows one to reconstruct the 2D function from the set of its projections. The corresponding operators are linear and shift-invariant. The inverse Radon transform is ill-posed, which makes the reconstruction unstable unless it is smooth in some sense. The ill-posed nature of the inverse Radon transform strongly suggests a digital implementation which requires to discretize the discrete inverse operator. The resulting discrete inverse operator must also be linear and shift-invariant which is not usually the case.
Two main approaches to reconstructing a 2D function from its projections are used. In the first class, called direct or analytical methods, various solutions equivalent to the original continuous Radon transform are considered [4] , especially the Filtered Back-Projection method (FBP). In order to act onto discrete operands (2D function, projections), operators (filtering and back-projection for the FBP) are straightforwardly but not properly discretized. In the second class, called indirect or iterative methods, all operands and operators are discretized in the same way assuming an equivalence Manuscript received November 30, 1991; revised July 3, 1992 and July 7, 1993. The work of J.-P. Guedon was partially supported by a National
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model between the continuous and discrete object planes. For these methods the entire scheme takes a discrete form and numerous approaches to express the discrete Radon operator in a consistent manner have already be attempted. Schwinger et al [5] have used the pixel shape to correct the reprojection step in SPECT and Schmidlin [6] has done the same for the PET implementation. Hanson and Wecksung [7] have defined local basis-functions (spline and truncated Gaussian) on a square grid to express the behavior of the continuous function within a small neighborhood. On the other hand, Buonocore et al [8] have defined "natural pixels" by the intersection of two different paths in the reconstruction plane, which leads to a definition of the discrete Radon transform different from that used with square pixels. In this paper the operands (projection, 2D function) and the operators involved in the inverse Radon transform are discretized in such a way that the linearity and the shiftinvariance of the continuous operators are preserved in the discrete case. In contrast with most analytical methods where the Ramp filter is arbitrarily regularized by a radial low-pass, a commonly used local behavior of the 2D function is assumed (2D Haar function) which specifies the regularized ramp filter.
In Section 2, useful results concerning the continuous Radon transform and its inverse are recalled. From this review a stable discrete inverse Radon transform can be defined as follows:
-By forcing the solution to belong to function spaces in which the inverse Radon transform is continuous, such as Sobolev or spline spaces, -By using additional properties of the Haar space (described by piecewise constant functions) to minimize the reconstruction error in a least square sense, -By sampling the reconstruction plane according to the selected function basis.
A general continuous-discrete FBP algorithm is derived and applied to the radial bandlimited case. In Section 3, this algorithm is applied to a constant Pixel Intensity Distribution Model (called PIDM). The discrete expression of the corresponding stabilized filter is derived in Section 4. Section 5 is devoted to angular sampling considerations and Section 6 discusses detector constraints.
CONTINUOUS FBP AND DISCRETE REPRESENTATION
In this section, the main formulas for the continuous FBP reconstruction are recalled. The discretization of the reconstruction plane is also introduced. By combining these two formulations a new discretization of the FBP algorithm is obtained and applied to radial bandlimited functions where classical results [4] are retrieved. operators), the FBP discretization will first be presented for an infinite set of projections. Angular sampling will then be analyzed in section 5.
A. Continuous Reconstructions B. Discretization of the Reconstruction Plane
Properties of the inverse Radon transform (noted R-l) depend both on the function space on which R-' is defined and on the extensions of the Radon transform (R) from functions to measures [9] to obtain a stable inversion. Let us review the ill-posed nature of the continuous inverse operator before taking into account the discrete nature of the reconstruction plane.
In L'(lR2), the Radon inversion is ill-posed in the Hadamard sense as defined in [lo] . The primary consequence is that a stable inverse operator can not be found if the original function belongs to this space. Inversion in L~ ( I R~) is mildly ill-posed. Regularization techniques can be used to reduce instability [ 1 11. The continuous FBP reconstruction of a function f(z,y) E S (but also in the dual space SI, the space of tempered distributions) from its projections p f (t, 0) was demonstrated by Ludwig [12] . It can be summarized by the following identity:
The previous results apply for the reconstruction of functions of the continuous variables z and y. What one is seeking in practice is a discrete implementation of this algorithm. For this purpose, the standard signal processing approach for discretizing a function f(z, y) consists of applying a prefilter to the image (using a 2D convolution operator noted **) and sampling thereafter,
The sampling kernel b(z,y) is an anti-aliasing filter such as the ideal lowpass filter of the Shannon sampling theorem. For the following, b(z, y) will be referred to as the PIDM.
This latter equation and the continuous FBP reconstruction scheme of (1) can be combined to derive the discrete version of this algorithm. It is not difficult to show that the following identity for the nonsampled version of (6) projections pa and p f . The proof uses the Radon transform of both sides of (7) and the Central Slice Theorem gives the result. After sampling (7), the general form of the discrete reconstruction algorithm is obtained as
The operator K represents the filtering part of the algorithm, in which each projection is convolved with the inverse Fourier transform of the infinite Ramp:
.f(k, I) = R*K(pb(t, @)*pf(t, e>) 1 2. = k, = 1 .
(8)
Convolving the infinite ramp of (5) with the projection of the sampling kemel pb gives a single filter k b ( t , 0) = Kpb(t, 0) Kpf(t, e) = f i f ( t , e) = pf(t7 e)*F, l {T1vI} (3) such that
The backprojection (BP) operator R* is the dual operator of R and is defined by:
f(k,l) = R* (kb(t,O)*pf(t, e))[ r = k , y = 1 .
(9)
The filter kb represents operator K in the Radon space for a reconstructed image belonging to a subspace generated by the PIDM b(z,y) and is given by:
In this case the instability of the inverse operator lies in the filter definition, which can be expressed [16] in a generalized function form (in SI) as:
A unique solution can be obtained only if the set of projections is infinite i.e. 0 E [O,T]. Angular sampling leads to a radical change in the null space properties of the inverse operator [13] . This is known as the Smith theorem, the consequences of which were studied for a discrete grid by Katz [ 
151.
In order to avoid the negative consequences of this theorem (mixing angular sampling with the bad implementation of where Pb is the Fourier transform of pb.
Eqs. (9)- (10) However, this PIDM does not take into account sampling considerations and aliasing occurs since the initial signal is not prefiltered. The standard bandlimited reconstruction algorithm will now be considered and shown as a special case of the previous derivation.
C. Standard Bandlimited Reconstruction
The common adopted solution for FBP combines a lowpass window ( (12) where H is the Hankel transform (2D Fourier transform for rotationally symmetric functions). Note that b(z,y) can be viewed as the point spread function of the non sampled FBP reconstruction. This interpretation has been proposed for the bandlimited case by Barrett et al. [19] . In practice, this formulation is suitable to noisy data because the high frequencies are cut-off in the projections. However, the resulting reconstructed function behaves in an uncommon manner because of the interpolation properties of the kernel defined by (12) .
III. THE HAAR REPRESENTATION

A. Reconstruction in &(IR2)
The Haar basis is described by piecewise constant functions. This basis represents a natural choice for simple image processing as often encountered in the literature. A continuous function fo(z,y) can be obtained from the discrete samples fo (k, I ) by the following formula +w +w fO(z, 9) = fO(k,l)sO, A(. -y -1). (13) where the separable Haar basis, which defines the PIDM, is
This is simply obtained from the product of rectangular pulses of support A, the pixel size, along the z and y directions:
The space of all L2(R2) functions of the form (13) is denoted by &(Et2). Unser et al. [14] have shown that the optimal pre-
is also given by (13) . Hence, (8) By using (8), we obtain the following reconstruction algorithm:
fo(k,1) = R*(Kwo(t,e)*pf(t,e)),r=fi,ar=I. 
B. Linear Shijt-Znvariant (LSI) Systems and the Discretization of the Projections
Linearity and shift-invariance are the two basic properties of all direct reconstruction methods [19] . This permits one to derive the expression of the Modulation Transfer Function (MTF) before discretization of the entire scheme. These two initial properties are considered to be also true after the discretization steps (projection and reconstruction plane). In order to see what actually happens, consider the Haar sampling kernel, whose projections in the Fourier domain, (20) , are drawn in Fig. 2 for various values of 8. From this figure, one can see what part of the information is kept after the projection-discretization step, according to the Shannon sampling theorem. If the discretization path in the projections r is chosen equal to A, the pixel size, the information kept corresponds to half of the central lobe in the Fourier domain.
Whatever the angle 8, the information is the same and strong aliasing artifacts cannot be avoided. The 1D discrete inverse Fourier transform of these projections for 8 = 0 and 8 = 7r/6 are represented in Fig. 3 for r = A and r = A/4.
Fine projection sampling compared to the pixel size is then required to preserve the signal magnitude but this is also true for signal phase to ensure shift-invariance of the discrete reconstruction process. Since the smallest element of the reconstruction plane is the pixel, the conclusion is obvious: in order to preserve at best (see section 6) the LSI properties of the continuous reconstruction scheme it is necessary to size with respect to the pixel size:
Another argument for the oversampling ratio p is that it will ensure having enough samples of wo(k, 8) to perfom the convolution and not reduce this kernel to a Kronecker function as it is the case for p = 1.
Iv. DISCRETE FILTER
In order to implement the Haar reconstruction scheme in the spatial domain, the appropriate expression for the discrete filter must be derived. This leads to the definition of a new digital filter that depends on the angle B and also on p.
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oversample by a factor p > 1, ratio of the projection cell These singularities appear at sampled values of the trapezoidal shape where the derivatives are not defined. By integrating the filter before its sampling a continuous and differentiable filter is obtained.
Using the oversampling ratio p , the projection is sampled at
The discrete corresponding filter, noted kd, is thus defined by averaging:
Because of symmetry considerations, the filter kd(t, 0) needs to be defined only for 8 E [0,7r/4]. By noticing
integration of (27) This central value shows that the discrete integrated filter is not defined for p = 1. It is easy to understand why: with no oversampling (p = 1) the function wo(t, 6') reduces to a rect function (a Kronecker function for the discrete kernel) and no numerical integration is performed.
Figs. 4(a) and 4(b) show the impulse response of this filter for p = 2 and 4 and for values of 8; these examplify the role of the oversampling ratio and the angular dependence. For p = 2 ( Fig. 4(a) ), the filter looks the same from 8 = 0 to 6' = w/12
and from 6' = T / S to 8 = ~/ 4 . (Fig. 4(b) ), the angular dependence is clearly seen for each value of 8. For 0 < < T / S the central value is smaller than its neighbors whereas for T / S < 8 < x/4 the central value becomes larger.
B. Implementation Considerations
Implementation of a linear shift-invariant algorithm allows one to group the multiplicative constants of the FBP operators and just perform a normalization on the final image. However, notice that the normalization factor l /~ in necessary to ensure a well-known condition that is derived in Appendix A: for a delta function to be reconstructed (f(z,y) = 6(x,y)) the value at pixel (0,O) is exactly the weight applied to the distribution in the original continuous plane. In contrast, for the Haar function, f(z, y) = S O , A (~, y). the value at the origin is given by:
The proof of this statement is derived in Appendix B. Note that the entire pixel distribution in the continuous plane is represented by a single sampled value at the pixel. These equations show that the function WO is the optimum "apodisation window" to be applied to the projections to recover the original information in h(IR2).
A consistent implementation of this algorithm requires that distinct filters be used for each angle. However, for n > 2p the values of the discrete filter are pretty much the same according to (23) . The filter was computed by taking kd(n.r,l) = kd(n.r,O) for n > 2p, and the stability of the gain was checked in this case (there was no angular dependencies for the gain).
It can be concluded that there is no major difference using
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this approximation. In other words, the characteristic function of the pixel influences discrete filter values for small n but not for large n. An efficient implementation of this filter is described in the following algorithm Alg. 1-a (modified Haar FBP using convergence result): 
8) backproject the filtered projection 8 at the center of each pixel (IC, 1) end
The third implementation is in the Fourier domain and is described in Alg. 1-c. It takes the FFT of the projections, multiplies the result by (21) , and takes the inverse FFT before the backprojection step. In this case there is no need to integrate the filter given in (21) .
Following is algorithm Alg. l-c (exact Haar FBP using the 
C. StandardHaar-FBP Reconstructions
Since implementation of the previous set of equations is straightforward, their differences can be visualized by computing reconstructions of the two methods using an analytic is not met in the reconstruction. Fig. 5(b) shows the same reconstruction using the oversampled standard algorithm 1 .d. for p = 4. The smoothing effect allows one to see the Dirichlet condition and shift-invariance is preserved (there is no significative difference between centered and decentered phantoms). However, the square comers induce ripples in the reconstruction and the result is not perfect. In comparison, Fig. 5(c) shows the reconstruction of the same object for the Haar-FBP algorithm and an oversampling ratio of p = 4. The only error (coming from the limited frequency bandwidth) is that the Dirichlet condition is not exactly met at the edge of the square. When higher p values are used, the square boundary converges to the theoretical value of one half. These comparisons show the importance of an angle-dependent filter and of the oversampling effects.
V. ANGULAR SAMPLING
When the FBP scheme is implemented, only a finite number of projections are available. The Haar filter takes into account the positions of the projection with respect to the pixel grid orientation since the reconstruction filter depends on the pixel size A, and the relative angle 8.
The reconstruction of the 2D sampled function for a predefined bandwidth (defined by p) and an infinite set of projections is described by (9) and (1 1) for the standard filter and (18) for the Haar filter. The stability of the reconstruction in The classical Shepp and Logan phantom was tested thereafter to show the combination of aliasing and streak artifacts in the reconstructions. Analytical projections were computed [24] and reconstructions performed using different numbers of views. Fig. 6 shows the comparison between the standard and oversampled FBP and the Haar-FBP for 512 and 32 projections. Characteristics of the schemes are exemplified in both cases. The standard and oversampled FBP exhibits the same oscillations near the outer ellipse. The lower the number of projections, the higher this effect. Moreover, the same z and y artifacts appear because the operator is not completely stable irrespective of the number of projections. On the contrary, the Haar-FBP reconstruction ( p = 4) is perfect for 512 angles and only null-space effects explain the streak artifacts for 32 views. As predicted, implementation artifacts do appear not only for the square object but for more complicated scenes.
VI. IMAGE SOURCE RELATIONSHIPS
Oversampling of the projections strongly reduces aliasing (for the Haar system) and allows for a good representation of the pixel shape and content (number of samples for the convolution by the discrete kernel WO). Since the frequency bandwidth of the imaging device is finite, we can obtain an upper-bound for the oversampling ratio p. We can now analyze . . the case of angular sampling is assessed by computing the difference image of reconstructions from an infinite number of projections and a finite number, both for the standard FBP and for the Haar schemes. As explained by Brooks et al. [23] , the difference image for the standard FBP can be defined by a series of Bessel functions J 2 k ( ) (coming from the rotationally symmetry of the sampling kernel) in which the first term is prominent. However, shifting point sources corresponding to each pixel of the square phantom results in artifacts along the z and y axes. This can be explained using (9)-( 1 1) by substituting the continuous summation of the filtered projections with a discrete sum (and assume equal angle spacing) as shown in (37) at the bottom of the page.
Along the x and y axes ( j = 0 or M / 2 ) , when t = k A / 2 this equation gives indeterminate form, which explains the artifactual lines. This indetermination is only solved by taking the infinite set of angles over [O,n] .
the effects of the device on the algorithm. This analysis has been performed for a y-camera device (SPECT) for which many degradations occur [25] .
A. Device-Induced Degradations and Oversampling Ratio
Two specific problems have been studied: blur and the effect of the sampling offset in the projections.
Blur in the acquired projections is induced by the scintillation crystal, collimation, and scatter. Simple simulation of this effect can be achieved by convolving the projections with a Gaussian function, the FWHM of which is characteristic of the device (about 12 mm for a SPECT device). The FWHM value corresponds to CT = 5/6 for p = 1 and CT = 10/3 for p = 4, where (T is expressed in pixel units in the detector plane (A = 6 mm). Thus, for the standard FBP algorithm with p = 1, the Gaussian effect is negligible, whereas for the Haar-FBP it is useless to oversample the projections at a rate greater than the frequency bandwidth of the detector.
Projection of the center of rotation is an important mechanical problem in SPECT since the typical pixel size is about We can conclude from the considerations above that p = 4 represents an upperbound on the oversampling ratio p for a SPECT device.
B. Effects of Quantum Noise
Noise is the most important source of degradation for a SPECT device. A Gaussian white noise (adapted to SPECT data, (T = 0.0156) was added to the projections of the square phantom in order to study the sensitivity of the algorithm to this phenomenon. Results are shown on Fig. 7 . Comparison between standard FBP (Fig. 7(a) ) and Haar FBP (Fig. 7(b) ) shows once more the robustness of our model. In particular, the Dirichlet condition is maintained for the Haar reconstruction, whereas the object is highly degraded for the standard FBP image.
There are also other important degradations which are not so simple to simulate, such as scatter and attenuation. For more realistic simulations, physical phantoms or Monte Carlo methods are required.
VII. DISCUSSION
A. Discrete Radial Bandlimited FBP
Since the continuous inverse Radon operator is ill-posed, only a solution in a stable subspace of square integrable functions (Lz) can be found. The bandlimited functions subspace represents such a subspace. The FBP operators must be discretized while preserving an equivalence between continuous and discrete images in the given subspace. This is possible for bandlimited signals with the help of the Shannon's sampling theory. The initial function is orthogonally projected into the bandlimited subspace (by cutting off the high frequencies) prior to sampling and an exact reconstruction of the signal in this subspace can be performed from the samples. This theory holds in one dimension and its extension to images is straightforward for 2D separable functions. However, Shannon's theorem does not give an exact reconstruction scheme when radial bases are used. The standard FBP implicitly produces a solution in a bandlimited subspace by the use of the apodisation (a low-pass) window A(v) suppressing high frequencies in the projections. This low-pass window is arbitrarily chosen as radial to meet some isotropic criterion of the continuous point spread function : as pointed out by (13) the choice of a radial low-pass filter induces a radial interpolation model in the reconstructed plane. Moreover, image sampling (occurring during the backprojection step) produces aliases from each projection which can not be neglected [28] , [29] . An oversampled version of the standard FBP will reduce this effect but can not suppress it as shown in Haar FBP (PA, 512 angles). Fig. 5(b) . The conclusion is that there is no exact solution for the equivalence between continuous and discrete original and reconstructed images when using a radial bandlimited basis.
B. Discrete Haar FBP
The L2 subspace composed by piecewise constant functions ( Vi) is also a good candidate for finding a stable solution of the tomographic problem. Moreover, an extension of the Shannon's theorem has been recently proved for spline subspaces [ 171 which include the Haar case. In other words, the discrete version of a continuous function is obtained by sampling the orthogonal projection of that function into the Haar subspace. Moreover, the 2D separable extension, the Haar PIDM, still verifies the theorem assumptions. This explains why when the operator K is defined by (18) , the reconstruction belongs to Vi. The discrete Haar FBP presents the assumptions of linearity and shift-invariance of the continuous FBP scheme. However, the strict equality between continuous and discrete versions only holds when original and reconstructed images are sampled but when projections are continuous (both in t and 6). The latter point explains why projections must be oversampled in t with regard to the pixel sampling in order to make continuous and discrete representations equivalent.
The Haar FBP implementation does not suppress the angular artifacts but it acts differently than the standard FBP. It smears the singularity of the pixel edges along an angular sector, according to the shape of the discrete function WO. Since this stability comes from the shape of the pixel, connection with Katz's angular sampling theory [8] is direct: the numbers of pixels and the pixel vertices induce a way to obtain the optimal number of angles and their respective positions using a Farey series, in order to keep the maximum amount of information in the discrete projections. Another consequence is that, by modifying the shape of the pixel, the stability of the kernel changes. The more the pixel shape tends to a disk, the higher the stability (the singularity is smeared all around the pixel). In our case, the use of hexagonal pixels would smooth the Haar kernel filter but separability (and the orthogonal projection in the Haar subspace) would be lost.
C. Tomography and Image Processing
Tomographic reconstruction is the starting point for medical image processing. An image processing operator is generally defined in a continuous way and must be discretized afterwards. In order to do so, an interpolation model is employed corresponding to the PIDM. For simple implementation purposes this PIDM is generally chosen as separable in order to implement a 1D sub-operator on rows and columns of the image successively when the image processing operator is separable too (Fourier transform, translation, convolution, differentiation). Approximating the reconstructed image in a separable basis is thus necessary to ensure a minimum loss of information when using further image processing.
VIII. CONCLUSION
In this paper, a new way to discretize the Radon transform using the Filtered Back-Projection algorithm was presented. The basis function no longer uses a radial bandlimited function for the sampling kernel, as in the standard FBP, but the separable Haar basis. This scheme allows us to derive the optimal shape of the apodisation window, which is angle dependent and shows the need for an oversampling ratio, p . between the pixel and the projection cell size. The discrete filter that was derived provides an implicit regularization of the infinite Ramp filter. Simulations show how both aliasing is reduced and shift-invariance is improved for the Haar-FBP for p > 2. On the other hand, radial bandlimited FBP reconstructions still present aliasing and shift-variance when increasing p. Projection degradations were then analyzed for a SPECT device in order to derive the optimum oversampling ratio. The present scheme can be generalized to other splinelike bases. This would permit the control of some parameters of the displayed image (like local smoothness) and their possible effects on observer performance. or equivalently, using symmetries:
After a simple change of variables, [22] The computation is straightforward (even if quite long) and the result, after discretization, is: ' In(l+ U ) - ln(1-U ) 
035)
Using the same arguments as in Appendix A (see (A4)), the result is:
This result shows that the definition of wo(t,t9) fulfills the conditions of (16) and (17) and thus provides an a posteriori check of its definition.
