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We present a gradiometer based on matter-wave interference of alkaline-earth-metal atoms, namely
88Sr. The coherent manipulation of the atomic external degrees of freedom is obtained by large-
momentum-transfer Bragg diffraction, driven by laser fields detuned away from the narrow 1S0-
3P1
intercombination transition. We use a well-controlled artificial gradient, realized by changing the
relative frequencies of the Bragg pulses during the interferometer sequence, in order to characterize
the sensitivity of the gradiometer. The sensitivity reaches 1.5 × 10−5 s−2 for an interferometer
time of 20 ms, limited only by geometrical constraints. We observed extremely low sensitivity
of the gradiometric phase to magnetic field gradients, approaching a value 105 times lower than
the sensitivity of alkali-atom based gradiometers. An efficient double-launch technique employing
accelerated red vertical lattices from a single magneto-optical trap cloud is also demonstrated. These
results highlight strontium as an ideal candidate for precision measurements of gravity gradients,
with potential application in future precision tests of fundamental physics.
PACS numbers:
INTRODUCTION
Matter-wave atom interferometry has rapidly grown in
the last decade and is proving to be a powerful tool for in-
vestigation of fundamental and applied physics [1]. Pre-
cision interferometric devices are of particular interest in
gravitational physics, where they allow precise measure-
ments of gravity acceleration [2], gravity gradients [3, 4],
gravity curvatures [5] and the Newtonian gravitational
constant [6]. The investigation of novel interferometric
schemes which implement atomic species other than the
more commonly used alkali species is seeing increasing
demand, particularly for dramatic improvements of fun-
damental tests of General Relativity [7–11] and gravita-
tional wave detection in the low-frequency regime [12–
14]. Increasing the precision and sensitivity of inter-
ferometric metrology devices, as well as understanding
and characterizing the limitations of novel interferomet-
ric schemes with non-alkali atoms is an important step
towards the goal of heralding a new generation of vi-
able precision measurement devices to be employed in
the search of new physics [15].
In this article, we demonstrate the first differential two-
photons Bragg interferometer based on the intercombina-
tion transition of strontium atoms. This forbidden tran-
sition is a thousand times narrower than the transitions
previously employed in experiments carried on with al-
kali and alkali-earth atoms. Moreover, taking advantage
of particular properties of 88Sr isotope, we demonstrate
a high-contrast gradiometer with an extremely low sen-
sitivity to magnetic field gradients, about one hundred
thousand times less sensitive than alkali-atom based gra-
diometers.
BACKGROUND
The interest in alkaline-earth-metal (-like) atoms for
precision interferometry has grown rapidly during the
last decade because of their unique characteristics [7, 14,
16–20]. For instance, their 1S0 ground state has zero
angular momentum and, in particular, bosonic atoms
such as the 88Sr isotope do not even have a nuclear
spin, so their ground state has zero magnetic moment
at first order. This leads to ground-state 88Sr being ex-
tremely insensitive to stray magnetic fields, about five
orders of magnitude less sensitive than alkali atoms. An-
other characteristic of alkali-earth-like atoms is their two-
valence-electron structure, which leads to the presence
of narrow intercombination transitions. For 88Sr, the
1S0-
3P1 triplet transition has a highly favorable ∼ 7
kHz linewidth. This transition can be used for efficient
Doppler laser cooling down to the recoil temperature and
it has recently been employed for the fast production
of degenerate gases of strontium atoms [21]. Moreover,
ground-state 88Sr has a uniquely negligible s-wave scat-
tering length of a = −2a0, which makes this atom very in-
sensitive to cold collisions. Thanks to this feature, Bloch
oscillations of ultra-cold 88Sr atoms trapped in vertical
optical lattices were observed with long coherence times
[22].
In pulsed atom interferometry the matter-wave inter-
ference is realized by splitting the atomic wave packet in a
coherent superposition of two states (internal and/or ex-
ternal) and recombining them after a free-evolution time
2T , by means of standing-wave pulses, namely Raman or
Bragg transitions. Because of the absence of a hyper-
fine structure in the ground state, Raman transitions are
not available for 88Sr; instead, Bragg diffraction can still
be employed to coherently control the atomic momen-
tum. Bragg diffractions have the advantage of keeping
the atom in the same internal (electronic) state, so mul-
tiple pairs of photons can be exchanged between the op-
tical standing-wave and the atom in a single interaction
[23, 24]. Thanks to this mechanism, large-momentum-
transfer schemes can be realized in pulsed atom interfer-
ometers [25]. The momentum splitting given by an n-
order Bragg transition is ~keff = 2n~k, where k = 2pi/λ
is the wave vector of the Bragg laser with wavelength λ.
Large-momentum-transfer schemes allow the interferom-
eter to have an increased sensitivity to phase shifts [19].
Since the atom remains in the same electronic state dur-
ing a Bragg transition, systematic effects such as light
shift are suppressed [26].
In contrast to previous experiments in which we have
driven Bragg transitions with laser beams detuned away
from the strong 1S0-
1P1 “blue” transition at 461 nm
[19, 20], in this work we have used 689 nm “red” light
which is detuned away from the 1S0-
3P1 intercombina-
tion transition.
The particular combination of the much smaller
linewidth of this transition (ΓR = 2pi × 7.6 kHz =
2 × 10−4ΓB in units of the linewidth of the dipole al-
lowed blue transition ΓB) and the much higher available
laser power at 689 nm makes this transition particularly
favorable for Bragg diffraction.
Indeed, at equal laser intensities and for equal two-
photons Rabi frequencies, the estimated scattering rate
in a Bragg diffraction process depends only on the Bragg
order n. In particular, for n = 2 the single photon scat-
tering rate in the red is four times less than the scattering
rate calculated in the blue. Furthermore, the higher laser
power available at red wavelengths allows operation at a
much larger relative detuning from resonance than when
working with the blue transition (∆/ΓR > 10
2∆/ΓB)
while keeping similar Rabi frequencies.
As a result of these facts, there are several benefits
of atom interferometers performed on the narrow inter-
combination transition of 88Sr atoms as presented in the
following sections. In particular: the much higher in-
terferometer contrast than previously obtained with the
blue transition and the possibility to employ the same red
light for efficient double-launches from a single magneto-
optical trap, through fast frequency tuning of the trap-
ping red light across the narrow transition. Indeed, this
configuration represents a great simplification over pre-
vious gradiometer and gravimeter launch sequences re-
alized with strontium atoms [19, 20]. Furthermore, we
demonstrated for the first time the expected ultra-low
sensitivity to magnetic field gradients of a strontium
atomic gradiometer.
EXPERIMENTAL SETUP AND METHODS
The experimental setup for cooling and trapping 88Sr
atoms is similar to the setup used in earlier Bragg inter-
ferometry experiments, previously reported in [19, 20].
The main difference consists of a new laser scheme based
on red lasers tuned at 689 nm, adopted to create the trav-
eling and standing waves (Bragg pulses, optical lattice
trapping) necessary to manipulate the atomic momentum
(see figure 1). In brief, it relies on an optically-amplified
sub-kHz linewidth laser source at 689 nm composed of a
master laser (frequency stabilized external-cavity diode
laser, referenced to the intercombination transition [27])
and a set of slave diode lasers/tapered amplifiers. A first
slave diode laser (SL1), injection-locked to the master,
is used to set the main detuning ∆ of the Bragg pulses
from the atomic resonance. With the use of a double-
pass acousto-optical modulator (AOM1) it is possible
to change the detuning in the range −95 MHz< ∆ <
+145 MHz (−1.2× 104 < ∆/ΓR < +1.9× 10
4). The two
Bragg beams are generated by two independent tapered
amplifiers, seeded by two separate slave lasers (SL2, SL3)
optically injected by SL1. The relative frequency between
the two Bragg beams is set by two independent double-
pass AOMs (AOM2 & AOM3) to match the Bragg res-
onance condition for the free-falling atoms and to gen-
erate the accelerated lattice, to initially launch upward
the atoms. Frequency ramps for the AOMs are generated
by programmable direct digital synthesizers (DDS). The
two beams are independently shaped in amplitude (two
additional AOMs provide a Gaussian amplitude profile
[28]) and sent to the atoms via polarization maintaining
(PM) fibers. The power available at each fiber output is
about 120 mW. Both beams are shaped and collimated
to a 1/e2 radius of w0 = 2.25 mm.
The experimental sequence is as follows. Ultra-cold
88Sr sample is produced in a two-stage magneto-optical
trap (MOT), as described previously [19, 20]. About
2 × 106 atoms are trapped in 1.5 s, with a temperature
of 1.2 µK and a spatial radial (vertical) size of 300 µm
(50 µm) full-width half-maximum (FWHM). After the
MOT is released, about 50% of the atoms are adiabati-
cally loaded over 100 µs into an optical lattice, realized
by the two counter-propagating red Bragg laser beams.
With a detuning ∆ = −95 MHz, the lattice trap depth
is U = 20Er in recoil units (where Er = (~k)
2/2m is the
recoil energy of 88Sr atoms for 689 nm photons). The
atoms remain in the stationary lattice for about 500 µs
to allow the magnetic fields from the MOT stage to fully
dissipate, after which they are accelerated upwards at a
rate of 30 g (where g is acceleration due to gravity) in
about 3 ms, by frequency chirping the upper red beam.
The launched atoms are then adiabatically released from
the accelerated lattice in 90 µs.
After a time Ts (typically 10 ms < Ts < 30 ms cor-
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FIG. 1: Schematic representation of the red Bragg laser setup. The source is based on a sub-kHz master laser at
689 nm, referenced to the 88Sr intercombination transition, which injection-locks a series of slave diode laser (SL1,
SL2, SL3) amplified with two tapered amplifiers (TA1, TA2). A first acousto-optic modulator (AOM1) is employed
to set the detuning from resonance for both Bragg beams. The light coming out from this AOM is then sent to two
secondary slave lasers, SL2 and SL3, which produce the two Bragg beams. Their relative frequencies are set by
AOM2 and AOM3 in order to create standing or traveling waves and to match the Bragg resonance condition. Light
beams coming out these two AOMs are power amplified through two independent tapered amplifiers (TA1 & TA2).
A final set of AOMs (AOM4 & AOM5) is employed to shape the Bragg pulses with a Gaussian amplitude profile.
The two beams are then injected into polarization-maintaining fibers and sent to the atomic sample vertically along
opposite directions.
responding to a gradiometer baseline 2.7 cm < ∆z <
3.9 cm) the same launch procedure is repeated by trap-
ping the residual free-falling atoms from the MOT. In
this case, by adjusting the second launch duration, it
is then possible to precisely set the relative final veloc-
ities of the two launched clouds. This procedure also
ensures that the final launch frequency for the second
launch is lower than that of the first launch, prevent-
ing interactions between the first launched cloud and the
second accelerating lattice. For the gradiometer, we set
the launch parameters to produce two clouds of 5 × 105
atoms each, with a center-of-mass momentum difference
of 36 ~k (where vr = ~k/m = 6.6 mm/s is the recoil
velocity for 689 nm photons).
After the launch stage, the two clouds are each
velocity-selected by an individual sequence of Bragg pi-
pulses in order to narrow the momentum spread before
the interferometer sequence. An initial 35 µs-long 1st-
order (n = 1) pulse selects a narrow momentum dis-
tribution, and a following set of 25 µs-long 2nd-order
(n = 2) pulses spatially separates the selected cloud from
the residual launched cloud. The sequence for each cloud
differs in the total number of pulses and in the direction
of momentum imparted. This results in two velocity-
selected clouds of about 5×104 atoms with a momentum
spread of 0.15 ~k, separated in momentum by precisely
∆p = 4~k. This guarantees that both clouds will interact
simultaneously with all the 2nd-order Bragg pulses we use
for the interferometer. The entire launch and selection
stages take 50 ms. The Mach-Zehnder-like interferome-
ter sequence consists of three 25 µs-long 2nd-order Bragg
pulses, equally separated by a time T (up to 25 ms). In
order to get the exact mirror and beam-splitter pulses,
the amplitude of each pulse is properly tuned.
Finally, the two output ports of the two simultaneous
interferometers are detected in time-of-flight by collect-
ing the fluorescence signal induced on the dipole allowed
transition. The detection is done about 40 ms after the
last pulse is applied (see inset in figure ??), when the two
momentum states of each interferometer are sufficiently
separated in space. The population at each output port
is then determined through Gaussian fits of the respec-
tive fluorescence signal. The relative population for each
interferometer is plotted one against the other, in order
to obtain an ellipse, from which the relative phase can be
extracted [29].
Artificial gradient generation
In order to characterize the sensitivity of our gradiome-
ter to relative phase shifts, we induced a well-controlled
artificial gradient between the two interferometers, dur-
ing the interferometer sequence. The method initially
4FIG. 2: Bragg gravity gradiometer experimental sequence. Two 88Sr atomic clouds are launched upwards (z-axis)
in a fountain with accelerated (30 g) optical lattices. The separation time Ts between the launches sets the baseline
∆z for the gradiometer. After velocity selection, the lower and upper clouds are in a momentum state |p0〉 and
|p0 + 2n~kblue respectively. A sequence of pi/2− pi − pi/2 Bragg pulses interacts simultaneously with both clouds
generating a Mach-Zehnder interferometer with momentum splitting ±2n~kblue and pulse spacing T . The inset
shows a typical detection signal, with the two arms of each interferometer resolved using fluorescence detection. A
Gaussian fit of the signal peaks resolves the number of atoms in each momentum state, giving the relative
population for each interferometer.
proposed to compensate for the loss of contrast due to
gravity gradients in atom interferometers [30], is based
on the use of interferometer pulses with differing effective
wavevector keff . Specifically, an artificial Γartif is realized
by changing the relative wavelength between the beam-
splitter pulses (pi/2-pulse with wavevector keff) and the
mirror pulse (pi-pulse with wavevector keff +∆keff). The
main effect of this change is to unbalance the momentum
transfer between the two branches of the interferometer,
generating an additional phase shift term, which depends
on the initial position and velocity of the atoms [30]. In
the gradiometer configuration, we expect an additional
phase shift term as:
∆φartif = −2∆keff(∆z +∆vT ). (1)
This extra term can be interpreted as an artificial gra-
dient along the vertical z direction with an amplitude
Γartif = 2∆keff/keff T
2. In our experiment, we are able
to control keff through the use of AOM1 (by applying a
frequency jump ∆pi between pulses), and ∆z by setting
the time Ts between the two successive launches, both
with extremely high precision. By using this method it
is then possible to set a specific phase offset between the
two interferometers and a non-degenerate gradiometer el-
lipse graph, suited for the determination of gradiometer
sensitivity. The total phase difference between the two
arms of the gradiometer, when incorporating the artifi-
cial gradient is:
∆Φ = −keff(Γ + Γartif)T
2(∆z +∆vT ) (2)
where Γ ∼ −3× 10−6 s −2 is the gradient due to Earth’s
gravity.
Compared to other magnetically-induced phase-shift
methods [29, 31], used to control ellipse phase and to
characterize gradiometer sensitivity, the artificial gradi-
ent method relies only on optical frequency jumps, which
can be controlled with much higher precision. Moreover,
the possibility to drive Bragg pulses close to a narrow
transition, allows the use of a single AOM to easily drive
pi/2- and pi-pulses symmetrically displaced to the red and
blue side of the resonance, maintaining identical Rabi fre-
quency and scattering rates.
EXPERIMENTAL RESULTS
Interferometer contrast
We investigated the benefit of driving Bragg transi-
tions using the intercombination transition by compar-
ing the observed contrast of single Mach-Zehnder inter-
ferometers. Under typical parameters, with 25 µs-long
Bragg interferometer pulses, the interferometer contrast
as a function of the interferometer time T is significantly
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FIG. 3: Comparison of Mach-Zehnder interferometer
contrast with “blue” and “red” Bragg pulses,
respectively driven by laser beams near the strong
1S0-
1P1 blue transition at 461 nm (blue circles) and the
narrow 1S0-
3P1 red intercombination transition at
689 nm (red triangles and orange diamonds), for
different beam radii w0. The contrast obtained with red
Bragg beams is always higher than with the blue ones.
The contrast decay times from an exponential fit of the
data (blue, red and orange lines) are τB = 39(6) ms and
τR1 = 89(13) ms, τR2 = 130(50) ms respectively for
blue, and red Bragg. For the red Bragg, contrast and
contrast decay are improved for smaller beam radii and
larger detuning.
higher than the contrast obtained with Bragg transi-
tions on the strong blue transition (see figure 3). As
anticipated, we attribute this result to the much lower
single-photon scattering rate during each Bragg pulse on
the intercombination transition, also thanks to the much
larger relative detuning δ/Γ. The result of this is not
only higher contrast, reaching C = 0.42 for T = 80 ms,
(obtained for a relative detuning ∆/ΓR = 1.25× 10
4 and
a Bragg beam radius of 2.25 mm), but also lower con-
trast decay rate. From an exponential fit of the data in
figure 3 we obtain a maximum contrast decay time of
τR2 = 130(50) ms, which represents an improvement of a
factor of about three, with respect to the contrast decay
observed with blue Bragg (τB = 39(6) ms). It is impor-
tant to notice that further improvements in the contrast
decay rate are foreseen, by reducing the radial expansion
of the atomic cloud and Bragg beams wavefront aber-
rations, as already suggested in previous work [19, 32].
Lattice launch efficiency
One of the advantages of the red laser system lies in the
possibility to employ it for an efficient double-launch se-
quence with accelerated lattices. Compared to the more
commonly used “juggling” technique [33–35], in which
the two gradiometer clouds are obtained with two sepa-
rate MOTs, we can make more efficient use of the atoms
prepared in a single red MOT, eventually resulting in
a tremendous reduction of the total cycle time of the
gradiometer. We characterized the trapping and launch
efficiency, in order to find the best launch parameters, by
measuring the number of atoms available for the inter-
ferometer sequence at the end of the launch. Figure 4
shows the efficiency of the launch as a function of two
different lattice parameters: the upper red lattice beam
chirping rate (setting the lattice acceleration), and the
final frequency detuning (setting the final velocity of the
launched cloud).
The launch is typically performed by choosing an abso-
lute detuning of both lattice beams from the resonance of
about ∆ = −95 MHz. The choice of detuning was deter-
mined experimentally to maximize the number of atoms
available after the launch. In general, we took care to
work with detunings from resonance far from the photo-
association line at ∆ = −24 MHz, both for the launch
and the interferometer, since the change in the scattering
length would eventually produce unwanted phase shifts
in the gradiometer [36]. Given a total intensity of lattice
beams on the atom of about 950 mW/cm2, we estimate
a scattering rate in this condition of about 60 s−1 and a
lattice trap depth of U = 20 Er .
An efficient launch requires fulfilling the condition for
the acceleration to be lower than the critical accelera-
tion ac, to avoid Landau-Zener tunneling [37]. In our
condition, we estimate a maximum possible acceleration
of ac = 4 × 10
3 m/s2. Due to the finite lattice life-
time, the lattice launch is then performed typically over
a short time, with considerably large accelerations. Set-
ting a typical launch height to 2.5 cm, corresponding to
a final relative frequency detuning of 2 MHz, we found
an optimum value for the lattice beam chirping rate of
850 kHz/ms, corresponding to an acceleration of 30 g.
Under these conditions, we obtain comparable launch ef-
ficiencies (up to 10%, see figure 4)) with respect to lattice
launch efficiencies obtained with far-detuned lattice laser
light, as previously reported in [20].
In a typical experimental cycle, the launch sequence is
repeated two times with similar parameters. In terms of
absolute atom number we typically obtain about 5× 104
atoms in each cloud, enough to provide a sufficient signal
at detection. Higher efficiencies have been observed (up
to 32 %, see figure 4(b) for smaller final lattice frequencies
(750 kHz) and for smaller lattice chirp rate (750 kHz/ms).
This efficiency is a combined effect of a reduced chirp rate
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FIG. 4: Lattice launch efficiency as a function of frequency chirp rate (a) and final lattice frequency detuning (b).
For a fixed final lattice frequency detuning of 2 MHz the launch chirping rate that optimizes the launch efficiency
(∼ 8%) is close to 850 kHz/ms. A larger launch efficiency can be obtained at the expense of final lattice detuning
(e.g. final cloud vertical height). Typical final lattice detuning is set to 2.8 MHz (2.2 MHz) for the first (second)
launch. These parameters guarantee a sufficient height of both clouds for the interferometer sequence and for
separate fluorescence detection of momentum state in time of flight. In these condition about 5× 104 atoms are
launched in each cloud.
and a reduced launch time, which, in the latter configu-
ration is only 1 ms, indicating additional channels of fast
atom losses. To explore this conjecture, we performed
lifetime measurements of atoms held in a static red lat-
tice. The observed lifetime for a steady 689 nm lattice
for ∆ = −95 MHz is only ∼ 30 ms, a value almost 20
times smaller than the expected value estimated by solely
single-photon resonant scattering events. This indicates
clearly that additional mechanisms such as parametric
heating effects [38] and additional contributions to reso-
nant scattering from the spontaneous emission spectrum
of red tapered amplifiers are strongly limiting the lat-
tice lifetime. We interpret these as the main limitations
for the observed launch efficiency for launch times longer
than few ms. Indeed, being only a technical limitation,
we expect that the use of quieter lasers, with lower inten-
sity noise and smaller spontaneous emission (for example
by using solid-state Ti:Sa laser systems), would result in
a large improvement in launch efficiency also for longer
launch durations.
Relative phase shift sensitivity
We characterized the sensitivity of our gradiometer by
including a well-controlled artificial gradient between the
two interferometers. Figure 5(a) shows the obtained gra-
diometric ellipses for differing detuning jumps ∆pi be-
tween the pi/2- and pi-pulses, for T = 20 ms. In our case,
a relative shift of almost pi/2 can be induced for our max-
imum detuning jump ∆pi = 239 MHz (red squares). This
technique allows us to induce a large additional relative
shift between the two clouds. In our case, the effect of
gravity gradients is in fact too small with respect to the
current sensitivity (black triangles).
Figure 5(b) shows the measured relative phase shifts
for two clouds with a velocity separation of ∆v = 4~kr/m
and three different cloud separations: ∆z = 2.7 cm (black
squares), ∆z = 3.2 cm (red circles) and ∆z = 3.6 cm
(blue triangles). In each case, the measured phase shift
agrees with the expected phase estimated from Eq. 2.
We estimated the Allan deviation of the measured
phase shift to measure the short-term sensitivity of our
gradiometer. Figure 6 shows the Allan deviation of
three independent sets of 3740 measurements each for
T = 20 ms and gradiometer baseline ∆z = 3.2 cm. The
relative phase shifts were obtained by inducing an arti-
ficial gradient of up to Γartif = 2.8 s
−2 with a frequency
jump respectively of ∆pi = −159 MHz (black squares),
∆pi = −179 MHz (red circles) and ∆pi = −229 MHz
(blue triangles). The cycle time was set to 2.4 s for an
overall measurement time of about 2.5 h.
For all the datasets, the Allan deviation scales as τ−1/2
(where τ is the averaging time) showing that the main
noise contribution comes from white phase noise. The
relative phase sensitivity at 1 s is 210 mrad which, for our
experimental parameters (2nd-order Bragg pulses, T =
20 ms, ∆z = 2.7 cm), corresponds to a sensitivity to
gravity gradients of 5× 10−4 s−2.
Integrating up to 1000 s, we reached a best sensitivity
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FIG. 5: (a) Measured relative populations for the upper and lower interferometers (plotted one versus the other) for
different pi-pulse frequency jump ∆pi with gradiometer time T = 20 ms. Changing the detuning for the pi-pulse
induces an artificial gradient; increasing the artificial gradient opens the ellipse progressively, demonstrating the
appearance of a fixed relative phase between the upper and lower interferometers. (b) Relative phase shifts obtained
by least-square ellipse fitting for different frequency jumps ∆pi at three different separations ∆z: ∆z = 2.7 cm (black
triangles, T = 15 ms), ∆z = 3.2 cm (red circles, T = 20 ms) and ∆z = 3.6 cm (blue squares, T = 30 ms). Lines
represent 95% confidence levels of the fitted dataset. Fitted values of the relative phase shift as a function of the
frequency jump are consistent with the theoretical estimations from Eq. 1 and Eq. 2 within the confidence level.
to gravity gradients of 1.5× 10−5 s−2, mainly limited by
detection noise due to the limited optical access of our
chamber. As a comparison, figure 6 also shows the es-
timated shot-noise limit [3], which lies about a factor of
10 below the current experimental sensitivity. It is worth
noticing that limitations to the present level of sensitivity
are mostly technical and not fundamental. Improvements
in the current atom trapping and detection chamber are
foreseen in order to increase the atom detection efficiency
and the interferometer time T . Indeed, based on these
results, no fundamental limitation is foreseen in reach-
ing the state-of-the-art gravity gradiometry sensitivity of
rubidium (Rb) atom interferometers.
Magnetic field sensitivity
Given the particular level structure of Sr atoms, with
specific reference to zero-spin bosonic isotopes, it is ex-
pected that a Sr Bragg interferometer will be largely
insensitive to magnetic fields. Considering only the
effect coming from the magnetic moment of the 1S0
ground state, the calculated theoretical value of the
shift at the second order in the field amplitude comes
from the diamagnetic term in the Hamiltonian and it is
β = 5.5 mHz/G2 [39]. Following the argument presented
in [40], in the presence of a magnetic field gradient B′,
this term will produce a relative phase shift in the gra-
diometer:
∆φM = 4pi
2n~k
m
βT 2(Bu0B
′u −Bl0B
′l) (3)
where B
u(l)
0 is the static field magnitude and B
′u(l)
is the field gradient, for the upper (lower) interferome-
ter. In the case of the maximum achievable magnetic
field gradient allowed by our MOT coils during the in-
terferometer sequence (B′um = 12 G/cm, B
′l
m = 9 G/cm
estimated from the maximum separation ∆z = 3.9 cm),
the estimated relative shift ∆φM due to this term in a
gradiometer with T = 20 ms is ∆φM ≃ 30 mrad.
Experimental tests of this estimation have been con-
ducted by applying a magnetic field gradient B′m during
the interferometer sequence. In particular, by turning
on the magnetic field gradient only between the interfer-
ometer pulses (and removing the artificial gradient), we
observed no appreciable differential phase accumulation
between the two interferometers. It is worth mentioning
that this observation is consistent with the small phase
shift ∆φM expected, since the sensitivity at small ellipse
angles (θ < 100 mrad) degrades to 100 mrad, due to
systematic errors in the ellipse fitting for our noise level
[31].
The situation becomes more complicated when a mag-
netic field gradient is applied over the entirety of the
interferometer duration. Here, a further phase contri-
bution arises from the small, but non-zero effect of the
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FIG. 6: Allan deviation of the relative phase shift for a
dual interferometer with 2nd-order Bragg pulses,
T = 20 ms and a baseline ∆z = 3.2 cm with an artificial
gradient corresponding to three different detuning
frequency jumps. The Allan deviation was calculated
with 20 points per ellipse, and it scales as τ−1/2 (red
line) showing a sensitivity at 1 s of 210 mrad.
upper 3P1 magnetically sensitive state, which is cou-
pled to the ground state by the red light during the
pulses. Indeed, when a magnetic field gradient B′m is ap-
plied over the whole interferometer sequence, as shown
in figure 7, a small but non-negligible differential phase
ΦQZ = (250± 25) mrad has been observed.
Although an exhaustive explanation of this additional
effect is not the subject of the present paper, we no-
tice that these measurements demonstrate the expected
low sensitivity of a 88Sr Bragg gradiometer to external
field gradients. Indeed, all the experimental tests have
been conducted with magnetic field gradients at least 103
times larger than those typically used in similar measure-
ments conducted on alkali atoms [41]. As a matter of fact,
by applying such a large magnetic field gradient B′m on
a rubidium interferometer, one would expect to observe
a huge differential phase shift of ΦRbQZ = 1.4 × 10
3 rad,
completely spoiling the interferometer coherence itself,
due to the differential phase shift acquired across a sin-
gle atomic cloud of typical size [40]. As a result, the
observed differential phase shifts on a 88Sr gradiometer
are about 105 times less than for a gradiometer based
on Rb. Moreover, we envision being able to perform a
future precision measurement of the magnetic shift effect
at the second order in the field amplitude of the ground
state in strontium (diamagnetic term) by using a simi-
lar measurement configuration, employing an even higher
sensitivity red Bragg gradiometer.
CONCLUSIONS
We reported on the first gradiometer based on Bragg
atom interferometry of ultra-cold 88Sr atoms. Using a
high-power laser source at 689 nm, detuned from the nar-
row intercombination transition, we could both drive the
Bragg transitions and efficiently launch two cold atomic
clouds from a single MOT. We are able to obtain a higher
interferometer contrast, up to 40% at interferometer time
T = 80 ms, demonstrating a lower contrast decay rate
than previously observed [19]. We characterize the sen-
sitivity of our gradiometer by introducing an artificial
gradient, reaching 1.5 × 10−5 s−2 after 1000 s integra-
tion time. Most significantly, the predicted insensitivity
to magnetic field gradients of strontium atoms has been
demonstrated here for the first time. In particular, the
observed low sensitivity, of about 105 times less than Rb,
allows the operation of the gradiometer even in presence
of magnetic field gradients up to 12 G/cm, large enough
to prevent other gradiometers based on alkali atoms from
working. While the small size of our cell limits the max-
imum baseline of the interferometer, thus limiting the
sensitivity to gravity gradients, the key features of this
new interferometer have been shown. We envision the use
of this newly developed gradiometer in future precision
measurements of the shift of the ground state of stron-
tium due to the diamagnetic term and future precision
measurements of gravitational fields. A strontium Bragg
interferometer could also be the basis of future tests of
fundamental physics [7] and high accuracy measurements
of Newtonian gravitational constant G [42].
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FIG. 7: Comparison of fitted ellipses for the case where a magnetic gradient is applied throughout the
interferometer (left) and when there is no magnetic gradient (right), where zero phase difference is expected. The
presence of a phase difference φ = 110(3) mrad for the case with zero field is a result systematic errors in the ellipse
fitting. A study of the fitting errors with artificially generated phase data shows that for phase angles φ > 100 mrad
the systematic fitting errors fall in line with the uncertainty of the fit. From this we can see that for an applied
magnetic gradient of 12 G/cm, we obtain a gradient induced phase shift of 250(25) mrad (left), due to effect of the
magnetically sensitive excited state.
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