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Abstract
We introduce a Bayesian approach for multivariate spatio-temporal prediction for high-dimensional
count-valued data. Our primary interest is when there are possibly millions of data points refer-
enced over different variables, geographic regions, and times. This problem requires extensive
methodological advancements, as jointly modeling correlated data of this size leads to the so-
called “big n problem.” The computational complexity of prediction in this setting is further ex-
acerbated by acknowledging that count-valued data are naturally non-Gaussian. Thus, we develop
a new computationally efficient distribution theory for this setting. In particular, we introduce
a multivariate log-gamma distribution and provide substantial theoretical development including:
results regarding conditional distributions, marginal distributions, an asymptotic relationship with
the multivariate normal distribution, and full-conditional distributions for a Gibbs sampler. To in-
corporate dependence between variables, regions, and time points, a multivariate spatio-temporal
mixed effects model (MSTM) is used. The results in this manuscript are extremely general, and
can be used for data that exhibit fewer sources of dependency than what we consider (e.g., mul-
tivariate, spatial-only, or spatio-temporal-only data). Hence, the implications of our modeling
framework may have a large impact on the general problem of jointly modeling correlated count-
valued data. We show the effectiveness of our approach through a simulation study. Additionally,
we demonstrate our proposed methodology with an important application analyzing data obtained
from the Longitudinal Employer-Household Dynamics (LEHD) program, which is administered
by the U.S. Census Bureau.
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1 Introduction
The multivariate normal distribution has become a fundamental tool for statisticians, as it provides
a way to incorporate dependence for Gaussian and non-Gaussian data alike. Notice that many sta-
tistical models are defined hierarchically, where the joint distribution of the data, latent processes,
and unknown parameters are written as the product of a data model, a Gaussian process model,
and a parameter model (e.g., see Cressie and Wikle, 2011; Banerjee et al., 2015, among others).
Thus, the switch from jointly modeling Gaussian data to, say, Poisson count data may be seen as
straightforward to some - one can simply exchange a Gaussian data model with a Poisson data
model using the hierarchical modeling framework. Models of this form are typically referred to as
latent Gaussian process (LGP) models; see Diggle et al. (1998), Rue et al. (2009), Sections 4.1.2
and 7.1.5 of Cressie and Wikle (2011), and Holan and Wikle (2015), among others.
Unfortunately, LGPs are difficult to apply to high-dimensional correlated count-valued data.
The difficulty arises because tuning and convergence of Markov chain Monte Carlo (MCMC)
algorithms becomes non-trivial in the big correlated data setting since parameters are often highly
correlated (e.g., see Rue et al., 2009, for a discussion on convergence issues of MCMC algorithms
for LGPs). Additionally, LGPs are not necessarily realistic for every dataset. For example, De
Oliveira (2013) shows that there are parametric limitations to the LGP paradigm for count-valued
data (e.g., when spatial overdispersion is small). Thus, the primary goal of this article is to layout
new computationally efficient distribution theory to jointly model correlated count-valued data that
are possibly referenced over multiple variables, regions, and times.
To demonstrate the difficulties in fitting a LGP to high-dimensional count-valued data, consider
the US Census Bureau’s Longitudinal Employer Household Dynamics program (LEHD), which
provides timely estimates of important US economic variables referred to as Quarterly Workforce
Indicators (QWI). Recently, Bradley et al. (2015a) efficiently modeled 7,530,037 jointly Gaussian
QWIs, over 40 variables (20 industries and two genders), 92 time-points, and 3,145 different coun-
ties. To do this, they develop a type of dynamic spatio-temporal model (DSTM) that is referred to
as the multivariate spatio-temporal mixed effects model (MSTM). Now, suppose one is interested
in predicting the mean number of people employed at the beginning of a quarter (i.e., a count-
valued QWI), over all 3,145 US counties, 20 industries, and 96 quarters. This results in a dataset
of size 4,089,755 (see Figure 1(a)). The LGP version of the MSTM to analyze this count-valued
dataset seems trivial, as one can simply replace the Gaussian data model in Bradley et al. (2015a)
with a Poisson data model using the log-link. For illustration, say we have Poisson data with a
log-link and use the same specification of the Gaussian process model and parameter models from
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Section 4 of Bradley et al. (2015a). Then, consider performing inference by implementing a Gibbs
sampler with Metropolis-Hastings updates. There are many choices that one can use to tune a
MCMC algorithm like this. For example, consider tuning using the Metropolis Adjusted Langevin
(MALA) (Roberts and Tweedie, 2011), adaptive proposals based on the Robbins-Monroe process
(Garthwaite et al., 2010), and Log-Adaptive Proposals (LAP) (Shaby and Wells, 2011).
Figure 1(b,c,d) displays the trace plots associated with the intercept parameter using each of the
aforementioned methods for tuning a Metropolis-Hastings algorithm. It is clear that convergence
is not achieved; furthermore, convergence is also problematic for other parameters and random
effects (not shown). In addition, the average wait-time (in seconds) for one MCMC replicate is 51
seconds when using Matlab (Version 8.0) on a dual 10 core 2.8 GHz Intel Xeon E5-2680 v2 pro-
cessor, with 256 GB of RAM. This is an extremely long wait-time for one replicate and for 10,000
replicates it takes approximately 6 days (separately) to produce each of the three Markov chains in
Figure 1. Of course, it is important to note that there are many confounding factors involved with
citing computation times, including the software, computer, and code used for computation. It is
not our goal to say that these tuning procedures are not useful, or even to say that it is not possible
to calibrate them. The main point is that one willfully fails until these algorithms are calibrated
appropriately.
Ideally, we would like to obtain convergence of the Markov chain Monte Carlo (MCMC) algo-
rithm the first time it is executed, low prediction error, and a wait-time that rivals the Gaussian data
setting (e.g., in Bradley et al. (2015a) the MCMC computations took approximately 1.2 days). A
multivariate spatio-temporal model for count data that achieves this wish-list is unprecedented, and
requires significant development of the distribution theory for multivariate spatio-temporal count-
valued data to avoid the computational issues that naturally arise when using various Metropolis-
Hastings algorithms. Specifically, we introduce a class of Poisson log-gamma random variables to
jointly model high-dimensional multivariate spatio-temporal count data. The main motivating fea-
ture of this modeling framework is that it incorporates dependency and results in full-conditional
distributions (within a Gibbs sampler) that are easy to simulate from. To achieve this, we introduce
a multivariate log-gamma distribution, which provides these computational advantages.
This computationally efficient distribution theory could have an important impact on a num-
ber of different communities within and outside statistics. For example, count-data are ubiquitous
datasets within the official statistics setting. Approximately 70% of the (aforementioned) available
QWIs are count-valued. Additionally, a clear majority of the US Census Bureau’s American Com-
munity Survey (ACS) period estimates are count-valued (e.g., see http://factfinder.census.gov/).
High-dimensional count-valued data are also pervasive in the ecological setting (e.g., see Wu et al.,
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2013; Hobbs and Hooten, 2015, among others) and climatology (e.g., see Wikle and Anderson,
2003). Despite the need for analyzing high-dimensional correlated (over possibly different vari-
ables, regions, and times) count data, a majority of the dependent data literature is focused on the
Gaussian data setting (e.g., see Waller et al., 1997; Royle et al., 1999; Wikle et al., 2001; Baner-
jee et al., 2008; Cressie and Johannesson, 2008; Finley et al., 2009, 2010; Lindgren et al., 2011;
Hughes and Haran, 2013; Nychka et al., 2014; Stein, 2014; Bradley et al., 2015a; Datta et al., 2015,
among many others). Hence, the methodology presented here offers an exciting avenue that makes
new research for modeling correlated count-valued data practical for modern big datasets.
There are other choices besides the LGP strategy available in the literature. For instance, an im-
portant alternative to the LGP paradigm was proposed by Wolpert and Ickstadt (1998), who intro-
duced a (spatial) convolution of gamma random variables, and provide a data augmentation scheme
for Gibbs sampling that yields predictions in the spatial-only setting. However, their framework
can only be applied for smaller-dimensional settings (e.g., their examples include at most 19,600
observations). Additionally, in the non-spatially referenced settings some have used different types
of multivariate log-gamma (and gamma) distributions as an alternative to the multivariate normal
distribution (e.g., see Lee and Nelder, 1974; Kotz et al., 2000; Demirhan and Hamurkaroglu, 2011).
However, there has been no distribution theory proposed to handle high-dimensional dependent
count-valued data that are possibly correlated across multiple variables, geographic regions, and
times.
This mindset of developing distribution theory that is computationally efficient is clearly ideal
from a practical perspective, and would promote much needed statistical research on dependent
count-data. However, in some settings, deviating from LGP may result in a distributional form
that does not reflect the true behavior of the underlying process. Thus, we provide a result that
shows that one can specify the multivariate log-gamma distribution so that it is arbitrarily close to
a multivariate normal distribution. Furthermore, we incorporate the Moran’s I (MI) basis functions,
MI propagator matrix, and MI prior distribution from Bradley et al. (2015a) to better describe the
dependency of latent processes. The resulting hierarchical statistical model is called the Poisson
multivariate spatio-temoral mixed effects model (P-MSTM).
The remainder of this article is organized as follows. In Section 2, we introduce a multivariate
log-gamma distribution and provide the necessary technical development of this distribution. Then,
in Section 3, we use this new distribution theory to define the P-MSTM. In Section 4, we use a sim-
ulation study that is calibrated towards count-valued QWIs, so that simulated values are similar to
QWIs. This empirical simulation study is used to evaluate the effectiveness of the P-MSTM at re-
covering unobserved “true values.” Additionally, we use the P-MSTM to jointly analyze 4,089,755
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count-valued QWIs obtained from the US Census Bureau’s LEHD program partially presented in
Figure 1(a). Finally, Section 5 contains discussion. For convenience of exposition, proofs of the
technical results are given in an appendix, and supporting materials, including a spatial-only exam-
ple involving the American Community Survey (ACS), are provided in Supplemental Materials.
2 Distribution Theory: The Multivariate Log-Gamma Distri-
bution
The rudimentary quantity in our development of the multivariate log-gamma distribution is the
(univariate) log-gamma random variable q (Prentice, 1974; Kotz et al., 2000; Crooks, 2015), where
q≡ log(γ), (1)
and γ is a gamma random variable with shape parameter α > 0 and scale parameter κ > 0. There
are many relationships between the log-gamma distribution and other distributions including the
Gumbel distribution, the Amoroso distribution, and the normal distribution (e.g., see Crooks,
2015). These relationships are derived by considering special cases of the probability density
function (pdf) associated with q in (1). Straightforward change-of-variable techniques lead to the
following expression for the pdf of q,
f (q|α,κ) = 1
Γ(α)κα
exp
{
αq−
1
κ
exp(q)
}
; q ∈ R, (2)
where f will be used to denote a generic pdf and LG(α,κ) denotes a shorthand for the pdf in (2).
The importance of the log-gamma random variable for our purpose of modeling count-valued
data is transparent in the univariate setting. Let Z|q ∼ Pois{exp(q)}, where “Pois” stands for
“Poisson,” and notice that
f (Z|q) ∝ exp{Zq− exp(q)} . (3)
It is immediate from (2) and (3) that
q|Z,α,κ ∼ LG
{
Z +α,
(
1+ 1
κ
)−1}
. (4)
This conjugacy between the Poisson distribution and the log-gamma distribution motivates us to
develop a multivariate version of the log-gamma distribution to model multivariate spatio-temporal
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count data. Thus, in this section, we define a multivariate log-gamma distribution and develop a
distribution theory that will prove to be extremely useful for fully Bayesian analysis in this more
complex setting.
2.1 The Multivariate Log-Gamma Distribution
Wolpert and Ickstadt (1998) incorporate dependence in latent stages of a random spatial process by
using a kernel convolution of independent gamma random variables. We take a similar approach
by using a linear combination of independent log-gamma random variables. Specifically, let the
m-dimensional random vector w = (w1, . . . .,wm)′ consist of m mutually independent log-gamma
random variables such that wi ∼ LG(αi,κi) for i = 1, . . . ,m. Then, define
q = c+Vw, (5)
where the matrix V∈Rm×Rm and c∈Rm. Call q in (5) a multivariate log-gamma (MLG) random
vector. The linear combination in (5) is similar to the derivation of the multivariate normal distri-
bution; that is, if one replaces w with an m-dimensional random vector consisting of independent
and identically standard normal random variables, one obtains the multivariate normal distribution
(e.g., see Anderson, 1958; Johnson and Wichern, 1999, among others) with mean c and covariance
VV′.
To use the MLG distribution in a Bayesian context, we require its pdf, which is formally stated
below.
Theorem 1: Let q = c+Vw, where c ∈ Rm, the m×m real valued matrix V is invertible, and the
m-dimensional random vector w = (w1, . . . ,wm)′ consists of m mutually independent log-gamma
random variables such that wi ∼ LG(αi,κi) for i = 1, . . . ,m.
i. Then q has the following pdf:
f (q|c,V,α ,κ ) =
1
det(VV′)1/2
(
m
∏
i=1
1
Γ(αi)καii
)
exp
[
α ′V−1(q− c)−κ (−1)′exp
{
V−1(q− c)
}]
; q ∈ Rm,
(6)
where “det” represents the determinant function, α ≡ (α1, . . . ,αm)′, κ ≡ (κ1, . . . ,κm)′, and
κ (−1) ≡
(
1
κ1
, . . . , 1κm
)′
.
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ii. The mean and variance of q is given by,
E(q|α ,κ ) = c+V{ω0(α )+ log(κ )}
cov(q|α ,κ ) = V diag{ω1(α )}V′, (7)
where for a generic m-dimensional real-valued vector k = (k1, . . . ,km)′, diag(k) denote an
m×m dimensional diagonal matrix with main diagonal equal to k. The function ω j(k), for
non-negative integer j, is a vector-valued polygamma function, where the i-th element of
ω j(k) is defined to be d j+1dk j+1i log(Γ(ki)) for i = 1, . . . ,m.
The proof of Theorem 1(i) can be found in the Appendix, and in general, let MLG(c,V,α ,κ ) be
shorthand for the pdf in (6). When comparing (2), (3), and (6) we see that the univariate log-gamma
pdf, the Poisson pdf, and the multivariate log-gamma pdf share a basic structure. Specifically, all
three pdfs have an exponential term and a double exponential term. This pattern is the main reason
why conjugacy exists between the Poisson distribution and the log gamma distribution, which we
take advantage of in subsequent sections.
An important difference in the parameterization of MLG random vectors and multivariate nor-
mal random vectors, is that MLG random vectors have additional shape and scale parameters. This
can be seen in Theorem 1(ii), which shows that the mean of q depends on c, α , and κ ; similarly,
the covariance matrix of q depends on both V and α . This could potentially be problematic when
performing posterior statistical inference due to identifiability considerations. Thus, in Section 2.2,
we provide a specification of α and κ so that the mean and variance of the MLG random vector q
depends only on the parameters c and V.
2.2 Shape and Scale Parameter Specification
We now provide guidance on how to specify the shape and scale parameters α and κ to define a
two parameter (i.e., c and V) MLG distribution. Our first consideration is to remove the functional
dependence of the mean and covariance of a MLG random vector on α and κ (see Equation
(7)). To do this, we standardize the vector of independent log-gamma random variables w in
(5). Specifically, define α∗ as the value such that ω1(α∗) = 1, which is given by α∗ ≈ 1.4263
(using the Newton-Raphson method). Then, consider q ∼ MLG(c,V,α∗1m,exp(−ω0(α∗))1m),
where 1m is an m-dimensional vector of 1s. From Theorem 1(ii) it follows that this specification
of q has mean c and covariance VV′. We refer to this two-parameter multivariate log-gamma
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distribution as the standardized multivariate log-gamma (sMLG) distribution, and is denoted as
MLG(c,V,α∗1m,exp(−ω0(α∗))1m).
Both the MLG and sMLG distributions are non-standard; that is, it is more common to assume
a multivariate normal distribution to incorporate dependence for count-valued data (Diggle et al.,
1998). Hence, we investigate a connection between the multivariate log-gamma distribution and
the multivariate normal distribution.
Proposition 1: Let q∼MLG(c,α1/2V,α1, 1α 1). Then q converges in distribution to a multivariate
normal random vector with mean c and covariance matrix VV′ as α goes to infinity.
Figure 2 displays an approximation of a normal distribution using a log-gamma random variable
based on Proposition 1. Here, we see a situation where the log-gamma distribution can provide an
excellent approximation to a normal distribution - even for values that occur far out in the tails of
the standard normal distribution.
The asymptotic result in Proposition 1 is on the shape parameter, which can be specified as any
value that one would like. Thus, Proposition 1 provides motivation for the use of the multivariate
log-gamma distribution, since one can always specify a MLG distribution to be “close” to the
commonly used multivariate normal distribution. In practice, we have found that α = 1000 to be
sufficiently large; however, one must verify an appropriate value of α for their specific setting.
Refer to this two-parameter MLG distribution as the normal approximation of the multivariate log-
gamma (nMLG) distribution, and define it as MLG(c,α1/2G V,αG1, 1αG 1) for αG very large; note
that the “n” in “nMLG” stands for “normal” and the “G” in αG stands for “Gaussian.” In practice,
we take αG = 1000.
2.3 Conditional and Marginal Distributions for Multivariate Log-Gamma
Random Vectors
In this section, technical results are presented on conditional and marginal distributions for an
m-dimensional MLG random vector q. Bayesian inference of count-valued data will require simu-
lating from conditional distributions of q. Thus, we provide the technical results needed to simulate
from these conditional distributions.
Proposition 2: Let q ∼ MLG(c,V,α ,κ ), and let q = (q′1,q′2)′, so that q1 is g-dimensional and q2
is (m−g)-dimensional. In a similar manner, partition V−1 = [H B] into an m×g matrix H and
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an m× (m−g) matrix B.
i. Then, the conditional pdf of q1|q2 = d,c,V,α ,κ is given by
f (q1|q2 = d,c,V,α ,κ ) = f (q1|H,α ,κ 1.2) = M exp
{
α ′Hq1−κ
(−1)′
1.2 exp(Hq1)
}
, (8)
where κ (−1)1.2 ≡ exp
{
Bd−V−1c+ log(κ (−1))
}
and the normalizing constant M is
M =
1
det(VV′)1/2
(
m
∏
i=1
1
Γ(αi)καii
)
exp
(
α ′Bd−α ′V−1c
)
[
∫ f (q|c,V,α ,κ )dq1]q2=d .
ii. The conditional random vector q1|q2 = 0m−g,c = 0m,V,α ,κ 1.2 is equal in distribution to
q1|q2 = d,c,V,α ,κ .
Remark 1: Let cMLG(H,α ,κ 1.2) be a shorthand for the pdf in (8), where “cMLG” stands for
“conditional multivariate log-gamma.” Proposition 1(i) shows that cMLG does not fall within the
same class of pdfs as the joint distribution given in (6). This is primarily due to the fact that the
m× g real-valued matrix H, within the expression of cMLG in (8), is not square. This property
is different from the multivariate normal distribution, where both marginal and conditional dis-
tributions obtained from a multivariate normal random vector, are multivariate normal (e.g., see
Anderson, 1958; Johnson and Wichern, 1999, among others). The fact that cMLG in (8) is not
MLG is especially important for posterior inference because we will need to simulate from cMLG,
and we cannot use (5) to do this. Thus, we require an additional result that allows us to simulate
from cMLG.
Theorem 2: Let q ∼ MLG(0m,V,α ,κ ), and partition this m-dimensional random vector so that
q = (q′1,q′2)′, where q1 is g-dimensional and q2 is (m−g)-dimensional. Additionally, consider the
class of MLG random vectors that satisfy the following:
V−1 =
[
Q1 Q2
] R1 0g,m−g
0m−g,g 1σ2 Im−g,
 (9)
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where in general 0k,b is a k×b matrix of zeros; Im−g is a (m−g)× (m−g) identity matrix;
H =
[
Q1 Q2
] R1
0m−g,g,

is the QR decomposition of the m× g matrix H; the m× g matrix Q1 satisfies Q′1Q1 = Ig, the
m× (m−g) matrix Q2 satisfies Q′2Q2 = Im−g and Q′2Q1 = 0m−g,g; R1 is a g×g upper triangular
matrix; and σ2 > 0. Then, the following statements hold.
i. The marginal distribution of the g-dimensional random vector q1 is given by
f (q1|H,α ,κ ) = M1 exp
{
α ′Hq1−κ (−1)′exp(Hq1)
}
, (10)
where the normalizing constant M1 is
M1 = det([H Q2])
(
m
∏
i=1
1
Γ(αi)καii
)
1
[
∫ f (q|0m,V = [H Q2]−1,α ,κ )dq1]q2=0m−g .
ii. The g-dimensional random vector q1 is equal in distribution to (H′H)−1H′w, where the m-
dimensional random vector w∼MLG(0m,Im,α ,κ ).
Remark 2: In subsequent sections, let mMLG(H,α ,κ ) be a shorthand for the pdf in (10), where
“mMLG” stands for “marginal multivariate log-gamma.” From Proposition 2(i) and Theorem 2(i)
it is evident that this particular class of marginal distributions falls into the same class of distribu-
tions as the conditional distribution of q1 given q2. That is, from Proposition 2(i) and Theorem 2(i)
mMLG(H,α ,κ ) = cMLG(H,α ,κ ). This equality is important because Theorem 2(ii) provides a
way to simulate from mMLG, and hence cMLG.
Remark 3: Theorem 2(ii) shows that it is (computationally) easy to simulate from mMLG (and
equivalently cMLG) provided that g ≪ m. Recall that H is m× g, which implies that computing
the g×g matrix (H′H)−1 is computationally feasible when g is “small.”
Remark 4: If H is square then from (5) we have that (H′H)−1H′w = H−1w, which follows a MLG
distribution with precision matrix H (if using the sMLG specification). Thus, the class of marginal
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distributions in Theorem 2(i) can be seen as more general than the MLG random vector in (5),
since Theorem 2(ii) allows for a non-square “precision parameter matrix.”
2.4 Example Full-Conditional Distribution
We are now ready to apply the MLG distribution theory for posterior statistical inference. In this
section, our goal is to provide a straightforward example of the use of the MLG distribution to
model dependent count-valued data. There are many simplifying assumptions made within this
section; specifically, that both c and V are known. This, of course, is for illustrative purposes, and
more complex modeling strategies based on the MLG distribution will be introduced in Section 3.
For i = 1, ..,m, let Zi|qi
ind
∼ Pois{exp(qi)}, and let q≡ (q1, ...,qm)′ ∼MLG(c,W,αk1m,κk1m),
where W≡αk/2G V, V∈Rm×Rm, αk ≡αkG(α∗)1−k, and κk ≡
(
1
αG
)k
[exp{−ω0(α∗)}]1−k; k = 0,1.
Notice, that if k = 0 then q is based on the sMLG specification and if k = 1 then q is based on the
nMLG specification. It follows from (3) that
f (Z|q) =
m
∏
i=1
f (Zi|qi) ∝ exp
{
m
∑
i=1
Ziqi−
m
∑
i=1
exp(qi)
}
= exp
{
Z′q−1′mexp(q)
}
, (11)
where Z≡ (Z1, ...,Zm)′. From Theorem 1(i) we have that
f (q) ∝ exp
[
αk1′mW−1q−
1
κk
1′mexp
{
W−1(q− c)
}]
= exp
[
αk1′mW−1q−
1
κk
exp
{
−W−1c
}′
exp
{
W−1q
}]
.
(12)
Then, define the 2m×m matrix
H≡
 Im
W−1
 .
Using (11) and (12) we have that
f (q|Z) ∝ f (Z|q) f (q) ∝ exp
{
Z′q+αk1′mW−1q−1′mexp(q)−
1
κk
exp(−W−1c)′exp(W−1q)
}
= exp
{
Z′q+d1′mq+αk1′mW−1q−d1′mWW−1q−1′mexp(q)−
1
κk
exp(−W−1c)′exp(W−1q)
}
= exp
{
(Z′+d1′m,αk1′m−d1′mW)Hq− (1′m,
1
κk
exp(−W−1c)′)exp(Hq)
}
∝ mMLG
{
H,(Z′+d1′m,αk1′m−d1′mW)′,κ q
}
, (13)
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where κ (−1)q ≡
{
1′m, 1κk exp(−W
−1c)′
}′
,
d ≡ αk
1+max
{
abs
(
1′mW
)} ,
max(k) gives the maximum value of the elements in the m-dimensional real-valued vector k, and
“abs” is the vector-valued absolute value function. The value d accommodates possible zero-values
within the data-vector Z. Since the absolute value of the elements in d1′mW are strictly between
zero and 1, we have that the elements of αk1′m− d1′m are strictly positive. Also, it is clear that
Z′+d1′m consists of strictly positive elements. In the case that each element of Z is non-zero we
set d = 0.
Notice that (11), (12), and (13) are the multivariate analogs to (3), (2), and (4), respectively.
Additionally, from Theorem 2(ii) it is straightforward to simulate from the posterior distribution in
(13). Specifically, simulate
w∼MLG
{
02m,I2m,(Z′+d1′m,αk1′m−d1′m)′,κ q
}
using (5). Then a realization from the posterior distribution in (13) is given by (H′H)−1H′w, which
is computationally feasible provided that m is “small” (see Remark 3).
3 The Poisson Multivariate Spatio-Temporal Mixed Effects
Model
The simplicity of the example in Section 2.4 does not translate immediately into practice; recall
that the example in Section 2.4 required both c and V to be known, which is almost never the
case. Furthermore, modern datasets (count-valued and otherwise) are becoming increasingly more
complex, and high-dimensional (e.g., see Bradley et al., 2014, for a review). For example, a
clear majority of federal and environmental datasets display dependencies over different variables,
spatial locations, times, and spatial/temporal scales (Bradley et al., 2015b,e). It is not immediately
clear how one can incorporate the MLG distribution into these common data settings.
Thus, to facilitate the use of the MLG distribution among the applied statistics community we
incorporate it into an extremely general setting: high-dimensional multivariate space-time data.
Specifically, the novel distribution theory from Section 2 is used to define a Bayesian hierarchical
model, which we call the Poisson multivariate spatio-temporal mixed effects model (P-MSTM).
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The dependence between count data (observations), latent processes, and unknown parameters are
intricate, and hence, we choose to present the conditional and marginal distributions that makeup
the P-MSTM in several subsections. In particular, Section 3.1 describes the conditional distribu-
tion of the data given latent processes and unknown parameters; Section 3.2 defines the conditional
distribution of the latent process given the unknown parameters; Section 3.3 describes the process
model’s temporal dynamics; and Section 3.4 gives the marginal distribution of unknown param-
eters. Then, in Section 3.5, we provide the full-conditional distributions needed for conducting
Bayesian inference using a Gibbs sampler.
3.1 The Data Model
Consider data that are recorded over ℓ = 1, . . . ,L different variables, t = T (ℓ)L , . . . ,T
(ℓ)
U different
time points, and N(ℓ)t areas from the set D
(ℓ)
t,P ≡ {Ai : i = 1, . . . ,N
(ℓ)
t }, where Ai is a subset of the
domain of interest D⊂Rd and the subscript “P” stands for “prediction regions.” Let D(ℓ)t,P consist of
disjoint areal units; that is, ∪ni=1Ai ⊂ D and Ai∩A j = /0 (i 6= j). In practice, all possible prediction
regions are not observed, and hence, we denote the set of n(ℓ)t areal units that are associated with
the observed data by D(ℓ)t,O ⊂ D
(ℓ)
t,P, where the subscript “O” stands for “observed regions.” Let
Zt ≡ (Z
(ℓ)
t (A) : ℓ= 1, . . . ,L, A∈D
(ℓ)
t,O)
′ be a generic nt-dimensional data vector consisting of count-
valued data, where nt = ∑Lℓ=1 n(ℓ)t ; t = 1, . . . ,T . In what follows, a general class of models to
analyze the n-dimensional vector Z≡ (Z′t : t = 1, . . . ,T )′ is introduced, where we let min
ℓ
(T (ℓ)L )= 1,
T ≡max
ℓ
(T (ℓ)U ), and n≡ ∑Tt=1 nt .
An element of the generic n-dimensional count-valued data vector Z is assumed to follow the
conditional distribution
Z(ℓ)t (A)|Y
(ℓ)
t (A)
ind
∼ Pois
(
exp
{
Y (ℓ)t (A)
})
; ℓ= 1, . . . ,L, t = T (ℓ)L , . . . ,T
(ℓ)
U , A ∈ D
(ℓ)
t,P, (14)
where we note that the canonical log-link is used. The Poisson distribution is not the only choice
for modeling Z(ℓ)t (A)|Y
(ℓ)
t (A); t = T
(ℓ)
L , . . . ,T
(ℓ)
U and ℓ= 1, . . . ,L. For example, one might consider
a negative binomial distribution with a process defined as the integration of an inhomogeneous
point process. However, the Poisson distribution has been the de facto model for modeling high-
dimensional spatially referenced count data (e.g., see Sengupta et al., 2012). Furthermore, the
Poisson distribution with the canonical log-link is a common choice for modeling count data within
a generalized linear mixed effects model (GLMM) framework (e.g., see McCullagh and Nelder,
1989).
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3.2 The Process Models
We use the following specification of the conditional distribution of {Y (ℓ)t (A)} given unknown
parameters:
Y (ℓ)t (A) = x
(ℓ)
t (A)′β +ψ (ℓ)t (A)′η t +ξ (ℓ)t (A); ℓ= 1, . . . ,L, t = 1, . . . ,T, A ∈ D(ℓ)t,P, (15)
where x(ℓ)t (A)′β represents the “large-scale” variability of Y (ℓ)t (A), x(ℓ)t is a p-dimensional vector
of known multivariate spatio-temporal covariates, and β ∈ Rp is an unknown vector-valued pa-
rameter. Here, let the nt × p matrix Xt ≡ (x(ℓ)t (A)′ : ℓ = 1, . . . ,L, A ∈ D
(ℓ)
t,O)
′
. For our purposes it
is reasonable to take β as constant over time, however, the results in this manuscript can easily
be extended to the setting where β is time-varying. The r-dimensional random vector η t is as-
sumed to be mean-zero and have an unknown covariance matrix, and the set {ξ (ℓ)t (A)} consists
of independent log-gamma random variables with mean zero and unknown variance σ 2ξ > 0. We
consider both sMLG and nMLG specifications for the distribution of {ξ (ℓ)t (A)}. Notice that the
distributional assumptions governing {η t} have not been specified− these definitions are provided
in Section 3.3.
The r-dimensional real vectors {ψ (ℓ)t (A)} can belong to any class of areal basis functions (see
Bradley et al., 2015d, for different choices of areal basis functions). Here, let the nt×r matrix Ψt ≡
(ψ (ℓ)t (A)′ : ℓ = 1, . . . ,L, A ∈ D
(ℓ)
t,O)
′
. In general, we only require that {x(ℓ)t (A) : ℓ = 1, . . . ,L, A ∈
D(ℓ)t,P} and {ψ
(ℓ)
t (A) : ℓ = 1, . . . ,L, A ∈ D
(ℓ)
t,P} are not confounded for each t = 1, . . . ,T . That is,
the Nt × p matrix XPt ≡ (x
(ℓ)
t (A)′ : ℓ= 1, . . . ,L, A ∈ D
(ℓ)
t,P)
′ and the Nt × r matrix ΨPt ≡ (ψ
(ℓ)
t (A)′ :
ℓ = 1, . . . ,L, A ∈ D(ℓ)t,P)
′ have columns that are linearly independent, where Nt = ∑Lℓ=1 N(ℓ)t . This
specification allows us to perform inference on β , since β and each random vector in {η t} are not
confounded (see, Griffith, 2000, 2002, 2004; Griffith and Tiefelsdorf, 2007; Hughes and Haran,
2013; Porter et al., 2013; Bradley et al., 2015a, and the references therein). In this manuscript, we
set {ψ(ℓ)t (A)} equal to the MI basis functions from Bradley et al. (2015a), which is defined a priori
so that XPt and ΨPt are not confounded. For convenience of exposition the formal definition of the
MI basis functions are left to Supplemental Materials.
3.3 Process Model Dynamics
Process dynamics are modeled using a first-order vector autoregressive (VAR(1)) model
η t = Mtη t−1 +bt ; t = 2, . . . ,T, (16)
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where η 1 ∼ MLG(0,W
1/2
1,k ,αk1r,κ k1r), {Mt} are known r× r propagator matrices, and for t ≥
2 the r-dimensional random vector bt ∼ MLG(0,W1/2t,k ,αk1r,κ k1r) and is independent of η t−1.
Additionally, let Wt,k ≡ αkGKt , Kt be an unknown r× r positive definite real-valued matrix, αk ≡
αkG(α
∗)1−k, and let κk ≡
(
1
αG
)k
{exp [−ω0(α∗)]}1−k; k = 0,1 and t = 1, . . . ,T . Notice, that if
k = 0 then (16) is based on the sMLG specification and if k = 1 then (16) is based on the nMLG
specification.
From (15) and (16) it is immediate that the VAR(1) model allows for nonseparable asymmet-
ric nonstationary multivariate spatio-temporal dependencies within the latent process of interest.
To the best of our knowledge, we are the first to consider the MLG specification for a VAR(1)
model. Additionally, if T = 1 we simply let η 1 ∼ MLG(0,W
1/2
1,k ,αk1r,κ k1r), which is used for
multivariate spatial, multivariate-only, and spatial-only datasets.
Bradley et al. (2015a) have provided a class of propagator matrices (for the Gaussian setting)
informed by the covariates {x(ℓ)t }, which they call the MI propagator matrix. For high-dimensional
data it is advantageous to avoid MCMC sampling of {Mt} by assuming that it is known. This class
of propagator matrices is motivated by removing confounding over time, which is similar to the
motivation of the MI basis functions. Thus, we use this class of propagator matrices to model the
dynamics of count-valued data. For convenience of exposition, the details of the MI propagator
matrix are provided in Supplemental Materials.
3.4 Parameter Models
An important step for modeling high-dimensional data is reducing the dimension of the parameter
space of interest. This general theme is consistent throughout the “big spatial data literature” (and
the “big data” literature in general) and is done in a variety of ways (e.g., see the rejoinder in
Bradley et al. (2015f)). We use the same perspective when specifying the distributions for Kt ;
t = 1, . . . ,T . In particular, place the following assumption on Kt ,
Kt = σ 2KK∗t ; t = 1, . . . ,T, (17)
where σ 2K > 0 is unknown,
K∗−1t = arg min
C
{
||Qt −ΨPt C−1ΨP′t ||2F
}
; t = 1, . . . ,T, (18)
Qt = INt −At , the minimization in (18) is among r× r positive semi-definite matrices C, and for
a generic real-valued square matrix H the Frobenius norm is defined as ||H||2F = trace(H′H). In
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the setting where |D(ℓ)t | > 1 for at least one t and ℓ, let At be the adjacency matrix corresponding
to the edges formed by {D(ℓ)t,P : ℓ = 1, . . . ,L}; hence Qt is the precision matrix from an intrinsic
conditional autoregressive (ICAR) model in this case. However, in practice At is allowed to be
any generic Nt ×Nt real-valued matrix. The functional form of K∗t can be found in Bradley et al.
(2015a) and Bradley et al. (2015d).
The parameterization in (17) is called the MI parameter model, and has recently become a
popular parameterization. In fact, the MI parameter model, has been successfully used to model
covariances for large-dimensional spatially referenced data (e.g., see Hughes and Haran, 2013;
Porter et al., 2013; Bradley et al., 2015a,d, among others). The main motivating feature of this
approach is that it calibrates the covariance (or precision) of the random effect towards a covari-
ance (or precision) matrix that is not simplified due to computational considerations. Moreover, it
reduces the parameter space significantly, where a single parameter is defined (i.e., σ 2K) as opposed
to r2 parameters.
Hence, parameter models are required for σ 2K, σ 2ξ , and β . For simplicity, consider simple
discrete uniform priors for σ 2K and σ 2ξ . That is, it is assumed that
f (σK) = 1UK ; σK = a
(K)
1 , . . . ,a
(K)
UK
f (σξ ) =
1
Uξ
; σξ = a
(ξ )
1 , . . . ,a
(ξ )
Uξ , (19)
where for our application in Section 5 many different choices for a(K)1 , . . . ,a
(K)
UK and a
(ξ )
1 , . . . ,a
(ξ )
Uξ
were considered, and we found that a(K)1 = a
(ξ )
1 = 0.01,a
(K)
2 = a
(ξ )
2 = 0.02, . . . ,a
(K)
UK = a
(ξ )
Uξ = 2 is
appropriate for that application. Any number of different parameter models may be considered,
and we suggest that one seriously considers alternatives to what we use in (19). However, for
our purpose of prediction, the simple discrete uniform prior is appropriate. Additionally, the p-
dimensional vector β is assumed to have the following parameter model:
β ∼MLG(0,σβ I,α β 1p,κ β 1p) . (20)
Set σβ equal to a fixed large number (we use σβ = 10) so that the prior on β is flat. In general, we
have found that prediction is robust to this specification.
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3.5 Full Conditional Distributions for Markov Chain Monte Carlo
The joint distribution of the data, processes, and parameters is written as the product of the follow-
ing conditional and marginal distributions:
Data Model : Z(ℓ)t (A)|β ,η t ,ξ (ℓ)t (A) ind∼ Pois
[
exp
{
x
(ℓ)
t (A)′β +ψ (ℓ)t (A)′η t +ξ (ℓ)t (A)
}]
;
Process Model 1 : η t |η t−1,σK ∼MLG
(
Mtη t−1,W
1/2
t,k ,αk1r,κk1r
)
;2≤ t ≤ T, (provided T > 1)
Process Model 2 : η 1|σK ∼MLG
(
0,W1/21,k ,αk1r,κk1r
)
;
Process Model 3 : ξ t |σξ ∼MLG
(
0,α1/2k σξ Int ,αk1nt ,κk1nt
)
;
Parameter Model 1 : β ∼MLG
(
0p,1,α1/2k σβ Ip,αk1p,κk1p
)
;
Parameter Model 2 : f (σK) = 1UK ;
Parameter Model 3 : f (σξ ) =
1
Uξ
, (21)
where recall Wt,k ≡ αkGσ 2KK
∗
t , αk ≡ α
k
G(α
∗)1−k, and κk ≡
(
1
αG
)k
[exp{−ω0(α∗)}]1−k; k =
0,1, ℓ = 1, . . . ,L, t = T (ℓ)L , . . . ,T
(ℓ)
U , A ∈ D
(ℓ)
t,O, σK = a
(K)
1 , . . . ,a
(K)
UK , and σξ = a
(ξ )
1 , . . . ,a
(ξ )
Uξ . As
with the VAR(1) model in (16), if k = 0 then (21) is based on the sMLG specification, and if
k = 1 then (21) is based on the nMLG specification. In practice, we use the deviance information
criterion (DIC) (Spiegelhalter et al., 2002) to select between sMLG and nMLG.
The P-MSTM presented in (21) is extremely general, and can be adapted in variety of ways.
For example, one can easily cast the P-MSTM within paradigms outside Bayesian statistics and
areal spatial data. That is, one can set unknown parameters equal to estimates to produce empir-
ical Bayesian versions of the P-MSTM; see, for example, Sengupta et al. (2012). Likewise, the
P-MSTM is flexible enough to handle different basis functions, propagator matrices, and param-
eter models that may be more suitable in the context of different problems. This includes point
referenced basis functions that are often used in environmental and ecological settings (e.g., see
Wikle et al., 2001; Cressie and Johannesson, 2008, among others).
Additionally, the model in (21) is defined for the case when L = 1, T = 1, and/or |D(ℓ)t,P| = 1
for each t and ℓ. This implies that our modeling framework can be readily applied to multivariate-
only, spatial-only, times series, multivariate spatial, multivariate time series, and spatio-temporal
datasets (in addition to multivariate spatio-temporal data). The generality of (21) is especially no-
table because it is rather straightforward to simulate from the full-conditional distributions implied
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by the model in (21).
Proposition 3: Suppose the n-dimensional data vector Z follows the P-MSTM distribution given
in (21). Then, we have the following full conditional distribution for the unknown latent random
vectors, and unknown parameters. For k = 0 and 1 we have
f (β |·) = mMLG(Hβ ,k,α β ,k,κ β ,k)
f (η t |·) = mMLG(Hη,t,k,α η,t,k,κ η,t,k); 2≤ t ≤ T −1 (provided T > 1)
f (η 1|·) = mMLG(Hη,1,k,α η,1,k,κ η,1,k) (provided T > 1)
f (η T |·) = mMLG(Hη,T,k,α η,T,k,κ η,T,k)
f (ξ t |·) = mMLG(Hξ ,t,k,α ξ ,t,k,κ ξ ,t,k); 1≤ t ≤ T,
f (σK|·) = pK(σK); σK = a(K)1 , . . . ,a(K)UK ,
f (σξ |·) = pξ (σξ ); σξ = a(ξ )1 , . . . ,a(ξ )Uξ , (22)
where f (β |·) represents the pdf of β given all other process variables, parameters, and the data.
For each t, we define f (η t |·), f (ξ t |·), f (σK|·), and f (σξ |·) in a similar manner. For ease of expo-
sition, in Table 1 we provide the definitions of the remaining unknown quantities in (22).
The proof of Proposition 3 is given in the Appendix. Additionally, the step-by-step instructions
outlining the implementation of the Gibbs sampler based on (22) is given in Algorithm 1. Notice
that it is relatively easy to simulate from (22) using Theorem 2(ii) provided that r ≪ n and p ≪
n; that is, from Theorem 2(ii) simulating from the full-conditionals in (22) involves computing
the inverse of p× p and r× r matrices, which involves computations on the order of p3 and r3,
respectively.
Proposition 3 can be applied to the aforementioned special cases of multivariate spatio-
temporal data (i.e., spatial-only, times series, multivariate-only, spatio-temporal, multivariate spa-
tial, and multivariate times series datasets). Thus, the implications of Proposition 3 are enormous,
as it provides a way to efficiently model a wide range of less general but interesting special cases
not considered in this manuscript. As an example, the full conditional distributions for the spatial-
only setting (i.e., when L = 1, T = 1, and when |D(1)1 |> 1) is presented in Supplemental Materials,
along with a demonstration using ACS period estimates.
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4 Results: LEHD Simulations and Analysis
We now return to the QWI dataset presented in Figure 1(a). The QWIs have become a staple data
source for understanding US economics and have lead to many scientific insights across several
areas (e.g., for the economics setting see Davis et al. (2006), Thompson (2009), Dube et al. (2013),
and Allegretto et al. (2013), among others; for the social-economic setting see Glaeser (1992),
Glaeser and Shapiro (2009), and Ford and Fricker (2009), among others; and for the statistics
setting see Abowd et al. (2009), Abowd et al. (2013), and Bradley et al. (2015a)). From the
statistical perspective, the MSTM from Bradley et al. (2015a) is exceedingly important, as it leads
to an enhancement of the QWIs. Specifically, the MSTM can be used to produce estimates of
continuous QWIs (e.g., average quarterly income) that have complete spatio-temporal coverage,
which is otherwise not available (Abowd et al., 2009, Section 5.5.1 and 5.6). However, the MSTM
(based on the Gaussian assumption) has a limited utility on QWIs. This is because approximately
70% of the LEHD QWIs are count-valued (e.g., county-level beginning of quarter employment),
which implies that the MSTM is applicable to a small portion of the entire scope of the QWIs.
Thus, applying the P-MSTM to count-valued QWIs will be extremely useful, and is likely to have
a large impact on the QWI user community.
Note that all computations were computed using Matlab (Version 8.0) on a dual 10 core 2.8
GHz Intel Xeon E5-2680 v2 processor, with 256 GB of RAM.
4.1 A Simulation Study
We choose to calibrate our simulation model towards QWIs. That is, we set the mean of a Poisson
random variable equal to a count-valued QWI and use this distribution to generate a “pseudo data-
value,” which are treated as unknown. Then, the pseudo data and the P-MSTM are used to predict
the QWIs. This empirical simulation study design is similar to what is done in Bradley et al.
(2015a), and is motivated as a way to produce simulated data that is similar to what one might
observe in practice.
Let Z(ℓ)t (A) represent the number of individuals employed at the beginning of the quarter (i.e.,
the count-valued QWIs considered in Section 1), for industry ℓ, Minnesota county A, and quarter
t. Then, simulate pseudo-data as follows,
R(ℓ)t ∼ Pois(Z
(ℓ)
t (A)+1); ℓ= 1,2, t = 76, . . . ,96, A ∈ D
(ℓ)
MN,t, (23)
where D(ℓ)MN,t represents the set of counties in Minnesota (MN) that have available quarterly aver-
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age monthly income estimates, ℓ = 1 denotes the information industry, and ℓ = 2 represents the
professional, scientific and technical services industry. These two industries were chosen for this
simulation study since they are highly correlated. Notice that we add 1 in (23) so that the mean of
the Poisson random variables are also greater than 0.
Randomly select 65% of the areal units in D(ℓ)MN,t to be “observed,” and denote this new set
with D(ℓ)MN,O,t . For illustration, we use the following covariates x
(ℓ)
t (A) = (1, I(ℓ = 1), . . . , I(ℓ =
19), |A|, I(t = 1), . . . , I(t = 1, . . . ,95),population(A))′, where population(A) is the 2010 decennial
Census value of the population of county A and I(·) is the indicator function. Following Hughes
and Haran (2013)’s rule of thumb for specifying r, we set r = 42 (see the Supplemental Material).
Both the sMLG and nMLG specifications are considered in this section, and we investigate whether
the specification leads to noticeable out-of-sample properties.
In Figure 3, we present the QWIs (panel a), the pseudo data (panel b), and the predictor (panels
c and d) given by
E
[
Z(ℓ)t (A)|{R
(ℓ)
t (A) : ℓ= 1,2, t = 76, . . . ,96,A ∈ D
(ℓ)
MN,O,t}
]
; ℓ= 1,2, t = 96, A ∈ D(ℓ)MN,t ,
where the expectation is obtained using the P-MSTM and Algorithm 1. In general, the predictions
based on both the sMLG assumption (panel c) and the nMLG assumption (panel d) lead to predic-
tions that reflect the overall pattern of the data. This is further supported in Figure 4(a,b), where
we plot the log QWIs and the log predictions over an arbitrary ordering of the regions. Again we
see that both methods tend to track the truth fairly closely. In Figure 4(c,d) we provide a scatter-
plot of the log QWIs versus the log predictions. Here, the predictions are similar to the truth (the
correlations are 0.8333 and 0.8708 for panels c and d, respectively), however, there is more error
in the predictions for small and moderate values of the log QWIs.
Now, consider 100 independent replications of the set {R(ℓ)t, j (A) : ℓ = 1,2, t = 76, . . . ,96, A ∈
D(ℓ)MN,O,t}, where j = 1, . . . ,100 and for each j we have that R(ℓ)t, j (A) is simulated according to (23).
To evaluate the predictors we compute the following average absolute error diagnostic
average
{
abs
(
Z(ℓ)t (A)−E
[
Z(ℓ)t (A)|{R
(ℓ)
t, j (A)}
])}
; j = 1, . . . ,100, (24)
where “average” is the sample average function taken over ℓ= 1,2, t = 76, . . . ,96, and A ∈ D(ℓ)MN,t ,
and “abs” is the absolute value function. In Figure 5, we present boxplots of the average absolute
error diagnostic over the 100 replications of {R(ℓ)t, j (A)} by the MLG specification. Here, we see
that when one assumes sMLG marginal improvements are obtained, in the average absolute error
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diagnostic, over when one assumes nMLG. The p-value of a sign-test, testing for a difference
between the true mean of (24) when using sMLG and nMLG, is 9.8×10−4, which suggests that
sMLG outperforms nMLG. However, it is clear that the practical difference in the predictors is
extremely small.
4.2 Predicting the Mean Beginning of the Quarter Employment
We show that one can obtain reasonable predictions of the mean number of individuals employed
at the beginning of a quarter, over all 3,145 US counties, 20 NAICS sectors, and 96 quarters, using
the high-dimensional QWI dataset of size 4,089,755 (partially presented in Figure 1(a)). To use the
P-MSTM from Section 3.1 through 3.4 we need to specify multivariate spatio-temporal covariates
{x
(ℓ)
t (A)}, the rank of the MI basis functions r, and the assumptions on the MLG distribution
(i.e., sMLG or nMLG). For illustration, we again use the following covariates x(ℓ)t (A) = (1, I(ℓ=
1), |A|, I(t = 76), . . . , I(t = 1, . . . ,95),population(A))′. As in Section 4.1 we set r = 42 (see the
Supplemental Material). Both the sMLG and nMLG specifications were considered, and the DIC
was considerably larger when using nMLG; that is, sMLG produced a DIC of 1.5585× 1014,
and nMLG resulted in a DIC of 1.2317× 1035. Thus, we present the results using the sMLG
specification.
In Figure 6(a), we display a histogram of the CPU time (in seconds) to compute one replicate
from the P-MSTM fitted using the 4,089,755 QWIs. Notice that, it consistently takes approxi-
mately 6 seconds to obtain 1 MCMC replicate from the P-MSTM. Furthermore, the entire chain
(of 10,000 iterations) took approximately 17 hours to compute. Compare this to the 6 or more
days to compute each diverging chain in Figure 1(b,c,d). As with the discussion surrounding Fig-
ure 1, one should note that there are many confounding factors involved with citing computation
times, including the software, computer, and code used to compute the algorithm. Here, we simply
state the CPU times based on our computer and codes. In Figure 6(b), we give one trace plot for
the sample chain, and, through visual inspection, see that convergence appears to be obtained for
this parameter. Additionally, we randomly selected other latent random variables and parameters
and the trace plots of the sample chains gave similar results. Moreover, we check batch means
estimates of Monte Carlo error (with batch size 50) (e.g., see Roberts, 1996; Jones et al., 2006),
and compute Gelman-Rubin diagnostics based on three independent chains (e.g., see Gelman and
Rubin, 1992), which were consistently less than 1.02. These diagnostics all provide evidence to
suggest that there is no lack of convergence of the MCMC algorithm.
In Figures 7(b) and 7(c), we plot the predictions and the associated posterior standard deviation
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for the mean beginning of quarter employment during the 4-th quarter of 2013 and for the education
industry. It should be emphasized that predictions have been made over all 3,145 US counties, 20
NAICS sectors, and 96 quarters. Upon comparison of Figure 1(a) to Figure 7(b) we see that the
predictions reflect the general patterns of the data. Furthermore, the posterior standard deviations
in Figure 7(c) are very small (at most around 400) considering that Poisson random variables have
their mean equal to their variance. Additionally, we display a boxplot of the residuals (i.e., log
QWI minus log prediction) in Figure 7(d). Notice that the median is close to 0, and the range of
the residuals are extremely small (between -0.3 and 0.3). Thus, we see that the in-sample error of
the predictors based on the P-MSTM tends to be small and have relatively little bias.
5 Discussion
We have introduced a comprehensive framework for jointly modeling Poisson data that could pos-
sibly be referenced over different variables, regions, and times. This methodology is rooted in the
development of new distribution theory that makes Bayesian inference for correlated count-valued
data computationally feasible. Specifically, we propose a multivariate log-gamma distribution that
incorporates nonseparable asymmetric nonstationary dependencies, and leads to computationally
efficient sampling of full conditional distributions within a Gibbs sampler.
Several theoretical results were required to create this multivariate log-gamma paradigm. In
particular, we show that full conditional distributions are of the same form of a marginal distribu-
tion of a multivariate log-gamma random vector. Also, for those wary of dropping the conventional
multivariate normal assumption, we provide a result that shows that the multivariate log-gamma
distribution can be specified to be arbitrarily close to a multivariate normal distribution.
This multivariate log-gamma distribution is used within the multivariate spatio-temporal mixed
effects model (MSTM) framework of Bradley et al. (2015a), leading to what we call the Poisson
multivariate spatio-temporal mixed effects model (P-MSTM). The implications of a general (easy
to fit) model for multivariate spatio-temporal count data are vast. First, it is well-known that it is
more difficult to fit correlated Poisson data than correlated Gaussian data, since Poisson generalized
linear mixed models require computational expensive Metropolis-Hasting updates within a Gibbs
sampler (e.g., see Figure 1(b,c,d)). However, this is no longer the case as Proposition 3 shows that
the multivariate log-gamma distribution leads to full-conditional distributions that are easy to sim-
ulate from, and by Proposition 2, one can incorporate the same types of dependencies as the LGP
approach. Another important implication of the P-MSTM is that it can be used in a wide range of
special cases including: spatial-only, times series, multivariate-only, spatio-temporal, multivariate
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spatial, and multivariate times series datasets.
The generality of the P-MSTM is especially notable considering that the P-MSTM can be
applied to “big datasets.” It is absolutely crucial that modern statistical methodology be computa-
tionally feasible, since “big data” has become the norm with sizes that are ever-increasing. Thus,
in this article we demonstrated that the P-MSTM is computationally feasible for a big dataset
(of 4,089,755 observations) consisting of count-valued QWIs obtained from US Census Bureau’s
LEHD program. Furthermore, the P-MSTM was shown to give small in-sample errors. Using
an empirically motivated simulation study, we also show that the P-MSTM leads to small out-of-
sample errors.
The P-MSTM is flexible enough to allow for many different specifications. For example, one
could use a different class of areal basis functions, point referenced basis functions, a different class
of propagator matrices, and different parameter models (or even estimates) for covariances. Thus,
there are many exciting open research directions, that build on this new distributional framework
for count-data.
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Appendix: Proofs
In this appendix we provide proofs for the technical results stated in the paper.
Proof of Theorem 1: Theorem 1(i): From (2) we see that the distribution of the random
vector w in (5) is given by,(
m
∏
i=1
1
Γ(αi)καii
)
exp
{
α ′w−κ (−1)′exp(w)
}
; w ∈ Rm.
The inverse of the transform of (5) is given by w = V−1(q− c), and the Jacobian is given by
|det(V−1)| = det(V−1′V−1)1/2 = det(VV′)−1/2. Then, by a change-of-variables (e.g., see Casella
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and Berger, 2002), we have that the pdf of q is given by,
1
det(VV′)1/2
(
m
∏
i=1
1
Γ(αi)καii
)
exp
[
α ′V−1(q− c)−κ (−1)′exp
{
V−1(q− c)
}]
; q ∈ Rm; q ∈ Rm.
This completes the proof of Theorem 1(i).
Theorem 1(ii): Take the mean and covariance of q in (5) to obtain,
E(q|α ,κ ) = c+VE(w|α ,κ )
cov(q|α ,κ ) = V diag{cov(w|α ,κ )}V′.
Because the elements of w are independent, we only require the mean and variance of of the LG
random variable wi for i = 1, . . . ,m. This result is well known (e.g., see Prentice, 1974, among
others) and given by
E(wi|αi,κi) = ω0(αi)+ log(κi)
Var(wi|αi,κi) = ω1(αi); i = 1, . . . ,m,
where the function ωk, for non-negative integer k, is the polygamma function, and for a real value
z we have that ωk(z)≡ d
k+1
dzk+1 log{Γ(z)}. This proves Theorem 1(ii).
Proof of Proposition 1: Consider the transformation Q = α1/2W , where W ∼ LG(α, 1α ).
Then we have that
f (Q|α,κ) ∝ exp
{
α
α1/2
Q−α exp
(
1
α1/2
Q
)}
,
and using the Taylor Series expansion of exp(x) we have
f (Q|α,κ) ∝ exp
[
α1/2Q−α
{
1
α1/2
Q+ 1
2α
Q2 +O
( Q3
α3/2
)}]
,
where “O(·)” is the “Big-O” notation (e.g., see Lehmann, 1999, among others). Then, letting α go
to infinity yields,
lim
α→∞
f (Q|α,κ) ∝ exp
(
−
Q2
2
)
∝ Normal(0,1).
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Thus, Q converges in distribution to a standard normal distribution as α goes to infinity. Now
suppose w = (w1, . . . .,wm)′ ∼ MLG
(
0m,α1/2Im,α, 1α
)
. Then it follows from the result above
that α1/2w converges to a standard Gaussian distribution. By “standard Gaussian distribution”
we mean a multivariate normal distribution with mean zero and m×m identity covariance matrix.
Now define the transformation,
q = c+V(α1/2w),
which follows a MLG(c,α1/2V,α1, 1α 1). It follows from Theorem 5.1.8 of Lehmann (1999), and
the fact that α1/2w converges to a standard Gaussian distribution, that q converges in distribution
to a multivariate normal distribution with mean c and covariance matrix VV′.
Proof of Proposition 2: Proposition 2(i): It follows from Theorem 1(i) that the conditional
distribution is given by
f (q1|q2,c,V,α ,κ ) =
[ f (q|c,V,α ,κ )]q2=d
[
∫ f (q|c,V,α ,κ )dq1]q2=d
= M exp
{
α ′Hq1−κ
(−1)′
1.2 exp(Hq1)
}
; q ∈ Rm,
which proves the result. To prove Proposition 2(ii), we see that from Proposition 2(i) that
f (q1|q2 = 0m−g,c = 0m,V,α ,κ 1.2) ∝ exp
{
α ′Hq1−κ
(−1)′
1.2 exp(Hq1)
}
∝ f (q1|q2 = d,c,V,α ,κ ).
This proves Proposition 2(ii).
Proof of Theorem 2: Theorem 2(ii) is used within the proof of Theorem 2(i). Thus, we shall
start by proving Theorem 2(ii): Notice that
V =
 (H′H)−1H′
σ2Q′2
 .
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From (5) we see that  q1
q2
=
 (H′H)−1H′w
σ2Q′2w
 , (A.1)
where the m-dimensional random vector w ∼MLG(0m,Im,α ,κ ). Multiplying both sides of (A.1)
by [Ig,0g,m−g] we have
q1 = (H′H)−1H′w,
which is the desired result.
Theorem 2(i): From Proposition 2(ii) the conditional distribution of q1|q2,c = 0m,V,α ,κ has
the following pdf:
f (q1|q2,c = 0m,V,α ,κ ) = f (q1|q2 = 0m−g,c = 0m,V,α ,κ 1.2)
= M exp
{
α ′Hq1−κ
(−1)′
1.2 exp(Hq1)
}
,
where, recall κ (−1)1.2 ≡ exp
{
1
σ2
Q2q2 + log(κ (−1))
}
and the normalizing constant M is
M = |det([H 1
σ2
Q2])|
(
m
∏
i=1
1
Γ(αi)καi1.2,i
)
1[∫ f (q|c = 0m,V = [H 1σ2 Q2]−1,α ,κ 1.2)dq1]q2=0m−g
= |det([H Q2])|
(
m
∏
i=1
1
Γ(αi)καi1.2,i
)
1
[
∫ f (q|c = 0m,V = [H Q2]−1,α ,κ 1.2)dq1]q2=0m−g ,
where 1/κ1.2,i is the i-th element of κ
(−1)
1.2 . Thus, the only quantity in the conditional pdf
f (q1|q2,c = 0m,V,α ,κ ) that depends on q2 and σ2 is κ 1.2. This gives us that,
lim
σ2→∞
f (q1|q2 = 0m−g,c = 0m,V,α ,κ 1.2) = M1 exp
{
α ′Hq1−κ (−1)′exp(Hq1)
}
, (A.2)
where M1 is defined in Theorem 2(i). Notice that the limit in (A.2) does not depend on q2. Let
ρ(q1,H,α ,κ )≡M1 exp
{
α ′Hq1−κ (−1)′exp(Hq1)
}
,
so that ρ(q1,H,α ,κ ) = limσ2→∞ f (q1|q2,c = 0m,V,α ,κ 1.2).
Now, it follows from Theorem 2(ii) that f (q1|c = 0m,V,α ,κ ) does not depend on σ2. This
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implies that
f (q1|c = 0m,V,α ,κ ) = limσ2→∞ f (q1|c = 0m,V,α ,κ )
= lim
σ2→∞
∫
f (q1|q2,c = 0m,V,α ,κ ) f (q2|c = 0m,V,α ,κ )dq2
= lim
σ2→∞
∫
f (q1|q2 = 0m−g,c = 0m,V,α ,κ 1.2) f (q2|c = 0m,V,α ,κ )dq2
=
∫
lim
σ2→∞
f (q1|q2 = 0m−g,c = 0m,V,α ,κ 1.2) limσ2→∞ f (q2|c = 0m,V,α ,κ )dq2
=
∫
ρ(q1,H,α ,κ ) limσ2→∞ f (q2|c = 0m,V,α ,κ )dq2
= ρ(q1,H,α ,κ ) limσ2→∞
∫
f (q2|c = 0m,V,α ,κ )dq2
= ρ(q1,H,α ,κ ).
Thus, ρ(q1,H,α ,κ ) is the marginal pdf of q1, which is the desired result.
Proof of Proposition 3: Finding the full-conditional distributions associated with the P-
MSTM in (21) is a matter of algebra, however, there is a considerable amount of bookkeeping that
is required. To aide the reader, we have included Table 1, which organizes all the bookkeeping that
is required. Additionally, we organize the proof of each full conditional distribution systematically
in the list below.
1. From (21), the full conditional distribution for β satisfies
f (β |·) ∝ f (β )
T
∏
t=1
f (Zt |β ,η t ,ξ t)
∝ exp
 T∑
t=1
Z ′tXtβ −
T
∑
t=1
∑
A∈D(ℓ)O,T
L
∑
ℓ=1
exp
{
ψ (ℓ)t (A)′η +ξ (ℓ)t (A)
}′
exp
{
xt(A)′β}

× exp
{
α
1−1/2
k σ
−1
β 1
′
pβ − 1κk 1
′
pexp
(
α
−1/2
k σ
−1
β β
)}
.
Rearranging terms we have
f (β |·) ∝ exp
{
α ′β ,kHβ ,kβ −κ (−1)′β ,k exp
(
Hβ ,kβ
)}
,
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which implies that f (β |·) is equal to mMLG(Hβ ,k,α β ,k,κ β ,k).
2. If T > 1, then it follows from (21) that for 1 < t < T the full conditional distribution for η t
satisfies
f (η t |·) ∝ f (Zt |β ,η t ,ξ t) f (η t |η t−1,σK) f (η t+1|η t ,σK)
∝ exp
Z ′tΨtη t − ∑
A∈D(ℓ)O,t
L
∑
ℓ=1
exp
{
xt(A)′β +ξ (ℓ)t (A)
}′
exp
{
ψ (ℓ)t (A)′η t
}
× exp
{
αk1′rW
−1/2
t,k η t −
1
κk
exp
(
−W−1/2t,k Mtη t−1
)′
exp
(
W−1/2t,k η t
)}
× exp
{
−αk1′rW
−1/2
t+1,kMt+1η t −
1
κk
exp
(
W−1/2t+1,kη t+1
)′
exp
(
−W−1/2t+1,kMt+1η t
)}
.
Again, rearranging terms we have
f (η t |·) ∝ exp
{
α ′η,t,kHη,t,kη t −κ
(−1)′
η,t,k exp
(
Hη,t,kη t
)}
,
which implies that f (η t |·) is equal to mMLG(Hη,t,k,α η,t,k,κ η,t,k).
3. If T > 1, then it follows from (21), that the full conditional distribution for η 1 satisfies
f (η 1|·) ∝ f (Z1|β ,η 1,ξ t) f (η 1|σK) f (η 2|η 1,σK)
∝ exp
Z ′1Ψ1η 1− ∑
A∈D(ℓ)O,1
L
∑
ℓ=1
exp
{
x1(A)′β +ξ (ℓ)1 (A)
}′
exp
{
ψ (ℓ)1 (A)′η
}
× exp
{
αk1′rW
−1/2
1,k η 1−
1
κk
1′rexp
(
W−1/21,k η 1
)}
× exp
{
−αk1′rW
−1/2
2,k M2η 1−
1
κk
exp
(
W−1/22,k η 2
)′
exp
(
−W−1/22,k M2η 1
)}
.
Again, rearranging terms we have
f (η 1|·) ∝ exp
{
α ′η,1,kHη,1,kη t −κ
(−1)′
η,1,k exp
(
Hη,1,kη 1
)}
,
which implies that f (η 1|·) is equal to mMLG(Hη,1,k,α η,1,k,κ η,1,k).
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4. From (21), the full conditional distribution for η T satisfies
f (η T |·) ∝ f (ZT |β ,η T ,ξ T ) f (η T |η T−1,σK)
∝ exp
Z ′T ΨT η T − ∑
A∈D(ℓ)O,T
L
∑
ℓ
exp
{
xT (A)′β +ξ (ℓ)T (A)
}′
exp
{
ψ (ℓ)T (A)′η
}
× exp
{
αk1′rW
−1/2
T,k η T −
1
κk
exp
(
−W−1/2T,k MT η T−1
)′
exp
(
W−1/2T,k η T
)}
. (A.3)
Again, rearranging terms we have
f (η T |·) ∝ exp
{
α ′η,T,kHη,T,kη T −κ
(−1)′
η,T,kexp
(
Hη,T,kη T
)}
,
which implies that f (η T |·) is equal to mMLG(Hη,T,k,α η,T,k,κ η,T,k). If T = 1 then replace
MT and η T−1 with 0r,r and 0r within the expression of (A.3).
5. From (21), we have that for each t the full conditional distribution for ξ t satisfies
f (ξ t |·) ∝ f (Zt |β ,η t ,ξ t) f (ξ t |σξ )
∝ exp
Z ′tξ t − ∑
A∈D(ℓ)O,t
L
∑
ℓ
exp
{
xt(A)′β +ψ (ℓ)t (A)′η
}′
exp
{
ξ (ℓ)t (A)
}
× exp
{
α
1−1/2
k σ
−1
ξ 1
′
nt
ξ t − 1κk 1
′
pexp
(
α
−1/2
k σ
−1
ξ ξ t
)}
.
Rearranging terms we have
f (ξ t |·) ∝ exp
{
α ′ξ ,t,kHξ ,t,kξ t −κ (−1)′ξ ,t,k exp
(
Hξ ,t,kξ t
)}
,
which implies that f (ξ t |·) is equal to a mMLG(Hξ ,t,k,α ξ ,t,k,κ ξ ,t,k).
6. Notice that, since Process Models 1 and 2 are the only quantities that include σK we have
that
f (σK|·) = f (η 1|σK)∏
T
i=2 f (η t |η t−1,σK)
∑σK f (η 1|σK)∏Ti=2 f (η t |η t−1,σK)
. (A.4)
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Then substituting (6) into (A.4), we obtain
pK(σK) =
∏Tt=1 exp
{
αk
σK
1′rW
−1/2
t,k η t −
αk
σK
1′rW
−1/2
t,k Mtη t−1−
1
κk
1′rexp( 1σK W
−1/2
t,k η t −
1
σK
W−1/2t,k Mtη t−1)
}
∑σK ∏Tt=1 exp
{
1
σK
αk1′rW
−1/2
t,k η t −
1
σK
αk1′rW
−1/2
t,k Mtη t−1−
1
κk
1′rexp( 1σK W
−1/2
t,k η t −
1
σK
W−1/2t,k Mtη t−1)
} .
(A.5)
The derivation of f (σξ |·), in Table 1,follows similarly.
This completes the proof.
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Hβ ,k = (X′1, . . . ,X′T ,α
−1/2
k σ
−1
β Ip)′
Hη,t,k = (Ψ′t ,W
−1/2
t,k ,−W
−1/2
t+1,kMt+1)
′
Hη,T,k = (Ψ′T ,W
−1/2
T,k )
′
Hξ ,t,k = (Int ,α
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k σ
−1
ξ Int )′
κ
(−1)
β ,k =
{
exp(Ψ1η 1 +ξ 1)′, . . . ,exp(ΨT η T +ξ T )′, 1κk 1
(1)′
p
}′
κ
(−1)
η,t,k =
{
exp(Xtβ +ξ t)′, 1κk exp(−W
−1/2
t,k Mtη t−1)′,
1
κk
exp(W−1/2t+1,kη t+1)′
}′
1 < t < T
κ
(−1)
η,1,k =
{
exp(X1β +ξ 1)′, 1κk 1′r, 1κk exp(W
−1/2
2,k η 2)′
}′
Provided T > 1
κ
(−1)
η,T,k =
{
exp(XT β +ξ T )′, 1κk exp(−W
−1/2
T,k MT η T−1)′
}′
If T = 1 then replace MT and η T−1 with 0r,r and
0r within the expression of κ (−1)η,T,k above.
κ
(−1)
ξ ,t,k =
{
exp(Xtβ +Ψtη t)′, 1κk 1′nt
}′
α β ,k =
{
Z′1 +dβ ,k1′n1, . . . ,Z
′
T +dβ ,k1′nT ,αk1
′
p−dβ ,kα
1/2
k σβ ∑Tt=1 1′nt Xt
}′
α η,t,k =
{
Z′t +dη,t,k1′nt ,αk1
′
r−
dη ,t,k
2 1
′
nt
ΨtW1/2t,k ,αk1
′
r +
dη ,t,k
2 1
′
nt
ΨtM′t+1W
1/2
t+1,k
}′
1 < t < T
α η,1,k =
{
Z′1 +dη,1,k1′n1 ,αk1
′
r−
dη ,1,k
2 1
′
n1Ψ1W
1/2
1,k ,αk1
′
r +
dη ,1,k
2 1
′
n1Ψ1M
′
2W
1/2
2,k
}′
Provided T > 1
α η,T,k =
{
Z′T +dη,T,k1′nT ,αk1
′
r−dη,1,k1′n1Ψ1W
1/2
1,k
}′
α ξ ,t,k =
{
Z′t +dξ ,t,k1′nT ,αk1
′
nt
−dξ ,t,kα1/2k σξ 1
′
nt
}′
1≤ t ≤ T
dβ ,k = αk
/[
1+max
{
abs
(
α
1/2
k σβ ∑Tt=1 1′nt Xt
)}]
dη,t,k = αk
/(
1+max
[
abs
{
(1′nt ΨtW
1/2
t,k ,−1
′
nt
ΨtM′t+1W
1/2
t,k )
}])
1≤ t < T
dη,T,k = αk
/(
1+max
[
abs
{
1′nt ΨtW
1/2
t,k
}])
dξ ,t,k = αk
/[
1+max
{
abs
(
α
1/2
k σξ 1
′
nt
)}]
1≤ t ≤ T
f (σK|·) = f (η 1|σK)∏
T
i=2 f (η t |η t−1,σK)
∑σK f (η 1|σK)∏Ti=2 f (η t |η t−1,σK)
The exact expression can be found in (A.5).
pξ (σξ ) =
∏Tt=1 exp
{
α
1/2
k
σξ αk1
′
nt ξ t− 1κk 1
′
nt exp(
α
1/2
k
σξ ξ t)
}
∑σξ ∏
T
t=1 exp
{
α
1/2
k
σξ αk1
′
nt ξ t− 1κk 1
′
nt exp(
α
1/2
k
σξ ξ t)
}
Table 1: A comprehensive list of functions, matrices, vectors, and constants used within the Propo-
sition 3. If there are no zero counts within the dataset, then set dβ ,k = dη,1,k = . . .= dη,T,k = dξ ,1,k =
. . .= dξ ,T,k = 0.
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Algorithm 1: The Gibbs Sampler for the P-MSTM
1. Choose a value of k in (21), either, k = 0 to specify sMLG distributions, or k = 1 to specify
nMLG distributions.
2. Initialize β , σK, σξ , and ξ t and η t for each t. Denote these initializations with β [0], σ [0]K ,
σ
[0]
ξ , and ξ [0]t and η [0]t for each t.
3. Set b = 1.
4. Set β [b] equal to a draw from mMLG(Hβ ,k,α β ,k,κ β ,k) using Theorem 2(ii).
5. If t < T , then set η [b]t equal to a draw from mMLG(Hη,t,k,α η,t,k,κ η,t,k) using
Theorem 2(ii).
6. Set η [b]T equal to a draw from mMLG(Hη,T,k,α η,T,k,κ η,T,k) using Theorem 2(ii).
7. For each t let ξ [b]t be a draw from mMLG(Hξ ,t,k,α ξ ,t,k,κ ξ ,t,k) using Theorem 2(ii).
8. Set σ [b]K equal to randomly selected value from {a
(K)
1 , . . . ,a
(K)
UK }, with respective
probabilities determined by pK(·) in (22).
9. Set σ [b]ξ equal to randomly selected value from {a
(ξ )
1 , . . . ,a
(ξ )
Uξ }, with respective
probabilities determined by pξ (·) in (22).
10. Set b = b+1.
11. Repeat steps 4 through 10 until b is equal to the desired value (i.e., convergence is
achieved).
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(c) Example Trace Plot Using Adaptive Robbins−Monroe
MCMC Iteration
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(d) Example Trace Plot Using LAP
MCMC Iteration
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Figure 1: (a), Map of the LEHD estimated number of individuals employed in the beginning of the
fourth quarter of 2013 within the information industry. White areas indicate “suppressed” QWIs.
In panels (b), (c), and (d) we plot the trace plot from an MCMC using a Metroplis-within-Gibbs
algorithm associated with a Gaussian process model from Bradley et al. (2015a). These trace plots
are for an intercept parameter. Panels (b), (c), and (d) were computed using different methods for
tuning a Metropolis-within-Gibbs algorithm. Specifically, (b), (c), and (d) were computed using
MALA, an adaptive Robbins-Monroe process, and LAP, respectively. In these three panels we see
that convergence is not achieved.
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Figure 2: (a), In this plot we provide the normal QQ plot associated with a scaled log-gamma ran-
dom variable. Specifically, we randomly select 10,000,000 values from a Q≡ αG LG(αG,1/αG),
and computed the normal QQ plot above. There are enough simulated values in Figure 2 to obtain
values from -5 to 5 (recall that the standard normal distribution has 99.7% of it’s mass between -3
and 3). This demonstrates that nMLG provides an excellent approximation of a normal random
variable.
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(c) Predictions using sMLG
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(d) Predictions using nMLG
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Figure 3: (a), The LEHD estimated number of individuals employed in the beginning of the fourth
quarter of 2013 within the information industry (i.e., {Z(1)96 (A)}) in Minnesota. For comparison, a
map of the pseudo-data is {R(1)96 (A)} computed using (23) is given in (b). The white areas indicate
“suppressed” QWIs. In (c) and (d), we provide the predictions of {Ẑ(1)96 (A)} that are computed
using P-MSTM and the pseudo-data {R(ℓ)t (A)} from Equation (23). In (c), the predictions are done
using the sMLG specification and nMLG is computed using the nMLG specification.
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(a) Plot of sMLG based Predictions and the Truth
Arbitrary ordering of spatial regions
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(b) Plot of nMLG based Predictions and the Truth
Arbitrary ordering of spatial regions
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(c) Scatterplot of sMLG based Predictions and the Truth
Log QWI
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(d) Scatterplot of nMLG based Predictions and the Truth
Log QWI
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Figure 4: In (a) and (b), we plot the LEHD estimated number of individuals employed in the begin-
ning of the fourth quarter of 2013 within the information industry in Minnesota, and the predicted
values. In (a) the predictions are based on the sMLG specification, and in (b) the predictions are
based on the nMLG specification. In (b) and (c), we present the predictions and standard devi-
ations, respectively. In (c) and (d), we produce scatterplots of the LEHD estimated number of
individuals employed in the beginning of the fourth quarter of 2013 within the information in-
dustry in Minnesota, versus the predicted values. In (c) the predictions are based on the sMLG
specification, and in (d) the predictions are based on the nMLG specification.
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Figure 5: A boxplot of the average absolute error diagnostic in (24) over 100 replicates (i.e.,
j = 1, . . . ,100). The distributional assumption used to produce the predictions are given in on the
x-axis.
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(a) Histogram of CPU time (seconds) for each MCMC Iteration
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Figure 6: In (a), we plot the CPU time (in seconds) to produce each MCMC replicate from the
P-MSTM applied to the 4,089,755 QWIs analyzed in Section 4. All computations were computed
using Matlab (Version 8.0) on a dual 10 core 2.8 GHz Intel Xeon E5-2680 v2 processor, with 256
GB of RAM. In (b), we provide the trace plot associated with an intercept term (compare to Figure
1(b,c,d)).
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(d) Boxplot of Residuals
Figure 7: (a), Map of the LEHD estimated number of individuals employed in the beginning of
the fourth quarter of 2013 within the information industry (i.e., {Z(1)96 (A)}). In (b) and (c), we
present the predictions and standard deviations, respectively. Note that (a,b,c) are only a subset of
the avialable QWIs, predictions, and posterior standard deviations. Specifically, there are QWIs
available over the 20 NAICS sectors, US counties, and 96 quarters. Additionally, the predictions
and posterior standard deviations have complete coverage over all 20 sectors, 3,145 US counties,
and 96 quarters. In (d), we plot the difference between the log predictions (plus 1) and the log
QWI (plus 1), to demonstrate the in-sample error of the predictions.
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Appendix A: Details on Basis Functions and Propagator Matri-
ces
In this section, we review the MI basis functions, and the MI propagator matrix from Bradley et al.
(2015a). These quantities can be used to define {ψ (ℓ)t (A)} and {Mt} in the expression of the sta-
tistical model given in (21).
A Review of the MI Basis Functions: In this manuscript we choose to set {ψ(ℓ)t (A)} equal to the
MI basis functions, which are a priori defined to be linearly independent of {x(ℓ)t (A)}. That is,
the Nt × r matrix ΨPt is specified to be contained within the orthogonal complement of the column
space of XPt (XP′t XPt )−1XP′t . Specifically, define the MI operator as
G(XPt ,At)≡
(
INt −XPt
(
XP′t XPt
)−1 XP′t )At (INt −XPt (XP′t XPt )−1 XP′t ) ; t = 1, . . . ,T, (A.1)
where INt is an Nt ×Nt identity matrix, and At is a generic Nt ×Nt weight matrix. In the setting
where |D(ℓ)t |> 1 for at least one (t, ℓ) combination, we let At be the adjacency matrix correspond-
ing to the edges formed by {D(ℓ)t,P : ℓ = 1, . . . ,L}. Notice that the MI operator in (A.1) defines a
column space that is orthogonal to XPt . Then, let the spectral representation G(XPt ,At) = ΦtΛtΦ′t ,
and denote the Nt × r real matrix formed from the first r columns of Φt as ΨPt . As done in Bradley
et al. (2015a), we set the row of ΨPt that corresponds to variable ℓ and areal unit A equal to ψ (ℓ)t (A).
Hughes and Haran (2013) suggests setting r equal to roughly 10% of the positive eigenvalues given
on the diagonal of Λt .
A Review of the MI Propagator Matrix: Recall, we specify {ψ (ℓ)t } such that it is not in the column
space spanned by {x(ℓ)t }; this allows one to perform inference on β . We can use this thinking for
the VAR(1) model. That is, substitute the VAR(1) expansion into (15) to obtain
Y (ℓ)t (A)= x
(ℓ)
t (A)′β +ψ (ℓ)t (A)′Mtη t−1+ψ (ℓ)t (A)′bt +ξ (ℓ)t (A); ℓ= 1, . . . ,L, t =T (ℓ)L , . . . ,T (ℓ)U , A∈D(ℓ)t,P.
(A.2)
Stack the components of Equation (A.2) to obtain
YPt = XPt β +ΨPt Mtη t−1 +ΨPt bt +ξ Pt , (A.3)
where YPt ≡ (Y
(ℓ)
t (A) : ℓ = 1, . . . ,L, A ∈ D
(ℓ)
t,P)
′ and ξ Pt ≡ (ξ (ℓ)t (A) : ℓ = 1, . . . ,L, A ∈ D(ℓ)t,P)′ are
Nt-dimensional latent random vectors. Then, organize (A.3) to get
ΨP′t (YPt −ξ Pt ) = Btζ t +Mtη t−1; t = 2, . . . ,T,
where the r× (p+ r) matrix Bt ≡ (ΨP′t XPt ,I) and the (p+ r)-dimensional random vector ζ t ≡
(β ′,b′t)′. To ensure that Mt is not confounded with Bt , for t = 1, . . . ,T , we let Mt equal the r
eigenvectors of G(Bt ,Ut), where in general Ut can be any r× r weight matrix. In Section 4, we
let Ut ≡ Ir as is done in Bradley et al. (2015a). This specification of {Mt} is called the Moran’s I
(MI) propagator matrix (see Bradley et al., 2015a, for a discussion).
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(c) P−MSTM Based Estimates of Poverty
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Figure 8: (a), Map of the 2013 ACS period estimates of the number of US citizens below the
poverty threshold. In (b), we plot the associated ACS margin of error (MOE). In (c), we plot the P-
MSTM based predictions of the mean number of US citizens that fall below the poverty threshold.
In (d), we give the width of the 95% credible interval. That is, the model based MOE in panel (d)
is defined to be the 97.5% quantile of the posterior distribution of Y (ℓ)t (·) minus the 2.5% quantile
of the posterior distribution of Y (ℓ)t (·).
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Appendix B: A Spatial-Only Example: The American Commu-
nity Survey
The American Community Survey (ACS) produces 1-, 3-, and 5-year period estimates of important
US demographics. ACS 1-year period estimates are provided over areal units associated with
populations of 65,000 or larger, 3-year period estimates are provided over areal units associated
with populations of 20,000 or larger, and 5-year period estimates are provided over all population
sizes. This is done in an effort to produce estimates that strike a balance between precision (i.e.,
small margin of errors are associated with larger periods) and spatial coverage.
It has recently been announced that 3-year period estimates will be discontinued starting in
the 2016 fiscal year (US Census Bureau, 2015; Bradley et al., 2015e). Thus, the introduction and
subsequent removal of 3-year period estimates provides a need for precise small area estimates for
ACS period estimates, since the option of the more precise (compared to 1-year period estimates)
3-year period estimates will no longer be available. Furthermore, small area estimation for ACS
has been a growing topic of interest (e.g., see Porter et al., 2013; Bradley et al., 2015c,e, among
others). In this section, we use this important problem to demonstrate the use of the P-MSTM in
the spatial-only setting (i.e., T = L = 1).
In Figures 8(a) and 8(b), we plot ACS period estimates of the number of US citizens in poverty
within the last 12 months of 2013 and their associated margins of error (MOE) (see US Census
Bureau, 2008, for ACS MOEs). The estimates are defined over counties in Florida, and white areas
represent counties that do not have ACS poverty estimates associated with it. We fit this dataset
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with the spatial-only version of the P-MSTM, given by,
Data Model : Z(1)1 (A)|β ,η 1,ξ (1)1 (A) ind∼ Pois{exp(x(1)1 (A)′β +ψ (1)1 (A)′η 1 +ξ (1)1 (A))};
Process Model 1 : η 1|σK ∼MLG
(
0,W1/21,k ,αk1r,κk1r
)
;
Process Model 2 : ξ 1|σξ ∼MLG
(
0,αk/2n σξ In1,αk1n1,κk1n1
)
;
Parameter Model 1 : β ∼MLG
(
0 p,1,α
k/2
n σβ Ip,αk1 p,κk1p
)
;
Parameter Model 2 : f (σK) = 1UK ; σK = a
(K)
1 , . . . ,a
(K)
UK
Parameter Model 3 : f (σξ ) =
1
Uξ
; σξ = a
(ξ )
1 , . . . ,a
(ξ )
Uξ , A ∈ D
(1)
O,1, (B.1)
where we let a(K)1 = a
(ξ )
1 = 0.01,a
(K)
2 = a
(ξ )
2 = 0.02, . . . ,a
(K)
UK = a
(ξ )
Uξ = 10. Let ψ
(1)
1 (·) be the
MI basis function, where the weight matrix is set equal to the immediate adjacency matrix (see
Appendix B). Notice that ψ (ℓ)t can be any r-dimensional real-valued vector (not necessarily the MI
basis functions). For illustration, let x(1)1 (A)≡ 1 and let r = 7 (roughly 10% of the available basis
functions). From Proposition 3, we have the following full conditional distributions associated
with the model in (B.1),
f (β |·) = mMLG(Cβ ,k,(Z′,αk1′p)′,cβ ,k)
f (η 1|·) = mMLG(Cη,1,k,(Z′,αk1′r)′,cη,1,k)
f (ξ 1|·) = mMLG(Cξ ,1,k,(Z′1,αk1′n1)′,cξ ,1,k),
f (σK|·) = pK(σK); σK = a1, . . . ,aUK,
f (σξ |·) = pξ (σξ ); σξ = a1, . . . ,aUξ ,
which can be used within Algorithm 1. Since both the simulation study in Section 4.1 and the real
data analysis in Section 4.2 suggested that sMLG resulted in improved prediction performance, we
use the sMLG specification. The, we ran Algorithm 1 for 10,000 iterations and visually inspected
trace plots to assess convergence. In 8(c) and (d), we display the posterior mean and the width
5
of the 95% credible interval computed using the Gibbs sampler in Algorithm 1. In general, the
predictions reflect the general pattern of the data. Furthermore, the estimates have complete spatial
coverage and upon comparison of Figure 8(b) to 8(d) we see that we have produced MOEs on a
similar order of magnitude as the ACS 3-year period estimates.
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