Abstract
Introduction
Since TCP was designed for wired networks, it assumes that packet losses are due to congestion. Therefore, when a packet is lost, TCP applies "congestion avoidance" mechanisms and slows its transmission rate (by reducing the congestion window and exponentially backing off its retrans+This work was partially supported by NSF grants EIA-9911099 and ECS-9875705. 
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Dept. of CS, Binghamton University Binghamton, NY 13902-6000 nael@cs.binghamton.edu mit timers [12] ). Unfortunately, this causes TCP to perform poorly in wireless environments where packet losses due to transmission errors are frequent (even without congestion) [2, 31. In addition, in a mobile last-hop environments, packets can be lost due to hand-offs as a mobile node moves out of range of a base station and into the range of another [5, 91; packets lost during such transitions also initiate TCP's congestion avoidance. Several researchers have addressed optimizing TCP in wireless last-hop environments [2, 5, 9, 25] .
In mobile ad hoc networks, the network topology is in continuous flux -existing paths are broken and new paths are made as the nodes move. Thus, the losses due to mobility (as a hand-off to a new path from an expired one occurs) are more frequent than those in last hop wireless environment. These losses can cause significant degradation of TCP performance especially if the mobility is high [ 1 13. Since the routing algorithm is responsible for finding paths between communicating nodes, it has a direct influence on the frequency of packet losses due to mobility.
Routing in ad hoc network is a challenging problem that has received wide interest [lo, 13, 15, 18, 19, 20, 21, 231 . In existing protocols, an alternative path is sought only after the current active path fails. The delay required to detect a path failure is very high in comparison to typical packet latencies (several retries have to time-out before a path is "pronounced dead"). Elsewhere [SI, we investigated adding preemptive maintenance to ad hoc routing protocols by finding alternative paths when a link is in danger of breaking. Adding preemptive maintenance to the Dynamic Source Routing Protocol (DSR) [15] and the Ad Hoc On Demand Distance Vector Protocol (AODV) [20] resulted in a drastic reduction in the number of broken paths for Constant Bit Rate scenarios (uniform UDP traffic) and improved the overall latency and jitter of the packet delivery. In this paper, we investigate the effect of using preemptive routing on the performance of TCP in ad-hoc networks. Since the preemptive approach reduces the number of broken paths substantially, the number of lost packets due to mobility is significantly reduced. There is reason to believe that preemptive routing will benefit the performance of TCP by avoiding unnecessary congestion avoidance due to packets dropped when a path is broken. We study the effect of different levels of preemptive maintenance on the performance of several TCP traffic scenarios (telnet, ftp and http) and different mobility patterns.
The remainder of this paper is organized as follows. Section 2 overviews preemptive routing. Section 3 overviews TCP's congestion avoidance mechanisms and their effect on the performance of wireless networks. Section 4 presents a simulation study of TCP using preemptive DSR for different traffic scenarios. Finally, Section 5 presents some concluding remarks.
Preemptive Routing
In traditional routing algorithms, a change of path occurs when a link along the path fails. A link failure is costly since: (i) multiple retransmissions/timeouts are required to detect the failure; (ii) a new path must be found (in ondemand routing). Since paths rarely fail in wired networks, this is not an important cost. Routing protocols in mobile ad-hoc networks follow this model despite the significantly higher frequency of path disconnections that occur in this environment.
Existing ad-hoc routing protocols can be classified into two categories: Table-driven (proactive) algorithms maintain information about the links for all the network while Source initiated on-demand (reactive) protocols initiate a route discovery when a path to a destination is needed (to establish a new flow, or because the current path is broken). On demand protocols might experience delays to discover a path when one is needed. However, the traffic overhead is less than [15, 18, 20] )andhybrids (e.g., [lo]). In both types of protocol, recovery from a broken path is initiated only after a path is broken.
A preemptive routing algorithm initiates recovery action early by detecting that a link is likely to be broken soon and finding and using an alternative path before the cost of a link failure is experienced. More specifically, the algorithm consists of two components: (i) detecting that a path is likely to be broken soon (and informing the source); and (ii) finding a better path and switching to it before the active path breaks. Reducing the number of broken paths improves the average latency and jitter of the packets (fewer packets are droppeddelayed because of path disconnections).
Figure 1. Preemptive Region
Ideally, a preemptive route rediscovery should complete before the path is broken; the nodes would then seamlessly switch to a new path with no "dead-time". Thus, depending on the velocities of the mobile nodes, a warning should be generated when the distance between them approaches the transmission range. A preemptive region of width w can be derived by relating the average node velocities to an estimate of the recovery time. Figure 1 demonstrates a preemptive region around a source. As node C in the figure enters this region, the signal power of received packets from the source A falls below the preemptive threshold, generating a warning packet to A. A initiates route discovery action, and discovers a route through D; A switches to this route avoiding the failure of the path as C moves out of direct range of A.
In [8] we related w to the signal power of the received packets. More specifically, if the signal power falls below a preemptive threshold, the receiver concludes that it has entered the preemptive region. The estimate of the packet power level must be immune to transient power fluctuations due to fading and/or multi-path effects [22] . This is accomplished by initiating a number of null message exchanges across a hop where a packet is received below the preemptive warning (at a minimum, checking the warning packet power level resulting in 2 checks).
The preemptive ratio (6) is the ratio of the preemptive threshold to the minimum detectable power:
(1)
Pthreshold 
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a route request; (ii) route-requests are propagated only if they are received with a signal power above the threshold (thus, only paths where every link is above the preemptive threshold are discovered); and (iii) a new path received in reply to a preemptive discovery is used immediately when it is received. In addition, because of problems with stale paths in the DSR caching scheme (as was noted by other
TCP in Ad hoc Networks
In addition to transmission errors at the link level, Ad hoc environments also suffer "path breaks" due to node mobility. When packets are lost due to either of these reasons, there is no need to initiate a congestion avoidancekontrol procedure. Unfortunately, TCP invokes the congestion avoidancekontrol procedures on any lost packet. Thus, a path break leads to under-utilizing the bandwidth due to the following reasons:
(1) When packets are lost, the re-transmission timers are exponentially backed off as part of the standard congestion avoidance procedures implemented in TCP. Upon a path break, the source initiates a route discovery. If a route is found (i.e., a reply is received in response to the routequery) just when TCP has entered a long re-transmit backoff period, no packets will be sent until the back-off is complete.
(2) In response to packet losses, TCP 'drops its congestion window (which determines how fast packets can be sent). In most TCP implementations, the window size can be dropped to one segment and the slow start mechanism invoked. This effect can be seen in Figure 2 . Avoiding path breaks prevents TCP from invoking congestion avoidance, which in turn prevents losses due to either of the above mechanisms. Preemptive routing significantly reduces the number of path breaks, and hence should lead to better TCP performance. Note that if a path break cannot be avoided, then it is still possible to minimize the effect of both the above mechanisms using other mechanisms [9, 1 I].
Experimental Study
The Dynamic Source Routing (DSR) protocol [ 151 was modified for preemptive maintenance (we call this version PDSR). In DSR, each packet carries a full route to the destination in its header (specified by the source). The route is obtained by a route discovery process: when a node has a packet to send with no path available to the destination, it broadcasts a route-request. The route-request is propagated until it reaches the destination node -at that stage, the destination reverses the route taken by the request packet and sends the discovered route to the sender.
In modifying DSR the following changes were made: (i) a preemptive route warning is generated when a packet is received with signal power lower than the preemptive threshold. When the warning is received by the source it initiates studies [l 1, 161) DSR caches were disabled (only one active path maintained).
The NS-2 network simulator was used for the study, with CMU Monarch mobility extensions (some ad-hoc routing protocols; an implementation of IEEE 802.1 1 and a radio propagation model). NS-2's radio model was modified to introduce fading roughly according to a Rayleigh distribution including deep fades of up to 20dB. A low overhead stable power estimate algorithm was used; further details of the radio model can be found in [SI. Scenarios from the set studied in [4] were selected and simulated for DSR and PDSR with different levels of preemptive threshold. More specifically, we considered scenarios with a set of 35 nodes in an area of 700 meters by 700 meters. Nodes randomly pick a location within the simulated area and start moving towards it. Two mobility scenarios were considered: low (10 &sec) and high (20 m/sec).
We considered three types of TCP traffic: (i) telnet: pairs of nodes simulate telnet sessions where small messages are exchanged with "human delays" between them. Here, latency is the main performance metric; (ii) ftp: a sender sends a continuous data stream to a receiver at the maximum rate possible for the duration of the experiment. In this case, throughput is the appropriate measure of performance; and (iii) http: several http servers and clients are initiated, with each client generating requests of exponentially distributed sizes to any of the servers. This case represents a middle ground between the first two cases. Figure 3 shows sequence of events that occur when a path is broken. On this diagram, arrows that do not reach from one end of the diagram to the other represent dropped packets (or failed route requests). Note that the send times shown on the figure represent the TCP send times and not the actual time that the packet leaves the node. The first "send" of the packet fails because the route is broken. After the sender is notified of the path failure it has to wait until the TCP back-off timer expires: this takes 0.2 seconds in this case (the initial back-off timer value is twice the conservative estimate of RTT as measured by the coarse grain 0.1 second TCP timer). After the timeout, the packet is resent thereby triggering a route request. After the route reply is received, the packet is delivered. In this case, the ack also suffers a path failure. The packet is retransmitted 0.4 seconds after the first one (twice the previous backoff value). Finally, the ack for this retransmission causes a route discovery, after which the packet is acked. In this Figure 4 shows the congestion window size for PDSR with and without preemptive maintenance.' As can be seen in the diagram the congestion window size is, on average, higher for the preemptive case. Figures 5 and 6 show the average packet latency in the telnet scen-aios. Baseline DSR is the the left most point on each plot. The performance of baseline DSR is significantly lower than PDSR with no preemptive maintenance (preemptive factor 1 .O) due to the bad caching behavior observed in DSR. The preemptive ratio was used as a simulation variable to isolate its effect; in [8], we discuss adaptively converging on optimal values for the preemptive ratio. Adding preemptive maintenance further improved the latency by up to 40%. An interesting observation about the behavior of baseline DSR is that the latency improved as the number of senders increased. A possible explanation is that the cache behavior is improved as nodes listen to traf- fichoute requests from the other paths -this makes their caches fresher. Thus, the caches benefit from a better sampling of the network state. The throughput was almost identical in all cases since the offered load is relatively light.
The session latencies for the http scenarios are shown in Figures 7 and 8 . The session latency includes the time between sending a request and receiving the response. This time includes whatever processing time is necessary at the server; this time cannot be improved. The size of the response is exponentially distributed (but size is consistent across compared scenarios). At the optimal preemptive values, the improvement from preemptive maintenance over preemptive ratio of 1 .O is significant (around 40% in the best case). An exception is the case of 5 clients and servers in high mobility. This case corresponds to a very high network load, with 25 open paths in this small region. The preemptive overhead starts to significantly interfere with the data traffic. The behavior of baseline DSR is better than the telnet case; this can also be explained by the higher number of active paths allowing better updates of the cache states (making DSR's cache useful vs. PDSR which does not use any caching). We remark that turning off caching is not an inherent property of preemptive maintenance; our preemptive AODV extension does not interfere with AODV's The packet latency for the FlT scenarios are shown in Figure 9 . The latency is marginally improved in the one sender case with preemptive maintenance. The small improvement relative to the http and telnet cases can be explained by the small number of packets affected by the path disconnects (relative to the very high ftp data traffic). FTP represents a very high load on the network -a single ftp connection has been observed to saturate a wireless LAN in experimental settings [24] . Thus, the higher frequency of path discovery in PDSR can increase congestion in this high load scenario. This is especially true as the number of active ftp connections increases beyond 1. Moreover, we observed a fairness problem in multiple-sender ftp case which skews these results; this problem is further addressed later in this section. Figure 10 shows the throughput for the FTP scenario. The multiple-sender fairness problem again distorts the 3-sender case. A small improvement (around 10%) in throughput is achieved due to preemptive maintenance in the single sender case.
The overhead is shown in Figure 1 1 for the high mobility telnet scenarios. Note that this overhead is not a function of The overhead is significantly higher than baseline DSR, but most of the increase is due to disabling the caching (the largest increase is seen going from DSR to the no cache version). Figure 12 shows the "packet jitter" (the standard deviation of the latency as a percentage of the average latency). Jitter is significantly reduced by PDSR because it reduces the number of broken paths and the associated delays.
' Figure 13 shows the sequence numbers of TCP packets as a function of time for an FTP scenario with three sender-receiver pairs. There are extensive periods where some flows are not able to deliver any packets (the lower two flows on Figure 13 ) with at least one flow dominating the bandwidth. While TCP suffers from known fairness problems (favoring short RTT paths [ 12]), that alone is not sufficient to explain the gaps. Further analysis showed that, during these gaps, the sender does not have a route to the receiver. Furthermore, the route requests generated were not successful (no replies are received). This behavior is illustrated in Figure 14 which shows the events occurring during a typical inactive period.* Several failed route re- quests can be seen (with successive re-discovery attempts exponentially backed-off with an upper limit of 20 seconds, as per DSR). Meanwhile, TCP exponential retransmit backoff can be seen to be in progress. After examining our scenarios, we discovered that the network was not partitioned; path(s) were available for the blocked send-receive pair(s). We conjecture that some flows monopolize the bandwidth and block the route request packets generated by the other flows. The likely reasons for this unfairness are the MAC layer effects similar to those observed by Gerla et a1 [7] .
However, their study considered scenarios with no mobility.
Therefore, the large gaps in throughput observed in those experiments cannot alone explain the failures at the routing level -when a path was available, no gaps were observed.
We are investigating this issue.
Consistent with observations in [ 111, the inactivity periods were observed even in the case of a single senderlreceiver pair for the baseline DSR ( Figure 15) . In examining the detailed traces, we noticed that the inactivity was due to DSR repeatedly switching to paths from the cache that turn out to be stale. This also caused the TCP diagram to the other represent dropped packets (or failed route requests). Also, the send times shown on the figure represent the TCP send times and not the actual time that the packet leaves the node. timer to back-off exponentially, further exacerbating the problem. As can be observed in Figure 15 , once caching was turned off (PDSR with preemptive ratio 1 .O), the inactivity periods were eliminated. This argues for active management of the cached paths.
Discussion and Conclusions
In ad-hoc networks, the topology of the network changes continuously -new links are established and existing ones broken as nodes move in and out of range of each other. Since the cost of detecting and recovering from a disconnected path is high, traditional routing protocols are inefficient in ad-hoc networks. In addition, the large disconnection recovery time may cause TCP to: (i) enter the lengthier stages of its exponential back-off; (ii) drop its congestion window. Consequently, when a path is eventually re-discovered, additional delays are incurred until TCP's back-off is complete. Furthermore, the TCP "slow start" causes additional inefficiencies as the window is gradually re-grown. Recently, we proposed a preemptive routing scheme where the number of disconnections is substantially reduced. In this paper, we compared the performance For the telnet scenarios, the latency improved substantially. However, this might be due to the fact that the number of disconnections is relatively high with respect to the number of data packets; thus, the recovery cost is amortized over this small number favoring the preemptive scheme. Conversely, in the ftp case, there was no appreciable difference in latency (and a small improvement in throughput) of PDSR at optimal preemptive ratio relative to PDSR 1 .O (no preemptive maintenance). We attribute this to the following reasons: (i> For ftp, the number of packets transmitted is very high compared to the number of packets affected by path breaks. Hence, the effect of the large delays experience by few delayed packets is lost when averaged over the large total number of packets; (ii) Preemptive maintenance can add congestion to the network due to the more frequent route discoveries; (iii) preemptive maintenance can force us to accept longer paths (for higher signal quality); path length has been shown to be inversely proportional to TCP throughput [ 
