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ABSTRACT 
Because the area of gross error detection and data reconciliation has received a significant 
amount of attention in the past two decades, the problem is fairly well-defined but the solutions have 
yet to be perfected. Also, despite the proliferation of new methods that offer particular strengths and 
the potential economic value of this data analysis step, it has not been as widely performed in 
chemical manufacturing plants because of the difBculties, both mathematical and instrumental, that 
plant operators encounter. Hence, the focus of this dissertation is the simplification of the gross error 
detection and data reconciliation problems at hand using additional process knowledge, developing 
heuristics for a more systematic and effective use of currently available gross error detection and data 
reconciliation techniques, and the creation of a computational framework to provide the mechanism 
for their use. 
New methods for detecting and identifying gross errors in dynamic and bilinear systems are 
presented. These new strategies improve the identification performance by optimally selecting 
statistical tests for determining balance closure by using special heuristics developed for the purpose. 
Furthermore, they have the advantage of being computationally simpler than most other available 
methods. Being less computational, these techniques promise to be good candidates for incorporation 
into data reconciliation expert systems or malfiinction diagnosis expert systems. This could fecilitate 
more use of process knowledge such as known or highly suspect feults and can also improve the 
XI 
paxtitioning search function especially when applied to large-scale process networks. The simulations 
involve changing the type, magnitude and location of biases and the significance levels, among 
others. Results show that the new strategies indeed successfiilly improved the identification 
performance. 
A prototype expert system for gross error detection, identification and estimation, with a 
unique distributed knowledge structure incorporating process network hierarchies and fimctional 
relationships is developed and tested. The resulting fiamework provides advantages such as allowing 
the use of different forms of plant information, advising on proper selection of the appropriate gross 
error detection method to use, and allowing partial analysis of process networks, among others. The 
structure can also take advantage of some existing malfimction diagnostic structures. 
Results of test runs on two simulated systems, a 12-stage distillation column and a NASA 
experimental test bed of a crop growth chamber system successfully demonstrate these advantages of 
using a knowledge-based system for data reconciliation. 
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CHAPTER 1. INTRODUCTION 
1.1 The Importance of Accurate Process Data 
Advances in automation and distributed control make possible the collection of large 
quantities of data that in principle hold a full description of the operating status of the plant at any 
time. Accurate process data (temperatures, pressures, flow rates, mass fractions, tank levels, etc.) is 
the foundation for control and evaluation of performance of chemical plant processes. For optimum 
process performance, accurate process measurements are certainly a requirement yet we cannot 
always guarantee their continuous and sustained accuracy given the vast number of instruments in the 
field. Automated data reconciliation faces many challenges because of process uncertainty and 
measurement noise, missing data, the abundance of data, changing process conditions, unknown but 
feasible conditions, limited access to interpretation knowledge, inherent uncertainties, undetected 
sensor failures, uncalibrated and misplaced sensors, and lack of integrity of the data historian. 
Inaccurate data generate erroneous interpretations of process behavior and they create feulty chains of 
reasoning leading to unstable decisions. While adequate for control, these measurements are rarely 
consistent with their constraining mass and energy balances. Data reconciliation can be used to 
reduce the amount of error in these measurements by adjusting these measurements in an optimal way 
to obey these physical relationships, and provide values of greater quality to other applications. In 
addition, data reconciliation can be used to find a consistent initial condition for a process model used 
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for simulation or control, and to improve the robustness of calculated parameters such as overall heat 
transfer coefficients and rate constants. 
1.2 How A Data Reconciliation System Fits in a Plant Environment 
In the bigger picture of plant operations, ignoring differences in model expression, all 
monitoring systems must address similar problems. One common task is sensor validation, which 
involves the identification of failed or inaccurate sensors, A monitoring system may also attempt to 
provide corrected estimates of the measurements, which is the task of data rectification. The 
identification of feulty sensors is a special case of the more general problem of fault detection, which 
deals with detection of deviations from specifications. Fault diagnosis refers to the identification of 
the root causes of performance abnormalities, or viewed another way, the association of abnormal 
measurement patterns with one or more of a set of predefined modes of operation. We will not 
attempt to deal with the problems of generating prognoses or responses to faults, which may 
accompany the above tasks. 
The flow of information in a typical on-line monitoring system is shown in Figure 1. On-line 
measurements and control commands are the inputs. Sensor pre-checks can be immediately 
performed on raw data to look for "dead" sensors, out of range values auid other large errors. After 
removing obvious sensor failures, an in-depth feult detection step can be carried out. If no faults are 
detected, the data can be rectified to improve the state information. As stated earlier, an important 
part of data rectification is data reconciliation which is the procedure of optimally adjusting measured 
data so that the adjusted values obey the conservation laws and other constraints. During this process, 
unmeasured parameters such as yields, efBciencies, coefiBcients, etc. can also be estimated. However, 
if a feult is discovered at the detection phase, rectification is not carried out immediately, and 
currently in most systems diagnosis is activated. Typically, the measurement data are converted to a 
set of features, flmction of raw measurements, which are then used for diagnostic classification. The 
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Figure 1. Flow of information in a topical on-line monitoring system. 
diagnosis identifies one or more sensor or process malfimctions that account for the observed 
abnormal behaviors. The data rectification system may then be used to estimate state information, 
taking into account process and sensor malfunctions, if it is capable of making such predictions. 
On a much closer inspection of the data rectification step. Figure 2 shows a diagram of how a 
data reconciliation block can fit into a process environment. A data acquisition module retrieves 
current snapshot values for all the monitored variables every cycle. An N-valued history is 
maintained for each variable but the interval between each data point is dependent on the time 
constant of the variable. The time constant for each variable will be determined by reviewing past 
data. The time constant should be adequate enough to capture those aspects of time varying behavior 
required for event detection. The data are analyzed and fed to the knowledge-based system of 
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Figxire 2. The relationship of a data reconciliation block to a process environment. 
choice. In the diagram, it could be a data reconciliation expert system, a malfimctioa diagnosis 
expert system, or both. 
Figure 3 shows the structural relationship between the data reconciliation expert system and 
the &ult diagnosis expert system. In this dissertation, they are depicted as separate entities. While 
the data reconciliation expert sj'stem can provide information about sensor malfimctions such as 
biases, its main task is to provide accurate reconciled values. In addition, the malfimction detection 
c^ability of the data reconciliation expert system is limited to low-level malfimctions (Le., fiuilts 
related to sensors and final control elements such as valves) while expert systems dedicated to feult 
diagnosis can detect higher level malfimctions such as plugged pipes, runaway reactions, etc. 
Basically, the data recondlialion expert system awaits requests &r reconciled data by the malfunction 
diagnosis e^qjert system. The request for data reconciliation may be for the v^iiole process networic 
or only for subsets of the network under suspicion of a malfunction currently being diagnosed by the 
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Figure 3. The structural relationship between the data reconciliation expert 
system and the fault diagnosis expert system. 
malfunction diagnosis system. Note that a malfunction diagnosis expert system can potentially 
greatly benefit from the availability of accurate reconciled values that it would use in the diagnosis 
because the use of faulty sensor values may lead to inaccurate diagnostic conclusions. In addition, 
the data reconciliation step can aid in the diagnosis by detecting sensor failures that may be the root 
cause of a malfunction under consideration. Furthermore, the capability to perform partial 
reconciliation requests on demand may result in savings in computation demand as compared to 
approaches that sought to validate all measurements at once. In the diagram, the data reconciliation 
expert system receives information of the particular group of equipment to be reconciled and 
information about previously known low-level malfunctions related to the equipment and all streams 
connected to the equipment. The data reconciliation expert system then performs the reconciliation 
and sends back the requested values to the malfunction diagnosis expert system to aid in the 
diagnosis. 
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1.3 Data Reconciliation 
L3.1 The Process of Data Reconciliation 
As mentioned in the previous sections, process performance is likely to be far from optimum 
when process measurements deviate considerably from their true values. That is, when gross errors 
e.xist in process measurements. Hence, it is important to identify and correct gross measurement 
errors. In chemical engineering literature, this area is called gross error detection. During the 
detection phase, the existence of measurement errors is confirmed by means of statistical tests. 
Although many non-statistical methods for performing this task exist, this dissertation will give more 
emphasis on methods that are statistical as they are more tractable in dealing with chemical 
engineering processes. At this stage, only the information on the presence or absence of errors need 
be extracted. 
Since measurements of process variables, such as flow rates, concentrations and 
temperatures, are subject not only to measurement errors but also to process variability, we can not 
expect that any set of measurements will obey e.xactly the laws of conservation. Data reconciliation is 
the procedure of optimally adjusting measured data so that the adjusted values obey the conservation 
laws and other constraints. Unfortimately, if we adjust the measurements to conform to the 
conservation laws but in the presence of biases, all of the adjustments are greatly affected by such 
gross errors and would not, in general, be reliable indicators of the state of the process. Thus, gross 
errors must be identified and the measurements should either be corrected or discarded. During this 
identification stage, the gross errors in the measurements involved in the material and energy balances 
are, as the name suggests, identified or in another sense, in the case of a network of streams, located. 
Whenever possible, the nature of the errors are revealed (i.e., inventory or state variable) and non­
zero model parameters, such as biases or leaks, are identified. Also at this point, the specific 
locations in the process where the errors occurred are obtained. For example, streams where the 
biases occurred are determined and nodes where leaks occurred are also determined. 
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The success of data reconciliation depends greatly on the effectiveness of the gross error 
detection techniques. While gross error detection aims to "clean up" the values of measured 
variables, data reconciliation aims to improve the accuracy of measured variables. From this point 
onwards in this dissertation, data reconciliation and gross error detection will be taken as one set of 
procedures that is needed for the complete treatment of measurement data. 
To complete the data reconciliation, estimates of process variables that satisfy process 
constniints are calculated. In addition, non-zero unknown model parameters, such as biases and 
leaks, are also accounted for and estimated. 
As will be seen in succeeding sections, depending on what method is used, these are not 
necessarily accomplished one step at a time, and may not necessarily be in the order described above. 
But it must be said, any good data reconciliation method must be able to perform the tasks just 
enumerated. However, as will be seen in the next sections, no one data reconciliation method to date 
exists that can perform all the tasks listed above for all kinds of plant processes. Before proceeding 
to the discussion of the available methods to date, at this point it is necessary to enumerate some of 
the issues involved in selecting a good gross error detection/data reconciliation method: process 
characterization; statistical treatment of measurements; method performance; and computational 
issues. 
1.3.2 Issues in Data Reconciliation 
1.3.2.1 Process Properties 
To describe a system for data reconciliation, process constraints normally based on material 
and energy balances are used. Although most of these constraints are analytical there are times that 
they are not because of incomplete process knowledge as in the case when only empirical data are 
available and no mathematical model can be deduced. Some constraints may be linear, bilinear, or 
non-linear of a high order. Linear constraints result when only mass balances such as total mass flow 
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measurements are involved. Bilinear constraints, on the other hand, normally arise when component 
balances are used - for example, when component measurements are multiplied by measurements of 
total flow rates. The presence of chemical reactions may introduce higher-order non-linear terms. 
Processes can also be described as being in steady state, dynamic, or pseudo-steady state. 
Pseudo-steady state is when the value of a variable oscillates but generally stays in the neighborhood 
of a steady-state value. A typical example is when a chemical process is under automatic control 
using for example a PID controller. In the case of dynamic processes, they can be further described 
as being either d>'-namically fest or slow as in the case of reactions that occur rapidly and some that 
are very slow, in which case a steady-state assumption can sometimes be made. 
1.3.2.2 Measurement Properties 
A common assumption is that process measurements are distributed normally, independent, 
with zero-mean noise. The assumption of normality is often acceptable in the presence of large 
amounts of available data. The assumption of independence is not as acceptable because some plant 
processes may directly cause autocorrelation such as in the case of recycle streams and the occurrence 
of dead time. In addition, in chemical process environments, measurement variability is seldom 
unchanging and measurements can be strongly correlated. Furthermore, the measurement variances 
are not always known beforehand. Although some are provided by the specifications of the 
manufecturer, at other times, it has to be determined or estimated. Also, there is the issue of 
variance inhomogeneity. Some variances are not homogeneous and this results when errors grow 
proportionally with measurement magnitudes. 
It should be noted that there are instances when measurements are not taken for all streams. 
It is quite common in plant processes not to measure some process variables because it is not always 
economically practical and sometimes technically impossible to do so. In the case of composition 
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measurements, data are less frequently obtained, if at all, because measurements have to be obtained 
from a lab and not on-line as in the case of thermocouples used to measure temperatures. 
1.3.2.3 Method Capabilities 
The extent to which data reconciliation can be considered useful depends on the nature of the 
problem at hand. In the case of inventory checks and process control, it is imperative that accurate 
estimates of process variables are obtained. Locations need not be directly specified. In the case of 
feult diagnosis, while very accurate estimates are also important, the identification and location of the 
occurrences of errors are required more often. 
During the detection and identification phases, it is most desirable to have the capabilitj' to 
detect and identify all occurrences of errors especially when they occur simultaneously. This is not a 
very simple task since processes often interact and an error occurring in one measurement may 
sometimes mask an error occurring in another. The reverse can also happen when an error in another 
measurement contaminates the data and gets smeared during the calculation into the properties of 
another set of measurement data. During this stage, power and Type I error rates are of utmost 
importance. A method should be powerful enough to detect errors when they exist (high power) and 
accurate enough not to conclude the presence of errors when they do not exist (low Type I error 
rates). Furthermore, it should be able to differentiate the errors due to biases and those due to leaks 
even when the two errors occur simultaneously on the same node or equipment. 
During the estimation stage, accurate estimates of process variables should be obtained. This 
implies that the magnitudes of measurement biases and process leaks must have been estimated and 
removed resulting Ln an unbiased estimate of process measurements. In addition, a measure of how 
close the estimate is to the true value (e.g., a confidence interval) is also desirable. In the case of 
unmeasured variables and other unknown parameters, it is sometimes possible to calculate some of 
them based on the results of the estimation of the measured variables. This is the process called 
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"coaptation." Thus, accurate estimation of measured variables goes a long way in the total 
specification of the system. 
Because of its ability to detect and estimate measurement biases, data reconciliation can 
sometimes be extended to low-level malfunction diagnosis that includes the detection of sensor 
malfimctions. 
1.3.2.4 Computational Issues 
The main factors that affect the computational requirements for data reconciliation are the 
size and complexity of the system to be examined and the mathematical nature of the methods to be 
used. The physical size of the system or network of chemical processes is directly related to the size 
of the mathematical problem at hand in many ways. For example, the larger the number of 
components in the system, the more constraints there are, since in chemical processes there is 
essentially at least one material balance and one energy balance for each additional node or 
equipment. Thus, as the number of streams grows so do the number of measured variables such as 
flow rates and temperatures. This growth has a direct effect in the size of the constraint matrix, the 
volume of data to be processed, and the number of parameters to be estimated. As an illustration, a 
large plant-wide flow sheet will typically have more than 1000 measurements comprising 
volume/mass flow aggregates and opening and closing storage vessel inventories. This presents a 
very large combinatorial problem. For instance, if only 5 measurements out of 1000 (i.e., 0.5%) are 
known to contain non-random errors, then there are over a possible 8 x lO'^ different combinations or 
scenarios of measurements that could be deleted from the problem in order to assess the reduction in 
the data reconciliation problem. If successive data reconciliation runs took 1 microsecond to execute 
(note I second plus is more realistic even using the most sophisticated reconciliation update strategy) 
then it would take over 95 days check each scenario by brute force and this still would not provide a 
definitive answer! For that reason, approaches that can significantly narrow down the number of 
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most likely possible combinations of measurements to delete would be advantageous. Some other 
items that may increase the computational load are the presence of unmeasured variables as when 
assessing the closure of the plant-wide mass reconciliation problems. It is important to realize that 
even with 100% accurate mass flow measurements, just one missing or mis-specified material 
movement will invalidate the mass balance model, hence, introducing a serious model mismatch 
gross error (aside firom the omnipresent departures from steady-state). Consequently, having missing 
measurements or mis-specified material movement require additional processing steps. 
In summary, there are many considerations that have to be taken into account in perfomiing 
data reconciliation of large systems. To plant personnel, these considerations may become 
overwhehning. This is a critical reason to why data reconciliation has not been as widely used as it 
should be despite all the potential economic benefits. The next section presents a discussion of a 
promising advancement using a knowledge-based system. 
1.4 How a Knowledge-Based Architecture Can Help 
1.4.1 Expert Systems 
Expert systems have been in use for some time in chemical engineering, particularly in 
process design, process diagnosis and automatic detection of malfunctions. Expert systems or 
knowledge based systems have the advantageous property of being able to process different forms of 
information and provide data-driven, goal-directed behavior in solving problems. The name itself has 
been derived from the word "experts" as it seeks to emulate expert problem-solving by collecting the 
knowledge of the experts and employing an inference mechanism that is patterned after how a human 
expert thinks. 
At a basic level of description, expert systems are computer programs. However, they are 
different fi-om most other computer programs in several ways. Functionally, they can perform 
problem-solving and decision-making tasks in some well-defined domain at a performance level 
12 
comparable to human experts. In terms of content, expert systems primarily encode and manipulate 
symbolic knowledge about some domain or some type of problem-solving task, rather than 
mathematical equations, algorithms or numerical data. Because of their emphasis on knowledge 
rather than on nimierical computation, expert systems are often known more appropriately as 
knowledge-based systems. Knowledge-based systems are characterized by their dependence on fairly 
specialized knowledge, of the kind humans accumulate through experience, understanding or insight. 
In contrast to mathematical models, which describe physical and chemical phenomena, knowledge-
based systems are qualitative models that capture human decision-making processes. 
The term domain means some subject or area of expertise. The domain can be as broad as 
chemical engineering, or it can be a more specific subject such as biochemical processes, distillation 
columns, or catalytic reactors. A problem-solving task is an intelligent reasoning activity that humans 
perform well. Examples include selecting among several alternatives and deriving conclusions based 
on known facts. Knowledge, as far as expert systems are concerned, is an aggregate of facts, 
descriptions and methods expressed in the form of symbols and qualitative relationships. 
Other advantages of knowledge-based technology include the following: knowledge-based 
system can automate complex tasks and do them quickly, even in fairly demanding domains, at a 
level comparable to human counterparts; they can handle large amounts of data without suffering 
Srom information overload; they are tireless and potentially available around-the-clock; they are 
consistent, i.e., if the inputs are the same, so are the outputs; they provide a readily available, lasting 
repository of expertise; and they have had proven successes in a variety of tasks, fi'om diagnosis to 
design to data interpretation, and a variety of domains, fi-om medicine to finance to chemical 
engineering. 
Before any expert system can be created, two important requirements must be met: the 
existence of extensive expert knowledge and the selection of an appropriate inference mechanism. 
In the following section, we begin by discussing the sources of expert knowledge that will be 
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embodied by the knowledge base, followed by a discussion of the uniqueness of the proposed KBS 
architecture for data reconciliation in terms of the distribution of the knowledge base and the 
inference mechanism as it compares to ordinary expert systems. The chapter concludes with and an 
overview of the strategies for solving the data reconciliation limitations using a knowledge-based 
approach. 
1.4.2 Knowledge Sources 
In the domain of most chemical engineering plant processes, the knowledge needed to carry 
out the inference process comes from a number of sources: 
• The engineer with expertise in reconciling data and troubleshooting in actual 
process plant situations. 
• Historical trends of operation of the process or equipment that can be obtained 
from records of operating data reports or based on operating experience 
(knowledge about optimal operating parameter values, what parameters affect 
which, process history in terms of equipment installation, replacement, repair, 
etc.). Plant wide database and maintenance history records often provide this 
type of information 
• Process models that relate operating parameters and network topology that can be 
used to generate relationships between measurements. In addition, these models 
can also be used for simulation, confirmation, etc. 
• Operators and plant supervisors with experience in the daily operation of the 
process or equipment who accumulate such knowledge over time (includes 
rules-of-thumb, preferred and expected operating points, criteria for discarding 
sensor results, etc.) 
• Reports in technical and industrial literature regarding the performance and 
requirements of applied data reconciliation methods. 
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1.4.3 Overview of Advantages and Strategies 
Expert system approaches are designed for problems that have knowledge-intensive 
solutions. Normally these would be problems that are mathematically intractable in the sense that the 
solution is not sufBciently studied or formalized, where data and procedures are not known a priori 
and cannot be solved in a reasonable amount of time. For the problem to be solved, additional 
knowledge that can circimivent the cause of intractability are needed. Data reconciliation in itself^ 
depending on the method, is often mathematically tractable but at times is not because of unusual 
process properties, extremely large network sizes, and missing measurements, among others. For 
example most methods when applied to large process networks while mathematically solvable could 
take extremely long times to come up with a solution. To circumvent this, as mentioned in the 
preceding section, additional knowledge of eliminating streams and thus reshaping the network, or at 
times intelUgently partitioning the network, may be used to resize the problem and thereby reduce 
calculation times. As another example, some methods cannot complete the estimation because of 
insufficient data. To overcome this obstacle, replacement data need to be generated or obtained, or 
knowledgeable or strategic repartitioning to eliminate troublesome measurements need to be 
performed. On a larger scale, the issue of the most efficient way of attacking a data reconciliation 
problem of a large network by means of method selection is clearly a mathematically intractable 
problem because the solution is almost purely based on knowledge of method properties and not on 
closed-form mathematical equations. 
Some other kinds of problems make good use of this particular property. For example, the 
problem of process design can be intractable for most people but to the experts, it is not. This is also 
true for malfunction diagnosis because descriptions of symptoms of process upsets, while 
mathematically possible, are too computationally intensive. 
The problem of complex data reconciliation can be seen as a combinatioa of a design 
problem and a malfunction detection application. It is a design problem because in the first phase, it 
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is desired to come up with the most efficient combination of data reconciliation methods to be used to 
perform the most complete data reconciliation of a process network. In a sense, the data 
reconciliation solutions for subsets of the networic will have to be designed by choosing the 
appropriate data reconciliation methods from a collection of available methods. And in addition, 
parameters such as power requirements, significance levels and sample sizes, have to be specified for 
each data reconciliation solution for each subset of the network. An overall system then looks at the 
subsolutions of the data reconciliation problem and makes sure that there are no conflicts between the 
conclusions and a most efBcient overall performance is achieved. On the other hand, it can also be 
seen a as detection problem in terms of detecting some low-level malfianctions such as biases and 
leaks. Besides this data reconciliation problem uses uncannily similar data to expert systems being 
used today for malfimction diagnosis and strives to provide the same results as will be seen in the 
next chapters. 
There are many properties of a knowledge based system fiamework that are very beneficial to 
the problem at hand. One of the main features that can be very helpful is the presence of a 
knowledge base which can contain modules of procedures for performing different tasks, and much 
like a library, may contain specific information about the different data reconciliation methods, 
which can be pulled off the shelf on request. In addition, it may have an intelligent database where 
different forms of data can be stored before and while they are processed. The other main feature is 
the presence of an inference mechanism that makes an expert system program very different from a 
regular procedural program. Because of this inference mechanism, the flow of the problem solving is 
not limited to one path but is driven by the data and the knowledge in the database. This is 
particularly usefiil, for example, in the case when alternate solution methods are found, the KBS has 
the decision-making capability to select and execute the best one. A more concrete example in line 
with this dissertation is the capability to search the library of data reconciliation methods and select 
the most appropriate one to be applied. In addition to selecting the most promising method, using 
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available rules and previous results, it would also be capable of augmenting methods that may 
complement and/or supplement each other to produce a more complete and higher quality result. In 
addition, because of the seemingly less structured program flow, it is capable of degrading gracefully 
or in other words, the program can halt at the point where a solution can no longer be done and still 
provide useful information. In a sense, it can provide partial answers. In this particular application, 
because of the differences in the extent of data reconciliation different methods are capable of^ a 
program would be allowed to terminate even when the solution is incomplete and it may still provide 
a useful response. 
In the preceding sections, we have begun by showing how the data reconciliation of large 
process networks can be complex and how existing solutions can be ineffective and have ended in a 
discussion of how an expert system can potentially improve the se<u:ch for the solution to the problem. 
Thus, in this dissertation, I present a knowledge-based fiamework for data reconciliation of large 
processes. 
1.5 Dissertation Organization 
Chapter 2 begins with a formal definition of some gross error detection and data 
reconciliation terminologies and a detailed discussion of the common mathematical models used in 
performing a gross error detection and data reconciliation. Interspersed with these is a review of 
related works on gross error detection and data reconciliation. 
Chapter 3 is a continuation of the review that begins in Chapter 2. In this chapter, different 
schools of thought in performing gross error detection and data reconciliation are reviewed followed 
by a discussion of recent works on malfunction diagnosis and expert systems. 
Chapter 4 is a paper to be submitted to the AlChE Journal which presents three new 
strategies based on the Unbiased Estimation Technique (UBET) (Rollins and Davis, 1992) and the 
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Intelligent Selection of Hypothesis (ISH) (Rollins et al., 1998) that improve the detection and 
identification of gross errors in djTiamic and/or bilinear systems. 
Chapter 5 is a paper to be submitted to the Computers and Chemical Engineering which 
presents a knowledge-based framework for the gross error detection and data reconciliation of process 
networks. We provide justifications for this conceptual firamework and examine how this firamework 
addresses some specific issues that typically complicate the activity of data reconciliation. This 
section also includes an elaboration of the fiamework at the implementation level in terms of the 
computational architecture. A prototype system is presented and tested on a simulation of a 12-stage 
distillation column. 
Chapter 6 is a paper to be submitted to Life Support and Biosphere Science that presents a 
prototype knowledge-based system for gross error detection and data reconciliation tested on a 
simulation of a NASA test bed of a crop-growth chamber system. 
Chapter 7 concludes this dissertation with a discussion of several issues that still need to be 
resolved, and a look at some future research directions. 
All references cited in this dissertation are listed in the Bibliography. 
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CHAPTER II. MATHEMATICAL MODELS 
Data reconciliation has been used for several years as means of obtaining accurate and 
consistent data in process plants. To be able to perform this efiBciently, gross errors (instrument biases 
and leaks), that behave differently from random noise have to be filtered, that is either eliminated, or 
estimated. Two central issues aro of concern: proper location of gross errors and estimation of their 
sizes. Throughout the years several techniques have been proposed. In this dissertation, the models 
are based on the techniques developed over the last nine years by the research group headed by Dr. 
Derrick K. Rollins of Department of Chemical Engineering at the Iowa State University. The reason 
for this, as will be apparent in the next sections, is the mathematical simplicity of the models and the 
corresponding techniques compared to other existing methods. 
The process models presented here are mathematical expressions for the material balances 
and measurements. The physical models, usually shown first, represent material balance constraints. 
The measurement model follows, which is a statistical expression for the measurements. The 
notation of this section will be useful to the introduction of proposed identification techniques in the 
next chapters. 
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2.1 Steady State Model 
This section presents the statistical and physical models for a steady-state model related to the 
work of Rollins and Davis (1992, 1993). 
2.1.1 Measurement Model 
The steady state model, for p measurements and q nodes (interconnecting units), in the 
absence of measurement biases and process leaks can be represented by: 
y  =  l i+e  (1) 
subject to 
A//=0 (2) 
where y is a /? X 1 vector of measurements, // is a X 1 vector of unknown true values of the process 
variables, ^ is a /? x 1 vector of random measurement errors, and A is a known qy.p constraint matrix. 
For convenience, the measurement errors are assumed to be normally distributed with mean 0 and 
known variance-covariance matrix E. As an example, consider the process network shown in Figure 
4. Its constraint matrix may be constructed by taking a steady-state balance around each unit (or 
2 
r 
4 
1 , A 3 B 5 ^ 
Figure 4. Sample process network. 
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node), thus giving 
and 
i"i =0 
i"3 +/^4 -i"5 =0 
(3) 
(4) 
Thus for this process, Eq. 2 becomes (vsithp =  5 ,q  =  2)  
A// = 1 1 - 1 0  0  
0 0 I 1 -I 
fh 
i"4 
.^5 
= 0 (5) 
When measurement biases are present, s will not have a zero mean and can then be modeled 
as 
(6) 
where ^ is a/? x 1 vector for the magnitudes of measurement biases. When <5^9^: 0, note that 
E\y]=n^S (7) 
Hence, on the average, y will systematically deviate from // by S. Similarly, in the presence of leaks, 
Eq. 2 becomes 
A// = My (8) 
where yisa.q X I vector of magnitudes of leaks at the q nodes and 
M = [mi, (9) 
where, nij is a g X 1 vector with a one in a /th position and zeros elsewhere (when only total mass 
balances are being considered; see Narasimhan and Mah (1987) for more details). 
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2.1.2 Tests for Detection 
As mentioned previously, statistical gross error detection consists of three main steps: 
detection, identification, and estimation. Detection is the determination of the presence of biases (j5 ^ 
0) or leaks {y ^ 0). If the detection step indicates the presence of any bias or leak, the identification 
step determines which ^ or yj are nonzero. Finally, the correction step estimates S and / as required 
and estimates //. 
For statistical gross error detection under Eq. 1, the detection and identification techmques 
are based on hypothesis testing. The detection null hypothesis is Ho: S = 0 and y= 0 (no biases or 
leaks), and its alternative hypothesis is Ha: S ^0 and/or 0 (there is at least one biased variable 
and/or at least one node tliat has a leak). In this setting, for example, if Ho: = 0 is rejected in favor 
of Ha: St ^ 0, the conclusion is that process variable / is biased. Statistical hypothesis tests are not 
perfect but if they are derived and used correctly, then error probabilities can be controlled which is a 
valuable attribute. There are two types of possible errors. If H<, is rejected when it is true, a t>pe I 
error is made. Alternatively, if Ho is not rejected when it is false, a type n error is made. The 
probability of rejecting H, when it is false is called the power of the test. The significance level (a) of 
a test is the probability of a type I error and is based on the distribution of the test statistic when the 
null hypothesis is true. One would want a test with high power for small values of a. 
2.1.2.1 The Global Test 
In the chemical engineering literature, the detection test is known as the Global Test (GT) 
(Reilly and Carpani, 1963) and is based on a transformation of the vector of measured variables (y), 
s = Ay (10) 
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The mean vector for s, the null hypothesis for the GT, Ho: //, = 0, is equivalent to Ho: J = 0 
and Y = Q when there is no error cancellation. Error cancellation is when nonzero biases in a node 
sum to zero. The usual a -level GT is to reject Ho, if and only if^ 
where x\a is the upper (100a)th percentile of the distribution and 2, is the known covariance 
matrix for s. Note than when a bias or leak is detected, the GT does not indicate which measurement 
is biased or which node has a leak. However, when the GT indicates no biases and leaks, it will 
obviate any component identification tests. 
2.1.2.2 The Constraint Test fCT) 
As suggested by Mah (1976) a standard test for each constraint equation or node may have a 
test statistic of the form 
Here, Sj  is the 7th element of s  and is the /th diagonal element of Ej. The test statistic follows a 
standard normal distribution under the null hypothesis. When Q exceeds an appropriate critical value 
the conclusion is that the /th node has a leak, or one or more of the measurements associated with the 
/th node are biased, or both. 
2.1.3 Strategies for Identification 
Mah and Tamhane presented the measurement test (MT) as a major improvement over the 
GT and the CT because the MT leads to identification of biases and leaks specific to the 
measurements. The test statistic is bzised on the vector of residuals. 
G, =s^i7/'s>4. (11) 
^i=SjC7,jj '^,j = l,. . . ,q (12) 
d = E-'(y-^) (13) 
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//=y-ZA'^2;'Ay 
The vector d is computed using the vector estimate, //, which means that data reconciliation 
must be done before the identification step. Mah and Tamhane (1982) have suggested the test 
statistic 
Z =d.CT,-^ 
which follows a standard normal distribution under the null hypothesis of no biases or leaks. Here, 
djii is the fth diagonal element of Zj, the variance-covariance matrix of d. Note that there is a test for 
each of the p measurements. The problem with the MT is that it can inflate the probability of making 
a wrong conclusion for measured variables that are biased (see Rollins et al. (1996) fiar an illustration 
of this limitation). For example, if 0 and 5i = 5% = ... 5^ = 0 the probability of concluding that Sz 
is biased can be much greater than a, and this probability can be very large depending upon how 
many other biases are present. Rollins (1990) demonstrated this concept. 
Narasimhan and Mah (1987) developed a Generalized Likelihood Ratio (GLR) method to 
identify biases and leaks. They showed that this test is equivalent to the MT when leaks are absent. 
Thus, the problem of high probabilit>' of false identification is true for the likelihood ratio test too. 
Three issues paramount to practical implementation in commercial software are robustness, 
uncertainty and efficiency. Serial Elimination (Ripps, 1965; Serth and Heenan, 1986; Rosenberg, et 
al., 1987) identifies one bias at a time using a test statistic and eliminates the corresponding 
measurement until no bias is detected. Serial Compensation (SC) (Narasimhan and Mah, 1987) 
identifies one bias at a time and estimates its size, compensates the measurement and continues until 
no error is found. These two techniques have been proven to be relatively efScient when one bias is 
present, but do not perform well in the presence of multiple biases. Serial elimination does not 
address leaks (Mah, 1990). Serial compensation is applicable to all types of biases and can maintain 
redundancy during the procedure but its results are completely dependent on the accuracy of 
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estimation for the size of biases (Rollins and Davis, 1992). To improve these methods, simultaneous 
or collective compensation proposes the estimation of all biases simultaneously. 
Rollins and Davis (1992, 1993) introduced such a new approach to bias detection that can 
give high identification and reconciliation accuracy. The approach is called the unbiased estimation 
technique (UBET). The estimators for the process variables, biases and leaks are unbiased, with 
known distributions and have corresponding confidence intervals. Rollins et al. (1996) also presented 
guidelines for improving identification by intelligently selecting test hypotheses. The resulting 
strategy is called the linear combination technique (LCT). The LCT reduces the number of tests 
required compared to other approaches and is superior except when there is error cancellation. 
Rollins and Davis (1992) presented results firom an identification study for certain combinations of 
two S''s simultaneously not equal to zero in the process represented in Figure 5, which has seven (7) 
mass flow variables and four (4) nodes. 
As indicated in Rollins and Davis (1992), one of the limitations of UBET (and also the LCT) 
is its inability to reach numerical conclusions when the Ss are distributed a certain way. The SC also 
performs poorly in these cases. In these situations, the UBET can narrow down the location of biases, 
but is unable to make specific identification. In an efifort to improve the identification, Devanathan 
4 
Figure 5. Process network used in Rollins and Davis (1992). 
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and Rollins (1998) presented three new strategies, one of which is the Imbalance Correlation Strategy 
GCS) which uses correlation information. 
2.2 The Pseudo-Steady State Model 
This section presents the statistical and physical models for a pseudo-state model related to 
the work of Rollins and Davis (1992, 1993) and Narasimhan and Mah (1987). The statistical model 
relating the measured and the true values can be represented by 
J'i, (16) 
where 
and is subject to 
~N(o,<r=) 
A/i = r 
(17) 
(18) 
= 
M z  
(19) 
(20) 
where >',y is the measured value of variable / at the /th time instant, is the steady state true value of 
variable /, and is the true value of the random process deviation of variable / from fXi at the /th time 
instant. A is a ^ x p matrix often called the constraint matrix. In this case, since the constraints are 
simply total mass balances taken around each node, the number of constraint equations q is equal to 
the number of nodes n. Eq. 19 represents the linear mass and energy conservation constraints and X 
represents the vector of process leaks. We assume that the si/s are normally distributed with mean 0 
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and a known variance-covariance matrix. In addition, each variable is assumed to be independent at 
different values ofj  (i.e.,  at different times). Finally, the £*5 are assumed to be independent of the Xs. 
Rollins and Davis (1992) showed how nonzero elements of an be detected for the steady 
state conditions. Hence, for simplicity we set y= 0. Now, when S^Q, note that 
Yj =/z+<y+A^ + fy (21) 
where 
yij <^ 1 
II yy II '^y = ^2/ 
y w. 
(22) 
On the average, y, will systematically deviate from n by S. 
The steady state global test (GT) for the conditions represented by Eq. I can then be used for 
detection. This test is based on a linear transformation of to give the vector of nodal imbalances Sj 
(as in a total mass balance). Thus, the transformed measurement model is given by (Rollins et al., 
1996) 
Sj = Ayy = A //+ A <y+ A Ay + A Sj (23) 
Let 
Ay, = r, (24) 
Substituting for ^ in the expression for Sj, with y = 0 in eq 4, we have 
s, = A<y+ Tj +As J 
with 
r, ~N,(0,S,) 
where Sr represents the variability due to physical process changes. Note that 
E[Sj]=A<y 
(25) 
(26) 
(27) 
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and 
Varjsyj = 2^ + A2A^ (28) 
2.3 Dynamic Model 
This section presents the statistical and physical mcxlels for a steady-state model related to the 
work of Devanathan and Rollins (1998). 
2.3.1 Process Model 
At the ?th time instant, a total mass balance on each of the n nodes gives 
-w*.-"'' +w',.i+m"''"qV' 
(29) 
= OX*, = A, 
where M is the process constraint matrix, i  =  2, ... k  and 
B"-!"-) =[i|o] 
(30) 
(31) 
• fn+v)*! i X A ' = _ . 
(32) 
Q*. 
d)"*'!"""' =[E|B] (33) 
(34) 
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W*, is a « X 1 vector of true and unknown total mass in n nodes at time instant i, Q*i is a v x 1 vector 
of true and unknown total mass flow rates for the v streams at time instant i. A,- is a « x 1 vector of 
process leaks, and k is the current time instant. 
2.3.2 Measurement Model 
The measurement model that applies to Eq. 29 is 
X*, = X*i +E, 
where i = 2 , . . . ,k and 
E. = 
'W.I 
'w^-l 
Var(E,) = 
Vw 0 
(35) 
(36) 
(37) 
(38) 
(39) 
Var{s^,j) = (40) 
= Vq 
where / = 1, ... ,k. Note that Vw and VQ are assumed to be known although this is not a restrictive 
assumption. Also the sample size is assumed to be one for convenience with 
(42) 
v)xl _ _cn*I O W,y 
CVxl 
o  Q .J 
Note that 
(43) 
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and 
^ 2{n+v)xl _ 
'QM 
(44) 
where N2(;m') is used to represent a 2(«+v) variate normal distribution. 
Z3.3 The Transformed Measurement Model 
The vector R, given below (also known as the transformed vector of measurements) plays a 
central role in the formulation of the global test (GT) where 
R,""' = CDX; = OX*. + <DE,. = A, + OE, 
since OX* = A by Eq. 29. Therefore, 
E[R,] = //R. =A,+0<y, 
and 
Var(R,) = OZO^ = 
Thus, 
(46) 
(47) 
(48) 
2.3.4 Strategies for Detection and Identification 
The GT is a test that attempts to determine if any Sj, /=!,..., n+v is nonzero and is 
developed by using the equations in the transformed measurement model. For a null hypothesis of 
Ho: //Ri = 0 and an alternate hypothesis of Ha: //r, ^ 0, the following test is used: reject Ho in fevor of 
Ha, if, and only if (see Mardia et al., 1979) 
R/Z:r,"'R, 
(50) 
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where / denotes the time instant, n is the number of nodes and x^n.o is the upper (100a)th percentile of 
the x"n distribution. The probability of rejecting Ho when H, is felse (i.e., the power fimction for the 
test) is 
= pfnonccntraljf; > xl, |='i 
with 
P') 
where H, is called the noncentrality parameter. 
Note that 
by Eq. 33, 44 and 46. 
Thus, this test can be used to determine the specific time instants at which measurements 
become bias under dvnamic conditions. Also it is possible to distinguish biases in W from biases in 
Q as iSivj can cancel out of Eq. 52, since -Smj + 5^.i.\ can be zero if <5^ remains constant over two 
consecutive time instants. This canceling attribute of Eq. 52 can be used in a procedure to 
differentiate between a nonzero and a nonzero ^q. (This assumes that only one measured variable 
can become biased at any time instant). The null hypothesis is tested at each time instant in a moving 
window of m successive time instants, starting with the first m time instant. That is, each window is 
size m and contains the results of hypothesis tests of the past m - i time instants and the current one. 
If the null hypothesis is rejected at least twice in each of q consecutive windows, the conclusion is 
that there is a bias in a flow measurement. The estimated time of occurrence is concluded to be the 
time instant of the first rejection in the first of the q windows meeting this condition of the conclusion 
of having a flow bias. On the other hand, if Ho is rejected only once in two consecutive time 
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windows, then the conclusion is a bias in a level measured variable. For each analysis, the algorithm 
first tests for flow biases; if none are found, it evaluates the presence of a level bias. 
2.4 Bilinear Steady-State Model 
This section presents the statistical and physical models for a steady-state model related to the 
work of Rollins and Roelfs (1993). For a chemical process networic of streams and nodes 
(interconnecting units), the following set of equations can be used to describe physical and statistical 
relationships for measured variables in the absence of chemical reactions. 
F = <51r+ £F (53) 
T = /^T'^ ST (54) 
such that 
A//F = 0 (55) 
A X diag(//F) X //t + Q = 0 (56) 
with 
^f~Np(0,5:K) (57) 
fT~Np(0,ST) (58) 
cov(£t, £f) = 0 (59) 
For a case with several components, each component would have an equation like Eq. 53 or 
54. In addition, note that by Eq. 59, cov(F,T) = 0. Equations 55 and 56 represent the true total mass 
and energy balances, respectively. They also indicate that process leaks are cissumed to be zero (for 
simplicity) and that steady-state conditions apply. Equation 55 is said to be linear in flow variables 
and Eq. 56 is bilinear because it is a function of products of flow and temperature variables. Equation 
59 simply means that errors made in flow and temperature measurements are unrelated. 
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The test statistics and estimators are developed from the following transformations of the 
above equations. Let 
r = AF (60) 
Then using Eq. 55, the mean and vcuiance of r are given as: 
E[r] =n, = =A5s (61) 
Var(r) = A (62) 
Thus 
r~N,(//„2,) (63) 
The development for the distribution of r is the same as the one given by Rollins and Davis 
(1992) for linear constraints. The approach consists of two steps. The first step, unbiased estimates 
for flow variables are obtained using the method of Rollins and Davis (1992). In the second step, the 
flow estimates are assumed to be linear in the temperature variables. The ^proach has been shown 
to be reasonably valid as long as the flow estimates are accurate. 
33 
CHAPTER in. LITERATURE REVIEW 
3.1 Current Work In Bias Detection and Data Reconciliation 
3.1.1 GED as an Auxiliary Step 
Narasimhan and Harikumar (1993) presented a method for GED when bounds are imposed 
on process variables. Their work involved the use of Generalized Likelihood Ratio (GLR) test 
(Narasimhan and Mah, 1987) discussed in Chapter 2. However, the problem of high probability' of 
making the wTong conclusion for unbiased measured variables still holds. 
Phillips and Harrison (1993) presented a bias detection and data reconciliation analysis for 
the context of experimental kinetics. Their work was based upon the Modified Iterative Measurement 
test (MIMT) of Serth and Heenan (1986). Hence, the problems of large type I error probability and 
low power associated with the measurement test apply here too. 
Tong and Crowe (1996) developed a new strategy for detection of gross errors using principal 
component analysis. The main focus of their work was the development of a method that remains 
effective when the assumption of normality is not valid. However, for certain combinations of biases 
their method does not appear to be capable of leading to complete identification due to confounding 
of effects of the multiple biases. Furthermore, the principal component tests involve intensive 
computations in calculating eigenvalues and eigenvectors. 
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Tamhane (1982) developed a method that uses a Bayesian approach. The method is 
restricted to finding measurement biases. The method combines a one time Bayesian GED test with 
additional sequential tests to find the source of the gross errors. One problem in the practical 
application of this technique is the specification of the prior distribution for all the unknown 
parameters. A second problem is the method does not adequately model instruments that feil more 
often as time increases. Finally, there is a question of how to update the parameters of the prior 
distribution when the instrument &ils. If the assumption is made that the instrument feilure was 
found as soon as it occurred, then all previous data can be used to update the parameters. If the 
instrument failed a long time before it was detected, then updating the parameters of the prior 
distribution is difficult. Results of a simulation study show the procedure does better than the MT 
when gross errors are infrequent but the results rely heavily on accurate estimates of the parameters in 
the prior distribution. 
Yamamura, et al. (1988) used the Akaike Information Criterion (AIC) to define the objective 
flmction for data reconciliation. AIC differs from the conventional weighted sum of squares by the 
addition of the number of gross errors. A penalty is imposed for increasing the number of gross 
errors. To reduce the combinatorial complexity, they used a branch-and-bound technique to solve 
their problems. 
3.1.2 Simultaneous GED and Data Reconciliation 
Recently, Tjoa and Biegler (1991) have sought to simultaneously detect and remove gross 
errors while reducing random measurement errors by using the maximum likelihood principle to 
generate a modified objective function. Tjoa and Biegler (1991) defined a bivariate likelihood 
distribution as the sum of the two normal distributions, one for the random errors and one for the 
gross error. The parameters were the probability of the gross error and the ratio of the standard 
deviation of the gross errors to that of the random error. However, an anal5tic closed-form solution is 
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no longer possible. In addition, this method requires prior knowledge of the nature and distribution of 
both the random and non-random measurement errors; such information is generally not available in 
real plant data. While this approach seems to be a novel one in terms of robust estimation of process 
variables in the presence of gross errors, the authors do not present a new strategy for identifying 
biases. Tjoa and Biegler (1991) suggest that given their estimates of process variables and the prior 
distribution for the gross error, a number of GED techniques presented in literature may be used for 
identifying the source of gross error. 
AJmasy and Uhlrin (1993) modified the approach of Tjoa and Biegler (1991) by assimiing a 
non-central probability density function for gross errors by convoluting it with the probabilit>' density 
function for the random errors. They proposed choosing the biases in the gross errors so as to 
maximize the likelihood function. 
Terry and Himmelbau (1993) developed a new technique for data rectification and GED 
using artificial neural networks (ANN). Once again, while the ANN can be used to obtain reconciled 
estimates of process variables in the presence of gross errors, there does not appear to be any new 
scheme for identifying measurement biases. Additionally, good ANN performance has only been 
demonstrated for larger data sets that are necessary for other statistical GED methods. 
3.1.3 Dynamic Data Reconciliation 
Most of the techniques mentioned in the preceding sections so far have been for the data 
reconciliation of steady-state processes. Historically, dynamic data reconcihation can be traced back 
to the early 1960's and 1970's. Some of the most widely used data reconciliation and gross error 
detection techniques for dynamic processes are based on the Kalman filtering technique (1990). 
Previously, Kalman filtering has been used for data smoothing and parameter estimation (Bellingham 
and Lee, 1977; Watanabe and Himmelblau, 1982). These techniques have been developed for linear 
dynamic systems using a weighted least squares objective function. In using the Kalman filter 
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approach, the parameters and measured inputs are estimated hypothetical states and so it is difBcult to 
obtain suitable values for such a system. The approach is also somewhat restrictive because it 
requires specification of the error correlations between time t and t + I. Results are dependent upon 
correctly identifying these correlation structures. Finally, approaches using Kalman filtering have not 
been extended to handle biases in a general feshion. 
The measurement error reconciliation method has been generalized to transient conditions by 
Almasy (1990). This method, which has been used for dynamic data reconciliation, has been termed 
dynamic balancing, and is based upon linear conservation equations to reconcile the measured states. 
Estimates are obtained for flow and inventory variables by applying the Kalxnan filter to the balance 
model. Almasy (1990), however, does not address the problem of gross error detection. 
Kao, et al. (1992) have presented a composite procedure for detecting and identifying gross 
errors in serially correlated data for pseudosteady-state processes. They proposed a prewhitening step 
to validate the assumptions of Gaussian measurement and process noises, followed by statistical 
process control chart techniques. It involves the use of statistical tests to detect the presence of gross 
error, followed by the application of GLR method to identify and estimate the magnitudes of the gross 
errors. However, the method is restricted to pseudo-steady-state and its performance in the presence 
of multiple biases is questionable. It also appears that the autocorrelated structures of the data, which 
can be different for each variable must be known. 
Darouch and Zasadzinski (1991) developed a recursive optimal solution technique in 
weighted least squares for data reconciliation of transient systems characterized by a generalized 
linear dynamic model. Rollins and Devanathan (1993) showed that the Darouch's and Zasadzinski's 
estimates can be very accurate but computationally intensive. In addition, Darouch and Zasadzinski 
does not address the topic of gross error detection, and their approach does not appear to be 
extendable to this situation. Motivated by these limitations, Rollins and Devanathan (1993) 
developed a constrained least squares data reconciliation approach that provides accurate and 
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unbiased estimates for process variables. The method they developed was computationally fester but 
provided estimators with larger variances. The two methods provide comparable variances for the 
estimates for relatively small measurement variances. 
Ramamurti et al. (1991), Kim, et al. (1991) and Leibman, et al. (1992) have presented 
schemes for non-linear dynamic data reconciliation. Leibman, et cil. (1992) have presented a new 
method based on non-linear programming (NLP) techniques. They showed this method to be 
superior to Kalman filtering, both in its ability to cope with inequality constraints and in non-linear 
situations. Leibman, et al. (1992) commented that the main disadvantages of the approach are the 
requirement of an accurate process model and the problem of intensive computations. In their 
approach, biased measurements are treated as parameters to be estimated. In addition, the locations 
of the biased measurements must be known beforehand. The approach does not seem to be designed 
to handle multiple biases. Ramamurthi et al. (1991) presented a successively-linearized horizon-
based estimation (SLHE) strategy for the estimation of variables and physical parameters in transient 
systems. They showed the SLHE strategy to be significantly more accurate than the extended 
BCalman filtering and computationally more efiBcient than the non-linear programming approach of 
Leibman, et al. (1992). Kim, et al. (1991), developed a sequential error-in-variables method for data 
reconciliation and parameter estimation. They compared their non-linear dynamic error-in-variables 
method (NDEVM) to other conventional least squares techniques and to estimation using orthogonal 
collocation and showed improved performance. The NDEVM does not appear to be rigorous in 
estimating process variables when multiple biases are present and it does not address detection and 
identification of biased measurements. 
3.1.4 More Recent Approaches 
Keller et al. (1994) proposed the successive application of the generalized likelihood ratio 
with collective compensation of all candidates at each step; Kim et al. (1997) proposed a modified 
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Iterative Measurement Test (MIMT) using non-linear programming (NLP) techniques; Sanchez et al. 
(1998) proposed a combinatorial approach to pick candidates and use them in a compensation model 
based on the use of the global test; Bagajewicz and Jiang (1998a,b) proposed the successive use of a 
statistical test to identify one gross error at a time and independently developed a compensation 
model which is identical to the one presented by Sanchez and Romagnoli (1996). While all these 
methods were developed several comparisons of their power were made. These comparisons are 
mostly restricted to a few (usually two) gross errors in a small flow sheet. The performance was 
assessed by selecting the position of the gross errors, running a large number of cases with random 
sizes of the random errors and reporting the number of successful identification cases and the average 
size of the estimates. In addition, in many cases the introduced gross errors lead to singularities. Such 
cases were referred to as indeterminations of the method and prevented these methods to be fully 
automated. Bagajewicz and Jiang (1998a,b) presented a theory of gross error equivalency, which 
explain the aforementioned failures. The concept of equivalent set and basic set were reviewed and 
the practical intricacies associated with different choices are addressed. The power of several existing 
methods were compared using a new performance measure that takes into account all possible gross 
errors in size and position. A single number that can give an indication of the effectiveness of a 
method was also presented. Bagajewicz and Jiang was able to show that in practice, no method is 
clearly superior to others. 
In an effort to improve identification, Devanathan et al. (1999a) presented the Imbalance 
Correlation Strategy (ICS), a new strategy that makes use of the relationship between a nodal 
imbalance and the measured variables involved in the nodal balance. The technique is 
computationally simple and straightforward. In addition they showed that it can perform well in 
determining specific locations of the measurement biases. When nodal strategies fail to completely 
identify all measurement biases, there is a set of variables declared to be potentially biased. A set of 
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(sic,yi) pairs are then tested using the ICS tests. It promises to be a good tool for visual analysis and an 
asset to process mom'toring staff. 
Devanathan et al. (1999b) presented two new methods that are capable of completely 
identifying multiple measurement biases for linear steady state systems. Both are designed to detect a 
change in the mean of a measured variable leading to an inference regarding the presence of a 
measurement bias. The first method is based on a likelihood ratio test for the presence of a mean 
shift. The second is based on a Bayesian decision rule (relying on prior distributions for unknown 
parameters) for the detection of a mean shift. These two techniques (unlike the nodal strategies) do 
not involve the use of process constraints such as material and energy balances. Hence, they are not 
affected by the presence of leaks or error (bias) cancellations, and are applicable even for the case of 
non-linear process constraints. 
In an effort to extend gross error detection and data reconciUation to the area of fault 
detection, Rollins et al. (1996) developed the Identification Test Strategy (ITS). ITS, based on the 
UBET, is capable of identifying low-level equipment feults for dynamic chemical processes under 
automatic control and can provide accurate results with minimal computation effort. However, this 
strategy is limited because it assumes only one existing fault. But it would still certainly be an asset 
to a fault diagnosis system for a complex chemical plant that is capable of breaking down the analysis 
into smaller sections of the plant that work relatively independently. Manuell et al. (1997) further 
demonstrated efifectivity of the ITS on a real level-controlled process. 
Applications of data reconciliation to problems of practical interests have been reported by 
McDonald and Howat (1987) and Bandoni et al. (1990). Ham et al. (1979) have reported industrial 
applications of data reconciUation. 
40 
3.2 Current Work in Malfunction Diagnosis 
Recent efforts in fault diagnosis have indicated a variety of different models are needed to 
capture the available knowledge and yield unique and robust isolation of feults. When the diagnostic 
results are inconclusive it is for the lack of sufficiently expressive models. 
In reviewing the literature on fault diagnosis, one is awed by the feirly rich variety of models 
used such as; 
• Boolean relationships (CaJandranis et ai., 1990), 
• directed graphs (Allen, 1984; Hurme et al., 1993) 
• directed signed graphs (Kramer and Palowitch, 1987) 
• order of magnitude relationships (Mavrovouniotis and Stephanopolous, 1988) 
• qualitative relationships (Fathi et al., 1993; Oyeleye et al., 1990), 
• algebraic relationships for static systems (Petti et al., 1990) 
• differential or difference equations (Noorsaman et al., 1993; Petti and Dhuijati, 1991) 
• probabilistic or stochastic processes (Chen and Moddares, 1992; Wilcox and 
Himmelblau, 1994), 
• non-linear mappings such as neural networks (Hoskins et al., 1991; Kramer and Leonard, 
1990; Venkatasubramanian and Chan, 1989), 
• rule, patterns of various types (Ramesh et al., 1992; Davis, 1987). 
Sometimes these myriads of models are necessary if one is to capture and utilize all forms of 
knowledge that are appropriate for a given situation. For example, in building an industrial diagnosis 
advisor for performance monitoring and diagnosis of steam boilers such as the DLAD-KIT 
(Calandranis et al., 1990), researchers brought together: 96 theoretical patterns for control-loop 
feilures, 81 first-principles models for the diagnosis of drifting sensors, material leaks and coke 
buildup, and 64 empirical rules for combustion vessel feilures. It is this richness in the variety of 
useful knowledge that make it very hard (if not impossible) to develop a generic, all-encompassing 
methodology for process fault diagnosis. 
41 
In the chemical engineering domain, knowledge-based technology has been applied mainly 
to the tasks of diagnosis and design. One of the earliest applications was Falcon (Faults AnaLysis 
CONsultant) (Chester et al., 1984), built jointly by Du Pont, the University of Delaware, and 
Foxboro. This was a rule-based system interfeced to on-line process data that could automatically 
diagnose malfunctions in an adipic acid reactor unit. By the standards of the day. Falcon was a 
relatively large knowledge-based application. Its early success, combined with its on-line 
implementation, sparked interest in knowledge-based technology in chemical engineering. 
The number on industrial deployments of diagnostic systems has been rising over the last 5-7 
years at an impressive rate. Several publications have recorded them but the vast majority of them 
are not seen under the public light. The following are some prototypical examples: 
PDIAS (Idemitsu Kosan Co. and Mitsubishi Heavy Industries Ltd.)(Basta, 1988) is a fault 
diagnosis system for a 30,000 bbl/day catalytic cracking unit. It has already successfully helped 
operators diagnose the sources of plant upsets. 
BIOEXPERT (Lapointe et al., 1989) is a support system for failure detection and diagnosis in 
waste water treatment plants. It also provides explanations of process behavior during diagnosis. 
ASPEX (Watts and Knight, 1991) is a rule-based system developed to diagnose faults in 
activated sludge processes. 
REACTOR (Nelson, 1982) is a rule-based system for diagnosis and treatment of nuclear 
reactor accidents. 
Calgon Corp. has developed an expert diagnostic advisor with over 1000 rules for the 
diagnosis of cooling-water treatment processes (Basta, 1988). 
Exxon developed a knowledge base on the Crystal expert system shell that could analyze the 
vibration data from three compressors for specific faults. 
3M Co. has developed a knowledge-based expert system that monitors and diagnoses the 
operation of a solid waste incineration plant, including the following subprocesses: combustion in a 
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rotary kiln, steam generation, and pollution control. The system has been detecting problems and 
recommending actions much faster than previously possible, and also detecting problems indicated 
only by slowly-changing variables which were unnoticed by operators (Kinoglu, 1991). 
EDES (Stanley, 1991) is a real time expert system to support diagnosis and the decision­
making of operators controlling the beet sugar production process. The system is operational in 
British Sugar's Ipswich Sugar factory. 
Examples of design applications include BioSep Designer (Siletti, 1988), which can 
automatically configure a process flow sheet and size the equipment involved in downstream 
separation of fermentation products; and STILL (Myers et al., 1988), a tool for automated process and 
mechanical design of distillation columns. 
Apart from design and diagnosis, other tvpes of problem-solving tasks have also received 
attention in the chemical engineering domain, although not to the same degree. For example, 
knowledge-based reasoning techniques have been applied to simulation of discrete event processes, 
hazard and operability studies, intelligent multivariable control, process operations planning, and 
scheduling of batch processes. 
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CHAPTER IV. NEW STRATEGIES FOR DETECTION AND 
IDENTIFICATION OF MEASUREMENT BIASES IN 
PROCESSES UNDER DYNAMIC CONDITIONS AND 
HAVING BILINEAR CONSTRAINTS 
A paper to be submitted to the AIChE Journal 
Marivic B. Bascunana, Sriram Devanathan and Derrick K. Rollins 
Abstract 
Based on the linear combination technique (LCT) introduced in Rollins et al. (1996), new, 
less computational strategies for detecting and identifying systematic measurement errors (i.e., biases) 
in process variables are presented. The goal of the LCT is to test the minimum number of hypotheses 
necessary to reach the correct conclusions for all measured variables in the network by means of 
intelUgently selecting the appropriate combinations of nodal balances and the addition of a few rules 
of thumb or selection criteria. In this paper, the concepts introduced in Rollins et al. (1995) are 
modified and extended to deal with more complicated conditions, namely, dynamic and bilinear 
constraints. The proposed strategies are evaluated in a fairly extensive Monte Carlo simulation study. 
The new techniques are found to be computationally faster and have high detection and identification 
accuracy. 
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Introduction 
Advances in automation and distributed control make possible the collection of large 
quantities of data that in principle hold a full description of the operating status of the plant at any 
time. Good process data (temperatures, pressures, flow rates, mass fractions, tank levels, etc.) is the 
foundation for control and evaluation of performance of chemical plant processes. For optimum 
process performance, accurate process measurements are certainly a requirement yet we cannot 
always guarantee their continuous and sustained accuracy given the vast number of these instruments 
available in the field. Process performance is likely to be far from optimum when process 
measurements deviate considerably from their true values. That is, when gross errors exist in process 
measurements. Hence, it is important to identify and correct gross measurement errors. In chemical 
engineering literature, this area is called gross error detection. 
Since measurements of process variables, such as flow rates, concentrations and 
temperatures, are subject not only to measurement errors but also to process variability, we can not 
expect that any set of measurements will obey exactly the laws of conservation. Data reconciliation is 
the procedure of optimally adjusting measured data so that the adjusted values obey the conservation 
laws and other constraints. Unfortunately, if we adjust the measurements to conform to the 
conservation laws but in the presence of biases, all of the adjustments are greatly affected by such 
gross errors and would not, in general, be reliable indicators of the state of the process. Thus, gross 
errors must be identified and the measurements should either be corrected or discarded. During this 
identification stage, the gross errors in the measurements involved in the material and energy balances 
are, as the name suggests, identified or in another sense, in the case of a network of streams, located. 
Whenever possible, the nature of the errors are revealed (i.e., inventoiy or state variable) and non­
zero model parameters, such as biases or leaks, are identified. Also at this point, the specific 
locations in the process where the errors occurred are obtained. For example, streams where the 
biases occurred are determined and nodes where leaks occurred are also determined. 
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The success of data reconciliation depends greatly on the effectiveness of the gross error 
detection techniques. While gross error detection aims to clean up the values of measured variables, 
data reconciliation aims to improve the accuracy of measured variables. 
Chemical engineers have aggressively sought to develop mathematical models and methods 
to identify these systematic deviations in a variety of process conditions such as: linear and non­
linear process constraints (Crowe, 1988; Rollins and Davis, 1992; Rollins and Roelfs, 1993; Tjoa and 
Biegler, 1992; Liebman et al., 1992); steady-state and dynamic (Mah and Tamhane, 1982 and 1985; 
Narasimhan and Mah, 1987 and 1988; Liebman and Edgar, 1990; Rollins and Devanathan, 1993); 
and other conditions such as serially correlated data (Narasimhan and Mah, 1987; Rollins and Davis, 
1992; Mah et al., 1990; Rollins and Kongsjahju, 1998). However, with the exception of a few, these 
methods are computationally intensive and this poses a significant problem in applying them to large 
systems. In addition, this problem is much more apparent in systems having dynamic and bilinear 
constraints. In this paper, we will focus on a group of less computational methods that share the 
Unbiased Estimation Technique's (UBET) (Rollins and Davis, 1992) development, namely, the 
Dynamic Global Test Scheme (DGTS) (Rollins and Devanathan, 1998) and the Two-Stage Approach 
(TSA) (Rollins and Roelfs, 1993). The DGTS presents a global test capable of detecting biases in a 
dynamic system and identi^ong whether the bias is in a state or an inventory variable while the TSA 
decomposes the data reconciliation (DR) of bilinear systems into a total mass balance DR and a 
component balance DR. In addition, we also employ the techniques for enhancing GED presented by 
Rollins et al. (1996) that minimize the number of hypothesis tests involved in the GED of a network 
by augmenting the Linear Combination Technique (LCT) (Rollins and Davis, 1992) with heuristics 
concerning network topology and current process state. 
The LCT, which uses statistics derived firom the unbiased estimation technique (UBET) 
introduced in Rollins and Davis (1992), attempts to maximize identification accuracy by minimizing 
the number of hypothesis tests. Previous works on the application of the LCT have been confined to 
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systems under steady-state to pseudosteady-state conditions and strictly linear constraints. In this 
paper, the concepts introduced in Rollins et al. (1995) are modified and extended to deal with more 
complicated conditions. Specifically, the process conditions considered here include: (1) dynamic; (2) 
having bilinear constraints; and (3) dynamic and having bilinear constraints, hi dealing with d>'namic 
constraints, test statistics presented by Devanathan and Rollins (1998) that can detect biases and 
distinguish between level and flow biases are combined with the concepts of the LCT by introducing 
new rules of thumb to minimize the number of hypothesis tests and aid in the identification. 
Furthermore, we extend the use of Devanathan and Rollins' statistic to the detection of magnitude 
changes in the biases of both inventory and state variables. This allows the use of said statistics on 
real process systems with preexisting or previously known biases. The treatment of bilinear 
constraints is derived fi-om the two-stage approach (TSA) and the linearization approach (LA) 
developed in Rollins and Roelfs (1992). 
In summary, we wish to: (1) extend the Linear Combination Technique (LCT) (Rollins and 
Davis, 1992) and Intelligent Selection of Hypotheses (ISH) (Rollins et al., 1996) to dynamic and/or 
bilinear systems; (2) investigate the use of the Dynamic Global Test Scheme (DGTS) (Rollins and 
Devanathan, 1998) on systems having bilinear constraints, and; (3) formulate new heuristics for 
enhancing GED of networks. 
Mathematical Models 
This section presents the statistical and physical models for a steady-state model related to the 
work of Devanathan and Rollins (1998). 
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Process Model 
At the zth time instant, a total mass balance on each of the n nodes gives 
W, 
Q*. 
= -Ex*. +Bx*, =[-E|B] 
J^INXNLO" W,-I 
LQ'M J 
X f 
X*I-1 
= ox*, = A, 
where M is the process constraint matrix, / = 2, ...k and 
E-l"-) =[I|-M] 
« ("'••VJ XI W, 
Q'. 
2(n+v)«I X i 
X*I-1 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
W*, is a rt X 1 vector of true and unknown total mass in n nodes at time instant i, Q*, is a v x 1 vector 
of true and unknown total mass flow rates for the v streams at time instant i. A/ is a n x 1 vector of 
process leaks, and k is the current time instant 
Measurement Model 
The measurement model that applies to Eq. 1 is 
= X*, +E,-
where i = 2 , . . . ,k and 
(7) 
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E. = 
(8) 
£i 
'L-L 
Var(E,) = 
-N(„.,(^„V) 
^(N+V)X(N+V) _ VW 0 
0 VO 
(9) 
(10) 
(ii) 
y^r{£^j) = VW (12) 
Var(f,^J = VQ (13) 
where j = 1, ... ,k. Note that Vw and VQ are assumed to be known although this is not a restrictive 
assumption. Also the sample size is assumed to be one for convenience with 
In+vjxl 
RVXL 
W.Y 
jf l
o QJ 
(14) 
Note that 
(15) 
and 
^2(irt-v)xl _ 
^W^-I 
'Q>1 
(16) 
where N2(»+v) is used to represent a 2(n+v) variate normal distribution. 
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The Transformed Measurement Model 
The vector R, given below (also known as the transformed vector of measurements) plays a 
central role in the formulation of the global test (GT) where 
R,""' = (DX, = <DX*, + <DE, = A, + (DE, 
since OX* = A by Eq. 1. Therefore, 
E[R,] = / /r ,  =A,+0^, (18) 
and 
Var(R,) = (19) 
Thus, 
R, (20) 
Strategy for Detection and Identification 
The GT is a test that attempts to determine if any Sj, y = 1, ... , «+v is nonzero and is 
developed by using the equations in the transformed measurement model. For a null hypothesis of 
Ho: //r, = 0 and an alternate hypothesis of Ha: 0, the following test is used: reject Ho in favor of 
Ha, if, and only if (see Mardia et al., 1979) 
where i denotes the time instant, n is the number of nodes and is the upper (100a)th percentile of 
the distribution. The probability of rejecting Ho when is false (i.e., the power flmction for the 
test) is 
1 - A  = P  
= p noncentral;ir^ > xlo =2 (22) 
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with 
- ' • - M r ,  (23) 
where is called the non-centrality parameter. 
Note that 
MbJ — + (24) 
by Eq. 5, 16 and 18. 
Thus, this test can be used to determine the specific time instants at which measurements 
become biased under djTiamic conditions. Also it is possible to distinguish biases in W from biases 
in Q as can cancel out of Eq. 24, since + S^j.\ can be zero if <5^^ remains constant over two 
consecutive time instants. This canceling attribute of Eq. 24 can be used in a procedure to 
differentiate between a nonzero Sw and a nonzero ^q. (This assumes that only one measured variable 
can become biased at any time instant). The null hypotheses is tested at each time instant in a moving 
window of m successive time instants, starting with the first m time instant. That is, each \vindow is 
size m and contains the results of hypothesis tests of the past m-i time instants and the current one. If 
the null hypothesis is rejected at least twice in each of q consecutive windows, the conclusion is that 
there is a bias in a flow measurement. The estimated time of occurrence is concluded to be the time 
instant of the first rejection in the first of the q windows meeting this condition of the conclusion of 
having a flow bias. On the other hand, if Ho is rejected only once in two consecutive time windows, 
then the conclusion is a bias in a level measured variable. For each analysis, the algorithm first tests 
for flow biases; if none are found, it evaluates the presence of a level bias. 
Strategy for Identification — The Intelligent Selection of Hypotheses (ISH) 
This strategy is simply an intelligent testing and evaluation of linear combinations of nodal 
total mass balances. The hypotheses can be expressed as follows: 
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Ho, = li Vr = 0 VS Hoi = 1, Vr 0 (25) 
where Ho, and Ha, are the so-called null hypothesis and alternative hypotheses, respectively, i is used 
for the zth linear combination, fit is a. q x 1 vector of total mass balance, and /, is a 9 x 1 vector of 
zeros and ones representing the linear combination of nodes involved in the rth test. Note that in the 
case of total mass balances only, for a network of q nodes, there are 2q-l possible combinations (i.e., 
tests). The or-Ievel test for any value of A (as described in Rollins and Davis, 1992) is to reject Ho, in 
favor of Hai, if and only i^ 
where is the upper (100a)th percentile of the usual x" distribution with q degrees of freedom. 
This strategy is called the linear combination technique (LCT) because the test given by Eq. 25 is a 
linear combination of the components of r. 
Before any hypothesis is to be evaluated, the LCT assumes that all measured variables are 
possibly biased except those that are omitted from the analysis. If Ho, is rejected, the conclusion is 
that at least one measured variable entering or leaving this nodal combination is biased. For example, 
consider a process with three streams and two nodes such that stream 1 enters node 1 and stream 2 
connects these nodes and stream 3 leaves node 2. If Ho,: /Zri + = 0 is rejected, the conclusion is 
that variable 1 and/or variable 3 is biased. Note that no conclusion should be made about the stream 
connecting these nodes, i.e., variable 2. Hence, the conclusion makes no direct statement about an 
individual measurement. 
In contrast, if Ho, is not rejected, the conclusion is that all measurements associated with these 
constraints except those that connect the nodes are unbiased. Hence, unlike previously, this type of 
result makes direct statements about individual measured variables. 
(26) 
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After the completion of hypothesis testing, each measured variable is in one of two sets. One 
set (SET I) contains the variables that have been concluded to be unbiased. That is, for all variables 
in SET I, their Ss are assumed to be zero. At this point in the analysis no conclusions have been 
made about the variables in the other set (SET2). If the conclusions for all the hypothesis tests were 
sufficient to identify the maximum possible unbiased variables, SETl and SET2 will have the 
following properties. SETl will be as large as possible and contain only unbiased variables. In 
contrast, SET2 will be as small as possible and contain only biased variables. When SETl and SET2 
have these properties, this is referred to as its deterministic solution and is the best that this approach 
can do. 
Note that due to the nature of the conclusion for rejected h>'pothesis (i.e., the statement "at 
least one") SET2 may contain unbiased variables. In addition, since conclusions are not made about 
variables in SET2 at this point, strictly speaking, this strategy does not make type I errors. Type I 
errors are made later when the parameters in SET2 are estimated. In contrast, since the conclusion for 
all variables in SETl is that they are unbiased, a type II error is made for each biased variable in 
SETl. 
It is important for each test to have a level of significance because large type I errors in 
testing hypotheses can lead to a very large SET2 which could severely affect identification accuracy. 
On the other hand, adequate power is important because foiling to not reject false null hypotheses will 
place biased variables in SETl that results in type II errors. 
The ISH procedure is as follows: 
• Run the q nodal balances first, i.e., total mass balances on the individual nodes 
• If Ho for node k(k= 1, is not rejected, do not run any linear combination with node 
k 
• Superfluous tests are further eliminated by not testing nodal combinations that are: 
— connected by small streams (i.e., streams that have a small probability of 
being identified because their biases would be too small to be detected); 
— disconnected 
— connected by a stream that has been concluded to be unbiased. 
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The main purpose of testing combined nodes is to eliminate the eflFects of the streams 
connecting these nodes. When the magnitude of a connecting stream is small it is not likely to affect 
the conclusions made about the presence of biases in other streams. Hence, no new knowledge is 
gained by testing such combination. Secondly, testing a combination of nodes that are not connected 
is the same as running their individual nodal tests, which is redundant. Finally, when a connecting 
stream has been concluded to be unbiased, it does not make sense to sum a combination to cancel the 
effect of a stream out because the conclusion has already been made that there is no measurement bias 
to cancel out. 
We now extend the previous models and detection and identification procedures to dealing 
with processes having dynamic and bilinear constraints. 
Intelligent Selection of Hypotheses of Linear Dynamic Systems 
Figure 1 illustrates the sequence of steps to perform a more effective identification of biases 
and leaks in a process having linear constraints, for example total mass flow balances. As raw data 
are fed into the system, the global test (as described by Eq. 21) is periodically performed and the 
moving window of results (i.e., GT's, as described previously) is continuously kept imtil such time 
instant that it flags the system as having a possible bias. If the moving window of GT's show a bias 
present, the type of bias is determined as described by Eq. 24 and the succeeding paragraph. We 
reiterate at this point that all stream measurements are assimied biased (ail in SET2) and all nodes are 
assumed to have level measurement bias (all in SET4). As in the steady-state ISH, we begin the 
identification by performing nodal imbalance checks using the LCT test for each node (i.e., perform 
the test shown by Eq. 25 with the Hr described by Eqs. 17, 18 and 24 using h containing only one 
non-zero entity representing each node under consideration). If the type of bias is a flow 
measurement bizis, all nodes are placed in SETS (i.e., the set of nodes without a level measurement 
bias) and the same procedure and conclusion as in the steady-state ISH is done. If Ho is rejected. 
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there is a possible bias associated in each stream emanating from the node. If Ho is not rejected, then 
all flow measurements associated with the node are concluded to be unbiased. As a result, if Ho is 
not rejected all streams associated with the node are placed in SETl (set of unbiased streams). 
Applying the heuristics developed in the steady-state ISH, all nodes that are flagged unbiased are 
removed from the analysis (i.e., no linear combinations involving these nodes are tested). 
Combinations of disconnected nodes are not tested nor are combinations of nodes connected by very 
small streams. On the other hand, if the type of bias is a level measurement bias, the node without a 
significant imbalance is placed in SET3 and all streams are placed in SETl. There are no further 
calculations required. 
Intelligent Selection of Hypotheses of Bilinear Steady-State Systems 
This solution to this problem is straightforward with the aid of the Two-Stage approach to 
dealing with bilinear measurements as presented in Roelfs and Rollins (1993). The GT is first done 
over the total mass flow measurements. If a bias is detected, the LCT as in the linear steady state case 
is performed and the biases are identified. At this point, the component measurements cannot be 
investigated fiilly because biases are present in the total mass flow measurements that may undermine 
the accuracy of the component balances. Only the nodes without suspected biases can be included in 
the second stage of the investigation. However, if no total mass flow biases are flagged, it is possible 
to proceed to the second stage. In this stage, the process model is rewritten to conform to the 
component balances in question by substituting 
A' = A X diagCt/p) (27) 
A' X //x = 0 (28) 
where A is the constraint matrix, //f is the vector of stream flow rates, and is the vector of 
component mass fi:action measurements. We then proceed with the LCT as in the linear case with 
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one additional rule of thumb: if the component flow and the stream it is associated with are very 
small, the stream can be eliminated from the analysis. 
If, however, there are biases in the total mass flow measurements, there are two choices to 
deal with these total flow biases in order to perform the investigation on component biases. The first 
is to fix the bias identified in the first stage and then treat all total flow measurements as unbiased. 
The second option is the addition of a new rule of thumb for the second stage: the flagging and 
elimination of suspected total mass flow biases and nodes that leak from the second stage of the 
analysis. Because this, in a sense, eliminates a portion of the original network from the analysis, there 
will be significantly less information gathered from the second stage depending on how much total 
mass flow errors are detected and identified in the first stage. For example, if node A is suspected to 
have a leak, node A will be eliminated from the second stage of the analysis which means component 
measurement biases in streams associate with node A may not be investigated. They may still be 
investigated, however, if the other nodes connected to A do not have total mass flow biases. In 
addition, it will be virtually impossible to detect and identify component leaks as these will manifest 
in the first stage of the analysis (i.e., the total mass flow analysis) as a nodal leak, and hence will 
cause the node to be removed from the second stage of the analysis. Figure 2 shows an illustration of 
how the identification proceeds. 
Intelligent Selection of Hypotheses of Bilinear Dynamic Systems 
The detection and identification of gross errors in dynamic systems having bilinear 
constraints has been a long-standing problem in this area of chemical engineering. Many solutions 
have been presented but most have been numerically too complex and expensive as most approaches 
involved non-linear programming. In this section we present a less computationally intensive method 
that is a combination of the techniques we have discussed in the previous sections. 
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Figure 3 shows an illustration of the sequence of steps for the strategy. The procedure closely 
follows the procedures for dealing with the dynamic linear case and the steady state bilinear case. As 
raw data are fed into the system, the global test (as described by Eq. 21) on the total mass flow 
measurements is periodically performed and the moving window of results (as described previously) 
is continuously kept until such time instant that it flags the system as having a possible bias or leak. 
The type of bias is then determined. The ISH is then performed over the total mass flow 
measurements and mass flow measurements and nodes are tagged as unbiased or possibly biased then 
classified into the sets discussed previously. Nodes in SETS (i.e., nodes with no level biases) that 
have no streams in SET2 (i.e., possibly biased streams) are then taken to the next stage of the analysis 
for component bias detection and identification. A component test on each component is performed 
and when Ho is rejected, the particular component balance is analyzed. The LCT is performed along 
with the additional heuristics mentioned in the previous sections. The component measurement 
biases are then classified and then tagged as biased or unbiased and classified into the sets described 
previously. 
Performance Measures 
Three appropriate performance measures developed specifically for the LCT (Rollins et al., 
1996) used in this study are as follows: 
S1UT = 100 #of unbiased variables in SETl 
(29) 
# of unbiased variables simulated 
S2BT = 100 # of biased variables in SET2 
(30) 
#of biased variables simulated 
S2B2 = 100 # of biased variables in SET2 
# of variables in SET2 
(31) 
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SlUT is the percent of unbiased variables in SETl. S2BT is a measure of the technique's ability to 
retain biased variables in SET2. S2B2 is the percent of the variables in SET2 that are biased. 
In addition, we develop three performance measures for level bias detection and identification. 
S3NLT = 100 # of nodes without level bias in SETS 
(32) 
#of nodes without level bias simulated 
S4LT=100 # of nodes with level bias in SET4 
(33) 
# of nodes with level bias simulated 
S4L4 = 100 # of nodes with level bias in SET4 
(34) 
# of nodes in SET4 
S3NLT is the percent of nodes without a leak in SET3. S4LT is a measure of the technique's abihty 
to retain nodes with leaks in SET4. S4L4 is the percent of nodes with a leak in SET4. In this study, 
each run is composed of 1,000 simulations. 
Results of The Simulations 
The techniques discussed above were tested on computer-generated data based on the process 
networks shown in Figs. 4 and 5. Figure 4 is the steam metering process used by Serth and Heenan 
(1987) but modified into a dynamic run by adding a ramp function programmed in ACSL and was 
used to evaluate the performance of the new identification method for dynamic systems. Figure 5 is a 
simple recycle process network used in Devanathan and Rollins (1999) with three components used 
to test the performance of the bilinear ISH. The same system was simulated with some added 
dynamics to test the performance of the dynamic bilinear ISH. 
Results of the simulations are presented in Tables 1-6. 
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Tables 1 and 3 show the results of performing dynamic ISH on a s>'stem with one flow 
measurement bias and one level measurement bias, respectively, developing at time = 5 in a total run 
length of 50, with m = 5 and q = 4. The threshold, ^ (see Rollins et al., 1996), for eliminated streams 
was varied. It appears that eliminating the nine smallest streams has improved the identification of 
both biased and unbiased measurements in both the inventory and the state variable biases. When 
the significance level is varied. Tables 2 and 4 further indicate that decreasing the significance level 
improved the identification of unbiased measurements. Decreasing the significance level did not 
improve SET2's ability to keep biased measurements. 
Table 5 and 6 show the results of performing bilinear steady-state ISH with both the threshold 
and number of biases varied. It appears that eliminating the smallest streams improved the 
identification of both biased and unbiased total flow measurements. Table 6 shows the result of both 
total and component bias identification when nodes and streams with total flow biases are removed 
before proceeding to the second stage of the analysis. The procedure suggests that when more 
streams with total flow biases are eliminated before the second stage, more component measurements 
are automatically flagged biased thus causing SlUT in the component stage to be small. However, 
also because of this, there is more likelihood for biased component measurements to be retained in 
SET2. It is quite apparent from the data that the factor that affects the component bias identification 
the most is the number of total flow biases. It can be seen by the large difference between the 
S2B2C values for the cases of (1) 1 total flow bias and 1 component bias (94.2) and (2) 3 total flow 
biases and 1 component bias (70.4). In addition, the identification performance becomes very poor 
when the numbers of both total flow biases and component bicises are large. This is evident firom the 
large gap between the S2B2C of (1) 1 total flow bias and 1 component bias (94.2) and (2) 3 total flow 
biases and 3 component biases (47.3). 
Due to the nature of the procedure for ISH of the dynamic and bilinear case, since only one 
bias can occur at any given moment and corrected as soon as possible, the results are simply the same 
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results as in the bilinear case when only one total flow measurement bias occurs. In addition, when 
there is one level measurement bias. Table 7 shows the method still gives acceptable results. 
Conclusion 
In this study, we have presented several new strategies for detecting and identifying flow and 
level measurement biases in dynamic and/or bilinear systems that were shown to have high detection 
and identification accuracy. These new strategies improve the identification performance by 
optimally selecting statistical tests for determining balance closure. Furthermore, they have the 
advantage of being computationally simpler than most other available methods. Being less 
computational, these techniques promise to be good candidates for incorporation into data 
reconciliation expert systems or malfunction diagnosis e.xpert systems. This could facilitate more use 
of process knowledge such as known or highly suspect faults and can also improve the partitioning 
search function especially when applied to large-scale process networks. 
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Table 1. Results of Dynamic ISH with flow bias (ct = 0.025|I.;N= L;a = 0.10) 
SlUT S2BT S2B2 
0.1 99.3 48.7 86.2 
6.0 99.5 50.3 90.3 
Note: ^ = 0.1 means no streams were neglected, ^ = 6.0 means the 9 smallest streams 
were neglected from the analysis. 
Table 2. Results of Dynamic ISH with flow bias (cr = 0.025|x; N = I; ^ = 6.0) 
a SlUT S2BT S2B2 
0.5 98.9 50.9 86.7 
0.1 99.5 50.3 90.3 
0.01 99.6 48.9 96.7 
Table 3. Results of Djiiamic ISH with level bias (cr = 0.025(i; N = 1; a = 0.10) 
S3NLT S4LT S4B4 
0.1 92.4 33.1 67.4 
6.0 94.1 36.3 69.2 
Table 4. Results of Dynamic ISH with level bias (a = 0.025}j.; N = 1; ^ = 6.0) 
a S3NLT S4LT S4B4 
0.5 92.3 36.7 63.1 
0.1 94.1 36.3 69.2 
0.01 95.0 35.8 72.8 
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Table 5. Results of Bilinear ISH (CT = 0.025|j,; N = 1; a = 0.10) 
NB SlUT S2BT S2B2 
0.1 1 3 
94.2 
91.3 
34.2 
28.3 
63.1 
69.2 
3.0 1 3 
96.2 
94.3 
34.9 
29.1 
85.3 
77.4 
*^ote: NB = number of total flow measurement biases 
Table 6. Results of Bilinear ISH (CT = 0.025|j.; N = 1; a = 0.10; = 3.0; ^ = 0.15) 
NBT SlUTT S2BTT S2B2T NBC SlUTC S2BTC S2B2C 
I 96.2 34.9 85.3 1 3 
43.4 
39.3 
80.7 
78.9 
94.2 
87.6 
3 94.3 29.1 77.4 1 3 
49.7 
44.3 
73.1 
69.2 
70.4 
47.3 
Note; ^1 =3.0 means the 2 smallest streams were neglected fhim the analysis in the first stage. 
^2 = 0.15 means the 2 smallest component streams were neglected in the second stage. 
NBT = number of total flow measurement biases 
NBC = number of component measurement biases 
S lUTT, S2BTT, S2B2T = performance measures for total flow bias 
S lUTC, S2BTC, S2B2C = performance measures for component bias 
Table 7. Results of Dynamic and Bilinear ISH (c = 0.025fi; N = 1; a = 0.10; = 3.0; ^ = 0.15) 
NBL S3NLTT S4LTT S4L4T NBC SlUTC S2BTC S2B2C 
1 90.3 30.3 79.6 1 3 
38.3 
30.5 
00
 
ON
 '-
-J 
1 
87.8 
82.1 
Note: = 3.0 means the 2 smallest streams were neg ected from the analysis in the first stage. 
^ = 0.15 means the 2 smallest component streams were neglected in the second stage. 
NBT = number of level measurement biases 
NBC = number of component measurement biases 
S3NLTT, S4LTT, S4L4T = performance measures for level bias 
S lUTC, S2BTC, S2B2C = performance measures for component bias 
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Raw data 
Bias 
detected? No 
Yes 
GT 
moving window 
Determine bias type 
Identi^' location of bias 
using LCT and heuristics 
Results 
Figure 1. Procedure for Dynamic ISH. 
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Figure 2. Procedure for Bilinear ISH. 
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Figure 3. Procedure for Dynamic Bilinear ISH 
65 
10 D 12 
^ 17 T 11 J 
25, 
22 
B 
—I X—' 
6 ^ F 13 
14 
i 
C 
I _ 
A 
3 ^ 15 ^ 
H £ 
18 
23 
It 
19 
26 
21 
K 28 
Figure 4, Flow-metering system of Serth and Heenan (1987) used for the 
simulation study of Dynamic ISH. 
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4 
Figure 5. Network used for the simulation study of Bilinear ISH and 
DjTiamic and Bilinear ISH. 
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CHAPTER V. A KNOWLEDGE-BASED FRAMEWORK FOR 
GROSS ERROR DETECTION AND ffiENTIFICATION 
A paper to be submitted to Computers and Chemical Engineering 
Marivic B. Bascunana, Derrick K. Rollins and Jim F. Davis 
Abstract 
This study focuses on the simplification of the gross error detection and data reconciliation 
problems at hand using additional process knowledge; incorporating heuristics for a more systematic 
and efifective use of the unbiased estimation technique (UBET) (Rollins and Davis, 1992) and its 
extensions (Rollins and Roelfs, 1992; Rollins, et al., 1996; Devanathan, 1997; Rollins and 
Devanathan, 1998; Bascunana and Rollins, 1998); and the creation of a computational fi^mework to 
provide the mechanism for their use. We present an efficient knowledge-based system approach to 
gross error detection, identification and estimation in chemical plants. A prototype expert system 
designed for a specific unit, a 12-stage distillation column, is created for demonstration purposes. 
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Introduction 
Chemical process plants typically have a large number of measured variables and most of 
these measurements contain some degree of error. Measurements contain random errors that are 
usually assumed to be independently and normally distributed with zero-mean and possibly bias. 
Gross measurement errors are due to leaks, failure of measuring instruments and controllers, and 
biases of measuring instruments and controllers. These errors corrupt the individual measurements 
and therefore cause discrepancies in the material and energy balances of the process. Thus, data 
reconcih'ation (DR) is frequently required before the data can be used for evaluating process control 
or process optimization. 
In DR, inconsistencies are resolved between plant measurements and the known mass and 
energy balances by adjusting the measurements to satisfy these physical constraints while optimizing 
an objective criterion such as least squares. Because the objective of data reconciliation is quite 
clear, there are today many methods available with particular capabilities (i.e., ranging from 
detection, location, identification, to estimation) and shortcomings, and at vajying levels of difiBcully 
(i.e., ranging from simple matrix manipulations to eigenvalue calculations and orthogonal 
collocations). In addition, plant processes are typically very large networks of equipment and 
streams. A typical refinery might consist of 200 to 500 streams, and considering only mass transport, 
this can be a considerable statistical regression problem. Superimposed on this problem are the 100 
to 200 vessels around which balances will exist (i.e., nodes). Thus, the problem of data inconsistency 
and eventual reconciliation can be a computationally intensely difficult problem and quite 
ovenvhelming. 
With the difficulty of application and inconsistencies in the results comes user dissatis&cdon. 
And so despite the fact that computers are getting more advanced and more capable of handling 
tremendous amounts of data, new data reconciliation methods have yet to mature in its use. 
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There are several ways which this problem can be ameliorated; (1) Simplify the data 
reconciliation problem; (2) increase the effectivity of the methods while reducing complexity; and 
(3) reduce the size of the network to be examined. 
In our view, a data reconciliation problem can be significantly simplified by the addition of 
more process knowledge, not necessarily process data. For example, using the information of 
previously known meter faults and thereby properly isolating them fi-om the analysis removes 
contaminated data that can greatly affect the reconciliation problem. Not only that, the starting point 
of the reconciliation need not be in the detection and identification of the error but can proceed 
directly to estimation. Information about the topology of the network when properly considered can 
reduce the hj'pothesis testing space for the presence of errors. Effectivity of the available methods 
can be increased by fecilitating proper selection (i.e., the best method for a particular situation) and 
augmenting methods that complement each other. The network size and the corresponding data 
reconciliation problem can be "reduced" by eliminating streams that are known to have no significant 
influence on the state of the other streams (e.g., very small streams). These are just a few examples of 
ways of overcoming some of the difficulties in data reconciliation. (A more detailed discussion is 
given later.) 
It is interestbg to note that, in general, a more effective use of available information is 
critical. "Information," in this context, would be available process knowledge (not just numerical 
process data) and strong technical understanding of existing data reconciliation techniques. An 
expert or several experts in the plant will no doubt have this capability but in some ways, limited. A 
fiamework that can contain the knowledge of the experts, a library of data reconciliation methods it 
can rely on, and the advantage of computation speed would be ideal. In addition, an explanation 
fecility that can increase user confidence on the results and consequently its use is what is needed. 
For this reason, a knowledge-based system (KBS) promises to lend itself well to this task. In this 
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article, we outline a knowledge-based problem-solving framework to perform data reconciliation 
using knowledge that experts use to solve such problems. 
In the next sections, a new way of viewing the nature of data reconciliation problems is 
discussed, followed by a detailed discussion of the new framework and enumeration of results of 
simulations and implementation. 
The Structured KBS Approach 
In most current approaches to building expert systems, knowledge is typically thought of as 
independent in the vNay it is used during problem-solving. This viewpoint while promoting general 
applicability of the programming approach does not recognize the structure that is inherently present 
in many problem-solving activities such as in chemical engineering process design and diagnosis. 
This is exemplified in the widely used rule-based approaches where there is typically no attempt to 
explicitly recognize differences in problem-solving activities. The overall architecture still consists of 
a collection of rules manipulated by a problem-independent inference engine, (i.e., a separate 
knowledge base and inference mechanism). Recently, it has been proposed that greater problem 
solving eSGciency can be achieved by imposing structure in the computational methodology and in 
the organization of domain knowledge (Chandnisekaran, 1986). The majority of recent studies 
investigating knowledge-based diagnostic systems have focused on knowledge representation issues 
which involved rules and frames (Venkatasubramanian and Rich, 1987) and problem-solving 
strategies which involved compiled or model-based approaches (Kramer and Palowitch, 1985). 
Common among these studies is the creation of architectures which involve separating the 
knowledge-base and the inference mechanism. 
An example of the use of this structured architecture is in the area of process design. In the 
plant, the networks of equipment to be designed tend to be large and complicated. The problem can 
be decomposed into subproblems that correspond to the design of subassemblies, each of which can 
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be considered a task. This illustrates a divide-and-conquer strategy critical for eflHcient problem 
solving where each of the sub-tasks or subproblems can essentially be solved independently of each 
other with relative ease. A supervisor then handles any interdependencies between subproblems by 
ensuring that the attributes or specification assigned by each of the subproblems meet the constraints 
of the other subproblems. Throughout the design, restrictions are checked to ensure that the design 
requirements are being met. When programmed into a KBS, the subproblems are handed to 
specialists that contain not only design specifications but also plans containing steps that need to be 
performed by the specialist. In other words, not only do each of the blocks contain data but also 
directions on how the solution is to proceed. Thus, in this approach, different forms of knowledge 
are used such as: (I) knowledge about the decomposition of the design problems into subproblems; 
(2) procedural information about problem solutions in the form of pre-enumerated plans; and (3) 
constraints encoding design restrictions. The task-oriented approach not only identifies these 
different types of design knowledge, but also helps to determine when and how they should be used 
during the design process. 
Another example of this structured approach is in the area of process diagnosis. An 
alternative approach that provides a more systematic and organized way of addressing the diagnostic 
problem is to proceed firom very broadly defined malfunctioning systems of the plant to more specific 
malfunctioning subsystems. The strategy results in the organization of sets of malfunctions in terms 
of single, generally defined concepts. By eliminating individual organizing concepts instead of 
individual malfunctions, large groups of the total number of plant malfimctions can be removed from 
consideration. Since the solution space (the set of potentially malfunctioning components) is very 
large for complex systems, focus and control in problem solving are needed to navigate the large 
solution space effectively. With the imposed problem-solving structure, attention can often be 
directed immediately to some subset of the solution space. Hence, conceptually, just as in process 
design, each node in the hierarchy is a knowledge-specialist. It contains both the local control 
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strategy and the knowledge required for evaluating the malfunction hypothesis (i.e., an integrated 
knowledge-base and inference mechanism). Each node represents a malfimction category that 
identifies a system or combination of systems or equipment item that can be evaluated for normal or 
abnormal behavior. 
Figure 1 illustrates the main difference in the architecture between an "ordinary" expert 
system and a "structured" expert system. In the standard expert system, there is a separate 
knowledge base and an inference mechanism. In the structured expert system, the knowledge and the 
inference mechanisms are distributed and organized according to the type of the subproblems at hand. 
Explicit structure has certain additional and direct benefits. The distributed nature of the 
problem solving achieves a certain degree of modularity. Each individual knowledge structure that 
participates in the problem-solving process represents a modularized unit containing its own 
knowledge and inference machinery. This modularity aids in the organization and testing of 
knowledge during implementation and maintenance. The explicit structure enhances the ability to 
upgrade and helps organize the knowledge acquisition process. 
The problem of complex data reconciliation can be seen as a combination of a design 
problem and a malfimction detection application. It is a design problem because in the first phase, it 
is desired to come up with the most efficient combination of data reconciliation methods to be used to 
perform the most complete data reconciliation of a process network. In a sense, the data 
reconciliation solutions for subsets of the network will have to be designed by specifying the 
appropriate data reconciliation methods to use chosen firom a collection of available methods. And in 
addition, parameters such as power requirements, significance levels and sample sizes, have to be 
specified for each data reconciliation solution for each subset of the network. An overall system then 
looks at the subsolutions of the data reconciliation problem and makes sure that there are no conflicts 
between the conclusions and a most efficient overall performance is achieved. On the other hand, it 
can also be seen a as detection problem in terms of detecting some low-level malfunctions such as 
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biases and ieaks. Besides this data reconciliation problem uses uncannily similar data to expert 
systems being used today for malfunction diagnosis and strives to provide the same results as will be 
seen in the next chapters. 
Since the data reconciliation of large process networks can be viewed as a combination of 
process design and malfunction diagnosis, the expert system that is created for this purpose contains 
influences from both, most notably, in the organization of the knowledge-base and the inference 
mechanism. The breakdown was based both on the functional relationships and the structural 
relationships between all the equipment in the network being examined. Malfunction diagnosis 
systems routinely make use of functional relationships (e.g., systems are broken down into feed 
systems, reactor systems, control systems) because this type of problem makes more use of 
behavioral knowledge most of which are cause-and-efifect relationships. In the resulting hierarchy, 
each node represents a clsiss of malfunction hypothesis. A search over the hypothesis space is 
performed with the end nodes (the goal nodes) leading to the confirmation of a particular 
malfunction. In process design, the partitioning is usually based on structural relationships or 
connectedness. Unlike in malfunction diagnosis, each node in the process design space contains a 
set of plans or enumeration of steps that has to be performed. The final states or the goal states are 
the specification of attributes ±at are needed by the design of the structural component in question. 
Figure 2 shows the architecture of the data reconciliation KBS incorporating both the 
structure and problem-solving strategy of both a process design and a malfunction diagnosis system. 
The overall data reconciliation problem is broken into subproblems that correspond to smaller data 
reconciliation design problems taking advantage of the process network's physical structure and 
process relationships. This imposed structure based on physical connectedness reduces the size of 
the hypothesis space to be considered for the search of biased sensors. As in the process design KBS, 
each interior node will be considered a knowledge speciah'st because it contains both the local control 
strategy in the form of plans for performing the data reconciliation and the knowledge needed to 
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evaluate whether a data reconciliation can be performed or not. The plans could include a list of 
tasks for filtering, classifying, and collecting measurements involved in the subset of the network 
represented by that node. It could also include directions for selecting the appropriate data 
reconciliation method. The knowledge that could be attached to the node that could be helpful in 
evaluating the possibility of performing the data reconciliation could include the characterization of 
the processes in the subset of the network represented by the node. This may include the 
confirmation of the completeness or incompleteness of data, and the linearity and dynamics of the 
subset of processes represented by the node. When a node is evaluated as irreconcilable (i.e., no data 
reconciliation method can be applied on the subset of the network represented by the node), the 
evaluation proceeds to the nodes in the next level representing smaller subsets of the process networic 
and so on until an appropriate and comprehensive data reconciliation is performed. While decisions 
will propagate from the starting node towards the subnodes, information may also flow firom the goal 
nodes towards the interior nodes. Borrowing firom a malflmction diagnosis KBS, the exterior or goal 
nodes may correspond to the state of particular components of the equipment such as sensor faults, 
missing readings, etc. Goal nodes could be sensor objects that may be flagged as "RECONCILED" or 
not. When searched back, it may help in the further definition of the state of the process or 
subprocess and help determine the appropriate data reconciliation method to be used. This 
information may propagate inwards into the hierarchy and assist in characterizing subsets of 
processes represented by the interior node. For example, information about a known faulty sensor 
can be used in the selection of a quicker appropriate data reconciliation method that can skip the 
detection step and proceed to estimation. Another example, information about a very small stream 
\\^en propagated inwards may invalidate a hierarchical cotmection and thus prune the space under 
consideration. This simultaneous flow of information may lead to a more efifective use of available 
data and hence a greater likelihood of arriving at a correct result and obtaining a fester response. 
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The Use of Object-Oriented Programming 
In order to deploy effectively the computing resources, the system must be able to focus on 
the most significant events. This may involved prioritizing, changing the rate and type of data being 
analyzed and bringing a new knowledge source to bear. These represent the most significant 
requirements of a data reconciliation expert system. While conceivably each individual requirement 
might be met using a procedural language such as FORTRAN, taken as a whole, these requirements 
dictate a different computing paradigm to be used. In particular, since the knowledge base is mainly 
in the form of rules and facts, rather than equations and procedures, the use of the inference engine is 
a very natural choice. It allows inferences to propagate in all appropriate directions, which would be 
difQcult to achieve in a procedural computing environment. Use of object oriented-progranmiing 
(objects, inheritance, mles, daemons) provides an effective means of implementing this very 
important requirement. 
Another important idea in object-oriented systems is being able to specify how slots can 
contain values and what type of values they can hold. This allows specification of data t>pes for 
slots, initial and default values, and restrictions on value ranges. Also procedures to execute for 
obtaining the values can be specified or even procedures to execute after getting the value. These 
types of procedures are referred to as daemons. For example, in the objects belonging to some 
classes, the SYMBOLIC_VALUE slot may change, so it would be convenient to call a procedure to 
calculate the symbolic value on an as-needed basis. A daemon can be placed to do this based on the 
current values in the RAW_VALUE slot. The RAW_VALUE slot can also be restricted to a certain 
range of values if it is known that a particular variable or measurement cannot physically exceed 
some upper bound. 
As mentioned previously, the knowledge base of the prototype ES consists of two types of 
knowledge, structural and behavioral knowledge. Objects model structural knowledge. An item is an 
entity of interest in an application, for instance, variables, parameters, products, process equipment 
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and their interconnections. Figure 3 shows the major classes of items used in our implementation. 
Each object is associated with a name and a table of attributes. All objects belong to a class. For 
instance, temperature and flow sensors belong to the sensor class and the collection of all temperature 
sensors would be an object. Physical connections between objects form a class of items known as 
connection. 
An instance of an object is a physical realization of the object. Consistent with the examples 
just given, an individual temperature sensor would be an instance of a temperature sensor object. Ail 
instances of the same object have the same symbol and the same attributes, but the values of the 
attributes can differ in different instances. All classes of objects exist within a hierarchy of classes. 
Each class in the hierarchy inherits the attributes and the connection stubs of its superior class. 
Additional attributes may also be defined for each subclass of objects. In addition to physical 
entities, abstract entities such as variables, parameters and lists can also be represented as objects. 
The second type of knowledge is behavioral knowledge. Behavioral knowledge is modeled 
by rules which contain an expert's knowledge of what to conclude and how to respond to given sets of 
conditions. The most common form of a rule is an IF-THEN rule. It consists of two parts, an 
antecedent that lists the conditions and a consequence that stipulates what to conclude or how to 
respond. Rules are grouped into rule sets or categories, namely: prediction rules, inspection rules, 
diagnosis rules, feedforward and feedback rules, and control rules. These rules are used to initialize 
the ES, to assist manual information input, to send messages to different classes of users and to 
display information to the operator. Some of these rules may be included as part of an object. Rules 
associated with a particular class or object may be attached as one of the object's components. Most 
rules in our implementation were arranged into tables that can be accessed at any time. 
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The Framework 
In this section, the modules that will comprise the conceptual computational framework will 
be described followed by a discussion of the application of the modules and a description of our 
implementation of said modules. 
Figure 4 shows a diagram of how a data reconciliation block can fit into a process 
environment. A data acquisition module retrieves current snapshot values for all the monitored 
variables every cycle. An N-valued history is maintained for each variable but the interval bet\veen 
each data point is dependent on the time constant of the variable. The time constant for each variable 
will be determined by reviewing past data. The time constant should be adequate enough to capture 
those aspects of time varying behavior required for event detection. The data are analyzed and fed 
to the knowledge-based system of choice. In the diagram, it could be a data reconciliation expert 
system, a malfunction diagnosis expert system, or both. 
Figure 5 shows the structural relationship between the data reconciliation expert system and 
the feult diagnosis expert system. In this paper, they are depicted as separate entities. While the 
data reconciliation expert system can provide information about sensor malfunctions such as biases, 
its main task is to provide accurate reconciled values. In addition, the malfunction detection 
capability of the data reconciliation expert system is limited to low-level malfunctions (i.e., faults 
related to sensors and final control elements such as valves) while expert systems dedicated to fault 
diagnosis can detect higher level malfunctions such as plugged pipes, runaway reactions, etc. 
Basically, the data reconciliation expert system awaits requests for reconciled data by the malfunction 
diagnosis expert system. The request for data reconciliation may be for the whole process network 
or only for subsets of the network under suspicion of a malfimction currently being diagnosed by the 
malfunction diagnosis system. Note that a malfunction diagnosis expert system can potentially 
greatly benefit from the availability of accurate reconciled values that it would use in the diagnosis 
because the use of faulty sensor values may lead to maccurate diagnostic conclusions. In addition. 
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the data reconciliation step can aid in the diagnosis by detecting sensor feilures that may be the root 
cause of a malfunction under consideration. Furthermore, the capability to perform partial 
reconciliation requests on demand may result in savings in computation demand as compared to 
approaches that sought to validate all measurements at once. In the diagram, the data reconciliation 
expert system receives information of the particular group of equipment to be reconciled and 
information about previously known low-level malfunctions related to the equipment and all streams 
connected to the equipment. The data reconciliation expert system then performs the reconcih'ation 
and sends back the requested values to the malfunction diagnosis expert system to aid in the 
diagnosis. 
Figure 6 shows a more detailed illustration of the functional relationships between the data 
reconciliation expert system and the tasks involved. As mentioned in earlier sections, several basic 
tasks comprise data reconciliation, namely: detection, identification and estimation. In addition, 
auxiliary steps such as variable classification and coaptation sometimes need to be performed. In the 
expert system fiiamework, checks for the requirements of available methods (such as performance of 
power evaluations) are added as operational blocks. 
Data about process measurements and properties are first received by the data reconciliation 
expert system. The system under consideration is characterized and the appropriate method is 
selected. In the characterization of the system, information about previously known feults are taken 
fi-om other portions of the expert system. In the selection of appropriate methods, evaluations of 
certain method attributes such as power of tests (global and component tests) are made using desired 
sample sizes, levels of significance and size of effects to be detected. Some of these information 
may be provided by the KBS or may be provided by the operator. When required attributes are not 
met, such as when power evaluations produce results less than the desired value, a decision must be 
made of whether to continue ruiming the analysis using the method currently being considered or to 
pick a different method. The user could be prompted for a decision or some explicit instructions for 
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making the decision could be placed in the expert system's knowledge base. On a different plane, 
problems such as this illustrate the data handling ability of a data reconciliation expert system. Data 
that were used to check for required attributes could sometimes not be used for subsequent analysis 
and discarded. New data will have to be generated or obtained (conditionality). The decision to nm 
or not to run an analysis should not be made lightly when data are difBcult to obtain. If an analysis is 
nm with inadequate power, and the results are not of much help, additional data will have to be 
obtained to proceed with the analysis. 
When a method is selected and the required attributes are specified or met, the analysis 
proceeds starting with the detection, usually using a global test. If the tests indicate the presence of 
biases and/or leaks, the analysis may continue into the identification step or the results may be 
returned to other portions of the expert system for further evaluation. At times, the request could be 
to proceed directly to estimation when no biases or leaks are present. If biases or leaks are detected 
in the detection phase, the locations are found and the biases and leaks are identified. The biases and 
leaks are then estimated and reconciled values of desired variables are sent out to the malfunction 
diagnosis block that made the request. If some other plant system initiated the analysis, the results 
would be sent to the appropriate unit needing reconciled data. 
Figure 7 shows the structural fiiamework of the resulting data reconciliation expert system. It 
will be composed of three main sections; Data Reconciliation Module (task-based), the Process 
Classification Module (hierarchical classification), and the Methods Database. 
Data Reconciliation Module 
The Data Reconciliation Module, being the task-based portion of the whole KBS, is the main 
engine that drives the movement of information and the path of problem-solving in the fiamework. 
Its main fimction is the "design" of the most extensive gross error detection and data reconciliation 
that can be done for a given process network or subnetwork. This module contains three main 
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specialists, namely, the Measurement Specialist, the Process Speciah'st and the Methods Specialist. 
Each of these specialists works closely with the Process Classification Module which provides 
informed or structured access to dififerent plant objects and classes. Each specialist has its own set of 
plans and tasks and also contains many useful daemon procedures. 
Measurement Specialist 
This specialist's main goal is to be able to characterize, process and tag measurements as 
needed by the other specialists in the data reconciliation module. At dififerent points in the operation 
of the knowledge base, data will be requested by this specialist from the process classification module 
or via querying of the user for inputs. Associated with some of the tasks in this specialist, some data 
will be tagged and processed as follows: 
• confirmation of normality or applicability of the central limit theorem 
(flagged as NORMAL or NOT NORMAL) 
• confirmation of independence (flagged as EMDEPENDENT or NOT 
INDEPENDENT) 
• confirmation of zero-mean noise (flagged as BIASED or NOT BIASED) 
• trend (INC, DEC, STABLE, UNKNOWN) 
• mean 
• histoiy horizon 
• variance data 
• measurement thresholds 
- availability (MISSING, REPLACED) 
As shown by the list, aside from fimctions for interpreting the normality, user input queries 
such as obtaining trend information, and measurement mean are attached to the sensor, controller or 
valve objects so that when an object is called, values are generated using the fimctions when 
requested. These are some of the daemon fimctions mentioned earlier. 
In the measurement speciaUst, data are checked for normality, for the presence of 
autocorrelations, for missing measurements, etc. When data are determined as not coming from a 
normal distribution, additional data may be requested (i.e., the history horizon is lengthened) until the 
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collected data meets the criteria of normality or exceeds the limit in which case the measurement is 
flagged as "NOT NORMAL." Data that exhibit autocorrelation may imdergo further processing. 
Since most methods assume independence of measurements, removing or minimizing the effect of 
autocorrelations increases the choice of data reconciliation methods to be applied and thus, increasing 
the likelihood of selecting the most efiScient method. Some prewhitening steps may be applied such 
as the one that is described in Kao, et al (1993). The sampling frequency may be adjusted based on 
the examination of lags exhibited in the autocorrelation fimctions (ACF's) and partial autocorrelation 
functions (P ACF's). If the correlations are not completely removed, methods that make use of nodal 
imbalances will be used instead since nodal imbalances are more often less correlated than the 
individual stream measurements. Missing measurements are replaced by reliable values taken fi-om 
the process database whenever possible or queried from the process operator. When necessary and 
whenever available, material and energy balances, process model equations and empirical correlations 
or inferential control are used to determine a quantitative alternate value. The necessary functions are 
attached to the objects. Due to the general lack of hardware redundancy in chemical plants, this 
represents the primary source of alternate values for the sensors. But it should be noted that only a 
small fraction of the balances that can be directly derived from a basic understanding of the process 
could be applied because the measurements required for these calculations are not available. As a 
result, the models must be formulated with existing process instnmientation in mind. Secondly, 
mathematical models are generally developed based on certain assumptions, usually using normal 
operating conditions. A felse assumption may invalidate the model used. Third, due to inherent 
process disturbances and noise in the sensor readings, tolerance limits for normality and trends need 
to be specified for the data. Thus an appropriate tolerance must be determined for each calculation 
based on past data. 
Within the speciaUst, sensor pre-checks are also done for obvious sensor errors. The sensor 
would be flagged as "FAULT" and the data will be excluded and flagged as "MISSING" when there 
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is bad input, unusually high values, abnormal rate of change, values out of statistical process control 
limits, or sensors not measuring but sending a constant signal (i.e., dead sensors). These feult 
categories can be readily resolved with independent checks on the individual sensors. However, 
sensors with readings within expected ranges but incorrect because of drift or miscalibration or 
deterioration of instrument (i.e., with biases) are more difficult to detect and isolate. It cannot be 
done independently and requires information from other sensors and this task is reserved for the other 
portions of the KBS. 
Process Specialist 
The main goal of this specialist is the characterization of the processes in a given 
subnetwork. Portions of the processes under consideration maybe tagged by the daemon 
in this specialist as follows: 
• constraints (LINEAR, BILINEAR, NON-LINEAR) 
• dynamics (STEADY, DYNAMIC, PSEUDO) 
• speed (FAST, SLOW) 
• process-specific info (REACTION, LEMTTCYC, UNSTABLE) 
• size and complexity of system (evaluated to LOW, MED, HI) 
- number of nodes or equipment (NODES) 
- number of observed and unobserved variables (OBS) 
- number of measured and unmeasured variables (MEAS) 
- average node degrees (NODEDEGS) 
As in the measurement specialist, some of the daemon procedures contain evaluation agents 
while some contain querying agents. 
The hypothesis in each specialist node is that complete data reconciliation may be done. The 
relationships between the nodes are in the form of parent and child concepts. The evaluation of the 
hypothesis is done by collecting information from children nodes. Because of this, this specialist 
depends greatly on the hierarchical classification structure of the Process Classification Module 
network or 
procedures 
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(which will be discussed in the next section). For example, to characterize a subnetwork as having 
"complete measurements" (i.e., no missing data), the children nodes that represent smaller plant 
components (perhaps in the equipment level), may pass along some sensor attributes pertinent to the 
question asked by the parent node. When a specialist node is fully characterized an appropriate data 
reconciliation method is selected from the methods database using the method selection module. 
When a match is found, the hypothesis is flagged as "TRUE" and data reconciliation is performed on 
the subnetwork represented by the node just flagged as "TRUE." When a node cannot be fiiUy 
characterized and no data reconciliation method is found to match, the search along the hierarchy is 
continued. Thus, in the classification module, the task is to search the hierarchy and identify the 
appropriate node where complete data reconciliation may be done. The worst case scenario is when 
the search exhausts the hierarchy and reaches the end nodes representing the sensors themselves. 
When this happens, the data coming from the sensor is flagged as "UNRECONCILED." Note that 
the basic strategy for searching through the classification hierarchy and both the data reconciliation 
strategies are implemented as separate external fimctions that operate on the hierarchy. 
Methods Specialist 
The main function of this module is to match the process subsystem generated from the 
classification hierarchy and characterized by the process specialist with one of the methods in the 
method database. Most of^ if not all, knowledge for selecting appropriate data reconciliation methods 
can be precompiled. 
The process, measurement and methods properties listed above will generate matching rules 
contained in the selection module. In particular, declarative knowledge can be obtained in the form 
of several matrices: process situations vs. method capabilities, process situations vs. characteristics, 
measurement characteristics vs. method requirements, etc. In addition, rules involving the following 
will also be taken into consideration: 
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• computation difiBcuIty (LO, MED, HI) 
• calculations involved hard or easy? (Y, N, U) (i.e., orthogonal collocation, 
integration, matrix inversion, trial and error parameter tuning, eigenvalues and 
eigenvectors, function evaluations, etc.?) 
• number of parameters to be estimated (P ARAMS) 
• amount of data needed/available (will depend on measurement frequency and type of 
equipment) 
• historical data available 
• expected quality of results (LO, MED, HI) 
• speed of convergence or detection (FAST, SLOW) 
Process Classification Module 
As mentioned in the preceding section, hierarchical classification is one of the two core tasks 
and is captured as a hierarchy of nodes each representing different levels of plant detail. Its sole 
purpose is to organize knowledge informatively to facilitate the data reconciliation process. To each 
node is attached an object containing the following: 
1. Declaration statements that define relationships of the nodes to other nodes in 
the hierarchy (i.e., relationships such as subgroup-to-equipment, equipment-
to-sensors, etc.). 
2. Attributes of each object attached to each node. 
The data from the plant are of different types. These include sensor measurements, valve 
positions, controller outputs and alarm data or alarm states. For handling all these, each individual 
sensor, controller, valve and alarm in the process is represented as an object. Based on the common 
features of interest for each type of data, they can be grouped together as classes. The sensor class 
in particular contains the following attributes, among others: 
• variable type being measured (TEMP, FLOW, etc.) 
• alarm states (flagged as FAULT or NO FAULT) 
• variable value 
Also in this module is information on equipment properties and connections and subnetwork 
properties and relationships as shown in Figure 2. 
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Note that this module can take advantage of the existing structures of some malfunction 
knowledge-based systems. The classification structure has the ability to quickly provide information 
of &ult and process states. 
Methods Database 
In the data reconcihation methods database, qualitative, quantitative and experiential 
relations and methods are collected and organized. The object-oriented representation is used here as 
well. Some of the attributes that are contained in the methods class and objects would be: 
• extent (DETECT, IDENTIFY, LOCATE, ESTIMATE) 
• type (BIAS, LEAK, U) 
• magnitude (Y, N, U) 
• power function 
• bounds 
The actual data reconciliation functions and procedures are attached to each method object 
but are executed in an external program. In addition, plans containing guidelines on how to choose 
the correct sample size for a given suspected bias magnitude, setting the correct statistical hypothesis 
test level, etc. are also attached to the objects. In addition to these, there are more method-specific 
pieces of information that are included. For example, if NLP was chosen, an appropriate objective 
fimction would be suggested or queried by the functions attached to the NLP object in the knowledge­
base. 
Implementation Case Study 
Selected Methods 
While there are numerous methods available today, only a few of the data reconciliation 
methods will be included in the prototype expert system to lessen the programming effort in creating 
the methods database so as to concentrate on the design and execution of the overall fiiamework. 
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While only a few of the data reconciliation methods vvill be included, methods were selected such that 
they would still be able to handle a wide range of process situations and problems and still provide 
some redundancy. Some of these methods are: the unbiased estimation technique (UBET) (Rollins 
and Davis, 1992); the two-stage approach (TSA) (Rollins and Roelfe, 1993); the linear combination 
technique (UBET) (Rollins, 1990); the intelligent selection of hj-pothesis (ISH) for linear steady-state 
systems (Cheng et al., 1997) and for bilinear and/or dynamic systems (Bascuiiana and Rollins, 1998 
and 1999) (aid in decreasing hypothesis space, structure of classification module); and the dynamic 
global test strategy (DGTS) (Devanathan and Rollins, 1999), among others. 
Special Languages and Software 
Implementation of these problem solvers is layered. The base implementation language is 
C-H- using ObjectShare's VisualWorks (Non-Commercial). This is the substrate for all 
implementation partly because of its portability across many hardware platforms (Macintosh, 
Windows, OS/2, and many Unix platforms). The task-based modules were written based on Design 
Specification Programming Language (DSPL) (Chandrasekaran, 1985) and the hierarchical 
classification module was written based on Conceptual Structures Representation Language (CSRL) 
(Davis, 1989). A special suite called Gtools (ISL, 1998) was used in creating the graphical user 
interfaces (GUI's). 
Figure 8 shows a snapshot of the agent hierarchy of the Data Reconciliation Module. Figure 
9 shows a snapshot of the classification hierarchy of the Process Classification Module built around a 
12-stage distillation column system. Figure 10 shows some examples of the user input windows. 
Note that each window is designed to be as informative as possible with written help and picture help 
available upon request. Figure 11 shows some examples of truth tables that act as matching agents 
between process situations and applicable methods. 
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Test Process 
This development effort involved a detailed analysis of distillation column operations as 
shown in Figure 12 which was then simulated using ASPEN and Matlab. Counting each stage in the 
column as one component, the network is composed of about 22 components connected by 42 
streams (excluding cooling and heating materials). There cu-e about 144 simulated variables. 
Basic faults such as sensor biases, dead sensors, leaks, etc. were reproduced artificially. 
Many bias and leak detection and data reconciliation problems were tested on the system. To show 
the main advantages of using the framework, some illustrative runs are summarized in Table 1. All 
measurements were assumed available unless stated otherwise. Seven data reconciliations of the 
system considering total flow rates were performed first followed by one run involving component 
measurement biases. Of 8 simulated faults and missing measurements, 7 were correctly detected and 
identified and I was performed to the furthest possible extent. Of all the runs, 4 may be classified as 
"unperformable" without the knowledge-base system given the limited set of computationally 
inexpensive methods available for use. Performance times for the given problem size were in the 
order of 2-5 seconds. As in other knowledge-based systems, the system is constantly undergoing 
more evaluation and testing. 
Conclusion 
In the paper, we have presented a new approach to improving bias and leak detection and data 
reconciliation of process networks using a novel structure of data and methodology, and most 
notably, using a new formalization of the detection and data reconciliation process by viewing it as a 
cross between design and diagnosis. The resulting fi^mework has several advantages. It allows the 
use of different forms of information, including non-mathematical information such as previously 
known &ults that could result in the simplification of the analysis by reducing the hypothesis space. It 
extends the applicability of some methods by intelligently selecting the appropriate partitions and 
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asking for or fetching additional information. It could perform partial anzdysis of networks. The 
selection of the UBET and its extensions as the basic gross error detection/data reconciliation tools 
resulted in less computational comple?dty. The selected expert system structure can take advantage of 
some existing maUimction diagnosis structures to eliminate redundant knowledge and computations. 
We will soon be extending the study using real plant data. Data will be obtained from an 
actual 12-stage column connected to a Provox Digital Control System (DCS) (by Fisher Controls) and 
hooked up to Project Vincent (Iowa State University's campus line) for data retrieval. 
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Table 1. Some case studies illustrating the capabilities of resulting KBS framework. 
MeaS - Measurement Specialist; PS - Process Specialist; MetS - Methods Specialist; PCM - Process Characterization Module 
Faults Special Conditions Action Results Comments 
Case 1; Bias in 
bottoms flow rate 
sensor. 
Location of bias 
already suspected. 
1. Suspccted subsystem 
location input via a user 
query window. 
2. PCM isolates and analyzes 
reboiler subsystem, 
3. MetS selects and performs 
GT and ISH. 
Bias identified. Faster identification since 
only selected subsystem 
was involved in the 
analysis. 
Case 2; Drifting bias 
in level sensor of 
overhead condensate 
drum. 
1. PCM selects whole system 
for analysis. 
2. PS characterizes dynamic, 
linear system. 
3. MetS selects and performs 
DOTS, then ISH. 
Drifting bias 
identified. 
Illustrates correct selection 
and application of best 
method. 
Case 3: Leak in 
reboiler. 
Location of leak 
already suspected. 
1. Suspected leak location 
input via a user query 
window. 
2. PCM isolates and analyzes 
reboiler subsystem. PCM 
records reboiler as FAULT 
and eliminates unit from the 
analysis. 
3. PCM repartitions 
subsection and MetS selects 
and performs GT and ISH. 
4. Reboiler node imbalance is 
significant. MetS show no 
bias on flows in or out of 
reboiler. 
5. PS analyzes results and 
reports leak in reboiler. 
Leak confirmed. By using existing methods 
that cannot directly 
identify a leak, the leak can 
be confirmed by intelligent 
repartitioning and by 
reshaping the analysis. 
00 
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Table 1. (continued) 
Faults Special Conditions Action Results Comments 
Case 4: Bias in feed 
steam flow sensor 
going into stage 4 of 
distillation column. 
Flow rates between 
stages are unmeasured. 
However, temperatures 
are measured and 
assumed unbiased. 
Stream from overhead 
condenser to 
condensate drum is 
unmeasured. 
1. MeaS identifies 
unmeasured streams; 
queries user for substitute 
values (user declines); flags 
measurements as 
MISSING. 
2. PCM uses information and 
analyzes subsystems; 
repartitions and aggregates 
some nodes. 
3. MeaS calculates theoretical 
values for flows within the 
column associated with the 
feed tray using known 
temperature measurements; 
other missing 
measurements remain 
MISSING. 
4. MetS selects and applies 
GTandlSH. 
Bias identifled. Illustrates flexibility and 
intelligent use of different 
forms of information and 
design of efficient 
calculation. 
Case 5; Bias in feed 
stream flow sensor and 
in stream coming out 
of overhead 
condensate pump. 
Same as Case 4 and 
suspected leak in 
distillate product 
cooler. 
1. Similar to step 1 of Case 4. 
2. Similar to step 2 of Case 4 
but in addition, PCM 
records product cooler as 
FAULT and eliminates unit 
from the analysis. 
3. Proceeds as in steps 3 and 4 
of Case 4. 
Biases in both feed 
stream and 
condensate pump 
flow sensors 
identifled. 
By isolating and removing 
nodes with already known 
or suspected faults, the 
problem size is reduced and 
there is less contamination 
of faulty data in the 
analysis. 
Table 1. (continued) 
Faults Special Conditions Action Results Comments 
Case 6; Same as Case 
5 and dead flow sensor 
in stream coming out 
of product cooler and 
going into bottoms 
pump. 
Same as Case 4. 1. Similar to step 1 of Case 4. 
Dead sensor identified by 
MeaS. 
2. Similar to step 2 of Case 4 
but in addition, PCM flags 
dead sensor as FAULT and 
treats bottoms product 
cooler and pump as one 
unit. 
3. Proceeds as in steps 3 and 4 
of Case 4. 
Bias in feed stream 
and dead flow sensor 
identified. 
System is capable of a 
number of low-level fault 
detection such as detecting 
dead sensors. 
By aggregating two nodes 
connected by a faulty 
component in the analysis, 
the problem size is reduced 
and there is less chance for 
contamination of faulty data 
in the analysis. 
Case?: No leaks or 
biases. 
Same as Case 4. 
However, temperature 
measurement in 
column suspected to be 
faulty and data 
reconciliation of whole 
system has been 
requested. 
1. Similar to step 1 of Case 4. 
MeaS further attempts to 
calculate values for tray 
measurements but is unable 
to calculate due to absence 
of reliable temperature 
measurements. Flags 
internal tower 
measurements as 
MISSING. 
2. Similar to step 2 of Case 4. 
Tower stages are 
considered one unit. 
3. MetS selects and applies 
UBET to reduced process. 
Most stream 
measurements 
reconciled except for 
internal tower 
measurements. 
The knowledge base 
"degraded gracefully", i.e., 
despite the obstacle to a 
complete solution, it 
performed to the furthest 
extent it could and 
produced a partial solution. 
Table 1. (continued) 
Faults Special Conditions Action Results Comments 
Case 8; Bias in 
methane flow 
measurement in 
product stream. 
Component flows and 
total flows not 
measured within tower. 
Biases and leaks in 
total flow 
measurements have 
already been detected, 
identified and 
corrected. 
1. MetS suggests based on 
PCM data a 2'"'-stage GT 
and ISH (bilinear case). 
2. Similar to step 1 of Case 4. 
3. Similar to step 2 of Case 4 
but more inquiry on 
component measurement 
data. 
4. Proceeds as in steps 3 and 4 
of Case 4. 
Bias in methane flow 
measurement in 
product stream 
identifled. 
Successfully applied the 
two-stage approach in 
dealing with bilinear system 
including problems with 
missing measurements. 
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Figure 1. Difference between a regular and a structured BCBS. 
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Figure 2. General structure of data in the data reconciliation KBS. 
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MAIN COMPUTER 
Operator 
Ethernet 
DCS Process Real-Ume Database 
Daia.RetnevaI 
retrieves canent QscQmptessed valoes 
Data. Analysis 
stores tnne wiado^rs 
sensor pte-<hn;ia 
User 
tonriifa 
(£sp!ays results, 
qoodes,. 
condnsions 
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Figure 5. The structural relationship between a data reconciliation KBS 
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Figure 6. The fiinctional relationships inside a data reconciliation KBS. 
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Figure 7. The modules in the data reconciliation KBS. 
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Figure 8. Agent hierarchy of the Data Reconciliation Module in the implementation. 
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CHAPTER VI. APPLICATION OF A KNOWLEDGE-BASED 
FRAMEWORK FOR DATA RECONCILIATION OF A CROP 
GROWTH CHAMBER SYSTEM 
A paper to be submitted to Life Support and Biosphere Science 
Marivic B. Bascunana, John Sticklen and Derrick K. Rollins 
Abstract 
Since proper operation of life support systems in space will depend strongly on measured 
data, the accuracy of the data will be a critical necessity. In this paper, we present a new knowledge-
based system for data reconciliation highlighting the possible benefits of its application to a closed 
ecological life-support system (CELSS). Based on a previous work by Bascuiiana and Rollins 
(1999), we employ the use of a task-based fi"amework (Meyers and Davis, 1988) for the design of 
better data reconciliation of a process network; hierarchical classification technique (Ramesh et al., 
1988) for better handling of process knowledge; and new less computational gross error detection and 
data reconciliation methods. We demonstrate the effectiveness of the fiamework by a case study of a 
prototype expert system for a simulated crop-growth chamber system. 
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Introduction 
People living on the Moon and Mars for long periods of time will require fully regenerative 
life support systems to keep them alive while minimizing the amoimt of materials that will be needed. 
CELSS stands for Controlled Ecological Life Support System, which essentially means "A 
biologically-bcised system used to keep people alive in space." A life support system supplies the 
crew with the things a human needs to survive, such as oxygen, water, and food. A fiiUy regenerative 
life support system will be able to recycle the solid, liquid, and gaseous wastes produced by the crew 
into food, potable water, and breathable atmosphere. 
A CELSS is a complex dynamic system made up of many non-linear components. Hence, it 
is possible that perturbations, even small ones, can have serious consequences at a later date. 
Preliminary simulations have shown that although a system may recover in the short term from some 
component failures, these disturbances can have serious, even catastrophic, long-term consequences. 
Some of these component failures may be due to systematic errors such as biases and leaks or 
inaccurate data caused by measurements not satisfying physical constraints. In this paper, we present 
a novel framework to detecting and identifying these biases and leaks and perform data reconciliation 
more efBciently and intelligently.00000 
Previous Work on Data Reconciliation KBS 
Advances in automation and distributed control make possible the collection of large 
quantities of data that in principle hold a full description of the operating status of a process at any 
time. Good process data (temperatures, pressures, flow rates, mass fractions, tank levels, etc.) is the 
foundation for control and evaluation of performance of chemical plant processes, such as the 
processes involved in the CELSS. For optimum process performance, accurate process measurements 
are certainly a requirement yet we cannot always guarantee their continuous and sustained accuracy 
given the vast number of these instruments available in the field. Chemical process plants typically 
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have a large number of measured variables and most of these measurements contain some degree of 
error. Measurements contain random errors that are usually assumed to be independently and 
normally distributed with zero-mean and possibly bias. Gross measurement errors are due to leaks, 
&ilure of measuring instruments and controllers, and biases of measuring instruments and controllers. 
These errors corrupt the individual measurements and therefore cause discrepancies in the material 
and energy balances of the process. Thus, data reconciliation (DR) is frequently required before the 
data can be used for evaluating process control or process optimization. In DR, inconsistencies are 
resolved between process measurements and the known mass and energy balances by adjusting the 
measurements to satisfy these physical constraints while optimizing an objective criterion such as 
least squares. 
Chemical engineers have aggressively sought to develop mathematical models and methods 
to identify these systematic deviations in a variety of process conditions such as: linear and non­
linear process constraints (Crowe, 1988; Rollins and Davis, 1992; Rollins and Roelfs, 1993; Tjoa and 
Biegler, 1992; Liebman et al., 1992); steady-state and dynamic (Mah and Tamhane, 1982 and 1985; 
Narasimhan and Mah, 1987 and 1988; Liebman and Edgar, 1990; Rollins and Devanathan, 1993); 
and other conditions such as serially correlated data (Narasimhan and Mah, 1987; Rollins and Davis, 
1992; Mah et al., 1990; Rollins and Kongsjahju, 1998). However, with the exception of a few, these 
methods are computationally intensive and this poses a significant problem in applying them to large 
systems. In addition, this problem is much more apparent in systems having dynamic and bilinear 
constraints. In this paper, we will focus on a group of less computational methods that share the 
Unbiased Estimation Technique's (UBET) (Rollins and Davis, 1992) development, namely, the 
Dynamic Global Test Scheme (DGTS) (Rollins and Devanathan, 1998) and the Two-Stage Approach 
(TSA) (Rollins and Roelfs, 1993). The DGTS presents a global test capable of detecting bicises in a 
dynamic system and identifying whether the bias is in a state or an inventory variable while the TSA 
decomposes the data reconciliation (DR) of bilinear systems into a total mass balance DR and a 
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component balance DR. In addition, we also employ the techniques for enhancing GED presented by 
Rollins et al. (1996) that minimize the number of hypothesis tests involved in the GED of a network 
by augmenting the Linear Combination Technique (LCT) (Rollins and Davis, 1992) with heuristics 
concerning network topology and current process state. 
In our view, a data reconciliation problem can be significantly simplified by the addition of 
more process knowledge, not necessarily process data. For example, using the information of 
previously known meter faults and thereby properly isolating them fi-om the analysis removes 
contaminated data that can greatiy affect the reconciliation problem. Not only that, the starting point 
of the reconciliation need not be in the detection and identification of the error but can proceed 
directly to estimation. Information about the topology of the network when properly considered can 
reduce the hypothesis testing space for the presence of errors. Effectivity of the available methods 
can be increased by facilitating proper selection (i.e., the best method for a particular situation) and 
augmenting methods that complement each other. The network size and the corresponding data 
reconciliation problem can be "reduced" by eliminating streams that are known to have no significant 
influence on the state of the other streams (e.g., very small streams). These are just a few examples of 
ways of overcoming some of the difficulties in data reconcih'ation. (A more detailed discussion is 
given later.) 
It is interesting to note that, in general, a more effective use of available information is 
critical. "Information," in this context, would be available process knowledge (not just numerical 
process data) and strong technical understanding of existing data reconciliation techniques. An 
expert or several experts in the plant or CELSS will no doubt have this capability but in some ways, 
limited. A fiiamework that can contain the knowledge of the experts, a library of data reconciliation 
methods it can rely on, and the advantage of computation speed would be ideal. In addition, an 
explanation facility that can increase user confidence on the results and consequently its use is what is 
needed. For this r^on, a knowledge-based system (KBS) promises to lend itself well to this task. In 
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this article, we outline a knowledge-based problem-solving frameworic to perform data reconcihation 
using knowledge that experts use to solve such problems. 
The problem of complex data reconciliation can be seen as a combination of a design 
problem and a malfunction detection apph'cation. It is a design problem because in the first phase, it 
is desired to come up with the most efBcient combination of data reconciliation methods to be used to 
perform the most complete data reconciliation of a process network. In a sense, the data 
reconciliation solutions for subsets of the network will have to be designed by specifying the 
appropriate data reconciliation methods to use chosen firom a collection of available methods. And in 
addition, parameters such as power requirements, significance levels and sample sizes, have to be 
specified for each data reconciliation solution for each subset of the network. An overall system then 
looks at the subsolutions of the data reconciliation problem and makes sure that there are no conflicts 
between the conclusions and a most efficient overall performance is achieved. On the other hand, it 
can also be seen a as detection problem in terms of detecting some low-level malftmctions such as 
biases and leaks. Besides this data reconciliation problem uses uncannily similar data to expert 
systems being used today for malfunction diagnosis and strives to provide the same results as will be 
seen in the ne.xt chapters. 
Since the data reconciliation of large process networks can be viewed as a combination of 
process design and malfunction diagnosis, the expert system that is created for this purpose contains 
influences firom both, most notably, in the organization of the knowledge base and the inference 
mechanism. The breakdown was based both on the fimctional relationships and the structural 
relationships between all the equipment in the networic being examined. Malfunction diagnosis 
systems routinely make use of functional relationships (e.g., s>'stems are broken down into feed 
systems, reactor systems, control systems) because this type of problem makes more use of 
behavioral knowledge most of which are cause-and-effect relationships. In the resulting hierarchy, 
each node represents a class of malfunction hypothesis. A search over the hypothesis space is 
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performed with the end nodes (the goal nodes) leading to the confirmation of a particular 
malflmction. In process design, the partitioning is usually based on structural relationships or 
connectedness. Unlike in malfunction diagnosis, each node in the process design space contains a 
set of plans or enumeration of steps that has to be performed. The final states or the goal states are 
the specification of attributes that are needed by the design of the structural component in question. 
Figure 1 shows the architecture of the data reconciliation KBS incorporating both the 
structure and problem-solving strategy of both a process design and a malfiinction diagnosis system. 
The overall data reconciliation problem is broken into subproblems that correspond to smaller data 
reconciUation design problems taking advantage of the process network's physical structure and 
process relationships. This imposed structure based on physical connectedness reduces the size of 
the hypothesis space to be considered for the search of biased sensors. As in the process design KBS, 
each interior node will be considered a knowledge specialist because it contains both the local control 
strategy in the form of plans for performing the data reconciliation and the knowledge needed to 
evaluate whether a data reconciliation can be performed or not. The plans could include a Ust of 
tasks for filtering, classifying, and collecting measurements involved in the subset of the network 
represented by that node. It could also include directions for selecting the appropriate data 
reconciliation method. The knowledge that could be attached to the node that could be helpful in 
evaluating the possibility of performing the data reconciliation could include the characterization of 
the processes in the subset of the network represented by the node. This may include the 
confirmation of the completeness or incompleteness of data, and the linearity and dynamics of the 
subset of processes represented by the node. When a node is evaluated as irreconcilable (i.e., no data 
reconciliation method can be applied on the subset of the network represented by the node), the 
evaluation proceeds to the nodes in the next level representing smaller subsets of the process network 
and so on until appropriate and comprehensive data reconciliation is performed. While decisions will 
propagate fi-om the starting node towards the subnodes, information may also flow from the goal 
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nodes towards the interior nodes. Borrowing from a malfunction diagnosis KBS, the exterior or goal 
nodes may correspond to the state of particular components of the equipment such as sensor faults, 
missing readings, etc. Goal nodes could be sensor objects that may be flagged as "RECONCILED" or 
not. When searched back, it may help in the further definition of the state of the process or 
subprocess and help determine the appropriate data reconciliation method to be used. This 
information may propagate inwards into the hierarchy and assist in characterizing subsets of 
processes represented by the interior node. For example, information about a known faulty sensor 
can be used in the selection of a quicker appropriate data reconciliation method that can skip the 
detection step and proceed to estimation. Another example, information about a very small stream 
when propagated inwards may invalidate a hierarchical connection and thus prune the space under 
consideration. This simultaneous flow of information may lead to a more effective use of available 
data and hence a greater likelihood of arriving at a correct result and obtaining a faster response. 
The Framework 
In this section, the modules that will comprise the conceptual computational framework will 
be described followed by a discussion of the application of the modules and a description of our 
implementation of said modules. 
Figure 2 shows a diagram of how a data reconciliation block can fit into a process 
environment. A data acquisition module retrieves current snapshot values for all the monitored 
variables every cycle. An N-valued history is maintained for each variable but the interval between 
each data point is dependent on the time constant of the variable. The time constant for each variable 
will be determined by reviewing past data. The time constant should be adequate enough to capture 
those aspects of time varying behavior required for event detection. The data are analyzed and fed 
to the knowledge-based system of choice. In the diagram, it could be a data reconciliation expert 
system, a malfimction diagnosis expert sj'stem, or both. 
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Figure 3 shows the structural relationship between the data reconciliation expert system and 
the feult diagnosis expert system. In this paper, th^' are depicted as separate entities. While the 
data reconciliation expert system can provide information about sensor malfunctions such as biases, 
its main task is to provide accurate reconciled values. In addition, the malfunction detection 
capability of the data reconciliation expert s>'stem is limited to low-level malfunctions (i.e., feults 
related to sensors and final control elements such as valves) while expert systems dedicated to feult 
diagnosis can detect higher level malfunctions such as plugged pipes, runaway reactions, etc. 
Basically, the data reconciliation expert system awaits requests for reconciled data by the malfunction 
diagnosis expert system. The request for data reconciliation may be for the whole process network 
or only for subsets of the network under suspicion of a malfimction currently being diagnosed by the 
malfunction diagnosis system. Note that a malfunction diagnosis expert system can potentially 
greatly benefit fi-om the availability of accurate reconciled values that it would use in the diagnosis 
because the use of faulty sensor values may lead to inaccurate diagnostic conclusions. In addition, 
the data reconciliation step can aid in the diagnosis by detecting sensor feilures that may be the root 
cause of a malfimction under consideration. Furthermore, the capability to perform partial 
reconciliation requests on demand may result in savings in computation demand as compared to 
approaches that sought to validate all measurements at once. In the diagram, the data reconciliation 
expert system receives information of the particular group of equipment to be reconciled and 
information about previously known low-level malfimctions related to the equipment and all streams 
connected to the equipment. The data reconciliation expert system then performs the reconciliation 
and sends back the requested values to the malfunction diagnosis expert system to aid in the 
diagnosis. 
Figure 4 shows a more detailed illustration of the functional relationships between the data 
reconciliation expert system and the tasks involved. As mentioned in earlier sections, several basic 
tasks comprise data reconciliation, namely: detection, identification and estimation. In addition. 
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auxiliary steps such as variable classification and coaptation sometimes need to be performed. In the 
expert system fiamework, checks for the requirements of available methods (such as performance of 
power evaluations) are added as operational blocks. 
Data about process measurements and properties are first received by the data reconciliation 
expert system. The system under consideration is characterized and the appropriate method is 
selected. In the characterization of the system, information about previously known faults are taken 
from other portions of the expert system. In the selection of appropriate methods, evaluations of 
certain method attributes such as power of tests (global and component tests) are made using desired 
sample sizes, levels of significance and size of effects to be detected. Some of this information may 
be provided by the KBS or may be provided by the operator. When required attributes are not met, 
such as when power evaluations produce results less than the desired value, a decision must be made 
of whether to continue running the analysis using the method currently being considered or to pick a 
different method. The user could be prompted for a decision or some explicit instructions for making 
the decision could be placed in the expert system's knowledge base. On a different plane, problems 
such as this illustrate the data handling ability of a data reconciliation expert system. Data that were 
used to check for required attributes could sometimes not be used for subsequent analysis and 
discarded. New data will have to be generated or obtained (conditionality). The decision to run or 
not to run an analysis should not be made lightly when data are difficult to obtain. If an analysis is 
run with inadequate power, and the results are not of much help, additional data will have to be 
obtained to proceed with the analysis. 
When a method is selected and the required attributes are specified or met, the analysis 
proceeds starting with the detection, usually using a global test. If the tests indicate the presence of 
biases and/or leaks, the analysis may continue into the identification step or the results may be 
returned to other portions of the expert system for further evaluation. At times, the request could be 
to proceed directly to estimation when no biases or leaks are present. If biases or leaks are detected 
112 
in the detection phase, the locations are found and the biases and leaks are identified. The biases and 
leaks are then estimated and reconciled values of desired variables are sent out to the malfunction 
diagnosis block that made the request If some other process system initiated the analysis, the results 
would be sent to the appropriate unit needing reconciled data. 
Figure 5 shows the structural fiamework of the resulting data reconciliation expert system. It 
will be composed of three main sections: Data Reconciliation Module (task-based), the Process 
Classification Module (hierarchical classification), and the Methods Database. 
Data Reconciliation Module 
The Data Reconciliation Module, being the task-based portion of the whole KBS, is the main 
engine that drives the movement of information and the path of problem-solving in the fiiamework. 
Its main function is the "design" of the most extensive gross error detection and data reconciliation 
that can be done for a given process network or subnetwork. This module contains three main 
specialists, namely, the Measurement Specialist, the Process Specialist and the Methods Specialist. 
Each of these specialists works closely with the Process Classification Module which provides 
informed or structured access to different process objects and classes. Each specialist has its own set 
of plans and tasks and also contains many useful daemon procedures. 
Measurement Specialist 
This specialist's main goal is to be able to characterize, process and tag measurements as 
needed by the other specialists in the data reconciliation module. At different points in the operation 
of the knowledge base, data will be requested by this specialist fi-om the process classification module 
or via querying of the user for inputs. Associated with some of the tasks in this specialist, some data 
will be tagged and processed as follows: 
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• confirmation of normality or applicability of the central limit theorem 
(flagged as NORMAL or NOT NORMAL) 
• confirmation of independence (flagged as INDEPENDENT or NOT 
INDEPENDENT) 
• confirmation of zero-mean noise (flagged as BIASED or NOT BIASED) 
• trend (INC, DEC, STABLE, UNKNOWN) 
• mean 
• history horizon 
• variance data 
• measurement thresholds 
• availability (MISSING, REPLACED) 
Process Specialist 
The main goal of this specialist is the characterization of the processes in a given network or 
subnetwork. Portions of the processes under consideration maybe tagged by the daemon procedures 
in this specialist as follows; 
constraints (LINEAR, BILINEAR, NON-LINEAR) 
dynamics (STEADY, DYNAMIC, PSEUDO) 
speed (FAST, SLOW) 
process-specific info (REACTION, LIMTTCYC, UNSTABLE) 
size and complexity of system (evaluated to LOW, MED, HI) 
- number of nodes or equipment (NODES) 
- number of observed and unobserved variables (OBS) 
- number of measured and unmeasured variables (MEAS) 
- average node degrees (NODEDEGS) 
As in the measurement specialist, some of the daemon procedures contain evaluation agents 
while some contain querying agents. 
Methods Specialist 
The main fimction of this module is to match the process subsystem generated from the 
classification hierarchy and characterized by the process specialist with one of the methods in the 
method database. Most of if not all, knowledge for selecting appropriate data reconciliation methods 
can be precompiled. 
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The process, measurement and methods properties listed above will generate matching rules 
contained in the selection module. In particular, declarative knowledge can be obtained in the form 
of several matrices: process situations vs. method capabilities, process situations vs. characteristics, 
measurement characteristics vs. method requirements, etc. In addition, rules involving the following 
will also be taken into consideration: 
• computation difficulty (LO, MED, HI) 
• calculations involved hard or easy? (Y, N, U) (i.e., orthogonal collocation, 
integration, matrix inversion, trial and error parameter tuning, eigenvalues and 
eigenvectors, flmction evaluations, etc.?) 
• number of parameters to be estimated (P ARAMS) 
• amount of data needed/available (will depend on measurement frequency and type of 
equipment) 
• historical data available 
• expected quality of results (LO, MED, HI) 
• speed of convergence or detection (FAST, SLOW) 
Process Classification Module 
As mentioned in the preceding section, hierarchical classification is one of the two core tasks 
and is captured as a hierarchy of nodes each representing different levels of process detail. Its sole 
purpose is to organize knowledge informatively to facilitate the data reconciliation process. To each 
node is attached an object containing the following; 
1. Declaration statements that define relationships of the nodes to other nodes in 
the hierarchy (i.e., relationships such as subgroup-to-equipment, equipment-
to-sensors, etc.). 
2. Attributes of each object attached to each node. 
The data from the CELSS are of different types. These include sensor measurements, valve 
positions, controller outputs and alarm data or alarm states. For handling all these, each individual 
sensor, controller, valve and alarm in the process is represented as an object. Based on the common 
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features of interest for each type of data, they can be grouped together as classes. The sensor class 
in particular contains the following attributes, among others: 
• variable type being measured (TEMP, FLOW, etc.) 
• alarm states (flagged as FAULT or NO FAULT) 
• variable value 
Also in this module is information on equipment properties and connections and subnetwork 
properties and relationships as shown in Figurel. 
Note that this module can take advantage of the existing structures of some malfimction 
knowledge-based systems. The classification structure has the ability to quickly provide information 
of fault and process states. 
Methods Database 
In the data reconciliation methods database, qualitative, quantitative and experiential relations 
and methods are collected and organized. The object-oriented representation is used here as well. 
Some of the attributes that are contained in the methods class and objects would be: 
• extent (DETECT, IDENTIFY, LOCATE, ESTIMATE) 
• type (BIAS, LEAK, U) 
• magnitude (Y, N, U) 
• power function 
• bounds 
The actual data reconciliation functions and procedures are attached to each method object 
but are executed in an external program. In addition, plans containing guidelines on how to choose 
the correct sample size for a given suspected bias magnitude, setting the correct statistical hypothesis 
test level, etc. are also attached to the objects. In addition to these, there are more method-specific 
pieces of information that are included. 
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Implementation Case Study 
Process Modeling 
A process model and simulation program written in MATLAB Simulink developed by Dr. 
Cory Finn of NASA-Ames was modified slightly. The process model was comprised of four main 
components, the solid waste processor and the crop growth chamber and two sets of bufifer tanks 
between the two processors. A mass balance on the four main gas components (carbon dioxide, 
oxygen, nitrogen, and water vapor) was performed according to the dynamic equation: 
rate of accumulation = rate entering - rate leaving + rate of production (1) 
for each processor. 
The crop growth chamber was modeled empirically taking into account plant respiration, 
photosynthesis, transpiration, and growth. The crop growth chamber provides 0.76 m2 of growing 
area with an average light level (photosynthetic photon flux) of 925 umol/m2s. The model assumes a 
62-day life cycle for the wheat and a total chamber air volume of 7000 1. The plant growth and gas 
exchange rate were modeled using the relationships developed by Volk, Bugbee, and Wheeler (1995) 
along with the model parameters for wheat. Oxygen production was positive during the 20 hours 
photoperiod where both photosynthesis and respiration took place, and was negative during the dark 
cycle where only plant respiration occurred. In the simulation a photoperiod of 24 hr was used, since 
this is the anticipated nominal condition for the actual experiments. The gas exchange in this case, 
when integrated over the entire crop cycle, corresponds stoichiometrically to the growth of 13.6 kg of 
dry wheat total, or 220 g/day on average. The wheat was assumed to be 40% hydrated at the end of 
the life cycle, and the composition of the dry wheat was assimied to be 41.2% carbon, 6.8% 
hydrogen, 44.0% oxygen, and 8% inorganic by weight, based on results from a recent study 
(Bubenheim 1991). This compositional analysis also agrees fairly well with results from a previous 
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study (Volk and Rummel 1987); calculations using data from this study gave the composition of dry 
wheat to be 49.0% carbon, 6.5% hydrogen, 40.0% oxygen, and 4.5% nitrogen by weight. 
The solid waste processor was modeled empirically based on experimental results from the 
processing of dry wheat straw in the actual test bed unit. A 127 g sample took approximately 4 hr to 
process. The processing was carried out in four stages: (1) 18 min of drying, (2) 97 min of 
decomposition, (3) 60 min of ashing, and (4) 59 min of cooling. The time spent in each stage was 
relatively independent of batch size. Therefore, the above processing times were used for modeling 
all batch sizes. Based on measurements made during characterization tests of the unit, airflow rate 
through the solid waste processor was measured to be approximately 1.25 scfin leaving the 
combustion chamber. The air volume of the solid waste processor was assumed to be 50 1, which is 
approximately 30% of the external volume of the unit. The envisioned operation scenario, therefore, 
is to incinerate both the edible and inedible biomass. This could be considered roughly equivalent to 
simulating the gas exchange portion of human metabolism that would result from consumption of the 
edible biomass. It was assumed that each waste processor run would result in complete combustion of 
wheat, leaving behind only an inorganic residue. The waste processor model takes into account 
drying and combustion of the wheat. 
In addition to modeling the crop growth chamber and the solid waste processor, several other 
subsystems were modeled. The buffer tanks shown in Figure 6 are 400 gal each and operate between 
pressures of 20 psig and 60 psig. They are modeled as first-order capacitors and controlled by a set of 
switches. When the gauge pressure of the crop growth chamber feed tank drops below a minimum 
value, the tanks are switched and a new waste processor batch is started. Thus, each tank will 
fluctuate approximately by the amount of gas that flows through the solid waste processor in each 
batch run. A system using four buffer tanks instead of two was chosen for experimental 
considerations because it simplifies the sampling scheme necessary for mass balance calculations. 
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Also, the system can be reconfigured easily to study the effect of reduced buffering capacity by using 
a single gas storage tank between each processor. 
A control system was also implemented to regulate flows into and out of the crop growth 
chamber in order to maintain a suitable plant-growing environment. The variables that were 
controlled were carbon dioxide concentration, pressure, and relative humidity. The manipulated 
variables were flow rates into and out of the chamber (when gas storage tanks were included) and the 
rate of water removal in the temperature, humidity, and ventilation loop. 
A number of different scenarios were simulated, several of which will be described here. In 
the first simulation there were no buffer tanks between the crop growth chamber and the solid waste 
processor. The solid waste processor was operated in a semi-continuous feshion, with no break 
between batches. The batch size was determined by the total amount of carbon dioxide needed per 
batch run to supply exactly what the crops required during that same time period. The carbon dioxide 
concentration in the crop growth chamber varied from approximately 820 to 1050 ppm around a 
setpoint of 1000 ppm (Volk, Bugbee, and Wheeler 1995; Wheeler et al. 1993) while the oxygen level 
remained fairly constant. 
Figure 6 shows the flowsheet of the CGC test bed process amd Figure 7 shows a simplified 
version of the flowsheet. 
Selected Methods 
While there are numerous methods available today, only a few of the data reconciliation 
methods will be included in the prototype expert system to lessen the programming effort in creating 
the methods database so as to concentrate on the design and execution of the overall framework. 
While only a few of the data reconciliation methods will be included, methods were selected such that 
they would still be able to handle a wide range of process situations and problems and still provide 
some redundancy. Some of these methods are: the unbiased estimation technique (UBET) (Rollins 
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and Davis, 1992); the two-stage approach (TSA) (Rollins and Roelfs, 1993); the linear combination 
technique (UBET) (Rollins, 1990); the intelligent selection of hypothesis (ISH) for linear steady-state 
systems (Cheng et al., 1997) and for bilinear and/or dynamic systems (Bascunana and Rollins, 1998 
and 1999) (aid in decreasing hypothesis space, structure of classification module); and the dynamic 
global test strategy (DGTS) (Devanathan and Rollins, 1999), among others. 
Special Languages and Software 
Implementation of these problem solvers is layered. The base implementation language is 
C++ using ObjectShare's VisualWorks (Non-Commercial). This is the substrate for all 
implementation partly because of its portability across many hardware platforms (Macintosh, 
Windows, OS/2, and many Unix platforms). The task-based modules were written based on Design 
Specification Programming Language (DSPL) (Chandrasekaran, 1985) and the hierarchical 
classification module was written based on Conceptual Structures Representation Language (CSRL) 
(Davis, 1989). A special suite called Gtools (ISL, 1998) was used in creating the graphical user 
interfeces (GUI's). 
Figure 8 shows a snapshot of the agent hierarchy of the Data Reconciliation Module. Figure 
9 shows a snapshot of the classification hierarchy of the Process Classification Module built around 
the simplified NASA CGC test bed system. Figure 10 shows some examples of the user input 
windows. Note that each window is designed to be as informative as possible with written help and 
picture help available upon request. Figure 11 shows some examples of truth tables that act as 
matching agents between process situations and applicable methods. 
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Case Study 
Counting each equipment in the system as one component, the network is composed of about 
25 components connected by 34 streams (excluding cooling and heating materials). There are about 
200 simulated variables (overall flowrates, component flowrates, pressure and level readings, etc.). 
Basic faults such as sensor biases, dead sensors, leaks, etc. were reproduced artificially. 
Many bias and leak detection and data reconciliation problems were tested on the system. To show 
the main advantages of using the fiamework, some illustrative runs are summarized in Table 1. All 
measurements were assumed available unless stated otherwise. Seven data reconciliations of the 
system considering total flow rates were performed first followed by one run involving component 
measurement biases. Of 8 simulated faults and missing measurements, 7 were correctly detected and 
identified and 1 was performed to the furthest possible extent. Of all the runs, 5 may be classified as 
"unperfbrmable" without the knowledge-base system given the limited set of computationally 
inexpensive methods available for use. Performance times for the given problem size were in the 
order of 4-7 seconds. As in other knowledge-based systems, the system is constantly undergoing 
more evaluation and testing. 
Conclusion 
In the paper, we have presented a new approach to improving bias and leak detection and data 
reconciliation of process networks and successfully demonstrated the potential advantages of the 
fi"amework when applied to a NASA CGC process. 
The resulting fiamework has several advantages. It allows the use of different forms of 
information, including non-mathematical information such as previously known &ults, that could 
result in the simplification of the analysis by reducing the hypothesis space. It extends the 
applicability of some methods by intelligently selecting the appropriate partitions and asking for or 
fetching additional information. It could perform partial analysis of networks. The selection of the 
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UBET and its extensions as the basic gross error detection/data reconciliation tools resulted in less 
computational complexity. The selected expert system structure can take advantage of some existing 
malfunction diagnosis structures to eliminate redundant knowledge and computations. 
We are hopeful that the information gained here by studying the performance of the KBS on 
a simulation of the CGC would help in the study of control and malfunction diagnostic strategies that 
ensure efBcient operation during nominal operating boundaries as well as help bring the system back 
into nominal operating boundaries in a safe and expedient manner. 
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Table 1. Some case studies illustrating the capabilities of resulting KBS framework. 
MeaS - Measurement Specialist; PS - Process Specialist; MetS - Methods Specialist; PCM - Process Characterization Module 
Faults Special Conditions Action Results Comments 
Case 1: Flow sensor 
bias in VS7 inlet 
stream. 
Location of bias 
already suspected. 
1. Suspected subsystem 
location input via a user 
query window. 
2. PCM isolates and analyzes 
LPBl subsystem. 
3. MetS selects and performs 
GTand ISH. 
Bias identified. Faster identification since 
only selected subsystem 
was involved in the 
analysis. 
Case 2: Drifting flow 
sensor bias in VS8 
outlet stream. 
1. PCM selects whole system 
for analysis. 
2. PS characterizes dynamic, 
linear system. 
3. MetS selects and performs 
DOTS, then ISH. 
Drifting bias 
identified. 
Illustrates correct selection 
and application of best 
method. 
Case 3: Leak in CGC. Location of leak 
already suspected. 
1. Suspected leak location 
input via a user query 
window. 
2. PCM isolates and analyzes 
reboiler subsystem. PCM 
records CGC as FAULT 
and eliminates unit from the 
analysis. 
3. PCM repartitions 
subsection and MetS selects 
and performs GT and ISH. 
4. CGC node imbalance is 
significant. MetS show no 
bias on flows in or out of 
CGC. 
5. PS analyzes results and 
reports leak in CGC. 
Leak confirmed. By using existing methods 
that cannot directly identify 
a leak, the leak can be 
confirmed by intelligent 
repartitioning and by 
reshaping the analysis. 
Table 1. (continued) 
Faults Special Conditions Action Results Comments 
Case 4; Flow sensor 
bias in VSl outlet 
stream. 
SPl unmeasured liquid 
outlet stream. 
1. MeaS identifies 
unmeasured streams; 
queries user for substitute 
values (user declines); flags 
measurements as 
MISSING, 
2. PCM uses information and 
analyzes subsystems; 
repartitions and aggregates 
some nodes. 
3. MeaS calculates theoretical 
values for flows within the 
gas-liquid separator 
associated with SPl using 
known pressure 
measurement. 
4. MetS selects and applies 
GT and ISH. 
Bias identified. Illustrates flexibility and 
intelligent use of different 
forms of information and 
design of efficient 
calculation. 
Case 5; Flow sensor 
bias in incinerator 
outlet stream and dead 
flow sensor VS8. 
Same as in Case 4. 1. Similar to step 1 of Case 4. 
Dead sensor identified by 
MeaS. 
2. Similar to step 2 of Case 4 
but in addition, PCM flags 
dead sensor as FAULT and 
treats VS7 and FL2 as one 
unit. 
3. Proceeds as in steps 3 and 4 
of Case 4. 
Bias and dead flow 
sensor identified. 
System is capable of a 
number of low-level fault 
detection such as detecting 
dead sensors. 
By aggregating two nodes 
connected by a faulty 
component in the analysis, 
the problem size is reduced 
and there is less chance for 
contamination of faulty data 
in the analysis. 
Table 1. (continued) 
Faults Special Conditions Action Results Comments 
Case 6: Flow sensor 
bias in incinerator 
outlet stream. 
Known leak in O2 
vessels. 
1. Similar to step 1 of Case 4. 
2. Similar to step 2 of Case 4 
but in addition, PCM 
records O2 vessels as 
FAULT and eliminates 
units from the analysis. 
3. Proceeds as in steps 3 and 4 
of Case 4. 
Bias identified. By isolating and removing 
nodes with already known 
or suspected faults, the 
problem size is reduced and 
there is less contamination 
of faulty data in the 
analysis. 
Case?; No leaks or 
biases and dead sensors 
in LPBl. 
Data reconciliation of 
whole system is 
requested. 
1. Similar to step 1 of Case 4. 
MeaS identifles dead 
sensors. 
2. PCM flags dead sensors as 
FAULT. PCM suggests 
DR on CGC, LPB2 and 
SWP subsystems only. 
3. MetS selects and applies 
UBET to reduced process. 
Most stream 
measurements 
reconciled except for 
LPBl measurements. 
The knowledge base 
"degraded gracefijlly", i.e., 
despite the obstacle to a 
complete solution, it 
performed to the furthest 
extent it could and 
produced a partial solution. 
Case 8: O2 flow sensor 
bias in VS8. 
Component flows and 
total flows not 
measured within tower. 
Biases and leaks in 
total flow 
measurements have 
already been detected, 
identified and 
corrected, 
1, MetS suggests based on 
PCM dataa2'"'-stageGT 
and ISH (bilinear case), 
2, Similar to step 1 of Case 4, 
3. Similar to step 2 of Case 4 
but more inquiry on 
component measurement 
data. 
4. Proceeds as in steps 3 and 4 
of Case 4, 
Bias identified. Successfully applied the 
two-stage approach in 
dealing with bilinear system 
including problems with 
missing measurements. 
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CHAPTER Vn. CONCLUSIONS AND FUTURE WORK 
While the current trend in the research in this area is towards the use of more and more 
complex methods for gross error detection and data reconciliatioa such as principal components 
analysis and non-linear programming to face the challenge of the ever growing complexity of 
chemical plant structures, this dissertation has shown that an approach in the opposite direction can be 
successful given the right vehicle or the right tool. The use of a knowledge-based system promises to 
be such a tool extending the capabilities of simpler gross error detection and data reconciliation 
methods. The framework presented here not only promises better data reconciliation performance 
but also more frequent and easier use by plant personnel, and hence, more potential economic 
benefits. 
There are more things that may be explored in this direction. 
7.1 Relation to Malfunction Diagnosis 
At the very beginning of this study, we recognized the possible advantages of a combined 
malfiinction diagnosis and data reconciliation expert system. In the preceding chapters, it was shown 
that the data reconciliation expert system was able to function close to a malfimction detection expert 
system in the way it was able to detect low-level malfunctions such as sensor failures due to biases 
and possible equipment leaks. The next step would be to move from detection to diagnosis and find a 
way to let a data reconciliation system communicate directly with a malfunction expert system to aid 
in analyzing higher-level malfunctions such as some severe process upsets. One area that can be 
explored is how to maximize the possible sharing of knowledge and process data between the two 
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systems — it may either be through a better way of mapping the relational databases, or to another 
form of data or process modeling that would be beneficial to both. As stated earlier, we have chosen 
statistical modeling as a prime modeling tool for data reconciliation. Modeling of process situations, 
however, may use many more alternative modeling paradigms such as qualitative or symbolic 
modeling. Another future research direction is the use of deep models at run-time. This is important 
both for confirming reconciliation results and in order to make-up for deficiencies in the diagnostic 
knowledge used. In line with this, one can explore the benefits of using structural relationships in the 
classification hierarchy rather than the fimctional relationships between the components for data 
reconciliation and see whether there are inherent advantages and disadvantages in selecting either 
one. One can also study how relationships between process control and diagnosis can be characterized 
better for possible extensions of the fi:amework in the fiiture. 
In physically connecting such systems it would be beneficial to investigate how malfunction 
diagnosis expert s>'stems may be better connected to data reconciliation expert systems, or control 
systems to data reconciliation expert systems. In the bigger scheme of things, one needs to study how 
data reconciliation and diagnostic systems be integrated in plant-wide control systems and examine 
the issues that may impact the design of data reconciliation and diagnostic expert systems for on-line 
applications. Lastly, one also has to consider the reverse and look into the computational advantages 
to decoupling the data reconciliation and malfunction diagnosis problem if there are any. 
7.2 Improvement of User Facilities 
The prototype expert system presented in the preceding chapters depends upon correct data 
supplied by the user. This has implications on the use of the expert system and on the performance of 
data acquisition. The expert system is essentially on operator-assist and does not include on-line data 
acquisition <md data abstraction but it does include to a limited extend some sensor validation. 
136 
However, the overall problem-solving framework presented here can be extended to include some of 
these features in the future. 
7.3 Other Extensions 
The prototype expert system contains only a limited number of data reconciliation methods 
and hence, will be usable only to a limited number of process situations. For example, in the 
processes tested, no chemical reactions were involved and the choice of data reconciliation methods 
in the database reflect that. However the problem-solving framework itself is extendible to more 
complex process situations by just a simple addition of new data reconciliation methods in the 
methods database. When this is done, we must look into how assembly done by the classification and 
method selection modules computationally compare to trial-and-error/iterative solutions to the 
method selection problem. 
At the moment, the expert system does not perform some preprocessing steps of data (e.g., 
identification of steady state, degree of non-linearity, etc.). Those were assimied already kno\\'n. 
Some properties like being in steady state are directly typed by the user in response to standard YNU 
(Yes, No, Unknown) and HLN (High, Low, Normal) questions posed by the KBS. In the fiiture, 
additional modules to automatically extract these information from the data can be appended to the 
frBmework. In connection with this, one must look into how process situations can be better 
characterized and see whether the present firamework is as effective in dynamic non-linear situations 
given the restriction of working with snapshots of the process. 
Other fiinctions that can be looked into are the: ability to focus on more important 
instruments; improved ability to detect and reconcile data in the presence of simultaneous low-level 
malfimctions, biases and leaks; ability to perform instrumentation checks (i.e., suggest need for 
additional instruments to complete data reconciliation); intelligent ways of decoupling the estimation 
of process input variables from the estimation of process output variables (may be faster). 
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7.4 Evaluation 
Once some or all of these things are done, it is necessary to have the j&amework tested 
extensively on different processes — both simulated and real. There are obvious benefits to testing the 
firamework on a real system using a set of real process data. However, this entails more work and 
time commitment. I recognize the difficulty of testing knowledge-based systems as most people 
have the idea of expert systems having a solution to every problem than can possibly develop. May 
this be not a hindrance and instead be a challenge to keep improving the fiiamework in the future. 
Finally, as Kramer and Mah (Rosenberg, 1987, p. 600) have observed, "Developments in this 
area stem from many different fields that are actively cross-fertilizing. Significant contributions have 
come from qucdity control, linear systems and control, artificial intelh'gence and computer science, 
and optimization, all of which are being incorporated into the framework of traditional data 
reconciliation and fault diagnosis. As this process continues, we look to further integration and 
evolution from a set of disparate tools towards a more coherent whole." This statement sums up the 
realistic expectations from the future work. 
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