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INTRODUCTION 
Central to this paper is the question of why computers today do not 
function as well as people as structural designers. Thinking only in terms of 
the more routine design problems in which creativity plays a small role, the 
state of the art is such that completely automatic design (optimization) is 
only attempted for problems involving a small number of parameters while 
engineers achieve “acceptable” results for problems involving hundreds or 
even thousands of parameters. 
Automatic design, as it exists today [l, 21, consists almost entirely of 
reducing the selection of parameters to a nonlinear programming problem 
and then using whatever methods of solution are available. This is perhaps 
similar to the situation which existed some time ago when structural analysis 
consisted of simply using whatever methods were available for solving the 
same simultaneous equations that were used for hand computation-a 
situation quite different from the one which exists today where use is made of 
system sparseness, topology, etc. 
This work is in a sense a step backward. The methods of nonlinear pro- 
gramming available now do not encourage thoughts of their application to 
large systems. In view of this fact, the attempt here is to go back and examine 
the very commonly used iterative design procedure in order to determine 
why it works as well as it does and how it might be improved. 
After notation has been discussed, a dual linear programming problem is 
presented and various properties of its solution described. These results are 
then used to show that when the iterative design procedure converges, it 
converges to a solution of minimum weight. Finally global convergence and 
techniques for improving the rate of convergence are considered. In all cases 
the most simple design problem, a truss with a single loading condition and 
constant allowable stress, is treated. 
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THE TRUSS PROBLEM 
This section briefly describes the notation used retaining as little as possible 
of the details which are peculiar to the truss problem itself. Those interested 
in more detail can consult [3] or any recent book on structural analysis [e.g. 41. 
In truss analysis, it is required to find the matrices 8, d, and F given the 
matrices A, N, and P. For a truss with b bars and n unknown joint displace- 
ments, 6, the joint displacement matrix, and P, the joint load matrix are both 
n x 1 (row x column); F, the bar force matrix, and 3, the bar displacement 
matrix are b x 1; K, the primative stiffness matrix is b x b; and N is b x 71. 
In this notation the equations of a structure are (the tilde represents the matrix 
transpose) 
Joint equilibrium: 1vF = P 
Hooke’s law : F = KA 
Bar displacement-joint displacement: A = NS 
from which the displacement method follows directly as 
~VF=P--~KA =P+mKN6=P-6=(flKN)-1P, 
(1) 
(2) 
0) 
(4) 
after which Eq. (3) then Eq. (2) may be applied to obtain A andF, respectively. 
The other methods of structural analysis also may be written in terms of 
these quantities but that is of little interest here. 
It may also be noted that the matrix K is diagonal with nonzero elements 
Kii = A,E/L, (i = l,..., b) in which Ai and Li are the area and length 
respectively of the ith bar and E is Young’s modulus. The matrix N is 
assumed to have rank n (the stability requirement) which implies that b > 12. 
The matrix N depends only on the orientation of the bars in space and not 
on the bar areas Aj . 
It is always possible and sometimes convenient to rearrange the rows of N 
so that it can be partitioned 
N=[$ (5) 
in which NT is square and nonsingular. This implies a partitioning of F and A 
into the form 
F= 2 [ 1 L A= $ [ 1 L 
in which FL will be referred to as a “set of redundants.” A structure (solution) 
is “statically determinate” if FL = 0 (which is certainly true if the corre- 
sponding bar areas are zero); if not and b > tt then the solution is called 
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statically indeterminate. The motivation for this terminology is simply that in 
this case the nonzero bar forces FT may be computed directly from Eq. (1) 
using only the requirements of statics 
FT = fl?‘P (7) 
without using Eqs. (2-3). 
A DUAL LINEAR PROGRAMMING SYSTEM 
It will be shown that the following problems are dual: 
Minimization Problem- 
Minimize @ = $ z [ Fi 1 Li subject to ii?F = P 
I 
Maximization Problem- 
Maximize # = k% subject to 1 d 1 = 1 A% 1 Q da = $L. 
The constraints of Eq. (9) are to be interpreted as 
(i = l,..., b) 
(8) 
(9) 
(10) 
in which ua and Aia are given positive constants; physically ua is the 
“allowable stress,” assumed to be the same in tension and compression and 
independent of any parameters of the problem while Aia is the absolute value 
of the length change produced in the ith bar by the allowable stress u* (even 
though the bar may have zero area). 
Thinking now in terms of “allowable stress design” in which Ai = 1 Fi j/u”, 
@ may be identified as proportional to the volume of material used allowing 
the minimization problem to be regarded as considering all values of F 
which satisfy equilibrium in order to obtain the minimum volume. Since 
compatibility is not in general satisfied by these solutions (i.e., the bars will 
in general not fit together), the real problem of structural optimization has 
been embedded in the larger problem considered. (But since the optimal 
solution will later be shown to be statically determinate, compatibility is 
eventually satisfied.) In the same vein the maximization problem may be 
regarded as considering all values of 6 for which the bar length changes are 
less than the allowable in an attempt to maximize the work done by the 
external loads P. Further motivation for this problem will have to await 
a description of the iterative design procedure. 
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LEMMA 1. If 6 and F are feasible, then 4/‘(S) < 9(F). 
PROOF. 
LEMMA 2. If So and F” are feasible and #(So) = @(F”), then So and F” are 
optimal. 
PROOF. #(So) = @(FO) > 4(S) and @(FO) = #(So) < G(F) in which F and 
6 are feasible but not necessarily optimal solutions. 
LEMMA 3. The dual linear system has feasible constraints. 
PROOF. The solution 6 = 0 is feasible for the maximization problem. 
A feasible solution for the minimization problem can be constructed by 
taking any FL = 0 and solving Fr = fl~‘P. 
LEMMA 4. If 
sgn Fil = sgn Fi2 = sgn(F,l + Fi2) (i = l,..., b), 
@(F1 + F2) = @(F1) + @(F2). 
PROOF. 
O(F1+F2)=$~~F,‘+Fi21Li 
t 
= $ c sgn(Fil + F:)(F,.1 + FF) Li 
I 
= $ T (sgn F,1) F>Li + $ c (sgn Fi2) FzLi . 
t 
LEMMA 5. A statically indeterminate solution is not an extreme point. 
PROOF. Given a statically indeterminate solution F, there exists anF such 
that NF = 0. Now select the constant a: such that the components of both 
F1 = F - o,ir and F2 = F + ,uir have the same sign as the components of 
F, i.e., sgn Fi = sgn F> = sgn F2; (i = I,..., b). Then F = +(F1 + F2). 
COROLLARY. A statically indeterminate solution is in general not an optimal 
one. When it is an optimal one, there also exists an optimal statically determinate 
solution. 
PROOF. (Using the notation of Lemma 5.) From Lemma 4 it follows that 
Q(F) = $(@(Fl) + @(F2)) 3 SPM where oM = min(@(Fl), @(F2)). For the case 
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in which aM = @(F”) = Q(P), either @(F’) or @(F2) must be statically 
determinate or the factor (y. can be increased until one of them becomes 
statically determinate. 
LEMMA 6. In the maximization problem the number of tight constraints for 
an optimal solution is greater than or equal to n or the dimensionality of the 
problem can be reduced. (d constraint is “tight” if there exists an optimal 
solution for ulhich tke constraint is satisjied as an equality.) 
PROOF. Assume that the lemma is false. Given So = N;’ dr” for which 
the number of tight constraints is less than n, there exists a 6, such that 
S1 = N,‘(dTo + 6,) and S2 = N?l(d,O - 6,) are feasible and 
$qq = $[C(P) + #(S2)] :< $” where #M = maxW(sY, #(S2)l. 
When cJ(S’J) = #? the nonzero values of 6 = N,ldz can be eliminated from 
consideration reducing the dimensionality since the corresponding values of 
rZ must be zero. 
LEMMA 7. Zf Fo and So are both feasible and optimal, then @(Fo) = #(So) 
PROOF. Let F be the statically determinate solution corresponding to the 
tight constraints on bar displacement; i.e., NF = P and ifF, f 0, 1 Ai 1 = Aia 
(i = l,..., b). Then 
I,@“) = f%” = INS” = $+A” = $ c 1 Fi 1 Li >, $ c 1 Fio 1 Li = @(I’“). 
I I 
In view of Lemma 1, the equality sign must hold in this last statement. 
LEMMA 8. Zn the optimal solution F” and So, tight displacement constraints 
correspond to nonzero forces. 
PROOF. This lemma is required by the equality proved in Lemma 7. This 
equality can be constructed by starting with a constraint multiplied by a 
force and summing. Assume that corresponding to a slack constraint I there 
is a nonzero bar force F,O. Then 
W”), I < $1 and I Fro I I(NsO), I = I FIO(NSO)I s: $1 FI 1 LI . 
If similar terms are computed for all bar forces and these are then summed, it 
follows that PA0 < Q(P) which provides the desired contradiction using 
Lemma 7. 
Lemmas 1-8 are typical of linear programming [5]. They have been 
presented in this form largely due to their simplicity and perhaps because 
they provide insight into the physics of the problem. An alternative procedure 
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might have been to put the dual system into some canonical form which 
would make such lemmas immediately available. But since it would then 
have been necessary to translate the results for the canonical system back 
into the terminology of the problem statement, the present procedure has 
been followed. 
The question of existence will only be argued heuristically from the 
existence of feasible solutions (Lemma 3) and the use of the simplex method. 
It has been treated [5] in some detail. 
ALLOWABLE STRRSS DESIGN 
The major portion of structural design proceeds as an attempt to satisfy 
the requirement that the stress be less than the given allowable at all points 
within a structure. For a truss this is simply stated, find A = [Ai] such that 
( ui 1 s IFi 1/A, < oa (i = I,..., b). (11) 
In this paper the simplifying assumption is made that ua is a given constant, 
independent of the parameters of the problem. It may be noted that most 
frequently in design, the attempt is made to satisfy Eq. (11) as an equality. 
It is perhaps first of interest to observe that except for a statically deter- 
minate solution (i.e., 6 = n), both F and A are non-linear functions of A 
since, for example, 
F = KN(NKN)-lP. w 
Next it is a simple matter to show the existence of solutions since for each set 
of redundants, a statically determinate solution of Eq. (11) can be constructed. 
It is then possible to attempt to select from the set of solutions, the solution 
corresponding to the least weight, i.e. find A and F which 
minimize: x AiLi 
t (13) 
subject to: ] Fi I/Ad < C+ and F = KN@‘KN)-IP. 
This is the typical nonlinear programming formulation of design. It will be 
pursued a little further using the classical method of Lagrangian multipliers 
together with Eqs. (1-3) in place of Eq. (12). 
Formally, it is necessary to find A, F, 6, A, OL~ , and /?i (i = I,..., b) which 
minimize: c A,L, 
L 
subject to: NF = P F=KA A = NS 
(14) 
Fi” - A,8(a”)2 + &” = 0 Ai - r+= = 0. 
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Introducing the multipliers A, ,..., A, , the functional to be minimized is 
Q, = CLiAi + X,(NF -- P) + &(F” - A*(a”)2 + /I?) 
E 
subject to 
+ &(A - a”) + X,(F - KA) -t X,(0 - A%) (15) 
(16) 
SD/& = 0 implies the constraints of Eq. (14) in which hj,j refers to the 
jth component of the column matrix hi . While there appears to be little hope 
of solving this nonlinear system (Eq. (16)) explicitly, some simple results can 
be obtained. 
First, the system will be simplified by relaxing the requirements that the 
pieces fit together as was done for the dual linear programming problem. 
This may be accomplished by deleting the fifth and sixth of Eqs. (16) and 
setting A, = A, = 0 elsewhere. Then multiplying the first equation by CQ and 
pi it follows that 
q&L* = 0, (17) 
which may be interpreted to mean that each bar is either stressed to the 
allowable (/3( = 0) or that it has zero area (CQ = 0). 
ITERATIVE DESIGN 
It is most common to attempt to solve Eq. (11) as a system of equalities 
iterating 
A?) = 1 Fy)(A(n))l/aa (i = l,..., b) (18) 
without any direct attempt at optimization. In Eq. (18) the superscripts 
refer to the iteration number and P)(A(")) can, for example, be computed 
using ,Eq. (12). This very simple scheme is partially motivated by the fact that 
292 SPILLERS AND FARRELL 
along any ray in the space of the areas, F is constant and the stress behaves as 
l/r where r is the distance from the origin. This behavior follows directly 
from Eq. (12) by assuming -4 = AA’ + K = XK’ (pass a ray through the 
point A’). Eq. (18) can also be written in the form 
&+1) = AI”’ 1 Al”’ I//$* (i = I,..., b), (19) 
which motivates the earlier reference to the iterative procedure as “kine- 
matic.” It is now convenient to introduce the concept of attractive and 
repulsive points [6] according to which a point A is attractive if 
1 A;+l - Ai 1 < 1 Ai” - Ai 1 (i = l,..., b) (20) 
and repulsive otherwise. 
It has already been shown that solutions exist and that the minimum weight 
solution is statically determinate. It will now be shown that: 
THEOREM 1. It is necessary and suflcient for an attractive point that 
I Ai (/Ai” < 1 (i = l,..., b) (21) 
at that point. 
PROOF. Necessity is obvious. For sufficiency note that since the Ai’s are 
well behaved functions of the areas, when the inequality holds in Eq. (21) at 
a point, it holds in the neighborhood of the point. Let C represent the set of 
bars for which the inequality holds, i.e., 
1 Ai I/Aia < 1 (i E C). (22) 
The areas of these bars go to zero geometrically and therefore so do the 
bar forces. If C contains a set of redundants, the other bar forces (and there- 
fore the other bar areas) also approach their values at point A geometrically 
by virtue of Eq. (1) (equilibrium) which may be written 
F, = NF’(P - &FL). (23) 
If C does not contain a set of redundants the system is degenerate in that the 
number of bars in the set i # C is greater than the rank n of N. In this case it is 
convenient to partition F as 
(24) 
in which the elements of Fd constitute the set C. Under a single iteration the 
elements of Fd decrease while the elements of F, may increase or decrease; 
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Fe and Fd together determine FT. In view of the proof of Lemma 7, any 
value of FL = [:I computed from Eq. (4) which lies in the vicinity of A 
corresponds to an optimal solution. Therefore, at each step Atn) remains in 
the vicinity of some optimal solution so that Fd must continue to decrease 
geometrically while Fe may “wander” through some lower dimensional 
space of optimal solutions thus finally arrivmg at some optimal solution not 
necessarily point ,4. 
It is now possible to state several conclusions using results from the dual 
programming problem: 
1. An attractive point always exists and corresponds to a minimum weight 
solution. This follows from the existence of a solution to the maximization 
problem which also solves the minimum weight problem. 
2. If there exists more than one attractive point, they all correspond to the 
same weight. From the preceding paragraph it is clear that an attractive point 
is a minimum weight solution. 
3. Solutions of Eq. (10) which are not optimal (minimum weight) are not 
attractive points. 
GLOBAL CONVERGENCE 
The mechanics of the iterative design procedure are perhaps most clearly 
seen in an example. Figure 1 shows an extremely simple truss for which some 
results are shown in Fig. 2. The two circles indicate the statically determinate 
solutions; from the slope of the line of constant weight it is seen that the 
optimal solution is A, = 1, A, = 0. 
Equation (18) h s ows that the iterative process does not depend upon the 
starting point but only the starting YU~ since F is constant along any ray. 
At each step the iterative procedure can be interpreted geometrically as 
selecting the intersections of the nth ray (ray passing through the point A(“)) 
with the surfaces 1 d 1 = da to determine the areas for the next iteration 
(the (n + 1)th ray). 
E =1 &=I 
6 = (A,+ -+-’ 
2fi 
FIG. 1. Simple Truss. 
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FIG. 2. 
Clearly, global convergences depends upon the nature and relative locations 
of the surfaces di = const. It is unfortunate that these surface are parallel 
straight lines in Fig. 2; in general they are rational functions of the areas 
and in general they intersect. Further, the rate of convergence depends on the 
relative separation of the surfaces. But beyond this there is little which can be 
said of global convergence at this time. 
CONCLUDING REMARKS 
Probably most pressing is the need for more information about the surfaces 
Ai = const. which would in turn hopefully indicate how the existing iterative 
method should be modified, perhaps to include information from all preceding 
iterations. This is the real problem. While it is not difficult to think of 
alternative methods of computation, the iterative method has been so success- 
ful over the years that modification rather than abandonment seems to be 
suggested. 
Beyond this lies the questions of multiple load conditions, allowable stresses 
which are dependent on the parameters of the problem rather than simple 
constant, the effect of displacement constraints, and the other complicating 
facets of more realistic models. 
While the results obtained here are quite limited in scope they indicate 
some interesting possibilities such as linear programming rather than non- 
linear programming for general structural design and even some possible 
variations on the simplex method itself. 
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