The 
Introduction
Over the past six decades, the tourism sector experienced continued expansion and diversification, becoming one of the largest and fastest-growing economic sectors globally. It is the largest service sector industry in terms of world trade, accounting for 6 per cent of world exports and contributing about 9 per cent to world GDP (UNWTO, 2013) . The importance of the tourism sector lies with the fact that it is a labour-intensive sector with the potential to create jobs for relatively unskilled workers. It is also an important earner of foreign exchange -world tourism receipts totalled US$ 1,075 billion in 2012. When considering the fact that 35.9 per cent of this amount has been received by emerging economies, the relative importance of the tourism sector in lower income countries is evident. For South Africa in particular, tourism receipts amounted to US$ 9,994 million or 0.92 per cent of the world total. The importance of the sector for the South African economy has also increased. Before 1994, tourism receipts constituted an average of 2.1 per cent of GDP, while this figure increased to an average of 3.6 per cent of GDP in the post-sanction period, with a contribution to GDP as high as 4.9 per cent in 2003. Within Africa, South Africa has the largest market share on the continent, namely 30 per cent.
It is widely suggested in the literature (e.g. Vanegas and Croes, 2003; Theobald, 2001 ) that economic growth created by tourism receipts in a country stems from the relationship between exports and economic growth. Specifically, the role of such economic activity, as a promoter of short and long-run economic growth, is investigated by assessing the so-called Tourism Led Growth Hypothesis (TLGH), which is directly derived from the Export-Led Growth Hypothesis (ELGH). The latter postulates that economic growth can be generated, not only by increasing the amount of labour and capital within the economy, but also by expanding exports.
Since tourism receipts are considered part of international services and have a foreign exchange nature, it can be argued that tourism receipts have an export effect (Arslanturk, Balcilar and Ozdemir, 2011) . Theobald (2001) also characterizes tourism as an intangible export item. The tourism sector involves a variety of services and professions from other sectors, including: accommodation services, food and beverages, transportation services (passenger transportation and transport equipment rental), cultural services, sports and recreational services, travel services (travel agencies and other reservation services), as well as country-specific tourism characteristic goods and services (including retail trade) (UNWTO, 2010).
The demand for goods and services in the host country will be increased with the rise in tourist arrivals (Dieke, 2000) . If the economy visited has the resources to meet the increasing demand as a result of the number of tourists, the spending will remain in the country visited. Foreign exchange surpluses created by tourism activities will have a positive effect on the balance of payments, which is why it is widely acknowledged that tourism in the long run might create economic growth (Balaguer and Jorda, 2002; Croes, 2006) . In addition to having a positive impact on the current account, growth in the tourism sector also encourages investments in new infrastructure, stimulates activity in related economic industries, creates employment and induces an increase in GDP, thus having a desired effect on the economy concerned (Brohman, 1996; Brida and Pulina, 2010) .
The causality relationship between exports and economic growth has been the focus of researchers for a long time (e.g. Balassa, 1988; Ghatak et al. 1997 ). More recently the causal link between tourism receipts and economic growth, or income, has started to receive a great deal of attention in tourism economics. The first study to test the TLGH was by Balaguer and Cantavella-Jordà (2002) for Spain. A large number of other studies followed, of which the greater majority propose a vector error correction model (VECM) framework. Other time-series techniques employed include the Stock and Watson (1993) dynamic ordinary least squares (DOLS) and the autoregressive distributed lag (ARDL) model developed by Pesaran et al. (2001) . A number of panel data studies employed techniques like the Pedroni (2004) approach to test the hypothesis of no cointegration between tourism receipts and economic growth. Hardly any of the studies focussing on tourism and economic growth move beyond the framework of parameter constancy by using rolling window or time-varying coefficients estimation techniques. In a survey of empirical research on the matter, Brida and Pulina (2010) report the findings of 38 studies published between 2002 and 2010. The TLGH is validated for the majority of the countries studied, e.g. Tunisia (Belloumi, 2010) , South Africa (Akinboade and Braimoh, 2010) , Mauritius (Durbarry, 2004) , Antigua and Bermuda (Schubert et al., 2010) , Chile , Colombia ), Uruguay (Brida et al., 2008a) , Mexico (Brida et al., 2008b) , Nicaragua (Croes and Vanegas, 2008) , Turkey (Gunduz and Hatemi-J, 2005) , Greece (Dritsakis, 2004) . A bidirectional Granger causality is found in Malaysia (Lean and Tang, 2009) , Taiwan (Kim et al., 2006) , Spain (Cortés and Pulina, 2010; Nowak et al., 2007) , Malta (Katircioglu, 2009b) , Turkey , whereas a unidirectional temporal relationship running from economic development to tourism activity is detected for Korea (Oh, 2005) , Fiji, Tonga, Solomon Islands and Papua Guiniea (Narayan et al., 2010) , and Cyprus (Katircioglu, 2009a ).
In the African context, three studies that apply the VECM methodology to test for Granger causality include Belloumi (2010) , Akinboade and Braimoh (2010) and Durbarry (2004) with focus on Tunisia, South Africa and Mauritius, respectively. Belloumi (2010) includes tourism receipts, GDP and real effective exchange rate in a VECM for Tunisia, and finds that tourism receipts Granger causes GDP in the long run. Akinboade and Braimoh (2010) include tourism receipts, GDP, real effective exchange rate and exports in a VECM for South Africa and establish both short and long-run Granger causality running from tourism receipts to GDP. In a study on Mauritius, Durberry (2004) includes tourism receipts, GDP, physical and human capital and exports in a VECM. The findings include the existence of a long-run bidirectional relationship between exports and GDP, while exports Granger causes GDP in the short run. Lee and Chang (2008) in their panel data analysis concluded that there is a unidirectional causality relationship from tourism to economic growth in OECD countries but a bidirectional relationship in non-OECD countries. Brau et al. (2003) suggested that the smaller the country, the higher the economic growth when the tourism is considered a key factor for the economy. In agreement to this, Eugenio-Martin et al. (2004) found evidence that such a relationship exists but it is stronger for less developed economies but not 4 for developed countries and Oh (2005) shows that the relationship is weaker for countries that are not dependent on tourism.
Even within studies for the same country, the results vary when choosing different time periods or methodology. For example, for Turkey, Gunduz and Hatemi-J (2005) find a unidirectional causality from tourism to economic growth using leveraged bootstrap causality tests for the period 1963 -2002 Ongan and Demiroz (2005) suggest a bidirectional causality relationship for the period 1980Q1-2004Q2 using the Johansen technique and vector error correction modelling; while Katircioglu (2009c) employing the bounds test and Johansen approach concluded no cointegrating relationship for the period 1960 to 2006. Arslanturk et al. (2011) attribute these conflicting results to the fact that the existence and direction of the relationship between tourism receipts and economic growth may change through the years, a fact that standard Granger causality tests that are commonly used cannot pick up. They support the argument of Hall et al. (2009 Hall et al. ( , 2010 ) that time-varying estimations can be the solution to the problems of unknown functional forms, specification errors and spurious conclusions, and stress the need for examining the tourismeconomic growth phenomenon for individual countries separately and in a time-varying context. When applying rolling window and time-varying parameter estimation techniques for the period 1963 to 2006, they show that GDP has no predictive power for tourism receipts in Turkey; however tourism receipts have a positive-predictive content for GDP, but only following the early 1980s, a result that is supportive of the findings of Gunduz and Hatemi-J (2005) .
In order to analyse the time-varying linkage between real tourism receipts and real GDP for South Africa for the period 1960 to 2011, we use a time-varying VECM framework to control for structural changes and regime shifts. We support the argument of Arslanturk et al. (2011) that standard Granger causality tests overlook the probable non-constancy of causal relationships and argue the potential nonconstancy of the relationship between tourism and economic performance in the case of South Africa based on the numerous structural changes within the South African economy over the sample period. Moreover, partially due to South Africa's isolation in terms of international trade and tourism between the mid-1980s and early 1990s, limited attention was given to this specific sector. Since 1994 however, the country has improved its tourism position (Saayman and Saayman, 2008) and even more recently, after a number of events that attracted tourists from all over the world such as the Soccer World Cup in 2010. The main contribution of this paper is that it is the first of its kind to examine the South African tourism sector and its relationship with economic growth in a time varying estimation framework. A further innovation on the Arslanturk et al. (2011) paper is that we investigate a potential causal relationship within the VECM context by testing for short-run, long-run and strong causality in a state-space framework. The tests introduces in this study are true time-varying Granger causality tests where all parameters are fully allowed to change with time.
The rest of the paper is organised as follows: Section 2 describes the methodology used, while Section 3 discusses the data used and empirical results of the analysis. The last section concludes.
Methodology
Granger non-causality tests are used to determine whether one series significantly forecasts another (Granger, 1969) . The null hypothesis generally states the non-existence of one causal relationship for the whole sample. However, a time-varying causal relationship may exist in which case causality might not be applicable in the whole sample; that is to say, a variable might not Granger-cause another variable in some periods and might Granger cause that variable in other periods. When the causal relationship between two variables is not stable and the non-causality is not rejected in a constant parameter model estimated for the full sample, what has been rejected is not clear (Arslanturk et al., 2011 
where ECT t-1 is a lagged term derived from the long-run cointegrating relationship between tourism receipts and GDP series, t 1  and t 2  are uncorrelated disturbance terms with zero mean and finite variance.
We estimate the VECM in (1) for the full sample and test the null hypothesis that tourism receipts does not
Granger cause GDP and that GDP does not Granger cause tourism receipts These Granger causality tests, however, assume parameter constancy in the model over time, an assumption, as stated, which may not hold. Salman and Shukur (2004) showed that when the assumption of parameter constancy is violated, Granger causality tests can provide misleading inference about the underlying causal relationship. A model's structure may deviate from assumed stability in numerous ways, leading to many potential alternative specifications against the null hypothesis of stability. Therefore those tests that leave the form of instability unspecified possess desirable properties. Considering the many alternatives for practical problems, researchers require (1) a wide variety of tests to ensure that these tests exhibit power against a conceivable number of alternatives, as some tests indeed possess little power against violations of their assumptions, such as stationarity, no autocorrelation, no outliers, etc., and (2) tools that permit the understanding of the nature of deviations from stability so that the researcher can date the structural change along with the causes. In view of this, in this study, we include a battery of tests that possess power against both specific alternatives and unspecified alternatives, and use rolling and recursive estimation and tests that permits the determination of the form of deviations from stability and also to date the structural changes.
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Firstly, we consider F tests proposed by Andrews (1993) and Andrews and Ploberger (1994) Kuan and Chen (1994) to test long-run parameter stability in the VAR model. We apply the same tests to the long-run relationship between tourism receipts and GDP, estimated by FM-OLS. For a detailed discussion of the different tests, refer to Balcilar et al. (2013) .
In conducting rolling estimation, the VECM in (1) is estimated for a time span of 15 years rolling through t = τ14, τ13,...,τ, τ = 15,...,T. For the recursive estimation, 15 observations are used, and then one period at a time is added to the end of the sample recursively. In order to estimate the order of the VECM in (1), we fit a VECM model to the whole sample period and determine the optimal order using the Akaike information criterion (AIC). For all rolling and recursive VECM estimates, the AIC is also used to determine the lag length.
Given the outcome of various stability tests, we investigate the issue of non-constancy of parameters further. Although the rolling VECM estimates may indicate a time-varying relationship between the tourism receipt and GDP series, the parameter estimates may not be reliable due to the small sample size.
Rolling estimation is also not an optimal method to estimate time-varying parameters. In order to estimate the time variation optimally we use a VECM with time-varying coefficients. This approach allows us to overcome the shortcomings of rolling window estimation. Instead of splitting the sample into several subsamples, the time-varying coefficients capture the change in the dynamic relationship and enables exact dating of the transition. In its most general form, the time-varying VECM(p) model for tourism receipts and GDP series can be written as follows:
where the error correction coefficients t , 1
 are also time-varying. In the empirical section, using cointegration tests, we show that a long-run relationship between the tourism receipts and GDP series exists. Therefore, the cointegration parameters 0  and 1  in
are modelled as time invariant. In order to write Equation (2) compactly, we define the following matrices:
Then, Equation (2) can be written as
where t Z is the vector of variables defined as Z t = (1, ECT t ,Dy t ,...,Dy t-p+1 ¢ ) and A t is the matrix of parameters defined as
Here, e t is a 21  vector of white noise with var(e t ) = R. We assume that each element of A t varies according to a random walk. The random walk specification is flexible, in that it places a minimal restriction on the structure of the time variation.
Estimation of the model parameters in Equation (3) can be accomplished by Gaussian quasi-maximum likelihood (Durbin and Koopman, 2001 ) evaluated using a Kalman filter (e.g. Anderson and Moore, 1979) .
In order to apply the Kalman filter, the model is represented in the state-space form (see, e.g., Shumway and Stoffer, 2000) . Vectorizing both sides of Equation (3), the state-space representation can be written as follows: 
with the innovation covariance matrix obtained as
Since we will be using a bootstrap method, it is more convenient to work with standardized innovations
which guarantees that these innovations have, at least, the same first two moments. The state-pace model in Equation (4) can equivalently be written as
where
Several studies found evidence that sample size must be fairly large before asymptotic results are applicable for the time-varying parameter (TVP) model we consider (Dent and Min, 1978; Ansley and Newbold, 1980) . In this paper we use the bootstrap algorithm of Stoffer and Wall (1991) for state-space models. The bootstrap method is preferred for two reasons. First, our sample size is relatively small and bootstrap can approximate the empirical distribution of parameters fairly well (Efron, 1979 Arslanturk et al. (2011) .
Data and Empirical Results
In this section we apply the procedure described above to investigate the time-varying linkages between tourism receipts and GDP using annual data from 1960 to 2011 for South Africa. The data were obtained from the databases of the South African Reserve Bank (SARB) and Global Financial Database (GFD). To investigate these linkages, we use the real tourism receipts and real GDP series. In order to get the real series that we consider, the tourism receipts and GDP series are divided by the consumer price index and GDP deflator, respectively. For purposes of the empirical analysis, both series are expressed in logarithmic form. We report the Augmented Dickey-Fuller unit root test of Said and Dickey (1984) and the  MZ unit root test of Ng and Perron (2001) to determine the order of integration of the real tourism receipts and real GDP series. Table 1 reports the results of testing the null of non-stationarity (unit root) against the alternative of stationarity (no unit root). According to the results in Table 1 , both the ADF and  MZ tests fail to reject the null hypothesis of non-stationarity for tourism receipts and the GDP. The test results further indicate that the first differences of the series do reject the null of a unit root. Therefore we conclude that both real tourism receipts and real GDP conform to I(1) processes. Because an error correction term is an essential part of Granger causality analysis, next we test for a common stochastic trend, which implies the existence of a cointegrating relationship between GDP and tourism receipts. According to Granger (1988) , if the causality tests do not incorporate an error correction term, they may lead to incorrect conclusions. Since both series contain a stochastic trend, a common stochastic trend is likely to occur; that is the series may be cointegrated. We use Johansen's (1991) maximum likelihood method to examine whether or not the tourism receipt and GDP series are cointegrated. Considering the cointegration between the tourism receipts and GDP series, that is that tourism receipts and GDP maintain a long-run relationship in levels, there should be causality at least in one direction (Engle and Granger, 1987) . In order to examine the type of causality between the series, we first perform a full sample Granger-causality test. We use the Akaike information criterion (AIC) for determining the optimal number of lags in the VAR model. Starting with p=1, we sequentially increase the lag of VAR model up to ten, and select the lag order with minimum AIC. As suggested by AIC, the optimal lag order is 1. 1 Next a VECM as specified in (1) is used for the full sample to test the null hypotheses that tourism receipts does not Granger cause GDP (j 12
(1) = 0) and that GDP does not Granger cause tourism receipts 2 (j
21
(1) = 0). The results show that we fail to reject the null hypothesis that tourism receipt does not Granger cause GDP and vice-versa at any of the conventional significance levels. These findings show that there is no short-run Granger causality from tourism receipts to GDP or from GDP to tourism receipts when a full sample
Granger-causality test is performed.
We now turn to examining the stability of the estimated parameters in the long-run equation as well as the VAR framework. Structural changes may shift parameter values and the pattern of the no causal relationship may change over time. Granger causality tests will show sensitivity to sample period and order of the VAR model, if the parameters are temporally instable. The results of cointegration and Granger causality tests based on the full sample also become invalid with structural breaks because these tests assume parameter stability.
Full-sample parameter stability
Various tests exist to examine temporal stability of VAR models (e.g. Hansen, 1992b; Andrews, 1993; Andrews and Ploberger, 1994 ). Although we can apply these tests in a straightforward way for stationary models, the variables in our model are non-stationary and cointegrated. We need to accommodate the possibility of this integration (cointegration) property because in a cointegrated VAR, the variables form a vector error correction model (VECM). Thus we need to investigate the stability of both the long-run cointegration and the short-run dynamic adjustment parameters. If the long-run or cointegration parameters prove to be stable, then the model exhibits long-run stability. Additionally, if the short-run parameters are also stable, then the model exhibits full structural stability.
Since the estimators of cointegration parameters are superconsistent we can split the parameter stability testing procedure into two steps. First, we test the stability of the cointegration parameters.
Second, if long-run parameters prove stable, then we can test the stability of the short-run parameters. To examine the stability of cointegration parameters, we use the L c test of Nyblom (1989) and Hansen (1992a) .
This Nyblom-Hansen statistic tests for parameter constancy against the alternative hypothesis that the parameters follow a random walk process and, therefore are time-varying, since the first two moments of a random walk are time dependent. Next we use the Sup-F, Mean-F, and Exp-F tests developed by Andrews (1993) and Andrews and Ploberger (1994) to investigate the stability of the short-run parameters. We compute these tests from the sequence of LR statistics that tests constant parameters against the alternative of a one-time structural change at each possible point of time in the full sample. These tests exhibit asymptotic non-standard distributions and Andrews (1993) and Andrews and Ploberger (1994) report the critical values. To avoid the use of asymptotic distributions, however, we calculate the critical values using the parametric bootstrap procedure.
The outcome of these tests for parameter constancy to derive inference on the temporal stability of the coefficients of the VAR model for tourism receipts and GDP is presented in Table 4 . Bootstrap p-values come from a bootstrap approximation to the null distribution of the test statistics, constructed by means of Monte-Carlo simulation using 2,000 samples generated from a VAR model with constant parameters. We calculate the L c test for each equation separately using the FM-OLS estimator of Phillips and Hansen (1990 To allow for a set of alternative tests, we also estimate the cointegration equation between tourism receipts and real GDP as follows:
where GDP denotes real GDP and TR denotes tourism receipts. We estimate the parameters in equation (9) using the FM-OLS estimator. 
Recursive and Rolling Window Parameter Stability
Since the parameter constancy tests point to structural change, we estimate the VAR model using recursive and rolling window regression techniques. The recursive estimator starts with a benchmark sample period and then adds one observation at a time keeping all observations in prior samples so that the sample size grows by one with each iteration. The rolling-window estimator, also known as fixed-window estimator, alters the fixed length benchmark sample by moving sequentially from the beginning to the end of sample by adding one observation from the forward direction and dropping one from the end. Assume that each rolling subsample includes 15 annual observations (i.e., the window size is equal to 15). In each step for the recursive and moving window models, we determine a VAR model using the AIC to choose the lag length and perform the Granger causality tests using the residual based (RB) bootstrap method on each subsample. This provides us with a sequence of 36 causality tests instead of just one. The recursive and rolling estimations that we adopt are justified for a number of reasons. First, recursive and rolling estimations allow the relationship between the variables to evolve through time. Second, the presence of structural changes introduces instability across different subsamples and recursive and rolling estimations conveniently capture this; in our case, by considering a sequence of 36 different subsamples (starting with the benchmark sample from 1962 to 1976). The rolling window uses a 15-year fixed window.
For the rolling estimations, the window size is an important choice parameter. Indeed, the window size controls the number of observations covered in each subsample and determines the number of rolling estimates, since a larger window size reduces the number of observations available for estimation. More importantly, the window size controls the precision and representativeness of the subsample estimates. A large window size increases the precision of estimates, but may reduce the representativeness, particularly, in the presence of heterogeneity. On the contrary, a small window size will reduce heterogeneity and 14 increase representativeness of parameters, but it may increase the standard error of estimates, which reduces accuracy. Therefore, the choice of the window size should achieve a balance of not too large or too small, thus, balancing the trade-off between accuracy and representativeness. We follow Koutris et al. (2008) and Balcilar et al. (2013) and use a rolling window of small size (i.e., 15 annual observations) to guard against heterogeneity. Our choice of small window size may lead to imprecise estimates. Therefore, we apply the bootstrap technique to each subsample estimation in order to obtain more precise parameter estimates and tests.
No strict criterion exists for selecting the window size in rolling window estimation. Pesaran and Timmerman (2005) examine the window size under structural change in terms of root mean square error.
They show that optimal window size depends on persistence and size of the break. Their Monte Carlo simulations shows that we can minimize the bias in autoregressive (AR) parameters with window sizes as low as 20 when frequent breaks exist. In determining the window size, we need to balance between two conflicting demands. First, the accuracy of parameter estimates depends on the degree of freedom and requires a larger window size for higher accuracy. Second, the presence of multiple regime shifts increases the probability of including some of these multiple shifts in the windowed sample. In order to reduce the risk of including multiple shifts in the subsamples, the window size should be small. Based on the simulation results in Pesaran and Timmerman (2005) we use a window size of 15 (this excludes the observations required for lags and hence is the actual number of observations in the VAR).
First consider the VAR(2) system. The recursive ME-L 2 statistic is reported in the last row in Table   4 . Only the GDP equation shows evidence of parameter stability, while the tourism receipt equation as well as the VAR(2) system show evidence of parameter instability, at the 5 per cent and 1 per cent levels of significance, respectively. Figure 2 (a) provides a sample-by-sample picture of the ME-L 2 test statistic for the individual equations as well as for the VAR system. The rolling ME-L 2 test statistic in the second last row in Table 4 implies that both the tourism receipt and GDP equations exhibit parameter stability, while the ME-L 2 test for the VAR system implies parameter instability at the 1 per cent level. Figure 2 (b) indicates that we reject the null hypothesis of stable parameters for a number of shorter periods, namely 1976 and 1979 and from 1980 to 1987, 1990, 1993 to 1998 and again in 2001 . Instability in all periods reflects instability in the tourism receipt equation.Finally, consider the long-run cointegrating relationship. Table 5 reports We next proceed to carry out Granger non-causality tests in a time-varying parameter VECM context. We test 7 different hypotheses as set out in Table 6 , namely that of constant parameters in the VECM, short-run causality, long-run causality, and strong causality, which implies both short and long-run causality. The associated restrictions in the VECM and state space forms are also indicated for all 7 hypotheses. In table 7, information criteria and log likelihood values for the unrestricted, full sample model is compared to a number of different restricted models. 
Short-run causality
H 02 : T. receipts
Long-run causality H 04 : T. receipts
Strong causality Table 6 for definition of restricted models. AIC is the Akaike information criterion, AICc is the small sample corrected Akaike information criterion of Hurvich and Tsai (1989) . logL is the value of the log likelihood. Table 8 reports full-sample bootstrap Granger causality tests under the TVP-VECM specification in equation (4). Firstly, the rejection of the null of constant parameters is supportive of earlier stability test results. We reject the null that the tourism receipts variable does not Granger cause GDP in the short run, and vice versa. We also reject the null of long-run non-causality from tourism receipts to GDP at the 1 per cent level, implying that tourism receipts have predictive power for GDP. From Figure 4 indicative of a fairly slow speed of adjustment after deviation from equilibrium due to an external shock (see Figure 4(a) ). The coefficient is significant at the 5 per cent level for the entire period, indicating that tourism receipts have long-run predictive content for GDP over the sample period.
Moreover, we also reject the restriction g 2 ,t = 0 at the 1 per cent level, this rejection imply long-run causality from GDP to tourism receipts. Therefore, we conclude that both tourism receipts and GDP behave weakly endogenously with respect to each other and there is long-run bidirectional causality between the two variables.. Then finally, when testing the hypotheses of strong causality, we reject the null that tourism receipts does not Granger cause GDP at the 1 per cent level, to conclude strong causality running from tourism receipts to GDP. Tourism receipts therefore have predictive content for GDP both in the short and long run. Since both GDP and tourism receipts are not weakly exogenous, rejection of the null of Granger non-causality hypotheses in Table 8 imply that tourism receipts and GDP have predictive power for each other both in the short-and long-run. Figures 6 displays the short-run impacts of tourism receipts on GDP and vice versa estimated by the timevarying VECM. The TVP-VECM explicitly models the parameter variation and propagation, using full sample information optimally, unlike rolling and recursive estimation methods that are used as an alternative to model structural changes (Arslanturk et al., 2011) . The state-space model also enables exact dating of the shifts in the causal relationship between the series. In this study, the TVP model is estimated with 2,000 bootstrap resample. The bootstrap procedure yields 2,000 bootstrapped estimates of total impact of tourism receipts on GDP ( * , TR t  ) and GDP on tourism receipts ( * , Gt  ) for each period. In Figure 6 , we report means of these total impact estimates, that is y TR,t We conclude by reporting p-values testing the hypotheses of short-run and strong Granger causality within the time-varying parameter framework. From Figure 7 (a) we note that the short-run causal relationship 23 between tourism receipts and GDP only breaks down during the 1985-1990 period, the height of the Apartheid regime characterized by cultural and economic sanctions. From Figure 7 (b) we marginally reject the null of no Granger causality running from GDP to tourism receipts for the entire period examined.
When considering the time-varying test for the hypotheses of no strong Granger causality, we see in Figure 8 (a) that we reject the null of no Granger causality between tourism receipts and GDP at the 5 per cent level for the entire period examined. Once again the restrictions g 2 ,t = 0, f 21,t ( k ) = 0are rejected for the entire period, this implies the null of no strong Granger causality from GDP to tourism receipts is rejected. 
Conclusion
This paper investigates the time-varying causal links between the real tourism receipts and real GDP for South Africa by using state-space time-varying coefficients and rolling and recursive window methods for data for covering 1960-2011 period. The methodology employed in this paper allows us to overcome the econometric concerns that could appear in the application of Granger causality tests. Changes in economic policies worldwide as well political and social environment could influence the causality patterns in the data under consideration. For this reason, we prefer to a use time-varying parameter VECM. The empirical analyses yielded the following conclusions: Firstly, the result obtained from the full sample show that there is no Granger causality between tourism receipts and GDP. On the other hand, results obtained from the state-space time-varying coefficients and rolling window estimation methods to analyse the Granger causality based on VECM with time-varying parameters indicate that the tourism receipt positively Granger-causes GDP with a short break in the period between 1985 and 1990 and also GDP haa predictive power for tourism receipts. In terms of the findings obtained from the analyses, it could be held that tourism receipts have a positive impact on the economic growth in South Africa. The result from the statespace time-varying coefficients and rolling window methods draw analogy with the results of Akinboade and Barimoh (2010), Ongan and Demiroz (2005) and Arslanturk, Balcilar and Ozdemir (2011) .
