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Abstract
By a characterization of compact spaces in Section 1, a process of obtaining a compactification
(X∗, k) of an arbitrary topological space X is described in Section 2 by a combined approach of nets
and open filters. The Wallman compactification can be embedded in X∗ if X is Hausdorff and by a
little modification, the compactification (X∗β, k) of X is the Stone– ˇCech compactification of X if X
is Tychonoff.
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1. A characterization of compact spaces
For the terminologies in general topology which are not explicitly defined in this paper,
the readers will be referred to [1].
Let A be a family of continuous functions on a topological space X. A net {xi} in X
will be called an A-net, if {f (xi)} converges for each f in A.
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X is compact iff
(1) f (X) is contained in a compact subset Cf for each f in A, and
(2) every A-net has a cluster point in X.
Proof. Let {xi} be an ultranet in X. For each f in A, {f (xi)} is an ultranet in Cf , hence
converges in Cf ; i.e., {xi} is an A-net. (2) implies that {xi} has a cluster point x in X. Since
{xi} is an ultranet, {xi} converges to x. Thus, X is compact. The converse is obvious. 
Corollary. Let A be a family of bounded real-valued continuous functions on X. Then X
is compact iff every A-net has a cluster point in X.
2. A process of compactification of any arbitrary topological space
Let X be any arbitrary topological space, C∗(X) = {fα | α ∈ Λ} the family of all
bounded real-valued continuous functions on X. For a C∗(X)-net {xi}, let F{xi } = {U | U
is open in X and {xi} is eventually in U}. It is clear that F{xi } is an open filter, and for any
fα ∈ C∗(X), any ε > 0, f−1α ((rα − ε, rα + ε)) ∈ F{xi }, where rα = lim{fα(xi)}. We will
called F{xi } the open filter on X induced by {xi}.
For convenience, let us cite Definition 12.15 and Theorem 12.16 in [1, p. 81] as Defini-
tion 1 and Theorem 2 in the following.
Definition 1. If F is a filter on X, let ΛF = {(x,F ) | x ∈ F ∈F }. Then ΛF is directed by
the relation (x1,F1) (x2,F2) iff F2 ⊂ F1, so the map P :ΛF → X defined by P(x,F ) =
x is a net in X. It is called the net based on F .
Theorem 2. A filter F converges to x in X iff the net based on F converges to x.
Corollary. Let ℘ be an open filter on X, {xi} the net based on ℘, and I = {U | U is open
in X and {xi} is eventually in U}. Then I = ℘.
Proof. Since the net {xi} based on ℘ is eventually in every open set in ℘, thus ℘ ⊂ I . For
that I ⊂ ℘, the proof for Theorem 12.17(a) in [1, p. 81] can be readily followed. 
For each C∗(X)-net {xi} in X, let {wxik } be the net based on the open filter F{xi } induced
by {xi}. It is clear by Definition 1, Theorem 2 and its corollary that:
(a) {wxik } is uniquely determined by F{xi }, and F{xi } =F{xj } iff {wxik } = {w
xj
k },
(b) F{xi } =F{wxik } = {O | O is open in X and {w
xi
k } is eventually in O},
(c) {wxik } is a C∗(X)-net and lim{fα(wxik )} = lim{fα(xi)} for all fα in C∗(X),
(d) the following are equivalent: (i) {wxik } converges to x, (ii) {xi} converges to x, and (iii)
F{xi } converges to x.
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a set, we will use {wxik }∗ to represent {wxik } when it is regarded as a point in a set. Let
Y = {{wxik }∗ | {xi} is a C∗(X)-net that does not converge in X, {wxik } is the net based on
F{xi }}, X∗ = X ∪ Y , the disjoint union of X and Y . For each open set U ⊂ X, define
U∗ ⊂ X∗ to be the set U∗ = U ∪ {{wxik }∗ | {wxik }∗ ∈ Y and {wxik } is eventually in U}. It is
clear that if U ⊂ V , then U∗ ⊂ V ∗.
Lemma 1. For any two open sets U and V in X, (U ∩ V )∗ = U∗ ∩ V ∗.
Proof. Let y be an element in (U ∩ V )∗ ∩ Y , then y = {wxik }∗ and {wxik } is eventually in
U ∩V . This implies that {wxik } is eventually in U and in V , thus {wxik }∗ is in U∗ ∩V ∗. For
the other direction, if y ∈ (U∗ ∩V ∗)∩Y , then y = {wxik }∗ and {wxik } is eventually in U and
in V , so {wxik } is eventually in U ∩ V . Thus, y is in (U ∩ V )∗. 
Proposition 1. Let B = {U∗ | U is open in X}. Then B is a base for a topology on X∗.
Proof. For the condition (a) X∗ = {U∗ | U∗ ∈ B} (see [1, p. 38]), let y ∈ Y , then y =
{wxik }∗. For any fα ∈ C∗(X), let rα = lim{fα(wxik )}, then {wxik } is eventually in f−1α ((rα −
ε, rα + ε)) for any ε > 0; i.e., {wxik }∗ is in (f−1α ((rα − ε, rα + ε)))∗ for any ε > 0, thus
Y ⊂⋃{U∗ | U∗ ∈ B}, therefore, X∗ ⊂⋃{U∗ | U∗ ∈ B}. For {U∗ | U∗ ∈ B} ⊂ X∗ is
clear.
For the condition (b), if z ∈ U∗ ∩ V ∗ for any U∗ and V ∗ in B, since (U ∩ V )∗ is in B,
and (U ∩ V )∗ = U∗ ∩ V ∗, thus z ∈ (U ∩ V )∗ ⊂ U∗ ∩ V ∗. 
Equip X∗ with the topology induced by the base B. For each fα in C∗(X), define
f ∗α :X∗ → R by setting that f ∗α (x) = fα(x), if x ∈ X; f ∗α ({wxik }∗) = lim{fα(wxik )} for{wxik }∗ in Y . It is clear that f ∗α is well-defined and is a bounded real-valued function on
X∗.
Lemma 2. For any fα in C∗(X), f ∗α is a bounded real-valued continuous function on X∗.
Proof. To show the continuity of f ∗α at any z in X∗, let tα = f ∗α (z). It will be shown
that for any ε > 0, there is an open set U∗ ∈ B such that z ∈ U∗ ⊂ f ∗α −1((tα − ε,
tα + ε)). Let U = f−1α ((tα − ε/2, tα + ε/2)). If z ∈ X, since fα(z) = f ∗α (z) = tα , thus
z ∈ f−1α ((tα − ε/2, tα + ε/2)) ⊂ (f−1α ((tα − ε/2, tα + ε/2)))∗. If z ∈ Y , then z = {wxik }∗.
Since tα = f ∗α (z) = lim{fα(wxik )}, so {wxik } is eventually in f−1α ((tα − ε/2, tα + ε/2)); i.e.,
z = {wxik }∗ ∈ (f−1α ((tα − ε/2, tα + ε/2)))∗.
Finally, we show that (f−1α ((tα − ε/2, tα + ε/2)))∗ ⊂ f ∗α −1((tα − ε, tα + ε)). If x is in
X∩(f−1α ((tα−ε/2, tα+ε/2)))∗, then x ∈ f−1α ((tα−ε/2, tα+ε/2)); i.e., f ∗α (x) = fα(x) ∈
(tα − ε, tα + ε). So, x ∈ f ∗α −1((tα − ε, tα + ε)). If y ∈ (f−1α ((tα − ε/2, tα + ε/2)))∗ ∩
Y , then y = {wxik }∗, and {wxik } is eventually in f−1α ((tα − ε/2, tα + ε/2)), thus f ∗α (y) =
lim{fα(wxik )} ∈ [tα − ε/2, tα + ε/2] ⊂ (tα − ε, tα + ε); i.e., y ∈ f ∗α −1((tα − ε, tα + ε)). 
Corollary. For any fα ∈ C∗(X), let tα ∈ cl(fα(X)), then for any ε, δ with 0 < δ < ε,
(f−1α ((tα − δ, tα + δ)))∗ ⊂ f ∗α −1((tα − ε, tα + ε)).
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into X∗.
Proof. For any open set U∗ in B, k−1(U∗) = U is open in X. So, k is continuous
on X. 
Corollary. For any fα in C∗(X), f ∗α ◦ k = fα .
Proposition 2. For any y in X∗ −X with y = {wxik }∗, {k(wxik )} converges to y = {wxik }∗.
Proof. Let U∗ be any open set in B containing y, then {wxik } is eventually in U in X.
This implies that {k(wxik )} is eventually in U∗, thus {k(wxik )} converges to y ={wxik }∗. 
Proposition 3. k(X) is dense in X∗.
Proof. For any y in X∗ −X, y = {wxik }∗. Proposition 2 implies that {k(wxik )} converges to
y = {wxik }∗. Thus, cl(k(X)) = X∗. 
For convenience, let C= {f ∗α | α ∈ Λ} represent {f ∗α | fα ∈ C∗(X)}. For any C-net {yi}
in X∗, let E = {O | O is open in X∗ and {yi} is eventually in O} and L= {U | U is open
in X and U∗ ∈ E}.
Lemma 4. For a C-net {yi} in X∗, let rα = lim{f ∗α (yi)} for each f ∗α ∈ C. Then for any
ε > 0, f ∗α −1((rα − ε, rα + ε)) ⊂ (f−1α ((rα − ε, rα + ε)))∗.
Proof. Let z ∈ f ∗α −1((rα −ε, rα +ε)), then f ∗α (z) ∈ (rα −ε, rα +ε). If z = k(x) = x for an
x in X, since fα(x) = f ∗α (z), so x is in f−1α ((rα − ε, rα + ε)), thus, z ∈ (f−1α (rα − ε, rα +
ε))∗. If z = {wxik }∗ in Y , then lim{fα(wxik )} = f ∗α (z) ∈ (rα − ε, rα + ε). This implies that
{wxik } is eventually in f−1α ((rα −ε, rα +ε)), thus {wxik }∗ is in (f−1α ((rα −ε, rα +ε)))∗. 
Corollary. For a C-net {yi} in X∗, let rα = lim{f ∗α (yi)} for each f ∗α ∈ C. Then for any
ε > 0, f ∗α −1((rα − ε, rα + ε)) ∈ E and f−1α ((rα − ε, rα + ε)) ∈L.
Proof. It is clear that f ∗α −1((rα − ε, rα + ε)) ∈ E . By Lemma 4, {yi} is eventually in
(f−1α ((rα − ε, rα + ε)))∗, thus, f−1α ((rα − ε, rα + ε)) ∈L. 
Lemma 5. E and L are open filters on X∗ and X, respectively.
Proof. From the proof of Lemma 1 and the corollary of Lemma 4, it is clear that E is an
open filter on X∗. By the corollary of Lemma 4, L = ∅. If U and V are open sets in L, then
U∗ and V ∗ are in E . Since (U ∩V )∗ = U∗ ∩V ∗ and U∗ ∩V ∗ ∈ E , thus, U ∩V ∈L. If W
is open and W ⊃ O for some O in L, then W ∗ ⊃ O∗. This implies W ∗ ∈ E and therefore,
W ∈L. 
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Proof. Let {wk} be the net based on L. Since for any α ∈ Λ and ε > 0, f−1α ((rα − ε, rα +
ε)) is in L, where rα = lim{f ∗α (yi)}. Thus, {fα(wk)} converges to rα for all α ∈ Λ; i.e.,
{wk} is a C∗(X)-net. Since the open filter F{wk} induced by the C∗(X)-net {wk} is exactly
L, so if {wwkk } is the net based on F{wk}, then {wk} = {wwkk }.
Case 1: If {wk} converges to a point p in X. Let U∗ be an open set in B containing
k(p), then p is in U and U is open in X. Since {wk} converges to p, Theorem 2 implies
that U is in L and therefore, U∗ is in E . This implies that {yi} converges to k(p) in X∗.
Case 2: If {wk} does not converge in X, then {wk}∗ = {wwkk }∗ is in Y . For any U∗ in B
containing {wwkk }∗, {wwkk } is eventually in U in X, the corollary of Theorem 2 implies that
U is in L and therefore U∗ is in E . Thus {yi} converges to {wwkk }∗ = {wk}∗ in X∗. 
Theorem 3. (X∗, k) is a compactification of X.
Proof. Since C is a collection of bounded real-valued continuous functions on X∗ and
every C-net {yi} converges in X∗. The corollary of Theorem 1 implies that X∗ is compact.
Hence, Proposition 3 implies that (X∗, k) is a compactification of X. 
Corollary. Let C(X∗) be the set of all real continuous functions on X∗. Then C(X∗) =
C= {f ∗α | fα ∈ C∗(X)}.
Proof. Let g ∈ C(X∗). Since X∗ is compact, g ◦ k ∈ C∗(X). By Lemma 3, Proposition 2
and the continuity of g, we have (g ◦ k)∗({wxik }∗) = lim{(g ◦ k)(wxik )} = lim{g(k(wxik ))} =
g(lim{k(wxik )}) = g({wxik }∗) for all {wxik }∗ in Y and (g ◦k)∗(k(x)) = (g ◦k)∗(x) = g(k(x))
for all x in X, hence C(X∗) ⊂ C. Therefore, C(X∗) = C= {f ∗α | fα ∈ C∗(X)}. 
3. The Stone– ˇCech compactification βX
In this section, we will set up the set Yβ a little different from the Y in Section 2. Let X
be a Tychonoff space, {xi} a C∗(X)-net, rα = lim{fα(xi)} for each fα ∈ C∗(X), and Q{xi }
the open filter generated by {⋂α∈H f−1α ((rα −ε, rα +ε)) | H is a finite subset of Λ, ε > 0}.
Let {wxik } be the net based on Q{xi }. Since {wxik } is eventually in f−1α ((rα − ε, rα + ε)) for
all α ∈ Λ and ε > 0. Thus lim{fα(wxik )} = rα for all α ∈ Λ and hence {wxik } is a C∗(X)-
net. Let Yβ = {{wxik }∗ | {wxik } is the net based on Q{xi }, {xi} is a C∗(X)-net that does not
converge in X} and X∗β = X ∪ Yβ , the disjoint union of X and Yβ . For each open set U in
X, define U∗ ⊂ X∗β to be the set U∗ = U ∪ {{wxik }∗ | {wxik }∗ ∈ Yβ and {wxik } is eventually
in U}.
Lemma 6. For any two C∗(X)-nets {xi} and {xj }, Q{xi } = Q{xj } iff lim{fα(xi)} =
lim{fα(xj )} for all α ∈ Λ. Therefore, {wxik } = {w
xj
k } iff lim{fα(xi)} = lim{fα(xj )} for
all α ∈ Λ.
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generated by {⋂α∈H f−1α ((rα − ε, rα + ε)) | H is a finite subset of Λ, ε > 0}, so Q{xi } =
Q{xj }, and therefore {wxik } = {w
xj
k }. If there is a β ∈ Λ such that tβ = lim{fβ(xi)} =
lim{fβ(xj )} = rβ . Pick a δ > 0 such that (tβ − δ, tβ + δ) ∩ (rβ − δ, rβ + δ) = ∅, then
f−1β ((tβ − δ, tβ + δ))∩f−1β ((rβ − δ, rβ + δ)) = ∅. Since f−1β ((tβ − δ, tβ + δ)) ∈ Q{xi } and
f−1β ((rβ − δ, rβ + δ)) ∈ Q{xj }, this implies that Q{xi } = Q{xj } and therefore {wxik } = {w
xj
k }
(or {wxik }∗ = {w
xj
k }∗). 
The rest of the process will follow the process in Section 2 except the setting of open
filter L. In this section, L is the open filter generated by {⋂α∈H f−1α ((rα − ε, rα + ε)) | H
is a finite subset of Λ, ε > 0}, where rα = lim{f ∗α (yi)} for each f ∗α ∈ C. Similar to the
proofs in Lemma 4 and its corollary, that “If U is in L, then U∗ is in E .” can be readily
proved in this section. Actually all the results obtained in Lemmas 1–5, Propositions 1–4,
Theorem 3 and their corollaries can be readily obtained by the same ways of proof for this
section. Hence, we have that (X∗β, k) is a compactification of X.
For each α ∈ Λ, let Iα be a closed interval containing fα(X). The evaluation map
e :X → Π{Iα | α ∈ Λ} defined by πα(e(x)) = fα(x) for all α ∈ Λ is an embedding, where
πα is a projection map from the product space Π{Iα | α ∈ Λ} onto Iα for each α ∈ Λ.
Then βX = cl(e(X)) is the Stone– ˇCech compactification of X. For each y ∈ cl(e(X))−
e(X), pick a net {xj } in X such that {e(xj )} converges to y, then lim{fα(xj )} =
lim{πα(e(xj ))} = πα(y) = tα for each α ∈ Λ. Since y /∈ e(X), so {xj } is a C∗(X)-net that
does not converge in X. Let Oy be the open filter on X generated by {⋂α∈H f−1α ((tα −
ε, tα + ε)) | H is a finite subset of Λ, ε > 0} and {wyk } the net based on Oy , then Oy =
Q{xj } and {wyk } = {w
xj
k } (or {wyk }∗ = {w
xj
k }∗). Since for each α ∈ Λ, lim{πα(e(wyk ))} =
lim{fα(wyk )} = tα = πα(y), thus {e(wyk )} converges to y in cl(e(X)).
Lemma 7. For a γ ∈ Λ, let (aγ , bγ ) be an open interval such that (aγ , bγ )∩ cl(fγ (X)) =
∅. Then {wyk } is eventually in f−1γ ((aγ , bγ )) iff y ∈ π−1γ ((aγ , bγ ))∩ cl(e(X)).
Proof. If {wyk } is eventually in f−1γ ((aγ , bγ )). Since {wyk } is the net based on Oy , by
the corollary of Theorem 2, f−1γ ((aγ , bγ )) ∈ Oy . Thus, there exist a finite subset K of
Λ and an ε > 0 such that
⋂
α∈K f−1α ((tα − ε, tα + ε)) ⊂ f−1γ ((aγ , bγ )). Since f−1β =
e−1 ◦ π−1β for each β ∈ Λ and e is one-to-one, thus, e(
⋂
α∈K f−1α ((tα − ε, tα + ε))) ⊂
e(f−1γ ((aγ , bγ ))) implies that (
⋂
α∈K π−1α ((tα − ε, tα + ε))) ∩ e(X) ⊂ π−1γ ((aγ , bγ )) ∩
e(X). Since {wyk } is also eventually in
⋂
α∈K f−1α ((tα − ε/2, tα + ε/2)), so {e(wyk )} is
eventually in e(
⋂
α∈K f−1α ((tα − ε/2, tα + ε/2))) ⊂ (
⋂
α∈K π−1α ([tα − ε/2, tα + ε/2])) ∩
cl(e(X)). Hence, that {e(wyk )} converges to y in cl(e(X)) and (
⋂
α∈K π−1α ([tα − ε/2, tα +
ε/2])∩ cl(e(X)) is closed in cl(e(X)) imply that y ∈ (⋂α∈K π−1α ([tα − ε/2, tα + ε/2]))∩
cl(e(X)) ⊂ (⋂α∈K π−1α ((tα − ε, tα + ε))) ∩ cl(e(X)) ⊂ π−1γ ((aγ , bγ )) ∩ cl(e(X)). For
the converse, if y ∈ π−1γ ((aγ , bγ )) ∩ cl(e(X)) for a γ ∈ Λ, then there is an ε > 0
such that π−1γ ((tγ − ε, tγ + ε)) ⊂ π−1γ ((aγ , bγ )), where tγ = πγ (y). This implies
that f−1γ ((tγ − ε, tγ + ε)) ⊂ f−1γ ((aγ , bγ )). Since f−1γ ((tγ − ε, tγ + ε)) ∈ Oy , thus
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ally in f−1γ ((aγ , bγ )). 
Define T :βX → X∗β by setting that T (e(x)) = x, if x ∈ X; T (y) = {wyk }∗ = {w
xj
k }∗ in
Yβ if y ∈ cl(e(X))−e(X). Since Oy is uniquely determined by the numbers tα = πα(y) for
α ∈ Λ and {wyk } (or {wyk }∗) is also uniquely determined by Oy. Hence T is well-defined.
Lemma 8. T is one-to-one and onto.
Proof. If e(x1) = e(x2), since e is one-to-one, so x1 = x2. For y1, y2 in cl(e(X)) − e(X),
if y1 = y2, then there is β ∈ Λ such that t1 = πβ(y1) = πβ(y2) = t2. Pick a δ > 0 such
that (t1 − δ, t1 + δ)∩ (t2 − δ, t2 + δ) = ∅, then e−1(π−1β ((t1 − δ, t1 + δ)))∩ e−1(π−1β ((t2 −
δ, t2 + δ))) = ∅ and thus f−1β ((t1 − δ, t1 + δ))∩f−1β ((t2 − δ, t2 + δ)) = ∅. Since f−1β ((t1 −
δ, t1 + δ)) ∈ Oy1 and f−1β ((t2 − δ, t2 + δ)) ∈ Oy2 , thus Oy1 = Oy2 ; i.e., {wy1k }∗ = {wy2k }∗.
For e(x) ∈ e(X) and y ∈ cl(e(X)) − e(X), since X ∩ Yβ = ∅, thus T (e(x)) = T (y). For
that T is onto, pick a {wxik }∗ in Yβ , since {xi} is a C∗(X)-net that does not converge in X,
fα = πα ◦ e and {fα(xi)} converges to a point rα for each α ∈ Λ. Thus, {e(xi)} converges
to a point y ∈ cl(e(X))− e(X) with πα(y) = rα for each α ∈ Λ. This implies that Oy and
Q{xi } are both generated by {
⋂
α∈H f−1α ((rα −ε, rα +ε)) | H is a finite subset of Λ, ε > 0},
therefore {wyk } = {wxik } (or {wyk }∗ = {wxik }∗). Hence T (y) = {wxik }∗. 
Since X and βX are Tychonoff, and the way that (f−1α ((aα, bα)))∗ is set in X∗β , it is
clear that the three families of sets {f−1α ((aα, bα)) | α ∈ Λ}, {π−1α ((aα, bα)) | α ∈ Λ} and
{(f−1α ((aα, bα)))∗ | α ∈ Λ} form subbases for X, βX and X∗β , respectively, where (aα, bα)
is any open interval such that (aα, bα)∩ cl(fα(X)) = ∅ for each α ∈ Λ.
Proposition 5. T is a homeomorphism from βX to X∗β .
Proof. It is enough to show that T −1((f−1α ((aα, bα)))∗) is open for the continuity of T .
Since T −1((f−1α ((aα, bα)))∗) = e(f−1α ((aα, bα))) ∪ {y ∈ cl(e(X)) − e(X) | {wyk } is even-
tually in f−1α ((aα, bα))} (by Lemma 7) = (π−1α ((aα, bα))∩ e(X))∪{y ∈ cl(e(X))− e(X) |
y ∈ π−1α ((aα, bα))∩ cl(e(X))} = (π−1α ((aα, bα))∩ e(X))∪ (π−1α ((aα, bα))∩ (cl(e(X))−
e(X))) = π−1α ((aα, bα)) ∩ cl(e(X)) which is open in βX. Thus T is continuous. Since T
is one-to-one and onto, π−1α ((aα, bα)) ∩ cl(e(X)) is an open set in a subbase of βX and
T (π−1α ((aα, bα)))∩ cl(e(X)) = (f−1α ((aα, bα)))∗ is open in X∗β . Hence T is a homeomor-
phism. 
Theorem 4. (X∗β, k) is the Stone– ˇCech compactification of X, if X is Tychonoff.
Remark. If (X∗, k) is the compactification of a Tychonoff space X obtained by the process
in Section 2. In the light of the construction of X∗β and the proof for that T is a homeomor-
phism, one can readily prove that βX can be embedded into X∗.
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Let X be a Hausdorff space, γX the collection of all closed ultrafilters on X. For each
closed set D ⊂ X, define D ⊂ γX to be the set D = {F ∈ γX | D ∈ F }. Let {D | D
is a closed subset of X} be the base for the closed sets of the topology on γX, and let
h :X → γX be defined by h(x) = Fx , the closed ultrafilter converging to x in X. Then
(γX,h) is the Wallman compactification of X (see 19 K. in [1, p. 142]). Let (X∗, k) be the
compactification of X obtained by the process in Section 2.
Lemma 9. Let F be a filter on X. For any fα in C∗(X), there exists a rα in cl(fα(X))
such that for any ε > 0 and for all F in F , f−1α ((rα − ε, rα + ε))∩ F = ∅.
Proof. If it is not the case, then for any rt in cl(fα(X)), there exist an εt > 0 and
an Ft in F such that f−1α ((rt − εt , rt + εt )) ∩ Ft = ∅. Since cl(fα(X)) is compact,
and cl(fα(X)) ⊂ ⋃{(rt − εt , rt + εt ) | rt ∈ cl(fα(X))}, so there exist r1, . . . , rn in
cl(fα(X)) such that f−1α (cl(fα(X))) ⊂
⋃{f−1α ((ri − εi, ri + εi)) | i = 1, . . . , n}; i.e.,
X = ⋃{f−1α ((ri − εi, ri + εi)) | i = 1, . . . , n}. Let Fo =
⋂{Fi | i = 1, . . . , n}. Then
Fo = Fo ∩ X ⊂⋃{(f−1α ((ri − εi, ri + εi)) ∩ Fi) | i = 1, . . . , n} = ∅. This implies that
Fo = ∅ contradicting that F is a filter. 
A closed ultrafilter F is said to be eventually in an open set U if there exists an F ∈F
such that F ⊂ U .
Lemma 10. Let F be a closed ultrafilter on X. For any open set U in X, if U ∩F = ∅ for
all F in F , then there is an Fo in F such that Fo ⊂ U ; i.e., F is eventually in U .
Proof. If F ⊂ U for all F in F , then (X − U) is closed and (X − U) ∩ F = ∅ for all F
in F . Since F is a closed ultrafilter, the result 12E.3 in [1, p. 83] implies that (X − U)
is in F . Thus, U ∩ (X − U) = ∅ contradicts the assumption that U ∩ F = ∅ for all F
in F . 
Corollary. Let F be a closed ultrafilter on X. For any fα in C∗(X), there exists rα in R
such that F is eventually in f−1α ((rα − ε, rα + ε)) for any ε > 0.
Proof. By Lemma 9, for any fα in C∗(X), there is a rα in R such that for any ε > 0 and
all F in F , f−1α ((rα − ε, rα + ε))∩F = ∅. Thus, Lemma 10 implies that there is an Fo in
F such that Fo ⊂ f−1α ((rα − ε, rα + ε)). Hence, F is eventually in f−1α ((rα − ε, rα + ε))
for all ε > 0. 
Let LF = {O | O is open in X and F is eventually in O}. It is clear that LF is an open
filter uniquely determined by F and will be called the open filter induced by F .
Proposition 6. The net {wFk } based on the open filter LF is a C∗(X)-net.
Proof. By the corollary of Lemma 10, for any fα in C∗(X), there exists a number rα such
that f−1α ((rα − ε, rα + ε)) is in LF for all ε > 0. Thus the corollary of Theorem 2 implies
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lim{fα(wFk )} = rα for all fα ∈ C∗(X); i.e., {wFk } is a C∗(X)-net. 
By the above ways of setting LF and {wFk } for F , it is clear that for two closed ultra-
filters F1 and F2, if F1 =F2, then LF1 =LF2 , and therefore {wF1k } = {wF2k }.
Lemma 11. If F1 and F2 are two different closed ultrafilters on X. Then the open filters
LF1 and LF2 induced by F1 and F2, respectively, are different; i.e., LF1 = LF2 , and
therefore, the nets {wF1i } and {wF2j } based on LF1 and LF2 , respectively, are different.
Proof. F1 =F2 implies that there exist F1 in F1 and F2 in F2 such that F1 ∩F2 = ∅. Then
X−F1 is open and F2 ⊂ X−F1, so X−F1 ∈LF2 . If X−F1 ∈LF1 , then there exists G1
in F1 such that G1 ⊂ X − F1, then G1, F1 are in F1 and G1 ∩ F1 = ∅, contradicting the
fact that F1 is a filter. So, X − F1 /∈ LF1 . Thus LF1 = LF2 . By Definition 1, it is obvious
that the nets {wF1i } and {wF2j } based on LF1 and LF2 , respectively, are different. 
Theorem 5. For a closed ultrafilter F on X, the following are equivalent:
(a) F converges in X;
(b) The open filter LF induced by F converges in X;
(c) The net {wFk } based on LF converges in X.
Proof. (a) ⇒ (b): If F converges to a point x in X, then for any open neighborhood U of
x, there is an F in F such that F ⊂ U . This implies that U ∈ LF . Thus, LF converges
to x.
(b) ⇒ (a): If LF converges to a point x in X, then for any open neighborhood U of x,
U ∈ LF , this implies that there is F in F such that F ⊂ U . Thus F converges to x. For
(b) ⇔ (c) is obvious by Theorem 2. 
Corollary. For a closed ultrafilter F on X. The following are equivalent:
(a) F does not converge in X;
(b) The open filter LF induced by F does not converge in X;
(c) The net {wFk } based on LF does not converge in X.
Lemma 12. Let Fx and Fy be two closed ultrafilters converging to x and y, respectively.
If Fx =Fy , then x = y.
Proof. If x = y, since X is Hausdorff, there exist open neighborhoods Ux of x and Vy of
y such that Ux ∩ Vy = ∅. Fx converging to x and Fy converging to y imply that Ux ⊃ E
for some E ∈Fx and Vy ⊃ F for some F ∈Fy . If Fx =Fy , then E and F are both in Fx ,
and E ∩ F = ∅. Hence, Ux ∩ Vy ⊃ E ∩ F = ∅. This contradicts the fact that Ux ∩ Vy = ∅.
So, Fx =Fy implying x = y. 
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converging to x in X; G(F ) = {wFk }∗, {wFk } is the net based on LF , if F is a closed
ultrafilter that does not converge in X. By Proposition 6 and the corollary of Theorem 5,
{wFk } is a C∗(X)-net that does not converge in X. Since {wFk } is the net based on LF ,
thus by the corollary of Theorem 2, the open filter F{wFk } induced by {w
F
k } is exactly LF .
Hence, {wFk }∗ is in Y defined in Section 2. By Lemma 12 and that both LF and {wFk } are
uniquely determined by a given closed ultrafilter F that does not converge in X, thus, G
is well-defined.
Proposition 7. G is one-to-one.
Proof. If Fx and Fy are two closed ultrafilters converging to x and y, respectively, and
Fx =Fy . Then there exist E0 ∈Fx and F0 ∈Fy such that E0∩F0 = ∅. Since Fx converges
to x and Fy converges to y, so x ∈ E for all E ∈ Fx and y ∈ F for all F ∈ Fy . Thus,
E0 ∩ F0 = ∅ implies that x = y. If Fz is a closed ultrafilter converging to z in X and F
is a closed ultrafilter that does not converge in X, then Fz = F . Since G(Fz) = z ∈ X,
G(F ) = {wFk }∗ ∈ Y and X ∩ Y = ∅, so G(Fz) = G(F ). If F1 = F2, and they do not
converge in X, then Lemma 11 implies that {wF1i }∗ = {wF2j }∗ in Y . 
Proposition 8. G is an embedding of γX into X∗.
Proof. Let U∗ be an open set in B defined in Section 2; i.e., U∗ = U ∪ {{wxik }∗ | {wxik }∗ ∈
Y and {wxik } is eventually in U}, then G−1(U∗) = {Fx | x ∈ U}∪{F | {wFk } is eventually in
U}. If Fx converges to x in U , then there is an F in Fx such that F ⊂ U . This implies that
(X −U) /∈Fx ; i.e., Fx ∈ γX − (X −U), where (X −U) = {F ∈ γX | (X −U) ∈F }.
If {wFk } is eventually in U , since {wFk } is the net based on LF , the corollary of Theo-
rem 2 implies that U is in LF , thus F is eventually in U ; i.e., there exists an F in F such
that F ⊂ U . This implies again that (X − U) /∈ F and therefore F ∈ γX − (X − U).
Thus, G−1(U∗) ⊂ γX − (X − U). For γX − (X − U) ⊂ G−1(U∗), let F be a closed
ultrafilter in γX− (X−U), then (X−U) /∈F . This implies that there exists an F0 ∈F
such that F0 ∩ (X − U) = ∅; i.e., F0 ⊂ U . Hence, (1) if F converges to a point x in
X; i.e., F = Fx . Then x is in F for all F in Fx and thus x ∈ F0 ⊂ U , this implies that
F = Fx is in G−1(U∗). (2) If F does not converge in X, F0 ⊂ U implies that F is even-
tually in U , i.e., U ∈ LF . So, the net {wFk } based on LF is eventually in U ; i.e., F is
in G−1(U∗). Thus, G−1(U∗) = γX − (X − U) is open in γX. Hence, G is continu-
ous. Since G−1(U∗ ∩G(γX)) = G−1(U∗)∩G−1(G(γX)) = (γX − (X −U))∩ γX =
γX − (X − U), thus G(γX − (X − U)) = U∗ ∩ G(γX) is open in G(γX) for any
open set γX − (X − U) in γX. Hence, G−1 is continuous on G(γX). Therefore, G is
an embedding of γX into X∗. 
Theorem 6. The Wallman compactification (γX,h) of X can be embedded into the com-
pactification (X∗, k) of X if X is Hausdorff.
Note. The results in Sections 2–4 were submitted by title to AMS ABSTRACTS sepa-
rately in March and May, 2003.
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