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Abstract. We define the current of a quantum observable and, under well
defined conditions, we connect its ensemble average to the index of a Fredholm
operator. The present work builds on a formalism developed by Kellendonk
and Schulz-Baldes [1] to study the quantization of edge currents for continuous
magnetic Schroedinger operators. The generalization given here may be a useful
tool to scientists looking for novel manifestations of the topological quantization.
As a new application, we show that the differential conductance of atomic wires is
given by the index of a certain operator. We also comment on how the formalism
can be used to probe the existence of edge states.
ar
X
iv
:0
80
3.
32
74
v3
  [
co
nd
-m
at.
me
s-h
all
]  
4 O
ct 
20
08
Topological quantization of ensemble averages 2
1. Introduction
Observables in Quantum Mechanics are represented by self-adjoint operators. A
large class of self-adjoint operators have discrete spectrum, which means that some
observables will take only a set of quantized values. This kind of quantization is
now well understood. What is more difficult to understand is the quantization of
macroscopic variables, quantization that takes place even at finite temperatures or at
non-equilibrium, when the experimentally measured values are actually ensembles
averages. There are a number of quite spectacular examples of this kind, like
the quantization of conductance in metallic atomic wires [2], quantization of Hall
conductance [3], quantization of surface forces [4] and so on. Without any exception,
the phenomenon of quantization was observed to be robust under continuous
deformations of the system. This automatically imply that some topological properties
of the system are responsible for this phenomenon.
The topological aspects of bulk integer quantum Hall effect were understood
for quite some time [5, 6]. However, the quantization of the edge currents in the
presence of random scatterers was rigorously solved only recently [7, 8, 1, 9, 10]. The
solution given in Ref. [1] for continuum magnetic Shcroedinger opperators connects the
problem of ensemble average of edge currents to powerful ideas in non-commutative
geometry. Actually, this solution provides a platform that opened the possibility of
many additional applications and further generalizations [11].
In this article, we formulate an abstract statement about the topological
quantization of the current of a general observable. We were able to formulate a
set of general conditions that are sufficient for the observation of the topological
quantization. The backbone of the proof of our main statement follows Ref. [1],
but certain parts of the proof required different approaches, manly because we were
lacking certain direct estimates related to the concrete system considered in Ref. [1].
For example, the last step in our proof is substantially different from that of Ref. [1]
and involves a non-commutative residue theorem that is formulated and demonstrated
in the present paper. We also want to add that the set of general conditions formulated
here can be verified, in concrete examples, using alternative paths from those of
Ref. [1]. This is illustrated in Ref. [12] where we studied the quantization of edge
currents in Chern insulators.
The generalization presented in this paper was motivated by our search for
manifestations of the topological quantization in new systems (the Spin-Hall system
was one of them). Our quest helped us put the ideas into a general framework that
now states that, under a well defined set of conditions, the ensemble average of the
current of a general observable, suitably defined, is equal to the index of a Fredholm
operator. It remains to be seen if an entirely new observable can be identified and
what are the physical conditions in which the quantization of its current takes place
(the mathematical conditions are formulated in this paper). Following, to some extent,
the already well established examples, we found a new application of the formalism,
namely, to the quantization of the differential conductance in metallic atomic. This
application is presented at the end of the paper.
We also sketch at the end of the paper how the result can be used to study the
existence of edge states, in particular, we argue that such an approach will be able to
handle cases that cannot be treated with the existing formalisms.
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2. The problem and the result.
Consider the following set of assumptions (called A):
• The existence of a separable Hilbert space H.
• The existence of a family of self-adjoint Hamiltonians Hω on H. The index ω
lives in the space Ω.
• The existence of an observable X with continuous spectrum that extends from
−∞ to +∞, and such that [X,Hω] is Hω-relative bounded. The bound is assumed
uniform in ω.
• The existence of a 1-parameter, strongly continuous unitary group ua such that:
uaXu
−1
a = X + a. (1)
• The covariance of the family Hω relative to the unitary transformations ua, i.e.
the existence of a flow ta on Ω such that:
uaHωu
−1
a = Htaω, for all ω ∈ Ω. (2)
• The ergodicity of the flow ta over Ω.
• The existence of a probability measure dP (ω) over the compact set Ω, invariant
to the flow ta.
The above statements describe the physical systems we focus to in this paper.
Below we state the key properties these systems must have. We are concerned with
certain parts of the energy spectrum, where the Hamiltonians Hω have a special
behavior. Assume that such a spectral interval s was identified and let F (x) be an
arbitrarily shaped, smooth function that is equal to 1 below s and to 0 above s. Using
the spectral calculus, we define the following unitary operators:
Uω = e−2piiF (Hω). (3)
The special behavior inside the spectral interval s is related to the following two
properties (called P):
• Let pi∆(x) be the spectral projector of X onto the interval [x, x+ ∆). We require
that (Uω − I)pi∆(x) is Hilbert-Schmidt for any finite ∆ and any x ∈ R. We will
use the notation:
K∆(x, x′;ω) = ‖pi∆(x)(Uω − I)pi∆(x′)‖2HS. (4)
• The following upper bound
K∆(x, x′;ω) ≤ c∆1 + |x− x′|α (5)
holds true, with α > 3 and c∆ behaves as ∆β with β > 1 in the limit ∆ goes to
zero.
We add a few notes about the above points. If (Uω − I) has a kernel that is
continuous, then c∆ behaves as ∆2 in the limit ∆ → 0. This means, the condition
we require is weaker than the continuity of the kernel. c∆ will depend on the shape
of F (x), but it is almost surely independent of ω. This follows from the fact that
K∆(x, x′; taω) = K∆(x + a, x′ + a;ω) and because ta acts ergodically on Ω. Thus it
will not be restrictive to assume that c∆ is independent of ω.
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We now define the trace (notation tr0) over the ”states of zero expectation” value
for X:
tr0{A} = lim
∆→0
1
∆
Tr{pi∆(0)Api∆(0)}. (6)
The domain of this operation is described in Proposition 1. In the calculations that
follows, tr0 is always finite due to the assumptions P. We use tr0 to define the
current of the observable X. The quantum time evolution of X is given by Xω(t) =
eitHωXe−itHω and its time derivative satisfies the identity: dXω(t)/dt = i[Hω, Xω(t)].
We define the current of X as the expectation value of its time derivative evaluated at
the present time (chose here to be t=0), with the expectation value taken only over
the states of zero X:
Jω = tr0
{
ρ(Hω)
dXω(t)
dt
}∣∣∣∣
t=0
= i tr0 {ρ(Hω)[Hω, X]} (7)
Here ρ(Hω) is the statistical distribution of the quantum states. We assume ρ(x) to
be smooth, with support in the spectral interval s and normalized as
∫
ρ(x)dx=1. We
define F (x) =
∫∞
x
(or ρ(x) = −dF (x)/dx), which is a smooth function equal to 1
below s and to 0 above s.
The quantity tr0{ρ(Hω)dX/dt} is a natural definition of the current of X. For
example, if X is the spatial coordinate x, then dx/dt is the observable corresponding
to the current density of the particles in the x direction. To get the current from the
current density, we have to integrate the later over a section of the space normal to
the x direction. The tr0 does just that.
Main Theorem. Assume a system described by A. Assume that the properties P
hold true on a spectral interval s. If pi+ is the projector onto the positive spectrum of
X, then pi+Uωpi+ is in the Fredholm class and∫
Ω
dP (ω) Jω =
1
2pi
Ind {pi+Uωpi+} . (8)
The index is independent of the particular choice of ρ(x) and is almost surely
independent of ω.
3. Technical results
Before starting the proof of our main statement, we want to point out two important
consequences of the properties P introduced above. Along this paper, the following
notations ‖ ‖, ‖ ‖HS and ‖ ‖1 represent the operator, Hilbert-Schmidt and trace norms,
respectively. Also, pi± represent the spectral projectors of X onto the positive/negative
spectrum and Σ ≡ pi+ − pi−.
It is convenient to introduce from the beginning an approximate spectral projector
onto the support of dF/dx. For this, we consider a smooth function G(x) with same
properties as F plus the property that is equal to 1/2 on the support of dF/dx. In
this case,
pis =
1
2
(
I − e−2piiG(Hω)
)
(9)
leaves invariant the states inside the spectral interval of support of dF/dx. By
construction, pis has similar properties as Uω − I, which are stated below.
Proposion 1. Let χ(x) be a smooth, compactly supported functions. The following
statements are true:
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(i) (Uω − I)χ(X) are Hilbert-Schmidt.
(ii) [Σ, Uω] are Hilbert-Schmidt.
(iii) [X,Uω]χ(X) are Hilbert-Schmidt.
The Hilbert-Schimdt norms of the above operators are uniformly bounded relative to
ω.
Proof. i) We divide the real axis in equal intervals as shown in Fig. 3. We denote the
spectral projector of X onto the interval ∆n = [xn, xn + ∆) by pin. We have:
‖(Uω − I)χ(X)‖2HS =
∑
n,n′
‖pin′(Uω − I)χ(X)pin‖2HS
≤ ∑
n,n′
‖pin′(Uω − I)pin‖2HS‖χ(X)pin‖2
=
∑
n,n′
K∆(xn′ , xn) sup
yn∈∆n
χ(yn)2.
(10)
The final sum converges to a finite value due to our requirement in P that α > 3 and
the compactness of the support of χ.
ii) We proceed as follows.
‖[Σ, Uω]‖2HS =
∑
n,n′
‖pin[Σ, Uω]pin′‖2HS
= 4
∑
n·n′≤0
‖pin(Uω − I)pin′‖2HS = 4
∑
n·n′≤0
K∆(xn, xn′).
(11)
In the last two sums, we must exclude the term n=n′=0. The final sum converges to
a finite value due to our requirement in P that α > 3.
iii) We use the following equivalent expression for the commutator [X,Uω]:
[X,Uω] =
∑
n,n′
(xn − xn′)pin(Uω − I)pin′
+
∑
n,n′
{(X − xn)pin(Uω − I)pin′ + pin(Uω − I)pin′(xn′ −X)}.
(12)
to obtain:
‖[X,Uω]χ(X)‖2HS
≤ ∑
n,n′
(|xn − xn′ |+ ‖(X − xn)pin‖+ ‖(X − xn′)pin′‖)2
×‖pin(Uω − I)pin′‖2HS ‖χ(xn′)‖2
≤ ∑
n,n′
c∆(|xn−xn′ |+2∆)2‖χ(xn′ )‖2
1+|xn−xn′ |α .
(13)
The sum convergences to a finite value due to our requirement in P that α > 3.
4. Basic properties of tr0
Here we list three properties of tr0, essential for the proof of our main statement.
Property 1. Let {Aω}ω∈Ω be a covariant family of operators such that
‖h(X)Aωh(X)‖1 < t, for any smooth h(x) of compact support. For fixed h, the
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upper bound t is assumed to be almost surely independent of ω. Then, if χ(x) is a
smooth, compactly supported function such that
∫
χ(x)2=1, then∫
dP (ω)tr0{Aω} =
∫
dP (ω)Tr{χ(X)Aωχ(X)} < t. (14)
We can conclude from this statement that: tr0{Aω} is almost surely finite if
‖h(X)Aωh(X)‖1 < t <∞ for all ω ∈ Ω.
Property 2. Let {Aω}ω∈Ω and {Bω}ω∈Ω be two covariant families of operators such
that χ(X)Aω, Aωχ(X), χ(X)Bω and Bωχ(X) are Hilbert-Schmidt. For fixed χ(x),
the Hilbert-Schmidt norms of these operators are assumed uniformly bounded in ω.
Then: ∫
dP (ω)tr0{AωBω} =
∫
dP (ω)tr0{BωAω} <∞. (15)
Property 3. Let {Aω}ω∈Ω be a covariant family of operators such that
‖χ(X)Aωχ(X)‖1< t, for all ω except a possible zero measure subset of Ω. Then∫
dP (ω)tr0{[X,Aω]} = 0. (16)
Proof of Property 1. We use the invariance of the trace under unitary transformations
to write first:
1
∆Tr{pi0Aωpi0} =
∑
n
χ(yn)2Tr{uxnpi0Aωpi0u∗xn}
=
∑
n
χ(yn)2Tr{pinAtxnωpin},
(17)
where yn∈∆n were chosen such that ∆
∑
n
χ(yn)2=1. Note that this is always possible
since χ(x) is smooth and
∫
χ(x)2=1. Then, using the invariance of the measure P (ω),
we have ∫
dP (ω)
1
∆
Tr{pi0Aωpi0} =
∫
dP (ω)Tr{χ∆(X)Aωχ∆(X)}, (18)
where χ∆(X) =
∑
n
χ(yn)pin. We write∫
dP (ω) 1∆Tr{pi0Aωpi0} =
∫
dP (ω)[Tr{χ(X)Aωχ(X)}
+Tr{χ∆(X)Aωχ∆(X)− χ(X)Aωχ(X)}],
(19)
and we show that the last term inside the integral goes to zero as ∆ goes to zero.
Indeed, if I is an interval large enough so it contains the supports of χ(X) and χ∆(X)
(for any small ∆) and hI is a smooth, compactly supported function that is equal to
1 inside the interval I, then
|Tr{χ∆(X)Aωχ∆(X)− χ(X)Aωχ(X)}|
= |Tr{[χ∆(X)− χ(X)]Aωχ∆(X) + χ(X)Aω(χ∆(X)− χ(X)]|}
= |Tr{[χ∆(X)− χ(X)]hI(X)AωhI(X)χ∆(X)
+χ(X)hI(X)AωhI(X)(χ∆(X)− χ(X)]|}
≤ ‖χ∆(X)− χ(X)‖(‖χ∆(X)‖+ ‖χ(X)‖)‖hI(X)AωhI(X)‖1,
(20)
and the first term of the last row converges to zero as ∆ goes to zero since χ(x) is
smooth.
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Proof of Property 2. Let pi(M) =
M∑
−M
pin. Then pi0Aωpi(M)Bωpi0 is trace class and∫
dP (ω)Tr{pi0Aωpi(M)Bωpi0}
=
∫
dP (ω)
M∑
n=−M
Tr{pi0AωpinBωpi0}
=
∫
dP (ω)
M∑
n=−M
Tr{pinBωpi0Aωpin}
(21)
At this point we use the invariance of the trace (on trace class operators) under the
unitary transformations to continue:
. . . =
∫
dP (ω)
M∑
n=−M
Tr{uxnpinBωpi0Aωpinu∗xn}
=
∫
dP (ω)
M∑
n=−M
Tr{pi0BtxnωpinAtxnωpi0}
=
∫
dP (ω)
M∑
n=−M
Tr{pi0BωpinAωpi0}.
(22)
At the end of above argument we used the invariance of P (ω) relative to the flow ta.
We then have that∫
dP (ω)Tr{pi0Aωpi(M)Bωpi0} =
∫
dP (ω)Tr{pi0Bωpi(M)Aωpi0}, (23)
and the affirmation follows by letting M go to infinity and then ∆ to zero.
Proof of Property 3. Since [X,Aω] is also a covariant family and χ(X)[X,Aω]χ(X) is
trace class, we have∫
dP (ω)tr0{[X,Aω]} =
∫
dP (ω)Tr{χ(X)[X,Aω]χ(X)}. (24)
The affirmation follows from the fact that if Q is trace class and R is bounded, then
Tr{QR} = Tr{RQ}. This property is proven, for example, in Ref. [13].
5. Proof of the main statement
We have the following identities:
pi+ − pi+U∗ωpi+Uωpi+ = − 14pi+[Σ, U∗ω][Σ, Uω]
pi+ − pi+Uωpi+U∗ωpi+ = − 14pi+[Σ, U ]ω[Σ, U∗ω],
(25)
which, together with Proposition 1, imply that pi+ − pi+U∗ωpi+Uωpi+ and pi+ −
pi+Uωpi+U
∗
ωpi+ are trace class. Given this, the Fedosov principle [8] tells us that
pi+Uωpi+ is in the Fredholm class and that:
Ind{pi+Uωpi+}
= − 14Tr{pi+[Σ, U∗ω][Σ, Uω]}+ 14Tr{pi+[Σ, Uω][Σ, U∗ω]},
(26)
which can be brought to the following compact form:
Index{pi+Uωpi+} = −14Tr{Σ[Σ, U
∗
ω][Σ, Uω]}, (27)
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Figure 1. Division of the real axis in equal intervals.
.
We reformulate it a slightly different format using the following result.
Lemma 2. Consider two bounded operators A and B such that [Σ, A] and [Σ, B] are
Hilbert-Schmidt (see Proposition 1). Then:
Tr{Σ[Σ, A][Σ, B]} = 2
∑
β=±
Tr{piβA[Σ, B]piβ}. (28)
Proof. Indeed, since [Σ, A] is Hilbert-Schmidt, piβApi−β is Hilbert-Schmidt. Then the
operator piβA[Σ, B]piβ is trace class, since
piβA[Σ, B]piβ = piβApi−β [Σ, B]piβ . (29)
Moreover,
Tr{Σ[Σ, A][Σ, B]} = ∑
β
Tr{piβΣ[Σ, A][Σ, B]piβ}
=
∑
β
Tr{piβΣ[Σ, A]pi−β [Σ, B]piβ}
= 2
∑
β
Tr{piβApi−β [Σ, B]piβ},
(30)
and the statement follows from Eq. 29.
We continue the main proof. At this point we can write:
Ind{pi+Uωpi+} = − 12
∑
β
Tr{piβ(U∗ω − I)[Σ, Uω]piβ}
= − 12
∑
n
Tr{pin(U∗ω − I)[Σ, Uω]pin}.
(31)
We use this formula to prove the invariance of the index. Let a be an arbitrary positive
number. The case when a is negative can be handled in a similar way. We will compare
the index of pi+Uωpi+ and pi+U−taωpi+, which are both in the Fredholm class. For this,
we take the division of the real axis such that x1 = a, in which case we have:
Ind{pi+Uωpi+} − Ind{pi+U−taωpi+}
= Ind{pi+Uωpi+} − Ind{u−api+u∗−aUωu−api+u∗−a}
= − 12
∑
n
Tr{pin(U∗ω − I)[Σ− u−aΣu∗−a, Uω]pin}
= −∑
n
Tr{pin(U∗ω − I)[pi0, Uω]pin}.
(32)
Since (Uω − I)pi0 is Hilbert-Schmidt, we can open the commutator and continue:
. . . = −∑
n
Tr{pin(U∗ω − I)pi0(Uω − I)pin}
+Tr{pi0(U∗ω − I)(Uω − I)pi0}
= −Tr{(U∗ω − I)pi0(Uω − I)− pi0(Uω − I)(U∗ω − I)pi0}
(33)
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which is identically zero since Tr{AB}=Tr{BA} for A and B Hilbert-Schmidt
operators. Thus, we showed that the index is invariant to the flow of ta, which acts
ergodically on Ω. Consequently, Ind{pi+Uωpi+} is constant for all ω ∈ Ω, excepting a
possible zero measure subset.
We continue from Eq. 31 and consider the average over ω. This operation has
no effect on the left hand side. On the right hand side, using the fact that the trace
of trace-class operators is invariant to unitary transformations and that the measure
dP (ω) is invariant to the flow ta, we write:
Ind{pi+Uωpi+}
= − 12
∫
dP (ω)
∑
n
Tr{uxnpin(U∗ω − I)[Σ, Uω]pinu∗xn}
= − 12
∫
dP (ω)
∑
n
Tr{pi0(U∗txnω − I)[uxnΣu∗xn , Utxnω]pi0}
= − ∫ dP (ω) 1∆Tr{pi0(U∗ω − I)[∆2 ∑
n
uxnΣu
∗
xn , Uω]pi0}.
(34)
We now use the key observation that:
∆
2
∑
n
uxnΣu
∗
xn =
∑
n
(n+ 1/2)∆pin ≡ X∆. (35)
A graphical representation of this relation is given in Fig. 2. Now
1
∆ |Tr{pi0(U∗ω − I)[X∆ −X,Uω]pi0}|
= 1∆ |
∑
n
Tr{pi0(U∗ω − I)pin[X∆ −X,Uω]pi0}|
≤ 2∆
∑
n
‖pi0(U∗ω − I)pin‖HS‖pin(Uω − I)pi0}‖HS‖X∆ −X‖
=
∑
n
K∆(xn, x0) ≤ c∆∆
∑
n
∆
1+|xn−x0|α
(36)
In the limit ∆→0, the sum, above, converges uniformly to ∫ 1/(1 + |x|α)dx, which is
finite due to our requirement that α > 3, while the term in front of the sum goes to
zero due to our requirement that c∆ behave as ∆β , with β > 1. This allows us to
replace X∆ by X in Eq. 34 and to arrive at the intermediated conclusion that:
Ind{pi+Uωpi+} = −
∫
dP (ω) tr0{(U∗ω − I)[X,Uω]}. (37)
The integrand of the last integral is finite, fact that can be seen from the second point
of Proposition 1 and Property 1. To advance with our proof, we need the following
result.
A Non-Commutative Residue Theorem. Let f(z) be analytic in a strip around
the unit circle. If {Uω}ω∈Ω a covariant family of unitary operators such that
χ(X)(Uω − I) and [X,Uω]χ(X) are Hilbert-Schmidt, then:∫
dP (ω)tr0{(f(Uω)− f(I))[X,Uω]}
= b1
∫
dP (ω)tr0{(U∗ω − I)[X,Uω]},
(38)
where b1 is the coefficient appearing in the Laurent expansion:
f(z) =
∑
n=1,∞
bnz
−n +
∑
n=0,∞
anz
n. (39)
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Figure 2. A graphical representation of
P
uxnΣu
∗
xn
=
P
(2n + 1)pin. The top
lines represent the spectral representations of uxnΣuxn , which are sign functions
shifted by xn. The sum of the top lines results in the stair like function shown by
the bottom line.
We continue from Eq. 37 where, using the Non-Commutative Residue Theorem,
we replace U∗ω − I by 1b1 (f(Uω)− f(I)), with f(z) analytic in a strip around the unit
circle. This point will become crucial at a later point in the proof. Also, to ensure
that everything stays finite and convergent we proceed as follows:
Ind{pi+Uωpi+}
= − 1b1
∫
dP (ω) tr0{(f(Uω)− f(I))[X,Uω]}
= − 1b1
∫
dP (ω) tr0{pi2s(f(Uω)− f(I))[X,Uω]}.
(40)
and we use Property 2 to move pi2s all the way to the right, inside tr0. We evaluate
the commutator using Duhamel’s identity
[X,Uω] = −
∫
dt Φ˜(t)(1 + it)
∫ 1
0
dq×
e−(1−q)(1+it)Hω [X,Hω]e−q(1+it)Hω ,
(41)
with Φ˜(t) = 2pi
∫∞
−∞ dxe
(1+it)xΦ(x) being the Laplace transform of Φ(x) = e−2piiF (x)-1,
which is a smooth function with support in the spectral interval s. Then:
Ind{pi+Uωpi+} = 1b1
∫
dP (ω)
∫
dt Φ˜(t)(1 + it)
∫ 1
0
dq×
tr0{(f(Uω)− f(I))Uωe−(1−q)(1+it)Hω [X,Hω]pise−q(1+it)Hωpis}.
(42)
Since pisχ(X) is Hilbert-Schmidt for any smooth χ with compact support, we can use
Property 2 to move e−q(1+it)Hωpis all the way to the left, inside tr0. Since all the
operators to the left of [X,Hω] commute, we obtain
Ind{pi+Uωpi+} = 1b1
∫
dP (ω)
∫
dt Φ˜(t)(1 + it)×
tr0{(f(Uω)− f(I))Uωe−(1+it)Hω [X,Hω]pis}
= 2piib1
∫
dP (ω)tr0{(f(Uω)− f(I))UωF ′(Hω)[X,Hω]pis}
(43)
We now take
f(z) =
z − 1
z − 1 + 
1
z
,  > 0, (44)
for which b1=1. Then
1
b1
(f(Uω)− f(I))Uω = (Uω − I)(Uω − (1− )I)−1, (45)
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and by taking the limit → 0, we obtain:
Ind{pi+Uωpi+} = 2pii
∫
dP (ω)tr0{F ′(Hω)[X,Hω]pis}. (46)
This is precisely the trace of the theorem, since pis is equal to the identity on the
spectral space corresponding to the support of F ′(x).
Proof of the Non-Commutative Residue Theorem. In the following, we use the notation
∇Uω for [X,Uω]. Let us take first f(z) = zk. Then
[Ukω − I]∇Uω = ∇[(k + 1)−1(Uk+1ω − I)− (Uω − I)] (47)
plus terms that vanish when the operation
∫
dP (ω)tr0 is considered. Indeed,
[Ukω − I]∇Uω −∇[(k + 1)−1(Uk+1ω − I)− (Uω − I)]
= − 1k+1Ukω
∑k
m=0[U
−m
ω ∇Uω(Umω − I) + (U−mω − I)∇Uω].
(48)
Now observe that since χ(X)∇Uω is Hilbert-Schmidt so is χ(X)Uk−mω ∇Uω and for
this reason, after considering the operation
∫
dP (ω) tr0[.], we can apply Property 2 to
move (Umω − I) of the first term in the second row to the left of ∇Uω. This way, the
first term in the second row becomes minus the second one and the entire expression
vanishes when we take the operation
∫
dP (ω)tr0[.]. Furthermore, since
(k + 1)−1(Uk+1ω − I)− (Uω − I) = (Uω − 1)g(Uω)(Uω − 1), (49)
with g(Uω) bounded, it follows that
χ(X)[(k + 1)−1(Uk+1ω − I)− (Uω − I)]χ(X) (50)
is trace class with uniformly bounded trace class norm and from Property 3 we can
conclude that: ∫
dP (ω)tr0{[Ukω − I]∇Uω} = 0. (51)
Now we take f(z) = z−k, k > 2. In this case:
[U−kω − I]∇Uω = ∇[(−k + 1)−1(U−k+1ω − I)− (Uω − I)] (52)
plus terms that vanish when the operation
∫
dP (ω)tr0[.] is considered. For k > 2, we
have
(−k + 1)−1(U−k+1ω − I)− (Uω − I) = (Uω − 1)g′(Uω)(Uω − 1), (53)
with g′(Uω) bounded, so from Property 3∫
dP (ω)tr0{[U−kω − I]∇Uω} = 0. (54)
We consider now a general f(z) and using its Laurent expansion, we write:
f(z) =
∑
n=1,M
bnz
−n +
∑
n=0,M
anz
n +RM− (z) +R
M
+ (z), (55)
with
RM− (z) =
∑
n>M
bnz
−n, RM+ (z) =
∑
n>M
anz
n (56)
Then we have:
[f(Uω)− f(I)]∇Uω =
M∑
n=1
[bn[U−nω − I]∇U + an[Unω − I]∇Uω]
+[RM− (Uω)−RM− (I)]∇Uω + [RM+ (Uω)−RM+ (I)]∇Uω.
(57)
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Using the previous results, we can conclude at this step that:∫
dP (ω)tr0{[f(Uω)− f(I)]∇Uω)} − b1
∫
dP (ω)tr0{[U−1ω − I]∇Uω}
=
∫
dP (ω)tr0{([RM− (Uω)−RM− (I)] + [RM+ (Uω)−RM+ (I)])∇Uω}.
(58)
We continue as follows:∫
dP (ω)tr0{([RM− (Uω)−RM− (I)] + [RM+ (Uω)−RM+ (I)])∇Uω}
=
∫
dP (ω)Tr{χ(X)(U−1ω − 1)(A+B)∇Uωχ(X)},
(59)
with
A = −[RM− (Uω)−RM− (I)]/[U−1ω − I], ‖A‖ ≤
∑
n>M
nbn (60)
and
B = [RM+ (Uω)−RM+ (I)]/[Uω − I), ‖B‖ ≤
∑
n>M
nan. (61)
The conclusion is that:
| ∫ dP (ω)tr0{[f(Uω)− f(I)]∇Uω)} − b1 ∫ dP (ω)tr0{[U−1ω − I]∇Uω}|
≤ ∫ dP (ω)‖χ(X)(Uω − 1)‖HS‖∇Uωχ(X)‖HS ∞∑
n=M+1
(nbn + nan),
(62)
and the right side above goes to zero as M → ∞ since f(z) is analytic in a strip
around the unit circle.
6. Applications
As an application we consider the quantization of differential conductance in atomic
wires, which now is a well established experimental fact [2]. We define the transport
problem by following Ref. [14], where the quantization was related to an anomalous
commutator whose trace fails to vanish. Here, we go one step further and connect the
quantization to the index of a certain operator.
We consider first the 1D free, spinless electron gas, described by the Hamiltonian
H0=− ~22m d
2
dx2 . For this we consider a pair of charge operators Q+ and Q− such that:
[H0, Q±] = 0 , [Q+, Q−] = 0. (63)
Q± are taken as the spectral projectors of the linear momentum p = ~i
d
dx onto its
positive/negative parts of the spectrum. The driving Hamiltonian at finite electric
bias potential v is
Hv = − ~
2
2m
d2
dx2
− ev
2
(Q+ −Q−). (64)
The observable X is taken as the position operator x and the unitary group ua is the
translation by a. Hv is invariant to translations, so the set Ω reduces to just one point
and the average over ω becomes irrelevant. The electric current is
e
〈
dx
dt
〉
v
= − ie
~
tr0{Φ(Hv)[x,Hv]}, (65)
where Φ(Hv) is some, possibly non-equilibrium, statistical distribution. The only
requirements we have on Φ is that it is a smooth function equal to 1 below an energy
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Figure 3. A plot of the energy spectrum of Hv as function of p:  =
p2/2m + (ev/2)sign(p). The figure also shows an admissible distribution Φ.
Given the particular form of Φ, the function e−2piiΦ(p
2/2m−evsign(p)/2)sign(p) − 1,
appearing in the proof of Proposition 3, is nonzero only in the shaded regions.
Em >
ev
2 and equal to 0 above an arbitrary large but finite energy EM > Em (see
Fig. 3). The differential conductance is given by
g = e ddv
〈
dx
dt
〉
v
= − ie22~ tr0{Φ′(Hv)∆Q[x,Hv] + Φ(Hv)[x,∆Q]},
(66)
where ∆Q = Q+ −Q−.
Proposition 3. Define U = exp(−2piiΦ(Hv)∆Q). Then:
g = − e
2
2h
Ind{pi+Upi+}. (67)
Proof. We can verify directly that (U−I)pi∆(x0) is Hilbert-Schmidt. Indeed, we have:
pi∆(x0)(U∗ − I)(U − I)pi∆(x0)
= 2pi∆(x0)[I − cos(2piΦ(Hv)∆Q)]pi∆(x0),
(68)
and the trace of the latest is
2∆
∫
dp
[
1− cos
(
2piΦ
(
p2
2m
− ev
2
sign(p)
)
sign(p)
)]
, (69)
which is finite since the integrand is non-zero only on a finite set. We can also compute
the kernel K∆(x, x′) explicitly:
K∆(x, x′) = ~2pi
x′+∆∫
x′
dξ′
x+∆∫
x
dξ ×∣∣∣∣∣ ∞∫−∞ dp
(
e−2piiΦ(p
2/2m−evsign(p)/2)sign(p) − 1
)
e
i
~p(ξ−ξ′)
∣∣∣∣∣
2
.
(70)
Because of our assumptions on Φ(x), e−2piiΦ(p
2/2m−evsign(p)/2)sign(p) − 1 has support
in the two intervals shaded in Fig. 3, which are away from the singularity at p=0
and consequently this function is smooth. Thus the integral of the last row is rapidly
decaying with the separation |ξ − ξ′|. More precisely, we can choose arbitrarily large
α in P. It is important to notice that second condition in P will be violated if the
support of dΦ/dt would have overlap with the two spectral edges at the bottom of
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Figure 4. A plot of the energy spectrum of Hω,v as function of k:  =
k+(ev/2)sign(k). The figure also shows an admissible distribution Φ. Given the
particular form of Φ, the function ek+(ev/2)sign(k))sign(p) − 1 is nonzero only in
the shaded region.
the spectrum of Hv. The integral of the last row is also a smooth function of ξ and
ξ′, thus we can choose β=2 in P. Then the proof given above applies all the way to
Eq. 40,
Ind{pi+Upi+} = − 1b1 tr0{(f(U)− f(I))[x, U ]pi3s}. (71)
Here we inserted pi3s instead of pi
2
s . We can write U = e
−2piiA with A = Φ(Hv)∆Q and
treat the commutator via the Duhamel’s identity. Following the same steps as in the
main proof, we then obtain:
Ind{pi+Upi+} = 2piib1 tr0{(f(U)− f(I))U [x,A]pi2s}
= 2piib1 tr0{(f(U)− f(I))U(Φ(Hv)[x,∆Q] + [x,Φ(Hv)]∆Q)pi2s}.
(72)
We repeat the procedure for the commutator [x,Φ(Hv)] to obtain:
Ind{pi+Upi+} = 2piib1 tr0{(f(U)− f(I))UΦ(Hv)[x,∆Q]pi2s}
+ 2piib1 tr0{(f(U)− f(I))UΦ′(Hv)∆Q[x,Hv]pis}.
(73)
We can complete the proof by taking f(z) like in the main proof.
We now state a similar result for the non-interacting electron gas in a periodic
potential. The zero bias Hamiltonian is:
Hω = − ~
2
2m
d2
dx2
+ V (Rxω), (74)
where V is a smooth function defined on a circle of length b, ω is a point on this
circle and Rx represents the rotation of the circle by an angle x. We define the charge
operators using the Bloch fibration, i.e. the unitary transformation
U : L2(R)→ ⊕k∈[−pib ,pib ]L2([0, b]) (75)
such that
UHωU
∗ = ⊕k∈[−pib ,pib ]Hω(k), (76)
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with Hω(k) the usual Bloch Hamiltonians. Let Pω,n(k) be the spectral projectors onto
the eigenvalues n,k of the Bloch Hamiltonians. The charge operators can be defined
as:
Qω+ = U∗
[
⊕dk/dk>0
∑
n
Pω,n(k)
]
U, (77)
Qω− = U∗
[
⊕dk/dk<0
∑
n
Pω,n(k)
]
U.
These charge operators simply split the Hilbert space into right and left moving Bloch
waves. We define the driving Hamiltonian, Hω,v at finite electric bias potential v as
above.
We consider now a smooth statistical distribution Φ(x) with the constraint that
we now explain. At finite bias potential, the right/left moving states in each band
move up/down by ev/2. Thus, at finite bias potential, 2 spectral edges are generated
for each band as illustrated in Fig. 4. The constrained we need to impose on Φ(t) is
that the support of dΦ/dt does not contain any of the spectral edges of Hω,v. This
constraint ensures that e−2piiΦ(k+evsign(k)/2)sign(k)− 1 has a support that is away from
the singularities at k=0 (see the shaded regions in Fig. 4). With the charge current
and the differential conductance g(ω) defined as before, we have:
Proposition 4. Define Uω = exp(−2piiΦ(Hω,v)∆Qω). Then:
1
b
∫
dω g(ω) = − e
2
2h
Ind{pi+Uωpi+}. (78)
A similar result can be formulated for periodic molecular chains in 3 dimensions. The
index in Proposition 3 and 4 is 2.
7. Discussion
We want to comment on the properties P. In Ref. [12] we give a fairly general
methodology for proving estimates of the form Eq. 5. The estimates were derived for
general tight binding (discrete) Hamiltonians with a clean bulk insulating gap. What
we have learned from this application is that, if certain exponential decay estimates
on the bulk Hamiltonian can be derived, then the estimate of Eq. 5 can be obtained
via fairly standard techniques. For continuous Schrodinger operators that include
magnetic fields and scalar potentials and have a gap in the spectrum, exponential
decay estimates have been derived in Ref. [15]. It appears to us that we can use these
decay estimates and repeat the steps of Ref. [12] to prove P for half-plane continuous
magnetic Schrodinger operators with weak random potential.
The result of our main theorem can be an effective tool for characterization of the
edge states, which was also part of our motivation for looking into this problem. The
problem of edge states received a renewed attention [16], since the discovery of the
Spin-Hall effect [17, 18, 19, 20]. For the edge states problem in insulators, one will take
the spectral interval s as the bulk gap and X as an appropriate observable (in the Hall
problem that will be the coordinate along the edge). To see how the formalism works,
notice that the right hand side of Eq. 8 is independent of the shape of F (x). Thus, if
there is a spectral gap inside the interval s, we can choose F (x) such that the operator
Uω-I is identically 0 and, consequently, the right hand side of Eq. 8 is zero. Thus, if
we can show that the index is different from zero, that will automatically imply that
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the interval s is filled with (edge) states. To compute the index, one can continuously
deform the system until it becomes either analytically or numerically solvable. To give
an example, for a periodic system with a rough edge, one will try a deformation into
a system with a smooth, periodic edge, in which case the spectrum and the current
can be obtained from a standard band structure calculation. Of course, one has to
show that P holds true during the deformation (which is not difficult). What is new
in this argument is that the index can be computed even if the gap closes and remain
closed during the deformation. This scenario was excluded in Ref. [16] and it seems
that it is not manageable by the existing techniques. Such scenarios can happen very
often due to shifts of surface states during the deformation, states that may or may
not have anything to do with the quantization.
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