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ON STOCHASTIC STABILITY OF EXPANDING CIRCLE
MAPS WITH NEUTRAL FIXED POINTS
WEIXIAO SHEN AND SEBASTIAN VAN STRIEN
Abstract. It is well-known that the Manneville-Pomeau map with a
parabolic fixed point of the form x 7→ x + x1+α mod 1 is stochastically
stable for α ≥ 1 and the limiting measure is the Dirac measure at the
fixed point. In this paper we show that if α ∈ (0, 1) then it is also
stochastically stable. Indeed, the stationary measure of the random map
converges strongly to the absolutely continuous invariant measure for the
deterministic system as the noise tends to zero.
1. Introduction
In this paper, we consider stochastic stability of (topologically) expanding
circle maps with neutral fixed points under noise. Let T = R/Z be the circle.
For each α > 0, let Eα denote the collection of all orientation preserving covering
maps f : T→ T which satisfy:
(1) there exist a finite set P and an integer N ≥ 0 so that P0 := fN (P )
consists of fixed points of f and so that the map f is C1+α on each
component of T \ P ;
(2) for each p0 ∈ P0,
Df(p−0 ) ≥ Df(p+0 ) ≥ 1,
and for each x ∈ T \ P0,
Df(x−) ≥ Df(x+) > 1;
(3) for each p0 ∈ P0, if Df(p+0 ) = 1 (resp. Df(p−0 ) = 1), then there exists
A+ > 0 (resp. A
− > 0) so that
lim
x↓p0
Df(x)− 1
d(x, p0)α
→ A+
(
resp. lim
x↑p0
Df(x)− 1
d(x, p0)α
→ A−
)
.
Here we assume thatDf(x+0 ) (resp. Df(x
−
0 )) exists and is defined as limx↓x0 Df(x)
(resp. limx↑x0 Df(x)).
These maps serve as the simplest examples of non-uniformly expanding dy-
namical systems with ‘intermittency’ and are often used to test the efficiency
of a method. Examples are the famous Pomeau-Manneville map [PM]
f(x) = x+ x1+α mod 1
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and the following map popularised by Liverani-Saussol-Vaienti [LSV]:
f(x) =
{
x(1 + 2αxα) for x ∈ [0, 1/2),
2x− 1 for x ∈ [1/2, 1].
Under some additional conditions it is well known that a map f ∈ Eα has a
unique physical measure µf : for Lebesgue a.e. x ∈ T, we have
1
n
n−1∑
i=0
δfi(x) → µf as n→∞
in the weak star topology. When α ≥ 1 at one of the fixed points, then µf
is the Dirac measure at p0 while for α ∈ (0, 1), µf is absolutely continuous
with respect to the Lebesgue measure, see [Pi] and also [Zw]. In fact, it was
even shown that for α ∈ (0, 1) these maps are mixing with polynomial decay of
correlation, see for example [Y2, Theorem 6],[Y3], [Hu] and [LSV]. For large
deviation results concerning such maps, see [MN], [Mel], [PS] and [DGM].
In this paper we will also consider this situation under stochastic perturba-
tions. More precisely, let ft(x) = f(x)+ t mod 1. For each ε > 0 let θε denote
the normalized Lebesgue measure on [−ε, ε]. Let ΩNε = [−ε, ε]N and let θNε be
the product measure on this space. Let F : T×ΩNε → T× ΩNε denote the map
(x, t0, t1, . . .) 7→ (ft0(x), t1, t2, . . .).
Write
fn
t
= ftn−1 ◦ · · · ft1 ◦ ft0 .
We denote by Pε the measure Leb × θNε on T × ΩNǫ , where Leb is the Haar
measure on T.
A Borel probability measure µε on T is called a stationary measure for θε,
if for each Borel subset E of T, we have
µε(E) =
∫ ε
−ε
µε(f
−1
t (E))dθε(t).
If f has a unique physical measure µf , then we say that f is stochastically stable
with respect to (θε)ε>0 if for each ε > 0 small enough, there exists a unique
stationary measure µε for θε and µε → µf as ε→ 0 in the weak star topology.
We say that f is strongly stochastically stable if µε → µf in the strong topology,
i.e. if dtv(µε, µ) → 0 as ε → 0. Here dtv(µε, µ) = supA |µε(A) − µ(A)| where
A runs over all Borel sets. If µε, µf are absolutely continuous with densities ζ
and ζε, then strong convergence is equivalent to ||ζ − ζε||1 → 0 as ε→ 0 where
|| · ||1 stands for the L1 norm.
The main result of this paper is the following theorem.
Main Theorem. Let f ∈ Eα for some 0 < α < 1 and let θε be as above. Then
there exists ǫ0 > 0 such that the following properties hold for each ε ∈ (0, ε0):
(1) The random dynamical system ft has a unique stationary measure µε
for θε.
(2) The support of the stationary measure µε is equal to T, µε is absolutely
continuous and for almost all (x, t) ∈ T× ΩNε ,
1
n
n−1∑
i=0
δfi
t
(x)→ µε
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in the weak star topology.
(3) f has a unique absolutely continuous invariant measure.
(4) f is strongly stochastically stable.
Remark 1.1. The proof goes beyond the case of additive noise: Let Ωˆε be
a set which is bounded in the C1+α norm and which is contained in an ε-
neighbourhood of f in the C1 topology. Let Gˆ : T × ΩˆNε → T × ΩˆNε be of the
form (x, g0, g1, . . . ) 7→ (g0(x), g1, g2, . . . ) and consider a measure θε on Ωˆε with
the property that there exists L > 0 so that for each x and each Borel set E
one has θε({g ∈ Ωˆε; g(x) ∈ E}) ≤ L(|E|/ε)1/L. The results stated in the Main
Theorem go through in this setting. Indeed, the only places where the precise
form for the noise perturbations is used are Proposition 3.3 and Lemmas 4.2
and 4.6 where the same proofs go through.
In [ArT], stochastic stability of Pomeau-Manneville maps fα(x) = x+ x
1+α
mod 1 is also discussed. For α ≥ 1, it is shown that f = fα is stochastically
stable. In this case, for each ε > 0, the stationary measure µε is absolutely
continuous but the physical measure µf for f is supported on the unique neutral
fixed point, so the total variation dtv(µε, µf ) → 1. Thus f is not strongly
stochastically stable when α ≥ 1. For α ∈ (0, 1), it is shown that any weak
star limit point of µε as ε → 0 is of the form sδ0 + (1 − s)µf where µf is the
absolutely continuous invariant measure of f .
Over the last two decades there has been an increasing interest in stochas-
tic stability. The hyperbolic case is fairly well understood, see [KK], [Ki1],
[Ki2], [Y1] and also [Met] (for Lorenz maps) and [C] (for piecewise expanding
maps in higher dimensions). There are also some results in the non-uniformly
hyperbolic case, see [AVil], [AV], [AA], [Al], [AVil]. In addition there are
also quite a few result which deal with the case of quadratic interval maps
and Hénon maps, mostly using Benedicks-Carelson parameter elimination, see
[BeY], [BaV], [BaY] and [BeV]. For surveys see [V] and [BDV].
Recently, strong stochastic stability was shown for a large class of non-
uniformly expanding interval maps (with critical points) by the first author
in [S]. Comparing to the maps considered there, the non-linearity and com-
binatorics in our current setting are much simpler. However, there is a new
phenomenon to be analyzed in the current setting: a random orbit may stay in
a small neighborhood of the neutral fixed point for a very long time, so during
these periods, only very weak expansion can be obtained. We believe that this
paper is the first to deal with stochastic stability in systems with this kind of
intermittency behaviour.
2. Strategy of proof and some preliminary definitions
There are several approaches for proving the existence of an absolutely con-
tinuous invariant measure in the deterministic case. The most classical of these
is to view this as a fixed point problem by considering the Perron-Frobenius
operator acting on some subspace of L1 functions φ:
PF(φ)(x) =
∑
f(y)=x
φ(x)
|Df(y)| .
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The challenge then is to construct a suitable Banach space of density functions
and show that one can apply some fixed point theorem in this Banach space
(whose fixed point will be the density of the invariant measure). This approach
was used with great success by many people in the hyperbolic case, but is
less flexible and appropriate in the case where one has no or only a very weak
hyperbolic structure.
Another approach is to estimate
PFn(φ)(x) =
∑
fn(y)=x
φ(x)
|Dfn(y)|
directly, by establishing upper bounds for the size of a set f−n(A). This is
done by decomposing the various components of f−n(A) and using certain first
return maps. In the deterministic case this approach was taken in [NS], [BSS],
[BRSS].
A third related approach is to consider induced transformations on some
‘tower’, to show that the induced transformation has an absolutely continuous
invariant measure and subsequently then to show that the inducing times are
summable. This approach is also rather classical and has gained popularity
through the work of [Y2] and [Y3] and was applied successfully to interval and
Hénon maps which are weakly hyperbolic (namely satisfying Collet-Eckman
and certain slow recurrence conditions).
Our approach is a mixture of the previous two and follows Shen’s proof in
[S] in which he shows stochastic stability for a large class of non-hyperbolic
interval maps (with maps which satisfy assumptions which are much weaker
than the usual Collet-Eckmann conditions).
One issue our proof needs to overcome is that a map f ∈ Eα is not differen-
tiable everywhere, which means that when n is large, fn
t
can have many points
at which it is not differentiable.
2.1. Distortion. In the following we fix 0 < α < 1 and f ∈ Eα. As usual, we
shall identify an interval in R of length ≤ 1 with its projection on T. For a
C1+α diffeomorphism h : J → J ′, define the distortion as
Dist(h|J) = sup
x,y∈J
log(|h′(x)|/|h′(y)|).
If J ⊂ T is an interval which is disjoint from
P∗ = {p ∈ P : Df(p−) > Df(p+)},
and such that f |J is injective, then f : J → f(J) is a C1 diffeomorphism which
is C1+α outside P0 and therefore Dist(f |J) ≤ C|J |α, where C is a constant
depending only on f . It follows that if fn|J is injective and none of the intervals
J, . . . , fn−1(J) intersect P∗ then fn|J is a C1 diffeomorphism onto its image
and
Dist(fn|J) ≤ C
n−1∑
i=0
|f i(J)|α.
Of course, if J intersects P∗ then f |J fails to be C1+α, but due to our as-
sumption on the local properties of f near p ∈ P , the sum ∑n−1i=0 |f i(J)|α still
provides distortion control of fn|J , see Section 6.4.
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For any x ∈ T, t ∈ ΩNε and τ ∈ (0, 1/2), we shall use U (n)τ (x, t) to denote the
component of (fn
t
)−1(Bτ (fnt (x))) containing x. Note that f
n
t
maps U
(n)
τ (x, t)
homeomorphically onto Bτ (f
n
t
(x)). Let
Λ(n)τ (x, t) = inf{Dfnt (y+) : y ∈ U (n)τ (x, t)},
and let
(2.1) L (n)τ (x, t) = sup
y∈U(n)τ (x,t)
n−1∑
j=0
(
1
Dfn−jσj(t)(f
j
t
(y+))
)α
.
Λ
(n)
τ (x, t) is a lower bound for the expansion and L
(n)
τ (x, t) will be used to
control distortion.
We shall use the following observation repeatedly.
Lemma 2.1. For any x ∈ T, t ∈ ΩN, positive integers m, n and τ > 0, we
have
L
(m+n)
τ (x, t) ≤ L (m)τ (fnt (x), σnt) + Λ−αL (n)τ ′ (x, t),
where Λ = Λ
(m)
τ (fnt (x), σ
n(t)) and τ ′ = Λ−1τ . In particular,
L
(m+n)
τ (x, t) ≤ L (m)τ (fnt (x), σnt) + Λ−αL (n)τ (x, t).
2.2. Escape times. Take I to be a neighbourhood of P0 so that each compo-
nent of I contains a unique fixed point and so that (i) f(I) compactly contains
I (ii) f |I is injective (iii) for any x ∈ I, f(x) /∈ I implies f2(x) 6∈ I (iv) if
x, f(x) ∈ I, then they are contained in the same components of I. By shrink-
ing I if necessary, we assume that these properties (i)-(iv) are still satisfied
when f is replaced by ft with |t| small.
Definition 2.2. The first escaping time of (x, t) ∈ T× [−ε0, ε0] is defined as
E(x, t) := inf{m ≥ 0 : fm
t
(x) 6∈ I}
and the first essential return as r1(x, t) = inf{s ≥ E(x, t) : f st (x) ∈ I}.
Definition 2.3. The k-th essential return time rk,t = rk,t(x) for x ∈ T and
t ∈ ΩNε is defined inductively as follows. For each k ≥ 2, define
Fk−1(x, t) = f
rk−1(x,t)
t
(x), and
rk(x, t) = inf{s ≥ rk−1(x, t) + E(Fk−1(x, t)) : f st (x) ∈ I}.
To reduce the notation in the following argument, we shall introduce two
constants τ∗ and λ∗ now. Let τ∗ > 0 be a constant smaller than the distance
from f−1(I) ∩ I to T \ I and let λ∗ := inf{Df(x) : x 6∈ f−3(I) ∩ I} > 1.
Lemma 2.4. Provided that ε > 0 is small enough, for each x ∈ I and t ∈ ΩNε
with E(x, t) <∞, we have
Λ(E(x,t))τ∗ ≥ λ∗.
Proof. WriteE = E(x, t). Provided that ε > 0 is small enough, fE−1
t
(U
(E)
τ∗ (x, t))
is disjoint from f−3(I). Thus for each y ∈ U (E)τ∗ (x, t), DfEt (y) ≥ DftE−1(fE−1t (y)) ≥
λ∗. 
Write L (n)(x, t) = L
(n)
τ∗ (x, t), Λ
(n)(x, t) = Λ
(n)
τ∗ (x, t) and U
(n)(x, t) =
U
(n)
τ∗ (x, t).
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Definition 2.5. An integer m ≥ 1 is called a K-scale expansion time of (x, t)
if
L
(m)(x, t) ≤ K, and m ≥ E(x, t).
We define
mK(x, t) := inf{m;m is a K-scale expansion time of (x, t)}.
2.3. The Key Estimate. The main step in the proof of the Main Theorem
is the following tail estimate:
Theorem 2.1. For any α˜ ∈ (1, α), there exist K0 > 0 and C0 > 0 such that
for each m ≥ 1, we have
Pε ((x, t); mK0(x, t) ≥ m) ≤ C0m−1/α˜,
provided that ε > 0 is small enough.
2.4. Organisation of this paper. In Section 3 we prove first expansion and
distortion estimates associated to the first escaping from the parabolic fixed
point. Then in Section 4, we show that for a certain large set of parameter
set the distortion associated to certain essential returns has control. These
estimates will then be used in Section 5 to obtain the required tail estimate
from Theorem 2.1. In Theorem 6.1 we construct an induced map with Markov
properties and which still satisfies a similar tail estimate. The main theorem
will then be deduced from Theorem 6.1 in the final part of Section 6.
2.5. Notation. Given functions a, b : R → R (or sequences an, bn), we write
a ≍ b (resp. a . b) if there exists a universal constant C so that 1/C ≤
|a/b| ≤ C (resp. |a| ≤ C|b|). We denote by σ : ΩNε → ΩNε the shift map
σ(t0, t1, . . . ) = (t1, t2, . . . ). When V ⊂ T × ΩNε , define Vt = V ∩ (T × {t}).
Finally, given a set I we will denote by I(x) the component of I that contains
x.
3. Estimates associated to escaping times
Throughout this section, we fix a constant κ ∈ (α, 1) such that
(3.1) κ(1 + α) > 1
so that ε−κα >> ε−α/(1+α) for ε > 0 small.
3.1. One passage away from a parabolic fixed point. In this section we
analyse the distortion and expansion while an orbit escapes a component of
I (where I is the neighbourhood of the set of fixed points in P0 defined in
Subsection 2.2).
Proposition 3.1. There exist constants ∆∗ > 0 and K∗ > 1 such that the
following hold for any x ∈ I and t ∈ ΩNε , provided that ε > 0 is small enough.
(1) If d(f(x), x) ≥ ∆∗ε, then
E(x, t) ≤ ε−α/(1+α) and Λ(E(x,t))(x, t) ≥ K−1∗ d(x, P0)−1.
(2) If E(x, t) ≤ ε−κα, then mK∗(x, t) = E(x, t).
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Let Ipar denote the union of all components U of I\P0 for which infy∈U Df(y) =
1 and let Irep denote the union of all other components of I \P0. Moreover, let
Iδ = {x ∈ I : d(f(x), x) ≤ δ}.
So Iδ ⊃ P0.
Lemma 3.2. There exists ∆ > 0 and C > 0 such that the following holds for
any t ∈ ΩNε , provided that ε > 0 is small enough. If x ∈ Ipar \ I∆ε, then
(1) C−1d(x, P0)−α ≤ E(x, t) ≤ Cd(x, P0)−α,
(2) Df
E(x,t)
t
(x) ≥ C−1d(x, P0)−κ(1+α);
and if x ∈ Irep \ I∆ε, then
(1’) C log d(x, P0)
−1 ≤ E(x, t) ≤ C−1 log d(x, P0)−1,
(2’) Df
E(x,t)
t
(x) ≥ Cd(x, P0)−1.
Proof. We shall only deal with the case x ∈ Ipar as the other case is simpler.
Let p0 ∈ P0 be such that x ∈ I(p0). For simplicity of notation, we shall assume
p0 = 0 and x > 0. Let A := limy→0+(Df(y) − 1)/yα. Fix a small constant
η > 0 such that κ ≤ (A− η)/(A+2η). Then there exist b > 0 small and ∆ > 0
large such that when 0 < x ≤ 2b, f(x)− x ≥ ∆ε and |t| ≤ ε, we have
x+ 2ε ≤ x+A0x1+α ≤ ft(x) ≤ x+A1x1+α,
where A0 =
A−η
1+α and A1 =
A+η
1+α . For x ∈ (−b, b) and t ∈ ΩNε , let m0(x, t) be
the minimal positive integer such that fm0
t
(x) > b. Note that E(x, t)−m0(x, t)
is a non-negative integer which is bounded from above (when b is fixed). So
we may assume x ≤ b and show that the assertions are true when E(x, t) is
replaced by m0(x, t).
To this end, let us fix (x, t) and write m0 = m0(x, t), xi = f
i
t
(x). Then
xi +A0x
1+α
i ≤ xi+1 ≤ xi +A1x1+αi ,
hence
1
xαi
1
(1 +A1xαi )
α
≤ 1
xαi+1
≤ 1
xαi
1
(1 +A0xαi )
α
.
Reducing b > 0 if necessary, this implies that
(A− 2η) α
1 + α
≤ 1
xαi
− 1
xαi+1
≤ (A+ 2η) α
1 + α
.
Summing over i = 0, 1, . . . ,m0 − 1, we obtain
(A− 2η) α
1 + α
m0 ≤ 1
xα
− 1
xαm0
≤ (A+ 2η) α
1 + α
m0.
Thus
1 + α
(A+ 2η)αm0 + (1 + α)b−α
≤ xα ≤ 1 + α
(A− 2η)αm0 ,
which implies (1). Similarly, for j = 0, . . . ,m0 − 1,
1 + α
(A+ 2η)α(m0 − j) + (1 + α)b−α ≤ x
α
j ≤
1 + α
(A− 2η)α(m0 − j) .
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Thus
|Dfm0
t
(x)| =
m0−1∏
j=0
|Dftj (xj)| ≥
m0−1∏
j=0
(
1 + (A− η)xαj
)
& m
κ(1+α)/α
0 & |x|−κ(1+α).
This proves the statement (2). 
Proof of Proposition 3.1. The statement (1) follows directly from Lemma 3.2
by choosing K∗ suitably large. To prove the statement (2), we shall only
consider the case x ∈ Ipar, as the other case is simpler. We need the following
two Claims.
Claim 1. For each z ∈ I and u ∈ ΩNε and z′ ∈ U (E)(z,u), we have
(3.2) E(z,u) + 1 ≥ E(z′,u) ≥ E(z,u)− 1
for ε > 0 small. To prove the claim, write E := E(z,u) and E′ := E(z′, t).
Without loss of generality, assume E′ < E. Note that d(fE
′
u
(z′), fE
′
u
(z)) ≤
d(fE
u
(z′), fE
u
(z)) < τ∗. Since fE
′
t
(z′) 6∈ I, the choice of τ∗ guarantees that
E − E′ = E(fE′
u
(z′), σE
′
u) = 1, provided that ε > 0 is small enough. This
proves Claim 1.
Claim 2. There exists a constant c > 0 such that for each z ∈ Ipar, u ∈ ΩNε ,
we have
Df
E(z,u)
t
(z) ≥ cmin(E(z,u)κ(1+α)/α, ε−κ).
provided that ε > 0 is small enough.
Indeed, by Lemma 3.2, there exists η > 0 such that the estimate holds when
E(z,u) ≤ ηε−α/(1+α). When E(z,u) > ηε−α/(1+α), there exists a minimal k
such that E(fk
u
(u), σku) = E(z,u)− k ≤ ηε−α/(1+α), so that
DfE(z,u)
u
(y) ≥ DfE(z,u)−k
σku
(fkσ (z)) & (E(z,u)− k)κ(1+α)/α ≍ ε−κ.
Thus the claim holds.
Now let us fix x ∈ Ipar and t ∈ ΩNε with E := E(x, t) ≤ ε−κα. Then for
each 0 ≤ i < E we have
E(f i
t
(x), σit) = E − i.
For each y ∈ U := U (E)(x, t), f i
t
(y) ∈ U (E−i)(f i
t
(x), σi(t)), and so by Claim 1,
E − i− 1 ≤ E(f i
t
(y), σit) ≤ E − i+ 1.
Applying Claim 2 to (z,u) = (f i
t
(y), σi(y)), we obtain that
Df
(E−i)
σit (f
i
t
(y)) ≍ Df (E(z,u))σit (f it(y)) ≥ c′′min((E − i)κ(1+α)/α, ε−κ).
Thus, because E ≤ ε−κα,
L
(E)(x, t) .
E−1∑
i=0
max
(
(E − i)−κ(1+α), εκα
)
≍ 1.

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3.2. Tail estimate for escaping time.
Proposition 3.3. There exists a constant C > 0 such that
Pε ({E(x, t) ≥ m}) ≤ max
(
Cm−1/α, 8ε
)
.
Proof. Fix p0 ∈ P0. Let Xm = {(x, t) ∈ I(p0) × ΩNε : E(x, t) ≥ m}. For
simplicity of notation, assume p0 = 0. Let g : I(0)→ f−1(I(0)) ∩ I(0) denote
the inverse branch of f . By our assumption on f , there exists A0 > 0 such that
Dg(x) ≤ 1−A0|x|α for all x ∈ I(0).
For each interval J ⊂ I(0), let Ĵ = J \ [−2ε, 2ε].
Claim. There exists a constant A1 > 0 such that for each interval J ⊂ I(0),
we have
(3.3)
∫ ε
−ε
|g(J + t)|dθε(t) ≤ |J | −A1|Ĵ |1+α.
Indeed, for each y ∈ Ĵ and each t ∈ [−ε, ε], we have |y + t| ≥ |y|/2, hence∫ ε
−ε
|y + t|αdθε(t) ≥
( |y|
2
)α
.
Thus∫ ε
−ε
|g(J + t)|dθε(t) =
∫
y∈J
∫ ε
−ε
g′(y + t)dθε(t)dy
=
∫
J\Ĵ
∫ ε
−ε
g′(y + t)dθε(t)dy +
∫
Ĵ
∫ ε
−ε
g′(y + t)dθε(t)dy
≤ |J \ Ĵ |+
∫
Ĵ
∫ ε
−ε
(1−A0|y + t|α)dθε(t)dy
≤ |J | − A0
2α
∫
y∈Ĵ
|y|αdy
≤ |J | −A1|Ĵ |1+α,
where A1 = A02
−α/(1 + α). The claim is proved.
It follows that
Pε(Xm+1) =
∫
s∈ΩNε
∫ ε
−ε
|g(Xsm + t)|dθε(t)dθNε (s)
≤
∫
s∈ΩNε
(
|Xsm| −A1|X̂sm|1+α
)
dθNε (s)
= Pε(Xm)−A1
∫
s∈ΩNε
|X̂sm|1+αdθNε (s)
≤ Pε(Xm)−A1
(∫
s∈ΩNε
|X̂sm|dθNε (s)
)1+α
= Pε(Xm)−A1Pε(X̂m)1+α,
where X̂m = X\([−2ε, 2ε]×ΩNε ). So if Pε(Xm) ≥ 8ε then Pε(X̂m) ≥ Pε(Xm)/2.
Therefore
(3.4) Pε(Xm+1) ≤ max
(
8ε,Pε(Xm)−APε(Xm)1+α
)
,
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where A = A1/2
1+α.
Finally, choose a large constant C > 1 such that
Cm−1/α −A(Cm−1/α)1+α ≤ C(m+ 1)−1/α
holds for all m ≥ 1. The desired upper bounds of Pε(Xm) follows from (3.4)
by an easy induction on m. 
Combining Propositions 3.1 and 3.3, we obtain
Corollary 3.4. There exists C > 0 such that the following holds provided that
ε > 0 is small enough. For each m ≤ ε−κα we have
Pε (mK∗ ≥ m) ≤ Cm−1/α.
Proof. For m ≤ ε−κα, Proposition 3.1 asserts that mK∗(x, t) ≥ m implies that
E(x, t) ≥ m. Since m−1/α ≥ εκ >> ε, the inequality follows from Proposi-
tion 3.3. 
4. Distortion estimates associated to essential return times
We continue to fix a constant κ ∈ (0, 1) such that (3.1) holds. We also fix
an arbitrary constant γ > 1− κ.
4.1. The first essential return time. If the point x lingers a long time near
a neutral fixed point, then the expansion is no longer related to E(x, t) and
the term L (m)(x, t) controlling distortion also gets large in terms of m:
Lemma 4.1. There exists a constant K1 > 0 such that the following holds
provided that ε > 0 is small enough. For x ∈ T and t ∈ [−ε, ε]N, if m is a
positive integer such that E(x, t) ≤ m ≤ r1(x, t), then
L
(m)(x, t) ≤ K1 +K1mεκα.
Moreover, if x ∈ I \ I∆∗ε, then L (m)(x, t) ≤ K1, and if x ∈ I∆∗ε then
Λ(m)(x, t) ≥ K−11 ε−κ.
Proof. LetE = E(x, t). Supposem > E. Then for each y ∈ U (m−E)(fE
t
(x), σEt),
and 0 ≤ k < m− E, we have fkσEt(y) 6∈ f−1(I) ∩ I, since fkσEt(fEt (x)) 6∈ I and
d(fkσEt(y), f
k
σEt(f
E
t
(x))) ≤ τ∗. Thus DfkσEt(y) ≥ λk∗ for all 0 ≤ k < m − E,
which implies that
L
(m−E)(fE
t
(x), σEt) ≤
m−E∑
j=1
λ−jα∗ < λ
α
∗ /(λ
α
∗ − 1),
and
Λ(m)(x, t) ≥ Λ(m−E)(fE
t
(x), σEt) ≥ λm−E∗ .
Since
L
m(x, t) ≤ λ−(m−E)α∗ L E(x, t) + L (m−E)(fEt (x), σEt),
it suffices to prove the lemma in the case that x ∈ I and m = E.
If x 6∈ I∆∗ε, then by Proposition 3.1, L (E)(x, t) ≤ K∗. So the lemma holds
in this case. Now assume that x ∈ I∆∗ε. Let k ≥ 1 be the minimal positive
integer such that y := fk
t
(x) 6∈ I∆∗ε and let s = σkt. Then E := E(x, t) =
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E(y, s) + k and d(f(y), y) ≍ ε. By Proposition 3.1, L (E−k)(y, s) ≤ K∗ and
Λ := Λ(E−k)(y, s) & ε−κ. Thus
Λ(E)(x, t) ≥ Λ(E−k)(y, s) & ε−κ.
Since L (k)(x, t) ≤ k ≤ E, we have
L
(E)(x, t) ≤ L (E−k)(y, s) + Λ−αL (k)(x, t) . 1 + Eεκα.
Thus the lemma holds. 
4.2. Distortion control outside a BAD set in ΩNε . Let
Ω̂Nε (n) =
{
t ∈ ΩNε :
n−1∑
k=0
|tk| ≤ εn
4
}
.
Clearly, for any t /∈ Ω̂Nε (n) one has
#{i; 0 ≤ k ≤ n and |tk| ≥ ǫ/8} ≥ n/8.
Let ϕ(ε) = log(1/ε) and consider the following BAD set of t:
BADε(N) = {t : ∃0 ≤ i < Nε−αϕ(ε) and ∃n ≥ Nε−α
so that σi(t) ∈ Ω̂Nε (n)
}
.
Lemma 4.2. There exists ρ > 0 such that for each N = 1, 2, . . .,
θNε (BADε(N)) ≤ e−ρNε
−α
.
Proof. When the random variable t is uniformly distributed over [−ε, ε] then
the expected value
∫
t∈[−ε,ε] |t| dθε(t) of |t| is equal to ε/2. Hence, by the Large
Deviation Principle, there exists ρ1 > 0 such that θ
N
ε (Ω̂
N
ε (n)) ≤ e−ρ1n for each
n ≥ 1. Since θNε is invariant under the shift map σ we have
θNε (BADε(N)) =
∑
0≤i<Nε−αϕ(ε)
∑
n≥Nε−α
e−ρ1n ≤ CNε−αϕ(ε)e−ρ1Nε−α .

For each integer m, let
(4.1) m˜ =
[
mεα
ϕ(ε)
]
+ 1
where [t] stands for the largest integer ≤ t and so t < [t] + 1 ≤ t+1. Note that
m˜(x, t) ≤ [mεα/ϕ(ε)] + 1 << m when ε > 0 is small.
Lemma 4.3. There exists a constant ξ > 0 such that if t ∈ ΩNε \BADε(N) for
some positive integer N , then for any x ∈ T, any 0 ≤ i < Nε−αϕ(ε) and any
n ≥ Nε−α, we have
Dfnσi(t)(f
i
t
(x)) ≥ exp(ξnεα).
Proof. The assumption t /∈ BADǫ(N) implies σi(t) /∈ Ω̂Nε (n). So #{0 ≤ j <
n; |ti+j | ≥ ε/8} ≥ n/8. For each j in this set, either d(xj , P0) ≥ ε/20 and
d(xj+1, P0) ≥ ε/20 and so the derivative of Dft in xj or in xj+1 is ≥ 1+C1εα ≥
exp(C2ε
α). This happens at least n/16 times and for the other times the
derivative of Dft is ≥ 1. Thus Dfnσi(t)(f it(x)) ≥ exp(ξnεα) holds for some
suitably chosen constant ξ > 0. 
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Proposition 4.4. There exists a constant K2 > 1 such that for any x ∈ T and
t ∈ ΩNε , if m = rk(x, t) for some k ≥ 1 and t 6∈ BADε(m˜), then
L
(m)(x, t) ≤ K2m˜ε−(1−κ)α.
Proof. Let r0 = 0 and for each i = 1, 2, . . . , k, write ri = ri(x, t), Li =
L (ri−ri−1)(f ri−1
t
(x), σri−1t), and Λi = Λ
(ri−ri−1)(f ri−1
t
(x), σri−1t). Then Λi ≥
λ∗ > 1 for all 1 ≤ i ≤ k.
Case 1. Assume Λi < K
−1
1 ε
−κ for all 1 ≤ i ≤ k. Then by Lemma 4.1,
Li ≤ K1 holds for all i = 1, 2, . . . , k. Thus
L
(m)(x, t) ≤ Lk +
k−1∑
i=1
Li(
∏
i<j≤k
Λj)
−α ≤ C
k∑
i=1
λ
−(i−1)α
∗ < K1λα∗ /(λ
α
∗ − 1)
is bounded from above. Note that we do not need t 6∈ BAD(m˜) in this case.
Case 2. There exists i ∈ {1, 2, . . . , k} such that Λi ≥ K−11 ε−κ. Let i
be maximal with this property. Let m0 be the maximal integer such that
ri−1 ≤ m0 < ri and Λ(ri−m0)(fm0t (x), σm0t) ≥ K−11 ε−κ. Then as in Case 1,
L (m−m0−1)(fm0+1
t
(x), σm0+1t) and therefore L (m−m0)(fm0
t
(x), σm0t) is bounded
from above by a constant.
Now let us use Lemma 4.3 to estimate L (m0)(x, t). Indeed, that lemma
gives that Dn := Λ
(m0−n)(fn
t
(x), σnt) ≥ exp(ξnεα) when m0 − n ≥ m˜ε−α.
When m0 − n < m˜ε−α we nevertheless have Dn ≥ 1. Thus
L
(m0)(x, t) ≤
m0−1∑
n=0
D−αn ≤ m˜ε−α +
∞∑
n=1
e−αξnε
α
. m˜ε−α.
Therefore,
L
(m)(x, t) ≤ L (m−m0)(fm0
t
(x), σm0t) +Kα1 ε
κα
L
(m0)(x, t) . m˜ε−(1−κ)α.

4.3. Repeated passages away from neutral points. For x ∈ T and t ∈ ΩNε ,
let as before
F0(x, t) = x and r1(x, t) = inf{s ≥ E(x, t) : f st (x) ∈ I},
and for each k ≥ 2, define inductively
Fk−1(x, t) = f
rk−1(x,t)
t
(x), and
rk(x, t) = inf{s ≥ rk−1(x, t) + E(Fk−1(x, t)) : f st (x) ∈ I}.
The number rk(x, t) is called the k-th essential return time of (x, t).
For each t ∈ ΩNε , let
Xt1(N) = {x ∈ T : ˜r1(x, t) = N}
where ˜r1(x, t) is defined as in (4.1).
Lemma 4.5. For each L > 0, there exists N0 = N0(L) such that for each
N ≥ N0 and t 6∈ BADε(N), we have
(4.2) Leb
(
Xt1(N)
) ≤ εLe−ρN .
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Proof. For each m ≥ 1, let Itm = {x ∈ I : E(x, t) = m}. For each n ≥ 1 and
s ∈ ΩNε , let V sn = {x 6∈ I : r1(x, s) = n}. Since f is uniformly expanding outside
I, there exists ρ1 > 0 such that Leb(V
s
n ) ≤ e−ρ1n holds for all s ∈ ΩNε and
n ≥ 1. Let Xtm,n = {x ∈ Itm : Fm(x, t) ∈ V σ
m
t
n }. Since fmt |Itm is injective with
derivative not less than one, we have
(4.3) Leb(Xtm,n) ≤ Leb(V σ
m
t
n ) ≤ e−ρ1n.
Next assume t 6∈ BADε(N). By Lemma 4.3, when m ≥ Nε−α, |Dfmt (x)| ≥
exp(ξmεα) holds for every x ∈ T, thus
(4.4) Leb(Itm) ≤ exp(−ξεαm).
Since
Xt1(N) =
⋃
(N−1)ε−αϕ(ε)≤m+n<Nε−αϕ(ε)
Xtm,n,
the lemma follows. Indeed, we can decompose this union into terms where n ≥
m and those where n < m. For the first terms, we have n > (N −1)ε−αϕ(ε)/2,
so by (4.3) they give a contribution of at mostNε−αϕ(ε) exp(−ρ1(N−1)ε−αϕ(ε)/2),
while for the 2nd terms, m ≥ (N − 1)ε−αϕ(ε)/2 > Nε−α, so they give a con-
tribution of at most exp(−C2Nϕ(ε)) by (4.4). Both these terms are bounded
from above by ǫL exp(−ρN) when ǫ > 0 is small and N is large. 
Lemma 4.6. For any x ∈ T and N ≥ N0, we have
θNε
({
t ∈ ΩNε : r1(x, t) > Nε−αϕ(ε)
}) ≤ εe−ρ2N .
Proof. LetΩNε (x,N) =
{
t ∈ ΩNε : r1(x, t) > Nε−αϕ(ε)
}
. Because of Lemma 4.2
it suffices to prove that ΩNε (x,N) \σ−1 BADε(N) has exponentially small mea-
sure in θNε . For each s ∈ ΩNε \ BADε(N), consider the section
ΩNε (x, s, N) :=
{
t ∈ [−ε, ε] : ts ∈ ΩNε (x,N)
}
.
For each t ∈ ΩNε (x, s, N) we have ft(x) ∈ Xs1(N). Therefore and by Lemma 4.5,
we obtain θNε (Ω
N
ε (x, s, N)) ≤ (2/ε)Leb(Xs1(N)) ≤ 2εe−ρN , provided that N >
N0(2). By Fubini’s theorem, the lemma follows. 
4.4. Special return times.
Definition 4.7. Given (x, t) ∈ I × ΩNε , the special return time R(x, t) is the
minimal essential return time r of (x, t) for which
t 6∈ Badε(r˜).
We write
R0(x, t) = R(x, t) , G0(x, t) = x
and for k ≥ 1 we define inductively
Gk(x, t) = f
Rk−1(x,t)
t
(x) and Rk(x, t) = R(Gk(x, t), t).
Lemma 4.8. There exist constants R∗ > 0, C > 0 and ρ > 0 such that for
each x ∈ T, we have
(4.5) θNε
({
t;
n−1∑
i=0
Ri(x, t) > R∗nε−αϕ(ǫ)
})
≤ Ce−ρn,
provided that ε > 0 is small enough.
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Proof. We first prove that there exist ρ > 0 and n0 > 0 such that for each
n ≥ n0, and any x ∈ T, we have
(4.6) θNε
({
t ∈ ΩNε : R(x, t) > nε−αϕ(ε)
}) ≤ 2e−ρn.
Let R′(x, t) = 0 if R(x, t) = r1(x, t), and let R′(x, t) be the previous essential
return time of (x, t) into I otherwise. For each m = 0, 1, . . ., let
E(m) = {t : R′(x, t) = m}, E∗(m) = {t ∈ E(m) : r1(fmt (x), σmt) > nε−αϕ(ε)/2}.
and let
E1 =
⋃
m>nε−αϕ(ε)/2
E(m), E2 =
⋃
m≤nε−αϕ(ε)/2
E∗(m).
Then
{t : R(x, t) > nε−αϕ(ε)} ⊂ E1 ∪E2.
If t ∈ E(m), m ≥ 1 then t ∈ BADε(m˜), since R′(x, t) = m is not a special
return time. Hence, by Lemma 4.2,
θNε (E(m)) ≤ e−ρm˜ε
−α
.
Therefore
(4.7) θNε (E1) ≤
∑
m>nε−αϕ(ε)/2
e−ρm˜ε
−α ≤ ε−αϕ(ε)
∑
N>n/2
e−ρNε
−α
< e−ρn/2
where the ε−αϕ(ε) factor appears because for given N, the number of positive
integers m with m˜ = N is bounded by this number. To estimate the size of E2
we recall that by Lemma 4.6, for any y ∈ T, θNε ({s : ˜r1(y, s) > n2 }) ≤ εe−2ρn,
provided that n is large enough. So by Fubini’s theorem,
θNε (E
∗(m)) ≤ εe−2ρn
holds for all m. Thus
θNε (E2) ≤ nε−αϕ(ε)εe−2ρn < e−ρn/2.
The inequality (4.6) follows.
Now let us complete the proof of the proposition by an easy large deviation
argument. To this end, for positive integers m0,m1, . . . ,mn−1, let us consider
E(m0,m1, . . . ,mn−1) = {t : Ri(x, t) = mi, 0 ≤ i < n}.
Since the conditions R0(x, t) = m0, R1(x, t) = m1, . . . , Rn−2(x, t) = mn−2
depends only on the first m0+ · · ·+mn−2 coordinates of t, and (4.6) holds for
all x, it follows that
θNε (E(m0,m1, . . . ,mn−1)) ≤ e−ρmn−1θNε (E(m0, . . . ,mn−2)),
provided that mn−1 ≥ n0. Without the last condition on mn−1 we have
θNε (E(m0,m1, . . . ,mn−1)) ≤ e−ρmn−1KθNε (E(m0, . . . ,mn−2)),
where K = eρn0 . By an easy induction, it follows that
θNε (E(m0,m1, . . . ,mn−1)) ≤ e−ρ(m0+m1+···+mn−1)Kn.
Therefore the left hand side of (4.5) is bounded from above by∑
M>R∗n
∑
m0+m1+···+mn−1=M
e−ρ(m0+m1+···+mn−1)Kn =
∑
M>R∗n
(
M − 1
n− 1
)
e−ρMKn.
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Provided that we choose R∗ large enough, this is exponentially small in n. Thus
(4.5) follows by redefining ρ. 
Proposition 4.9. Fix γ > 1− κ. There exist C > 0 and ρ > 0 such that
Pε({mε−γα(x, t) ≥ nε−αϕ(ε)}) ≤ Ce−ρn.
To prove this proposition, we shall use the following elementary observation
due to Pliss:
Lemma 4.10. If a0 + · · ·+ an ≤ (n+ 1)C then there exists k ≤ n so that
ak ≤ C, ak−1 + ak ≤ 2C, ak−2 + ak−1 + ak ≤ 3C, . . . , a0 + · · ·+ ak ≤ (k + 1)C.
Note that if the conclusion of the lemma holds then for any ρ ∈ (0, 1) and
ai ≥ 0, then
ρka0 + ρ
k−1a1 + · · ·+ ak ≤ ρk(a0 + · · ·+ ak) + ρk−1(a1 + · · ·+ ak) + · · ·+ ak ≤
≤
k+1∑
j=1
jCρj−1 ≤
∞∑
j=1
jCρj−1 ≤ CK(ρ).
Proof of Proposition 4.9. Let n(x, t) be the minimal positive integer such that
R̂(x, t) :=
n(x,t)−1∑
i=0
Ri(x, t) ≤ R∗n(x, t)ε−αϕ(ε).
By Lemma 4.8, it suffices to show that mε−γα(x, t) ≤ R̂(x, t).
Using Lemma 4.10 there exists k ≤ n(x, t) with
Rk−1(x, t) ≤ R∗ε−αϕ(ǫ), Rk−2(x, t) +Rk−1(x, t) ≤ 2R∗ε−αϕ(ǫ),
. . . , R0(x, t) + · · ·+Rk−1(x, t) ≤ (k + 1)R∗ε−αϕ(ǫ).
Let us show that these inequalities imply that mε−γ (x, t) ≤ R0(x, t) + · · · +
Rk(x, t). Indeed these inequalities imply, using the notation introduced in
equation (4.1),
R˜k ≤ [R∗] + 1, R˜k + R˜k−1 ≤ 2([R∗] + 1), . . . , R˜k + · · ·+ R˜0 ≤ (k+1)([R∗] + 1).
Let Si = R0 + · · ·+Ri−1. Then by Proposition 4.4,
L
(Ri−1)(f
Si−1
t
(x), σSi−1t) ≤ K2R˜i−1ε−(1−κ)α.
Since
Λ(Sk−Si)(fSk−Si
σSit
(x), σSit) ≥ λk−i∗ ,
we have
L
(Sk)(x, t) ≤ K2(R˜k−1 + λ−α∗ R˜k−2 + · · ·+ λ−(k−1)α∗ R˜0)ε−(1−κ)α ≤ ε−γα,
provided that ε > 0 is small enough. 
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5. Inducing to large scale
Fix γ > 0 and κ ∈ (α, 1) such that 2γ(1 + α) < α, γ > 1− κ and such that
(3.1) holds. Let m̂(x, t) denote the minimal positive integer m̂ for which the
following hold:
• m̂ ≥ E(x, t);
• d(f m̂
t
(x), P0) < ε
2γ ;
• if J is the component of f−m̂
t
(Bεγ (P0)) which contains x, then
sup
y∈J
m̂−1∑
j=0
(
1
Df m̂−j
t
(f j
t
(y±))
)α
≤ ε−γα.
If m̂ does not exist then we set m̂(x, t) =∞.
Lemma 5.1. There exists K♯ > 0 such that the following holds provided that
ε > 0 is small enough. For any x ∈ I and t ∈ ΩNε , we have
min(mK♯(x, t), m̂(x, t)) ≤ mε−γα(x, t) + ε−α.
Proof. Write m = mε−γα(x, t), y = f
m
t
(x) and s = σmt. If y ∈ I∆∗ε then
d(y, P0) ≤ ε2γ and therefore m̂ ≤ m and the lemma holds. Assume now that
y 6∈ I∆∗ε. Let r0 = 0, ri = ri(y, s), i = 1, 2, . . .. Let
k0 = inf{k ≥ 1 : either f rks (y) ∈ I∆∗ε or Λ(rk)(y, s) > ε−γ}.
By Proposition 3.1, for each 1 ≤ k ≤ k0, we have rk − rk−1 ≤ ε−α/(1+α) and
Lk := L
(rk−rk−1)(f rk−1s (y), σrk−1s) ≤ K∗,
and by Lemma 2.4,
Λk := Λ
(rk−rk−1)(f rk−1s (y), σrk−1s) ≥ λ∗ > 1.
Since Λ(rk0−1)(x, t) ≤ ε−γ we have λk0−1∗ ≤ ε−γ , hence k0 . log(1/ε) so rk0 .
ε−α/(1+α) log(1/ε)≪ ε−α. If Λ(rk0)(y, s) > ε−γ , then
L
(m+rk0 )(x, t) ≤ [Λ(rk0)(y, s)]−αL (m)(x, t)+
k0∑
i=1
λ
−α(i−1)
∗ Li ≤ 1+K∗λα∗ /(λα∗−1),
so for K♯ large enough, mK♯(x, t) ≤ m+ rk0 and we are done. Otherwise, by
the definition of k0, we have f
rk0
s (y) ∈ I∆∗ε and
L
(m+rk0 )(x, t) ≤ λ−k0α∗ L (m)(x, t) +
k0∑
i=1
≤ λ−α∗ ε−γα + Cλα∗ /(λα∗ − 1) < ε−γα,
which implies that m̂(x, t) ≤ m+ rk0 , and so we are done again. 
Now let fix K♯ ≥ K∗ + 1 as above, and define
M(x, t) = min
(
mK♯(x, t), m̂(x, t)
)
.
Combining the last lemma with Proposition 4.9 immediately gives us the fol-
lowing corollary.
Corollary 5.2. There exist C > 0 and ρ > 0 such that
Pε
{
M(x, t) > nε−αϕ(ε)
} ≤ Ce−ρn,
provided that ε > 0 is small enough.
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5.1. Proof of Theorem 2.1. Let
E1 = {(x, t) ∈ I × ΩNε : M(x, t) < mK♯(x, t)}.
Note that E1 ⊂ I∆∗ε × ΩNε and that when (x, t) ∈ E1 then M(x, t) = m̂(x, t).
For each (x, t) ∈ E1, letW tx denote the component of f−M(x,t)t (Bε2γ (P0)) which
contains x.
Lemma 5.3. If (x, t), (x′, t) ∈ E1, then either W tx =W tx′ or W tx ∩W tx′ = ∅.
Proof. Write M = M(x, t), M ′ = M(x′, t), W = W tx , W
′ = W tx′ . Arguing by
contradiction, assume that W ∩W ′ 6= ∅ andW 6= W ′. Then M 6= M ′. Assume
without loss of generality that M ′ > M . Then fM
t
(x′) 6∈ Bε2γ (P0). Since
|fM
t
(W ′)| ≤ |fM ′
t
(W ′)| = 2ε2γ , and fM
t
(W ) ⊂ Bε2γ (P0) we have fMt (x′) ∈
fM
t
(W ′) ⊂ B3ε2γ (P0). Now let E = E(fMt (x′), σM t). Since M ′ = m̂(x′, t)
one has M ′ ≥ M + E. By Proposition 3.1, L (E)(fM
t
(x′), σM t) ≤ K∗ and
Λ(E)(fM
t
(x′), σMt) & ε−2γ . Thus
L
M+E(x′, t) ≤ L (E)(fM
t
(x′), σM t) + Cε2γαL (M)Cε2γτ∗(x
′, t) < K∗ + 1 ≤ K♯.
Thus mK♯(x
′, t) ≤M + E ≤M ′ < mK♯(x′, t), a contradiction! 
Let W = ⋃(x,t)∈E1 W tx ×{t}. The lemma above implies that there is a well-
defined function H : W → T × ΩNε such that for any (x, t) ∈ E1, H(x′, t) =
FM(x,t)(x, t) holds for all x′ ∈W tx . For each n ≥ 2, define
En = {(x, t) ∈ E1 : Hi(x, t) ∈ E1 for all i = 0, 1, . . . , n− 1}.
Moreover, let Mn(x, t) = M(H
n−1(x, t)) for (x, t) ∈ En. So M1(x, t) =
M(x, t).
Lemma 5.4. There exist C > 0 and ρ > 0 such that
(1) Pε(En) ≤ Ce−ρn.
(2) For each n,m ≥ 1,
Pε({(x, t) ∈ En :Mn(x, t) ≥ mε−αϕ(ε)}) ≤ Ce−ρm.
Proof. For each (x, t) ∈ Wn := H−n(W), let sn(x, t) be such that Hn(x, t) =
f
sn(x,t)
t
(x, t) and let Jtn(x) denote the component ofWtn which contains x. Note
that there exists λ > 1 such that W ⊂ Bλ−1ε2γ (P0). So sn(·, t) is constant in
each of these intervals Jtn(x), f
sn(x,t)
t
(Jtn(x)) is a component of Bε2γ (P0), and
moreover,
∑sn(x,t)−1
j=0 |f jt (Jtn(x))|α is bounded from above by a constant. Thus
by part (3) of Lemma 6.7, there exists a constant C > 0 such that for each set
A ⊂ Bλ−1ε2γ (P0), each J = Jtn(x) and s = sn(x, t), we have
(5.1)
|J ∩ f−s
t
(A)|
|J | ≤
C|A|
C|A|+ ε2γ .
Taking A = Wσst1 we obtain that |J ∩ Wtn+1|/|J | is bounded away from
one. Thus |Wtn+1|/|Wtn| is bounded away from one. So Pε(Wn+1)/Pε(Wn) is
bounded away from one. Therefore Pε(En) ≤ Pε(Wn) is exponentially small.
This proves the first statement.
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For the second statement, fix m,n, let X = {(x, t) ∈ En : Mn(x, t) ≥
mε−αϕ(ε)} and Y = {(y, s) : M(y, s) ≥ mε−αϕ(ε)}. For each s ≥ 1, let
V(s) = {(x, t) ∈ Wn−1 : sn−1(x, t) = s}. Taking A = Y σst in (5.1) gives
|J ∩Xt|
|J | ≤ C|Y
σst|ε−2γ , for each J = Jtn−1(x), s = sn−1(x, t).
Thus
|(X ∩ V(s))t| ≤ Cε−2γ
∞∑
s=1
|Y σst||(V(s))t|.
Since the set (V(s))t depends only on the coordinates t0, t1, · · · , ts−1 of t, by
Fubini’s theorem, we obtain
Pε(X) =
∞∑
s=1
Pε(X ∩ V(s))
≤ Cε−2γ
∞∑
s=1
∫
ΩNε
|Y σst||(V(s))t|dθNε (t)
≤ Cε−2γ
∞∑
s=1
∫
ΩNε
|Y σst|dθNε (t)
∫
ΩNε
|(V(s))t|dθNε (t)
≤ Cε−2γ
∞∑
s=1
∫
ΩNε
|Y t|dθNε (t)Pε(V(s))
= Cε−2γPε(Wn−1)Pε(Y )
≤ Cε−2γPε(Bε2γ (P0))Pε(Y ) . Pε(Y ).
By Corollary 5.2 the second statement of this lemma follows. 
Proposition 5.5. There exist constants K@, C > 0 and ρ > 0 such that
Pε
({(x, t) ∈ I × ΩNε ;mK@(x, t) > nε−αϕ(ε)}) ≤ Ce−ρ√n.
Proof. Note that if (x, t) ∈ Ek \ Ek+1, then (x, t), . . . , Hk−1(x, t) ∈ E1 and
Hk(x, t) /∈ E1 and it follows that M1(x, t)+M2(x, t) + · · ·+Mk(x, t) is a K@-
expansion time of (x, t), where K@ is a constant. So if mK@(x, t) > nε
−αϕ(ε),
then either M1(x, t) > nε
−αϕ(ε), or (x, t) ∈ Ek for some k ≥
√
n, or there
exists 1 ≤ k < √n such that Mk(x, t) ≥
√
nε−αϕ(ε). Using Corollary 5.2 for
the first case and Lemma 5.4 for the remaining two cases, we obtain the desired
estimate. 
Proof of Theorem 2.1. Fix α˜ ∈ (1, α). Take β = √αα˜ and choose κ ∈ (0, 1)
such that κ2α˜ > α. Let K0 = max(K∗,K@) and write Am = Pε({(x, t) ∈
I × ΩNε ;mK0(x, t) ≥ m}). If m ≤ ε−κα, then by Corollary 3.4, we have Am .
m−1/α. If ε−κα ≤ m ≤ ε−β, then Am . εκ ≤ m−κ/β ≤ m−1/α˜ (where the first
inequality follows from Proposition 3.1 and from m ≥ ε−κα). If m > ε−β then
let n be the maximal integer so that m ≥ nε−αϕ(ε). So n ≍ mεα/ϕ(ε). Since
m > ε−β and by Proposition 5.5, we therefore have Am . e−ρ
√
n . m−1/α,
provided that ε > 0 is small enough. 
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6. Strong stochastic stability
6.1. Nice sets. An interval V is a nice set for the deterministic system f : T→
T if fn(x) /∈ V for each x ∈ ∂V and all n > 0. This notion has played a crucial
role in the setting of one-dimensional dynamical systems, because it implies
that if x ∈ V and n > 0 is minimal so that fn(x) ∈ V , then the component
of f−n(V ) containing x is contained in V . This means that each component
of the domain of the first return map RV to V is contained in V and that its
boundary points are mapped into boundary points of V .
In the deterministic case it is often helpful to construct nice sets around
special points, such as critical points or parabolic periodic points. In our case
we will construct nice sets around the fixed points. Rivera-Letelier [R] realised
that it very advantageous to have the property which in our setting states that
there exists K > 1 so that for each δ > 0 small there exists a nice interval V
with Bδ(p0) ⊂ V ⊂ BKδ(p0). This property was also crucially used in [BRSS].
In the case of random dynamical systems, nice sets and the analogous property
were also used and established in [S]. It implies that one can induce to a Markov
setting while having extension ‘space’. In our setting nice sets are defined as
follows:
Definition 6.1. A nice set for ε-perturbations is a measurable subset V of
T× ΩNε with the following properties:
(1) for each each t ∈ ΩNε , Vt is an open set containing P0 such that each
component of Vt intersects P0 exactly at one point;
(2) for each t ∈ ΩNε , each x ∈ ∂Vt and each n ≥ 1, we have
fn
t
(x) 6∈ Vσnt.
Lemma 6.2. There exists δ0 > 0 such that for each δ ∈ (0, δ0), there exists a
nice set V for ε-perturbations such that for each t ∈ ΩNε and each p0 ∈ P0, we
have
Bδ(p0) ⊂ Vt(p0) ⊂ B2δ(p0),
provided that ε > 0 is small enough.
Proof. The proof is similar to the one given in [S, Proposition 5.8]. It suffices to
show for small δ > 0, the following holds provided that ε > 0 is small enough:
if δ ≤ d(x, P0) < 2δ, t ∈ ΩNε and fmt (x) ∈ B2δ(P0), then the component W
of f−m
t
(B2δ(P0)) which contains x satisfies either W ⊂ B2δ(P0) or W ∩ P0 =
∅. Indeed, otherwise, there would exist y ∈ W such that d(fm
t
(y), P0) <
d(y, P0) ≤ 2δ, so m ≥ E(y, t) =: E. However, by Proposition 3.1, Λ(m)(y, t) ≥
Λ(E)(y, t) ≥ (2K∗δ)−1 > 4 (provided that δ > 0 is small enough). This would
imply that |Dfm
t
(z+)| > 4 for all z ∈W , hence |W | < δ, a contradiction. 
6.2. Inducing to the nice set. The following theorem allows us to consider
an induce transformation to the nice set V.
Theorem 6.1. Fix α˜ ∈ (1, α). For each δ > 0 small there exist constants
K, C and ε0 > 0 so that for each ε ∈ (0, ε0) there exists a nice set V for
ε-perturbations so that
(1) Bδ(p0)× ΩNε ⊂ V ⊂ B2δ(p0)× ΩNε for each x ∈ Vt;
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(2) for Pε-almost each (x, t) ∈ V there exists a positive integer m = mV <
∞ such that
fm
t
(x) ∈ Vσmt, L (m)(x, t) ≤ K, and Λ(m)(x, t) ≥ λ∗;
(3) Pε({(x, t) ∈ V;mV(x, t) > m}) ≤ C0m−1/α˜.
Proof. LetK0 and C0 be given by Theorem 2.1 and let δ0 be given by Lemma 6.2.
Fix a constant δ such that 0 < δ ∈ min(δ0, τ∗/4) and assume ε > 0 is small. So
there exists a nice set V for ε-perturbations such that Bδ(P0) ⊂ Vt ⊂ B2δ(P0)
holds for all t ∈ ΩNε . For each (x, t), let s(x, t) = inf{s ∈ N : F s(x, t) ∈ V}.
Since f is uniformly expanding outside Bδ(P0) there exist C1 > 0 and ρ > 0
such that
Pε ({s(x, t) ≥ s}) ≤ C1e−2ρs.
Note that s(x, t) is an essential return time of (x, t) into I and all previous
essential returns lie outside I∆∗ε, so by Lemma 4.1 and Lemma 2.1, we obtain
that L s(x,t)(x, t) is bounded from above by a constant. Define
mV(x, t) = mK0(x, t) + S(x, t), where S(x, t) = s(F
mK0 (x,t)(x, t)).
Then by Lemma 2.1 again, we obtain that L (mV(x,t))(x, t) is bounded from
above by a constant. Thus the second item of the theorem holds for some K.
It remains to prove the third item. Let d be the mapping degree of f : T→ T.
So fn
t
: T→ T is a dn-to-1 covering map. Write
Xm = {(x, t) ∈ V : mV(x, t) > m,mK0(x, t) > ρ(log d)−1S(x, t))},
and
Ym = {(x, t) ∈ V : mV(x, t) > m,mK0(x, t) ≤ ρ(log d)−1S(x, t))}.
For (x, t) ∈ Xm, mK0(x, t) & m, hence by Theorem 2.1 we obtain Pε(Xm) =
O(m−1/α˜). Given positive integers k, s with k ≤ ρ(log d)−1s, we have
Pε({(x, t) ∈ Ym : mK0 = k, S = s}) ≤ dkC1e−2ρs ≤ C1e−ρs.
For (x, t) ∈ Ym, S(x, t) ≥ ρ1m, where ρ1 > 0 is a constant, so
Pε(Ym) ≤
∑
s≥ρ1m
C2se
−ρs = O(m−1/α˜).
Thus
Pε({(x, t) ∈ V ;mV(x, t) > m}) ≤ Pε(Xm) + Pε(Ym) = O(m−1/α˜).

To prove the first part of the Main Theorem we first state the following
Definition 6.3. A Borel set E ⊂ T is called almost forward (resp. backward)
invariant for ε-perturbations if ft(E)\E (resp. f−1t (E)\E) has zero Lebesgue
measure for a.e. t ∈ ΩNε . A stationary measure is called ergodic if for each Borel
set E which is almost completely invariant, one has µε(E) = or µε(E) = 1.
Proposition 6.4. For each ǫ > 0, the random dynamical system has a unique
stationary measure. This stationary measure is ergodic and absolutely contin-
uous.
Proof. The proof of these statements is fairly standard, and can be found for
example in Lemmas 3.2 and 3.4 in [S]. 
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6.3. Perron-Frobenius operator. As usual, we will use the Perron-Frobenius
operator. Given J ⊂ T, and ft we define
LJ,n,t(x) =
∑
fn
t
(y)=x,y∈J
1
|Dfn
t
(y+)| and L̂J,n,t =
1
|J |LJ,n,t.
We should remark that LJ,n,t is the density function of the absolutely contin-
uous measure (fn
t
)∗(Leb|J) and has support fnt (J). In other words, LJ,n,t is
equal to (PF)n(1J) where PF is the Perron-Frobenius operator. We also note
that L̂J,n,t is the density of the push forward of the relative measure on J , so
the integral over T1 of this density is equal to 1.
6.4. Compact subsets of L1. Let L1(T) be the Banach space of L1 functions
w.r.t. the Haar measure Leb on T and let ||φ||1 denote the L1 norm of φ. In
this subsection we will establish a suitable compact subset of L1.
The following lemma is well-known. See for example [DS, Theorem IV.8.20].
Lemma 6.5 (Precompact sets in L1). A bounded set K of functions in L1 is
pre-compact if and only if ||ψ(x+h)−ψ(x)||L1 tends to zero as h→ 0 uniformly
for all ψ ∈ K.
Let as before P∗ = {p ∈ P : Df(p−) > Df(p+)} and let
F = {Df(p−)/Df(p+) : p ∈ P∗}
which is a finite subset of (1,∞). Given a constant C > 0 and an interval
W = (a, b) ⊂ T, let EC(W ) denote the space of maps ϕ : T→ (0,∞) for which
there exists finitely many points
a = a0 < a1 < · · · < an = b
such that
• ϕ ≡ 0 in T \W ;
• for each 0 ≤ i < n, there exists Ci > 0 such that
| logϕ(x) − logϕ(y)| ≤ Ci
( |x− y|
ai+1 − ai
)α
, ai < x < y < ai+1,
and such that
n−1∑
i=0
Ci ≤ C;
• for each 1 ≤ i < n, ϕ(ai) = ϕ(a+i ) = λϕ(a−i ) for some λ ∈ F.
For M > 0, let EMC denote the set of all L
1 functions ϕ : T→ [0,∞) for which
there exists an open interval W ( T such that ϕ ∈ EC(W ) and ϕ(x) ≤ M for
all x ∈ T.
Lemma 6.6. (1) If ϕ ∈ EK(W ) for some open interval W ⊂ T, then for
any x, y ∈ W with x < y we have
ϕ(x) ≤ eKϕ(y).
Moreover, if ϕ has at least N points of discontinuity in (x, y), then
ϕ(x) ≤ eKλ−N0 ϕ(y),
where λ0 = inf F > 1.
(2) For each K > 0 and M > 0, EMK is pre-compact in L
1(T).
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Proof. (1) Note that if ai ≤ x < y ≤ ai+1, ϕ(x) = ϕ(x+) ≤ eKiϕ(y−) ≤
eKϕ(y). For general x, y ∈ W with x < y, let i0 be maximal such that x ≥ ai0
and let i1 be minimal such that y < ai1 , we have
ϕ(x) ≤ eKi0ϕ(a−i0+1) ≤ eKi0λ−10 ϕ(ai0+1) ≤ eKi0+Ki0+1λ−20 ϕ(ai0+2)
≤ · · · ≤ e
∑i1−2
i=i0
Kiλ−i1+i0+10 ϕ(ai1−1) ≤ eKλ−i1+i0+10 ϕ(y).
(2) For any integer N ≥, let EMK (N) denote the subset of EMK consisting of
functions ϕ with exactly N points of discontinuity. Using Lemma 6.5 it is easy
to see that for each N ≥ 0, EMK (N) is pre-compact in L1(T). To complete the
proof, it suffices to show that for each η > 0, there exists N(η) ≥ 0 such that
for any ϕ ∈ EMK there exists ϕN ∈ EMK (N) such that ‖ϕ− ϕN‖1 ≤ η. But this
follows easily from the last statement of part (1) of this lemma. 
Lemma 6.7. For each K > 0 and ρ > 0 there exist C = C(K) > 0 and
M = M(K, ρ) > 0 such that the following holds. Let J ⊂ Ĵ be open intervals,
m ≥ 1, t ∈ ΩNε such that
(i) fm
t
: Ĵ → fm
t
(Ĵ) is injective;
(ii)
∑m−1
j=0 |f jt (Ĵ)|α ≤ K;
(iii) fm
t
(Ĵ)\fm
t
(J) has a component to the right of fm
t
(J) which has length
≥ ρ|fm
t
(Ĵ)|.
Then
(1) LĴ ,m,t ∈ EC(fnt (Ĵ)).
(2) |Ĵ |−1LJ,m,t ∈ EMC .
(3) for any X ⊂ J ,
|X |
|Ĵ |
≤M |f
m
t
(X)|
|fm
t
(Ĵ)|
.
Proof. (1) Let A = {x ∈ Ĵ : f j
t
(x) ∈ P∗ for some 0 ≤ j < m}. This is a finite
set (maybe empty) and label its elements as a1 < a2 < · · · < an−1. Let a0 < an
be the endpoints of Ĵ and for each 0 ≤ i ≤ n, let a′i = fmt (ai). Then for each
0 ≤ i < m, fm
t
maps Ĵi := (ai, ai+1) diffeomorphically onto Ĵ
′
i := (a
′
i, a
′
i+1).
Moreover, there exists a constant C0 > 0 such that
Dist(fm
t
|Ĵi) ≤ C0Ki ≤ C0K, where Ki =
m−1∑
j=0
|f j
t
(Ĵi)|α.
Let ϕ be the inverse of fm : Ĵ → Ĵ ′ and for each x′, y′ ∈ Ĵ ′i , letting x, y ∈ Ĵi
be their images under ϕ. We have
| logϕ(x′)− logϕ(y′)| = | logDfm
t
(x)− logDfm
t
(y)| ≤ C0
m−1∑
j=0
|f j
t
(x)− f j
t
(y)|α
≤ C0eC0Kα |x
′ − y′|α
|Ĵ ′i |α
n−1∑
j=0
|f j
t
(Ĵi)|α ≤ C1Ki |x
′ − y′|α
|Ĵ ′i |α
,
where C1 = C0e
C0Kα. Note that
∑n−1
i=0 C1Ki ≤ C1K =: C. Clearly for each
1 ≤ i < n, ϕ(a′i) = ϕ(a′+i ) = λϕ(a′−i ) holds for some λ ∈ F. (It is possible that
there exists a point x ∈ Ĵi so that several of the points x, ft(x), . . . , fm−1t (x)
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are in P0, in which one can take several of the points ai to coincide.) Thus
ϕ ∈ EC(fmt (Ĵ)).
(2) Let R denote the component of Ĵ \ J which lies to the right of J and let
R′ = fm
t
(R). Let ψ = |Ĵ |−1LĴ,m,t. Then ψ ∈ EC . By Lemma 6.6, it follows
that ψ(x) ≤ eCψ(y) for all x ∈ fm
t
(J) and any y ∈ R′. Since ‖ψ‖1 = 1, it
follows that there exists M = M(ρ,K) such that ψ(x) ≤M for all x ∈ fm
t
(J).
Since |Ĵ |−1LJ,m,t = ψ1fm
t
(J), the statement follows.
(3) By Part (1) of the lemma, and Lemma 6.6, for each x ∈ X and y ∈ R,
we have Dfn
t
(x) ≥ e−CDfn
t
(y). Thus
|fm
t
(X)|
|X | ≥ e
−C |fmt (R)|
|R| ≥ e
−Cρ
|fm
t
(Ĵ)|
|Ĵ |
,
which implies the desired estimate by taking M = eC/ρ. 
6.5. Proof of the Main Theorem. Now we will combine the previous com-
pact results, with Theorem 6.1 to obtain the proof of the Main Theorem.
Proof of Main Theorem. Statements (1) and (2) in the Main Theorem follow
exactly as the first part of the proof of the Main Theorem in Section 3.1 of [S].
The proof of Statements (3) and (4) of the Main Theorem is slightly different,
and therefore we give the argument here.
Let V be a nice set for the ε-perturbations given by Theorem 6.1, let U =
{(x, t) ∈ V : mV(x, t) < ∞}, and let G : U → V denote the map (x, t) →
FmV(x,t)(x, t). Let Z = (−δ, δ) and let
φn(x) = φn,ε(x) =
∫
t
LZ,n,t(x) dθNε .
Claim: It suffices to show that there exists a compact subset K of L1 which
does not depend on ε and n and so that φn ∈ K for all n and all ε > 0 small.
Proof of Claim: The assumption of the claim implies that there is a compact
subset K0 (the convex hull of K) of L1, such that for each n = 1, 2, . . . and
each ε > 0 small enough, we have
1
n
∑n−1
i=0 φi,ε(x) ∈ K0. Since µε is the weak
star limit of
1
n
∑n−1
i=0 φi,ε(x)dx as n → ∞, it follows that µε = ψε(x)dx for
some ψε ∈ K0. Since any limit of ψǫ as ǫ → 0 is the density of an absolutely
continuous invariant measure of f , and since f has at most one absolutely
continuous invariant probability measure, it follows that ψε converges in L
1 as
ǫ → 0. Thus it follows that f has an absolutely continuous invariant measure
ψdx and that the density of the measure µε converges in L
1 to ψ as ǫ → 0,
thus concluding the proof of the claim.
By considering subsequences, it even suffices to find for each η > 0 a compact
set Kη of L1 so that each function φn can be written as φn = φ0n + φ1n where
||φ0n||1 ≤ η and φ1n ∈ Kη. In order to do this, we will choose a suitable M
depending on η.
For k ≥ 0, let Uk = G−k(V) and Vk = {(x, t) ∈ V : mV,K ≥ k}. For each
t ∈ ΩNε , let us label the components of Utk as Jtk,i and let stk,i be the integer so
that
Gk(y, t) = F s
t
k,i(y, t) for y ∈ Jtk,i.
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For each k, i, let Ĵtk,i denote the component of f
−stk,i
t
(Bτ∗/2(P0)) which contains
Jtk,i. Note that
(6.1)
stk,i−1∑
j=0
|f j
t
(Ĵtk,i)|α ≤ L s
t
k,i(y, t) ≤ Kλ
α
∗
λα∗ − 1
τα∗ .
Fix n ≥ 1. For each 0 ≤ m < n, let Htm = {Jtk,i : stk,i = m}, and for each
Jtk,i ∈ Htm, let Jtk,i,j denote the components of Jtk,i ∩ f−mt (Uσ
m
t), let mtk,i,j
denote the value of mV on the interval f
m
t
(Jtk,i,j), and let X tk,i denote the
collection of all Jtk,i,j for which m
t
k,i,j ≥ n−m. Moreover, for each M > 0, let
X tk,i(M) denote the sub-collection of X tk,i consisting of those Jtk,i,j ’s for which
mtk,i,j ≥ M . When m ≤ n −M , X tk,i(M) = X tk,i but when m > n −M the
former set may be strictly smaller. Furthermore, let Xtk,i (resp. X
t
k,i(M))
denote the union of the elements of X tk,i (resp. X tk,i(M)).
By part (3) of Lemma 6.7, (6.1) implies that there exists C0 > 0 such that
whenever sk,i = m ≤ n−M ,
(6.2)
|Xtk,i(M)|
|Ĵtk,i|
=
|Xtk,i|
|Ĵtk,i|
≤ C0
|Vσmtn−m|
|fm
t
(Ĵtk,i)|
= C0τ
−1
∗ |Vσ
m
t
n−m|,
and whenever n−M < sk,i = m < n,
(6.3)
|Xtk,i(M)|
|Ĵtk,i|
≤ C0 |V
σmt
M |
|fm
t
(Ĵtk,i)|
= C0τ
−1
∗ |Vσ
m
t
M |.
Putting Xm,t(M) =
⋃
st
k,i
=mX
t
k,i(M) for each t, since the intervals Ĵ
t
k,i ∈ Htm
are pairwise disjoint, it follows that there exists a constant C1 > 0 and a
compact subset K of L(T) such that
(6.4) |Xm,t(M)| ≤ C1|Vσ
m
t
m′ |, where m′ = max(n−m,M).
Choose a large positive integerM such that
∑∞
i=M Pε(Vi)+MPε(VM ) ≤ η/C1,
and let
ϕ0n =
n−1∑
m=0
∫
t
LXm,t(M),n,tdθNε and ϕ1n = ϕn − ϕ0n.
Then
‖ϕ0n‖1 ≤
n−1∑
m=0
∫
t
|Xm,t(M)|dθNε ≤ η.
It remains to show that ϕ1n defined above belongs to a compact subset K(η)
of L1(T). Note that for a.e. t, the intervals Jtk,i,j with m
t
k,i,j + s
t
k,i ≥ n and
0 ≤ stk,i < n, form a partition of Vt, up to a set of Lebesgue measure zero.
Thus, for n −M < m < n, putting Y tm to be the union of the intervals Jtk,i,j
with stk,i = m and n−m ≤ mtk,i,j < M , we have
ϕ1n =
n−1∑
m=n−M+1
∫
t
LY tm,n,tdθNε .
By part (2) of Lemma 6.7 and (6.1), |Ĵtk,i|−1LJtk,i,j ,stk,i,t is contained in EMC
for some constants C,M > 0. By Lemma 6.6, EMC is pre-compact in L
1(T).
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For each (k, i) the number of intervals Jtk,i,j is uniformly bounded from above
by a constant depending on M . Thus |Ĵtk,i|−1L⋃j Jtk,i,j ,stk,i,t is contained in a
compact subset K1 of L1(T). Given m, the intervals Ĵtk,i with stk,i = m are
pairwise disjoint, which implies that LY tm,m,t is contained in a compact set L2
of L1(T). Since n−m < M , it follows that LY tm,n,t is contained in a compact
set L3 of L1(T). Therefore, ϕ1n is contained in some compact set K(η) of L1(T).

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