With an increase in the number of applications of ensemble optimization (EnOpt) for production optimization, the theoretical understanding of the gradient quality has received little attention. An important factor that influences the quality of the gradient estimate is the number of samples. In this study we use principles from statistical hypothesis testing to quantify the number of samples needed to estimate an ensemble gradient that is comparable in quality to an accurate adjoint gradient. We develop a methodology to estimate the necessary ensemble size to obtain an approximate gradient that is within a predefined angle compared to the adjoint gradient, with a predefined statistical confidence. The method is first applied to the Rosenbrock function (a standard optimization test problem), for a single realization, and subsequently for a case with uncertainty, represented by multiple realizations (robust optimization). The maximum allowed error applied in both experiments is a 10°angle between the directions of the EnOpt gradient and the exact gradient. For the single-realization case we need, depending on the perturbation size, 900, 5 and 3 samples to estimate a "good" gradient with 95% confidence at 50 points in the optimization space for 50 different random sequences. For the robust case, the conventional EnOpt approach is to couple one model realization with one control sample, which leads to a computationally efficient technique to estimate a mean gradient. However, our results show that in order to be 95% confident the original one-to-one model realization to control sample ratio formulation is not sufficient. To achieve the required confidence requires a ratio of 1:1100, i.e. each model realization is paired with 1100 control samples using the original formulation. However, using a modified formulation we need a ratio of 1:10 to stay within the maximum allowed error for 95% of the points in space, though a 1:1 ratio is sufficient for 85% of the points. We also tested our methodology on a reservoir case for deterministic and robust cases, where we observe similar trends in the results. Our results provide insight into the necessary number of samples required for EnOpt, in particular for robust optimization, to achieve a gradient comparable to an adjoint gradient.
Introduction
Multiple studies have shown the successful application of various optimization algorithms to maximize hydrocarbon recovery or net present value (NPV) over the producing life of a hydrocarbon reservoir. For such problems, gradient-based techniques, in terms of accuracy and computational efficiency, are the most successful and widely applied. The adjoint method provides the most accurate gradient and is computationally the most efficient method. However, the adjoint method requires access to a reservoir simulator's source code which for commercial simulators is practically impossible. Additionally it requires a considerable amount of time to implement and is not very flexible in adaptation to different control types. These limitations of the adjoint method have led to the development of alternative gradient-based techniques. One such alternative technique, Ensemble Optimization (EnOpt), inspired by the Ensemble Kalman Filter (EnKF) method was first introduced by Lorentzen et al. (2006) and Nwaozo (2006) . Chen (2008) proposed the now standard formulation of the EnOpt method which uses an ensemble of randomly perturbed control vectors to approximate a gradient of the objective function with respect to some specific controls. The major advantages of EnOpt are its ease of implementation, flexibility to adapt to different control types and ability to be used with any reservoir simulator. The major drawback of this method, relative to the adjoint method, is its computational inefficiency and inaccuracy of the gradient approximation. Nonetheless, recently many studies such as Chen et al. (2009) , Chen and Oliver (2010) , and Leeuwenburgh et al. (2010) have demostrated the applicability of EnOpt for large-scale production optimization problems. Most of these papers have focused on deterministic optimization problems starting from a single reservoir model. However, in reality the geological and reservoir modeling process is fraught with uncertainties since a reservoir is modeled using uncertain interpretations based on uncertain data sources such as seismics, well logs etc. Incorporating these uncertainties into the optimization framework is vital to achieve results of any practical significance.
Van Essen et al. (2009) introduced a 'robust optimization' methodology in conjunction with the adjoint method to include the effect of uncertainties into the optimization framework. They used an ensemble of equi-probable reservoir models with differing geology and maximized the expectation of the objective function over this ensemble of models. Chen (2008) introduced this robust optimization concept within the ensemble optimization framework. They proposed the use of an ensemble of controls of equal size as the ensemble of geological models. Coupling of one member from the control ensemble with one member of the geological ensemble, a mean gradient can be approximated with the EnOpt formulation. This formulation, while computationally very attractive for robust optimization, has received scant attention with respect to its theoretical understanding. Recently Fonseca et al. (2014) demonstrated a case wherein the original formulation for ensemble-based robust optimization leads to inferior results and suggested a modified gradient formulation.
For EnOpt the two main inputs which influence the quality of the approximate gradient are the covariance matrix used to create the ensemble of perturbed controls and the number of control samples created, i.e. the ensemble size. The effect of the covariance matrix has been investigated recently in Fonseca et al. (2013) and a theoretical foundation for the use of a varying covariance matrix has been provided in . Sarma and Chen (2014) have investigated the applicability of different sampling techniques to improve the quality of a gradient estimate. However none of those studies have performed a detailed investigation into the effect of ensemble size on the estimated ensemble gradient quality.
In this study we aim to quantify the ensemble size required to approximate a gradient comparable to the adjoint gradient especially for robust optimization problems using principles from hypothesis testing and statistical analysis. In this paper we first provide an introduction of the hypothesis testing methodology and the different test statistics used. This will be followed by a detailed set of experiments on the widely used Rosenbrock function for cases with and without model uncertainty. Finally we test the proposed methodology on a medium-sized reservoir model, again with and without geological uncertainty
Theory
The two most commonly used objective functions for production optimization are ultimate recovery or an economic objective such as Net Present Value (NPV). In this work we chose the objective function J to be the NPV, defined in the usual fashion as (1) where q o,k is the oil production rate in bbl/day, q wp,k is the water production rate in bbl/day, q wi,k is the water injection rate in bbl/day, r o is the price of oil produced in $/bbl, r wp is the cost of water produced in $/bbl, r wi is the cost of water injected in $/bbl, ⌬t k is the difference between consecutive time steps in days, b is the discount factor expressed as a fraction per year, t k is the cumulative time in days corresponding to time step k, and t is the reference time period for discounting, typically one year. Gradient-based optimization requires the gradient g ‫؍‬ (dj/du) T which is used within an optimization algorithm to iteratively optimize the objective function. For a detailed description of various available optimization algorithms see, e.g., Nocedal and Wright (2006) . Usually the elements of the control vector are required to stay within upper and lower bounds, and different approaches for such bound control problems are available. Moreover, in addition to these constraints on the inputs, there may be constraints on the outputs of the simulator, which are much more difficult to handle. However, in this paper we are only considering the quality of the gradients under the presence of simple bound constraints.
Ensemble Optimization (EnOpt)

Ensemble-Based Deterministic Formulation
In this section we outline the standard formulation of the EnOpt algorithm as proposed by Chen et al. (2009) . We take u to be a single control vector containing all the control variables to be optimized. This vector has length N equal to the product of the controllable well parameters (number of well settings like bottom hole pressures, rates or valve settings) and the number of control time steps. Chen et al. (2009) sample the initial mean control vector from a Gaussian distribution while, at later iteration steps the final control vector of the previous iteration is taken as the mean control. However the initial controls can also be chosen by the user, as will be done in our experiments.
To estimate the EnOpt gradient, a multivariate, Gaussian distributed ensemble {u 1 , u 2 , . . ., u M } is generated with a distribution mean u and a predefined distribution covariance matrix where M is the ensemble size. During the iterative optimization process, u is updated until convergence, whereas is, traditionally, kept constant. [An alternative procedure, in which is updated during the optimization process, is decribed in Fonseca et al. (2013) ]. In our implementation of EnOpt the ensemble members u i , i ϭ 1, 2, . . ., M, are created using
with (
We use a Cholesky decomposition to calculate , and draw z i from a univariate Gaussian distribution. To estimate the gradient, a mean-shifted ensemble matrix is defined as
[Note that in earlier publications we used the transposed version of U. We modified our notation to bring it in line with that of textbooks such as Conn et al. (2009) .] A mean-shifted objective function vector is defined as (6) where the expectation of the objective function is given by
The approximate gradient as proposed by Chen (2008) and Chen et al. (2009) is given by (8) where (9) and (10) are ensemble (sample) covariance and cross-covariance matrices respectively. (Note that c uJ is a one-dimensional matrix, i.e. a vector.) For the usual case where M Ͻ N, matrix C uu is rank-deficient, and Chen (2008) and Chen et al. (2009) Alternatively, the pre-multiplication in equation (12) can be performed with , leading to (13) All three expressions (11), (12) and (13) can be interpreted as modified (regularized or smoothed) approximate gradients. In the present paper we use a straight gradient, i.e. expression (8), computed as the underdetermined least squares solution (14) where the superscript † indicates the Moore-Penrose pseudo inverse, which is conveniently computed using a singular value decomposition (SVD); see, e.g., Strang (2006) . Moreover, we use smoothed and double-smoothed versions of equation (14):
Equation (14) was also described in Dehdari and Oliver (2012) , while Do and Reynolds (2013) recently demonstrated that it is akin to what is known as a 'Simplex gradient' in, e.g., Conn et al. (2009) . Do and Reynolds (2013) also provided theoretical connections between various ensemble methods such as simulataneous perturbation stochastic approximation (SPSA), Simplex gradient, EnOpt etc. Moreover, they proposed a modification to the gradient formulation which uses the current control vector u l and the corresponding objective function value j l to calculate the control and objective function anomalies U and j:
where the superscript l is the optimization iteration counter. Equations (11-16) can all be used to estimate a gradient-based on either the original [equations (5) and (6)] or the modified [equations (17) and (18)] formulations. Thus we can estimate as many as twelve different gradient formulations for deterministic cases. Further varieties will emege when considering robust optimization. Chen (2008) proposed a computationally efficient robust ensemble algorithm in which she used an ensemble of controls of equal size as the ensemble of geological models. Coupling one member from the control ensemble with one member of the geological ensemble a mean gradient is approximated; see Chen (2008) for details. Therefore the ensemble size M of the controls is equal to the number of geological models, i.e. a 1:1 ratio. Hence only M simulation runs are needed to approximate the 'robust' gradient of the objective function. Recently reached a similar conclusion starting from a different mathematical viewpoint. However the theoretical understanding of using this 1:1 ratio is still incomplete. As an alternative to this formulation, Fonseca et al. (2014) propose a modified formulation for the robust gradient which no longer uses the mean-shifted control samples and objective values, equations (5) and (6). Instead, in equation (5) 
Ensemble-Based Robust Formulation
The new formulation replacing equation (6) is (20) Note that equation (19) is identical to equation (17) as used in the deterministic modified expression of Do and Reynolds (2013) , but that equation (20) is different from equation (18). This modified gradient formulation [based on equations (19) and (20)] will also be tested in our set of experiments. It behaves distinctly different compared to the original robust formulation [based on equations (5) and (6) and not with respect to the mean. Second, because for bound-constrained control problems, u l and may be shifted with respect to each other. Thirdly, because the effect of outliers, which may strongly influence the mean value our least-squares approach to estimate the gradient, is reduced in the modified formulation.
Note: all the different gradient formulations (11-16) for deterministic optimization are also applicable to the robust case. Together with the robust modified formulation [equations (19) and (20) ] this leads to a total of 18 potential robust gradient formulations for the 1:1 ratio (i.e. one control perturbation for each geological realization) approach. However, another distinction can be made if we use other ratios. E.g., Raniolo et al. (2013) suggest the use of 20 control perturbations for every model realization. For every model realization, using the 1:20 ratio, they estimate an individual gradient, whereafter they take the mean of the individual gradients to obtain the robust gradient. This formulation will hereafter be referred to as the 'Mean of Individual Gradients' (MIG). Alternatively, one can combine all the controls and objective function anomalies to estimate a single robust gradient, i.e. not estimate individual gradients for every model realization. This approach will hereafter be referred to as the 'Hotch-Potch Gradient' (HPG). This additional disctinction leads to a total of 30 potential formulations [2 times 18 minus 6 because for the MIG approach there is no difference between using equations (18) and (20)].
Adjoint method
The adjoint method has been investigated extensively for use in data assimilation and production optimization. Detailed derivations for the production optimization case can be found in, e.g., Brouwer and Jansen (2004) , Sarma et al. (2005) , Kraaijevanger et al. (2007) and Jansen (2011) . The adjoint method is the most accurate and computationally efficient method for computing a gradient. Computation of the gradient only requires one forward simulation and one fast backward computation. Therefore the number of simulation runs is independent of the number of controls. However for robust optimization using the adjoint requires running the forward and backward simulation for every geological realization, thus to compute the robust gradient, the same number of simulation runs will be performed as required for the robust EnOpt gradient using the 1:1 ratio. For our experiments we assume that the adjoint gradient is the exact gradient, which the EnOpt method tries to approximate. In this study the adjoint module available in the Shell in-house simulator was used (Kraaijevanger et al. 2007 ).
Hypothesis testing
We use principles from hypothesis testing to validate the research goal of this paper, namely to test if the approximate EnOpt gradient is comparable in quality to the adjoint gradient. To be able to determine the difference in gradients we compute the angle between them by using the dot product:
Another measure that describes the difference in direction of two vectors is the length of the difference between the normalized adjoint and EnOpt gradients, defined as (22) To eliminate the effect of a difference in gradient magnitude between both methods the gradient vectors are made into unit vectors by dividing them by their norm. When ⌬ goes to zero, the two gradients will point in the same direction, just like if the angle goes to zero. These two test parameters can be used to cross-validate each other, because a difference of 10°corresponds to a dimensionless length difference of 0.175. Thus the two equivalent null hypotheses used are (23) The statistical inference method used is based on pre-defined confidence intervals for the testing parameters defined above.
Confidence intervals
Creating a confidence interval is a method to define a range at and the certainty that the true value of an estimated parameter lies within it, based on the knowledge of the sampling distribution (Dekking et al., 2005) . In our numerical experiments we create a dataset of our parameters, given in equations (21) and (22). The parameter of interest is the maximum allowable deviation of the EnOpt gradient with regard to the exact or adjoint gradient. As it is virtually impossible to achieve a 100% confidence, we apply a confidence level of ␥ ϭ 0.95. The general definition of a confidence interval assumes a two-sided interval, i.e. an upper and a lower limit. However it is also possible to have a one-sided interval. As the test parameters used for the numerical experiments are absolute values of deviations we only want to find the confidence interval of the maximum deviation, thus the upper limit. Using a one-sided interval, the confidence interval is just the integral of the probability distribution, i.e. the cumulative density function (CDF).
Beta distribution
The EnOpt method samples random points from a normal distribution with a user-defined standard deviation. The distribution of the test parameters ( and ⌬) are, however, not normally distributed due to the non-linearity of the objective function and the function for the test statistics. In order to determine a confidence interval the distribution of the underlying parameters needs to be known. The two parameters and ⌬ are, by definition, ratios of two different gradients, and the beta distribution is suitable to fit data sets that are ratios. The beta distribution forms a class of continuous probability distributions, parameterized by two shape parameters a and b that define the shape of the distribution. AbouRizk et al. (1994) outline several methods to determine these shape parameters, of which we have chosen to use the maximum likelihood estimator. AbouRizk et al. (1994) also demonstrate that there is virtually no difference in the results when using different fitting methods. Note that the beta distribution is always bounded in the interval [0, 1] . However, in this study, because we use the cosine function, our data is bounded between [-1 1] . Thus in order to use the beta distribution for angles greater than 90 degrees (i.e. cos() Ͻ 0) we simply reset the angle to 90 degrees (i.e. cos() ϭ0).
Methodology using Beta Distributions
The methodology proposed in this work to either accept or falsify our null hypothesis and estimate the necessary ensemble size to accept our null hypothesis is as follows:
• Sample points in the control space and compute the adjoint and EnOpt gradients at each point.
• Estimate the fitting parameters a and b of the beta distribution using the data.
• Plot the CDF for the beta distribution and compute the confidence interval for the predefined error.
• Repeat for varying ensemble sizes.
• Read-off the ensemble size to achieve the desired 95% confidence interval
We have chosen the 95% confidence interval to test our methodology, however any different confidence interval can be chosen within the same workflow. Varying the desired confidence interval will automatically vary the ensemble size needed to accept our hypothesis. In essence an ensemble size is found that gives an accurate gradient approximation in a number of times equal to the confidence interval, i.e. if the numerical experiment would be repated many times, 95% of the experiments would result in an approximate gradient within the error margin compared to the true (adjoint) gradient. For a more detailed explanation of confidence intervals see, e.g. Dekking et al. (2005) .
Methodology with Traditional Hypothesis Testing Principles
In addition to using the beta distribution to test our null hypothesis we can also use a traditional hypothesis testing approach to either accept or falsify our hypothesis and estimate the necessary ensemble size as follows:
• Count the number of points that satisfy the null hypothesis • Compute the confidence interval for the predefined maximum allowable error.
• Repeat for varying ensemble sizes until the confidence interval is achieved.
In this paper we compare the results of the two methodologies for the different test statistics in the following section.
Numerical Example
Rosenbrock Function
The methodology is first applied to the non-linear Rosenbrock function named after the mathematician who first used it to demonstrate his optimization algorithm, see Rosenbrock (1960) . This analytical function has since been used as a standard test case in mathematical optimization. The Rosenbrock function consists of a curved narrow valley which most algorithms have little difficulty finding. However once found, the difficulty lies in finding the global optimum which is situated inside the valley. Equation (24) is a slightly altered version, as it is multiplied by -1, making it a maximization problem opposed to a minimization problem:
The Rosenbrock function has an optimal solution Jϭ0 at (u 1 ,u 2 ) ϭ [1 1]. This point lies on a long curved ridge; see Fig. 1 for a contour plot. Since it is an analytical function it is possible to compute the exact gradient. The red dots in Fig. 1 are 50 randomly distributed points in space which will be used to test our methodology. All the numerical experiments will be carried out over the same set of points for different scenarios. Since we are working with approximate gradient techniques the effect of different random sequences also needs to be accounted for. Therefore, all the experiments are repeated for 50 different random sequences. The results presented below are the mean values for the 50 points in space over the 50 different random sequences.
Deterministic Case
We first test the two hypothesis testing methodologies which consist of calculating the angle between the gradient estimated by EnOpt and the exact gradient for different ensemble sizes. The points are uniformly distributed so as to capture the effect of the spatial variability in the objective space on the gradient quality, with many points that are on the ridge or on the edge of the ridge. This will to some degree ensure that once the right ensemble size is determined the EnOpt gradient will be comparable to the true gradient almost everywhere in space. The other important factor in determining a high-quality ensemble gradient is the perturbation size used to generate the ensemble of controls for the gradient estimate. Fig. 2 is the mean angle over the 50 spatial points and 50 random seeds versus an increasing ensemble size which shows the impact of ensemble size for varying perturbation sizes . We observe that, as expected, as decreases the gradient quality increases for smaller ensemble sizes while for an increasing ensemble size the gradient quality always improves. The Rosenbrock function is a two-control problem, thus we would need a maximum of three (i.e. nϩ1, where n is the problem dimension) simulations to estimate a 'good' gradient with the finite difference method provided the perturbation size is sufficiently small. Fig. 2 is a reconfirmation that EnOpt, for a small perturbation, also would require an ensemble size equal to 3 to estimate a 'good' gradient. For the largest value of used we observe that even for an ensemble size of 300 we do not achieve a 'good' gradient at all the 50 points in space.
One of the methodologies we propose in this paper uses beta distributions to represent the calculated angles to estimate an ensemble size. Fig. 3 and Fig. 4 are the cumulative density function of the beta distributions for different ensemble sizes and varying perturbation sizes. While Fig. 2 represents a single mean value for a particular ensemble size, Fig. 3 and Fig. 4 show the spread in the angles at the different points for varying perturbation and ensemble sizes. We observe in Fig. 3 , that for increasing ensemble sizes the curves shift towards an angle equal to zero degrees and the black line is the defined maximum allowable difference between the two gradients i.e. 10 degrees. We can read-off the achieved confidence interval as 1-P cdf for the different ensemble size. We see that even for an ensemble size of 300 (rightmost 
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light green curve) we achieve a confidence interval of 78% which is much less than the 95% confidence interval which would satisfy the null hypothesis used in this paper. As a comparison, if we use the second methodology, i.e. a traditional hypothesis testing approach, we count that 38 of the 50 points satisfy our null hypothesis. Thus 38/50, i.e. 76% of the points, satisfy our hypothesis, and hence, with an ensemble size of 300 and a perturbation size () equal to 0.1, we have a confidence interval of 76%. The two methodologies give almost the same results which is a cross validation of the beta distribution approach. Note: for an ensemble size equal to 2 (leftmost blue curve in Fig. 3 ) we cannot achieve good results and this is also the case for the different perturbation sizes.
The same exercise is repeated using the ⌬ norm instead of the angle as the data. We observe (results not shown) very similar results, i.e. similar confidence intervals, compared to the results shown above with exactly the same trend in the data. Note: this result is not surprising because essentially calculating an angle or the ⌬ norm with the same data should lead to the same results. To achieve the confidence interval defined in this work we would need approximately 900 samples when using ϭ 0.1. Fig. 4 consists of two plots for different perturbation sizes. Fig. 4a (left-side plot) depicts, similar to the curves shown in Fig. 3 , the distribution of the angles calculated for the 50 points using different ensemble sizes with ϭ 0.01. Fig. 4b (right-side plot) shows the distribution of the calculated angles for the same 50 points with ϭ 0.001. We observe that for ϭ 0.01 with an ensemble size of 5 samples (Fig. 4a , purple curve) we achieve a 100% confidence interval while for ϭ 0.001, i.e. one order of magnitude smaller, we achieve a 100% confidence interval with an ensemble size of 3 samples (Fig. 4b, red curve) . These results are also cross-validated using the traditional hypothesis testing method as well as using the ⌬ norm.
The above figures show that the gradient quality is strongly affected by the perturbation size which in turn determines the ensemble size needed to achieve good quality gradients. We observe that, for large perturbation sizes, we need significantly larger ensemble sizes to achieve the 95% confidence interval. For significantly smaller perturbation sizes we would need an ensemble size of 3, i.e. for an n dimensional problem we need an ensemble size equal to nϩ1, just like if we were to estimate a finite difference gradient.
Rosenbrock Function With Uncertainty
The quality of the 'robust' EnOpt gradient has not been investigated before, so uncertainty in the Rosenbrock function is introduced through equation (25). The uncertainty is introduced to mimic geological uncertainty.
(25) The two constants c 1 and c 2 are drawn from a Normal distribution, where the standard deviation reflects the magnitude of the uncertainty introduced. This provides us a fast and accurate way to test the various 'robust' EnOpt gradient formulations to better understand these formulations. The value for c 1 mainly affects the steepness of the objective space, while c 2 rotates the space. Fig. 5 and Fig. 6 show five realizations each for cases which are representative of low and high uncertainty scenarios. This was done to investigate the impact of uncertainty on the gradient estimate.
In view of the results from the deterministic case, for the robust case we only use the angles as our testing parameter along with the traditional hypothesis approach to determine the ensemble size required to estimate a good quality 'robust' gradient. Chen (2008) first proposed the idea of the 1:1 ratio explained in the theory section to estimate a 'robust' gradient. The mathematical reasoning for the applicability of this 1:1 ratio provided by Chen (2008) is only applicable if we have very large ensembles for both the models and consequently the controls. In reality, however, we usually work with 100 models and in our experiments the original 1:1 formulation in many instances indeed produces results of insufficient quality. The poor results were reasoned to be the lack of a good quality gradient. Fig. 7 illustrates the effect of using the 1:1 ratio for an increasing ensemble size of model realizations and, consequently, also control realizations. We observe, in line with the theory, that the mean angle significantly reduces for an increasing ensemble size. However, even for an ensemble size of 1000 we do not satisfy our null hypothesis when using the original formulation (blue curve). On the other hand the modified formulation based on equations (19) and (20) (red curve) which still retains the computational attractiveness of the original formulation performs significantly better. We observe that for an ensemble size of 1000 we have a mean angle of approximately 4 degrees and we have satisfied out null hypothesis and achieved the 95% confidence interval.
These results are based on the case representing the highest uncertainty in the models. In our reservoir optimization problem we usually use an ensemble size of 100 models to capture the uncertainty. For that size, the original formulation achieves a mean angle of 40 degrees while the modified formulation achieves a mean angle of 7 degrees. We recommend therefore that, when using the 1:1 ratio for robust optimization, the modified formulation based on equations (19) and (20) be applied.
Effect of Higher Ratios
The results in Fig. 7 were for the case representative of the highest model uncertainty using the 1:1 ratio. Some previous studies, e.g. Raniolo et al. (2013) and Li et al. (2013) , did not achieve results of practical value with the 1:1 ratio and suggested the use of higher ratios (1:20 etc.) to find better gradient estimates. We investigate here the impact of varying the ratio between model and control perturbations on the quality of the gradient estimate. Note: the results are obtained with the HPG formulation using a perturbation size equal to 0.01. Fig. 8 consists of two plots, Fig. 8(a) which is the mean angle plotted against the ensemble size of model realization with the curves representing the ratio used for the gradient estimate with the original formulation, and Fig. 8(b) which displays the results using the modified formulation (note the difference in the vertical scale). In both plots we observe that an increased ratio gives better gradient estimates for the different ensemble sizes of model realizations. Once again, the modified formulation outperforms the original formulation also for larger ratios. Thus in general better gradient estimates can be achieved while using higher ratios. Note though that while it is better to use higher ratios, the computational costs of using these ratios must also be accounted for, especially for large-scale highdimensional problems.
Effect of Uncertainty
The effect of uncertainty is investigated in conjunction with the ratios needed to satisfy the null hypothesis and achieve the desired confidence interval. Fig. 9 is an illustration of the impact that uncertainty has on the quality of the gradient estimate. Fig. 9 (a) (left-side plot) depicts the results for the highest uncertainty case while Fig. 9 (b) (right-side plot) depicts results for the lowest uncertainty scenario for both the original and modified formulations. In both plots we observe, in accordance with all the results thus far, that the modified formulation results in significantly better gradients than the original formulation. Also the modified formulation gradient estimate is less sensitive to the effect of uncertainty. The ensemble size of model realizations was kept constant at 100 for this exercise and a perturbation size of 0.01 was used. We also noticed (results not shown) that for the original formulation using a larger perturbation size resulted in better mean angles, whereas for the modified formulation the gradient estimate improved for smaller perturbation sizes. We observe that, depending on the degree of uncertainty, the original formulation would need a ratio of 1:20 or 1:50 i.e. 2000 or 5000 function evaluations to find a mean angle less than 10 degrees. Note: if the mean angle is less than 10 degrees it does not guarantee that we have achieved the necessary confidence interval. Fig. 10 illustrates the ratio necessary to satisfy the null hypothesis used in this paper and achieve the desired 95% confidence interval for the different gradient formulations and the different ensemble sizes of model realizations. We observe that for a smaller ensemble size of model realizations, e.g. 10, we need significantly higher ratios (1:1100) when using the original formulation while for the same ensemble size, we would require a ratio of 1:10 with the modified formulation. We also observe that the required ratio decreases with an increase in the ensemble size of model realizations. All these results are for the highest uncertainty scenario. For the lowest uncertainty scenario we would require lower ratios: 1:800 with the original formulation for an ensemble size of 10 model realizations, and a 1:5 ratio for the modified formulation.
Hypothesis Test Results
Mean of Individual Gradients (MIG)
The results presented in Figs. 8-10, which are obtained using the HPG formulation, illustrate that for small ensemble sizes we would require ratios as high as 1:1100 to satisfy the hypothesis and achieve the desired confidence interval. For a two-dimensional control problem these results are completely counter-intuitive. Thus we test the MIG formulation to estimate a 'robust' gradient when using a ratio other than 1:1. Note: This approach was followed by Van Essen et al. (2009) albeit using the adjoint formulation and also by Raniolo et al. (2013) using EnOpt gradients. Since we are dealing with a two dimensional problem we should need 3 function evaluations to estimate a gradient, for a sufficiently small perturbation size, as illustrated in Fig. 2 . Using the MIG formulation we observe in Fig. 11 that for a perturbation size equal to 0.01 we would at best need a ratio of 1:5 to estimate a mean angle less than 10 degrees. Increasing the ratio will improve the gradient estimate, and the difference between the original and modified formulation is minor at best. These results are a marked improvement in terms of the ratio needed compared to the results with the HPG formulation. The results are based on the highest uncertainty case while the same trend is observed for the low uncertainty case.
The effect of perturbation size estimates from the MIG formulation is shown in Fig. 12 . We observe, 'akin' to the deterministic case, that a decreasing perturbation size results in an increase in the quality of the gradient estimated. For a sufficiently small perturbation size ( ϭ 0.001) a ratio of 1:3 is sufficient to satisfy our null hypothesis and achieve the 95% confidence interval even for small ensemble sizes of model realizations. We observe that for an increasing perturbation size the ratio increases, although, it is significantly lower than the ratio required when using the HPG formulation.
In summary, for this case using the MIG formulation gives much better angles for smaller ratios especially when working with small ensembles of model realizations.
3D Reservoir Model: "Egg Model"
The 'Egg Model', first introduced by van Essen (2009), is a channelized reservoir with seven vertical layers. Fig. 13 is an illustration of the permeability field of a single model realization with the locations Figure 11 -Illustration of the mean angle for increasing ensemble sizes and ratios. We observe a significant reduction in the ratio required even for small ensemble sizes compared to Fig (10) for the highest uncertainty case.
of the eight (mainly peripheral) injection wells (blue) and four production wells (red) completed in all the layers. The model represents a channelized depositional system in the form of discrete permeability fields modeled with 60 ϫ 60 ϫ 7 ϭ 25.200 grid cells of which 18.553 cells are active. A detailed description of a standardized version of this Egg Model is given in Jansen et al. (2013) . The reservoir and fluid properties used for all ensemble members are given in Table 1 . No capillary pressures are included and the reservoir rock is assumed to be incompressible. The bottom hole pressures of the producers are constrained between 385 and 400 bar, while the injectors are rate-controlled between 1 and 79.5 m 3 /day. The initial reservoir pressure is at 400 bars. Production of the field is simulated for a period of 3600 days or slightly less than 10 years. There are 40 control time steps of 90 days, thus using injection rates as controls we have of 40x8 ϭ 320 controls, i.e. a 320 dimensional problem.
We use a commercial fully implicit black oil simulator (Eclipse, 2011) for the reservoir simulations to estimate the (robust) EnOpt gradient of J with respect to the controls u. An in-house simulator is used to calculate the adjoint gradient, see Kraaijevanger et al. (2007) for details. Note that the model has been benchmarked for the different simulators, details of which can be found in Jansen et al. (2013) . 
Deterministic case
The methodology presented above is first tested on a single realization of the Egg Model and thus we are dealing with a deterministic case. When working with a 320-control problem it is, of course, impossible to visualize the objective function space. Randomly creating points to evaluate our methodology is also risky since we will not be sure that our points have covered all features of the objective function space, due to the 'emptiness' of a 320-dimensional space. Thus, in order to obtain 'relevant' points which capture the nature of the objective function space we perform an adjoint-based optimization from two different initial strategies. Fig. 14 shows the optimization process for 35 iterations for an initial strategy of constant rates equal to 79.5 m 3 /day. Thus we have 35 points to test the methodology, i.e., instead of using a large number of randomly distributed control points, as was done for the Rosenbrock function, we now test the gradient quality for 35 poins along a pre-defined control trajectory. Fig. 14 also shows two dashed regions, a steep region, indicated with a red ellipse, in which there exists significant scope for optimization, and a flatter region, indicated with the black ellipse, which is indicative of a peak, ridge or plateau in the objective function space. While using the same hypothesis, we investigate the two regions separately, because different parameters are required to achieve the necessary confidence intervals. Note: the apparent decrease in the objective function value at iteration number 7 is an artifact of the plotting algorithm. Fig. 15 displays the results for the points encapsulated by the red ellipse in Fig. 14 . It depicts the decrease in the mean angle for an increasing ensemble size with a constant perturbation size, ϭ 0.01. The results are the mean of 5 experiments with different random seeds. The left subplot of Fig.  15 illustrates the mean angle of the different points in the red ellipse. We observe that we need an ensemble size of approximately 150 to satisfy the null hypothesis. We also observe that increasing the ensemble size leads to higher-quality gradients. Thus for a 320-dimensional problem with approximately 150 samples we can estimate a high-quality gradient. We also tested (results not shown) that for increasing perturbation sizes the quality of the gradient estimate decreases, while for smaller perturbation sizes we also obtain inferior gradient estimates, most likely due to numerical round-off errors. E.g., with ϭ 0.1 (i.e. 10 times larger), and ϭ0.0001, (i.e. 100 times smaller), we would need 400 and 300 samples respectively to satisfy the null hypothesis and achieve the desired confidence interval. To obtain these results we have used a time-correlated covariance matrix with a correlation length equal to 20 which was arbitrarily chosen. The results presented in Fig. 15(a) are obtained with equation (14) and the modified formulation suggested by Do and Reynolds (2013) [equations (17) and (18)]. This performs better than using equation (14) with the original formulation [equations (5) and (6)]. Irrespective of the gradient formulation used, an increasing ensemble size leads to higher-quality gradients and the modified and original formulation gradients converge for larger ensemble sizes. This is trend is also observed for different perturbation sizes and correlation lengths (results not shown), although the ensemble size needed to achieve the desired confidence intervals will then be different. Fig. 15(b) shows the effect of smoothing on the different gradient estimates. We observe that smoothing of the gradient, i.e. pre-multiplication of the gradient by the covariance matrix, has a marginally negative impact on the gradient quality for this set of points and a ϭ 0.01. We also observe that single smoothing of the straight gradient obtained from equation (14), i.e. equation (15), performs better than using the smoothed gradient given by equation (11). We also note that a double smoothing of the straight gradient, i.e. equation (16), gives better results for smaller ensemble sizes and inferior results for larger ensemble sizes. Note: pre-multiplication of the gradient given by the cross-covariance vector, i.e. equation (13), achieves better results than those obtained with equation (11).
The Steep Region
The Flatter Region
The general trend in the results observed for the steeper region is also observed for the flatter region. However, estimating the straight gradient which gives good estimates for the steeper region does not achieve good gradients in the flatter part. Smoothing of the gradients, on the other hand, achieves much-higher-quality gradients in this flatter region. Note, in both regions the modified formulation of Do and Reynolds (2013) performs best. A major difference in gradient estimation for the flatter region is the sensitivity of the gradient estimate quality to the choice of the correlation length used. Although we do not achieve the 95% confidence interval for this region we observe that we need smaller perturbation sizes, ϭ 0.001, and correlation lengths varying from 8 to 12 control time steps in conjunction with an ensemble size equal to 300 to satisfy the hypothesis at most of the points. It is virtually impossible to know a-priori the correct correlation length, and the lengths used here were obtained through an exhaustive trial and error approach. Similar to the results for the steeper region, we observe that a smoothed gradient given by equation (15) achieves a better angle compared to directly estimating a smoothed gradient using equation (11). Fig. 16 shows the quality of the different smoothed gradient formulations. When using equation (11), then a further single smoothing, i.e. equation (13), which is akin to a double smoothing of equation (14), i.e. equation (16), achieves better quality gradients for all ensemble sizes. Note: irrespective of the different gradient estimates used, the gradient quality improves with an increase in ensemble size. We also observe that for this region with ensemble sizes higher than 300 we do not observe a significant improvement in gradient quality. Also note that, irrespective of ensemble size, the angles are never greater than 90 degrees, i.e. within the first quadrant with respect to the adjoint gradient. This is particularly important, because it implies that even for smaller ensemble sizes we are able to approximate, in general, a roughly 'correct' up-hill direction.
Robust case
The main purpose of this study is to quantify the quality of the 'robust' ensemble gradient and determine the optimal ratio required to estimate a high-quality gradient for a realistic reservoir test case. Thus, to test our methodology we use an ensemble of 100 equi-probable geological models, six of which are displayed in Fig. 17 . The uncertainty is captured through the different permeability fields and the different directions and orientations of the channels, see Jansen et al. (2013) for details. The hypothesis tests are performed to estimate a 'robust' ensemble gradient using all hundred realizations of this model. The controls and the fluid model as well as the other properties are exactly the same as for the deterministic case. To generate the points to test our methodology, the same approach is used as described above. That is, we first perform robust optimization using the adjoint method as described in Van Essen et al. (2009) , and then assess the quality of the gradient along this control trajectory. The result of the robust optimization is displayed in Fig. 18 . Note that the optimization was limited to 25 iterations due to the computational complexity involved. Again, for the analysis, we divide the optimization process into two regions using the same reasoning as explained above.
The Steep Region
Following the analysis provided for the deterministic case we first consider the steeper part of the optimization curve encapsulated by the red ellipse as shown in Fig. 18 . We have five points (control strategies) which lie in this region for which the original and modified formulation using the computationally attractive 1:1 ratio have been compared. We observe that for all the five points we are able to satisfy our null hypothesis, i.e. the angle is less than 10 degrees, when using the modified robust formulation [based on equations (19) and (20)]. However if we use the 1:1 ratio with the original formulation [based equations (5) and (6)] we never satisfy our hypothesis at any of the points. With the original formulation we observe angles between 80 and 90 degrees for all the points when using equation (14). (As for the deterministic case, all results are the mean of 5 experiments with different random seeds.) If we use the'smoothed' versions of the gradient as given by equations (11, 13, 15 and 16), we observe much better angles as shown in Fig. 19 , though the hypothesis is still not satisfied. Thus smoothing of the gradient leads to better estimates of the ensemble gradient, and we observe a similar trend as for the deterministic case in that the smoothed version of equation (14), i.e. equation (15), achieves better results than equation (11). We also observe that using a relatively larger perturbation size ( ϭ 1) for this region leads to the best results. These results highlight the advantage of using the modified formulation with the 1:1 ratio because the maximum contribution (largest increase in objective function) is from within this region so achieving good angles at acceptable computational costs is more important for this region. Note : when using non-smoothed gradients, i.e. equation (14), the gradient quality is inferior (results not shown) compared to using smoothed gradients. Note: while the 1:1 ratio satisfies our hypothesis, using higher ratios leads to higher-quality gradients for both gradient formulations with the HPG formulation as depicted in Fig. (19) .
For the Rosenbrock function we observed significant differences in gradient quality when using the HPG and MIG ratio formulations. For this case we observe a similar trend in the results. Fig. 20 consists of two plots which show the difference in gradient quality for the two ratio formulations. Fig. 20(a) depicts the results obtained when using the original formulation, where, similar to the Rosenbrock results, we always achieve significantly better gradient estimates with the MIG formulation. We also observe, as expected, that as the ratio increases the gradient quality improves. Fig. 20(b) depicts the results when using the modified formulation. The results indicate that the modified formulation is less sensitive to the different ratio formulations, although the MIG formulation still performs better. Irrespective of the ratio formulation the modified form, satisfies the hypothesis at all the points, even for the 1:1 ratio.
The Flatter Region The 1:1 ratio with the modified formulation [based on equations (19) and (20)] leads to very high quality gradient estimates for the steeper part of the optimization curve. However, for the flatter part, though still better than the original formulation [based equations (5) and (6)], the gradient quality is not as high. An increase in the ratios significantly improves the gradient quality as shown in Fig.  21 . We also observe, slightly different to our previous observations that the different versions of the 'smoothed' gradient, given by equations (11, 13, 15 and 16), give very similar results for both the modified and original formulations. Note: similar to the deterministic case we use a smaller perturbation size ( ϭ 0.01) and a correlation length that varies between 8 and 17. It requires a substantial number of simulations to perform an extensive search for the 'correct' correlation length which has a strong impact on the gradient quality.
Similar to the results shown above for the steeper region, the different ratio formulations show a similar trend for the points in flatter region. Fig. 22 consists of two plots which show the difference in gradient quality for the different ratio formulations. Fig. 22 (a) depicts the results obtained when using the original formulation and 22 (b) depicts the results when using the modified formulation. We observe that the same trend in the results exists, although on the flatter part of the curve we have satisfied our hypothesis for only a few points for this robust case. We could argue that for the robust case and, considering our problem dimension, the difference between 10 and 20 degrees is marginal. Thus if we were to have a hypothesis which had an allowable error margin of 20 degrees then, with the MIG ratio formulation and both the original or modified gradient formulation, we would satisfy our hypothesis at most of the points for a ratio of 1:50, i.e. we would need to apply 50 control samples per geological realization to estimate a 'good' gradient. This would imply that, to estimate a gradient at one point within the optimization process we would need to perform 5000 reservoir simulations since the ensemble size is 100. This is computationally challenging and therefore, since the increase in objective function value for the flatter region is less than 1% we suggest the use of the modified formulation with a 1:1 ratio.
Conclusions
• The two test parameters i.e. the angle and the ⌬ norm, give very similar results.
For the relatively simple Rosenbrock function we need an ensemble size equal to 900, 5 or 3 to satisfy the null hypothesis and achieve the desired confidence interval depending on the perturbation size used ( ϭ 0.1, ϭ 0.01 and ϭ 0.001 respectively) to generate the ensemble of controls.
• Including uncertainty within the Rosenbrock function we find that the modified formulation [based on equations (19) and (20)] with the computationally attractive 1:1 ratio outperforms the original formulation [based equations (5) and (6)], irrespective of the degree of uncertainty. However the degree of uncertainty does play a role in the quality of the gradient estimate.
• The modified formulation with the 1:1 ratio is less sensitive to the degree of uncertainty and the ensemble size of model realizations compared to the original formulation. Higher-quality gradients can be obtained with an increasing ensemble size of model realizations.
• In general, irrespective of the gradient formulation, using higher ratios (i.e. 1:10, 20, 50 etc.,) always leads to higher-quality gradient estimates.
• When working with higher ratios significantly better results are obtained through the use of the 'Mean of Individual Gradients' (MIG) formulation. Additionally the ratios required are smaller; for the Rosenbrock case, depending on the perturbation size, a ratio of 1:3 is sufficient to satisfy the hypothesis and meet the desired confidence interval.
• The deterministic case using the "Egg Model" showed a similar trend in the results as observed with the Rosenbrock function. The covariance matrix, i.e. the perturbation size, has a significant impact on the gradient quality.
• The analysis for the "Egg Model" case was divided into two regions: 1) a 'steeper' region, where with higher perturbation size ( ϭ 0.01) and lower ensemble sizes (150 samples) the hypothesis was satisfied at all points, and 2) a 'flatter' region where a smaller perturbation size ( ϭ 0.001) and a higher ensemble size (300 samples) were needed.
• In the flatter region, in addition to the perturbation size, a correlated covariance is needed where the choice of correlation length has a significant impact on the gradient quality. Through a trial and error procedure we observe that correlation lengths between 8 and 13 give the best results and lead to satisfying the hypothesis at most points.
• Using the modified formulation suggested by Do & Reynoldss (2013) [based on equations (17) and (18)] leads to better results at smaller ensemble sizes and leads to the same gradient as expected at higher ensemble sizes.
• Explicitly estimating a straight gradient given in equation (14) followed by a single pre-multiplication for smoothing, i.e. equation (15), achieves better results than using the cross-covariance vector, i.e. equation (11) as the smoothed gradient.
• For the robust "Egg Model" case, we observe a similar trend in the results as for the uncertain Rosenbrock function. The modified formulation using the 1:1 ratio achieves significantly better results compared to the original formulation at any point along the optimization curve • In the flatter part of the optimization curve the modified formulation with the 1:1 ratio, although performing better than the original formulation, never satisfies the hypothesis. However, in the steeper part, the hypothesis is satisfied for all the points. Using relatively larger perturbation sizes in the steeper part of the curve gives higher-quality gradient estimates.
• The use of a ratio other than 1:1 is thus necessary to achieve good gradients along the flatter region of the curve. Like for the deterministic case the perturbation sizes also needs to be reduced and using the MIG formulation always performs better than the HPG formulation
