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る Sequence to Sequence[2]に，単語の分布と Attentionによる
入力単語の分布を組み合わせ，未知語を入力文から出力可能に






erative Adversarial Networks[3] を用いる．このネットワーク
は，敵対的生成ネットワークであるGenerative Adversarial Net-
works[4] を 3 つ扱うことで高解像度化を図るとともに，Deep
































図 1 元となった画像 図 3 要約文からの生成画像 
There is a large crow on branch of the tree.
Black glossy wings are extending to the tail, which is very beautiful.
Apparently crow looked at a far and seems to hunt.
It’ll seems to hunt with a very sharp claw.
Crows are smart, so they may cooperate with their flock to hunt. 
図 2 元となった画像に対する原文 
black glossy wings are extending to the tail , which is very beautiful
.
it ’ll seems to hunt with a very sharp claw . 
図 4 原文の要約文章
表 1 ROUGE score
ROUGE-1 ROUGE-2 ROUGE-L
CNN-DailyMail 35.37 14.23 32.58




生成画像 0.6228 2.2519 65.4417
元画像反転 0.0673 2.0482 60.1002
別種の鳥画像 0.4470 2.8770 65.5311
犬の画像 0.4662 2.7343 63.5203
生成画像 +背景除去 0.4060 1.8876 59.6366
元画像反転 +背景除去 0.0606 1.8505 54.3466
別種の鳥画像 +背景除去 0.3483 2.0661 59.7294
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