This paper proposes a method of interpreting a transformation matrix of the factor loading matrixes obtained through factor analysis often used in affective engineering. A transformation matrix transforms a factor loading matrix of a data set to another one of another data set, and vice versa. It represents the relationship between two sets of factors. A transformation matrix is decomposed into a rotation matrix and a mapping one. It is shown that these two matrixes could be decided by specifying a non-corresponding factor in the factors of two data sets. This enables us to easily interpret the meaning of the transformation matrix.
INTRODUCTION
In recent years, there are opportunities to watch and listen to much multimedia data such as pictures, sounds, and moving pictures. Multimedia data give various impressions to human beings. For example, pictures of clear stream give us freshness and clearness. Human impressions are tried to be clarified [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . In these studies, the semantic differential (SD) method is often used in measuring the degree of impression [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . The SD method is the technique which uses subjective ratings of an idea, concept, or object by means of scaling opposite impression words in order to study connotative meaning [16, 17] . We also use the SD method in investigating the effects because subjects could more precisely catch the meaning of the impression words by using pairs of impression words than single words.
In the SD method, the number of the impression word pairs may reach around a hundred. The factor analysis [20] is usually applied to the scores obtained through the SD method to obtain potential factors underlying the phenomena observed [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . By using the factor analysis, we can obtain a factor loading matrix and a factor score one. The factor loading matrix represents the relationships between the impression word pairs used and the factors obtained. The factor score matrix represents the score of targets in the space represented by the factors. It is shown that the impression given by multimedia data can be represented by several factors [2] [3] [4] .
We usually interpret the phenomena observed by using the factors obtained. By comparing two sets of factors, which are obtained through two different but related experiments, the differences between the subjects and/or the settings of experiments are explained. Nationality [7, 12] , motif of paintings [8] , visual and sensory touch [9] , calligraphic styles [10] , personality [13] , and mood [14, 15] were compared. Here, the difference of two sets of evaluation results is qualitatively examined. For example, it was concluded that Chinese males are more affected by the factor "Naturalness" than Japanese males [4] . However, it is hard for these sets of data to be treated in an information system because the mappings of the impressions of these multimedia data were not quantitatively clarified. The method clarifying these mappings quantitatively is required.
The statistical difference with a significance level is used as an approach to quantitatively clarify the difference in the impression. However, it is inadequate for practical consideration. In the method for using statistical difference, we only obtain the fact that there is a statistical difference or not. In order to practically use the difference in impression, it is necessary to clarify quantitatively the "degree" of coincidence between the impression factors.
Maeda et al. proposed a method of transforming a factor score matrix to another one by using a transformation matrix in order to cooperate multiple video retrieval systems based on impression [18] and to clarify the cultural difference of the impression [19] . They showed the potentiality that the components of the transformation matrix may represent the relationships between two sets of the impression factors. Although they used two examples in explaining the power of the transformation matrix, the characteristics of the transformation matrix are not shown.
We tried to give some considerations on accuracy and interpretation of the transformation matrix [24] . It was shown that the transformation through this matrix was a kind of approximation. It was also shown that the transformation matrix may rotate the impression space and map the factors of a data set to those of another one through an example of a transformation matrix. Although the interpretation was demonstrated through an example, inevitability could not be shown.
This paper proposes a method of interpreting a transformation matrix. We assume that a transformation matrix is represented with the product of a rotation matrix and a mapping one. It is shown that these matrixes could be decided by specifying a non-corresponding factor in the factors of two data sets. This makes it possible to easily interpret the meaning of the transformation matrix.
The remainder of the paper is organized as follows. Section 2 describes the related works describing the problem of the current analysis. Section 3 describes the method of deriving a transformation matrix, its accuracy, and an example of a transformation matrix. Section 4 proposes an interpretation method of a transformation matrix. Section 5 gives some considerations to the proposed method. Finally, Section 6 concludes the paper.
RELATED WORKS
Yang et al. elaborated the similarities and differences of impression of pictures between Japanese and Chinese [4] . The impression evaluation experiment showed the main factors of Chinese males are the same as those of Japanese males. Yang et al. also revealed the following differences:
• Compared with Chinese males, Japanese males are easily affected by the factors "Potency" and "Activity." • In comparison with Japanese males, Chinese males are more affected by the factor "Naturalness," that is, Chinese males pay more attention to the natural sense. These are qualitatively described. Degrees of relationships were not quantitatively described.
Du et al. compared the cultural difference of the influence on the impression by images having different resolutions [12] . They conducted subjective experiments with Japanese and Chinese participants. They obtained three factors from the experimental results for both of Japanese and Chinese participants. As the three factors obtained from the Japanese results corresponded to those obtained from Chinese ones, the factors could be compared with each other. They placed factor scores of each of two factors for Japanese and Chinese results in two-dimensional space. As the distribution of the factor scores of the second and the third factors of Japanese people is quite different from that of Chinese ones, Du et al. concluded there are some cultural differences in the third factor named "Naturalness."
Although this comparison uses factor scores, which are quantitative values, the comparison is said to be qualitative. This is because the difference of the distributions is neither quantitatively calculated, nor used in the comparison.
TRANSFORMATION MATRIX

Method of Deriving a Transformation Matrix
Let a matrix of p variable data (impression word pairs) of n observation targets (pictures, sounds and moving images) be the matrix Z of experimental data. Let F be an n-by-m matrix of factor scores. Let A T be a p-by-m transpose matrix of factor loadings. Let E be an n-by-p matrix of residuals. Then the factor analysis is represented in Equation (1). 1 The matrixes F and A are obtained so that m is as small as possible, and E is sufficiently small. Potential factors are obtained by using m sufficiently smaller than p, which is the number of variables.
As a residual matrix E is small and negligible, matrix E in Equation (1) can be omitted to obtain Equation (2). The matrixes Z 1 , F 1 and A 1 are the experimental data, the factor score matrix, and the factor loading matrix in a study, respectively. The matrixes Z 2 , F 2 and A 2 are the experimental data, the factor score matrix and the factor loading matrix in another study, respectively. 2 Assume that the matrix A T can be expressed in Equation (3) by using a matrix P, which transforms the factor loading matrix [18] . The transformation matrix P (P -1 , respectively) is obtained in Equation (4) (Equation (5)) by using Equations (2) and (3). In Equation (4), the order of the data, the impression word pairs and the factor names may be exchanged so that these correspond to each other. As Z and F are not a square matrix of order n, the Moore-Penrose generalized inverse matrix [21] is used for F 2 + and Z 1 + of a matrix P, and F 1 + and Z 2 + of a matrix P -1 .
Example of a Transformation Matrix
Two sets of examination scores of Japanese, Social studies, Mathematics, Sciences, and English are used for explaining the transformation matrix. These are called Score Set 1 (SS1) and Score Set 2 (SS2), respectively. SS1 includes seven students' scores [22] , while SS2 includes twenty ones [23] .
The factor loading matrix obtained from SS1 (SS2, respectively) is shown in Table 1 (Table 2 ). Two factors are obtained. The first factor is considered as the one for humanities, while the second one is considered as the one for sciences for both sets of scores.
The transformation matrix P obtained by using Equation (4) is as follows: 6 The values of diagonal elements are large, while those of the others are small. This means that both factors of both score sets correspond well each other.
Accuracy of the Transformation Matrix
A residual matrix E in Equation (1) is omitted to obtain Equation (2) as described above. This causes an error of the transformation matrix. If the residual matrix E is not omitted, Equation (4) becomes Equation (7). The first term of the right side of Equation (9) becomes the right side of Equation (4) because E 1 is very small compared with Z 1 . The second term of the right side of Equation (9) becomes the major part of the error of Equation (4) . The residual matrix E 2 is usually very small. This means that all the elements of E 2 are almost zero. Therefore, this term is usually negligible. The similar discussion can be applied to Equation (5) .
We use the Moore-Penrose generalized inverse matrix [21] because the matrixes used are not square ones. This matrix is not an inverse matrix, but it works as if it was an inverse matrix. It is proved that the Moore-Penrose generalized inverse matrix minimizes the amount ‖Ax-b‖ where x = A + b [21] . When this amount is equal to zero, it can be said that there is no error in some sense. This amount, however, is not guaranteed to be zero. Therefore, there is a kind of error in using this inverse matrix. The result obtained by this inverse matrix is equal to that of the least square error method [21] . This means that this inverse matrix gives us the optimal matrix. Although there may be a kind of error in using this inverse matrix, it is said that using it is the best way.
When we use the transformation matrix, we should note that the transformation based on this matrix is a kind of approximation and has some error even though it is negligible.
Trial Interpretation of a Transformation Matrix
Here, a transformation matrix is tried to be represented with the product of two matrixes as shown in Equation (10) or Equation (11) by using a rotation matrix R shown in (12) . The matrixes M and N are called mapping matrixes. 10 11 12 The transformation matrix shown in Equation (6) is used as an example. The matrixes R, M, and N are obtained by trial and error. These are as follows: 13 14 15 The matrix R is the rotation one with an angle of 16.3 degrees. Equation (16) is obtained by substituting (10), and (14) to (3). 16 The matrix A 1 T (A 2 T , respectively) is the transposed matrix of the matrix shown in Table 1 (2). The value of the (1, 2) ((2, 2), respectively) element of MA 1 T is calculated by 0.87*-0.188 + 0.45*0.967 (0.04*-0.188 + 0.78*0.967). The (1, 2) ((2, 2)) element corresponds to the first (second) factor of the second subject, Science. The first factor of SS2 is obtained from both factors of SS1, while the second one of SS2 is obtained almost only from the second one of SS1 because the value of the first factor is multiplied by 0.04. As for this example, a transformation matrix may map the factors of a data set to those of the other and rotate the impression space mapped.
INTERPRETATION METHOD OF TRANSFOR-MATION MATRIX
Analysis of Transformation Matrix
Here, the case of Equation (10) is examined. Let a transformation matrix P and a matrix M in Equation (10) be represented with Equations (17) and (18), respectively. 17 18 Equation (19) is obtained by substituting Equations (12) , (17) , and (18) to Equation (10). 19 From Equation (19), a, b, c, and d are easily obtained by using θ as follows: These elements of a matrix N are also easily obtained by using Equation (11) . Please see Appendix A.1 in detail.
When the rotation angle is 16.3 degrees, which is shown in Section 3.4, M becomes as follows: 24 This matrix is the same as the one shown in Equation (14) .
Cases Useful for Interpretation
As we could see from the matrixes shown in Equations (14) and (15) , one of four elements of M or N is almost equal to zero. The interpretation of the transformation matrix becomes easy. This is because a factor for a score set directly corresponds to a factor for another score set.
Mathematically, when one of a, b, c, and d becomes zero, θ and the other elements are decided. For example, when c becomes zero, θ is decided as tan -1 (r ⁄p) from Equation (22) , and the values of the other elements a, b, and d are also decided Therefore, making an element of four elements of M or N zero brings us many benefits. Four patterns of a matrix M are shown in Equations (25) to (28). Making the value of an element of M or N zero has two meanings. One is that a factor of the factors of a data set is considered to directly correspond to a factor of the factors of another data set. In the example described in Section 3.4, the second factor of SS2 was obtained only from the second one of SS1. This example shows that the second factor of SS2 directly corresponds to the second one of SS1. The other is that a factor of the factors of a data set is considered not to correspond to a factor of the factors of another data set. The example described in Section 3.4 shows that the second factor of SS2 does not correspond to the first one of SS1. As shown here, specifying a corresponding or non-corresponding enables a rotation and a mapping matrix to be decided.
Examples of Interpretation
The transformation matrix shown in Equation (6) is used as an example as in Section 3.4.
When 
Selection of Non-Corresponding Factors
Selection of a corresponding or non-corresponding factor is a key point in the proposed method.
As for the example described in Section 4.3, the rotation angle becomes -13.8 (-14.6, respectively) degrees when M b (N b ) is used as M (N). Its absolute value becomes the minimum for Ms' (Ns') matrixes.
Let a transformation matrix P and a mapping one M be represented with [p ij ] and [m ij ], respectively. The square error S between P and M a (M b , M c , and M d , respectively), which is calculated by Equation (37), is 2.12 (0.09, 0.17, and 2.39). 37 When M b is used, the square error S becomes the minimum. The square error S between P and N a (N b , N c , and N d , respectively), is 2.35 (0.10, 0.15, and 2.17). The square error S becomes the minimum when N b is used.
Here, the (absolute) value of the (1, 2) element of the transformation matrix shown in Equation (6) is the minimum among the values of the elements. It is considered that a value of an element of a transformation matrix represents a kind of strength of the relationship between a factor for a data set and a factor for another data set. When this value is small, the two factors are considered not to correspond to each other. So, what we should do in the selection of a non-corresponding factor is to find the element having the minimum value in a transformation matrix. If we need to select n elements, where n > 1, we should find the n elements having the n smallest values in a transformation matrix.
Optimization
It is taught that we may obtain an optimal matrix of M or N so that some evaluation value is made the maximum or minimum.
An evaluation value is the sum of squares of the elements of M or N. It is easily proved that this sum is equal to the sum of squares of the elements of a transformation matrix P. Please see Appendix A.2 for the proof. This could be understood from the fact that R is a rotation matrix and does not affect the magnitude of M or N.
Another evaluation value is a square error S between a transformation matrix P and a mapping one M or N as shown in Equation (37). This value, however, becomes zero, which is the minimum, when P = M or P = N, and the rotation angle is equal to zero, i.e., a = p, b = q, c = r, and d = s. Please see Appendix A.3 for the proof.
From the discussions described above, we could see that such an optimal matrix does not exist.
Type of Matrix
In this paper, we treat a square matrix of order two as a transformation matrix.
When the order of a transformation matrix is higher than two, the calculation becomes cumbersome. For the matrix of order 3, three angles of rotation must be considered. As for the rotation in three dimensions, please see Appendix A.4. This means that three elements of M or N should be made zero in order that the angles and the elements of M or N are decided.
A transformation matrix may not be a square matrix. Even when a transformation matrix is a non-square matrix, the discussion described in this paper stands. As a rotation matrix is a square matrix, the numbers of dimensions of M or N are the same as those of a transformation matrix. Appendix A.5 shows an example of a non-square transformation matrix.
CONCLUSION
This paper proposed the method of interpreting the transformation matrix. We assumed that a transformation matrix was the product of a rotation matrix and a mapping matrix. This means that a transformation matrix rotates the impression space and maps the factors of a data set to those of another one. This paper showed that the interpretation of a transformation matrix could be made easy by specifying a non-corresponding factor in the factors of two data sets. If the non-corresponding factor can be found, the rotation angle and the values of the elements of the mapping matrix can be decided. This enables us to easily interpret the meaning of the transformation matrix.
Application of the proposed interpretation method to real data sets is in future work.
