We consider the compressible Navier-Stokes equation in a perturbed half-space with an outflow boundary condition as well as the supersonic condition. For a half-space, it has been known that a certain planar stationary solution exist and it is time-asymptotically stable. The planar stationary solution is independent of the tangential directions and its velocities of the tangential directions are zero. In this paper, we show the unique existence of stationary solutions for the perturbed half-space. The feature of our work is that our stationary solution depends on all directions and has multidirectional flow. Furthermore, we also prove the asymptotic stability of this stationary solution.
Introduction
We consider an asymptotic behavior of a solution to the compressible Navier-Stokes equation in a perturbed half-space Ω := {x ∈ R 3 : x 1 > M(x 2 , x 3 ), M ∈ H 9 (R 2 )}: ρ t + div(ρu) = 0, (1.1a) ρ{u t + (u · ∇)u} = µ 1 ∆u + (µ 1 + µ 2 )∇(divu) − ∇p(ρ).
(1.1b)
In this equations, t > 0 and x = (x 1 , x 2 , x 3 ) = (x 1 , x ′ ) ∈ Ω are the time and space variables, respectively. The unknown functions ρ = ρ(t, x) and u = u(t, x) = (u 1 , u 2 , u 3 )(t, x) stand for fluid density and fluid velocity, respectively. The function p = p(ρ) means a pressure explicitly given by p(ρ) := Kρ γ , where K > 0 and γ ≥ 1 are constants. The constants µ 1 and µ 2 are viscosity coefficients satisfying µ 1 > 0 and 2µ 1 + 3µ 2 ≥ 0. We put down an initial data (ρ, u)(0, x) = (ρ 0 , u 0 )(x) (1.1c) and an outflow boundary condition
where c is a positive constant, and n is the unit outer normal vector on ∂ Ω, which can be explicitly written as n(x ′ ) = (n 1 , n 2 , n 3 )(x ′ ) := −1
We assume that the end states of the initial data in a normal direction x 1 are: lim x 1 →∞ ρ 0 (x) = ρ + , lim where ρ + and u + are constants. It is also assumed that the initial density is uniformly positive:
inf x∈Ω ρ 0 (x) > 0, ρ + > 0.
We will construct solutions of which the density is positive everywhere. The outflow boundary condition u b · n > 0 guarantees that no boundary condition is suitable for (1.1a). The compatibility conditions are also necessary for the initial data u 0 . We will mention clearly the conditions in stating our main results. Furthermore, we define the Mach number M + at the end states and also assume that it satisfies the supersonic condition:
There have been many researches on the initial-boundary value problems of the compressible Navier-Stokes equation. We are interested with the long-time behaviour of the solutions. Matsumura and Nishida made the pioneering work [11] , where the initial-boundary value problems over an exterior domain and a half-space were studied. They showed that the time-global solution exists and converges to the stationary solution as time tends to infinity by assuming that the initial perturbation from the stationary solution belongs to H m and its H m -norm is small enough. Kagei and Kobayashi [7] gave a deeper analysis for the half-space in the case that the stationary solution is constant state. They obtained an accurate convergence rate of the time global solutions toward the steady state by assuming the initial perturbation belongs to H m ∩ L 1 . However, all these researches adopted the non-slip boundary condition and investigated only the case that the velocities of those stationary solutions are zero. It is of great interest to consider the case when the fluid is flowing in the stationary solutions. Matsumura [10] gave the classification of the possible time-asymptotic states for a one-dimensional half-space problem and conjectured that one of timeasymptotic states for an outflow problem is a stationary solution of which end state satisfying the supersonic condition (1.4) .
The outflow problem means an initial-boundary value problem with an outflow boundary condition (1.1d). The asymptotic stability of the stationary solution (Matsumura's conjecture) was shown by Kawashima, Nishibata and Zhu in [8] . After this Nakamura, Nishibata and Yuge [12] proved that the convergence rate toward the stationary solution is exponential by assuming that the initial perturbation belongs to some weighted Sobolev space. For a three-dimensional half-space R 3 + i.e. the case M ≡ 0, Kagei and Kawashima [6] showed that a planar stationary solution is time asymptotically stable, where the planar solution is a special solution independent of tangential direction x ′ , and its tangential velocities (u 2 , u 3 ) are zero. It has been also known in [13] that the convergence rate is exponential.
The main purpose of the present paper is to extend the results [6, 13] , where the study were carried out on the half-space R 3 + , to the case in which the domain Ω being a perturbed half-space with a curved boundary. More precisely, we show the unique existence and asymptotic stability of stationary solution to (1.1). The planar stationary solution studied in [6, 13] is independent of tangential x ′ and thus satisfies a system of ODEs with respect to x 1 . The feature of our work is that our stationary solution depends on all directions x = (x 1 , x ′ ) and has multidirectional flow. Few mathematical results have been reported on nonlinear states having multidirectional flows for compressible fluids.
Notation
We introduce notation used often in this paper. Let ∂ i := ∂ ∂ x i and ∂ t := ∂ ∂t . The operators ∇ := (∂ 1 , ∂ 2 , ∂ 3 ) and ∆ := ∑ n i=1 ∂ 2 i denote standard gradient and Laplacian with respect to x = (x 1 , x 2 , x 3 ). We also define a standard divergence by div u := ∇ · u := ∑ 3 i=1 ∂ i u i . The operator ∇ x ′ := (∂ 2 , ∂ 3 ) denotes tangential gradient with respect to x ′ = (x 2 , x 3 ).
For a non-negative integer k, we denote by ∇ k and ∇ k x ′ the totality of all k-th order derivatives with respect to x and x ′ , respectively. For a domain Σ ⊂ R n + and 1 ≤ p ≤ ∞, the space L p (Σ) denotes the standard Lebesgue space equipped with the norm · L p (Σ) . For a non-negative integer m, H m = H m (Σ) denotes the mth order Sobolev space over Σ in the L 2 sense with the norm · H m (Σ) . For any β ≥ 0, the space L 2 e,β (Σ) denotes the exponentially weighted L 2 space in the normal direction defined by L In the case Σ = Ω, the spaces L p (Ω), H m (Ω), and L 2 e,β (Ω) are sometimes abbreviated by L p , H m , and L 2 e,β respectively. Note that L 2 = H 0 = L 2 e,0 and · := · L 2 . We also define solution spaces as where T > 0 and β ≥ 0 are constants. Moreover, we define X e m,β (0, T ) =X e m−1,β (0, T ) ∩ L ∞ (0, T ; H m (Ω)).
We use c and C to denote generic positive constants depending on µ 1 , µ 2 , K, M + , M H 9 (R 2 ) and α but independent of Ω, t, β , δ and ζ . We note that the positive constants α, β , δ and ζ will be given in the next subsection. Let us also denote a generic positive constant depending additionally on other parameters a, b, . . . by C(a, b, . . .). Furthermore, A B means A ≤ CB for the above generic constant C.
Main results
Before mentioning our main results, we introduce a result in [8] which showed the unique existence of planar stationary solutions (ρ,ũ)(x 1 ) = (ρ,ũ 1 , 0, 0)(x 1 ) over the half-space R 3 + := {x ∈ R 3 ; x 1 > 0}. The planar stationary solution (ρ(x 1 ),ũ 1 (x 1 )) solve ordinary differential equations
with conditionsũ
where µ is a positive constant defined by µ := 2µ 1 + µ 2 . The following quantityδ plays an important role in stability analysis. We call it a boundary strength. 
Moreover, there exist a positive constant α such that the stationary solution (ρ,ũ 1 ) satisfies
From now on we discuss our main results. We first show the unique existence of stationary
The stationary solutions satisfy the equations
To state the existence theorem, we use notation
The existence result is summarized in the following theorem. 
is a positive constant depending on β and Ω.
We also state the stability theorem. 
satisfies the compatibility condition of order 0 and 1, then the initial-boundary value problem (1.1) has a unique time-global solution (ρ, u) such that
where C 0 = C 0 (β , Ω) and ζ = ζ (β , Ω) are positive constants depending on β and Ω but independent of δ and t. 
satisfies the compatibility condition of order 0 and 1, then the initial-boundary value problem (1.1) has a unique time-global
If the domain Ω is sufficiently flat, in the above theorems, we can take the constants ε 0 , C 0 , and ζ independent of Ω. Namely, the following corollary holds. Corollary 1.5. Suppose that M H s ≤ κ for κ being in Lemma A.5. Then Theorems 1.2-1.4 hold with constants ε 0 , C 0 , and ζ independent of Ω. Remark 1.6. What most interests us in Theorems 1.2-1.4 is that the existence and stability are shown as long as the boundary of domain is given by a graph. In other words, the these theorems allow the boundary has a large curvature. The works [6, 13] adopted the boundary condition as
It is clear that our theorems cover the boundary condition as well.
It is also worth to point out that Corollary 1.5 can cover the boundary condition
This boundary condition seems more reasonable from physical point of view since it means that the fluid is going out from only the normal direction of the boundary.
Note that it is hard to directly solve the stationary problem (1.9). This is different from the case when one has Ω = R 3 + and looks for a planar stationary solution, where the planar stationary solution only depends on x 1 and therefore the system (1.9) reduces to an ODE (1.5). It is also different from the stationary incompressible Navier-Stokes equation, in which the system is elliptic. Our stationary equations are not categorized as elliptic equations. To get around this difficulty, we first prove the existence of a time-global solution to the problem (1.1), and then we construct a stationary solution making use of this time-global solution.
Let us explain the idea to construct the time-global solution. We use a continuous argument combining time-local solvability and an a priori estimate. Then the derivation of a priori estimate is most important. For example, one can have a priori estimates of solutions of some inhomogeneous parabolic equations over bounded domains even if the long-time behavior of solutions is not anticipated. The key of the proof is the dissipative structure which makes solutions of the corresponding homogeneous equations decay exponentially fast as time tends to infinity. On the other hand, we expect from the stability theorem in [13] introduced above that the solution (ρ, u) to problem (1.1) with u b = (u + , 0, 0) may converge the constant state (ρ + , u b ) exponentially fast as time tends to infinity. For the case u b = (u + , 0, 0), after suitable reformulation, all effects coming from u b = (u + , 0, 0) are represented by inhomogeneous terms in the equations. Therefore, the dissipative structure enables us to obtain the a priori estimate of solutions Φ to the reformulated problem. For the construction of stationary solutions, we define the translated time-global solutions Φ k (t, x) := Φ(t + kT * , x) for any T * > 0 and k = 1, 2, 3, . . .. Then we prove that the sequence {Φ k } converges to a certain time-periodic solution with a period T * . After this we show by using the uniqueness of time-periodic solution and the arbitrariness of T * that the time-periodic solution is actually time-independent. Therefore this gives a stationary solution to our problem.
Before closing this section, we mention the outline of this paper. In Section 2, we reformulate the initial-boundary value problem (1.1) into an initial-boundary value problem for a perturbation from the stationary solution (ρ •M,ũ •M) in the half-space, as stated in (2.1). In Section 3, we show the uniqe existence of the time-global solution to the reformulated problem (2.1) (see Theorem 3.1) by proving an a priori estimate in Proposition 3.3. The derivation of the a priori estimate is based on a combination of the energy form in [7, 8] , the Matsumura-Nishida energy method in [11] , and the weighted energy method in [12, 13] . In Section 4 we construct stationary solutions by the method mentioned just above. Subsection 4.3 is devoted to the proof of the asymptotic stability of the stationary solution in the weighted space L 2 e,β (Ω). In Appendix A, we give the proofs of some general inequalities. Furthermore, we construct an initial data satisfying the compatibility conditions in Appendix B. The initial data is necessary to obtain the time-global solution in Section 3.
Reformulation
For the proof of Theorems 1.2 and 1.3, we begin by reformulating initial-boundary value problem (1.1). Let us introduce perturbations
HereM(x) is defined in (1.8) .
Owing to equations in (1.1) and (1.5), the perturbation (ϕ, ψ) satisfies the system of equations
(2.1b)
The boundary and initial conditions for (ϕ, ψ) follow from (1.1c), (1.1d), and (1.5c) as
(2.1d)
Here Lψ, f , F, g and G are defined by
Note that L is a differential operator; f and g are homogeneous terms for (φ , ψ); F and G are inhomogeneous terms. Furthermore, the inhomogeneous terms F and G can be estimated by using β ≤ α/2, (1.7), (1.10) and as
The second inequality together with Sobolev's inequality (A.4) in Appendix A gives
We often express the perturbation by Φ := (ϕ, ψ), Φ 0 := (ϕ 0 , ψ 0 ).
In order to establish the local existence of the solution in strong sense, we assume compatibility conditions for the initial data. It is necessary to assume the compatibility conditions of the zeroth, first, and second orders:
Note that the equation (2.4b) (which is of the second order) can be written into a form which only contains spatial-derivatives of the initial data by using ( 
is a positive constant depending on β and Ω. 
where C 0 = C 0 (β , Ω) and ζ = ζ (β , Ω) are positive constant depending on β and Ω. 
Time-global solvability
This section provides the time-global solvability of initial-boundary value problem (2.1). 
where C 0 = C 0 (β , Ω) and ζ = ζ (β , Ω) are positive constant depending on β and Ω but independent of δ and t.
The time-global solution Φ with (3.1) can be constructed by a standard continuation argument using the time-local solvability in Lemma 3.2 and the a priori estimate in Proposition 3.3 below. Lemma 3.2 can be proved in much the same way as in [5] . Therefore, we omit the proof. In the remainder of this section, we prove Proposition 3.3 only for the case m = 3, since the case m = 4, 5 can be shown similarly. For the notational convenience, we define a norm E k,β (t) and a dissipative norm D k,β (t) by
Furthermore, we also use
We derive the L 2 -norm of Φ by following the method in [6, 8, 13] . To estimate the derivatives of Φ, we use essentially the Matsumura-Nishida energy method in [11] .
L 2 estimate
This subsection is devoted to the derivation of the estimate of the perturbation (ϕ, ψ) in L 2 e,β (Ω). To do this, we introduce an energy form E , similarly as in [6, 8, 13] , by
Under the smallness assumption on N β (T ), we have Φ(t) L ∞ ≪ 1 by Sobolev's inequality (A.4). Hence, the energy form E is equivalent to the square of the perturbation (ϕ, ψ):
Moreover we have the uniform bounds of solutions as follows:
Using the time and space weighted energy method, we obtain the energy inequality in L 2 framework. 
Proof. Following the computation in [6, 8] , we see that the energy form E satisfies
where
Multiplying (3.6) by a weight function w = w(x 1 ,t) := e β x 1 e ζt , we get
We integrate this equality over Ω. The second term on the left hand side is estimated from below by using the divergence theorem with (1.1d) and (2.1c) as well as (3.3) and (3.4) :
Next we derive the lower estimate of the third term on the left hand side of (3.7). Taking the fact
The second term appeared in G 1 is also computed as
Thus, using (3.9) and (3.10), the third term in (3.7) is rewritten to
where ψ ′ is the second and third components of ψ defined by ψ ′ := (ψ 2 , ψ 3 ). Owing to the supersonic condition (1.4), the quadratic form F(ϕ, ψ 1 ) becomes positive definite since the discriminant of F(ϕ, ψ 1 ) satisfies
On the other hand, the remaining terms R 12 and R 13 satisfy
Therefore we get the lower estimate of the integration of ∇w · G 1 as
(3.12)
The first and the second terms on the right hand side of (3.7) are estimated by using (3.3), (3.4) and the Schwarz inequality as
where ε is an arbitrary positive constant. For the term involving R 11 , we observe
Apply Hardy's inequality (A.1) to the first two terms with (1.7) and (1.10). Estimate the last term by β ≤ α/2, (1.10) and (2.2), then it holds that
× Ω, substitute the estimates (3.8) and (3.12)-(3.15) in the resultant equality and then let ε, 1 β , and N β (T ) + δ suitably small. Furthermore, we use the fact that
, which follows from (2.1a), (1.7), (1.10), and (A.1). These computations yield the desired inequality.
Time-derivative estimates
In this section we derive time-derivative estimates. To this end, by applying the differential operator ∂ k Indeed we can derive these from (2.1a) by using (1.7), (1.10), (2.2) and Hardy's inequality (A.1).
We first estimate ∂ t ∇ψ in the next lemma.
Lemma 3.6. Under the same conditions as in Proposition 3.3 with m = 3, it holds that
Multiply (3.17) by ∂ t ψ successively to get
Adding (3.21) to (3.22) yields
Owing to (1.1d) and (3.4), we have the nonnegativity of the second term on the left hand side of (3.23) as
Notice that here we used ∂ t ψ = 0 on ∂ Ω, which holds because of (2.1c). By (3.19) and Sobolev inequality (A.4), the nonlinear term R 2 are estimated as 
The third and the fourth terms on the left hand side of (3.27) are rewritten to
where E 3 , B 3 , G 3 and R 3 are defined by
Owing to (1.1d) and (3.4), we have
Notice that here we used ∂ t ψ = 0 on ∂ Ω, which holds because of (2.1c). For arbitrary positive constants ε and λ , the integrations of E 3 and G 3 over Ω are estimated as
by using (3.4) . It is straightforward by (3.19) to check that
Finally, we multiply (3.30) by e ζt , integrate the resultant equality over (0,t) × Ω and substitute in the estimates (3.31)-(3.34). Making use of (3.18), (A.1) and letting ε be suitably small lead to the desired estimate (3.26).
Spatial-derivative estimates
In order to flatten the boundary and obtain tangential derivatives, we introduce the following change of variables: 
and let y ′ = (y 2 , y 3 ). We denote the matrix Note that (φ,ψ) is a vector-valued function defined on R + 3 := {(y 1 , y 2 , y 3 ) ∈ R 3 : y 1 > 0}, and (ρ,ũ)(Γ(y)) = (ρ,ũ)(y 1 ) holds. We now have
and the initial and boundary conditions We now derive the estimate on the spatial-derivatives for the tangential direction. 
for t ∈ [0, T ], ζ > 0, ε ∈ (0, 1), and l = 1, 2, 3.
Proof. Applying the differential operator ∇ l y ′ to (3.37a) and (3.37b), we have the following two equations:
Recall P(ρ) := p ′ (ρ)/ρ. Multiplying (3.39) by P(ρ) ∇ l y ′φ and using the facts thatρ t = −d iv(ρû) and −P ′ (ρ)ρ + P(ρ) = (3 − γ)P(ρ), we get
Multiply (3.17) by ∇ l y ′ψ successively and make use ofρ t = −d iv(ρû) to get 1 2ρ
|∇ l y ′ψ | 2
42)
Adding (3.41) to (3.42) yields
43)
Let us look at the left hand side of (3.43). Owing to the divergence theorem with (1.1d) and (2.1c), we have the nonnegativity of the second terms on the left hand side of (3.43) as
Notice that here we used ∇ l y ′ ψ = 0 on ∂ Ω, which holds because of (2.1c). Using the fact that |∇∇ l y ′ψ | |∇∇ l y ′ψ |, we also have the good contribution from the third and fourth terms in (3.43)
We are going to show thatR 2 satisfies
, (3.46) where some ε ∈ (0, 1). Let us first estimate the L 2 -norm of P(ρ)f l,0 ∇ l y ′φ andĝ l,0 · ∇ l y ′ψ inR 2 , wheref l,0 andĝ l,0 are defined in (3.39) and (3.40) . Noting that (ρ ′ ,ũ ′ )(M(Γ(y))) = (ρ ′ ,ũ ′ )(y 1 ) and applying Sobolev's inequalities (A.2)-(A.4) with (1.7) and (1.10c), we have
47)
Using this and Schwarz's inequality, one can see that the integrations of |P(ρ)(∇ l y ′f + ∇ l y ′F )∇ l y ′φ | and |(∇ l y ′ĝ + ∇ l y ′Ĝ ) · ∇ l y ′ψ | are bounded from above by the right hand side of (3.46). Notice that the other terms in P(ρ)f l,0 ∇ l y ′φ andĝ l,0 · ∇ l y ′ψ are just commutator terms. Using suitably Lemma A.4 with the facts thatρ (y) =ρ(y 1 ) +φ(y), ∇ l y ′ρ (y 1 ) =ρ(y 1 )∇ l y ′ , u(y) =ũ(y 1 ) +ψ(y) +Û(y), ∇ l y ′ũ(y1) =ũ(y 1 )∇ l y ′ , we can see that the commutator terms are bounded by the right hand side of (3.46). We have completed the estimation of all terms in P(ρ)f l,0 ∇ l y ′φ andĝ l,0 · ∇ l y ′ψ . It is quite straightforward to handle the other terms inR 2 with aid of (1.7) and (1.10c). Therefore we conclude (3.46).
Applying ∇ l y ′ to (3.37a), we arrive at
We take the L 2 -norm and estimate the terms on the right hand side with aid of (3.47) as
We multiply (3.43) by the time weight function e ζt , integrate the resultant equality over (0,t) × R 3 + , and substitute (3.44)-(3.46) into the result. Using (2.2) and (3.48) and performing change of variables y → x on the right hand side, we arrive at the desired inequality (3.38 ). This completes the proof of the lemma.
Next we estimate the spatial-derivatives for the normal direction. To simplify the notations, we denote ∂ j := ∂ y j for j = 1, 2, 3. Applying ∂ 1 to (3.37a) and multiplying the result by µ := 2µ 1 + µ 2 yields
We need to make some cancellation on the term µρ∂ 1d ivψ so as to avoid the highest order derivative in the normal direction y 1 . Denote
Take an inner product of (3.37b) with (ρA 1 ,ρA 2 ,ρA 3 ) ⊤ , we obtain
whereĝ j andĜ j are the j-th components ofĝ andĜ, respectively. Adding (3.49) and (3.50) together gives
where I ′ , II ′ , and III ′ do not have terms having any second-order normal derivative ∂ 2 1 . Due to the choice of A j , it is straightforward to check that 
(3.53) Lemma 3.9. Suppose that the same conditions as in Proposition 3.3 hold. Define the index a a a = (a 1 , a 2 , a 3 ), with a 1 , a 2 , a 3 ≥ 0, |a a a| := a 1 + a 2 + a 3 . Let ∂ a a a := ∂ a 1 y 1 ∂ a 2 y 2 ∂ a 3 y 3 . Then it holds that e ζt ∂ a a a ∂ 1φ (t) 2 
for t ∈ [0, T ], ζ > 0, and 0 ≤ |a a a| ≤ 2.
Proof. Applying ∂ a a a to (3.53) yeilds µ∂ a a a Dd dtφ
wherê
Multiplying ( Let us estimate the integrations of some terms in (3.56). We first find the good contribution for ∂ a a a ∂ 1φ and ∂ a a a ∂ 1d dtφ from the second and third terms on the left hand side. Indeed, using the fact Furthermore, we claim that the integration ofR 3 in (3.56) is estimated as
where ε is a positive constant to be determined later. To show this, we start from the estimation of I 1 : 
62)
Therefore we conclude that (3.61) holds. From now on we estimate the integration ofR 3 . It is easy to show by using (3.61), Schwarz's inequality and Sobolev's inequality (A.4) that the last four terms inR 3 are bounded by the right hand side of (3.60). It remains to handle only the first two terms, that is, the commutator terms. The L 2 -norm of the commutatorû ·∇∂ a a a Dφ − ∂ a a a D(û ·∇φ) can be estimated as û ·∇∂ a a a Dφ − ∂ a a a D(û ·∇φ)
where we have written explicitlyû and used the triangular inequality in deriving the first inequality; we have expanded the derivative operators and applied Sobolev's inequalities (A.2) and (A.4) deriving the last inequality. Using this, one can check that the integrations of the first two terms in R 3 is also bound by the right hand side of (3.60). Therefore we conclude that (3.60) holds. We multiply (3.56) by the time weight function e ζt , integrate the resultant equality over (0,t) × R 3 + , substitute (3.59) and (3.60) into the result, let ε + N β (T ) + δ be small enough, and use (3.57) and (3.58) . Performing change of variables y → x for some terms on right hand side, we arrive at the desired inequality (3.54). This completes the proof of the lemma.
Cattabriga estimates
We complete the good contribution of spatial-derivatives using the Cattabriga estimate in Lemma A.5. We remark that the Cattabriga estimate has crucial dependence on Ω. The other estimates rely on Hardy's inequality, Sobolev's inequalities, Gagliardo-Nirenberg inequality and the commutator estimates, which depend on Sobolev's norms of M. Recall that in Subsection 1.1 all the constants depend on the Sobolev's norms of M. Lemma 3.10. Under the same assumption as in Proposition 3.3 with m = 3, it holds, for k = 0, 1, 2,
Proof. From (2.1), and recalling d dt = ∂ t + u · ∇, we obtain a boundary value problem of the Stokes equation:
Applying the Cattabriga estimate (A.10) to problem (3.64), we have
It is straightforward to show that V 2 H k+1 and W 2 H k are bound by the right hand side of (3.63). Indeed, we can use the same method as in the derivation of (3.62) to estimates the terms f and g. The other terms can be estimated by using (2.2) and Sobolev's inequalities (A.2) and (A.4). Therefore we conclude (3.63).
We also show similar estimates for (φ,ψ)(t, y), where y ∈ R 3 + . For the notational convenience, we denote∂ y) holds. Furthermore,∇ l y ′ means the totality of all l-times tangential derivatives∂ y j only for j = 2, 3. Then applying∇ l y ′ to (3.64), we obtain a boundary value problem of the Stokes equation:
Lemma 3.11. Under the same assumption as in Proposition 3.3 with m = 3, it holds, for k = 0, 1, Proof. We apply the Cattabriga estimate (A.10) to (3.66 ) and obtain
The terms V 2 H k+1 and W 2 H k can be estimated in the same way as in the proof of Lemma 3.10. Now we conclude from (3.68) that
Then changing the coordinate x ∈ Ω to the coordinate y ∈ R 3 + in several terms and also usinǧ ∂ y j ϕ(t, Γ(y)) = ∂ y jφ (t, y), we arrive at (3.67).
Let us complete the derivation of the dissipative terms for the spatial variable. 
for ε ∈ (0, 1) and p = 0, 1, 2.
Proof. As in Lemma 3.9, we define the index a a a = (a 1 , a 2 , a 3 ), with a 1 , a 2 , a 3 ≥ 0, |a a a| := a 1 + a 2 + a 3 . Let ∂ a a a := ∂ a 1 y 1 ∂ a 2 y 2 ∂ a 3 y 3 . It suffices to prove that for j = 1, 2, . . ., p + 1, a a a = (a 1 , a 2 , a 3 ), ∑ |a a a|=p+1,a 1 ≤ j   e ζt ∂ a a a yφ (t) 2
Indeed the desired estimate (3.69) follows from changing the coordinate y ∈ R 3 + to the coordinate x ∈ Ω in the left hand side of (3.70) with j = p + 1.
To obtain (3.70) with j = 1, we add up (3.38) with l = p +1 and (3.54) with a 1 = 0, a 2 +a 3 = p, and estimate t 0 e ζ τ ∂ a a a ∇ y ′d dtφ 2 L 2 dτ and t 0 e ζ τ ∂ a a a ∇ y ∇ y ′ψ 2 L 2 dτ by using (3.38) . Now, assuming (3.70) holds for j = q, we show that it holds for j = q + 1. We take the weighted-in-time integral of (3.67) with l = p + 1 − q and k = q − 1, and use (3.70) with j = q to estimate the highest-order term in ∇ p+1−q y ′d dtφ 2 H q . Then we arrive at
(3.71)
Taking a 1 = q and a 2 + a 3 = p − q in (3.54), and using (3.70) with j = q and (3.71) to estimate the second term on the right hand side of (3.54), we obtain
dτ Ω R p,ε . Moreover, we have the following lemma. Proof. Take the weighted-in-time integral of (3.63) with k = p and combine it together with (3.69). Then, letting ε be suitably small, we arrive at (3.73).
Elliptic estimates
Using the elliptic estimate (Lemma A.6), we rewrite some terms for the time-derivatives into terms for the spatial-derivatives. 
Proof. Let us first show (3.74). From (2.1), we have the elliptic boundary value problem:
Applying Lemma A.6, we obtain, for k = 0, 1,
It is straightforward to check that the term H H k is bound by the right hand side of (3.74). Therefore, we conclude (3.74). We next apply ∂ t to (3.76) to obtain
Applying Lemma A.6 with k = 0 again to this boundary value problem gives
Furthermore, H t can be estimated easily by the right hand side of (3.75). Therefore we obtain (3.75).
Completion of the apriori estimates
Now we can complete the apriori estimates.
Proof of Proposition 3.3. From (3.5), we know that
We next show that for l = 1, 2, 3,
(3.80)
Let us first treat the case l = 1. Multiply (3.73) with p = 0 by a positive constant ν and add the result to (3.26) with k = 0. Taking ν and λ suitably small, we obtain (3.80) with l = 1.
Next, for the case l = 2, we recall (3.18), then multiply (3.73) with p = 1 and (3.74) with k = 1 by ν and νe ζt , respectively. Adding up the two results and (3.20) with k = 1 and then taking ν small, we have (3.80) with l = 2.
Lastly, for the case l = 3, we multiply (3.75) by νe ζ τ and integrate it over (0,t). We then multiply (3.74) with k = 1 and (3.73) with p = 2 by ν and ν 2 , respectively. Add up these three results and (3.26) with k = 1. Then taking ν and λ suitably small yields (3.80) with l = 3.
The estimates (3.79) and (3.80) imply that
Therefore, dividing this by e ζ τ and letting N β (T ) + δ + ζ be small enough, we conclude (3.2).
We discuss briefly the proof of Corollary 3.4.
Proof of Corollary 3.4. If M H 9 (R 2 ) ≤ κ holds for κ being in Lemma A.5, we can replace Ω by in inequalities (3.63), (3.67), and (3.73). Then following the proof of Proposition 3.3 with these improved inequalities, we conclude Corollary 3.4.
Construction of stationary solutions
For the construction of stationary solutions, we make use of the time-global solution Φ in Theorem 3.1. We first prove an unique result Proposition 4.1 for the time-periodic solutions to (2.1a)-(2.1c). Then we consider Φ and its translated version Φ k (t, x) := Φ(t + kT * , x) for any T * > 0 and k = 1, 2, 3, . . .. We prove in Proposition 4.3 that {Φ k } is a Cauchy sequence in the Banach space C([0, T * ]; H m−1 (Ω)) ∩ C 1 ([0, T * ]; H m−3 (Ω)) and obtain a limit Φ * from it, then also show in Proposition 4.3 that Φ * is a time-periodic solution to problem (2.1a)-(2.1c) with period T * > 0. In Subsection 4.2, using uniqueness of time-periodic solutions, we prove that Φ * is actually timeindependent and therefore gives a stationary solution to (2.1a)-(2.1c). Multiplying (4.2b) by e β x 1 ψ gives
Time-periodic solutions
Adding (4.4) and (4.5) yields that
The second term on the left hand side of (4.6) is estimated from below by using the divergence theorem, the fact (u b · n), P * ≥ c > 0 and (2.1c) as
Next we derive the lower estimate of the third term on the left hand side of (4.6). We compute the term G 1 as
Thus, by using this, the third term on the left hand side of (4.6) is rewritten to
On the other hand, the remaining terms R 2 satisfy
Therefore we get the lower estimate of the integration of −β (G 1 ) 1 as
The right hand side of (4.6) is estimated by using (4.1), (4.6), and the Schwarz inequality as
where λ is an arbitrary positive constant. Then the integrations are estimated by (4.1) and the Sobolev inequality as
(4.10)
Integrate (4.6) over Ω, substitute the estimates (4.7)-(4.10) in the resultant equality and then let λ , 2 β , and ε suitably small to obtain
Integrating this over [0, T * ] leads to Φ = 0. The proof is complete.
Existence
For the construction of time-periodic solutions, we use the time-global solution Φ in Theorem 3.1.
Here we see from Lemma B.1 in Appendix B that there exist initial data satisfying the conditions in Theorem 3.1. Now we define
Let us first show the following lemma. 
The boundary condition for (ϕ, ψ) follow from (2.1c) as
Here f k,k ′ and g k,k ′ are defined by
Repeat exactly the proof of Proposition 4.1 with k in place of * , k ′ in place of #, and (4.1) in place of (3.1) with small initial data, we obtain
which implies (4.12) once we take k ′ = 0. The proof is complete. Now we can construct the time-periodic solutions: 
where C 0 = C 0 (Ω) > 0 is a constant depending on Ω but independent of T * .
Proof. First of all, applying Theorem 3.1 and Lemma 4.2 to initial-boundary value problem (2.1), we have the time-global solution Φ to (2.1) with (3.1) and (4.12) . Let us first prove that {Φ k } is a Cauchy sequence in the Banach space C([0, T * ]; H m−1 (Ω)) ∩ C 1 ([0, T * ]; H m−3 (Ω)). For k > k ′ , one can see from (4.12) that for k > k ′ , one can have 
So, what is left is to show that {Φ k } is a Cauchy sequence in C 1 ([0, T * ]; H m−3 (Ω)).
We have already known from the proof of Lemma 4.2 that Φ k − Φ k ′ satisfies (4.13) . From this and (3.1), one can have
In the case m = 3, this estimate is sufficient. For the case m = 4, 5, this estimate and (3.1) together with Gagliardo-Nirenberg inequalities leads to
Hence, we see that {Φ k } is a Cauchy sequence and thus there exists a limit Φ * such that
It is straightforward to check that the limit Ψ * satisfies (2.1).
Then we can check that Φ * ∈ X m β (0, T ) as follows. On the other hand, by a standard method, Φ k (t) converges to Φ * (t) weakly in H m (Ω) for each t ∈ [0, T * ] and also
follows from (3.1). Hence, we conclude Φ * ∈ L ∞ ([0, T * ]; H m (Ω)). It is also seen from system
Let us show that Φ * is a time-periodic function with period T * > 0. The sequences Φ k (T * , x) and Φ k+1 (0, x) converges to Φ * (T * , x) and Φ * (0, x), respectively, as k tends to infinity. Notice that Φ k (T * , x) = Φ k+1 (0, x) holds and so does Φ * (T * , x) = Φ * (0, x). Hence, we have constructed a time-periodic solution Φ * to problem (2.1a)-(2.1c) in the function space X e m,β (0, T * ) in which the uniqueness has been shown. What is left is to prove estimate (4.14) . For the initial data Φ 0 = Φ # 0 in Lemma B.1, we have another time-periodic solution by the above method. However, Proposition 4.1 together with estimates (4.17) and (4.18) ensures that these periodic solutions are same. Hence, (4.14) follows from plugging Φ 0 = Φ # 0 into (4.17) and (4.18). The proof is complete.
Stationary solutions
We show that the time-periodic solutions constructed in Subsection 4.1 are time-independent, which gives us Theorem 2.1.
Proof of Theorem 2.1. Proposition 4.3 ensures the existence of time-periodic solutions Φ * of problem (2.1a)-(2.1c) for any period T * . We remark that the smallness assumption for δ is independent of the period T * . Hence, one can have time-periodic solutions Φ * with the period T * and Φ * l with the period T * /2 l for l ∈ N under the same assumption for δ . Furthermore, Φ * = Φ * l follows from Proposition 4.1, since Φ * and Φ * l are the time-periodic solutions with the period T * and satisfy (4.14) . Hence, we see that 2, 3 , . . ., 2 l and l = 0, 1, 2, . . ..
Because the set ∪ l≥0 {i/2 l ; i = 1, 2, 3, . . ., 2 l } is dense in [0, T * ], we see from the continuity of Φ * that Φ * is independent of t. Hence, Φ s = Φ * is the desired solution to the stationary problem corresponding to problem (2.1).
Stability with exponential weight functions
We prove the stability of stationary solutions, which gives us Theorem 2.2. 
where γ is a positive constant independent of t. Hence, the proof is complete.
Corollary
We discuss briefly the proof of Corollary 2.3.
Proof of Corollary 2.3. From Corollary 3.4, we have an improved estimate (3.1) with constants C 0 = C 0 (β ) and ζ = ζ (β ) independent of Ω. In the same way as in Subsections 4.1-4.3 with the improved estimate, we can conclude Corollary 2.3.
Stability with no weight function
In this section we discuss Theorem 1.4, which gives the stability of (ρ s , u s ) in Then it is obvious that (ρ s , u s ) satisfies (1.9). We also introduce the perturbations
Here for notational convenience, we define N(T ) = sup 0≤t≤T E 3,0 (T ). We will see that Φ = (ϕ, ψ)(t, x) satisfies the bound N(T ) ≤ ε 0 ≪ 1 by assuming the smallness of the initial data (ϕ, ψ)(0, x).
Owing to (1.1), the perturbation (ϕ, ψ) satisfies the system of equations
(5.1b)
The boundary and initial conditions for (ϕ, ψ) follow from (1.1c), (1.1d), and (1.5c) as 
Furthermore, it holds obviously that forf ∈ H 1 (R 3 ),
Then puttingf = E f gives
where we have used the properties of the extension operator in deriving the last inequality. This
Proof. This can be shown in much the same way as in Sobolev's inequality.
Proof. Lemma 4.9 in [14] claims that forf ,g,
Then one can show (A.6) similarly to the proof of Sobolev's inequality. Furthermore, (A.7) can be shown by direct expansion and Sobolev's inequality.
To show the following Cattabriga estimate, we introduce some notations. Let us set
and then take a bounded domainΩ R ′ whose boundary is C 2 such that
and ψ by solving the following problem:
where n is the unit outer normal vector onΩ R ′ . The paper [1, Section 15] ensures that ψ is welldefined, and that the following estimate holds:
Furthermore, we use the cut-off function χ R (·) = χ(| · |/R) ∈ C ∞ 0 such that
From now on we show the Cattabriga estimate. 
is a solution to the Stokes system, then it holds that
where C 0 = C 0 (Ω) is a positive constant depending on Ω. Furthermore, there exists a positive constant κ such that if M H 9 (R 2 ) ≤ κ, then (A.10) holds with C 0 independent of Ω.
Proof. We may suppose thatρ =μ =p = 1. Indeed, suitable change of variables enables us to have this. We first show that
where we have used (A.8) inderiving the last inequality. From the arbitrariness of φ ∈ C ∞ 0 (Ω R ′ ), we conclude (A.11).
We next show that
Applying Theorem IV.5.1 (see also Exercise IV.5.2) in [3] to the above problem, we have
where we have also used the Hölder inequality, (A.3), and (A.11) in deriving the last inequality. Hence, we conclude (A.12). Now we derive an estimate over the domain Ω\Ω R . Let us set
For any δ ∈ (0, 1), there exists R 0 = R 0 (δ ) > 1 such that if R/8 > R 0 , then
We show that
where δ 0 is a constant to be determined later. Multiplying the Stokes equation by the cut-off function (1 − χ R/2 (x)) and using the zero extension of (1 − χ R/2 )u and
In order to flatten the boundary, we introduce the following change of variables:
Using this, we have the following problem:
Applying Theorem IV.3.2 in [3] with (A.13) to the above problem, we have
+ h * H 1 (supp(1−χ R/2 )) + g * L 2 (supp(1−χ R/2 )) + u L 2 (supp∇χ R/2 ) + ∇u L 2 (supp(1−χ R/2 )) .
Let us now take δ 0 so small that
h * H 1 (supp(1−χ R/2 )) + g * L 2 (supp(1−χ R/2 )) + u L 2 (supp∇χ R/2 ) + ∇u L 2 (supp(1−χ R/2 )) .
Then changing the coordinate y ∈ R 3 + to the coordinate x ∈ Ω ′ R/8 and noting that supp(1 − χ R/2 ) ⊂ Ω and (1 − χ R/2 )(x) = 1 hold for x ∈ Ω\Ω R ⊂ Ω ′ R/8 , we have ∇ 2 u L 2 (Ω\Ω R ) + ∇p L 2 (Ω\Ω R ) Ω h * H 1 (Ω) + g * L 2 (Ω) + u L 2 (supp∇χ R/2 ) + ∇u L 2 (Ω) . Then estimating the right hand side by (A.3), (A.11), and the Hölder inequality, we obtain ∇ 2 u L 2 (Ω\Ω R ) + ∇p L 2 (Ω\Ω R ) Ω h H 1 (Ω) + g L 2 (Ω) + (u, pΩ 4R ) L 2 (supp∇χ R/2 ) + ∇u L 2 (Ω) Ω h H 1 (Ω) + g L 2 (Ω) + ε ∇ 2 u L 2 (Ω) +C ε ∇u L 2 (Ω) . Hence, we conclude (A.14).
From (A.12) and (A.14), we have (A.10) with k = 0 by taking ε small enough. Furthermore, one can show inductively for the case k = 1, 2 with aid of Theorem IV.3.2 and Theorem IV.5.1 in [3] which also discusses the estimate of higher order derivatives.
We next discuss the case M H 9 (R 2 ) ≪ 1. Using (3.35), we have the following problem: div y u = h + ∂ y 1 u · ∇ y M, −∆ y u + ∇ y p = g + Applying Theorem IV.3.2 in [3] with M H 9 (R 2 ) ≤ κ to the above problem, we have
. Let us take κ so small that
. Then changing the coordinate y ∈ R 3 + to the coordinate x ∈ Ω we conclude that
Furthermore, one can show inductively for the case k = 1, 2 with aid of Theorem IV.5.1 in [3] which also discusses the estimate of higher order derivatives. Proof. Note that problem (2.1) over Ω is equivalent to problem (3.37) over R 3 + . To complete the proof, let us consider problem (3.37) . It suffices to find the dataΦ # 0 (y) = (0, χ(y 1 )ψ 0 (y)) ∈ H 5 Now let us determine the fourth derivatives with respect to y 1 ofψ 0 . Usingφ t | t=0, y 1 =0 = 0 which comes from (3.37a) and (B.2), we simplify (B.1c) as
We compute necessary conditions for (∇φ t )| t=0, y 1 =0 , (∂ y 1ψ t )| t=0, y 1 =0 , and (∂ 2 y 1ψ t )| t=0, y 1 =0 . Ap-plying∇ to (3.37a) gives (∇φ t )| t=0, y 1 =0 = −(ρ 0 B∂ 2 y 1ψ 0 )| y 1 =0 = −(ρ 0 BA −1Ĝ )| y 1 =0 . Furthermore, applying ∂ y 1 to (3.37b) leads to (∂ y 1ψ t )| t=0, y 1 =0 = −{u b · ∇(x 1 − M)}∂ 2 y 1ψ 0 +ρ −1 0L ∂ y 1ψ 0 +ρ −1 0 ∂ y 1Ĝ | y 1 =0 .
Apply ∂ 2 y 1 to (3.37b) and use (B.2) and (ρũ 1 ) y 1 = 0 to obtain
.
Note thatL − A ∂ 2 y 1 does not have the second derivative operator ∂ 2 y 1 . Plugging these necessary conditions into (B.5), we see that the fourth derivative ofψ 0 must be
We notice that the right hand side can be expressed by a linear combination ofĜ and its derivatives with some coefficients given by the smooth functionsρ 0 (=ρ), A , B, A −1 , ∇M, ∇ 2 M, ∂ y 1 (ρ 0 U ) if we write explicitly ∂ y 1ψ 0 | y 1 =0 , ∂ 2 y 1ψ 0 | y 1 =0 , and ∂ 3 y 1ψ 0 | y 1 =0 by using (B.2) and (B.4). Using an extension theorem [4, Theorem 2.5.7] with (B.2), (B.4), and (B.6), we have a function ψ 0 satisfies (B.1). Indeed, the first three lines in (B.1) obviously follow from the above computations of the compatibility conditions. The last line in (B.1) can be also obtained by using the fact that all derivatives with respect to y 1 ofψ 0 are linear combinations ofĜ and its derivatives whose Sobolev norms are estimated by Cδ . The proof is complete.
