Abstract-It has become increasingly important to capture and understand the origins and derivation of data (its provenance).
gate the design optimality-whether provenance metadata should be loosely-coupled or tightly integrated with a file metadata storage systems. We consider two systems that have applied sim ilar distributed concepts to metadata management, but focusing singularly on kind of metadata: (i) FusionFS, which implements a distributed file metadata management based on distributed hash tables, and (ii) SPADE, which uses a graph database to store audited provenance data and provides distributed module for querying provenance. Our results on a 32-node cluster show that FusionFS+SPADE is a promising prototype with negligible provenance overhead and has promise to scale to petascale and beyond. Furthermore, FusionFS with its own storage layer for provenance capture is able to scale up to lK nodes on BlueGeneIP supercomputer.
I. INTRODUC TION
Scientific advancement and discovery critically depends upon being able to extract knowledge from extremely large data sets, produced either experimentally or computationally. In experimental fields such as high-energy physics datasets are expected to grow by six orders of magnitude [1] . In computational fields such as fusion science data will be output at 2 gigabytes/second per core or 2 petabytes/second of checkpoint data every 10 minutes [1] . This amounts to an unprecedented 110 rate of 3.5 terabytes/second. To extract knowledge from extremely large datasets in a scalable way, architectural changes to HPC systems are increasingly being proposed-changes that either reduce simulation output data [2, 3] or optimize the current flop to 110 imbalance [4, 5] . Many-Task Computing (MTC) [6, 7] was recently proposed as a new paradigm to bridge the gap between HPC and high throughput computing.
A primary architectural change is a change in the design of the storage layer, which is currently segregated from compute resources. Storage is increasingly being placed close to com pute nodes in order to help manage large-scale 110 volume and data movement [4, [8] [9] [10] , especially for efficient checkpoint ing at extreme scale [11] . This change in the storage layer has a significant resulting advantage-it enables simulation output data to be stored with the provenance metadata so that analysis can be easily verified, validated as well as retraced over time 978-1-4799-0898-1/13/$31.00 ©2013 IEEE steps even after the simulation has finished.
While this architectural change is being deemed neces sary to provide the much needed scalability advantage of concurrency and throughput, it cannot be achieved without providing an efficient storage layer for conducting metadata operations [12] . The centralized metadata repository in parallel file systems has shown to be inefficient at large scale for conducting metadata operations, growing for instance from tens of milliseconds on a single node (four-cores), to tens of seconds at 16K-core scales [12, 13] . Similarly, auditing and querying of provenance metadata in a centralized fashion has shown poor performance over distributed architectures [14] .
In this paper, we explore the feasibility of a general meta data storage and management layer for parallel file systems, in which metadata includes both file operations and prove nance metadata. In particular we experimentally investigate the design optimality-whether provenance metadata should be loosely-coupled or tightly integrated with a file metadata storage systems. To conduct this experimental evaluation, we consider two systems that have applied similar distributed concepts to metadata management, but focusing singularly on kind of metadata: (i) FusionFS [15] , which implements a distributed file metadata management based on distributed hash tables, and (ii) SPADE [16] , which uses a graph database to store audited provenance data and provides distributed module for querying provenance.
Both FusionFS and SPADE are good choices for investigat ing the metadata storage design problem since both systems have similar manifestation of distributed concepts towards storing their individual metadata: (1) FusionFS provides a POSIX interface which makes a perfect corresponding for SPADE user-level file system (FUSE-based) provenance col lection; (2) both systems work in a decentralized way thus actively exploiting the resources at each node. This paper first introduces the SPADE+FusionFS version of provenance-aware distributed file system, that aims to offer excellent scalability while retaining the provenance overhead negligible in traditional clusters. Some preliminary results of SPADE+FusionFS have been published in [17] . This paper then investigates using Zero-hop Distributed Hashtable (ZHT) [18] as the underlying storage system for provenance. ZHT is currently used to store file metadata in FusionFS and provides the following features that makes it a desirable choice to store provenance: (1) excellent storage load balancing; (2) light-weighted and fast; (3) excellent scalability; (4) be able to provide a global view of provenance that aims to provide provenance capture and management in petascale and exascale. We term the ZHT-backed provenance system as FusionProv.
Our results on a 32-node cluster show that Fu sionFS+SPADE is a promising prototype with negligible provenance overhead and has promise to scale to petascale and beyond. FusionFS on its own, has shown to scale to lK nodes [15] , and its design has been architected to scale to IM nodes, i.e. exascale. Fu s i onP rov has a similar performance on provenance capture compared with SPADE+FusionFS on traditional Linux clusters while beating SPADE in query exe cuting time. FusionProv is able to scale up to lK nodes on BlueGene/P supercomputer. Its light-weight implementation in C++ and global views account for its high performance.
In summary, this papers has the following contributions:
• Design and implement FusionProv, a distributed provenance-aware file system,
•
Propose a hybrid coarse/fine grained approach to min imize the amount of provenance data captured while maintaining provenance granularity and detail
Evaluate the performance at up to lK-node scales (po tentially the largest data provenance evaluation to date)
The remainder of this paper is organized as follows. We review some related work in Section 2. Section 3 describes the building blocks of the two provenance systems. We present the design and implementation of FusionFS+SPADE and Fu sionProv in Section 4. Section 5 evaluates both systems. We conclude this paper and discusses the future work in Section 6.
II. RELATED WORK
As distributed systems become more ubiquitous and com plex, there is a growing emphasis on the need for track ing provenance metadata along with file system metadata. A good review is presented in [19] . Many Grid systems like Chimera [20] and the Provenance-Aware Service Ori ented Architecture (PASOA) [21] provide provenance tracking mechanisms for various applications. However these systems are very domain specific and do not capture provenance at the file system level. The Distributed Provenance Aware Storage System (DPASS) tracks the provenance of files in a distributed file system by intercepting file system operations and sending this information via a netlink socket to user level daemon that collects provenance in a database server [22] . The provenance is however, collected in a centralized fashion, which is a poor design choice for distributed file systems meant for extreme scales. Similarly in efficient retrieval of files, provenance is collected centrally [23] .
PASS describes global naming, indexing, and querying in the context of sensor data [24] . PA-NFS [25] enhances NFS to record provenance in local area networks but does not consider distributed naming explicitly. SPADE [16] addresses the issue by using storage identifiers for provenance vertices that are unique to a host and requiring distributed provenance queries to disambiguate vertices by referring to them by the host on which the vertex was generated as well as the identifier local to that host.
Several storage systems have been considered for storing provenance. ExSPAN [26] extends traditional relational mod els for storing and querying provenance metadata. SPADE supports both graph and relational database storage and query ing. PASS has explored the use of clouds [24] . Provbase uses Hbase to store and query scientific workflow provenance [27] . Further compressing provenance [26] , indexing [14] and optimization techniques [28] have also been considered. However, none of these systems have been tested for exascale architectures. To give adequate merit to the previous designs we have integrated FusionFS with SPADE as well as consid ered FusionFS's internal storage system for storing audited provenance.
III. BUILDI NG BLOCKS

A. FusionFS
FusionFS is a new distributed file system designed from the ground up for high scalability (lK-nodes) while achieving significantly higher VO performance (1.02 TB/sec). FusionFS achieves these levels of scalability and performance through complete decentralization, and the co-location of storage and compute resources. It supports POSIX-like interfaces impor tant for ease of adoption and backwards compatibility with legacy applications. It is made reliable through data replica tion, and it supports both strong and weak consistency seman tics. FusionFS has been deployed on a variety of testbeds, ranging from a 32-node (256-cores) Linux cluster, to a 96-VM virtual cluster on the Amazon EC2 cloud, to a lK-node (4K-cores) IBM BlueGene/P supercomputer with promising results, when compared to other leading storage systems such as GPFS, PVFS, HDFS, and S3.
A high-level structure of FusionFS is illustrated in Figure 1 . Each compute node plays the same role in FusionFS and ev erything is completely decentralized. These compute nodes are normally interconnected by some high performance network (e.g. 3-D torus InfiniBand in IBM Blue Gene/P). The high bandwidth of the node-to-node communication is crucial to the success of FusionFS. It is a service that handles data transfer. The data management and metadata man agement are completely decoupled, aJlowing different strategies for each. For example, metadata should be randomly distributed on many nodes to achieve good load balance, but data should be located on nodes in proximity of the application reading or writing the data, maximizing its locality. This independence makes FusionFS scaJable on both metadata throughput and 110 throughput. 7) Local Storage: We assume there is a high performance persistent storage (e.g. SSD) attached to each compute node. It helps exploit data 10caJity, and is particularly useful for data-intensive distributed systems [30] .
The software stack of FusionFS is shown in Figure 2 . Two services (metadata, data transfer) are on top of the stack, that are supported by FusionFS Core and FusionFS Utilities interacting with the kernel FUSE module. As shown in Figure 3 , ZHT has a similar ring-shaped look as the traditional DHT [9] . The node IDs in ZHT can be ran domly distributed across the network. The correlation between different nodes is computed with some logistic information like IP address, for example. The hash function maps a string to an ID that can be retrieved by a lookup( k) operation at a later point.
There are multiple choices of distributed hash table (DHT) available, e.g. Memcached [36] and Dynamo [37] etc. We chose ZHT as the underlying distributed hash table because it has some features that are critical to the success of FusionFS. As summarized in Table I , ZHT has many advantages, such as being implemented in CIC++, having the lowest routing time, and supporting both persistent hashing and dynamic membership. To migrate data across different nodes, we need a data transfer service that is efficient, reliable and light-weight. User Datagram Protocol (UDP) is efficient in transferring data, but is an unreliable protocol. Transmission Control Protocol (TCP), on the other hand, is reliable but has a relatively lower efficiency. Ideally, a hybrid UDP/TCP protocol might be best; essentially a protocol that is both reliable and efficient.
We have developed our own data transfer service caJled FDT (Fast Data Transfer) with APIs provided by UDP based Data Transfer (UDT) [38] , which is a reliable UDP based application level data transport protocol for distributed data-intensive applications, UDT adds its own reliability and congestion control on top of UDP which thus offers potentially higher speed than TCP under certain conditions,
SPADE is a software infrastructure for data provenance col lection, management, and analysis, Different operating system level reporters facilitate provenance collection, The underlying data model is graph-based, consisting of vertices and directed edges, each of which can be labeled with an arbitrary number of annotations (in the form of key-value pairs), These annota tions can be used to embed the domain-specific semantics of the provenance. The SPADE system decouples the production, storage, and utilization of provenance metadata, as illustrated in Figure 4 . At its core is a provenance kernel that mediates between the producers and consumers of provenance informa tion, and handles the persistent storage of records. The kernel handles buffering, filtering, and multiplexing incoming meta data from multiple provenance sources. It can be configured to commit the elements to multiple databases, and responds to concurrent queries from local and remote clients. 
IV. DE SIGN AND IMPLEMENTATION
A. SPADE+FusionFS: SPADE Extension with FusionFS i) Design: The architecture of SPADE+FusionFS inte gration is shown in Figure 5 . Each node has two services installed: FusionFS service and SPADE service. One service type can only communicate to the other type on the local node. That is, a SPADE service only communicates with its local FusionFS service, and vice versa. For services of the same type (e.g. FusionFS ¢? FusionFS, SPADE ¢? SPADE), they are free to talk to others remotely.
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Fig. 5. FusionFS+SPADE architecture overview
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In order to make the collected provenance compliant to the Open Provenance Model (OPM), when there is a network transmission, SPADE creates a "dummy" FusionFS process vertex to connect two artifacts: a file vertex and a network ver tex. We call it a "dummy" process because clients do not need to be concerned with this process when querying provenance; it is just a symbol to indicate the network transmission is triggered by FusionFS in OPM. Figure 6 shows how a network transmission is represented.
2) implementation: The key challenge of the proposed work is how to seamlessly integrate SPADE and FusionFS. All communication between these two services is implemented with TCP. Asynchronous communication is not used because of the short life cycle of some processes. SPADE collects parts of the process information based on system files under directory /proc/pid. If a process starts and terminates too fast for SPADE to catch, there would be provenance loss. Therefore it is critical to keep synchronous communication between SPADE and FusionFS, at least while the two systems are completely decoupled. We hope to address this in future work with a tighter integration between FusionFS and SPADE.
Most communication between SPADE and FusionFS con sists of simple operation bindings. For example, FusionFS write operation invokes SPADE to collect write provenance for this operation. However, as a distributed file system, FusionFS sometimes needs to migrate files between nodes. The original network provenance collection in SPADE is not optimized for FusionFS. So we make some customization to the network provenance collection to fully hide unnecessary provenance data outside FusionFS.
3) File-Level vs. Block-Level: One common practice in file manipulations is to split (large) files into blocks to improve the space efficiency and responsive time. However, for the purpose of provenance, it is less interesting to keep track of file traces at the block level: in most cases, a file-level provenance would Figure 7 illustrates how we integrate FusoinFS and ZHT to support distributed provenance capture at the file system level. Provenance is firstly generated in the FUSE layer in FusionFS, and then is cached in the local provenance buffer. And at a certain point (e.g. when the file is closed), the cached provenance will be persisted into ZHT. Users can do query on any node of the system using a ZHT client. Table II shows what is captured for the graph vertex in the distributed provenance store. Basically there are two different vertex types being tracked of: file and process. In other words, we are interested in which file(s) have been touched by which process(es). And we maintain a linked list for the tree topology in ZHT.
We provide a set of APIs to allow users plug their own implementations for the provenance they are interested in. Some commonly used APIs are listed in Table III . Note that for file creation, there is no need to save the provenance in the local buffers because it only touches the metadata (rather than the file/process). Therefore this information is directly stored in the underlying metadata storage (i.e. ZHT).
We implement a light-weight command-line tool that end users can use to query the provenance, in the following syntax: 
V. EVALUATION
We have deployed the distributed provenance-aware file system on lK-node IBM BlueGene/P supercomputer In trepid [34] . We also evaluated both the distributed and SPADE extended systems on a 32-node cluster, where each node has two Quad-Core AMD Opteron 2.3GHz processors with 8GB memory. All nodes are interconnected by 1 Gbps Ethernet. All experiments are repeated at least 3 times to obtain stable results (i.e. within 5% difference).
A. SPADE + FusionFS i) Single-Node Throughput: We first measured the perfor mance of provenance collection within FusionFS on a single node. A client reads/writes a 100MB file from/to FusionFS. We compare the performance between fine-grained and coarse grained provenance collection with different block sizes. The benchmark we used is IOZone [39] , which is carefully tuned to avoid operating system cache. Figure 9 and Figure 10 show that a fine-grained provenance collection introduces a high overhead. Even though a larger block size could reduce the overhead to some degree, the number is still significantly high (i.e. around 75%), compared to coarse-grained provenance (i.e. less than 5%). This is expected since a bigger 110 block size results in fewer 110 runs, which further involves less time to collect provenance (SPADE 2) Multi-Node Throughput: In the 32-node cluster, multiple clients read/write distinct files from/to FusionFS. The file size is set to 100MB and the 110 block size is set to 128KB.
In Figure 11 , a coarse-grained provenance collection shows a much better performance than the fine-grained counterpart (consistent with the single-node benchmark results). Both fine-grained and coarse-grained provenance show excellent scalability with linear increase in performance. This can be explained by two facts: (1) SPADE only collects provenance of the local node, and (2) FusionFS scales linearly with respect to the number of nodes by getting high data locality in the data access pattern evaJuated. We have evaluated FusionFS (without SPADE) at scaJes of up to IK nodes on a IBM BlueGene/P supercomputer with similar excellent results. We will conduct larger scale experiments of FusionFS+SPADE in future work. We are interested in the query time of the provenance of a particular file that has been read by multiple remote nodes. This write-once-read-many is a very frequent pattern in the context of a distributed system. The query is shown in the following format:
query lineage descendants vertex -id 100 null filename: test.file.name
Since SPADE (with version) does not support executing sub-query in parallel, the totaJ query time increases as it scales up. However, according to Figure 12 , with different scales from 2 to 32 nodes, the average per-node query time is about constant, indicating that adding more nodes will not put more burden to the provenance system. This is expected, since the underlying FusionFS has an excellent scalability and SPADE on each node adds negligible overheads locally. We compare the throughput of the distributed provenance capture to the SPADE+FusionFS implementation in Figure 13 . The ZHT-based throughput is comparable to both the pure FusionFS and the coarse-grained SPADE+FusionFS implementations. This result suggests that, even though there is network overhead involved in distributed provenance capture, the cost is about negligible. ....
• FusionFS 2) Provenance Query: Similarly to throughput, we also compare the query time of different implementations. Fig  ure 14 shows that even on one single node, the ZHT-based implementation is much faster than SPADE (0.3 Sms vs. Sms). At 32-node scale, the gap is even larger result in lOOX difference (108ms vs. 1162Sms).
I . 3) Scalability: We have scaled the distributed provenance system up to lK-node on IBM BlueGene/P. Figure IS shows that the provenance overhead is relative small even on 1 K nodes (14%). Similarly, we report the query time and overhead on the same workload at large scale (i.e. lK nodes) in Figure 16 , which shows that the overhead at lK-nodes is about 18%. 
�
This paper explores the feasibility of a general metadata storage and management layer for parallel file systems, in which metadata includes both file operations and provenance metadata. Two systems are investigated (1) FusionFS, which implements a distributed file metadata management based on distributed hash tables, and (2) SPADE, which uses a graph database to store audited provenance data and provides dis tributed module for querying provenance. Our results on a 32-node cluster show that FusionFS+SPADE is a promising pro totype with negligible provenance overhead and has promise to scale to petascale and beyond. Furthermore, FusionFS with its own storage layer for provenance capture is able to scale up to lK nodes on BlueGene/P supercomputer. As for the future work, we plan to integrate the Swift parallel programming system [40] to deploy real scientific applications [41, 42] on FusionFS+SPADE and FusionProv, as well as continue to scale FusionFS/FusionProv towards petascale levels.
