Data have been utilised in production research in meaningful ways for decades. Recent years have offered data in larger volumes and improved quality collected from diverse sources. The state-of-the-art data research in production and the emerging methodologies are discussed. The review of the literature suggests that production research enabled by data has shifted from that based on analytical models to data-driven. Manufacturing and data envelopment analysis have been the most popular application areas of data-driven methodologies. The research published to date indicates that data mining is becoming a dominant methodology in production research. Future trends and opportunities for data-driven production research are presented.
Introduction
Data have been used in production research since its infancy. For example, the very first paper included in the inaugural issue of the International Journal of Production Research (Kendrick 1961 ) discussed prediction of service needs for automotive components based on the historical component return data. Naturally, in today's standards the data-sets used for research decades ago were small due to the limited data collection and storage ability (Davenport and Dyché 2013) . The methodologies to conduct research did not face much difficulty in processing the data as the volumes were generally limited. The main challenges facing the use of data in production research in the early times were in data scarcity and time-lapse (Ngai et al. 2017) .
The emergence of the computing and storage technology has positively impacted the quality and quantity of the data. The modern era data are stored in relational databases (Hoffer 2011) , supervisory control and data acquisition (SCADA) systems (Boyer 2009 ) and data warehouses using cloud computing as one of the preferred solutions (Buyya et al. 2009 ). The wider variety and greater volumes of data allow researchers and practitioners to develop better understanding of the issues facing production systems, forecast demands, monitor and control production processes, optimise production decisions and derive insights into production management.
Owing to the advanced information technologies, the data collected by enterprises can be enormous, often referred to as big data. Big data not only is about the volume (Kitchin 2014) , but also has other characteristics such as variety, velocity and veracity (Jin et al. 2015) . According to the McKinsey Global Institute report (Manyika et al. 2011) , big data implies volumes exceeding the capability traditional database software tools to capture, store, manage and analyse.
While data have been essential for production research, it appears that comprehensive studies of its use and importance are scarce. Measuring the use and significance of data in production research is not easy. A meaningful research project involves a thorough analysis of the research landscape. For the purpose of this paper, the data extracted from the journals included the Taylor & Francis Online library are considered to reflect its use of data in various production research topics (see in Table 1 ).
All topics in Table 1 , but topic 1, have been selected based on the scope of the International Journal of Production Research (IJPR). Topic 1 'data' were used as a reference to the remaining 25 production topics. The Taylor & Francis Online digital library was searched on the keywords included in each topic to provide the entries in the third column of Table 1 . Each entry is the number of published papers that include the corresponding keywords. The topics in Table 1 are sorted in the descending order of the number of published papers. It has been determined that if the keyword 'data' would be ignored, the number of the published papers would be larger, however, the order of the topics would remain the same.
What Can Be Learned From the Data in Table 1 ?
The number of published papers in Table 1 indicates the magnitude of references made to the keyword 'data' in the context of the corresponding topic. In no way this number reflects importance of any topic, rather it reflects its coverage in the journals captured in the Taylor & Francis Online library. The topics have the following characteristics:
(a) They may vary in the granularity and features of the library, (b) They could overlap, (c) A topic with a higher number of papers may include less prominent topics.
It may be reasonable to assume that the importance and the volume of data in the domain associated with a topic may be positively correlated to the number of papers published. The 'production' topic (No. 2) has the largest coverage measured in the number of published papers and therefore it is selected to review the past developments and trends in data research and applications.
Thus, the goals of this review paper are to:
• identify the trends of production data research;
• review the past production data research; and • discuss and explore future opportunities.
The organisation of the paper is as follows. Section 2 analyses the trends in the usage of data in production research. Section 3 reviews the past developments of production research enabled by data. The most recent developments of production data research are reviewed in Section 4. Section 5 offers discussion of the literature and future research directions. Section 6 concludes this paper.
Trends in the usage of data in production research
The goal of this section is to review the papers published in IJPR to gain insights into the trends in the usage of data in production research. The number of papers published in IJPR (as of 29 September 2017) since its inception with the Production analysis data 1,068,781 5.
Process control data 945,720 6.
Process modelling data 925,045 7.
Human factors data 610,570 8.
Quality control data 595,171 9.
Group technology data 583,236 10.
Production planning data 522,807 11.
Facility location data 236,592 12.
Design for manufacturing data 224,673 13.
Production scheduling data 148,389 14.
Process word 'data' in the title or as a keyword is plotted in Figure 1 . In total, 289 papers have been identified. Note that keywords of the IJPR papers were introduced in 2004, which could potentially underestimate the trend if the title would not reflect the data use. Nevertheless, Figure 1 provides insights into the usage of data in production research. Before 1990, production research based on data was rather sporadic; it became a regular, but not a major topic, in the period from 1990 to 2004; and it intensified since 2005. In the recent years, it has become a widely researched topic. The years 2006, 2010 and 2017 had experienced significantly more papers published relevant to data. This could be due to the special issues focused on the topics related to data research: 'Data mining and applications in engineering design, manufacturing and logistics' (Feng and Kusiak 2006) , 'RFID technology and applications in production and supply chain management' (Ngai 2010) and 'Using big data to make better decisions in the digital economy' (Tan et al. 2017) .
To identify the most popular topics on data research in production, tag clouds from the keywords of 289 papers for four different periods -2005 periods - -2009 periods - , 2010 periods - -2013 periods - , 2014 periods - -2016 periods - and from 2017 . These time intervals were chosen in a way that: (i) the keywords were available in the corresponding years and (ii) the number of papers published with the word 'data' in the title or as keywords was about equal. The size of each word in Figures 2-5 is directly proportional to its frequency. Note the following: (i) the word 'data' was removed from the tag clouds as it was popular in all papers of focus, (ii) the common words ('a', 'the', 'of', 'for', etc.) have been removed and (iii) stemming to group words originating from the same 'word' (e.g. 'manufacture' and 'manufacturing' were grouped to the same word) was performed. The following observations are made based on Figures 2-5:
(1) 'Manufacture/manufacturing ', 'analysis', 'envelopment', 'mining', 'process', 'system', 'product', 'model', 'design' and 'management' have been consistently used as keywords since 2005; (2) The word 'big' has emerged in the recent years, largely in the context of 'big data';
(3) Data from online platforms and social media (as reflected from the words 'online' and 'social') have become emerging forms of data in production research; (4) 'Prediction' has become an emerging topic in the recent data research.
(5) The interests in 'neural network' research has grown recently.
To better understand the trends in production data research, the relative frequency of each topic, defined as the number of papers with the keyword topic divided by the total number of papers published in the period, is computed. The relative frequency of the topics 'mining ', 'process', 'system', 'product', 'model', 'design' and 'management' were quite stable during the four periods, suggesting their consistent popularity. Figure 6 presents the relative frequency of selected topics that exhibit interesting trends:
(1) 'Manufacturing' was observed to lose popularity from 2005 to 2016, but has attracted more attention in 2017;
(2) The word 'control' has become less popular over the years; (3) 'Envelopment' or 'DEA' (data envelopment analysis) was a consistently used keyword until 2016, but became less popular starting from 2017; (4) While 'analysis' is still a keyword, it has become less popular from 2017. Meanwhile, the word 'analytics'
(which is often interpreted as the use of advanced mathematical, statistical or computational methods for the discovery of knowledge or insights from large data-sets) has become an emerging keyword in the recent years.
These observations offer insights into the trends in production data research over the past 12 years:
(1) The general goal of the research conducted over the 12-year period was consistentto analyse and improve the 'process', 'system', 'product', 'design' and 'management' in the context of 'manufacturing'; (2) 'Modelling' research was consistently popular, but the models have shifted from analytical and less data-intensive (e.g. DEA) to more data-intensive approaches (e.g. data mining); (3) The goal of data research in recent years had transformed from more focused on 'control' to the discovery of meaningful insights (i.e. analytics) from large volumes of data (i.e. big data). The data research will likely result in more accurate prediction models; (4) Other forms of data became available (e.g. from online platforms and social media) due to the advancement of technologies and could be incorporated in production research. The above observations and insights have provided motivation to review the past developments in production data research and to explore the future opportunities in this domain.
Past developments
In this section, the past developments (the period between 1961 and 2013) in the usage of data in production research are discussed. As indicated in Figure 1 , the usage of data in production research has drawn more attention since 2000. Thus, the introduction and growth stages are defined as the periods between 1961 and 1999, and between 2000 and 2013.
Introduction stage: the 1961-1999 period
At the introduction stage, methodologies developed and applied in production research were largely analytical. Due to the limited capability to collect and process data, the usage of data was often not a primary focus but rather to estimate parameters of the analytical models. Since the variety and volume of data in the period were manageable, the focus of research was mainly to develop the theory to demonstrate the effectiveness of the methodologies. The computational complexity implied by the data was not an issue.
The review of the past developments of production data research begins with the very first paper by Aberg (1967) , among the 289 papers identified in the title and keyword search. The author studied the sampling and observational errors of work element time and conducted statistical analysis of the data. In the 1970s, papers on exponential smoothing in process control (e.g. Wortham 1972 ), estimation of learning curves (e.g. Towill 1973 ) and exponential smoothing on learning curve data (e.g. Towill 1977) were published. These papers mainly dealt with the time series data that were not intensive. At the very beginning of the introduction stage, development of statistical and forecasting methods was the focus.
In the 1980s, data utilisation in production research was still rare. Notable applications include the generation of data at a numerically controlled machine tool for the design of free-form surfaces (e.g. Broomhead and Edkins 1986) and the groupability of a data-set for the adoption of group technology (e.g. Chandrasekharan and Rajagopalan 1989) . The utilisation of data was focused on assisting in product design and enhancing manufacturing.
In the 1990s, production research with the focus on data was regularly conducted and the applications became more diverse. One of the most popular aspects involving the use of data was group technology. Some of the examples were machine-component grouping (e.g. Kusiak 1987; Gupta and Seifoddini 1990) , development of quantifiable measures for grouping with fuzzy features (e.g. Ben-Arieh and Triantaphyllou 1992), production sequence data for cell formation (e.g. Nair and Narendran 1998) and cell formation with the use of ordinal and ratio-level data (e.g. Nair 1999) . In these applications, the data was used to compute similarity measures for grouping decisions. Clustering was a widely applied solution approach in group technology. Another aspect of data research during this period was performance monitoring or control of processes (e.g. Kim and Kolarik 1992; Kanagawa, Tamaki, and Ohta 1993; Hwarng 1995; Shore 1998) . Data were deployed to construct control charts in most of these applications. Papers on the enhancement of manufacturing systems were published, e.g. the use of data in support of flexible manufacturing systems (e.g. O'Keefe and Haddock 1991) and identification of best operating practices in cellular manufacturing systems (e.g. Talluri, Huq, and Pinney 1997) . Brunn (1999a, 1999b) addressed the issue of inaccurate data in a job shop environment and proposed scheduling rules to improve the system performance. Research on construction of surfaces with coordinate measuring data in production processes (e.g. Lee, Chen, and Lin 1990; Chiang and Chen 1999) is also noted.
In summary, at the introduction stage, the domains of focus included: product design, operational efficiency enhancement and process control. The data usage was rather standard, e.g. estimation of parameters of analytical models and as input for statistical models. The volume and variety of data utilised were limited due to a small number of variables involved. The primary goal of the research was to demonstrate the effectiveness of the solution methodologies. The data utilised in the research came from industry or were imulated. Due to the limited variety of data and the data sources, the data-sets were well-organised and were easy to manage. Research challenges did not arise from data processing but the methodologies.
Growth stage: the 2000-2013 period
Since 2000, production research enabled by data was expanding. Table 2 provides the list of papers published in IJPR from 2000 to 2013 with the word 'data' in the title or as keyword and over 30 citations (according to CrossRef citations, as of 29 September 2017). In total, 19 papers were retrieved. The number of citations can be regarded as an indicator of the popularity of the research and its impact.
Data envelopment analysis
Data envelopment analysis (DEA), aiming at the measurement of product efficiency with empirical data, appears to be one of the most widely researched topics. As observed in Table 2 , 7 out of these 19 papers were relevant to DEA. The paper by Wu and Olson (2010) has been most highly cited among these 19 papers. The authors proposed the concept of value-at-risk (VaR) in vendor selection. Their approach aimed at addressing the enterprise risk management. For further discussion on the paper, the reader is referred to Wei and Wang (2011) and a response from the authors (Wu and Olson 2011) . In their earlier paper, Wu and Olson (2008) had studied a vendor selection problem where the estimated measures were not precise. Sevkli et al. (2007) applied an envelopment analytic hierarchy process methodology to improve decisions in supplier selection. Wang, Chin, and Leung (2009) addressed some issues of the DEA methodology proposed by Sevkli et al. (2007) . Wu and Blackhurst (2009) proposed an augmented DEA for evaluating and ranking suppliers. Kuo and Lin (2012) developed an analysis network process and an envelopment analysis approach to select suppliers, with the consideration of environmental factors. Other papers that adopt DEA for vendor or supplier selection include Talluri, Narasimhan, and Viswanathan (2007) , Dotoli and Falagario (2012) , Zhang, Lee, and Chen (2012) and Parthiban, Zubar, and Katakar (2013) . The number of the papers published and the citations of the papers on vendor or supplier selection using DEA suggest that the data use in this type of research was rather wide.
The remaining two of the seven papers on DEA in Table 2 studied other aspects of production. Wan and Frank Chen (2008) , developed a leanness metric based on DEA to quantify the impact of lean initiatives on process improvement in manufacturing systems. Sun (2002) applied DEA to evaluate computer numerically controlled machines and identify a homogeneous set of good systems. Other applications of DEA include: • evaluation of environmental and economic performances of small-and medium-sized enterprises (Sarkis and Dijkshoorn 2007); • performance ranking of firms ; • assessments of allocation of resources (Chang, Kuo, and Chen 2008) ; • production performance assessment (Franklin Liu and Cheng Liu 2008; Bayraktar et al. 2010; Wang, Ho, and Oh 2010) ; • performance evaluation of entities in supply chains (Li and Dai 2009; Lu and Hung 2010) ; • technology selection Foroughi 2012) ; • effect assessment of corporate social responsibility on firms' performance (Lu, Wang, and Lee 2013) ; and • maintenance planning (Azadeh et al. 2013) .
The primary applications of DEA were relevant to performance assessment with the ultimate goal to support decision-making in the selection process. DEA gained more maturity in this time period, with its early applications in production research found in the 1990s (e.g. Talluri, Huq, and Pinney 1997) . Thus, DEA was one of the most popular topics of data research in production, as indicated by the number of papers published and their citations.
Data-driven algorithms
Fuelled by advances in information and communication technologies (ICT) around 2000, wider variety and greater volumes of data could be collected and managed. The structure and format of data-sets became more complex and heterogeneous. Traditional statistical approaches faced the challenge of high dimensionality and interactions among the variables. Analytical models, which were developed based on prior knowledge of the systems and underlying phenomena, were not well suited to represent the relationship between many variables. The data-sets consisting of large numbers of measurements enabled researchers to revisit the use of the detailed data to benefit production research.
Data-driven approaches allow discovery of non-trivial patterns from data. Data mining algorithms are the primary model and knowledge discovery tools. Their developments and usage in production inexperience the growth stage. The growing trend of applications of data mining in production research can be illustrated with the IJPR special issue 'Data Mining and Applications in Engineering Design, Manufacturing and Logistics', edited by Feng and Kusiak (2006) .
The data-driven approaches followed data envelopment analysis (DEA) as the second most popular topic, listed in Table 2 . Among the papers in Table 2 , 5 of 19 papers were relevant to data mining (if DEA is not considered as one of them). Manikas et al. (2017) analysed research methods adopted by the authors of the papers published in IJPR and concluded that data mining methods have gained higher popularity over time in production research. The applications of data mining approaches in production research are diverse. Agard and Kusiak (2004) proposed a two-stage approach with data mining techniques for the design of product families, where the first stage was for customer segmentation and the second stage was for identification of the source of the requirement's variability. Shao et al. (2006) integrated data mining tools, more specifically, clustering and association rule mining, with variable precision rough set to link customers with sets of product specifications and associate the specifications with configuration alternatives. They used a case study of an electrical bicycle to demonstrate the performance of their methodology. Li, Chang, and Ni (2009) proposed a data-driven approach utilising information about production line blockage, starvation probabilities and buffer content records, to identify bottlenecks in manufacturing systems. In a later paper, Li (2009) extended the research to a more complex manufacturing setting. Kusiak (2006) proposed a new data-driven framework to leverage knowledge for decision-making in manufacturing and service systems. He introduced the basic concepts of machine learning and data mining in production research. He also discussed data-driven industrial, medical and pharmaceutical applications. Song and Kusiak (2009) applied a data mining approach to address the issues of product diversity and complexity. They utilised historical sales data to derive rules to determine sub-assemblies and product configurations. Other applications that have adopted data mining in production research include:
• enterprise modelling based on knowledge discovery (Neaga and Harding 2005) ; • reduction of risk of having defective products by association rules (Da Cunha, Agard, and Kusiak 2006) ; • condition-based maintenance by data fusion techniques (Raheja et al. 2006) or competitive learning and hidden Markov Model (Chinnam and Baruah 2009); • design of activity knowledge acquisition by a function-based design operation-mining algorithm (Jin and Ishino 2006) ; • discovery of relationships between product attributes and causes of failure with an association rule generation algorithm (Buddhakulsomsiri et al. 2006 );
• identification of defects or flaws by image processing based on data mining (Dengiz, Smith, and Nettleship 2006; Noh et al. 2010 ) and integrated association rule and rough sets (Wang, Wang, and Lee 2006) ; • technology mining (Hou and Yang 2006 ); • retrieval of information about manufacturing processes using a rough set approach ); • web mining for web-based design and manufacturing (Caramia and Felici 2006) ; • prediction of preferred suppliers by rough set theory, support vector machines and feature selection ); • detection of changes in distributions of process characteristics (Li, Runger, and Tuv 2006) ; • detection of churn activities by a functional mixture model (Qian, Jiang, and Tsui 2006) or with clustering and fuzzy algorithms (Abbasimehr, Setak, and Soroor 2013); • manufacturing control by actionable data mining (Braha, Elovici, and Last 2007) ; • determination of parameters of multiple input multiple output processes with neural networks (Wong, Su, and Hsieh 2007) ; • manufacturing cell formation by uncertain association rule mining (Liu et al. 2009 ); • determination of dispatching decisions by neural networks (Shiue 2009 ), decision tree (Metan, Sabuncuoglu, and Pierreval 2010) or machine learning (Guh, Shiue, and Tseng 2011) ; • house of quality analysis based on a rough set algorithm ; • estimation of circuit board assembly times with logic programming (Vainio et al. 2010 );
• supplier base management based on rough set theory (Parmar et al. 2010 );
• optimisation of manufacturing processes by a rule induction method (Kwak, Kim, and Lee 2010) ; • module selection by pattern extraction and entropy maximisation (Da Cunha, Agard, and Kusiak 2010); • selection of manufacturing technologies with a fuzzy decision tree (Evans et al. 2012) ; and • workforce scheduling using association rules (Kim and Nembhard 2013) .
Based on the published literature, neural networks, association rule algorithms, clustering techniques, rough set theory, feature selection were the most popular approaches to tackling the production problems. Different from the conventional production data research, data-driven approaches have the capability to process large volumes of data.
Control charts
Two of the papers in Table 2 studied the construction of control charts. Skinner, Montgomery, and Runger (2003) proposed a deviance residual-based monitoring scheme to detect a shift in the mean of Poisson counts. They showed that their methodology outperformed a C chart. Jeong, Lu, and Wang (2006) proposed a wavelet-based statistical process control procedure for detecting abnormal events using functional data in manufacturing processes. The adoption of datadriven techniques as a part of research is noted. For example, Chien, Hsu, and Chen (2013) integrated spatial statistics and neural networks to detect wafer bin map defect patterns. Other developments of control charts include:
• design of X charts (e.g. Chou, Chen, and Liu 2001) ; • construction of control charts from linguistic data (e.g. Yu, Low, and Cheng 2003) ; • estimation of out-of-control rates due to assignable causes process improvement (e.g. Bischak and Silver 2004) ; • special cause control charts (e.g. Wang 2005); • semiconductor machinery control (e.g. Chen et al. 2005 ); • exponentially weighted moving average chart with transformed exponential data (e.g. Liu et al. 2007) ; and • comparison of control charts for functional data (e.g. Colosimo and Pacella 2010).
Miscellaneous applications
The remaining of the papers of Table 2 addressed multiple aspects of production research. Forza and Salvador (2008) discussed the importance of the integration of product configurations, product data management and customer relationship management systems and proposed sales and technical configuration models for product configuration systems. Brintrup, Ranasinghe, and McFarlane (2010) used the seven Toyota manufacturing wastes to provide a toolset in support of RFID establishing a lean manufacturing environment. While the remaining three papers utilised data in their studies, data were not the main focus. Quariguasi Frota Quariguasi Frota proposed optimisation models to ensure closed-loop supply chains remained sustainable. The environmental impact databases and life cycle data were utilised in their study. Hasani, Zegordi, and Nikbakhsh (2012) considered a closed-loop supply chain network design prob-lem with uncertain interval data. They proposed an interval robust optimisation approach to tackling the problem. Jayaswal and Adil (2004) presented a problem of cell formation in manufacturing with the consideration of sequence data, machine replications and alternative process routings. They proposed a hybrid algorithm of simulated annealing and local search heuristics to tackle the problem.
In summary, while DEA was the most popular approach, data-driven techniques had become an emerging topic, and their applications began rapidly growing since 2000. The techniques and applications of data-driven approaches in production research were diverse, as reflected by the papers reviewed in this session.
Recent developments
The goal of this section is to review the recent developments (the period from 2014 to present) of production data research and to classify the research into main areas. Discussion and future directions are provided in Section 5. Based on the literature review, the data research conducted in production has been classified into three major areas: manufacturing, supply chain management and customer research.
Manufacturing
In Section 2, manufacturing has been identified as one of the major research topics involving data. This is supported by the large number of papers published in this area. The recent years have seen significant progress in the capture of process data. Manufacturing processes have become more effective and responsive, and smarter. Smart manufacturing is emerging as a new research topic, and its success is closely tied to big data (Kusiak 2017 (Kusiak , 2018 . Modelling manufacturing processes with the utilisation of data can 'save money, energy and materials' (Kusiak 2017) . For an overview of smart manufacturing, the reader may consider the papers by Kang et al. (2016) , Kusiak (2017 Kusiak ( , 2018 , Mittal et al. (2017) . The recent developments on data-enabled manufacturing applications are presented next. 4.1.1 Assessing performances of manufacturing systems 4.1.1.1 Simulation modelling. Simulation is broadly used to assess performance of manufacturing systems. Historical data could be utilised to model manufacturing processes and activities. Managers and planners use simulation models to examine different 'what-if' scenarios in decision-making and derive managerial insights. Kacar and Uzsoy (2014) developed a simulation model of a wafer fabrication facility to generate data for the assessment of the performance of product-based and load-based clearing functions (CFs). They found that load-based CFs outperformed product-based CFs. Johansson et al. (2015) developed a discrete event simulation (DES) model that considered NC machine power consumption data and conducted an analysis of data-sets from three factories. Their results suggested that non-value-added activities increase energy consumption and a discrete event simulation approach can help reduce the energy use. Azadeh, Nazari, and Charkhand (2015) proposed a simulation-stochastic DEA approach with the use of historical operational data to design the layout of a job shop facility. Mousavi and Siervo (2017) adopted a DES approach to estimate the key performance indicators (KPIs) of processes from real-time data collected from a control system. Their approach could assist managers in prediction of outcomes of what-if scenarios. Jain, Shao, and Shin (2017) presented the virtual factory concept supported by simulation and data analytics tools. They applied these techniques in generation of data and validation of the results.
Simulation models allow decision-makers to predict outcomes and generate data for scenarios that have not been previously realised. Most of the research on simulation modelling in manufacturing aims to evaluate performance of alternatives and examine benefits and trade-offs of alternatives. However, a shortcoming of simulation modelling is that the model developer must be familiar with the system. 4.1.1.2 Utilisation of small data. In practice, manufacturing organisations may not have sufficient data for analysis to support decision-making. It is common that limited information is available for new production processes. To address this issue, utilised small data-sets captured at initial stages of manufacturing and applied a data diffusion method to estimate the data ranges. Following this line of research, Li, Wen, and Chen (2016) applied the small Johnson Data Transformation method to learn from scarce raw data to generate virtual samples. 4.1.1.3 Manufacturing strategies. Data provides an objective way to assess performance, derive insights and support research findings. Wang, Törngren, and Onori (2015) proposed a dynamic DEA approach to examine performance of electronic firms. They found that managers were more likely to realise asset impairments when poor performance was reported. Wang and Chien (2016) used balanced scorecard and DEA to assess the performance of LED companies. Godinho Filho et al. (2017) found that companies that have adopted a quick response manufacturing (QRM) approach did not have as much understanding of QRM as lean manufacturing. They also reported that focusing on productivity, low cost and due date delivery can be an obstacle to acquiring the knowledge of QRM. Chakravorty and Hales (2017) conducted a case study in aircraft manufacturing and distribution operations and analysed the process improvement efforts. They found that the improvements could be sustained by applying the experiential learning model with the classical lean and six sigma tools. Lee, Swink, and Pandejpong (2017) studied the relationship between maturity of technologies, team diversity and technical success based on the data from 183 manufacturing process innovation projects. They found that technology maturity can moderate the relationship between some of the factors and the technical success. 4.1.1.4 Miscellaneous data-driven approaches. Yu and Matta (2016) proposed a data-driven approach to identify bottleneck machines. They integrated multiple statistical tools to decrease the false detection rate. Omar et al. (2017) developed a data-driven aggregated model as an alternative to the allocated clearing function formulation. Their approach estimated system throughput at discrete work-in-process points and the estimates were used to release production. Zhong et al. (2017) proposed an intelligent manufacturing shop floor framework enabled by the Internet of Things (IoT) and RFID. Their platform captured large volumes of data for analysis and managerial implications. Ye (2017) proposed a reverse engineering approach to mine system data to derive causal relationships in a system with unknown structure.
Process and quality monitoring
Big data has been acknowledged as one of the key enablers to process and quality monitoring (He and Wang 2017) . The major focus of process and quality monitoring is to establish new statistical foundations of identifying abnormal measurements from samples and develop computational algorithms for effective detection. 4.1.2.1 Statistical monitoring. The research on statistical monitoring aims to develop statistical theory and effective monitoring schemes. This line of research has been investigated by researchers for decades. Some of the research in this area performed in 1970s was discussed in Section 3. The high dimensionality and heterogeneous data should be addressed in the monitoring schemes. Bao, Wang, and Jin (2014) considered the thickness variation of wafers at macroand micro-levels for process monitoring, fault diagnosis and run-to-run control. Grasso, Colosimo, and Pacella (2014) developed a multi-way principal component analysis method for the data dimensionality reduction and sensor data fusion. Their methodology was applied to detect faults impacting the most critical machine components. Riegler et al. (2015) studied the problem of accurate time alignment of independent variables in regression analysis. To overcome the shortcomings of static time alignment, they calculated the time lag dynamically. Their approach resulted in a higher prediction accuracy of final product strength properties. Das et al. (2016) proposed a monitoring approach based on the Poisson-multivariate Gaussian mixed model to address the issues where individual variables are over-spread. Ding, Tsung, and Li (2016) considered the simultaneous presence of continuous and categorical data for monitoring purposes. They proposed a directional exponentially weighted moving average control scheme to address the issue. He et al. (2016) proposed a multivariate generalized likelihood ratio control chart for fault detection from images. Gunaratne et al. (2017) integrated parallelized Monte Carlo simulation into multivariate exponentially weighted mean squared deviation and variance charts to address the issue that processes with high-dimensional variables could not be monitored with reasonable computational efforts. Grasso, Colosimo, and Tsung (2017) studied the multimode process and proposed a methodology based on coupling curve classification and monitoring to automatically switch to the right control chart when new data are fed in. 4.1.2.2 Process capability. Process capability indices (PCIs) are used to indicate how well a company performs. Liao (2015) studied the process incapability data samples collected from multiple batches. The author proposed a new method to estimate the true value of the index and reported that the performance of the estimation depended on the degree of process departure. Chen, Wang, and Chang (2017) derived new process capability indices based on the Boole's inequality and DeMorgan's theorem. They used the indium tin oxide film and five-way pipe products to demonstrate the practicality of their results. 4.1.2.3 Miscellaneous monitoring tools. Some monitoring tools integrated statistical monitoring schemes and data mining techniques. Some of them adopted big data frameworks such as MapReduce and cloud computing. Jiang et al. (2014) integrated independent component analysis (ICA) and support vector machine data description (SVDD) for moni-toring purposes. Their method outperformed a conventional ICA approach. Chen et al. (2016) integrated ICA, SVDD and Durbin-Watson criterion to detect faults. Joo and Choi (2015) used DEA to compare performance of production groups and individual products and detect potential difference among performance of product groups with ANOVA (Analysis of Variance) approach. They identified the source of inefficiency and validated their findings with Tobit regression analysis. Hwang (2016) proposed a cluster-based artificial contrasts approach to monitor non-homogeneously distributed data and showed that their approach was effective in reducing Type-II errors. Kumar et al. (2016) studied the data imbalance problem in a cloud-based manufacturing setting and developed a manufacturing platform enabled by MapReduce and cloud computing for fault diagnosis. They reported that it is essential to consider the effect of errors in data on product quality for cloud-based manufacturing. Shin et al. (2016) proposed a virtual machining model that captured process planning data for the generation of virtual records of machines' actions. Their model could be applied to assess performance of machines. Wang and Zhang (2016) developed a wafer lots' cycle time prediction approach and their experiments showed that their approach had a higher accuracy over linear regression and back-propagation network. Ahn and Lee (2017) proposed an artificial neural network approach to predict drilling burr formation. Chien, Liu, and Chuang (2017) offered a data-driven approach for excursion detection by analysing large volumes of data from semiconductor manufacturing processes.
Product design
A product design meeting customers' expectations can attract customers and boost sales. High-quality products tend to retain customers. The progress in information and communication technology and the product use data collected offer opportunities to further improve product design. Son et al. (2014) proposed a collaborative design environment offering a platform to share the information regarding the product designs to reduce lead time and identify design errors at early design stages. In an application of the modularity concept, Li and Xie (2015) developed an extraction algorithm to generate a design structure matrix from the CAD assembly information. They adopted four hierarchical clustering algorithms to generate modules. Arcidiacono et al. (2017) adopted Kriging models to optimise braking performance of freight trains, with the goal of minimising the adverse effects of in-train forces. Cui et al. (2017) proposed a neural network to optimise mass and radial deformation of high-pressure turbine discs.
Environmental issues
Sustainable manufacturing in an emerging research topic. Sun et al. (2014) applied a DEA approach to allocate emission permits to individual firms. They considered two schemes where the first one allowed one of the firms to allocate the emission permits and the other one employed a third party involvement. They found that the latter scheme maximised both the overall and individual efficiency. adopted DEA to allocate emission permits. Hsu, Lim, and Yang (2017) presented a fuel consumption prediction model based on drivers' driving behaviour and vehicle characteristics. Their prediction model could be used to aid vehicle design.
Supply chain management
Supply chains involve multiple parties, numerous objects and various types of processes. To keep track of the activities and events, products in a supply chain are frequently tagged with sensing devices for real-time tracing and tracking and further analysis. Recent applications include individuals as tracking objects, e.g. customers. The large volumes of data collected could be leveraged for better coordination among supply chain parties, more efficient communication, more agile response to changes and improved solutions for operational issues. In this section, the data-driven supply chain applications at the tactical and operational level are reviewed.
Tactical level
Empirical studies have demonstrated the benefits of embracing big data for supply chain management at a tactical level. Chae, Olson, and Sheu (2014) proposed a supply chain analytics framework including data management resources, IT-enabled planning resources and performance management resources. Using data collected from 537 manufacturing plants, the authors reported that data management resources are keys to business analytics initiatives. They also found that manufacturing firms which adopted more sophisticated planning technologies were more likely to benefit from datadriven practices. considered the degree of satisfaction of a decision-making unit (DMU) towards a set of optimal weights for another DMU and developed a DEA cross-efficiency evaluation approach. They applied their methodology for technology selection. Using a sample of 4877 U.S. manufacturing companies, Hoberg, Badorf, and Lapp (2017) found that the fiscal calendar impact the inventory level, which the authors termed 'the inverse hockey stick effect'. Dotoli, Epicoco, and Falagario (2017) maximised the supply chain network efficiency under uncertainty. They proposed a three-phase approach to tackling the problem, where the first phase was to rank actors of each supply chain network, the second phase was to determine each stakeholders' required quantity, and the third was to limit the exchange of small quantities. Hofmann (2017) studied how big data can reduce the impact of bullwhip effect on a supply chain. The author found that among three big data characteristics -'velocity', 'volume' and 'variety', -'velocity' is the most significant for improving supply chain performance. Yao (2017) investigated the dynamic coordination and equilibrium between the service capacities from the supply and demand sides under a B2C online shopping setting. The author proposed an optimisation model for supply chain resources integration and developed an improved ant algorithm to provide a solution.
4.2.2
Operational level 4.2.2.1 Logistics management. Logistics management is one of the areas that could embrace big data, as various product data is collected for logistics purposes, e.g. real-time tracking. The data-enabled applications for logistics management are becoming more data-driven. Yayla et al. (2015) proposed an integrated approach of fuzzy techniques to thirdparty logistics service provider selection. Kengpol and Tuammee (2016) used a combination of techniques, including quantitative risk assessment, analytic hierarchy process and DEA to evaluate risks in a multimodal green logistics setting. Their methodology produces user-customised optimal green logistics routes. Pang and Chan (2017) used association rules to a storage location assignment problem. Pang and Gebka (2017) developed a forecasting model for the container throughput using SARIMA, seasonal Holt-Winters model and vector error correction model. Pjevcevic et al. (2017) employed DEA for the evaluation of the efficiency of container handling processes at a port container terminal. They established a simulation model to examine the performance measures and found that the fleet size of AGVs and efficiency evaluation of the operations were crucial for planning. Tsai and Huang (2017) proposed a neural network approach with factors including GDP, interest rates, amounts of import and export trades and quantities of containers and quay cranes to predict the flow of containers. van der Spoel, Amrit, and van Hillegersberg (2017) suggested a datadriven approach for cargo arrival time prediction at distribution centres. They studied 230 trucks, including the weather data to illustrate factors impacting the arrival times.
Operations management.
Besides logistics, studies on the usage of data in managing processes in supply chains at an operational level have been published. Melnyk et al. (2014) addressed the issue that conventional simulation models provide steady-state results. However, one may need to react with transient responses, for example, in case of new product introduction and disruptions in supply chains. They integrated time series techniques and simulation modelling to determine transient responses. Dev et al. (2016) combined agent-based simulation and a decision tree learning algorithm to reconfigure the operational units of a mobile phone supply chain. Akcay and Corlu (2017) proposed a simulation replication algorithm that takes into account the uncertainty of the input when developing an inventory simulation model. Their methodology provided more accurate estimation of the service level compared with the conventional approaches such as the best-fit or empirical distribution as the demand distribution. applied the tracking and sensory technology for chilled food chain management. The data captured were leveraged to estimate the remaining shift-life of the perishable products.
Customer research
A better understanding of the customers can improve product design, enhance customer management and potentially increase the demand for a product, which has a direct linkage to the corporate success. Most customer research is datadriven, as the required knowledge for the research must be captured through customers' opinions and behaviours.
Product design
Meeting customer requirements (CRs) is critical to product design. Papinniemi, Hannola, and Maletz (2014) discussed challenges of requirements management relevant to production life cycle management in automotive industry. They proposed a framework integrating the two components for identifying interdependencies of product structures and requirements and examining the effects of life cycle changes. Jin et al. (2016) utilised large volumes of consumer opinion data to acquire information about the CRs. They proposed a Kalman filter method to predict the CR trend and a Bayesian framework to compare products. They also carried out a case study using consumer opinion data from Amazon and demonstrated how the data could be used for market-driven product design. Martí Bigorra and Isaksson (2017) considered the information regarding how a customer uses a product to enable more effective product design. Product usage data and customer needs were taken into account for design requirements. They adopted an analytical hierarchy process for risk assessment.
Customer management
There are different aspects of research in customer management. Abdolvand, Albadvi, and Aghdasi (2015) attempted to align performance management and customer management and proposed a model to maximise customer lifetime value. In their research, several techniques such as genetic k-means, analytical hierarchical process and DEA were adopted. Boongasame, Temdee, and Daneshgar (2017) studied the trust issues in buyer coalition schemes. They introduced the concepts of 'group signature' and 'authority'. Wu et al. (2017) considered consumers' preference to big data analytics in their model of competition between wearable device companies with and without adopting big data analytics. They found that when the consumers have different preferences, the market structure impacts the competition.
Operational decisions
The data on customer behaviour has been applied to optimise operational decisions. Tsai and Huang (2015) utilised data on customers' purchase and moving behaviours collected by RFID to optimise product space allocation decisions. Lee (2017) proposed a genetic algorithm to anticipate future shipping demands. The author proposed a cloud platform for processing large volumes of data arriving at various sources and adopted cluster-based association rule mining to identify purchase pattern and make predictions.
Online platforms and social media
Data collected from online platforms and social media is emerging. Such data can be acquired at a low cost, as it is often publicly accessible. While much non-trivial and valuable information can be potentially extracted from such data sources, the challenge in that the data is usually not well organised, unstructured and non-numerical (e.g. text, images). Researchers are beginning to investigate how such data could provide value in production research. Chan et al. (2017) discussed how social media data such as posts and comments could be leveraged for operations management research. They analysed information on social media and proposed a clustering approach to discover relationships among different factors. Chong et al. (2017) studied how factors such as online promotional marketing and reviews, discounts and delivery fee exemption influence the demands for electronic products sold at Amazon. They applied a neural network to discover that online reviews and promotions are important in demand prediction. Jiang et al. (2017) proposed a multi-class classification approach to identify useful quality-related reviews on social media. With a more effective identification of these quality-related reviews, it would be helpful for companies to enhance the quality of their products. Kim and Ahn (2017) integrated social network analysis and clustering algorithms into a collaborative filtering framework to identify the most influential people within an online social network. This information could be used to provide product recommendations to the customers. Figure 7 summarises the papers on production data research published from 2014 to 2017. Half of the papers were related to assessing performance of manufacturing systems and processes and quality monitoring. The use of data in supply chain management at an operational level has made the third category by the number of papers published in this period.
Summary of production data research
Discussion and future research directions are provided in the next section.
Discussion and future developments
The conventional production research methodologies tend to versed in analytical models. The analytical approaches require a prior understanding of the nature, characteristics and mechanisms of the problem. The data-sets are collected and processed so that models can be solved. The data-driven algorithms have become most widely used in production research. They do not require a prior understanding of the problem, but a large number of observations to produce a solution. These algorithms are particularly suitable for problems where relationships between variables have not been formally established, the required model inputs cannot be directly obtained from the available data-sets or the computational complexity of the analytical model is excessive.
To address the impact of the transformation from analytical to data-driven approaches, an in-depth discussion and future research directions are discussed next.
Methodologies

Revisiting analytical modelling assumptions
The development of analytical models requires assumptions. If the assumptions are not made properly, the findings and conclusions from the research may not reflect those in reality (Nasser and Tariq 2015) . The wide variety and volumes of data captured have opened up a new opportunity for researchers to revisit these modelling assumptions. These assumptions may be validated or disproved. Unexplored relationships between variables can also be examined using big data. New modelling assumptions can be established or refined.
Machine learning in production systems
Data-driven approaches are gaining recognition in production research. The research on data-driven algorithms has been growing since 2000s. The applications of data-driven algorithms are also diverse, including product design (e.g. Agard and Kusiak 2004; Shao et al. 2006; Song and Kusiak 2009) , improving manufacturing processes (e.g. Li, Chang, and Ni 2009; Yu and Matta 2016) and monitoring manufacturing activities (Jiang et al. 2014) .
While the use of machine learning in production research dates to 1980s (e.g. Lu and Ham 1989; Shaw and Whinston 1989; Zaghloul et al. 1989) , it has begun to gain acceptance in recent years. Machine learning algorithms can process symbolic data (e.g. texts, images and audio records), where analytical models are not likely to offer a viable approach. The applications of machine learning in production research are no longer restricted to the use for internal manufacturing operations, but also supply chain management (e.g. Dev et al. 2016) , transportation (e.g. van der Spoel, Amrit, and van Hillegersberg 2017) and customer research (e.g. Jiang et al. 2017; Kim and Ahn 2017) . 
Data-intensive computational frameworks
The developments in production data research have demonstrated that the methodologies adopted for data research are becoming more data-driven and data-intensive. Big data analytics has shown to be a key driver to offer business value (Ji-fan Ren et al. 2017) . Conventional techniques are not suited to manage to handle high dimensionality data. While DEA remains one of the major techniques used in production data research, the applications of data mining are growing. More powerful computational solutions and platforms are required to enable new applications. For example, MapReduce and cloud computing frameworks have been adopted to facilitate computation (Kumar et al. 2016) . There is a need to develop computing frameworks (Lee 2017; Zhong et al. 2017) in support of industrial implementations. The algorithms running on these computational platforms need to be more efficient, in particular for applications that require real-time solutions. It will be necessary to investigate how these computationally expensive problems can be scaled down. Feature selection, highly effective sampling techniques and problem decomposition with parallel computing can be potential solutions enabling a prompt response.
Higher granularity simulation modelling of production systems
The data collected from production systems can be used as input to process activity models, including virtual models (Lechevalier et al. 2017) . Experiments with different inputs produce new data for further analysis. In the era of big data and IoT, high fidelity simulation models can be built. For example, customer behaviours can be captured by sensors such as RFID (Tsai and Huang 2015) . Events, activities and characteristics that could not be captured in the past may now be considered. As an example, the impact of the retail facility layout, shelf allocation, pricing decisions and customer flow on the product demand may be simulated.
Hybrid of analytical models and data-driven methodologies
Integration of analytical and data-driven models could overcome the shortcomings of each of the two approaches. A partial understanding of the problem can serve as the foundation of the algorithms, whereas other hidden relationships can be explored by data-driven techniques. While there have been attempts to develop integrate multiple data-driven approaches in production (e.g. Jayaswal and Adil 2004; Abdolvand, Albadvi, and Aghdasi 2015) , the research on hybrid of analytical and data-driven methodologies has shortcomings. The challenge of this line of research is to establish theoretical foundations and mechanisms to link the two types of techniques.
Data
Integration of data sources from multiple parties in supply chains
The volume of data captured in supply chains has been increasing (Addo-Tenkorang and Helo 2016; Zhong et al. 2016) . Streaming makes the data dynamic. Data from different sources will make the processes and systems more coordinated, thereby resulting in higher productivity, efficiency and profitability. An integrated platform capturing data from parties in a supply chain and external information (customers' behaviour, social media and economic conditions) can respond to changes more proactively and disseminate immediate recommendations to relevant parties, for example, manufacturers to design a new product, logistics service providers to anticipate the shipping requests, and warehouses to reserve storage for the new product, in a more coordinated manner. However, such platform requires large data storage and powerful computing infrastructure. Parties in the supply chain may have different expectations for data sharing and therefore a trusted data platform becomes essential. Even if these parties can provide their own data, data aggregation remains difficult.
Utilisation of external data sources
The data-sets used in production research are usually collected and owned by the corporations. Limited by the nature of these internally captured data, the production research in the past was inclined to applications on the supply side. As discussed in Section 2, 'manufacturing', 'process' and 'control' were major focuses of production research in the past. Recently, there has been a growing trend that researchers utilise more external data sources for conducting the research. The data publicly available at online platforms and social media are an emerging source of new research directions. This has been addressed in the recent four papers on social media, Chan et al. (2017) ; Chong et al. (2017) ; Jiang et al. (2017) ; Kim and Ahn (2017) . These external sources of information provide researchers with a more comprehensive picture of the factors impacting the product demand and may be utilised to design effective strategies for enhancing the demand (e.g. Kim and Ahn 2017) .
Utilisation of data-sets in heterogeneous formats
The heterogeneous data formats, the natures of datanumerical, text, image and signaland the problem of data from different sources not being synchronised (e.g. some collected each second, but some collected each hour) are challenging. Data standardisation in production is a must for future data research.
Applications
Cyber-physical systems
Smart manufacturing has been considered as one of the most encouraging future trends in production. This is indicated by the significant number of papers on this topic published in the recent years. The importance of smart manufacturing has been acknowledged by the industry.
Smart manufacturing aims to realise the concept of the integration of the physical assets in manufacturing systems and cyberspace to form cyber-physical systems (Kusiak 2018) . It simultaneously utilises machines, sensors, data-driven models to make manufacturing processes 'smarter'. The adoption of cyber-physical systems for manufacturing has shown to be promising . The significance of smart manufacturing is largely dependent on the technological advances in manufacturing technology and the computational models. The enabling technologies for smart manufacturing include Internet of Things (IoT) and cloud manufacturing, which will be discussed later. To drive manufacturing systems smart, the essence is the development of mathematical models and computational algorithms that optimise integrated decisions across all physical assets, learning from historical manufacturing data and utilising realtime sensing information. Higher energy productivity can also be achieved (Edgar and Pistikopoulos 2017) .
Internet of things
The integration of the physical manufacturing resources and cyberspace is developed based on the concept of IoT. IoT is the network of things (i.e. objects)usually in the form of devices such as RFID tags, sensors, electronics and actuatorswhere the objects are connected and able to exchange information through information and communication infrastructures (Atzori, Iera, and Morabito 2010; Gubbi et al. 2013) . IoT alone only provides information visibility, but does not offer the capability of automated decision-making (Bi, Da Xu, and Wang 2014) . To enable smart manufacturing, the core intelligence needs to be captured by models and from data. Computationally efficient data-driven models become necessary in decision-making in a dynamic manufacturing environment. Furthermore, smart interconnection between the physical assets in manufacturing systems and cyberspace has to be established . Such smart interconnection covers all aspects of interactions between physical manufacturing resources and cyberspace: physical to physical (P2P), physical to cyber (P2C), cyber to cyber (C2C) and cyber to physical (C2P) (Tao, Cheng, and Qi 2017) . The realisation of smart manufacturing requires effective and smooth communication and coordination between the physical manufacturing equipment (hardware) and the manufacturing intelligence (software) (Tao et al. 2014) .
Cloud manufacturing
IoT is usually enabled by cloud computing platforms, or sometimes known as platform as a service (PaaS) (Tao et al. 2014) . Cloud platforms enable enterprises and individual users to develop, test and run applications without the need of building and maintaining their own computing infrastructures. Cloud computing technologies have recently been adopted in manufacturing .
The adoption of cloud manufacturing can benefit the production processes in several aspects, including the ease of information exchange among multiple parties in the production process (Talhi et al. 2017) , sharing of manufacturing resources ) and smart distributed scheduling (He and Xu 2015; . From an economic aspect, cloud manufacturing also offers companies flexibility of scaling up and down their production costs because of the 'pay-as-you-go' business models (Xu 2012) . The keys of enabling cloud computing include a comprehensive and compute-intensive infrastructure, fast and flexible configuration on the computing platforms, capability of exchanging high volumes of information in real time, scalability in platform architecture, standardised data formats and trusted and secured data sharing.
Personalised production research
Data related to individual customers has been more frequently utilised in production research. Such information captured at an individual level (e.g. from social media or customers' purchasing records) provides an opportunity to understand the customers better. Product design, product recommendations and marketing strategies can be more personalised. New data-driven models based on text mining and clustering algorithms for personalised production research is required to achieve the goals.
There may be a need to rethink how mass customisation shall be implemented to anticipate the impacts of this higher degree of personalisation on manufacturing processes. Additive manufacturing technologies, have become mature and increasingly ubiquitous in manufacturing systems. The technologies can enable rapid and on-demand manufacturing. Customers may also submit requests for their own product designs through cloud platforms. How these personalised production requests are handled (e.g. which components shall be produced by 3D printing), in combination with mass production plans, in an automated and coordinated manner requires further investigation.
Predictive maintenance
Predictive maintenance has drawn more attention in recent years. With cyber-physical systems, data are captured through various sensing devices supporting prognostics and health management (Xia and Xi 2017) . Machine learning has been applied for predictions of errors in different types of manufacturing activities (e.g. Nikula et al. 2017; Ramos et al. 2017) . Data regarding non-manufacturing activities can also be utilised to predict other types of failure in the production process, such as disruptions in logistics activities (Gürbüz et al. 2017) . The formats of data captured often heterogeneous: numerical (e.g. weight of the product, temperature of the machine and pollutant levels), image (e.g. appearance of the product), audio (e.g. sounds during the manufacturing process). The analytics performed on this integrated sources of information shall improve the accuracy for estimating the likelihood of machine breakdowns. However, the challenges are the data aggregation of heterogeneous data-sets.
Sustainability of production systems
The recent developments of production research enabled by data have tried to address the environmental issues resulting from production processes (e.g. Sun et al. 2014; Hsu, Lim, and Yang 2017) . Sustainability issues have become more and more of a concern to manufacturing companies. As an example, to address the pressing environmental issues in China, the Chinese government has recently established environmental laws (Forbes 2017) . Big data is an emerging facilitator to guide manufacturing processes to be more environmentally friendly. For instance, data about manufacturing and maintenance processes can be analysed in real time for deriving strategies for cleaner manufacturing and supporting better product life cycle management ). Data-driven approaches can also be applied for green supplier selection (Shabanpour, Yousefi, and Saen 2017) . Recent research also suggests that big data analytics has the impacts on world-class sustainable manufacturing (Dubey et al. 2016) . While research has been conducted for sustainable production, there is still room to implement the concepts and assessing their impacts in real life (Chun and Bidanda 2013) .
Conclusion
Applications of data and data analysis methodologies in production have been studied for over five decades. The review of papers published by IJPR relevant to production data indicated that the research was sporadic before 1990, became regular but not major around 1990s, and intensified around 2000 due to advances in data capturing and processing technologies. The research has shifted from analytical models to data-driven approaches. The major applications were in analysis and improvement of processes, systems, products and management. Analysis has been a primary goal of the research, but analytics (utilising advanced mathematics, statistics and computer science) has gained recognition in recent years.
In terms of solution methodologies, data envelopment analysis (DEA) was the most widely adopted methodology in production data research, but its popularity has declined recently. It was demonstrated that data mining algorithms gained popularity due to the growing volumes and wider variety of production data. Big data is an emerging topic in production research. New types and sources of data, such as social media, have provided researchers with opportunities to explore new areas in production research.
The production data research was classified into three categoriesmanufacturing, supply chain management and customer research, where research on manufacturing has been the major part. Data-driven and machine learning algorithms were applied in many of these applications. This paper discussed challenges and future opportunities in data research, including the data itself, methodologies and applications. In addition to the traditional challenges in production research (such as model and algorithm developments), data processing and computational platforms and integration of data of heterogeneous formats from multiple sources are new concerns. Nevertheless, exciting applications have realised, e.g. cyber-physical systems enabled by Internet of Things (IoT) and cloud manufacturing, personalised production research, predictive maintenance and more sustainable production systems.
