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The uncertainty in rare-earth market resulted in 
worldwide efforts to develop rare-earth-lean/free perma-
nent magnets. In this paper we discuss about this problem 
and analyse how advances in computational and theoreti-
cal condensed matter physics could be essential in the de-
velopment of a new generation of high-performance per-
manent magnets via high-throughput computational tech-
nique for material design. Additionally, we show that an 
adaptive genetic algorithm based methodology could be a 
useful tool for finding new magnetic phases. In particular, 
we apply such approach to Fe0.75Sn0.25 compound recover-
ing well-known experimental results and also finding new 
low-energy magnetic metastable structures.  
 
 
This is the caption of the optional abstract figure. If there 
is no figure here, the abstract text should be divided into 
both columns. 
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1 Introduction to the critical raw material prob-
lem in permanent magnets During last century the in-
tense research on magnetic materials led to a continuous 
increase of permanent magnets (PM) performance [1]. 
These advances have allowed the development of a large 
number of industrial applications of PM, including the 
electric, electronic and automobile industries, communica-
tions, information technologies and automatic control en-
gineering [2]. Nowadays, PM are widely used in many ap-
plications in our society, we can find from cheap ferrites 
with moderate performance used in decorative or holding 
objects on refrigerator doors, loudspeakers, small motors, 
actuators, electronic components, … to high performance 
and expensive Rare-Earth (RE) magnets like NdFeB and 
SmCo used in large motors, generators, magnetic reso-
nance imaging equipment, metallic elements separators, 
electron tubes, oil dewaxing, …  
 
The main function of PM is to create a magnetic field 
H in an air gap. This field is proportional to the volume of 
the magnet and the stored energy product BmHm, hence, 
magnets with high BmHm are highly desirable. In fact, the 
maximum energy product (BH)max that a PM can provide is 
considered as figure of merit of it [3]. Another important 
properties of a PM are the remanence Mr, coercivity Hc and 
Curie temperature TC. The remanence determines the max-
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imum field H within the air gap, while the coercivity de-
termines the ‘resistance’ against demagnetisation by exter-
nal magnetic fields. High values of Hc require high mag-
netic anisotropy whose origin may be magnetocrystalline- 
(created by the competition between spin-orbit coupling 
and crystal field) or shape-related (originated by magnetic 
moment dipole fields). The Curie temperature, where 
above it a ferromagnetic material becomes paramagnetic, 
is also very important since it stablishes the temperature 
range in which the PM can be used in an application. TC is 
related to the microscopic exchange interaction between 
neighbour atoms. Notice that maximum energy product 
density, coercivity and remanence are temperature depend-
ent and they typically decrease as temperature increases, 
therefore the performance of a PM may diminish rapidly 
with increasing temperature. Finally, another important 
fact in PM design is the resistance to corrosion, oxidation 
and decomposition. In Table 1 we show the remanence, 
coercivity and maximum energy product of some repre-
sentative PM. 
 
Table 1 Properties of some representative permanent magnets 
[1,9]. 
Compound Ref. µ0Mr  
(T)   
µ0Hc  
(T)          
(BH)max 
(kJ/m3) 
Co-Steel [1] 1.07 0.02 6 
Alnico 5 [1] 1.05 0.06 44 
BaFe12O19 [1] 0.42 0.31 34 
SmCo5 
(metal-bonded) 
[9] 0.92 1.88 175 
Nd2Fe14B 
(sintered) 
[9] 1.0-1.4 1.0-2.5 200-440 
 
 
In the beginning of last century, high carbon steel with 
a maximum energy product of 1 MGOe was the highest 
performance PM. After 30-year period from 1932 of Al-
nicos (heat-treated Fe-Co-Ni-Al alloys) development, the 
maximum energy product increased by a factor of 10 [1]. 
Alnicos have some interesting properties as high rema-
nence and TC. Unfortunately, its coercivity is very low due 
to an inefficient microstructure, which favours the magnet-
ization reversal [4]. At the present time, the research in this 
PM is focused on improving the coercivity by reducing the 
scale of the microstructure, which could improve anisotro-
py, and reducing the interaction strength between FeCo-
rich precipitates, which could enhance the domain wall 
pinning [5,6]. During Alnicos development period, cheap 
iron oxide magnets called Ferrites where also discovered, 
which exhibit a higher coercivity but lower maximum en-
ergy product ( 5 MGOe) than Alnico magnets. For exam-
ple, Ferrites like MFe12O19 , where M is Sr or Ba, have high 
coercivity, high resistant to corrosion and low cost. How-
ever, the antiferromagetic coupling between Fe atoms 
leads to a very low remanence. Nowadays, some efforts are 
aimed at reducing the magnetization of one sublattice 
without changing too much TC. Next great revolution in 
PM was achieved with the introduction of RE magnets in 
1969, in particular with Sm2Co17 and SmCo5, achieving a 
maximum energy product of 18-20 MGOe. However, Co 
price increment in the late 1970s made research focus on 
the search of Co-free iron-based PM, leading to the dis-
covery of Nd2Fe14B magnets in 1983, which not only re-
duced costs but also increased energy product density (see 
Fig. 1). Unfortunately, in the last three decades only small 
improvements of the energy product has been achieved, 
where NdFeB compound, with a maximum energy product 
of 56 MGOe, is still the highest-performance PM that we 
have today. Fig. 2 shows the crystal structure of Nd2Fe14B 
and Ferrite BaFe12O19. The key of these RE-PM is the 
good balance between the high magnetocrystalline anisot-
ropy provided by the large spin-orbit coupling of the RE-
elements (leading to a high coercivity) and large saturation 
magnetization given by the transition metal element. As a 
result, current high-performance PM are totally dependent 
on not abundant and expensive RE materials like Nd, Sm 
and Dy (Dy is frequently used for enhancing the perfor-
mance of NdFeB magnets at high temperatures), which 
have now become critical raw materials. This worrying sit-
uation makes the development of RE-free PM an urgent 
priority but also a great scientific and technological chal-
lenge [7]. Advances and current research lines in PM that 
don’t contain RE elements can be found in Refs. [6,8,9]. 
 
Figure 1 Historical development of maximum energy product of 
PM [2]. 
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Figure 2 (a) Crystal structure of Ferrite BaFe12O19. (b) Crystal 
structure of Nd2Fe14B. 
 
As in the late 1970s with Co-PM crisis, which curious-
ly led to RE-PM discovery, now we are in a similar situa-
tion with RE-PM crisis. The USA became the primary 
producer of RE-oxides until in the mid-1980s China en-
tered the world market. Gradually, since the beginning of 
the 1990s, China has been dominating the market to an in-
creasing extent by means of its very low production costs 
and large reserves. Today, there is a Chinese quasi-
monopoly of RE-oxides market. As it is shown in Fig.3a 
the world production of RE-oxides, specially La, Ce and 
Nd, has increased in the last years due to the large demand 
of different industries. In 2008 around 20% of the produc-
tion of RE-oxides were consumed by the PM industry [10]. 
Rare earth prices generally peaked in 2011 (see Fig.3b), 
this anomalous behaviour could be due to speculation and 
hoarding of RE-oxides, the subsequent decreases after 
2011 may also be due to sell-offs by the speculators [11]. 
Clearly, this unstable market situation harms all RE-
dependent industries, as the PM industry, and makes them 
search for other viable alternatives. 
 
 
Figure 3 (a) Estimated rare-earth oxide world production in 
2010 and 2015 [11]. (b) Price evolution of some rare-earth oxides 
[12,13]. 
 
 
In order to solve this problem most efforts are focused 
on reducing and recycling the content of these RE elements 
in PM. For reducing RE content of RE-PM the following 
strategies have been used: i) large shape anisotropy, with 
non-spherical particles, to compensate for the loss in mag-
netocrystalline anisotropy when reducing RE content, ii) 
substitution of Dy by a more abundant and cheaper RE as 
Pr and Ce, iii) reducing Dy content, by diffusion of some 
Dy along the grain boundaries for its introduction only at 
places required for coercivity enhancement. Both for eco-
nomic and environmental reasons the recycling of RE-
based magnets has gained increasing attention and im-
portance in the permanent magnet industry. In our modern 
society, the number of obsolete devices which contain RE-
PM is increasing very rapidly, which may provide a cheap 
source of RE-PM. For example, it was estimated [14,15] 
that the hard disk drive (HDD) industry could source 
around 57-64% of its NdFeB requirement from recycled 
HDD sources, which equates to approximately 3-11% of 
total NdFeB demand. Recently, it has been shown that hy-
drogen can be used as a very effective processing agent to 
decrepitate sintered NdFeB magnets from HDDs using a 
method called Hydrogen Processing of Magnetic Scrap 
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(HPMS), this technique may also be applied to other de-
vices such as electric motors, generators and actuators [16]. 
At the present time, Hitachi recycles RE-PM using a self-
developed process that separates the rare-earth magnets 
from HDD and air conditioner compressors [17].  
 
So far the historical development of PM shows that ex-
perimental approaches were the most successful way for 
finding new and better PM. However, this traditional trend 
may reverse due to theoretical advances in materials sci-
ence and powerful computational tools that are available at 
the present time, which could be essential in the discovery 
of the so desired next-generation of PM.  
 
The aim of this paper is to briefly present the problem-
atic of the dependence on critical raw materials by the 
technology underlying permanent magnets, at the same 
time that giving an introductory review to the main compu-
tational existing alternatives for the discovery of new mag-
netic materials. In section 2 we shortly describe some 
standard theoretical methods widely used for studying 
magnetism in materials, while in section 3 we present cur-
rent novel high-throughput computational techniques as a 
promising approach for the discovery of new magnetic 
phases, thus contributing to find high-performance RE-free 
PM. Finally, in section 4 we discuss a particular genetic 
adaptive algorithm based methodology as a high through-
put screening approach in the quest of new permanent 
magnets. Such a methodology has been preliminary vali-
dated thanks to first calculations on the crystal structure 
from an experimentally well-known compound: Fe0.75Sn0.25. 
 
2 Common theoretical approaches to perma-
nent magnets Short (exchange interaction, spin-orbit 
coupling, …) and long (dipole-dipole fields, …) range in-
teractions in magnetic materials make difficult the study of 
them. A complete description of their behaviour involves 
very different spatial scales going from anstrong (like mi-
croscopic interactions at atomic level) to macroscale 
(where magnetic domains form, usually with micrometer 
sizes). In the last decades, theoretical methods have been 
extensively developed for studying these materials. This 
fact has opened the possibility of predict and design PM 
very accurately.    
 
One of the most successful theoretical approaches to 
condensed mater physics is Density Functional Theory 
(DFT). It has had a great impact on fundamental and indus-
trial research, including mechanical properties and struc-
tural materials, catalysis and surface physics, nanotechnol-
ogy, biomaterials, magnetism and magnetic materials [18]. 
Here, we present some basic ideas behind this theory and 
how some intrinsic properties of PM can be calculated with 
it, a detailed modern introduction to DFT can be found in 
Ref. [19].  
 
One way to deal with a many-body problem is to as-
sume that each electron can be considered separately, mov-
ing in a mean field potential. This potential models the ef-
fects of all the other particles in the system, as well as any 
external potential acting on the system. In 1965 Kohn and 
Sham suggested to consider a non-interacting n-electron 
system , which has the same charge density as the re-
al one. Thus, the complex many-body problem reduces to a 
set of one-electron Kohn-Sham equations: 
 (1) 
where  is the eigenvalue associated to the single-particle 
state  and  is an effective potential which con-
tains the electrons and nuclei Coulomb potential and the 
so-called exchange-correlation potential. In 1972 von 
Barth and Hedin and in 1973 Rajagopal and Callaway gen-
eralized DFT to include the spin polarization, allowing to 
an accurate description of magnetism and magnetic materi-
als [20,21]. In standard DFT methods the exchange-
correlation potential is calculated via the local density ap-
proximation (LSDA) or in a more advance way through the 
generalized gradient approximation (GGA). These DFT 
approaches give reasonable results of important intrinsic 
properties of PM at ground state as the saturation magneti-
zation, magnetocrystalline anisotropy and exchange inte-
grals. For example, the magnetization due to electron spins 
(spin moments) in a collinear calculation reads 
 (2) 
where  is the Bohr magneton,  and  are the spin-up 
and spin-down part of the electron density (density of 
states, DOS), respectively, which are obtained solving Eq. 
(1) self-consistently. In Table 2 we present a comparison 
of Mspin calculated with DFT and experimentally for Fe, Co 
and Ni, showing good agreement. More complex cases as 
non-collinear systems or orbital magnetism can also be 
treated with DFT [20,21]. For calculating the magnetocrys-
talline anisotropy the spin-orbit coupling interaction 
( , where  and  are the electron spin and angular 
momentum operators, respectively) must be taken into ac-
count [22]. Typically, the calculation of magnetocrystalline 
anisotropy in PM requires simulations with high precision 
due to the quite small energy dependence on the magneti-
zation orientation ( eV, see Table 2). Regarding to ex-
change integrals, one successful DFT method for deter-
mine them in PM is through the two-step approach sug-
gested by Lichtenstein et al. [23]. Here, an initial self-
consistent electronic structure calculation is performed for 
a collinear spin structure at zero temperature, then ex-
change integrals are determined using the one-electron 
Greens function as [23,24] 
,(3) 
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where  and , 
,  are spin-dependent one electron re-
tarded Greens functions,  is the Fermi energy,  is the 
atomic cell at lattice site  and  is the magnetic field 
from the exchange-correlation potential. Once the ex-
change parameters are obtained, one can make an estima-
tion of TC either within the mean-field approximation 
(MFA) or through the random-phase approximation (RPA) 
as 
, , (4) 
with , ,  denotes 
a vector in the Brillouin zone of the lattice,  is the num-
ber of q-vectors and  is the Boltzmann constant. Calcu-
lations of TC using DFT and experimentally are shown in 
Table 2. We see that RPA gives better results than MFA 
for Fe and Co, but not for Ni. Alternatively, TC can also be 
calculated through Monte Carlo technique [25] and spin 
dynamics [26] with reliable results.  
 
Table 2 Calculated and experimental properties for Fe, Co and 
Ni. ∆E is the energy difference between states with total 
magnetization pointing along (001) and (111)-directions, that is, 
∆E=E(001)-E(111). 
Property Source Ref. Fe (bcc) Co (fcc) Ni (fcc) 
Mspin (µB/atom) DFT (LSDA) [21] 2.15 1.56 0.59 
Mspin (µB/atom) DFT (GGA) [21] 2.22 1.62 0.62 
Mspin (µB/atom) Experiment [21] 2.12 1.57 0.55 
∆E(µeV) DFT [20] -2.6 2.4 1.0 
∆E(µeV) Experiment [20] -1.34 1.66 2.7 
TC (K) DFT+MFA [27] 1414 1645 397 
TC (K) DFT+RPA [27] 950 1311 350 
TC (K) Experiment [27] 1044 1388 624 
 
 
Unfortunately, PM are so complex that a complete de-
scription of them cannot be achieved only from first prin-
ciple techniques. In order to include temperature and long 
range interactions effects properly one must combine DFT 
with other approaches in what is called multiscale model-
ling. Namely, ab-initio calculations (the most widely used 
formalism is DFT) are initially used to calculate lattice 
structure and intrinsic magnetic parameters as atomic mag-
netic moment, exchange integrals, magnetocrystalline ani-
sotropy, etc.... DFT can also be used to derive interatomic 
potentials which serve as input for classical molecular dy-
namic simulations for the calculation of atom positions at 
materials interfaces. Then these parameters can be used in 
atomistic classical (Heisenberg-like) models [28] where 
the temperature dependence of the equilibrium magnetiza-
tion Ms(T), anisotropy K(T) and exchange stiffness A(T), 
among other properties like TC can be calculated. At this 
stage thermodynamic models can be applied in order to 
compute the finite temperature magnetic phase diagram, 
which gives guidelines for the required composition of a 
magnet. Finally, the temperature dependence of these pa-
rameters is included in mesoscopic models as micromag-
netics [3], based on the continuum approximation, which 
can describe the magnetic behaviour at large spatial scale 
(including the magnet shape and its microstructure) and 
calculate magnetic extrinsic properties as hysteresis loops, 
coercivity, remanence and energy product. Examples of the 
application of this methodology to different magnetic al-
loys like FePt or Permalloy can be found in Refs. [29,30]. 
 
3 High-throughput computational techniques 
for permanent magnet design The high-throughput 
(HT) computational technique is defined as an automatic 
throughput of large amount of data [31].  Although the ul-
timate goal of a HT method is to provide new materials 
with desired properties and functionality, the throughput of 
data is not limited only to the combinatorial evaluation of 
materials properties. Within the past decade we have wit-
nessed an increasing impact of computer simulations on 
materials science. Basic elements of any material are inter-
acting electrons and nuclei, and the solution of quantum 
mechanical equations is necessary for the accurate descrip-
tion of any system of these interacting particles. The de-
velopment of the DFT marks a breakthrough in the field of 
accurate and efficient numerical techniques of solving 
quantum mechanical equations. DFT methods have been 
implemented in increasingly sophisticated codes boosting 
the theoretical research on materials across physics, chem-
istry, materials science, biology, and geophysics. Modern 
DFT codes became very robust, enabling to perform calcu-
lations in an automated way, and, thus, opening the way to 
HT computation. DFT methods provide, usually, the prop-
erties of the ground state of the system, and for most of in-
dustrial applications one is interested in properties at finite 
temperature. Therefore, for a computational materials de-
sign, thermodynamic simulations follow quantum mechan-
ical calculations. In this way, one may generate a huge da-
tabase of thermodynamic and electronic properties of 
known structures and then use data mining techniques to 
search for materials with desired properties. Thus the first 
step in the implementation of a computational HT is the 
accurate numerical simulation of materials properties by a 
combined DFT and thermodynamic approach.  
 
The next important stage of the HT technique is the ra-
tional storage of materials data. One has to devise a way 
for systematic storage of information obtained from calcu-
lations and efficient access of this information from data-
base repositories. Examples of such databases are the 
AFLOWLIB.org [32] and the Materials Project.org [33]. 
Relational databases offer the possibility to store data 
compactly and retrieve it efficiently. Providing a well-
designed interface for the data allows exploring intuitively 
a large amount of data, and enhances the probability of 
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finding new compounds with desired properties. An im-
portant detail of the database architecture is the identifica-
tion of the relevant data for storage.     
 
Finally, the third step in a HT scheme is extraction of 
information and selection of materials of interest. This step 
is the most challenging one since it requires a deep under-
standing of the physical problem. The intelligent data min-
ing search is performed by using appropriate descriptors, 
which connect the microscopic data gained from calcula-
tions (like, for example, formation energies, magnetic 
moments) with macroscopic properties of materials (exper-
imentally measured quantities). Thus an effective HT im-
plementation requires identification of suitable descriptors.  
 
One important aspect of a computational HT materials 
design compared to the HT experimental approach is the 
ability to augment the database of existing materials with a 
large amount of hypothetical materials, which experi-
mental discovery is bound by time-consuming procedure 
of synthesis or high production cost. Quantum mechanical 
and thermodynamic calculations allow a virtual synthesis 
of various materials, and, thus, enhancing the possibility to 
discover new materials with desired functionality. This ap-
proach, however, requires an additional step of experi-
mental validation of predicted structures.  In this respect, a 
proper descriptor to describe the stability of new materials 
would be the formation enthalpy.  Computational schemes 
like evolutionary and genetic algorithms [34], cluster ex-
pansion optimization [35] and structure map analysis [36], 
which evaluate the descriptors in order to guide new calcu-
lations, have been devised. 
 
Recently, DFT techniques have been used for high 
throughput screening (HTS) in rare-earth based systems for 
materials design [37, 31]. Another HTS investigation has 
been performed where full Heusler alloys were screened 
with common X2YZ ordered structure as well as in the in-
verse ordered (XY)XZ phase in view of their thermal sta-
bility and the existence of a tetragonal ground state [38]. 
HTS approaches have been also used to analyse the mixing 
(alloying) tendency of all binary inter-metallic compounds, 
i.e. screening hundreds of possible structures per system as 
in the AFLOW HT framework [32]. 
 
4 Computational prediction of RE-free magnet-
ic crystal phases One of the most important and diffi-
cult step in the HT computational technique for materials 
design is the prediction of new stable crystal phases. So far, 
many methods have been developed for predicting crystal 
structure as the simulated annealing [39], basin hopping 
[40], ab-initio random structure search [41], metadynamics 
[42], particle swarm optimization [41], cluster expansion 
method [35,44] and adaptive genetic algorithm (AGA) [45]. 
Some of these methods have been implemented in availa-
ble online codes like CALYPSO [46], based on the particle 
swarm optimization, XTALOPT [47] and USPEX [48], 
based on AGA. Recently, the cluster expansion method 
and AGA have been used to predict new RE-free magnetic 
crystal phases. 
 
4.1 Cluster expansion method In this approach 
the energy of a binary alloy is written as a series of effec-
tive cluster interactions [44, 49], which can be calculated 
either analytically [50], using a least-squares technique 
[51,52] or with a linear-programming method [53]. Recent-
ly, A. Seko et al. improved the conventional iterative algo-
rithm of this method increasing its accuracy significantly 
[44]. R. Drautz et al. [52,54] used the cluster expansion 
method in the analysis of the structure and magnetism in 
FeCo alloys finding a dense sequence of ground states. 
 
4.2 Adaptive genetic algorithm AGA are adaptive 
heuristic algorithms used to solve optimization problems 
based on evolutionary ideas of natural selection and gener-
ics. AGA belongs to a larger class of evolutionary algo-
rithms (EA) that generates solutions to optimization prob-
lems using various evolutionary techniques, such as inher-
itance, selection, mutation and crossover. Evolution is con-
sidered as an iterative process, which starts with a random 
generation of individuals of a population (a generation). 
Individuals are candidate solutions to the optimization 
problem and within AGA the population is evolved toward 
better solutions. In the case of the structure predicting an 
individual is a randomly generated crystal structure (cell 
lattice parameters and ion position) and the solution is the 
ground state phase of the system at certain pressure (P) and 
temperature (T) conditions (the structure with the lowest 
enthalpy for T=0K). 
 
Although the method employs random sampling, AGA 
are by no means random. Instead they make use of histori-
cal information to direct the search into region of better 
performance within the search space. Thus, for each gener-
ation the fitness of individuals is evaluated. The fitness is a 
set of criteria, which guaranty evolution towards better so-
lutions. For our problem, we are looking for stable struc-
tures, which are, energetically, at the minima of the poten-
tial energy surface (PES). A suitable fitness parameter is, 
therefore, the enthalpy or, at equilibrium conditions, the 
ground state energy of the system. Here come into play the 
DFT calculation methods. In order to accurately estimate 
the energy of a generated structure, the system undergoes a 
structural optimization. The unit cell shape and atom posi-
tions are relaxed by allowing them to change until cell 
stress and forces acting on atoms become insignificant. 
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Figure 5 Diagram showing the structure prediction calculations 
through AGA approach. 
 
The most fitted individuals are selected and subjected 
to genetic processes in order to form a new generation. The 
evolutionary approach applies three basic operators: selec-
tion, crossover, and mutation. The selection preserves the 
best fitted individuals, allowing them to pass into next 
generation. The crossover generates new individuals by re-
combination mechanism. A set of “good” structures are se-
lected from current generation, and from this set pairs of 
“parent” structures are selected to produce a “child” solu-
tion. Slicing parent structures with subsequent recombina-
tion of different parts can generate a new structure. Finally, 
mutation is applied to introduce random structure modifi-
cations, in order to maintain diversity and inhibit the prem-
ature convergence. Swapping a pair of lattice vectors or 
permutating a pair of atoms will produce a structural muta-
tion. Fig. 5 shows a diagram of the structure prediction 
calculations using genetic operations. Apart from genetic 
operations (see Fig. 6) the diversity of a population can be 
maintained by adding new randomly generated individuals. 
The number of minima of a PES increases exponentially 
with the number of atoms in the system, thus a continuous 
random sampling may ensure that various regions of the 
PES are probed. The new generation of candidate solutions 
is then used for the next iterative process, and algorithm 
stops when the maximum number of generation has been 
produced or the target fitness level has been reached. 
 
 
Figure 6 Schematic of genetic operations in AGA. 
 
 
AGA approach has been recently used to understand 
and search for new magnetic materials. For example, a ge-
netic algorithm has been applied to Fe1-xCox alloys by 
Nguyen and co-workers, finding that these alloys are high-
ly configurationally degenerate with many additional off-
stoichiometric stable structures to the well-known B2 
structure [55]. Moreover, AGA has been applied to Zr2Co11 
polymorphs, a promising RE-free PM, identifying its hard 
crystal phase and explaining the physical origin of its high 
coercivity [56]. In the following, we present a software 
implementation of a particular AGA, which has been pro-
posed for discovering new RE-free magnetic crystal phases 
in the context of the EU-H2020 NOVAMAG project [57]. 
Such a methodology has been preliminary compared to 
well-known experimentally reported properties of the 
Fe3Sn compound, showing an excellent agreement. 
 
4.2.1 Validation of AGA as an efficient tool for 
exploring magnetic crystal structures: the case of 
Fe3Sn In literature one finds that several magnetic Fe–Sn 
intermetallic compounds have been widely investigated 
experimentally by means of Mössbauer spectroscopy [58], 
X-ray diffraction [59], neutron scattering [60] and per-
turbed angular correlation [61]. Here, in order to show the 
capability of AGA for predicting magnetic crystal phases, 
we calculated the ground state and few low-energy meta-
stable structures of the compound Fe3Sn (at temperature 
T=0 K and pressure P=0 Pa) using AGA and we compared 
them with available experimental results.  
 
Here AGA was implemented through the software 
USPEX [19] combined with the DFT code VASP 
[62,63,64]. Structure relaxation is performed in several 
stages. Since the generated structure, is, usually, far from 
equilibrium, a crude optimization is performed in the be-
ginning to save computational time. Accuracy is gradually 
increased for subsequent runs. USPEX developers provide 
a procedure to perform a several-steps relaxation. It is a 
combination of ion positions and cell shape optimization, 
followed by a cell volume relaxation, which is repeated 
several times with increasing the accuracy of calculations. 
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Increasing the accuracy means increasing the number of k-
points in the reciprocal space, and the tolerance of the elec-
tronic and ionic convergence. After some tests we have 
modified this procedure for the case of spin-polarized cal-
culations. Thus, the first crude cell shape and ion position 
optimization is done for a non-magnetic system. Magnetic 
interactions are switch on at the second stage when a gen-
eral relaxation (including the volume) is performed. At this 
stage the cut-off energy is increased by 40% with respect 
to the default VASP value. At the third stage we perform a 
set of volume calculations around the equilibrium volume. 
At each volume point cell shape and ion positions are op-
timized with a cut-off energy increased by 20%. The equi-
librium volume and energy are estimated from fitting 
E=E(V) to 3rd order Birch-Murnaghan equation of state 
(EOS).  
 
Once the fitness is evaluated, which in our case is the 
ground state energy of the system, USPEX applies a series 
of genetic operations to 65% of structures in order to create 
the next generation. 50% of all structures are generated by 
crossover, another by random generation (20%), and muta-
tion (30%, lattice and atom permutations). Calculations 
continue until convergence criterion or the maximum 
number of generations is reached. A convergence criterion 
is, usually, a set of best structures persistent over several 
generations. Calculation time and required computational 
resources depend on the size of the system. For a 4 atom 
system, the size of the generation is about 10, and the solu-
tion is achieved within 10 generations (about 100 structure 
relaxations). On 4 cores one USPEX run can be done in 2-
3 days on a desktop computer. For a N=8 atom system the 
size of generation is twice larger, and the convergence may 
require more than 20 generations, so it scales at least as N2, 
and the computational time and resources as N3. Thus, on 
single machine a run may take few weeks. 
 
 
Figure 7 Structures calculated by AGA for Fe3Sn.  
 
Following this procedure, we performed 3 simulations 
with 4, 8 and 16 atoms/cell starting from scratch, where in 
all cases Fe and Sn concentrations were 75% and 25%, re-
spectively. In Fig. 7 we show the four structures with low-
est energy found by USPEX+VASP, they are labelled as 
#1 (Fig.6.a), #2 (Fig.6.b), #3 (Fig.6.c) and #4 (Fig.6.d). 
Their equilibrium volume, energy, bulk modulus (B) and 
B’=dB/dP are estimated from fitting energy versus volume 
curve, E=E(V), to 3rd order Birch-Murnaghan EOS. Figs. 
8 show the energy differences (∆E) versus unit cell volume 
and enthalpy differences (∆H) versus pressure of these 
structures with respect to the most stable phase (structure 
#1). We observe that the structure #4 becomes the most 
stable one at moderate expansion (P=-5Pa). Some of their 
properties are shown in Table 3, where experimental data 
taken from Refs. [58,59] are also included. We see that the 
calculated symmetry group, unit cell volume, saturation 
magnetization and bulk modulus of the ground state (struc-
ture #1) are in good agreement with the experimental data.  
As a result, we can conclude that the high level of 
structure reproducibility showed by AGA suggests that this 
method could be an efficient way to explore unknown 
magnetic phases. 
 
Figure 8 Energy differences ∆E versus unit cell volume (a) and 
enthalpy differences ∆H versus pressure (b) with respect to the 
most stable phase of Fe3Sn (structure #1). 
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Table 3 Properties of Fe3Sn structures showed in Fig. 6.  
   Fe3Sn            Space 
Group 
Ecell/atom 
(eV/atom) 
Vcell/atom 
(A3/ion) 
µ0MS 
(T) 
B 
(GPa) 
B’ 
Exp.[58,59] 194 - 14.0625 1.41 122.0 5.3 
USPEX#1  194 -7.11868 14.0238 1.47 131.8 3.1 
USPEX#2  2 -7.11104 14.1699 1.37 121.6 5.4 
USPEX#3  194 -7.09452 13.9751 1.49 129.3 4.6 
USPEX#4  63 -7.09042 14.7286 1.35 105.4 5.0 
 
 
 
5 Conclusions This paper has given an overview of 
the problem about the dependence on critical raw materials 
by PM technology. Discovering new RE-free magnetic 
phases is an urgent problem in different industrial value 
chains in the European Union. We discussed about the 
possibility of using HT computational techniques for mate-
rials design and discovery, and how such approach could 
be very useful for developing high performance RE-free 
PM. Finally, we present our approach relying on AGA for 
the discovery of new magnetic phases. We have prelimi-
nary validated this new tool, by applying AGA to under-
stand experimental data on the Fe0.75Sn0.25 compound, find-
ing an excellent agreement. In addition, we have found 
possible new theoretical low-energy magnetic metastable 
structures.  
Our preliminary results ratify this methodology as an 
open opportunity to explore magnetic materials and sug-
gest that with further improvements and effort, this ap-
proach could be used to provide initial RE-free crystal 
phases as input structures for a HT screening, where those 
structures with better magnetic properties for a PM may be 
selected and analysed in more detail. 
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