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We study the exchange interaction between two hole-spin qubits in a double quantum dot setup in
a silicon nanowire in the presence of magnetic and electric fields. Based on symmetry arguments we
show that there exists an effective spin that is conserved even in highly anisotropic semiconductors,
provided that the system has a twofold symmetry with respect to the direction of the applied
magnetic field. This finding facilitates the definition of qubit basis states and simplifies the form of
exchange interaction for two-qubit gates in coupled quantum dots. If the magnetic field is applied
along a generic direction, cubic anisotropy terms act as an effective spin-orbit interaction introducing
novel exchange couplings even for an inversion symmetric setup. Considering the example of a silicon
nanowire double dot, we present the relative strength of these anisotropic exchange interaction
terms and calculate the fidelity of the
√
SWAP gate. Furthermore, we show that the anisotropy-
induced spin-orbit effects can be comparable to that of the direct Rashba spin-orbit interaction for
experimentally feasible electric field strengths.
I. Introduction
Over the last two decades localized spins in quantum
dots (QDs) became a promising candidate for scalable
quantum computing1,2. Electron spins confined in semi-
conductor heterostructures benefit from the feasibility
of coherent control via electric-dipole-induced spin reso-
nance (EDSR)3–6 and exchange based two-qubit gates7–9.
On the other hand, besides charge noise and phonon in-
duced decoherence, electrons are also exposed to fluctu-
ating nuclear spins10–12.
Holes confined in quantum dots13,14 have recently at-
tracted much attention due to the possibility of fast
single-qubit control by virtue of a strong spin-orbit in-
teraction (SOI)15–21, and slow decoherence owing to
the suppressed hyperfine interaction19,22–25. Single-shot
readout26, exchange-coupled quantum dots27,28 and two-
qubit gates29 have recently been realized in systems,
where the heavy-hole (HH) and light-hole (LH) states
are well separated.
As opposed to planar QDs, eigenstates of holes
being strongly confined in more than one directions
have significant contributions from both the HH and
LH states30,31. These systems benefit from an even
stronger Rashba type of SOI that relies on the HH-
LH mixing and is not suppressed by the funda-
mental band gap32,33. In agreement with recent
experiments15,17,34–41, Si and Ge/Si core/shell nanowires
(NWs) are particularly promising platforms for such
low-dimensional hole systems. Remarkably, these NWs
and QDs therein can be formed with a complementary
metal-oxide-semiconductor (CMOS) compatible fabrica-
tion process17,36,38,42,43, which indicates an exceptional
scalability. Furthermore, both Si and Ge are bulk in-
version symmetric, leading to a suppressed piezoelectric
interaction between holes and phonons, and can be iso-
topically enriched, allowing to reduce the number of nu-
clear spins to nearly zero44–47.
Two-qubit gates between hole-spin qubits in NW QDs
can be implemented in different ways. For example, the
qubits can be coupled over long distances via floating
metallic gates48 or via the cavity photons of transmission-
line resonators16,49 by harnessing the strong, direct
Rashba SOI (DRSOI)32,33. Nearby qubits, on the other
hand, can be coupled by electrically controlling the wave
function overlap and thereby inducing an exchange in-
teraction. However, this important possibility has not
been explored yet since the HH-LH mixing renders the
interaction multifaceted.
In this paper, we address the question how the HH-LH
mixing affects the form of the exchange interaction in
tunnel-coupled QDs. This question is relevant not only
for two-qubit operations but also for, e.g., the implemen-
tation of singlet-triplet qubits50–52 and spin-to-charge
readout schemes1,7,53 with holes. In the most general
case the form
H(1,1) =
1
4
σL · J¯σR + 1
2
(
∆L · σL + ∆R · σR) (1)
needs to be assumed for the interaction between the qubit
basis-states |0〉 and |1〉 of the left (L) and right (R) QDs,
where J¯ is the exchange-matrix and the coefficients in
the single-qubit part ∆L(R) are related to the g-tensor
g¯L(R) via ∆L(R) = µB g¯
L(R)B. The Pauli-matrices (e.g.,
σLz = |0L〉 〈0L|−|1L〉 〈1L|) are acting on the energetically
lowest two eigenstates of the QDs.
For electrons, the exchange matrix obtains the sim-
ple form Jij = JRij(n, θ), where the parameters of the
rotation Rij depend on the spin-orbit couplings
54. How-
ever due to the strong anisotropy of the hole states in
materials like silicon, the exchange interaction acquires
anisotropic corrections even in the case of an inversion
symmetric setup. As reported earlier, these anisotropic
effects can enhance the role of spatial symmetries in the
theoretical description38,55,56.
We discuss the possible symmetries of a generic dou-
ble quantum dot (DQD) setup. If the confinement, the
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2crystal structure, and the external fields respect the same
symmetry, an effective spin can be associated to the qubit
states of each QD. The conservation of this effective spin
allows one to identify selection rules for the exchange in-
teraction J¯.
We consider coupled hole-spin qubits in a silicon NW
and identify the high symmetry axes of the magnetic field
along which the effective spin is conserved. However, ef-
fective spin projections can get mixed upon application of
an external electric field (inducing DRSOI), or by chang-
ing the direction of the magnetic field due to crystalline
anisotropy (anisotropy-induced spin mixing). One of our
central results is shown in Fig. 4, where we present the
effect of the hitherto neglected anisotropy-induced spin
mixing mechanism on the exchange interaction J¯ and the
induced Zeeman splittings ∆. This mixing will lead to
anisotropic corrections to the exchange interaction even
in the presence of inversion symmetry. Furthermore, we
compare our results obtained for silicon NWs with that
of Ge/Si core/shell NWs, where crystalline anisotropy
manifests itself rather weakly in the valence band.
If coupling is established between two QDs each host-
ing a single hole-spin qubit, the exchange interaction can
be utilized to implement a fundamental entangling gate
such as the
√
SWAP1. However, in silicon the anisotropic
corrections can lead to systematic gate errors limiting the
fidelity of the
√
SWAP gate. We calculate the gate fi-
delities in the coherent system and find that anisotropic
corrections can be mitigated if the gate is sufficiently fast.
This paper is organized as follows: In Sec. II we re-
view the simple model of conduction band electrons and
present the Hamiltonian of the valence band holes to-
gether with the commonly used axial approximation. In
Sec. III we introduce an effective spin and discuss its ad-
vantages for the application as spin qubits. Projecting
the Hamiltonian of coupled quantum dots to the low-
energy basis in Secs. IV and V, we study the selection
rules that apply for the exchange interaction if the quan-
tum dots respect a mutual twofold symmetry. In Sec. VI
we propose a symmetry-decomposition of the Hamilto-
nian that reveals the different effective spin mixing terms,
compare the spin mixing effect of the cubic anisotropy
and the DRSOI, present the relative energy scales of the
anisotropic corrections to the exchange interaction, and
calculate the anisotropy-limited fidelities of a
√
SWAP
gate. We conclude with a few remarks and a short sum-
mary in Secs. VII and VIII. Technical details are deferred
to Apps. A-H.
II. Single hole-spin qubit
We consider a single hole confined by electric gates
either in a NW or in a two-dimensional hole gas in a
heterostructure. Provided that the energy scale associ-
ated with the temperature is much lower than the orbital
splittings, the hole will occupy the lowest orbital state.
If the confinement is significantly stronger along one or
two axes, the lowest state will retain only two-fold de-
generacy in the absence of magnetic field due to the dif-
ferent effective masses corresponding to the HH and the
LH states32,33. Splitting of these eigenstates by magnetic
field establishes an effective two-level system |0〉 , |1〉 to
be referred to as hole-spin qubit later on.
First we consider the general Hamiltonian of a single
quasiparticle, an electron (+) or a hole (−) confined in a
QD
HQD = Hb(k, Jˆ)+HZ(Jˆ,B)±eE ·r+VQD(r)+Hc, (2)
where Hb(k, Jˆ) is the bulk Hamiltonian of either the con-
duction band or the valence bands with the vector opera-
tor ~ Jˆ combining the atomic orbital angular momentum
[l = 0 (1) for the conduction band (valence bands)] and
the spin. The crystal-momentum including the vector
potential A is ~k = −i~∇ + eA, where e is the posi-
tive elementary charge. The Zeeman term HZ(Jˆ,B) con-
tains the spherical and anisotropic corrections coupling
the magnetic field B = ∇ × A to the angular momen-
tum ~ Jˆ. The electric field is taken into account via the
term ±eE · r and the inversion symmetric confinement
potential VQD(r), where r is the position operator of the
quasiparticle. The last term Hc contains further correc-
tions such as the Rashba and the Dresselhaus spin-orbit
interaction (which are higher order terms in the multi-
band perturbation theory) as well as the strain and the
interface effects.
In the case of the conduction band the s-wave property
of the Bloch-functions (i.e., zero orbital angular momen-
tum) implies that the angular momentum components
are given by the three Pauli matrices i.e., ~ Jˆi = ~2σi.
Since the Pauli matrices together with the identity ma-
trix form a complete basis, the effective Hamiltonian of
the conduction band electrons in a homogeneous mag-
netic field can be written in the simple form
Hcond(k) +HZ(Jˆ,B) =
~2k2
2m∗
+ g∗µBB · Jˆ , (3)
with the effective band mass m∗ and g-factor g∗. The
special property of the Pauli matrices then imply that the
Hamiltonian of Eq. (3) has continuous axial symmetry
(the Hamiltonian commutes with the spin projection JˆB
along the magnetic field).
In the presence of magnetic field the Luttinger-Kohn
Hamiltonian HLK +HZ describing the top of the HH-LH
bands for cubic crystals can be written as
HLK(k, Jˆ) +HZ(Jˆ,B) =
~2
2m
[(
γ1 +
5
2
γ
)
k2 − 2γ(k · Jˆ)2
]
+ (2κ+ γ)µBB · Jˆ + ∆γ K(k, Jˆ) + 2qµBB · Jˆ
(4)
wherem is the bare electron mass, γ1 is the first Luttinger
parameter, γ = (2γ2 + 3γ3)/5 is the averaged Luttinger
parameter, and ∆γ = γ3−γ2 is the prefactor of the terms
with cubic symmetry57–61. The spin-3/2 vector operator
3~ Jˆ is combining the atomic orbital angular momentum
(l = 1) and the spin. The Zeeman part HZ(Jˆ,B) =
2κµBB · Jˆ + 2qµBB · Jˆ is composed of the isotropic and
anisotropic terms62 with coefficients κ and q, respectively.
The first two terms of the Hamiltonian in Eq. (4) are
invariant under arbitrary rotations around the magnetic
field axis i.e., [H(1,2), e−iφFˆB ] = 0 holds for any angle φ,
where ~ FˆB is the total angular momentum ~Fˆ = ~Jˆ+~Lˆ
projected along the magnetic field, with the orbital an-
gular momentum being ~Lˆ = −i~ r×∇61. For materials
like Ge, InAs, and GaAs these terms give the main contri-
butions, since ∆γ  γ and q  |κ| (e.g., the anisotropy
parameters ∆γ/γ obtained from Ref. [63] are 0.28, 0.091,
and 0.31, respectively), and the last two terms are treated
only perturbatively within the framework of the axial ap-
proximation30,31,63–65.
While for electrons even the spin ~ JˆB is approximately
conserved, only the total angular momentum conserva-
tion could be considered for the valence band states.
However, corrections due to cubic anisotropy can play im-
portant role20, especially for materials with strong cubic
anisotropy (e.g., silicon where ∆γ/γ = 1.1) corrections
to the axial approximation cannot be treated perturba-
tively. We wish to identify an effective spin as a good
quantum number that is conserved by the Hamiltonian
in Eq. (4), for the highly anisotropic case. For this we
consider the point symmetry group of the QD system in
the next section.
III. Symmetry considerations
To properly define a qubit, we first consider the sym-
metries of the bulk crystal in the presence of magnetic
and electric fields and identify high symmetry axes. This
will allow us to identify an effective spin α = mod2(FB) ∈
{−1/2, 1/2}66, which is related to the eigenvalues of a
twofold symmetry operator such as D(C2B) = e
−ipiFˆB ,
where FˆB is the total angular momentum operator and
has half-odd-integer eigenvalues FB . The eigenstates in
a QD are also characterized by this quantum number
α and can be used as a qubit, provided that the con-
finement respects the considered symmetry. Finally, we
present DQD geometries where a twofold symmetry is
maintained implying spin selection rules for the interac-
tion between the two quantum dots.
The Bravais lattice of a bulk crystal is defined by dis-
crete translations in the three spatial directions. The
Bravais lattice can be invariant under further symme-
try transformations, e.g., N -fold rotations CNa about an
axis a, inversion I, or their combinations, the so called
rotoreflections SNa = I · CNa. The set of symmetry el-
ements taking the lattice into itself constitute the point
group of the crystal67. The external fields can also be de-
scribed in the language of point groups as follows. The
homogeneous electric and magnetic fields E and B are
invariant under any rotations around their axis. In addi-
tion, E is symmetric and under reflections with respect
to any mirror plane that contains its axis. However, since
B is a pseudo-vector it only respects inversion symmetry
and reflection symmetry with respect to the single mirror
plane being perpendicular to it.
Comparing the symmetries of a cubic crystal with that
of the external fields one obtains the reduced point group
of the crystal in the presence of external fields which we
summarize in Tab. I for different directions of the exter-
nal fields. The resulting point group is non-trivial, only if
the magnetic field is applied along a high-symmetry axis,
e.g., the point group C4, which contains the elements of
a four-fold rotation around the axis of the magnetic field
B, i.e., C4 = {E,C4B , C2B , C34B}, where E is the identity
element.
B ‖ 〈100〉 B ‖ 〈110〉 B ‖ 〈111〉 other
E = 0 C4h → α4 C2h → α C3i → α3 Ci
E ‖ B C4 → α4 C2 → α C3 → α3 C1
E ⊥ B Cs → α Cs → α C1 C1
TABLE I. Reduction of the cubic point group (using Schoen-
flies symbols) with diamond structure Oh upon application of
external electric and magnetic fields63. To each point group
containing an N -fold symmetry one can associate (indicated
by an arrow) a generalized effective spin αN = modN (FB) as
discussed in App. A. The special case of a two-level system in
the ground state of a single QD with α ≡ α2 is used here as
qubit basis.
We have seen, that the bulk crystal can have a non-
trivial point group even if external fields are applied.
Moreover, if we consider a quasiparticle confined in a
QD, the point group of this system consists of the sym-
metry elements that respect the symmetries of the crys-
tal, the fields, and the confinement (i.e., the intersec-
tion of the corresponding point groups). Fig. 1 illus-
trates confinement geometries respecting only a single
twofold symmetry of the magnetic field. The resulting
point group is S2 = {E,S2B} for the system in Fig. 1(a)
and C2 = {E,C2B} for Fig. 1(b).
If R2 ∈ {C2B , S2B} is a twofold symmetry element
of the point group of the QD system, the Hamiltonian
of Eq. (2) has to commute with the symmetry operator
D(R2), the representation of R2 on the Hilbert space67.
As a consequence, the (non-degenerate) eigenstates |m〉 ∈
{|0〉 , |1〉 , |2〉 , ...} of the Hamiltonian are also eigenstates
of D(R2),
D(R2) |mα〉 = e−ipiα |mα〉 , (5)
where α = mod2(FB) is a spin-like quantum number of
the state |mα〉 ≡ |m〉, where, again, α = ±1/2. Further-
more, it can be shown that the two states of a Kramers
doublet (states that are transformed to each other by
time-reversal) correspond to effective spin α and −α (see
App. B). With this finding we conclude that spin qubits
can be defined as the lowest Kramers doublet of a quan-
tum dot in any crystal or confinement geometry, as long
as a twofold symmetry is preserved in the system.
4(a) (b)B B
S2B
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FIG. 1. Sketch of single QDs with two-fold symmetry R2 in
the presence of a magnetic field B (red) where the blue objects
illustrate the shape of the QDs in real space, e.g., the geom-
etry of the confinement or the charge density of the confined
holes. (a) The QD possesses a mirror symmetry R2 = S2B ;
the only direction of the magnetic field respecting the sym-
metry of the QD is perpendicular to the symmetry plane (red
transparent). (b) The QD possesses a twofold rotation sym-
metry R2 = C2B ; the only direction of the magnetic field
respecting the symmetry is along the symmetry axis (red).
The effective spin α is rooted in the discrete rotational
(rotoreflectional) symmetry and gives rise to a discrete
conservation law for the total angular momentum ex-
pressed as α = mod2(FB). This relation can be proven
in general for an N -fold symmetry axis (with N ≥ 2)
which gives rise to a quantum number αN = modN (FB)
that is conserved modulo N . This result can be seen as
Bloch’s theorem for angular momenta (see App. A for
further details).
The interaction between holes with their effective spin
gives rise to matrix elements of the interaction which
satisfy certain selection rules due to the underlying con-
servation laws. In particular, we find that the matrix el-
ements for the Hamiltonian of coupled QDs HDQD obey
the following selection rules:
〈mα,nβ|HDQD|pχ, qξ〉 ∝ δ0,mod2(α+β−χ−ξ) , (6)
provided that the DQD setup respects the twofold sym-
metry of the left and right QDs (for details see App. C).
The two-particle states above, |mα,nβ〉 = |mα〉1⊗|nβ〉2,
are product states of the single-particle states |mα〉1
and |nβ〉2 for the first and second particle, respectively.
The indices m,n, p, q ∈ {0L, 0R, 1L, 1R, 2L, ...} label the
single-particle eigenstates of the left or right QD, and
α, β, χ, ξ = ±1/2 stand for the effective spins associated
with the single-particle states.
We have seen that the point group of the crystal may
contain two-, three- or fourfold symmetry axes, even if
external fields are applied. However, the confinement po-
tential defining the DQD should also respect these sym-
metries in order to benefit from the selection rules given
in Eq. (6). A DQD setup can obey a twofold symmetry
in two ways: (i) The DQD axis (i.e., the axis connect-
ing the centers of the two coupled QDs) lies in the com-
mon symmetry plane of the QDs being perpendicular to
the magnetic field [as illustrated in Fig. 2(a)]. (ii) The
DQD axis coincides with the common rotation axis, see
Fig. 2(b).
B B
S2B
C2B
(b)(a)
FIG. 2. DQD geometries where the symmetry-induced quan-
tum numbers αL(R) = ±1/2 are conserved and can be used to
label a qubit in each QD. The DQD axis (a) lies in the sym-
metry plane (red transparent plane) that is perpendicular to
the magnetic field B or (b) coincides with both the magnetic
field and the twofold rotation axis.
IV. Low-energy basis of a DQD
In order to determine the interaction between the two
qubits in a DQD system the low-energy solutions of the
following Hamiltonian68 have to be considered,
HDQD = HL(1)+δVL(1)+HR(2)+δVR(2)+C(1, 2) , (7)
where HL(R) is the single-QD Hamiltonian in Eq. (2) of
the left (right) QD with VQD = VL(R), δVL(R) = VDQD −
VL(R) is the difference between the double- and single-dot
potentials, and C(1, 2) = e2/(4pi|r1−r2|) is the Coulomb
interaction with the single-particle coordinates r1,2 and
the dielectric constant  = 0r, where 0 is the vacuum
permittivity.
In order to construct a basis for the low-energy effective
Hamiltonian of the DQD, the energetically lowest eigen-
states (for qubits) |0L〉 , |1L〉 of the single QD Hamil-
tonian HL need to be orthonormalized with respect to
the ones in the right well |0R〉 , |1R〉69. In general, these
eigenstates can not be written as a product of an orbital
and a spin part70,71 (e.g., due to spin-orbit interaction or
the HH-LH mixing) and therefore the |0〉 and |1〉 eigen-
states of different QDs are not necessarily orthogonal.
To characterize this mutual non-orthogonalities, we in-
troduce the overlap matrix elements
Sab = 〈aL|bR〉 , (8)
where a, b ∈ {0, 1}. Even though the wave functions of
electrons in the presence of inversion symmetry is sep-
arable into orbital and spin part, ensuring S01 = 0 and
S00 = S11 regardless of the magnetic field, for holes these
relations hold only for zero magnetic field54. Nevertheless
we find that S01 can also vanish provided the magnetic
field preserves a twofold symmetry in the DQD system,
while the difference of the diagonal elements is propor-
tional to the applied magnetic field, i.e., S00 − S11 ∝ B
for small magnetic fields.
The overlap Sab is suppressed exponentially with dis-
tance between the dots, therefore the orthonormaliza-
tion can be performed in such a way that the same
5quantum numbers can be used to label the orthonor-
malized states, e.g., |0L〉ON =
∑
m Cm,0L |m〉, where
Cm,0L ∼ δm,0L + O(Sab) (the precise form is given in
App. D). Further on the subscript “ON” will be sup-
pressed for simplicity, and the non-orthogonal states are
used only in the definition in Eq. (8).
From the orthonormalized low-energy single-particle
states, six fermionic two-particle states can be con-
structed in accordance with the Pauli principle. Three of
them are analogous to triplet states, |T0±〉 [e.g., |T+〉 =
(|0L, 0R〉 − |0R, 0L〉)/
√
2], one corresponds to a singlet
state with a single particle on each dot |S〉, and there are
two singlet states |SL(R)〉 with both particles on the left
(right) dot. Within the framework of the Hund-Mulliken
approximation these six states are used to project the
Hamiltonian of Eq. (7) onto the low-energy Hilbert space.
V. Low-energy Hamiltonian of a DQD
Exchange coupling is known to be adequate for im-
plementation of two-qubit gates1. However the effect
of the doubly occupied singlets (|SL(R)〉) can be crucial
for correct quantitative analysis69, for simplicity we re-
strict the DQD Hamiltonian of Eq. (7) to the lowest en-
ergy subspace {S, T0, T+, T−} for the qualitative discus-
sion here and take the higher singlets into account only
for the numerical results in Sec. VI via Schrieffer-Wolff
transformation72.
Changing the confinement of the left QD (initially de-
scribed by the Hamiltonian 12∆
L
0 σ
L
z ) results in a modi-
fication of the Zeeman splittings ∆L inducing coupling
between the qubit basis states38,56. To lowest order in
the potential difference δVL = VDQD − VL one obtains
∆Lz = ∆
L
0 + 〈0L|δVL|0L〉 − 〈1L|δVL|1L〉 , (9a)
∆Lx − i∆Ly = 2 〈0L|δVL|1L〉 , (9b)
for the coefficients of the single-qubit effective Hamilto-
nian 12∆
L · σL, where the Pauli matrices σLx,y,z are de-
fined with the orthonormalized states |aL〉 (e.g., σLz =
|0L〉 〈0L| − |1L〉 〈1L|). If the DQD respects the same
twofold symmetry as the left and right QDs, the cou-
plings vanish, i.e., ∆Lx = ∆
L
y = 0 due to the modulo-2
conservation law. On the other hand, the energy split-
ting ∆Lz can still be affected by the potential. The results
given by Eqs. (9a) and (9b) are in correspondence with
those obtained from the study of mirror symmetries in
the g-matrix formalism56.
Next, we turn to a discussion of the exchange cou-
plings. First we point out that, in the presence of a
twofold symmetry, due to Eq. (6) the T±-triplet sector
is decoupled from the rest of the subspace. This is so
because the triplets |T±〉 are composed from products of
two single-particle states with the same quantum number
α, whereas all the other states contain products of single-
particle states with opposite quantum numbers α. While
this decoupling also exists for conduction band states,
the matrix elements 〈T+|C|T−〉 and 〈S|C|T0〉 (which van-
ish for electrons) do not need to vanish for valence band
holes.
In the most general case, the Hamiltonian of two cou-
pled qubits is given in Eq. (1). Rewriting this expression
in the singlet-triplet basis {S, T0, T+, T−}, we obtain the
effective Hamiltonian
H(1,1) =
1
4

−Jxx − Jyy − Jzz 2iJaxy
√
2
(−Jaxz − iJayz) √2 (−Jaxz + iJayz)
−2iJaxy Jxx + Jyy − Jzz
√
2(Jsxz + iJ
s
yz) −
√
2(Jsxz − iJsyz)√
2
(−Jaxz + iJayz) √2(Jsxz − iJsyz) Jzz Jxx − Jyy − 2iJsxy√
2
(−Jaxz − iJayz) √2(−Jsxz − iJsyz) Jxx − Jyy + 2iJsxy Jzz

+
1
2

0 2∆az
√
2
(−∆ax − i∆ay) √2 (∆ax − i∆ay)
2∆az 0
√
2
(
∆sx + i∆
s
y
) √
2
(
∆sx − i∆sy
)
√
2
(−∆ax + i∆ay) √2 (∆sx − i∆sy) 2∆sz 0√
2
(
∆ax + i∆
a
y
) √
2
(
∆sx + i∆
s
y
)
0 −2∆sz
 ,
(10)
where J¯s =
(
J¯+ J¯T
)
/2 is the symmetric part, J¯a =
(
J¯−
J¯T
)
/2 is the antisymmetric part of the exchange matrix,
and the Zeeman terms ∆s = (∆L + ∆R)/2 account for
the homogeneous part of the magnetic field, while ∆a =
(∆L −∆R)/2 for the inhomogeneous part. In general,
these terms can also arise if the g-factors of the dots are
different. If the magnetic field is oriented along a high-
symmetry axis, the T± sector becomes independent of the
ST0 sector, and therefore the off-diagonal elements of the
exchange matrix Jsxz, J
a
xz, J
s
yz, and J
a
yz have to vanish.
VI. Coupled hole-spin qubits in silicon NWs
In this section we consider a cylindrical NW fabricated
from silicon. A coupled QD setup is established by means
of electrostatic gates such that each QD is occupied by
a single hole. First we discuss what assumptions were
6made and which parameter values were used to describe
the system, then in Sec. VI.1 we decompose the Hamil-
tonian of a single QD into an effective spin conserving
and a symmetry breaking part. We compare the effect
of different mechanisms that can lead to anisotropic ex-
change interaction in Sec. VI.2, namely the DRSOI and
the anisotropy-induced spin mixing (to be clarified be-
low). In Sec. VI.3 we provide numerical examples for the
parameters characterizing the effective 4×4 Hamiltonian
in Eq. (10) for the inversion symmetric limit, where the
anisotropic exchange couplings can only appear by virtue
of the strong cubic anisotropy in silicon. Finally, the ef-
fect of anisotropic corrections on the fidelity of a
√
SWAP
gate is discussed in Sec. VI.4.
To be concrete for the numerical evaluations to follow,
we focus on a silicon NW with circular cross section and
cylinder axis along the [001] direction of the silicon crys-
tal. We use γ1 = 4.285, γ2 = 0.339, γ3 = 1.446, κ =
−0.42, and q = 0.01 for the Luttinger-parameters and
r = 12.1 for the dielectric constant
63. The axes x, y, z
correspond to the [100], [010], [001] crystallographic axes,
respectively. The magnetic field B = B(cosϕ, sinϕ, 0) is
applied in the plane perpendicular to the cylinder axis,
and it is parametrized by the angle ϕ it encloses with the
x axis [see Fig. 3(a)].
For the confinement potential in Hamiltonian of Eq. (7)
we assume the form VDQD(r) = VNW(x, y)+
vB
a4 (z
2−a2)2
with vB being the height of the quartic-potential bar-
rier, and VNW(x, y) is the transverse confinement po-
tential. In order to efficiently approximate the wells of
the DQD potential by independent harmonic potentials
VL(R)(z), the barrier height should be larger than the or-
bital energy of the harmonic confinement, or equivalently
vB > 2 ~2γ1/(ma2) (∼ 2.9 meV for the parameters of our
example of Si NW). The confinement potential VDQD(r)
is inversion symmetric [due to the cylindrical shape of the
NW, i.e. VNW(x, y) = VNW(x
2 + y2)] and the inversion-
asymmetric part of the electric fields is taken into account
via the term −eE · r, where E is a homogeneous electric
field.
VI.1. Corrections beyond the conservation of
effective spin
Since the magnetic field B in the present case is always
perpendicular to the DQD axis (z axis), only reflection
symmetry S2B can be maintained [see Fig. 2(a)]. For
example, if the magnetic field is applied along the [100]
axis (ϕ = 0) and E = 0, the system respects the symme-
try S2B , facilitating the definition of the effective spin α.
The modulo-2 conservation of this effective spin simpli-
fies the form of the exchange interaction matrix and the
induced Zeeman splittings (as we discussed in Sec. V).
Changing the direction of the magnetic field or the ap-
plication of a homogeneous electric field can break the
symmetry. Since the confinement potential VDQD(r) and
the Coulomb interaction C(r1−r2) both respect the sym-
metry S2B for any ϕ, the symmetry breaking contribu-
tion in the Hamiltonian of Eq. (7) has to be a part of
the single QD Hamiltonian HQD. In this case, the mix-
ing of effective spins has a strong similarity with the case
of localized electron spins in the presence of Rashba or
Dresselhaus spin-orbit interaction70,71. Therefore, we are
motivated to decompose the single QD Hamiltonian in
the following way,
H0 = HQD −HSO , (11a)
HSO =
1
2
[D(S2B), HQD]D(S2B) , (11b)
where H0 commutes with the symmetry operator D(S2B)
conserving the effective spin, and the analogue of the
SOI, HSO, anti-commutes with the symmetry and thus
leads to couplings only of sectors with different quantum
numbers.
Performing the decomposition given in Eq. (11) on the
Hamiltonian of Eq. (2), one obtains the following three
terms for the spin-non-conserving part HSO:
~2
2m
∆γ sin (4ϕ)
[
(k2⊥ − k2B){JˆB , Jˆ⊥}
+{kB , k⊥}(Jˆ2⊥ − Jˆ2B)
]
,
(12a)
2qµBB
sin (4ϕ)
4
[
Jˆ⊥(Jˆ2⊥ − Jˆ2B)− 2JˆB{JˆB , Jˆ⊥}
]
, (12b)
− eEBrB , (12c)
where {A,B} = (AB + BA)/2 defines the anti-
commutator. The momenta rotated to the frame of the
magnetic field are defined as kB = kx cos (ϕ) + ky sin (ϕ)
and k⊥ = −kx sin (ϕ) + ky cos (ϕ), analogously ~ JˆB and
~ Jˆ⊥ are the rotated angular momenta and rB is the ro-
tated coordinate. The first term, Eq. (12a) is coming
from the momentum-resolved part of the LK Hamilto-
nian, the second, Eq. (12b) is related to the anisotropic
Zeeman term, and the third term, Eq. (12c) arises from
the electric field component EB perpendicular to the
symmetry plane, i.e., parallel to the magnetic field B.
Note that the anisotropic spin-orbit corrections of
Eqs. (12a) and (12b) are proportional to sin (4ϕ) and
therefore vanish if B ‖ [100], B ‖ [110], etc., in cor-
respondence with the expectations from the symmetry
arguments. Below we will see that this oscillatory ϕ-
dependence manifests itself in the overlap matrix element
S01 [see Figs. 3(b)-(c)], the induced Zeeman splittings
∆x,y, and the off-diagonal exchange couplings Jxy, Jxz
and Jyz [see Figs. 4(b)-(c)].
VI.2. Effects of homogeneous electric fields on the
effective spin mixing
As we have seen for the spin-non-conserving part
HSO of the Hamiltonian HQD, the symmetry S2B
7FIG. 3. (a) Schematic figure of the DQD system realized in a silicon NW. (b)-(c) Absolute value of the anti-aligned overlap
|S01| = | 〈0L|1R〉 |, as a function of ϕ, the angle enclosed by the magnetic field B = B(cosϕ, sinϕ, 0) and the x ‖ [100] axis,
(b) when the electric field E = E(cosϕ, sinϕ, 0) is applied parallel to the magnetic field, and (c) when applied perpendicular
to the magnetic field, E = E(− sinϕ, cosϕ, 0). For this calculation we used a distance of 2a = 30 nm between the QDs, barrier
height of vB = 3 meV, magnetic field of B = 1 T, and cylindrical hard-wall confinement with a radius of R = 7 nm. Details on
the basis choice and adopted assumptions can be found in App. E.
can be broken by terms with cubic anisotropy in
Eqs. (12a) and (12b) or due to a finite electric field com-
ponent EB along the magnetic field in Eq. (12c). As
a consequence, the qubit states of different QDs are no
longer orthogonal to each other. In order to qualify and
compare these two anisotropy effects, we take the overlap
matrix element |S01| = | 〈0L|1R〉 | as a figure of merit for
this qubit mixing, since it is usually nonzero but vanishes
when the QDs respect the symmetry S2B . Furthermore,
S01 can be shown to be proportional to the off-diagonal
exchange interaction Jxz and Jyz and the induced Zee-
man splittings ∆x and ∆y (see App. F).
For the results presented in Figs. 3(b)-(c) we used
a cylindrically symmetric hard-wall confinement in the
transverse directions for VNW(x, y) and studied the ef-
fect of asymmetries via the homogeneous electric field
term −eE · r with E = (Ex, Ey, 0). The standard
Rashba SOI is also taken into account with the coeffi-
cient αh = 0.002 nm
2e (according to Ref. [33]), although
the effect of this term is dominated by the DRSOI32,33.
For the example above the relative deviation from the
αh = 0 case is less than 1%.
In Fig. 3(b) a homogeneous electric field E is applied
parallel to the magnetic field, i.e., E · r = EBrB . We
plot |S01| as a function of the magnetic field direction ϕ
for different strength of the electric field between 0 and
0.1V/µm. Even for relatively small electric fields, e.g.,
EB ∼ 10−3 V/µm, the overlap |S01| becomes independent
of ϕ and changes roughly linearly with the electric field
EB . These findings are in agreement with the strong
DRSOI predicted for this growth direction32,33.
In Fig. 3(c) the electric field is applied perpendicu-
lar to the magnetic field and the wire axis, therefore
EB = 0 and the symmetry S2B can only be broken by
the cubic anisotropy terms. Importantly, S01 obtains the
same angular dependence sin (4ϕ) as the terms of the
spin non-conserving part of the Hamiltonian HSO (see
also App. F). Unlike the DRSOI contribution, this effect
does not have an analogue in the case of conduction band
electrons, since it appears even in the presence of inver-
sion symmetry (E = 0). We refer to this phenomenon as
anisotropy-induced spin mixing (see below).
VI.3. Anisotropic exchange interaction in the
presence of inversion symmetry
In the absence of the homogeneous electric field, i.e.,
E = 0, the Hamiltonian of Eq. (7) is inversion-symmetric,
implying that the low-energy Hamiltonian of Eq. (1) is
invariant under the swap of L and R. The exchange
matrix has to be symmetric (J¯ = J¯s) and the Zeeman
splittings have to be identical (∆a = 0), therefore in
line with Eq. (10) the inversion symmetry decouples the
singlet |S〉 from the three triplets, but the |T0〉 state can
still be coupled to the |T±〉 states in the Hamiltonian
H(1,1).
To simplify the numerical calculation of the Coulomb
integrals, the eigenstates of the left (right) QD |0L(R)〉
and |1L(R)〉 were calculated numerically using harmonic
confinement,
VNW(x, y) =
~2γ1
2ml4T
(x2 + y2), (13)
for the transverse directions as well, where 2lT is the
diameter of the NW. After the orthonormalization, the
two-particle states were constructed in order to project
the Hamiltonian of Eq. (7) to the lowest 6× 6 subspace.
In order to take the effect of the doubly occupied singlets
into account, we perform a second-order Schrieffer-Wolff
transformation and obtain the coefficients of the effective
Hamiltonian in Eq. (10) as a function of the magnetic
field direction ϕ. The result73 is presented in Fig. 4.
As implied by Eq. (6), the off-diagonal elements of the
exchange matrix Jxz and Jyz and the Zeeman splittings
(i.e., ∆x,y) corresponding to off-diagonal terms in the
single-qubit Hamiltonian vanish, if B is along a high-
symmetry direction. The coupling between the |T±〉
states, i.e., 〈T−|C|T+〉 = 14 (Jxx − Jyy + 2iJxy) remains
finite regardless of the angle ϕ. The exchange matrix ele-
8FIG. 4. (a)-(c) Coefficients characterizing the exchange matrix Jij and the single-particle Hamiltonian ∆i as a function of the
magnetic field direction ϕ, for a silicon NW. For the numerical simulation the following parameters were used: DQD distance
2a = 30 nm; barrier height vB = 3 meV; magnetic field B = 1 T; harmonic potential of Eq. (13) with a confinement length of
2lT = 8 nm. For details on the basis states used for the numerics see App. E.
ment Jxy vanishes along the high-symmetry directions in
Fig. 4, however, this is only due to the relative phase be-
tween the numerically calculated basis states |T±〉. The
ST0 splitting (Jxx + Jyy)/2 is approximately equal to
Jzz, but this feature is observed only for small enough
potential barriers vB . The anisotropic exchange matrix
elements and the Zeeman splittings acquire their highest
value at the low-symmetry field direction ϕ ∼ pi/8, i.e.,
in-between high-symmetry points.
Having obtained the effective interaction between the
two qubits, we are now in the position to discuss how
the anisotropic corrections affect the fidelity of two-qubit
gates. This will be done in the following subsection.
VI.4.
√
SWAP gate with anisotropic exchange
interaction
Isotropic exchange interaction is a well-known way to
implement the
√
SWAP gate1 from which the fundamen-
tal CNOT gate can be obtained. However, in Fig. 4 we
have seen that anisotropic exchange matrix elements and
off-diagonal Zeeman splittings (i.e., ∆x,y) emerge which
might affect the operation of such a quantum gate for
exchange coupled hole-spin qubits.
In this subsection we adopt the notation widely used
in the literature of quantum computation. Instead of the
two-particle states with (1, 1) charge configuration we in-
troduce the two-qubit basis states |00〉 = |T+〉, |11〉 =
|T−〉, |01〉 = (|T0〉−|S〉)/
√
2, and |10〉 = (|T0〉+ |S〉)/
√
2.
However, the discussion of the gate errors for exchange
coupled QDs cannot be complete without taking into ac-
count the doubly occupied singlets |SL〉 and |SR〉 ex-
plicitly. An ideal
√
SWAP gate leaves the qubit states
unchanged, if the two qubits are in the |00〉 or |11〉
state, while creating a maximally entangled state, if
they are either in the |01〉 or in the |10〉 state, e.g.,
U√SWAP |01〉 = |−〉 ≡ (|01〉 − i |10〉)/
√
2.
Since the exchange interaction is electrically tunable
via the potential barrier vB
1,69,74–76, we consider a case
where initially the two qubits are in a (disentangled)
product state e.g., |01〉 or |11〉 and the interaction is
switched on at t = 0. Therefore, we study the time
evolution of the state |ψ01(t)〉 according to the effective
low-energy 6 × 6 Hamiltonian H6×6DQD corresponding to
the parameters of Sec. VI.3, such that the time evolution
starts from a product state, e.g., |ψ01(0)〉 = |01〉. The
state |ψ01(t)〉 will have the highest overlap with the target
state |−〉, when t = τs = ~pi (Jxx+Jyy)−1. To benchmark
the accuracy of the gate corresponding to the |01〉 input
state, we define the fidelity F01 = | 〈−|U√SWAP|01〉 |2 =
| 〈−|ψ01(τs)〉 |2 and the error rate 1−F01.
To illustrate the role of the anisotropic corrections,
we compare the performance of the gate for two dif-
ferent magnetic field directions, a high symmetry case
(ϕ = 0), where the system respects the twofold symme-
try S2B , and a low-symmetry case (ϕ = pi/8), where the
anisotropic corrections are the largest in Fig. 4. Due to
the relatively low potential barrier vB = 3 meV, fast op-
eration times τs ∼ 210 ps can be achieved, but the fidelity
F01 is limited by the tunneling to the doubly occupied
states [see Figs. 5(a)-(b) for the low-symmetry case]. Ex-
ploiting the L↔ R symmetry, the error rate 1−F01 can
be simply estimated by
1−F01 ∼ 2| 〈SL|ψ01(τs)〉 |2 ∼ Jxx + Jyy
U
, (14)
where U ∼ 15 meV is the charging energy. This error
also sets a limit for the fidelity in the high-symmetry
case, since the singlet-singlet tunneling cannot be ruled
out by symmetry arguments.
Due to the anisotropic coupling terms in Hamiltonian
H6×6DQD, the |11〉 and |00〉 states are also affected by the op-
eration. Introducing the state |ψ11(t)〉, such that the time
evolution starts from a product state, i.e., |ψ11(0)〉 =
|11〉, we define the fidelity of the gate corresponding
to the |11〉 input state as F11 = | 〈11|U√SWAP|11〉 |2 =
| 〈11|ψ11(τs)〉 |2 and the corresponding error rate 1−F11.
In Figs. 5(c)-(d) the time evolution of the overlaps of
the state |ψ11(t)〉 with the four two-qubit basis states are
9FIG. 5. Overlaps between DQD basis states and the states |ψ01(t)〉 [(a) and (b)] and |ψ11(t)〉 [(c) and (d)] as a function of
time for the low-symmetry case where ϕ = pi/8, for a silicon NW. The time evolution is shown (a) on a liner-linear scale
(b) on a log-log scale, with the horizontal lines showing the estimates for the overlaps obtained in Eqs. (14)-(16) [(c) and
(d) similarly]. Horizontal lines are showing the maximal overlap as a function of time [note that the one corresponding to
| 〈01|ψ11(t)〉 |2 = | 〈11|ψ01(t)〉 |2 is shown on both (b) and (d)]. Overlaps with different basis states are oscillating with the
half-cycle duration of ∼ h/U for | 〈SL|ψ01(t)〉 |2, ∼ h/∆z for | 〈11|ψ01(t)〉 |2, and ∼ h/(2∆z) for | 〈00|ψ11(t)〉 |2 as illustrated by
the vertical lines in (b) and (d).
shown in the low-symmetry case (ϕ = pi/8). In this case,
the fidelity is limited by the transition probability from
the input state |11〉 to the |01〉 and |10〉 states. The es-
timated error rate is then given by the induced Zeeman
splittings as
1−F11 ∼ 2| 〈01|ψ11(τs)〉 |2 ∼ 2
∆2x + ∆
2
y
∆2z
. (15)
As pointed out in Sec. V, the |00〉 and |11〉 states (|T±〉
states in the earlier notation) are coupled to each other
even in the presence of a twofold symmetry. The error
rate 1−F11 in the high-symmetry case is then determined
by the anisotropic correction to the exchange term Jxx−
Jyy as follows
1−F11 ∼ | 〈00|ψ11(τs)〉 |2 ∼
(
Jxx − Jyy
4∆z
)2
. (16)
However, for the system considered in Sec. VI.3 the fi-
delity F11 is significantly higher than F01 for both the
high- and low-symmetry cases (see Tab. II for the cal-
culated values), implying that for low enough potential
barriers vB the fidelity of the
√
SWAP gate is not limited
by the anisotropic corrections but by the probability of
tunneling to a doubly occupied state (the opposite limit
with a high potential barrier vB is discussed in App. G).
high symmetry low symmetry
ϕ 0 pi/8
1−F01 6.2 · 10−4 6 · 10−4
1−F11 10−8 6.4 · 10−7
TABLE II. Error rates of the
√
SWAP gate for the high-
symmetry case (ϕ = 0) and a low-symmetry case (ϕ = pi/8,
providing the poorest fidelities as a function of magnetic field
direction) for the silicon NW setup illustrated in Fig. 3(a).
VII. Discussion
Validity of the axial limit. In the axial limit (∆γ, q →
0), the symmetry of the Hamiltonian in Eq. (4) is higher
than the actual symmetry of the system. In this case due
to the continuous rotation symmetry of the Hamiltonian,
the total angular momentum component ~FB ( = ~α∞)
is a good quantum number regardless of the magnetic
field direction. Therefore this approximation completely
ignores the couplings between T± and the ST0 sector that
arise even for perfectly inversion symmetric confinement.
Since the anisotropic terms coupling states with differ-
ent quantum numbers in Eqs. (12a) and (12b) are propor-
tional to ∆γ and q, they are expected to be suppressed
for materials of lower anisotropy. A comparison of ex-
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change interaction between the above studied silicon and
the Ge/Si core/shell NW presented in App. H is consis-
tent with this expectation.
Silicon NW with different arrangements. In Ref. [33]
the authors suggested to study silicon NWs with 〈100〉
growth direction, since a Rashba-type of SOI is enhanced
in these directions compared to the conventionally used
〈110〉 growth direction77. On the other hand, the 〈110〉
growth direction can be advantageous for the study of the
anisotropy induced SOI effects, since it is less susceptible
to external electric fields.
Another interesting feature of the 〈100〉 growth direc-
tion is that the NW axis coincides with a 4-fold symme-
try axis. If the magnetic field is applied along the NW,
the modulo-4 conservation law of the angular momen-
tum rules out the anisotropic coupling Jxx− Jyy as well.
However, in order to achieve such a symmetry in an ex-
perimental setup, the electrostatic gates would have to be
arranged such that they respect the 4-fold rotation sym-
metry and therefore this favourable case does not seem
to be within current experimental reach.
Orientation of the spin-orbit vector. When an electron
or hole propagates along the NW axis z, an electric field
along the x direction induces an effective magnetic field
along the y axis on account of Rashba SOI. For holes,
however, additional terms can arise such that the electric-
field-induced effective magnetic field (spin-orbit vector)
is not parallel to y. For example, considering a silicon
NW with z ‖ 〈100〉 and a square cross-section, the calcu-
lations in Ref. [33] resulted in an effective magnetic field
whose component along x (parallel to the electric field) is
nonzero unless γ2 = γ3 or sin(4φ
′) = 0, where the angle
φ′ depends on the orientation of the crystallographic axes
with respect to the NW cross-section. We note that this
result has remarkable similarities with Eq. (12a). The
symmetry considerations in the present work provide a
simple and intuitive explanation for the unusual, effective
magnetic field component parallel to the electric field de-
rived in Ref. [33].
Further signatures for the T± decoupling. As discussed
in Sec. V, a remarkable consequence of the conserved
quantum number is the vanishing exchange interaction
and single-particle couplings between the T± sector and
the remaining four basis states. Besides the numerical
results for the overlap S01 and the matrix elements in
Fig. 4, we also studied the crossing of the |SL〉 and the
|T−〉 energy levels as a function of detuning and the leak-
age current near the crossing point. These results also
confirmed the decoupling of the sectors with different
quantum numbers.
Magnetic Weyl points. In Refs. [78-79], the authors
find that topologically protected magnetic degeneracy
points (referred to as magnetic Weyl points) can appear
in DQDs for arbitrary SOI, i.e., for certain orientations
of the magnetic field ±BW , the singlet |S〉 and the lower
triplet state |T−〉 become degenerate: the levels cross as
function of magnetic field and are protected from hy-
bridization.
In the DQD system considered here, the decoupling of
the T± states from the ST0 states also leads to magnetic
degeneracy points at fine-tuned magnetic fields. These
degeneracies are protected by the two-fold (in general
N -fold) symmetry of the DQD system. However, estab-
lishing a connection between the topologically and sym-
metry protected magnetic degeneracies requires further
analysis.
Applications in experiments. Our results corroborate
the strong anisotropy in spin-related quantities observed
in recent experiments35,36,80,81. Furthermore, many of
the recent experimental setups seem to be invariant
under reflection with respect to a certain plane, e.g.,
the plane being perpendicular to the plunger gates in
Refs. [40] and [78]. Since the orientation of the magnetic
field is usually tunable via a two- or three-dimensional
vector magnet, the study of anisotropic effects is well
within the reach of state-of-the-art experiments. In
situ control of the confinement is usually also available
by all-electrical means via tuning the confinement gate
voltages82.
VIII. Conclusion
We showed that an effective spin quantum number
can be assigned to confined hole-states even in highly
anisotropic materials if the magnetic field is applied along
a twofold symmetry axis of the system. Even though in
general, the isotropic Heisenberg exchange is not suffi-
cient to describe the interaction, exchange based two-
qubit gates are likely to be feasible for hole-spin qubits
in NWs. Besides enabling fast single-qubit operations
by purely electrical means16, silicon and Ge/Si core/shell
NWs are also promising platforms to realize fast and high
fidelity two-qubit operations.
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A. Magnetic field along an N-fold symmetry axis,
generalization of Bloch’s theorem
Considering a system with continuous translational
symmetry and imposing periodic boundary conditions
with a period of L, the eigenstates of the Hamiltonian are
characterized by the momentum p = ~n 2piL with n ∈ Z.
For discrete translational symmetry Bloch’s theorem83
states that only the wave number k = modG(p/~) is a
good quantum number, where G = 2pia , is the primitive
reciprocal lattice vector with a being the lattice constant.
Even though the wave number k is not a consequence of
a continuous symmetry, it obeys the conservation law
11
modG[
∑
i(ki − k′i)] = 0 for microscopic processes involv-
ing more than one particle, where ki and k
′
i are the initial
and final wave numbers of the ith particle.
An analogous conservation law holds for the angular
momentum in a system with discrete rotational symme-
try. The proof is very similar to that of Bloch’s theorem
for a one-dimensional lattice, only the translation oper-
ator Ta = exp (−ipˆa/~), with pˆ being the momentum
operator, needs to be replaced by the rotation operator
Rφ = exp (−iφFˆz), with ~Fˆz being the z-component of
the total angular momentum operator, ~Fˆ = ~Lˆ + ~Jˆ,
keeping in mind that for particles with half-odd-integer
spin the periodic boundary condition should be imposed
for φ = 4pi.
For a system where z is an N -fold symmetry axis the
eigenstates of the Hamiltonian are characterized by the
quantum number αN = modN (Fz), where Fz is the asso-
ciated angular momentum eigenvalue. A derivation anal-
ogous to the case of translational symmetry leads to the
conservation of the quantum number αN , namely
modN
[∑
i
(αNi − α′Ni)
]
= 0 , (A1)
where αNi and α
′
Ni are the initial and final quan-
tum numbers of the ith particle. The wave function
fm,j,αN (r) = 〈r, j|mαN 〉 corresponding to the single par-
ticle eigenstate |mαN 〉 of the Hamiltonian respecting an
N -fold symmetry can be written as
fm,j,αN (r, φ, z) = e
i(αN−j)φ um,j,αN (r, φ, z) , (A2)
where j is the eigenvalue of Jˆz, and the function
um,j,αN (r) respects the N -fold rotation symmetry, i.e.,
um,j,αN (r, φ, z) = um,j,αN (r, φ + 2pin/N, z) for every
n ∈ Z. In the N → ∞ limit α∞ = Fz is conserved
in agreement with Noether’s theorem and Eq. (A2) cor-
responds to the ansatz of the axial limit from Refs. [30-
32]. This finding also explains the presence or absence
of “hole-spin mixing” for vertically stacked lateral QDs
in Ref. [65], even without assuming cylindrical symmetry
for the LK Hamiltonian.
In the case of rotoreflections SNB , the derivation
is very similar, however, the symmetry of the func-
tion um,j,αN (r) corresponds to the rotoreflection, i.e.,
um,j,αN (r, φ, z) = um,j,αN (r, φ+pin+2pin/N, (−1)nz) for
every n ∈ Z.
B. Lowest-energy Kramers doublet
In this appendix we show that the two lowest-energy
eigenstates of a single-particle Hamiltonian HB=0 obey-
ing a twofold symmetry R2 have to belong to different
values of the quantum number α ≡ α2 in the absence of
a magnetic field.
According to Kramers theorem, in the absence of mag-
netic field each energy level should be at least twofold
degenerate. Let us assume that there are no fields
and the two energetically lowest eigenstates |ψ1〉 and
|ψ2〉 = T |ψ1〉 are degenerate ground states, i.e.,
HB=0 |ψ1,2〉 = ε0 |ψ1,2〉 , (B1)
with T being the anti-unitary time-reversal operator and
ε0 is the ground state energy. Furthermore, due to the
anti-unitarity of T the time-reversed partner |ψ2〉 is nec-
essarily orthogonal to |ψ1〉67.
If the Hamiltonian commutes with a twofold symme-
try operator D(R2), the eigenstates |ψ1,2〉 can always be
chosen to be simultaneous eigenstate of D(R2) as well,
D(R2) |ψ1〉 = ±i |ψ1〉 . (B2)
with the eigenvalue either +i or −i. Since T commutes
with D(R2), one obtains
D(R2) |ψ2〉 = D(R2)T |ψ1〉 = T D(R2) |ψ1〉
= T (±i |ψ1〉) = ∓iT |ψ1〉 = ∓i |ψ2〉 . (B3)
In other words, if |ψ1〉 belongs to the quantum number
α = +1/2 its time reversed partner |ψ2〉 has to have the
opposite quantum number α = −1/2.
Consequently, when the doublet is split by an external
magnetic field such that the twofold symmetry is pre-
served, the resulting eigenstates are of different quantum
number (unless the Zeeman splitting exceeds the orbital
splitting, in which case the lowest eigenstates of HQD are
not time-reversed partners of each other).
C. Conservation of the effective spin
In this appendix we derive Eq. (6) of the main text.
First we list some important relations regarding the effect
of the symmetry operator D2 ≡ D(R2) on single- and
two-particle states which are eigenstates of this operator:
D2 |mα〉 = e−ipiα |mα〉 , (C1a)
D22 |mα〉 = − |mα〉 , (C1b)
D˜2 |mα,nβ〉 =
(
D
(1)
2 ⊗D(2)2
)
|mα,nβ〉
= (−1)α+β |mα,nβ〉 ,
(C1c)
D˜22 |mα,nβ〉 = |mα,nβ〉 , (C1d)
where the two-particle states above, |mα,nβ〉 = |mα〉1⊗|nβ〉2, are product states of the single-particle states|mα〉1 and |nβ〉2 for the first and second particle, re-
spectively. The indices m,n, p, q ∈ {0L, 0R, 1L, 1R, 2L...}
label the single-particle eigenstates of the left or right
QD, and α, β, χ, ξ = ±1/2 stand for the effective spins
associated to the single-particle states. The representa-
tion of the symmetry D˜2 acts on the two-particle states
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as a tensor product of the corresponding single-particle
representations D
(1,2)
2 . Furthermore, we see that D˜
2
2 acts
on the two-particle states as the identity, in correspon-
dence with the fact that these states are always of integer
spin.
Provided that the DQD Hamiltonian HDQD commutes
with the symmetry operator D˜2 using the relations given
above one finds
〈mα,nβ|HDQD |pχ, qξ〉 = 〈mα,nβ|HDQDD˜22|pχ, qξ〉
= 〈mα,nβ|D˜2HDQD D˜2|pχ, qξ〉
= (−1)α+β+χ+ξ 〈mα,nβ|HDQD|pχ, qξ〉 .
(C2)
Subtracting the rightmost part of the equation from the
leftmost, we obtain
(1− (−1)α+β+χ+ξ) 〈mα,nβ|HDQD|pχ, qξ〉 = 0 , (C3)
which leads to Eq. (6) in the main text.
D. Orthonormalization method
In this appendix we present a method to orthonormal-
ize the single-particle states of the left |aL〉 and right dot
|bR〉. Even though the Gram-Schmidt procedure is a well
known method for the orthonormalization, being a recur-
sive method it can not ensure the L ↔ R symmetry for
the orthonormalized states. Here we present a method
that is although less straightforward, conserves the phys-
ically relevant implications of the inversion symmetry.
Assuming L ↔ R symmetry, the most general trans-
formation connecting the single-particle states |aL(R)〉 to
the orthonormalized states |aL(R)〉ON has a block-matrix
structure, i.e.,
|0L〉ON|1L〉ON|0R〉ON|1R〉ON
 = CT
|0L〉|1L〉|0R〉
|1R〉
 =
A B
B A

|0L〉|1L〉|0R〉
|1R〉
 , (D1)
where A and B are general 2× 2 matrices.
Let us consider the state |i〉ON which is a linear combi-
nation of the states |n〉 ≡ |aL(R)〉, that can have nonzero
overlap 〈n|m〉, i.e.,
|i〉ON =
∑
n
(CT )in |n〉 =
∑
n
Cni |n〉 , i = 1, ..., 4 , (D2)
where Cni are coefficients. Next, we impose the orthonor-
mality condition on these states,
〈i|ON|j〉ON =
∑
n,m
C∗niCmj 〈n|m〉
=
∑
n,m
C∗ni Snm Cmj
!
= δij ,
(D3)
where we defined the overlap-matrix Snm = 〈n|m〉. Mak-
ing the choice Cnm = (S
−1/2)nm (used e.g. in Ref. [84]),
the transformation matrix is not only Hermitian but also
acquires the block-matrix structure of Eq. (D1) as will
be shown below.
First the eigenvalue problem of the overlap-matrix will
be solved and then the inverse square-root matrix will be
calculated via its eigen-decomposition.
In the L↔ R symmetric case the aligned overlaps S00
and S11 are real and the anti-aligned overlaps are related
via conjugation S10 = S
∗
01. Therefore the overlap-matrix
Snm obtains a simple form
S = 14×4 +
 0 0 S00 S010 0 S∗01 S11S00 S01 0 0
S∗01 S11 0 0
 , (D4)
where 14×4 is the 4 × 4 identity-matrix. We recall that
the states |0L〉 and |1L〉 are orthonormal and the same
applies to the right QD. Since the matrix has two identi-
cal Hermitian blocks, its eigenvectors are of the following
form
v(1) =
1√
2
v1v2v1
v2
 , v(2) = 1√
2
 v1v2−v1
−v2
 , (D5a)
v(3) =
1√
2
−v
∗
2
v1
−v∗2
v1
 ,v(4) = 1√
2
−v
∗
2
v1
v∗2
−v1
 , (D5b)
corresponding to the eigenvalues 1 + λ+, 1 − λ+, 1 +
λ−, and 1 − λ−, respectively. The parameters of the
eigenvectors and eigenvalues are given by
v1 =
1
N ′
(
S00 − S11
2
+ |wS |
)
, v2 =
S10
N ′ ,
λ± =
S00 + S11
2
± |wS |,
(D6a)
where we used the following definitions:
N ′2 =
(
S00 − S11
2
+ |wS |
)2
+ |S01|2,
|wS |2 = (S00 − S11)2/4 + |S01|2.
(D6b)
The inverse square-root matrix C = S−1/2 is then ob-
tained in the eigendecomposition.
The first block A of the transformation matrix CT
reads as
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A =
1
2
v
2
1
(
1√
1−λ+
+ 1√
1+λ+
)
+ |v2|2
(
1√
1−λ−
+ 1√
1+λ−
)
v1v2
(
1√
1−λ+
+ 1√
1+λ+
− 1√
1−λ−
− 1√
1+λ−
)
v1v
∗
2
(
1√
1−λ+
+ 1√
1+λ+
− 1√
1−λ−
− 1√
1+λ−
)
v21
(
1√
1−λ−
+ 1√
1+λ−
)
+ |v2|2
(
1√
1−λ+
+ 1√
1+λ+
)

=
(
1 + 38
(
v21λ
2
+ + |v2|2λ2−
)
v1v2
3
8
(
λ2+ − λ2−
)
v1v
∗
2
3
8
(
λ2+ − λ2−
)
1 + 38
(
v21λ
2
− + |v2|2λ2+
)
)
+O(S3ab),
(D7a)
where we exploited that v21 + |v2|2 = 1 and λ± = O(Sab)
as implied by Eq. (D6a). The lowest order corrections to
the identity matrix are of second order in Sab = 〈aL|bR〉.
Similarly, one can obtain the matrix B and perform the
Taylor expansion in Sab as
B =
1
2
v
2
1
(
− 1√
1−λ+
+ 1√
1+λ+
)
+ |v2|2
(
− 1√
1−λ−
+ 1√
1+λ−
)
v1v2
(
− 1√
1−λ+
+ 1√
1+λ+
+ 1√
1−λ−
− 1√
1+λ−
)
v1v
∗
2
(
− 1√
1−λ+
+ 1√
1+λ+
+ 1√
1−λ−
− 1√
1+λ−
)
v21
(
− 1√
1−λ−
+ 1√
1+λ−
)
+ |v2|2
(
− 1√
1−λ+
+ 1√
1+λ+
)

= −1
2
(
v21λ+ + |v2|2λ− v1v2 (λ+ − λ−)
v1v
∗
2 (λ+ − λ−) v21λ− + |v2|2λ+
)
+O(S3ab),
(D7b)
which turns out to be of the first order in Sab.
Finally, we comment on the well-known case of elec-
trons with separable wave functions, where S01 = 0 and
S00 = S11 = S, and thus λ± = S. Substituting this into
Eqs. (D7a) and (D7b) and using v21 + |v2|2 = 1, the for-
mula used for the orthonormalized states in Refs. [69, 84]
is recovered.
E. Single-particle basis for the numerics
The eigenvalue problem of Eq. (2) was solved numer-
ically using a finite number of basis states. The eigen-
states |a〉 of the Hamiltonian in Eq. (2) can be expanded
on the product basis of orbital states |m,n, p〉 and the
spin-3/2 eigenstates |j〉 as
|a〉 =
∑
m,n,p,j
cm,n,pj |m,n, p, j〉 , (E1)
where p is the orbital quantum number corresponding to
the wire axis, m and n are the orbital quantum num-
bers corresponding to the transverse direction, j is the
eigenvalue of a spin-3/2 operator Jˆz, and the expansion
coefficients are given by cm,n,pj = 〈m,n, p, j|a〉.
For the analysis of the overlaps in the presence of both
electric and magnetic fields we used hard-wall confine-
ment in the transverse directions, i.e.,
VNW(x, y) =
{
0, if x2 + y2 < R2
∞, otherwise , (E2)
with R being the radius. In this case, the basis states
can be decomposed into a product form |m,n, p, j〉 =
|m,n〉 |p, j〉. For the state corresponding to the trans-
verse directions |m,n〉 the wave function is given in terms
of Bessel-functions of the first kind,
〈r, φ|m,n〉 = 1
Jm+1(xm,n)
√
piR
Jm
(
xm,n
r
R
)
×

√
2 cos(mφ), for m > 0
1, for m = 0√
2 sin(mφ), for m < 0 ,
(E3)
where xm,n is the nth root of the mth Bessel function
Jm. The confinement of the QD along the wire (z
axis) is assumed to be harmonic, with the corresponding
eigenstates given by Hermite polynomials Hp(z). The
z-resolved wave function of the second part |p, j〉 then
becomes
〈z|p, j〉 =
Hp(z/lzj) exp(− z22l2zj )√
2pp!lzj
√
pi
|j〉 , (E4)
where the confinement length is defined with the effec-
tive mass mzj as l
4
zj = ~2a2/(8vBmzj). The effective
mass is obtained by taking the coefficient of the k2z term
in 〈j|HLK|j〉, and equating it with ~2/(2mzj). Allowing
for different confinement lengths lzj in the basis states
〈z|p, j〉 for different j, we can reduce the off-diagonal el-
ements in the Hamiltonian. In our calculation for Fig. 3,
the quantum numbers can take the following values:
m ∈ {−2,−1, 0, 1, 2}, n ∈ {1, 2, 3}, and p ∈ {0, 1, 2, 3, 4}.
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Calculating the coefficients of the exchange interaction
in Fig. 4 required the numerical evaluation of the ma-
trix elements of the Coulomb interaction ∼ 1/|r1 − r2|
between two-particle basis states. In the basis of Bessel-
functions the solution leads to long running times and
poor accuracy. However, assuming harmonic confine-
ment in the transversal directions and using the basis
of Hermite polynomials in the x and y directions analo-
gous to Eq. (E4) facilitates the analytical calculation of
the matrix elements in the transversal directions. For
Fig. 4 the quantum numbers of the basis states can
take the following value m ∈ {0, 1, 2}, n ∈ {0, 1, 2} and
p ∈ {0, 1, 2, 3, 4}.
F. S01 as a figure of merit for the effective spin
mixing
In the main text we argued that the quantity S01 is
a good measure for the (unwanted) mixing of effective
spins (qubits) in the absence of a twofold symmetry. Here
we will show that S01 can be expressed in terms of the
anisotropy terms ∆x,y of the DQD Hamiltonian as well
as the off-diagonal exchange matrix elements such as Jxz.
To this end we focus on our particular example of a
silicon NW with [001] growth direction and in the pres-
ence of a perpendicular magnetic field and perform the
symmetry decomposition given in Eq. (11) of the corre-
sponding single QD Hamiltonian in Eq. (2) according to
the mirror symmetry S2B . The symmetry breaking part
HSO contains the terms shown in Eqs. (12a)-(12c). From
this decomposition we derive an effective 2× 2 Hamilto-
nian describing the lowest energy (or qubit) subspace. A
convenient way to do this is to find the eigenstates of the
high-symmetry part H0 and perform an exact Schrieffer-
Wolff transformation. This leads to
H2×2QD = H
2×2
0 +H
2×2
SO =
∆′0
2
σ′z + Re(ν)σ
′
x + Im(ν)σ
′
y
(F1)
for the lowest 2 × 2 block of HQD, which is decoupled
from the rest of the states. The Pauli matrices above
are defined as σ′z = |0+〉 〈0+| − |1−〉 〈1−|, with the
states |0+〉 and |1−〉 being eigenstates of the symme-
try operator D(S2B). The energy splitting between the
states |0+〉 and |1−〉 is ∆′0 and the symmetry break-
ing part of the Hamiltonian H2×2SO is proportional to
ν = 〈1−|H2×2SO |0+〉 = 〈1−|H2×2QD |0+〉. Furthermore,
Re(ν) and Im(ν) correspond to the real and imaginary
parts of ν, respectively.
Even though the coupling ν cannot be expressed in
a simple form generally, for the NW system considered
in Sec. VI one can simply extract relations for ν in two
special cases, without performing an explicit Schrieffer-
Wolff transformation. These are:
(i) If EB = 0, the symmetry breaking part contains
only Eqs. (12a) and (12b) and therefore HSO ∼ sin (4ϕ).
Consequently, the coupling associated with the cubic
anisotropy is ν ∼ sin (4ϕ). The values of ϕ where the cou-
pling vanishes correspond to high-symmetry directions in
the system where S2B is a symmetry of the Hamiltonian
HQD.
(ii) If we treat the bulk Hamiltonian HLK +HZ in the
axial approximation (i.e., ∆γ = q = 0), the coupling
induced by the electric field is ν ∼ eEB , similarly to the
case of Rashba SOI. Therefore, we associate this effect to
DRSOI32,33.
Diagonalizing the effective 2 × 2 Hamiltonian of
Eq. (F1), we recover the eigenstates of HQD as
|0〉 = ∆0 + ∆
′
0
2N |0+〉+
ν
N |1−〉 , (F2a)
|1〉 = −ν
∗
N |0+〉+
∆0 + ∆
′
0
2N |1−〉 , (F2b)
corresponding to the energies +∆0/2 =
√
∆′20/4 + |ν|2
and −∆0/2, respectively. The normalization factor is
N = √(∆0 + ∆′0)2/4 + |ν|2.
Moving on to the DQD problem, we introduce the low-
energy basis |0L(R)+〉 and |1L(R)−〉 associated to the left
(right) QDs and define the overlaps
s0 = 〈0L+|0R+〉 (F3a)
s1 = 〈1L−|1R−〉 , (F3b)
which are in general nonzero, whereas the anti-aligned
overlaps vanish, i.e., 〈1L−|0R+〉 = 〈0L+|1R−〉 = 0 due
to the symmetry properties of the basis states. The sys-
tem we consider in Sec. VI is L↔ R symmetric, implying
that the quantities s0 and s1 are real. Exploiting the re-
lations between the basis states Eq. (F3) , we write the
overlap between eigenstates |0L〉 and |1R〉 as
S01 = 〈0L|1R〉 = ν
∗
N
∆0 + ∆
′
0
2N (s1 − s0) . (F4)
Due to the cylindrical symmetry of the NW the confine-
ment respects the symmetry S2B , if the magnetic field is
applied perpendicularly to the wire. The induced Zee-
man splittings of the left QD reads
∆Lx − i∆Ly
2
=
ν∗
N
∆0 + ∆
′
0
2N
× [〈1L−|δVL|1L−〉 − 〈0L+|δVL|0L+〉] ,
(F5)
where δVL = VDQD − VL, and the corrections due to
the orthogonalization of the left and right bases are ne-
glected. At last, we show the formula for the coupling
matrix element 〈T+|C|T0〉 (to lowest order in the over-
laps)
Jsxz − iJsyz
2
√
2
=
ν∗
N
(
∆0 + ∆
′
0
2N
)3√
2
×[ 〈0L+, 1R−|C|0L+, 1R−〉
− 〈0L+, 0R+|C|0L+, 0R+〉
]
.
(F6)
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FIG. 6. Overlaps of the |ψ01(t)〉 state [(a) and (b)], and the |ψ11(t)〉 state [(c) and (d)] as a function of time for the low
symmetry case, where ϕ = pi/8 and vB = 15 meV, for a silicon NW. The time evolution is shown (a) on a liner-linear scale (b)
on a log-log scale, with the horizontal lines showing the estimates for the overlaps obtained in Eqs. (15), (16), and (G2) [(c)
and (d) similarly]. Horizontal lines are showing the maximal overlap as a function of time [note that the one corresponding to
| 〈01|ψ11(t)〉 |2 = | 〈11|ψ01(t)〉 |2 is shown on both (b) and (d)]. Overlaps with different basis states are oscillating with the half
cycle duration of ∼ h/U for | 〈SL|ψ01(t)〉 |2, ∼ h/∆z for | 〈11|ψ01(t)〉 |2, and ∼ h/(2∆z) for | 〈00|ψ11(t)〉 |2 as illustrated by the
vertical lines in (b) and (d).
Importantly, the overlap S01 and anisotropic couplings
share the prefactor ν∗/N , which is typically a small pa-
rameter. Therefore, the simple quantity S01 does not
only show the symmetry properties of HDQD but can
also be used to study the competition of the two main
spin mixing effects, the cubic anisotropy and DRSOI.
G. Slow
√
SWAP gates and anisotropy-limited
fidelity
In Sec. VI.4 we considered the time evolution of the
states |ψ01(t)〉 and |ψ11(t)〉, identified the couplings lead-
ing to the largest undesired overlaps which provided good
estimates for the error rates 1−F01 and 1−F11 for the√
SWAP gate. We found that the error rate 1 − F01 is
orders of magnitudes higher than the one corresponding
to the |11〉 state, due to the possibility of tunneling to a
doubly occupied state.
In this appendix we discuss a parameter regime for the√
SWAP gate where the two fidelities are limited by the
same transition probability that is set by the anisotropic
couplings. This is the regime where the potential barrier
is high enough, e.g., vB = 15 meV in Fig. 6, while the
rest of the parameters were set to be identical to the case
of Figs. 4 and 5. The corresponding error rate for the
√
SWAP gate is obtained as
1−F ∼ 2| 〈01|ψ11(τs)〉 |2 ∼ 2
∆2x + ∆
2
y
∆2z
∼ 3 ·10−6 , (G1)
where F = F01 = F11 is the gate fidelity that is indepen-
dent from the input state. When the potential barrier
is increased, the singlet triplet splitting is reduced, in-
creasing the
√
SWAP operation time by two orders of
magnitude to τs ∼ 18 ns.
For large enough potential barrier vB , Eq. (14) loses
its validity since in general the transition probability is
set by the tunnel coupling 〈SL|H6×6DQD|S〉, i.e.,
| 〈SL|ψ01(τs)〉 |2 ∼ 2
| 〈SL|H6×6DQD|S〉 |2
U2
∼ 10−7 . (G2)
This is an order of magnitude smaller than the leading
correction to the error rate. Therefore, we conclude that
the anisotropic corrections are influencing the
√
SWAP
gate fidelities only for very slow gates.
H. Comparison of the exchange interaction
between silicon and Ge/Si core/shell NWs
In this appendix we present the role of the anisotropy
parameters ∆γ/γ and q/|κ| for the exchange interaction
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FIG. 7. (a)-(c) Coefficients characterizing the exchange interaction and the single particle Hamiltonian as a function of the
magnetic field direction ϕ for a silicon NW. For the numerical simulation the following parameters were used: double dot
distance 2a = 30 nm; barrier height vB = 15 meV; magnetic field B = 1 T; harmonic potential in the transverse directions with
a confinement length of 2lT = 8 nm. (d)-(f) Coefficients characterizing the exchange interaction as a function of the magnetic
field direction ϕ for a Ge/Si core/shell NW. For the numerical simulation the following parameters were used: double dot
distance 2a = 60 nm; barrier height vB = 15 meV; magnetic field B = 0.5 T; relative shell thickness
85 (Rs − Rc)/Rc = 0.2;
harmonic potential in the transverse directions with a confinement length of 2lT = 8 nm.
and, in particular, compare silicon with Ge/Si NWs in
the absence of electric fields, i.e., E = 0. In Fig. 4 we
saw for the case of silicon that the cubic anisotropy ren-
ders the exchange interaction anisotropic and introduces
off-diagonal terms Jxz, Jyz, if the magnetic field is ap-
plied in a low-symmetry direction. As we have seen in
App. F, these anisotropic effects disappear in the axial
approximation since the symmetry breaking parts of the
Hamiltonian, Eqs. (12a) and (12b) are proportional to
∆γ and q, respectively.
Next, given the recent experimental interest, we con-
sider a Ge/Si core/shell NW, with [001] growth direction.
The coordinate axes were chosen identically to the case
of silicon (x, y, z correspond to the [100], [010] and [001]
crystallographic axes, respectively) in which case the Bir-
Pikus Hamiltonian becomes
H
[001]
BP = b(zz − ⊥)J2z , (H1)
where we omitted a constant part, b = −2.5 eV, while
the values of the strain (zz and ⊥) as a function of
relative shell thickness (Rs − Rc)/Rc = 0.2 are taken
from Ref. [85].
We performed the calculation similarly to Sec. VI.3.
For the case of a silicon NW in Figs. 7(a)-(c) we used
the same parameters as in Sec. VI.3, the only difference
being that we used a significantly higher potential bar-
rier, vB = 15 meV. For the case of the Ge/Si core/shell
NW [see Figs. 7(d)-(f)], the shell is taken into account
via the strain term in the Hamiltonian of Eq. (H1), and
the Luttinger parameters are γ1 = 13.38, γ2 = 4.24,
γ3 = 5.69, κ = 3.41, and q = 0.06
63. Note that while
the anisotropy parameters for silicon are ∆γ/γ¯ = 1.1 and
q/|κ| = 0.024, for germanium the same quantities are sig-
nificantly smaller, i.e., ∆γ/γ¯ = 0.28 and q/|κ| = 0.018.
A remarkable reduction can be observed in the
anisotropic exchange terms for a Ge/Si core/shell NW
(see Fig. 7), compared to the case of silicon NWs. The
parameters are set such that the Zeeman splitting and the
diagonal exchange matrix elements are of the same order
for the two materials. One can directly see that although
in the case of silicon NW the off-diagonal terms can be
comparable to the diagonal ones, they almost disappear
(at least they are below the accuracy of our numerics)
for the strained Ge/Si core/shell NW.
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