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$\mathcal{N}=\{1,2, \ldots, m\}$ , $A=\{a_{1}, a_{2}, \ldots, a_{n}\}$ $\Gamma=(\mathcal{N}, \mathcal{A})$
, $a_{\dot{J}}$ , $i,$ $k$ , $a_{j}=(i, k)$ , $a_{j}$ $x_{j}$ ,
$f_{j}(x_{j}):Rarrow R\cup\{+\infty\}$ . .
(P) minimize $f(x)= \sum_{j=1}^{n}f_{j}(x_{j})$
subject to $\sum_{j=1}^{n}e_{ij}x_{j}=b_{i}$ , $i\in \mathcal{N}-\{m\}$ (1)






$0-1$ $\S\sim_{\mathfrak{o}_{\backslash }\# i\theta_{\text{ }\emptyset\ ^{j}\cong}}*\hslash^{\backslash \backslash }l^{\backslash }\prime A^{p^{\grave{\grave{\backslash }}Ra\emptyset}}$
(P) $b_{i}$ , $i\in N$ ( ) $b_{i}$ , $b_{2^{:}}>0$ $i$
, $b_{i}<0$ , $b_{i}=0$ . $\sum_{i\in N}b_{i}=0$
. , $m$ , (1)





. $u_{j}$ $x_{j}$ , . ( $u_{j}=+\infty$
$l_{j}=-\infty$ ).
, $f_{j}(x_{j})$ $x_{j}$ , $x_{j}$
$u_{j},$ $l_{j}$ $l_{j}\leq x_{j}\leq u_{j}$ .
$a_{j}$ , (P) .
$f_{j}(x_{j})=\{+^{j}\infty\hat{f}(x_{j})$ $x\in[lu_{j}\text{ ^{}j}$
$1^{\backslash }\prime \mathcal{A}^{J}$
$\text{ ^{}]}\text{ ^{ _{ ^{ }}}}$
, $u_{j}$ $l_{j}$ , $\hat{f}_{j}(x_{j})$ $x_{j}\in(-\infty, +\infty)$
, .
, $f_{j}(x_{j})$ .
1 $\{x_{j}|f_{j}(x_{j})<+\infty\}\subset R$ , $f_{j}$ .
2 $f_{j}$ $co- Anite[8]$ . $f_{j}$
$\lim_{x_{j}arrow\pm\infty}\frac{f_{j}(x_{j})}{|x_{j}|}=+\infty$
.
, $\{x_{j}|f_{j}(x_{j})<+\infty\}$ , 2 .
2.
2 , (P) , .





,$q(p)$ $=$ $- \inf_{x}L(x,p)$
, $a_{j}=(l, k)$ $t_{j}$









. 2 , $f_{j^{*}}$ , $t_{j}$ . (2)
$x_{j}$ , 1 -xj . $f_{j^{*}}$
,
$f_{j^{*/}}(t_{j})=\overline{x}_{j}$ , $\forall j$ (4)
[8]. , (2)$-(4)$ , (D) $q(p)$ ,
$\nabla q(p)$
$\frac{\partial q(p)}{\partial p_{i}}=\sum_{j}e_{ij}f_{j^{*J}}(t_{j})-b_{i}=\sum_{j}e_{ij}\overline{x}_{j}-b;$ , $\forall i\in \mathcal{N}.-\{m\}$
. ,
$q(p)=E\overline{x}-b$
. , (D) ,
.
$q(p)$ 2 . $q(p)$ (3)
, $j$ $\dot{f}_{j}^{*u}(t_{j})$ , $q(p)$ 2 $q(p)$
$\nabla^{2}q(p)=EH(t)E^{T}$ (5)




1 $t_{j}$ , (4) -xj , $f_{j’’}(\overline{x}_{j})$ , $f_{j’’}(\overline{x}_{j})>0$
. , $f_{j^{*}}($ $)$ 2 ,
$f_{J}^{*J/}(t_{j})= \frac{1}{f_{j}’’(\overline{x}_{j})}>0$
.




2p- (D) , $\overline{t}=E^{T}\overline{p}$ . , fl $f_{j}^{*n}(\overline{t}_{j})$
. ,
$\hat{A}=\{a_{j}\in A|f_{j^{*}}\prime\prime(\overline{t}_{j})>0\}$




. , 2 ,
.
3.1.
$0$ : $p\in R^{(m-1)}$ .
1: $Q(p)\in R^{(m-1)x(m-1)}$ , 1
$Q(p)s=-\nabla q(p)$ (7)
, $\nabla q(p)^{T_{S}}<0$ $s\in R^{(m-1)}$ .
2: \delta 1 ( ) \delta $>0$ .
$\min_{\delta>0}q(p+\delta s)$ (8)
3: $p:=p+\delta s$ , 1 .
1 $s$ ,
. $p$ $q(p)$ 2 , $Q(p)$ ,
(7) $s$ . , $Q(p)\equiv I$ $s$





(7) $s$ , 1 ,
$y\neq 0$
$0< \lambda\leq\frac{y^{T}Q(p)y}{y^{T}y}\leq\Lambda$ (9)
, $p$ \mbox{\boldmath $\lambda$} A [3]. , $f_{j^{*}}$ 2




. $E$ full rannk , $H(t)$ $h_{j}(t_{j})$
-c $>\underline{c}>0$ , $\underline{c}\leq h_{j}(t_{j})\leq\overline{c}$ , (9) .
$h_{4}(t_{j})$ . $t_{j}$ $f_{j}^{*u}(t_{j})$ , -c
-c ,
$h_{j}(t_{j})=\{\begin{array}{l}\underline{c}f_{j}^{*u}(t_{j})<\underline{c}\emptyset\ gf_{j^{*}}\prime\prime(t_{j}).\underline{c}\leq f_{j^{*/}}(t_{J})\leq\overline{c}\emptyset \text{ }\overline{c}\overline{c}<f_{j^{*/}}(t_{J})\emptyset\ \not\equiv\end{array}$
. $f_{j^{*J/}}(t_{j})$ , $h_{j}(t_{j})$ $\beta im\inf_{zarrow t_{j}}h_{j}(z)$ ,hhm $\sup_{zarrow t_{j}}h_{j}(z)$]
. $Q(p)$ , (9) .
$Q(p)$ (10) , 1
$EH(t)E^{T}s=-\nabla q(p)$ (11)
, $(CG)$ $s$ . ,









$k:=0;s_{0}$ $:=0;r_{0}$ $:=-\nabla q(p)$


























. $r_{0}$ , $\epsilon_{CG}>0$ .
3.3.
, \delta .
, \phi (\delta )
$\phi(\delta)=q(p+\delta s)$
. \phi ’(\delta )
$\phi’(\delta)=\nabla q(p+\delta s)^{\tau_{S}}$




. $\rho\in(0, \frac{1}{2})$ $\sigma\in(\rho, 1)$
. (13) $(0, \phi(0))$ , \mbox{\boldmath $\rho$}\phi ’(0) \phi (\delta )
. (14) $\phi’(\delta)$ \mbox{\boldmath $\sigma$}\phi ’(0) .
\delta . , (13),(14)
\delta (bracket) (bracketing phase) , bracket
\delta (sectioning phase) .
[Bracketing Phase]
choose $\rho\in(0, \frac{1}{2}),$ $\sigma\in(\rho, 1),$ $\gamma\in(1, +\infty)$ and $\delta_{1}>0$ ;














set $\delta_{0}$ $:=0$ ;










‘terminate Bracketing Phase’ bracket ,
, $[\delta_{l}, \delta_{u}]$ , Sectioning Phase . , ‘terminate’
, \delta j
[3] . Sectioning Phase \delta j ,
3 .
4.
FORTRAN77 , FACOM M780-30
.
, Fig 1 ,
$(b_{i}>0)$ , $(b_{i}<0)$ , $(b;=0)$ .
( ) $b_{i}$ , $[1,10]$ . ( $\sum_{i\in N}b_{i}=0$
.)
$f_{j}(x_{j})$
$f_{j}(x_{j})=\{\begin{array}{l}c_{j}x_{j}+\frac{1}{2}d_{j}x_{j}^{2},x_{j}\in[0,u_{j}]\emptyset\ \text{ }+\infty**\iota\nu^{\backslash }x\%\emptyset k\not\equiv\end{array}$ (15)
$f_{j}(x_{j})=\{\begin{array}{l}c_{j}x_{j}+\frac{1}{3}d_{j}x_{j}^{3},x_{j}\in[0,u_{j}]\text{ }+\infty k\hslash l^{\backslash }\prime\lrcorner\theta \text{ }\emptyset\end{array}$ (16)
$f_{j}(x_{j})=\{\begin{array}{l}c_{j}x_{j}-\mu logx_{j}-\mu log(u_{j}-x_{j}),x_{j}\in(0,u_{j})\emptyset\ \text{ }+\infty k\lambda\tau l^{\backslash }\prime\lrcorner P\mathfrak{l}\emptyset\ g\end{array}$ (17)




$x_{j}$ $u_{j}$ , $c_{j}\in[1,20],$ $d_{j}\in[0.1,2]$ $u_{j}\in[5,10]$
.
4.1.
, $\nabla q(p)$ ,
\epsilon ,
$\frac{||\nabla q(p)||}{||\nabla q(p_{0})||}<\epsilon$ (18)
. , $p$ $p_{0}$ ( )
. 1, 2 3 (15),(16) (17)
. , $p_{0}=0$ , (18) $\epsilon=10^{-3}$ .
, (11) $s$ , (12) \epsilon CG . 1, 2
$\epsilon_{CG}=10^{-1}$ \epsilon $=10^{-3}$ . , (11)
, , CPU
. 3 , (17) , 2
CPU . \mbox{\boldmath $\mu$} , , (17)
, $f_{J}’\cdot(x_{J})$ , $f_{j^{*}}$
. , $q(p)$ , ,
.
1-11,12, 2-11,12 , 4 5
(a) \epsilon 10-1,10-2,10-3 10-4 , /
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Fig. 1 Lattice network
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Table 1: Results for test problems with cost functions
defined by (7.1): $\epsilon=10^{-3}$
Problem Number Number $\epsilon_{CG}=10^{-1}$ $\epsilon_{CG}=10^{-3}$
$\ovalbox{\tt\small REJECT} nu_{1- 130730.06160.0916}mberofnodesofarcsCPU(s)iterationCPU(s)iteration$
1-2 30 73 0.08 16 0.08 15
1-3 56 146 0.24 26 0.29 18
1-4 56 146 0.17 17 0.38 21
1-5 121 330 1.34 33 2.44 34
1-6 121 330 1.04 30 2.17 33
1-7 256 720 4.54 42 9.63 38
1-8 256 720 4.84 38 11.7 44
1-9 529 1518 15753 469 55
1-10 529 1518 15247 41.5 47
1-11 1024 2976 69977 224 74
1-12 1024 2976 64261 181 60
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Table 2: Results for test problems with cost functions
defined by (7.2): $\epsilon=10^{-3}$
Problem Number Number $\epsilon cc=10^{-1}$ $\epsilon_{CG}=10^{-3}$
$\ovalbox{\tt\small REJECT} nu_{3- 130730.04140.0613}mberofnodesofarcsCPU(s)iterationCPU(s)iteration$
3-2 30 73 0.06 17 0.08 15
3-3 56 146 0.19 24 0.24 20
3-4 56 146 0.21 24 0.32 22
3-5 121 330 0.96 35 1.83 32
3-6 121 330 0.60 26 1.00 19
3-7 256 720 2.90 37 6.12 31
3-8 256 720 2.51 38 5.74 28
3-9 529 1518 875 47 215 34
3-10 529 1518 107 55 267 42
3-11 1024 2976 234 48 985 43
3-12 1024 2976 267 57 88.0 48
Table 3: Results for test problems with cost functions
defined by (7.3): $(\epsilon=10^{-3})$
Problem Number Number $\epsilon_{CG}=10^{-1}$
number of nodes of arcs CPU time(s) ite.
3-1 30 73 0.23 47
3-2 30 73 0.46 32
3-3 56 146 0.98 62
3-4 56 146 1.01 64
3-5 121 330 7.85 107
3-6 121 330 6.01 86
3-7 256 720 58.0 166
3-8 256 720 38.6 117
3-9 529 1518 308 210
3-10 529 1518 334 216
$-24$
Table 4: Detailed results for problems 1-11 and 1-12
problem 1-11 problem 1-12
$\epsilon_{CG}=10^{-1}$ $\epsilon_{CG}=10^{-3}$ $\epsilon_{CG}=10^{-1}$ $\epsilon_{CG}=10^{-3}$
(a) iteration
$\epsilon=10^{-1}$ 55 65 46 53
$10^{-2}$ 11/66 4/69 8/54 3/56
$10^{-3}$ 11/77 5/74 7/61 4/60
$\frac{10^{-4}2/792/763/652/62}{(b)CPUtime(s)}$
$\epsilon=10^{-1}$ 60.7 2159 589 175.9
$10^{-2}$ 4.6/65.3 34/219334/62326/1785
$10^{-3}$ 4.6/69.9 5.4/224.7 19/64223/1808
$10^{-4}$ 0.4/70.3 18/22650.4/64.6 17/1825
Table 5: Detailed results for problems 2-11 and 2-12
problem 2-11 problem 2-12
$\epsilon_{CG}=10^{-1}$ $\epsilon_{CG}=10^{-3}$ $\epsilon_{CG}=10^{-1}$ $\epsilon_{CG}=10^{-3}$
(a) iteration
$\epsilon=10^{-1}$ 24 27 26 29
$10^{-2}$ 13/37 9/36 11/37 10/39
$10^{-3}$ 11/48 6/43 20/57 9/48
$10^{-4}$ 12/60 3/46 14/71 5/52
(b) CPU time(s)
$\epsilon=10^{-1}$ 18.2 80.9 20.9 72.0
$10^{-2}$ 2.6/20.8 9.9/90.8 1.7/22.6 8.0/80.0
$10^{-3}$ 2.6/23.4 7.7/98.5 4.1/26.8 7.9/87.9
$10^{-4}$ 2.2/26.7 3.1/1016 47/314 37/917
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$8$
$\underline{R}$
$\overline{\circ}$
$\overline{\geq}$
$Zv$
.
$\Phi$
$\underline{g}$
$\overline{\sim\sim_{\overline{\geq}}}$
$g\sim$
$\circ c$
$\frac{b}{\alpha}O$
$\circ n\circ$
$\circ\alpha\frac{\circ}{\alpha}$
$\#\sim\Phi$
$O$
–
$g\sim\infty e$
$\overline{\frac{e’\Phi}{\cdot\cdot\circ}}$
$\cup O$
$\dot{\infty}\circ$
$\sim u$
$\sim\Phi$
$\overline{\circ}$
$\wedge\xi$
$\S\supset$
$\not\in_{8}8_{)}$
$\overline{O\Phi}$
$a\overline{ea’}$
$oua$
$\triangleleft_{\epsilon:}\alpha$
$6$
$\approx\circ Gw$
$\circ\Phi$
$a8$
$\epsilon\Phi$
$O$
$\overline{O}$ –
q
$\S\omega$
$\underline{\Phi e}$
$g$
J
$\iota^{o_{!}}$ a
$\sim\sim\alpha V$
$\dot{O}$
