Abstract-This letter presents a variable bit-rate encoding scheme developed for digital video compression based on spatiotemporal decomposition and vector quantization. This encoding scheme exploits the interframe redundancy present in image sequences by employing replenishment of code-vector labels. The experiments indicated that code-vector label replenishment results in a significant reduction of the number of bits required for encoding the frames of image sequences. The proposed video-compression system outperformed the H.261 video-compression standard at high compression ratios, and produced reconstructed video of comparable visual quality at medium and low compression ratios.
I. INTRODUCTION
T HE use of subband decomposition in image compression and coding has a long history [5] , [36] . Recent studies indicated that wavelets can be used to form multiresolution representation of images due to their frequency selectivity and orientation specificity [6] , [7] , [21] , [22] . These properties made wavelets a powerful tool for compression of still images [1] , [2] , [13] , [14] , [16] , [18] , [32] , [35] . The subbands produced by subband decomposition can be encoded by a variety of techniques. These techniques include vector quantization (VQ), which is used in the development of low bit-rate compression schemes [1] , [2] , [13] , [14] , [16] .
The main difference between compression techniques developed for video by combining wavelets and VQ is the strategy they employ for encoding the nondominant subbands, that is, the subbands that carry high frequencies [3] , [17] . Karlsson and Vetterli [15] used pulse code modulation (PCM) encoding for the nondominant subbands. Mohsenian and Nasrabadi [25] observed that the nondominant subbands contain mainly the edges of the objects in the original image sequence and developed an edge-detector based encoding scheme for the nondominant subbands. Luo et al. [19] used the adaptive -means clustering algorithm to encode the nondominant subbands in order to achieve adaptive quantization with spatial constraints. Podilchuk et al. [29] , [30] encoded the nondominant subbands using "geometric" VQ, a method that employs a fixed codebook containing horizontal, vertical, and diagonal segments. Spatiotemporal subband coding methods have been further investigated in [31] and [33] . The inclusion of motion Manuscript received April 15, 1999 models within spatiotemporal subband decomposition was studied in [28] . The combination of motion compensation and pyramidal subband decomposition led to a scheme for high-quality coding of HDTV and digital broadcast [34] . Compression techniques developed for still digital images exploit the redundancy in the image due to the correlation between neighboring pixels (intraframe redundancy). In addition to the intraframe redundancy, video-compression techniques must also exploit the interframe redundancy due to the correlation between adjacent frames. The correlation between successive frames of image sequences can be exploited using replenishment techniques to compensate for motion. Frame replenishment is a simple interframe coding technique developed to exploit this correlation [10] , [26] , [27] . A form of conditional replenishment was employed in a video-compression approach reported in [24] . Goldberg and Sun [9] extended replenishment to VQ. According to their approach, the label of the current vector is encoded and transmitted only if it is different from the one at the same location in the previous frame. This letter presents a replenishment technique for low bit-rate video compression based on spatiotemporal subband decomposition and VQ.
II. SPATIOTEMPORAL SUBBAND DECOMPOSITION OF VIDEO
Spatiotemporal subband decomposition of image sequences begins with temporal decomposition, which is followed by spatial decomposition of the resulting temporal subbands. The temporal and spatial phases of the decomposition scheme employed in this work are described in Fig. 1 , which illustrates an 11-band spatiotemporal subband decomposition of a video signal. In the temporal decomposition phase, the frames of the image sequence are passed block-by-block through a filter bank containing a low-pass temporal ( ) filter and a high-pass temporal ( ) filter. This filter bank employs the 2-coefficient Haar (HAAR2) filter [15] in order to minimize the computational and storage requirements associated with temporal decomposition. Temporal filtering results in two subbands: the low-pass temporal (LPT) subband and the high-pass temporal (HPT) subband. In the spatial decomposition phase, each of the LPT and HPT subbands is passed through a filter bank which performs low-pass filtering along the horizontal dimension (
) and high-pass filtering along the horizontal dimension (
). Low-pass and high-pass filtering is followed by downsampling by a factor of 2. Each of the resulting subbands is passed through a filter bank which performs low-pass filtering along the vertical dimension ( ) and high-pass filtering along the vertical dimension ( ). Low-pass and high-pass filtering is once again followed by downsampling by a factor of 2. This sequence of operations completes one level of spatial decomposition of the LPT and HPT subbands. The resulting 1051-8215/01$10.00 ©2001 IEEE subbands can be further decomposed. As an example, Fig. 1(a) describes an additional level of spatial decomposition of the subband produced by the , , and filtering operators. Spatial decomposition was performed in this work by passing the LPT and HPT subbands through filter banks based on the 9-coefficient biorthogonal (BIOG9) filter [4] . Fig. 1(b) and (c) show the 11 subbands produced by the spatiotemporal decomposition scheme described in Fig. 1(a) . The frames of an image sequence decomposed using the previous scheme can be reconstructed by using upsampling followed by inverse wavelet filtering.
III. VQ AND CODEBOOK DESIGN
VQ can be viewed as a mapping from an -dimensional Euclidean space into a finite set of vectors, often referred to as code-vectors or prototypes, which form a codebook. Given a codebook , , , a vector quantizer of dimension and size is defined as . With such a vector quantizer available, encoding is performed by mapping any input vector into the index of its closest code-vector. The decoding process performs an inverse mapping from the set of indices to the code-vectors contained in the codebook.
A central issue in VQ applications is the generation of a set of representative code-vectors, which is performed by codebook design algorithms using a set of training vectors. In video-compression applications, the training vectors are obtained from a single image sequence or an ensemble of image sequences and form a finite set , which is often referred to as the training set. The codebook is obtained by partitioning the training set into subsets or clusters during the codebook design process [8] , [12] , [20] , [23] . The remainder of this section reviews the Split-1 algorithm, which was used in this work to perform codebook design [12] .
The Split-1 algorithm begins with a single prototype and designs a codebook containing prototypes by splitting one prototype at each iteration. The first prototype is calculated as the centroid of the entire set of feature vectors , . In the first iteration, the prototype is split to create a codebook of size 2 containing a new prototype and an updated version of the original prototype . One of these two prototypes is subsequently split to produce a codebook of size 3. This procedure is repeated until a codebook of the desired size is available. Suppose that after iterations the codebook contains the prototypes ,
. 
In order to balance the effect of moving toward , the new prototype is obtained by moving the original prototype by the same amount in the opposite direction; that is
The codebook resulting after splitting one prototype can be improved by computing each prototype as the centroid of the feature vectors , with defined in (1).
IV. A VIDEO-COMPRESSION SYSTEM
The input of the proposed video-compression system is a sequence of digitized frames, which are decomposed using a spatiotemporal decomposition scheme based on banks of wavelet filters. The subbands produced by the spatiotemporal decomposition are encoded using VQ. This approach employs a variable bit-rate encoding scheme based on code-vector label replenishment. The labels of the code-vectors from the codebooks designed for the spatiotemporal subbands are then stored or transmitted through a telecommunication channel. At the source decoding phase, which follows channel decoding, a table look-up mechanism selects the code-vector corresponding to the received label. This code-vector replaces the vector from the original image sequence that has been encoded for transmission or storage. The decoding process is completed by passing the subbands reconstructed from the code-vectors according to this procedure through a bank of spatiotemporal wavelet reconstruction filters.
The development of effective encoding schemes can be accomplished by assigning most of the available bits to the subbands that carry the most significant information while using fewer bits to encode the subbands with the least effect on the human visual system. The relative significance of the subbands was quantified by measuring the distribution of the signal energy among the subbands produced by spatiotemporal subband decomposition. It was experimentally verified that the LPT subband contains most of the energy among the temporal subbands. Within the LPT subband, subband 1 contains most of the signal energy. Because of its significant role, subband 1 is often called the dominant subband. The nondominant subbands are sparse, highly structured, and have pixel distributions concentrated around zero. Subband 8 is the most reliable motion detector, since it carries the highest amount of energy among the subbands produced by the spatial decomposition of the HPT subband. The distribution of the energy among the subbands resulting from the spatiotemporal decomposition motivated the design of the following codebooks (CB's): CB1 for the dominant subband (subband 1), CB2 for subbands 2-4, CB3 for subbands 5-7, and CB4 for subband 8. Subbands 9-11 were completely discarded in the encoding process due to their relatively low significance [29] , [30] . The sizes of the square blocks used in the experiments to form the code-vectors of the codebooks CB1, CB2, CB3, and CB4 were , , and , respectively. Replenishment attempts to reduce the amount of information transmitted or stored by not transmitting or storing information that remains unchanged between successive frames. The particular form of replenishment used in video compression depends on the encoding scheme used. When encoding is based on VQ, image sequences are represented by the labels of the code-vectors included in the available codebooks. The redundancy between successive frames was exploited in this approach by employing replenishment of code-vector labels. More specifically, replenishment was implemented by comparing the code-vector labels at the same frame location between successive frames. The code-vector labels of a certain frame were transmitted or stored only if they were different from those of the previous frame. For a given image sequence decomposition and a set of codebooks, the number of bits required for encoding a certain frame increases with the percentage of code-vector labels that change from the previous to the current frame, which is affected by motion between frames. Since motion between successive frames is variable, replenishment of code-vector labels leads to variable bit-rate encoding of image sequences.
V. EXPERIMENTAL RESULTS
The proposed video-compression system was developed and tested using the image sequences "Claire," "Salesman," and "Miss America." All three image sequences contain a "talking head" in a stable background. Each of these sequences is composed by gray-level frames, i.e., digital black and white images, recorded at the rate of 10-15 frames/s. Each frame of the image sequences consists of pixels, with the gray level of each pixel represented by 8 bits. In addition to visual inspection, the performance of the proposed compression system was evaluated and compared with that of existing approaches using a popular quantitative measure of image quality known as the peak signal-to-noise ratio (PSNR), which is defined as (4) where peak gray level of the frame; , gray levels of the pixels from the original and reconstructed frames, respectively; total number of pixels in the frame. The amount of compression was measured by the compression ratio, obtained by dividing the number of bits in each frame of the original video by the average number of bits required for encoding each frame of compressed video.
The performance of the proposed video-compression system was compared with that of the ITU-T H.261 video-compression standard developed to facilitate video-conferencing and video-phone services over the integrated services digital network (ISDN) [11] . The H.261 standard operates at kbits/s, with taking values between 1 and 30. This coding scheme is a hybrid of interframe prediction, transform coding, and motion compensation. Inter-frame prediction removes temporal redundancy while transform coding removes spatial redundancy. Variable-length coding is used to remove any further redundancy in the transmitted bitstream. The H.261 has two main modes, namely the intra and inter modes. The intra mode is based on block-by-block discrete cosine transform (DCT) coding. The inter mode performs temporal prediction with or without motion compensation and the interframe prediction error is DCT encoded. The resulting bitstream is finally thresholded and run length coding is employed.
The H.261 video-compression standard can be used to produce many compression ratios above a certain threshold. On the other hand, the proposed system can produce only a limited number of compression ratio values since encoding is based on VQ. In these experiments, codebook design was performed by the Split-1 algorithm using training vectors obtained from the spatiotemporal decomposition of the "Claire" and "Salesman" image sequences using the BIOG9 filter. The "Miss America" image sequence was excluded from the codebook design process in order to be used as the testing sequence in the evaluation of the proposed approach. The image sequences were encoded at ten different compression ratios, obtained by varying the number of bits used to represent the available code-vectors from 1 to 10 bits/vector. The number of bits required to represent each code-vector was determined by the size of the designed codebooks, which varied in these experiments from to . Fig. 2(a) shows the average PSNR values computed on the first 60 frames of the "Claire" image sequence after its encoding by the proposed system and the H.261 standard at different compression ratios. The same information is summarized by Fig. 2(b) and (c) for the "Salesman" and "Miss America" image sequences, respectively. Regardless of the video-compression system used, the PSNR values decreased consistently as the compression ratio increased. It must be noted that not all of the reconstructed image sequences produced in these experiments were of acceptable visual quality. Visual inspection of various reconstructed image sequences by a number of subjects indicated that the visual quality of the reconstructed image sequences was acceptable for PSNR values above 30 dB. Fig. 2(a) indicates that the proposed system produced significantly higher PSNR values than the H.261 standard when the "Claire" image sequence was encoded at compression ratios above 66.7. The proposed video-compression system resulted in PSNR values above 30 dB for compression ratios lower than 400. On the other hand, the H.261 standard produced image sequences of acceptable quality (average PSNR values above 30 dB) for compression ratios lower than 80. The proposed system produced PSNR values between 30 and 35 dB when the compression ratio was 307.7, which was out of the range of the H.261 standard. According to Fig. 2(b) , the proposed system outperformed consistently the H.261 standard for compression ratios as low as 13.3 when tested on the "Salesman" image sequence. On average, the proposed system produced PSNR values above 30 dB for compression ratios lower than 80. On the other hand, the H.261 standard produced PSNR values above 30 dB for compression ratios lower than 40. The proposed system produced PSNR values slightly lower than 30 dB when the compression ratio was 216.2, while this compression ratio was out of the range of the H.261 standard. For the "Miss America" image sequence, the proposed video-compression system produced reconstructed image sequences of significantly higher visual quality than those produced by the H.261 standard for compression ratios higher than 40. The two compression systems tested produced reconstructed image sequences of comparable visual quality for compression ratios between 20 and 40. The H.261 standard outperformed slightly the proposed system (by 1 dB on average) for compression ratios below 20. The proposed system produced PSNR values between 30 and 35 dB when the compression ratio was 235.3, which was out of the range of the H.261 standard. It must be emphasized here that the experimental results obtained for the "Miss America" image sequence provide the basis for a fair comparison of the proposed system with the H.261 standard since this particular image sequence did not participate in the codebook design process.
The proposed system and the H.261 standard produced reconstructed image sequences of comparable visual quality at relatively low compression ratios, despite the differences in the corresponding PSNR values. This can be attributed to the fact that differences in PSNR values are becoming less visible as the value of the PSNR increases. On the other hand, the visual quality of the image sequences reconstructed by the H.261 standard degraded sharply for high compression ratios, where the proposed system outperformed the H.261 standard. Fig. 3 shows a selected frame reconstructed from the testing image sequence "Miss America" compressed at different compression ratios by the proposed system and the H.261 standard. Note that the frame shown in Fig. 3(c) was reconstructed from the image sequence compressed by the proposed system at a compression ratio that was out of the range of the H.261 standard.
VI. CONCLUSION
This letter presented the evaluation of a video-compression system based on spatiotemporal decomposition and VQ. The subbands produced by spatiotemporal decomposition of image sequences were encoded using VQ. The interframe redundancy was exploited in this work using a variable bit-rate encoding strategy based on code-vector label replenishment. The experiments indicated that the increase in complexity and storage requirements associated with code-vector label replenishment is compensated by a sizeable compression gain. This is especially true if code-vector label replenishment is utilized to encode image sequences, in which there is no significant amount of motion between adjacent frames, such as those containing a "talking head" in a stable background. The proposed video-compression system outperformed the H.261 video-compression standard at high compression ratios and produced reconstructed video of comparable visual quality at medium and low compression ratios. This experimental outcome indicates that the proposed variable bit-rate encoding scheme can be used to exploit the interframe redundancy involved in video-phone and video-conferencing applications, in which a certain amount of distortion is an acceptable tradeoff for increased compression gain.
