Recoverable Systems by Elishco, Ohad & Barg, Alexander
1Recoverable systems
Ohad Elishco Alexander Barg
Abstract
Motivated by the established notion of storage codes, we consider sets of infinite sequences over a finite
alphabet such that every k-tuple of consecutive entries is uniquely recoverable from its l-neighborhood in the
sequence. We address the problem of finding the maximum growth rate of the set, which we term capacity, as
well as constructions of explicit families that approach the optimal rate. The techniques that we employ rely
on the connection of this problem with constrained systems. In the second part of the paper we consider a
modification of the problem wherein the entries in the sequence are viewed as random variables over a finite
alphabet that follow some joint distribution, and the recovery condition requires that the Shannon entropy
of the k-tuple conditioned on its l-neighborhood be bounded above by some  > 0. We study properties
of measures on infinite sequences that maximize the metric entropy under the recoverability condition.
Drawing on tools from ergodic theory, we prove some properties of entropy-maximizing measures. We also
suggest a procedure of constructing an -recoverable measure from a corresponding deterministic system,
and prove that for small  the constructed measure is a maximizer of the metric entropy.
I. INTRODUCTION
Consider the set of binary sequences Xn ⊂ {0, 1}n with the property that every bit in the sequence
is uniquely determined by its neighbors. What is the growth rate of the maximum size of Xn with this
property as n increases without limit? Moreover, what can be said about the growth rate if we permit
ourselves recovery with high probability rather than a deterministic decision? These questions form the
starting point of this study which has its motivation in the recently established areas of storage coding
and index coding, and draws on connections with constrained systems and entropy theory with the goal
of establishing various “capacity” results for Xn and associated concepts.
Our main object is a recoverable system over a finite alphabet, which we proceed to define. We consider
the set QZ of bi-infinite sequences x = (. . . , x−2, x−1, x0, x1, x2, . . . ) over a finite alphabet Q. A set
X ⊂ QZ is called shift-invariant if TX = X, where T is a shift by one position to the left. Let [k] :=
{0, 1, . . . , k − 1} and define the l-neighborhood Nl([k]) of the subset of coordinates [k] as a set of all
indices j ∈ Z \ [k] such that |j − i| 6 l for some i ∈ [k]. The elements of the set Nl([k]) have a natural
ordering, and we always think of the neighborhood as an ordered set.
Definition I.1 Let Q be a finite alphabet and let k, l ∈ N be two integers. A set X ⊂ QZ is called a
(k, l)-recoverable system if X is shift-invariant and if there exists a deterministic function f : Q2l → Qk
such that for every x ∈ X ,
f(xNl([k])) = x[k].
In other words, we look at sequences on Z (viewed as a graph) such that the value of a set of k consecutive
vertices is recoverable from their l-neighborhood. Note that because of shift-invariance it suffices to define
the recovery function only for the set x[k].
A similar notion was studied earlier for general finite graphs under the name of storage codes, defined
in [15], [16], and in [6], [8], [18] in the context of guessing games and dynamical systems on graphs. It
has also been shown [2], [15] that the capacity problem of storage codes on graphs is close (and for a
sufficiently large alphabet is equivalent) to the minimum attainable rate of index coding as well as to the
success probability in guessing games. In this context the concept of storage codes was introduced and
studied in [3], [20].
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2An important difference between the storage codes and the above definition is that a storage code allows
its own recovery function for every vertex in V while a recoverable system relies on a single repair rule
for every vertex. Arguably, this restriction is appropriate for large graphs where it is difficult to account for
many recovering functions, and it is also well suited for the analysis of storage capacity because it enables
us to focus on shift-invariant systems, and paves the way for using insights from symbolic dynamics, which
we mention below.
We say that a finite sequence w ∈ Q∗ is a subword in x ∈ QZ, denoted w ≺ x, if w appears anywhere
in x as a sequence of consecutive letters.
Definition I.2 Let X be a (k, l)-recoverable system over a finite alphabet Q of size |Q| = q. Let Bn(X)
denote the set of all length-n words each of which appears as a subword in some x ∈ X . The capacity of
X is defined as
cap(X) = lim
n→∞ logq |Bn(X)|
where the limit exists due to the sub-additivity of logq |Bn(X)| and Fekete’s lemma.
Recoverable systems are strongly related to the well-established notion of constrained systems [13],
[14]. Informally speaking, a constrained system is a set of all sequences over a finite alphabet that do not
include subwords from a set F of forbidden words. As explained below, a (k, l)-recoverable system is
a sub-system of a constrained system. Indeed, for given k, l ∈ N the (k, l) recoverability property gives
rise to a set or forbidden words F (by ruling out conflicts in recovery), and bi-infinite sequences without
forbidden subwords form a subset in a constrained system.
The motivation to study (k, l)-recoverable systems is multifold. Indeed, they form a natural extension
of the notion of storage codes to the infinite setting, and enable one to bring in methods from constrained
systems such as de Bruijn graphs and Markov chains, which have not so far been used for storage codes.
Recoverable systems also yield new insights into constructions of storage (index) codes for some classes
of finite graphs, notably, circulant graphs. For such graphs we suggest a method of constructing a storage
code over any given alphabet, yielding a lower bound on the maximum achievable code rate. We also show
that capacity of recoverable systems (and related storage codes) can be increased by defining a probabilistic
relaxation of the above definitions, which is a new concept in the area of erasure codes on graphs. This
concept brings forth a link between recoverable systems and entropy of dynamical systems, enabling one
to use tools such as metric entropy to derive bounds on the system capacity. It also suggests a group of
new problems with a potential for connecting a broad array of methods from ergodic theory and discrete
dynamical systems with the context of storing and recovering information on large graphs.
Our results are presented in the next three sections. We begin in Sec. II with establishing general
properties related to the capacity of recoverable systems. In Sec. III we present two constructions of
(1, 1)-recoverable systems, one of which attains hte maximum possible capacity whenever q is a whole
square. Both constructions use techniques from constrained systems, namely the description of a system
in terms of a Markov chain and de Bruijn graphs.
In Sec. IV we study a relaxation of the (k, l)-recoverability property wherein the recovered version of
the contents is permitted to have a small residual entropy, resulting in a probabilistic version of the contents
recovery. We call systems arising in this way (, k, l)-recoverable. In this part it is natural to switch to
measure-theoretic language, making each vertex to carry a random variable Xi such that the collection of
random variables (Xi, i ∈ Z) follows some joint distribution. We provide a characterization of measures
that maximize the entropy of such systems. We also show how to obtain a measure supported on an
(, k, l)-recoverable system from a (k, l)-recoverable system with maximum capacity. The assumption of
a single recovery function for every vertex on the line translates into a characterization of capacity as the
topological entropy of the system. This allows us to use the variational principle which relates topological
entropy and metric entropy, thus enabling us to borrow tools from entropy theory to evaluate the capacity.
Our results in this part are as follows. We prove that there exists an entropy-maximizing measure µ,
which turns out to be a Markov measure whose conditional Shannon entropy equals . We give an explicit
construction of µ and bound below the increase of the system capacity due to the relaxation. For small
values of  we show that the constructed measure maximizes the metric entropy of this system.
3In the concluding Section V we present some details regarding the connection between (k, l)-recoverable
systems and storage codes, and mention several problems for future research.
II. GENERAL PROPERTIES OF RECOVERABLE SYSTEMS
We establish properties of (k, l)-recoverable systems by linking them to constrained systems, beginning
with some notation. Similarly to the infinite case, if w, u ∈ Q∗ are finite words such that w appears in u as
a consecutive subsequence, we say that w is a subword of u and denote this w ≺ u. Let |w| be the length
of the word w. The concatenation of finite words w and u is denoted by wu and in particular, wn, n > 2
is an n-fold concatenation of w with itself. Let T be a shift of the infinite word x ∈ QZ to the left, so for
every i, j ∈ Z and any x ∈ QZ we have (T ix)j = xi+j . Note that if the subset X ⊂ QZ is shift-invariant
and x ∈ X , then also T−1(x) ∈ X , so T partitions X into equivalence classes.
The notion of recoverable systems is closely related to constrained systems. In what follows we will
present some relevant notation and results from constrained systems (for a reference, see [14])
Let G = (V,E,L) be a directed graph, where V is a finite set of vertices, E is the set of directed
edges, and L : E → Q is a function that assigns a symbol from Q to every edge. A path γ in G is a
finite sequence of edges γ = (e0, . . . , en−1). The label of the path L(γ) is the sequence of symbols from
Q obtained by reading off the labels of the edges in γ, i.e., L(γ) = (L(ei))i∈[n]. We allow multiple edges
between a pair of vertices, but require that they carry different labels.
A constrained system S is the set of all finite words given by the labels of the paths in a directed
labeled graph G. We call the graph G a presentation of S , and we say that S is presented by G.
It is well known that a constrained system can also be defined by a (possibly infinite) set F ⊆ Q∗
of finite words, called forbidden words, in the following way. Let XF ⊆ QZ be the set of all bi-infinite
sequences such that no x ∈ XF , x contains any word from F as a subword, i.e., there are no i, j ∈ Z for
which (T ix)[j] ∈ F . For every constrained system S , it is possible to find a corresponding F such that
S =
⋃
n∈N Bn(XF ) (see [13]). Therefore, both S or XF will be referred to as a constrained system.
Note however that they are objects of different kinds: while S is a set of finite words, XF is a set of
bi-infinite sequences.
The graph G = (V,E, L) that presents a constrained system XF can be described explicitly in the
case that all the forbidden words have the same length, i.e., F ⊆ Qn for some n ∈ N. Namely, take
V = Qn−1 to be the set of all words of length n− 1 over Q. Draw an edge from u = (u0, . . . , un−2) to
v = (v0, . . . , vn−2) if vi = ui+1, i ∈ [n− 2] and u0 . . . un−2vn−2 /∈ F . The edge (u, v) carries the label
L((u, v)) = vn−2.
The capacity of a constrained system S is defined similarly to the capacity of a (k, l)-recoverable
system. Denote by Bn(S ) the set of all length-n words in S , i.e., Bn(S ) := S ∩Qn. Similarly, if the
system is given by XF then Bn(XF ) denotes the set of all length-n words that appear as subwords in
some x ∈ XF . The capacity of a constrained system S is defined as
cap(S ) = lim
n→∞
1
n
logq |Bn(S )|.
In the language of symbolic dynamics this quantity is also known as the topological entropy of the system
[22, Ch. 7]. We remark that we use the same notation for the capacity of constrained systems and recoverable
systems. This usage is justified by Lemma II.2 below.
It is well known that the limit in the definition of cap(S ) exists due to sub-additivity of the quantity
logq |Bn(S )| and Fekete’s lemma. Moreover,
cap(S ) = inf
n∈N
1
n
logq |Bn(S )|. (1)
Assume that a constrained system S is presented by a graph G = (V,E,L). The adjacency matrix
AG is a |V | × |V | matrix such that (AG)(u,v) is the number of edges from u to v in G. If the graph G
is strongly connected (there is a directed path between any two vertices), then the capacity cap(S ) can
be calculated using AG. Indeed, the Perron-Frobenius theorem states that the largest eigenvalue of AG,
4denoted λ, is real, simple, and positive with strictly positive left and right eigenvectors. Then the capacity
of S equals cap(S ) = logq λ [14, Theorem 3.9].
In order to relate recoverable systems to constrained systems we define the following family of sets of
forbidden words F .
Definition II.1 Let F ⊆ Q∗ be a set of finite words and let k, l ∈ N. We say that F is a (k, l)-admissible
set if for any u, v ∈ Ql, ∣∣{w ∈ Qk : uwv ≺ s ∈ F}∣∣ > qk − 1.
In words, this means that for any l-vectors u, v there is at most one possible w ∈ Qk that can appear
between u and v.
Note that for every k, l a (k, l)-admissible set is a subset of Qk and hence finite. The (k, l)-admissible set
defined here is related to the set of “confusable words” that appears in [2], [15]. It is immediate that a
constrained system XF , where F is a (k, l)-admissible set, is a (k, l)-recoverable system.
Lemma II.2 Any (k, l)-recoverable system X ⊆ QZ is a subset of a constrained system XF for some
(k, l)-admissible set F .
Proof: Let X be a (k, l)-recoverable system over the alphabet Q. Now let F = Q2l+k \ B2l+k(X).
We claim that F is a (k, l)-admissible set and that X ⊆ XF . Assume towards a contradiction that there
are u, v ∈ Ql such that ∣∣{w ∈ Qk : uwv ∈ F}∣∣ < qk − 1.
This implies that there are w1, w2 ∈ Qk such that w1 6= w2 and there are x, y ∈ X such that uw1v ≺ x
and uw2v ≺ y. Since X is shift-invariant, we can assume that x[k] = w1 and y[k] = w2. However, this
contradicts the assumption that X is (k, l)-recoverable since
w1 = f(xNl([k])) = f(yNl([k])) = w2.
The fact that X ⊆ XF is clear since if x ∈ X, then every subword of length 2l + k that appears in x, is
not in F . 2
Let X be a (k, l)-recoverable system over Q. Define
Cq(k, l) := max
Y⊆QZ
Y is (k,l)-recoverable
cap(Y ). (2)
To show that this quantity is well defined, observe that by Lemma II.2, if X is a (k, l)-recoverable system,
then it is a subset of some constrained system XF , where F is a (k, l)-admissible set. This implies that
cap(X) 6 cap(XF ). Since there is a finite number of possible (k, l)-admissible sets over Q, it also implies
that the maximum in (2) is attained. We say that X has maximum capacity if cap(X) = Cq(k, l) and
note that the maximizing system is not necessarily unique.
The following properties of Cq(k, l) are immediate: if l1 > l2 or q1 > q2, then
Cq1(k, l1) > (logq1 q2)Cq2(k, l2) (3)
To illustrate these definitions, let us consider the simplest instance of the concepts introduced above, namely
binary (1, 1)-recoverable systems.
Proposition II.3 The capacity C2(1, 1) ≈ 0.4057, and there is exactly one system X that attains it, up to
symbol relabeling.
Proof: The proof proceeds by examining all the possible binary (1, 1)-recoverable systems. On account
of Lemma II.2 this amounts to examining all the possible constrained systems XF , where F a (1, 1)-
admissible set. The (1, 1)-recoverability condition implies that a symbol is determined completely by the
value of its neighbors. Thus, for instance, one of the sequences 000, 010 is in F . Overall, out of the eight
possible triplets four are in F , while the remaining four appear in the sequences in X.
5If 010 or 101 are in F , then cap(X) = 0. This is because in either of these cases, X if formed of
at most two sequences. Indeed, suppose that 010 ∈ F . Between the two triplets 111 and 101, one must
be forbidden to allow recoverability. Say it is 111, then X = {(000)Z, (101)Z} (the word (0011)Z is
forbidden to allow recoverability). Alternatively, if 101 is forbidden, then X = {(000)Z, (111)Z}. The
same arguments apply to 101 upon the relabeling 0 → 1, 1 → 0. Thus 010, 101 /∈ F , which implies that
000, 111 ∈ F .
It remains to analyze the triplets 110 and 100. If 110 ∈ F , then by shift-invariance also 011 ∈ F .
Indeed, the number of appearances of 110 and 011 in a sequence x is the same by Kirchhoff’s law. This
yields that 000, 111, 110, 011 ∈ F and the remaining four patterns are allowed. This system is known as
a (1, 2)-RLL constrained system, and its capacity is approximately 0.4057 [12, Ch. 4]. The pattern 100
yields the same result by relabeling. This concludes the proof. 2
This result enables us to claim that Cq(k, l) is positive for general alphabets.
Corollary II.4 Let q > 3 and let l > k + 1 > 2, then
Cq(k, l) >
logq 2
l + 2
.
Proof: We explicitly describe a (k, k + 1)-recoverable system X over Q = {0, 1, 2} with positive
capacity. By (3) this will imply the general claim.
The system X is obtained as a function of the set Y of all bi-infinite sequences over {a, b}. Namely,
we construct X be replacing each appearence of a with 2 1l+1 (two followed by l + 1 ones) and each b
with 2 0l+1.
We claim that X is a (k, k + 1)-recoverable system. Let u = (u0 . . . uk), v = (v0 . . . vk) ∈ Qk+1,
w ∈ Qk and assume that uwv ≺ x for some x ∈ X . By construction, if u0 = 2 then w = ul2(v0)k−2,
and if uk = 2 then w = (v0)l. If ui = 2 for i ∈ {1, 2, . . . , l − 1} then w = (ui+1)i+12(v0)l−i−2 (if
i = l − 1 then the 2 would not appear). Therefore, w can be recovered from u, v, and hence X is a
(k, k + 1)-recoverable system.
To calculate cap(X), notice that 2n = |Bn(Y )| = |Bn(l+2)(X)|. Thus,
1
n(l + 2)
logq |Bn(l+2)(X)| =
logq 2
l + 2
.
Since this equality is true for any n, this implies the claimed result. 2
Our next result is an upper bound on the capacity of (k, l)-recoverable systems.
Lemma II.5 Let X be a (k, l)-recoverable system over Q, then
cap(X) 6 l
k + l
.
Proof: From Lemma II.2 it suffices to show that cap(XF ) 6 lk+l for every constrained system XF
with a (k, l)-admissible set F . On account of (1) we need to prove that for every  > 0, there exists n ∈ N
for which
1
n
logq |Bn(XF )| 6 (1 + )
l
k + l
.
Fix  > 0 and take m ∈ N large enough such that m+1m < 1 + . Now take n = m(l + k) + l and let
Fn denote the set of indices given by
Fn = {j ∈ [n] | j mod (l + k) ∈ [l]} .
Consider x ∈ XF . If the symbols xj , j ∈ Fn are known, then the remaining symbols in [n]\Fn are
determined uniquely because of the recoverability property. Since there are at most q(m+1)l different
words that can appear in the locations Fn, we obtain
1
n
logq (|Bn(XF )|) 6
1
n
logq q
(m+1)l 6 (m+ 1)l
m(k + l)
6 (1 + ) l
k + l
.
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An obvious observation, implied by this bound, is that many symbols cannot be recovered from a
small-size neighborhood, i.e., limk→∞ Cq(k, l) = 0.
The next proposition in its large part follows from recent results in the storage coding and index coding
literature [4], [16].
Proposition II.6 For l, k > 1 and q →∞ the limits of Cq(l, l) and Cq(k, 1) exist, and
lim
q→∞Cq(l, l) =
1
2
lim
q→∞Cq(k, 1) =
1
k + 1
.
Proof: The first equality is proved by a well-known construction: place a symbol of the alphabet Q
on each edge and assign to a vertex the pair of symbols which appear on the edges adjacent to it to obtain
a code of size qn/2. Together with Lemma II.5 this implies that Cq(1, 1) = 1/2 for the case when q is a
whole square. To show that the limit exists overall, we use the alphabet of size equal to the closest whole
square, and for large enough q this does not affect the capacity. Namely, letting q = t2 + r, we find
Cq(1, 1) > lim
n→∞
1
n
logt2+r t
n = logt2+r t,
which goes to 1/2 as q →∞. In order to compute the limit for (l, l)-recoverable systems we use a different
assignment to the vertices. After placing a symbol of the alphabet Q on each edge, vertex xi, i ∈ Z is
assigned the pair of symbols that appear on edges (xi−1, xi), and (xi+l−2, xi+l−1). Similarly to the case
of Cq(1, 1), we obtain that limq→∞ Cq(l, l) = 1/2.
Let us show that limq→∞ Cq(k, 1) = 1k+1 . Again, we start with placing a symbol of the alphabet on
each edge. The system X is obtained by assigning each vertex xi, i ∈ Z, the k + 1-tuple that appears on
edges
(xi−1, xi), (xi, xi+1), . . . , (xi+k−1, xi+k).
It is straightforward to check that X is (k, 1)-recoverable. For q = tk+1 for some t ∈ N, we obtain
cap(X) = limn→∞ 1n logq t
n = 1k+1 . Letting q = t
k+1 + r, we find
Cq(k, 1) > lim
n→∞
1
n
logt2+r t
n = logtk+1+r t→
1
k + 1
.
2
III. CONSTRUCTIONS OF (1, 1)-RECOVERABLE SYSTEMS
In this section we focus on the case k = l = 1. For this case, the capacity is at most 1/2 by Lemma II.5,
and we have pointed out that it is attainable when q is a whole square. By extending the edge covering
construction to all q and using (3) we can obtain lower bounds on Cq(1, 1) for general q. In this section
we present two different constructions of recoverable systems that yield higher capacity values for all q
except whole squares.
A. A recursive construction
In the first construction we relate Cq(1, 1) to Cq−2(1, 1). Let G = (V,E) be a strongly connected
graph and let Γn(G) be the set of all directed paths of length n > 1 in G. Let p be a probability vector
p = (p0, . . . , p|V |−1) and let  > 0. We denote by Γn(G, p) the set of all directed paths γ ∈ Γn(G) such
that for every v ∈ V , γ traverses v at least (pv − )n times. The following result is cited from [14]; we
have adjusted it here to our notation.
Lemma III.1 ( [14, Th. 3.15]) Let G = (V,E) be a strongly connected graph. There exists a probability
vector p = (p0, . . . , p|V |−1) such that for every  > 0, there exists an n ∈ N such that for all n > n,
|Γn(p)| > (1− )Γn.
7The idea of the construction, formalized in the next lemma, consists of adding two new symbols to the
alphabet and adding a loop of length four to a frequently traversed vertex in the graph G that presents the
system.
Lemma III.2 Let Q = [q], then
Cq+2(1, 1) > Cq(1, 1) logq+2 q +
1
q2
logq+2
(
1 +
1
q2
)
.
Proof: Let X be a (1, 1)-recoverable system with maximum capacity over Q. By Lemma II.2 we may
assume that X is a constrained system XF for some (1, 1)-admissible set F ⊆ Q3 of forbidden words.
Let Gq = (Vq, Eq, Lq) be a graph that presents XF and suppose that each vertex in Gq corresponds to
a pair of symbols of Q. For two vertices u = (u1u2), v = (v1v2), the edge (u, v) ∈ Eq iff u2 = v1 and
u1u2v2 /∈ F . The label of the edge Lq ((u, v)) = v2. We may also assume that Gq is connected since the
capacity can be calculated by considering only the connected components of Gq .
Fix  > 0 and use Lemma III.1 to find n ∈ N and a probability vector p = (p0, . . . , p|Vq|−1) such that
for n > n
|Γn(Gq, p)| > (1− )Γn(Gq).
Since p is a probability vector, there exists a vertex v ∈ Vq for which pv > 1q2 . Assume that v corresponds
to the pair (ab) ∈ Q2.
Let us add symbols α and β to the alphabet Q. Construct a new graph Gq+2 = (Vq+2, Eq+2, Lq+2) by
adding the vertices u1 = (bα), u2 = (αβ), u3 = (βa) with edges
ξ1 = (ab, u1), ξ2 = (u1, u2), ξ3 = (u2, u3), ξ4 = (u3, ab)
and labels α, β, a, b, respectively. The graph Gq+2 presents a system XF ′ for some F ′ over the alphabet
of size q + 2.
Let us show that XF ′ is a (1, 1)-recoverable system. Consider a sequence x ∈ XF ′ . Note that if x /∈ XF ,
it must contain at least one of the symbols α, β. By the construction of Gq+2, the words of length three
that contain α or β and can appear as subwords in x, are
A := {abα, bαβ, αβa, βab} .
Therefore, the system XF ′ is a constrained system that corresponds to the set of forbidden words
F ′ = ((Q ∪ {α, β})3 \ (Q3 ∪A)) ∪ F .
It is straightforward to check that F ′ is a (1, 1)-admissible set, which implies that XF ′ is a (1, 1)-recoverable
system.
Let us bound below the capacity of XF ′ . Assume first that pv < 14 and let r ∈ N be large enough such
that b(1− 4pv)rc > n. Note that if γ = (e0, . . . , er) is a path in Gq , then it is also a path in Gq+2.
Moreover, if for some i ∈ [r], ei terminates in v, then
γ′ = (e0, . . . , ei, ξ1, ξ2, ξ3, ξ4, ei+1, . . . , er)
is a path in Gq+2 of length |γ| + 4. Let Bn(XF ) denote the set of words in Bn(XF ) with at least
Mv := b(pv − )nc appearances of ab. Each such word is obtained by reading off the labels of a length-n
path in Gq . Then
|Br(XF ′)| >
Mv∑
i=0
(
Mv
i
) ∣∣Br−4i(XF )∣∣
(a)
>
Mv∑
i=0
(
Mv
i
)
(1− )q(r−4i) cap(XF )
8= qr cap(XF )(1− )
Mv∑
i=0
(
Mv
i
)
q−4i cap(XF )
= qr cap(XF )(1− )
(
1 + q−4 cap(XF )
)Mv
where to claim inequality (a) we used the estimate |Br−4i(XF )| > (1 − )|Br−4i(XF )|, valid for all
i 6 (pv − )r, the assumption on r, and definition (1). We obtain
1
r
logq+2 |Br(XF ′)| > cap(XF ) logq+2 q +
(pv − )r − 1
r
logq+2(1 + q
−4 cap(XF ))
+
1
r
logq+2(1− ).
From Lemma II.5, cap(XF ) 6 12 . Since pv >
1
q2 , taking r →∞ we obtain
cap(XF ′) > cap(XF ) · logq+2 q +
(
1
q2
− 
)
logq+2
(
1 +
1
q2
)
.
Since  is arbitrary,
cap(XF ′) > cap(XF ) logq+2 q +
1
q2
logq+2
(
1 +
1
q2
)
.
The case pv > 14 is similar. We only consider the first n/4 visits to v, and otherwise the proof is the
same. 2
For alphabets of size q not a whole square, i.e., q = t2+r with r > 0, we have two options of constructing
a recoverable system, namely relying on the alphabet of size t2 (by the edge covering procedure, see the
proof of Prop. II.6), or using the construction given in the proof of Lemma III.2. The following example
shows that the latter approach can be superior to the former, yielding a system with larger capacity.
Example III.3 Let X be a (1, 1)-recoverable system over an alphabet of size q = 6, constructed by edge
covering. This yields the estimate cap(X) = log6 2. At the same time, from Lemma III.2 we obtain
C6(1, 1) >
1
2
log6 4 +
1
16
log6
17
16
> log6 2.
B. Construction via de Bruijn graphs
We now provide a second construction of (1, 1)-recoverable systems over an alphabet Q of size q, which
relies on the de Bruijn graphs [7], [11]. The capacity analysis of the constructed systems will be carried
out for the case of q close to the nearest whole square greater than it. For a finite alphabet Q and d ∈ N, a
de Bruijn graph of order d over Q is the directed labelled graph DB(Q, d) = (V,E, L), whose vertex set
V = Qd corresponds to length-d words over Q. An edge (u, v) ∈ E if v = (v0 . . . vd−1), u = (u0 . . . ud−1)
and vi = ui+1 for all i ∈ [d − 1], and the label of (u, v) ∈ E is L((u, v)) = vd−1. In words, there is an
edge from u to v if v is the (d−1)-tail of u appended by some symbol vd−1 ∈ Q which serves as a label.
The relevance of the de Bruijn graphs to (k, l)-recoverable systems is established in the next lemma.
Lemma III.4 For a finite alphabet Q, DB(Q, d) yields a presentation of a (k, 1)-recoverable system over
Qd for every k ∈ [d].
Proof: Consider a new labeling function L′ such that for an edge (u, v) ∈ DB(Q, d), L′((u, v)) =
u0, . . . , ud−1 ∈ Qd. By definition, DB(Q, d) with the labeling L′ is a presentation of a constrained system
S over Qd.
To see that the system S is (k, 1)-recoverable for every k ∈ [d], notice that if x is a sequence
obtained by reading off the labels of a path in DB(Q, d) (with L′), then x−1 = (x−1, x0, . . . , xd−2)
and xk = (xk, xk+1, . . . , xk+d−1). While k 6 d − 1 we have that for every i ∈ [k], the sequences
xi = (xi, . . . , xi+d−1) can all be constructed from x−1 and xk, proving recoverbility. 2
9To conform with the definition of a de Bruijn graph, we fix the number of vertices to qd. At the same
time, any subgraph of DB(Q, d) corresponds to a (k, 1)-recoverable systems with fewer than qd vertices.
We state this observation in the next corollary.
Corollary III.5 Any subgraph of DB(Q, d) presents a (k, 1)-recoverable system for any k ∈ [d].
By relabeling the vertices, we can obtain a (k, 1)-recoverable systems over an alphabet of size strictly
smaller than qd. This is the key insight of our construction.
The construction makes use of de Bruijn graphs of order d = 2. Therefore, unless specified otherwise,
for the rest of the section we assume that d = 2 and write DB(Q) instead of DB(Q, 2). We will need
some properties of the adjacency matrix AD of DB(Q). The following description of AD is immediate.
Lemma III.6 Let AD be the adjacency matrix of DB(Q). Then
(AD)(i,j) =
{
1 if j ∈ {(i mod q) · q + [q]}
0 otherwise.
, i, j ∈ [q2] .
Proof: Interpret the words of length 2 over Q as base-q numbers from 0 to q2− 1. Clearly, a number
u is connected to a number v if and only if v ∈ {(qu mod q2) + [q]}. 2
Example III.7 The matrices AD have a simple structure which we show in examples. This makes later
proofs easier to follow. Let ADi , i = 1, 2 be the adjacency matrices of D1 = DB([2]) and D2 = DB([3]),
then
AD1 =

1 1 0 0
0 0 1 1
1 1 0 0
0 0 1 1
 and AD3 =

1 1 1 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 1 1 1
1 1 1 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 1 1 1
1 1 1 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 1 1 1

.
The following property of de Bruijn graphs is well known (e.g., [5, Exercise 1.5]). We include a short
proof for completeness.
Lemma III.8 Let Q = [q] and let AD be the adjacency matrix of DB(Q). Then the eigenvalues of AD
are λ0 = 0 with multiplicity q2 − 1 and λ1 = q with multiplicity 1.
Proof: In DB(Q) there is a unique path of length 2 from any v = (v0, v1) ∈ V to any u = (u0, u1) ∈
V , namely, γ = (v, w1), (w1, u) where w1 = (v1u0). Thus, (AD)2 = J, the all ones matrix, which has
a simple eigenvalue q2, and eigenvalue 0 of multiplicity q2 − 1. Thus, AD has eigenvalues λ0 = 0 and
λ1 = ±q. To argue that we should choose the + sign note that TrAD = q. 2
We now construct a (1, 1)-recoverable system X over Q = [q] for q ∈ N. According to Lemma III.4,
DB([t]) presents such a system, and if q = t2 for some t ∈ N, then by Lemma III.8 the capacity
cap(X) = logq t =
1
2 . Now suppose that q is not a whole square. As Corollary III.5 suggests, we can
obtain a (1, 1)-recoverable system by considering a subgraph of a de Bruijn graph. Let t = d√qe and
consider the graph DB([t]) with the adjacency matrix AD. Taking a subgraph of DB([t]) amounts to
deleting rows and columns from AD. One simple way to do this is to delete the r = t2 − q last columns
in AD, delete the all-zero rows that arise, and then delete the needed number of rows from the bottom
to make the resulting matrix square. In what follows we will refer to matrix obtained in this way as the
truncated matrix AD. The structure of the matrix AD implies that if r < t, no zero rows will appear,
and otherwise, there will be exactly q zero rows. The truncated matrix AQ is the adjacency matrix of a de
Bruijn subgraph that presents a (1, 1)-recoverable system. This sequence of operations, illustrated in the
following example, is justified formally in the remainder of this section.
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Example III.9 In this example we construct a (1, 1)-recoverable system over Q = [8]. One possible
construction, according to Lemma III.4, is to generate DB([2], 3) and to use it as a (1, 1)-recoverable
system with capacity 13 (in fact, it is also (1, 2)-recoverable).
Another way to obtain such a system is to use the procedure described above. Let t =
⌈√
q
⌉
= 3 and
consider the subgraph of the 32 × 32 matrix of DB(3) obtained after deleting the last column and last
row. We have
AQ =

1 1 1 0 0 0 0 0
0 0 0 1 1 1 0 0
0 0 0 0 0 0 1 1
1 1 1 0 0 0 0 0
0 0 0 1 1 1 0 0
0 0 0 0 0 0 1 1
1 1 1 0 0 0 0 0
0 0 0 1 1 1 0 0

.
Considering the graph presented by AQ we obtain a (1, 1)-recoverable system with capacity log8(1+
√
3) ≈
0.483 > 13 . Here 1 +
√
3 is the largest eigenvalue of the matrix AQ.
The truncated matrix AQ obtained from the above procedure has the following property.
Lemma III.10 Let Q be a finite alphabet of size q = t2 − r with t = ⌈√q⌉. If r 6 t then the matrix AQ
is an adjacency matrix of a strongly connected graph G = (V,E, L).
Proof: We will prove a stronger statement, namely, that the diameter of the graph G with the adjacency
matrix AQ equals two.
Let q = t2−r where t = ⌈√q⌉ and r 6 t. According to Lemma III.6, every row in the adjacency matrix
of DB(t) contains t consecutive ones. The truncated matrix AQ of order q obtained after the deletion of
at most r rows, contains two types of rows, rows with t consecutive ones, and rows with t− r consecutive
ones.
If a row contains t consecutive ones, they appear in positions tj + [t] = {tj, tj + 1, . . . , tj + (t − 1)}
for some j < t − 1. More accurately, row j contains t consecutive ones in positions t(j mod t) + [t] if
j 6= t−1 mod t. If j mod t = t−1 then row j contains t−r consecutive ones in positions t(t−1)+[t−r].
This implies that for every j ∈ [q] and every set of t consecutive rows in AQ, there is exactly one row
from that set that has 1 in position j. This means that any set of vertices that corresponds to t consecutive
rows in the matrix is a dominating set in G (i.e., it connects to all the other vertices in G).
A vertex v that corresponds to a row with t consecutive ones is connected to a set of vertices that
correspond to t consecutive rows. Therefore, there is a directed path of length at most 2 from v to any
other vertex in G. At the same time, every row that contains t− r ones in the last positions, corresponds
to a vertex v that is connected to the last t− r vertices (rows). These t− r vertices form a dominating set
in G, giving rise to a path of length 2 from v to any other vertex in G. 2
Lemma III.10 implies the following statement.
Proposition III.11 Let Q be an alphabet of size q and let q = t2 − r, where t = ⌈√q⌉. Let AQ be the
truncated matrix. For r 6 t, AQ has at most two non-zero eigenvalues (without accounting for multiplicity).
Proof: Assume that r < t, and let us show that in this case rk((AQ)2) = 2. In this case the truncation
procedure described above does not give rise to any all-zero rows. The following statements are checked by
inspection. The matrix AQ contains two types of rows, those with t consecutive ones (located in positions
tj + [t] for j < t − 1) and those with t − r consecutive ones (located in the last t − r positions). The
row j contains t − r consecutive ones if j mod t = t − 1 and t consecutive ones otherwise. Because of
this, there are also two different types of columns. A column of the first type contains t ones of which
every two are separated by t− 1 zeros. A column of the second type contains t− 1 ones of which every
two are separated by t− 1 zeros. In columns of the first type there is a single one that appears in the last
t − r positions, and in columns of the second type the last t − r positions are all zeros. The columns of
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t-r
(t-r)t+r (t-1)r
t-1
t-1
Figure 1: The structure of the matrix AQ. The left figure details the arrangement of the rows: each block
of size t − 1 (light gray) contains rows of the first type, and is followed by a single row of the second
type (dark gray). Overall there are t− 1 rows of the second type. The last block is formed of t− r rows
of the first type. The right figure describes the structure of the columns. There are (t − r)t + r columns
of the first type (light gray) followed by (t− 1)r columns of the second type (dark gray).
the second type are located in the last r(t − 1) positions. The arrangement of the rows and the columns
is shown in Figure 1.
The structure of the matrix implies that the product of any row with a first-type column is 1, the product
of a first-type row with a second-type column is also 1, and the product of a second-type row with a
second-type column is 0. Moreover, the matrix A2Q contains rows of only two different kinds, those of all
ones and those with (t− r)t ones followed by r(t−1) zeros. Hence rk(A2Q) = 2 and thus A2Q has at most
2 non-zero eigenvalues, which may or may not be different. Note that the rank of AQ can be greater than
two; however, an eigenvector of AQ is also an eigenvector of A2Q, therefore, the matrix AQ has at most
two eigenvectors with nonzero eigenvalues (an eigenvalue λ 6= 0 of AQ gives rise to an eigenvalue λ2 of
A2Q). This proves the claim for r < t.
Next assume that t = r. In this case in the process of constructing AQ we delete t all-zero rows. As
a result, when t = r there are no rows of the second type, and the last block contains t − 1 rows. This
is because, upon deleting the t = r all-zero rows, the obtained matrix is already square. This implies that
every row in AQ contains t consecutive ones, and row j, j = 0, 1, . . . , t2 − t− 1 has its ones in positions
(j mod t) t+ [t].
To complete the proof, we show that the matrix AQ has q = t2 − t linearly independent (right)
eigenvectors. First, notice that the vector of all ones is an eigenvector with eigenvalue t. Next, for
j ∈ {1, 2, . . . , t− 2} let ξj = (ξj0, . . . , ξjt(t−1)−1) be the vector defined as
ξji =

−1, i mod (t− 1) = 0
1, i mod (t− 1) = j
0, otherwise
. (4)
By inspection, the vectors ξj are linearly independent eigenvectors with eigenvalue 1. For j ∈ {0, 1, . . . , t− 2}
and ` ∈ {1, 2, . . . , t− 1} let ζj,` = (ζj,`0 , . . . , ζj,`t(t−1)−1) be the vector defined as
ζj,`i =

−1, i = jt
1, i = jt+ `
0, otherwise
.
The (t − 1)2 vectors ζj,`, j = 0, 1, . . . , t − 2, ` = 1, 2, . . . , t − 1 are linearly independent eigenvectors
with eigenvalue 0. Overall, we have found t(t− 1) linearly independent eigenvectors. 2
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Example III.12 Let Q be an alphabet of size q = 6 and let AQ be the truncated matrix. Since q = 32−3
we conclude that t = r = 3. The matrix AQ is given by
AQ =

1 1 1 0 0 0
0 0 0 1 1 1
1 1 1 0 0 0
0 0 0 1 1 1
1 1 1 0 0 0
0 0 0 1 1 1
 .
Clearly, the vector of all ones is an eigenvector with eigenvalue 3. The vector ξ1 = [−1, 1,−1, 1,−1, 1]T
is an eigenvector with eigenvalue 1, and the vectors
ζ0,1 =

−1
1
0
0
0
0
 , ζ
0,2 =

−1
0
1
0
0
0
 , ζ
1,1 =

0
0
0
−1
1
0
 , ζ
1,2 =

0
0
0
−1
0
1

are linearly independent eigenvectors with eigenvalue 0.
We can now state and prove a lower bound on the maximum capacity of (1, 1)-recoverable systems.
Theorem III.13 Let Q be a finite alphabet of size q = t2 − r with t = ⌈√q⌉ and r 6 t. Then
Cq(1, 1) > logq
(
1
2
(
t− 1 +
√
(t− 1)2 + 4(t− (r mod t))
))
. (5)
Proof: We prove the theorem by explicitly calculating the capacity of the system X presented by the
graph G = (V,E, L) with adjacency matrix AQ. First observe that according to Corollary III.5, the system
X is indeed a (1, 1)-recoverable system. From Lemma III.10 we have that AQ is strongly connected, which
implies that cap(X) = logq λ, where λ is the maximal eigenvalue of AQ. Thus, it is enough to find the
largest eigenvalue of AQ.
For r = t, the proof of Proposition III.11 implies that λ = t and cap(X) = logq t. Let us assume that
r < t and define a vector v ∈ Rq as follows. For i ∈ [q] and some real number ξ, to be chosen later, let
vi =
{
ξ if i mod t = t− 1
1 otherwise
.
Recall that AQ has two types of rows and refer to Figure 1 for an illustration. We obtain
(AQv)i =
{
t− r if i mod t = t− 1
t− 1 + ξ otherwise .
Let us adjust ξ ∈ R so that v be an eigenvector of AQ. If λ is an eigenvalue, then AQv = λv implies the
following two relations
t− r = λξ
t− 1 + ξ = λ,
which are satisfied by
ξ1,2 =
−(t− 1)±√(t− 1)2 + 4(t− r)
2
,
λ1,2 =
(t− 1)±√(t− 1)2 + 4(t− r)
2
.
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From Proposition III.11, λ1,2 are the only non-zero eigenvalues. Hence, λ1 is the maximum eigenvalue
which finishes the proof. 2
Even though the de Bruijn graph construction yields (1, 1)-recoverable systems for all values of q, we
could compute the resulting capacity only for q that satisfy t2 − t 6 q 6 t2 for all t > 2. A quick
calculation from (5) yields that
Cq(1, 1) > logq(t− 1) >
1
2
− 1
(t− 1) ln q
so the bound is close to the optimal value 1/2 (we used a standard inequality ln(1 + x) > x/(1 + x) valid
for x > −1). Together with the recursion in Sec. III-A this yields positive lower bounds on Cq(1, 1) for
all values of q > 4. At the same time, the best bound is obtained if the recursion starts from the nearest
whole square smaller than q.
IV. -RECOVERABLE SYSTEMS
A natural relaxation of the recoverability requirement is to allow a small fraction of failures in the
recovery of the window of size k in the sequence. In the first part of the section we formalize this concept
using a measure-theoretic definition of recoverable systems.
A. Definition and general properties
Consider the alphabet Q together with the discrete σ-algebra and let QZ be the space of bi-infinite
sequences endowed with the product Borel σ-algebra (under the product topology, QZ is compact and
metrizable). For a sequence x ∈ QZ and a set F ⊆ Z we denote by xF the projection of x on the
coordinates in F , xF ∈ QF . For a word w ∈ QF , denote by [w]F the cylinder set
[w]F :=
{
x ∈ QZ : xF = w
}
.
In particular, [x]F denotes the cylinder set [xF ]F of all sequences in QZ that coincide with x on F . For
F = [n] we will write [w] instead of [w][n].
For a set X ⊆ QZ, we denote by M(X) the set of all probability measures on X and by Ms(X) ⊆
M(X) the set of all shift-invariant measures on X , i.e., µ ∈ Ms(X) iff for every measurable set A,
µ(A) = µ(T−1(A)). For a finite set F ⊂ Z, we denote by µF a measure on QF defined as the F -marginal
of µ. If F = {i} is a singleton, we will write µi instead of µ{i}.
The measure-theoretic counterpart of capacity is called entropy and is defined next. Let µ ∈ Ms(QZ)
and let F ⊆ Z. Recall that the Shannon entropy
Hµ(F ) = −
∫
logq µ([x]F )dµ(x).
As above, we will write Hµ(i) instead of Hµ({i}). The entropy of the measure is defined as
h(µ) := lim
n→∞
1
n
Hµ([n]) (6)
where the existence of the limit is a classic result in ergodic theory, e.g., [22, Thm. 4.22].
Let A be a µ-measurable σ-algebra. For a set F ⊆ Z we let
Hµ(F | A) = −
∫
logq µ([x]F |A)dµ(x) (7)
and define the conditional entropy with respect to A as
h(µ|A) := lim
n→∞
1
n
Hµ([n]|A).
For a set of coordinates F ⊆ Z, we denote by σ(F ) the σ-algebra generated by the coordinates in F
(by all the cylinder sets of the form [w]F ).
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Definition IV.1 Let µ ∈ Ms(QZ) be a shift-invariant measure. For k, l ∈ N, we say that µ is a (k, l)-
recoverable measure if
Hµ([k]|σ(Nl([k]))) = 0.
The set of all shift-invariant, (k, l)-recoverable measures over QZ is denoted by M(k,l)r (QZ) or just by
M(k,l)r if the underlying space is clear from the context or irrelevant. When k = 1 and l = 1 we write
Mr(X) instead of M(1,1)r .
For a measure µ ∈M(k,l)r , shift-invariance implies that Hµ(j+ [k] | σ(j+Nl([k]))) = 0 for every j ∈ Z,
where Nl([k]) is the l-neighborhood of the set [k]. Since X[k] can take only a finite number of values (at
most qk), the recoverability property is equivalent to the property that X[k] is measurable with respect to
σ(Nl([k])).
Let XF ⊆ QZ be a constrained system. The capacity of XF relates to the notion of entropy via the
variational principle [22, Thm. 8.6] which states that
cap(XF ) = sup
µ∈Ms(XF )
h(µ).
To connect the definition of a recoverable system given earlier in the introduction with Definition IV.1,
we recall the measure-theoretic approach to the capacity of constrained systems [14, Sec.3.2.3].
Construction IV.2 (Markov measure) Let XF be a constrained system presented by a graph G =
(V,E, L) and let AG be its adjacency matrix. Suppose that G is strongly connected. The Perron-Frobenius
theorem implies that the left and right eigenvectors with the largest eigenvalue of AG are positive (have
strictly positive coordinates). Denote these vectors by x and y and suppose w.l.o.g. that xT y = 1. Define
a matrix P by setting
Puv =
(AG)(u,v)yv
λyu
, u, v ∈ V.
Define a Markov measure µ on XF using P as the transition matrix and the vector p := (xvyv, v ∈ V )
as the starting distribution. It suffices to define µ on the cylinder sets [w]. For every m,n ∈ N, let
F = m+ [n] ⊆ Z. For every path γ = (e0, . . . , en−1) in G with w = L(γ), simply put
µ([w]) = pv0Pv0,v1 · · ·Pv(n−1),vn (8)
where ei = (vi, vi+1). This completes the construction. 2
The next theorem is proved in [14, Thm. 3.9] for primitive irreducible matrices and in [13, Exercise
4.5.14] without the primitivity assumption.
Theorem IV.3 The measure µ is supported on the set XF and is the unique measure for which h(µ) =
cap(XF ) = log λ.
This theorem together with the variational principle implies that for every k, l ∈ N, there exists a
shift-invariant (k, l)-recoverable measure µ ∈M(k,l)r (QZ) with maximum entropy,
h∗q(k, l) := max
µ∈M(k,l)r (QZ)
h(µ).
In addition, any (k, l)-recoverable measure µ that maximizes the entropy is Markov with memory 2l+k−1.
Therefore, we will think of a system X as a discrete-time stochastic process X = (. . . , X−1, X0, X1, . . . ).
With this in mind, for a finite set F = {n0, . . . , nk} ⊆ Z, we have
Pr(Xn0 = xn0 , . . . , Xnk = xnk) = µ ([xn0 . . . xnk ]F )
= µF (xn0 . . . xnk) (9)
and the Shannon entropy takes the form
Hµ(Xn0 , . . . , Xnk) = −
∫
logq µF (x) dµF (x).
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For a set G = {m0, . . . ,ml} ⊆ Z we denote by Hµ(Xn0 , . . . , Xnk | Xm0 , . . . , Xml) the conditional
Shannon entropy with respect to the σ-algebra generated by the pre-image of the random variables
Xm0 , . . . , Xml .
Suppose that the random variables {Xj}j form the Bernoulli scheme, i.e., Xj are i.i.d with distribution
P (X = i) = pi, where p = (p0, . . . , pq−1) is a probability vector. In this case, instead of Hµ(X0), we
will write
Hq(p) = −
∑
i∈[q]
pi logq pi
for the Shannon entropy. In the particular case that the vector p has only two nonzero entries, say p and
1− p, we simplify the notation and write Hq(p).
Let us define the -recoverability property.
Definition IV.4 Let µ ∈ Ms(QZ) and let  > 0. We say that µ is an (, k, l)-recoverable measure if for
every α, β ∈ Ql,
Hµ(Xl+[k] | X[l] = α,Xl+k+[l] = β) 6 . (10)
We say that µ is -recoverable if there exist some numbers k, l such that µ is (, k, l)-recoverable. The set
of all (, k, l)-recoverable measures on QZ is denoted by M(,k,l)r (QZ).
The problem that we consider in this section is to characterize (, k, l)-recoverable measures with
maximum entropy. At this moment however, it is not clear that this problem is well posed. Indeed,
the support of an -recoverable measure is not necessarily a constrained system since such a measure
in principle can assign a positive probability to any word (cylinder set) w ∈ Q∗. At the same time,
a constrained system is defined by a set of forbidden patterns F ⊆ Q∗ which therefore should have
probability zero. For this reason, it is not immediately clear if there exists an (, k, l)-recoverable measure
µ that maximizes the entropy h(µ) in the class of such measures. In the following we show that such a
measure indeed exists and describe some of its properties.
We observe the following.
1) For every finite set F ⊂ Z, the coordinate restriction map x→ xF is weak∗ continuous and it defines
a measure on QF via the push-forward operation, which is also continuous. This implies that the
restriction map piF given by µ 7→ µF is continuous.
2) The Shannon entropy of a discrete distribution µF is a continuous function Hq(µF )→ [0, 1].
3) The conditioning operation µ(·) 7→ µ(· | A) is continuous as a mapping of measures. Below we
denote this operation by ConA, where A is an event.
From 2), for every α, β ∈ Ql, the inverse image of the closed set [0, ] under the Shannon entropy gives
a closed set of (conditional) measures on k-tuples, i.e., the set
Mα,β := H
−1
Xl+[k]|X[l]=α,Xl+k+[l]=β ([0, ]) ⊆M(Q
k)
is closed. Let A be the event {
x ∈ Q[2l+k] : x[l] = α, xl+k+[l] = β
}
.
From 3) we obtain that for every α, β ∈ Ql, the set Con−1A (Mα,β) ⊆ M(Q2l+k) is also closed. This
implies that the finite intersection
M :=
⋂
α,β∈Ql
Con−1A (Mα,β) ⊆M(Q2l+k)
is also closed. Upon setting F = [2l + k], 1) implies that pi−1F (M) ⊆ M(QZ) is a closed set. Since
Ms(QZ) is closed and compact, taking the intersection Ms(QZ) ∩ F−1(M) we obtain a closed (and
hence compact) set. This is exactly the set of all (, k, l)-recoverable measures. The shift operator T is
continuous, which implies that the function µ→ h(µ) is affine [22, Thm. 8.1]. Finally, an affine function
on a compact set attains its supremum.
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We conclude that the problem stated above after Definition IV.4 is well posed. Therefore, we introduce
the following notation: let
h∗q(, k, l) := max
µ∈M(,k,l)r (QZ)
h(µ).
The next lemma argues that this maximum is attainable by a Markov measure, which also implies that the
entropy h∗q(, k, l) is finite [22, Thm. 4.27].
Lemma IV.5 Let  > 0 and let µ be an (, k, l)-recoverable measure with h(µ) = h∗q(, k, l). Then µ is
Markov with memory 2l + k − 1.
Proof: We start by explaining the idea of the proof. To shorten the notation, we limit ourselves to
the case k = l = 1, but the general proof follows the same arguments. The proof follows the known
construction of measure extensions [10], [19]. The key point is that the (, k, l)-recoverable property is
completely determined by the marginal distribution µ[2l+k]. We will construct a memory-2 Markov measure
ν with the same distribution over Q3 as µ. Since ν[3] = µ[3] we can claim that ν is an (, 1, 1)-recoverable
measure, and show that ν maximizes the entropy.
For every m ∈ N, define a measure νm over Qm as follows. For 1 6 m 6 3 and for every w ∈ Qm
define νm([w]) = µ([w]). For m = 4 and every w = (w0, w1, w2, w3) ∈ Qm define
νm([w]) = µ([w0w1w2])µ([w1w2w3] | [w1w2])
and for w = (w0, . . . , wm−1) ∈ Qm, m > 4 define νm recursively in a similar fashion:
νm([w]) = νm−1([w[m−1]])µ([wm−3wm−2wm−1] | [wm−3wm−2]). (11)
Since νm is defined for every m ∈ N, by the Kolmogorov extension theorem there exists a (unique) measure
ν over QZ with νm as its marginals. Specifically, ν[3] = µ[3], which implies that ν is (, 1, 1)-recoverable.
Since µ is shift-invariant, so is ν, and by construction ν is Markov with memory 2. To finish the proof,
we show that ν maximizes the entropy over all shift-invariant measures that coincide with µ on Q3. First
notice that for m 6 3 we have Hµ([m]) = Hν([m]), where Hµ([m]), for instance, is the Shannon entropy
of the cylinder set. For m > 3 we have
Hν([m]) = Hνm([m])
= Hνm−1([m− 1]) +Hµ([3] | [2])
= Hνm−1([m− 1]) +Hµ([3])−Hµ([2])
where the first equality follows from (11) and shift-invariance of µ, and the second uses the chain rule for
entropies Hµ([3]) = Hµ([2]) +Hµ([3] | [2]). Here the notation Hµ([3] | [2]) means Hµ([3] | σ([2])), i.e.,
conditioning on the σ-algebra generated by the coordinates 0, 1 in the sequence w (see (7)). We obtain
Hν([m])−Hνm−1([m− 1]) = Hµ([3])−Hµ([2]). (12)
Now consider Hµ([m]) for some m ∈ N. Using again the chain rule, we obtain
Hµ([m]) = Hµ([m− 1]) +Hµ((m− 1) | [m− 1])
and since Hµ((m− 1)|[m− 1]) 6 Hµ((m− 1)| {m− 3,m− 2} (conditioning on a sub-σ-algebra reduces
entropy), we have
Hµ([m]) 6 Hµ([m− 1]) +Hµ((m− 1)| {m− 3,m− 2}).
Since µ is shift-invariant, we obtain
Hµ([m]) 6 Hµ([m− 1]) +Hµ(2 | [2]). (13)
We also have
Hµ([3]) = Hµ([2]) +Hµ(2 | [2]).
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Subtracting this equality from (13), we obtain
Hµ([m])−Hµ([m− 1]) 6 Hµ([3])−Hµ([2]).
Taken together with (12), this inequality implies that ν maximizes the entropy over all shift-invariant
measures whose length-3 marginals agree with µ. 2
Next we show that h∗q(, k, l) is obtained when the relaxation is exploited to its full extent. This fact is
formally stated in the next theorem, whose proof draws in part on the ideas of [17]. We need to introduce
additional elements of notation. Let Z− denote the set of all negative integers and let C (C−) denote the
σ-algebra generated by Z (Z−), i.e., by cylinders [w]F with F ⊆ Z or F ⊆ Z−, respectively. Since we
consider only shift-invariant measures, we have h(µ) = Hµ(0 | C−) [9, Eq. (15.19)]. Using shift-invariance
and the chain rule, we obtain that for every n ∈ N,
h(µ) =
1
n
Hµ([n] | C−). (14)
We remark that this general result applies to all shift-invariant measures, whereas we use it for Markov
measures. We could limit the conditioning in (14) to 2l+ k− 1 coordinates in the past, but the arguments
below do not depend on this.
Theorem IV.6 Fix  > 0 and let µ be an (, k, l)-recoverable measure with h(µ) = h∗q(, k, l). Then there
exist α, β ∈ Ql, such that
Hµ(Xl+[k] | X[l] = α,Xl+k+[l] = β) = .
Proof: Assume toward a contradiction that for every α, β ∈ Ql, Hµ(Xl+[k] | X[l] = α,Xl+k+[l] =
β) < . Let α, β be words such that
∑
w∈Qk µ[2l+k](αwβ) > 0 and that Hµ(Xl+[k] | X[l] = α,Xl+k+[l] =
β) is maximal. We will show that Hµ(Xl+[k] | X[l] = α,Xl+k+[l] = β) = .
Let p = (p0, . . . , pqk−1) be a probability distribution on Qk with Hq(p) = . Using µ and p, we will
construct a measure ν that has higher entropy than µ. Define ν independently on segments of length m
in Z, where the value of m will be specified later. To sample a sequence x ∈ QZ from ν, choose x ∈ QZ
according to µ and then, if x[l] = α, xl+k+[l] = β then replace xl+[k] with a word chosen according to
p. Repeat this procedure independently for every j ∈ Z: if xjm+[l] = α, xjm+l+k+[l] = β, then replace
xjm+l+[k] with a word chosen according to p. The resulting measure ν is invariant under Tm but not
necessarily shift-invariant. To make it shift-invariant, consider νs = 1m
∑
i∈[m] T
i(ν) where T (ν) is the
push-forward of ν, defined by T (ν)(·) = ν (T−1(·)).
Let us show that νs is an (, k, l)-recoverable measure. It suffices to show that for every w1, w2 ∈ Ql,
Hνs(Xl+[k] | X[l]Xl+k+[l] = w1w2) 6 . Note that for l + k 6 i 6 m− 2l − k we have
ν(Xi+l+[k] | Xi+[l]Xi+l+k+[l] = w1w2) = µ(Xi+l+[k] | Xi+[l]Xi+l+k+[l] = w1w2).
By definition, we have
ν(Xi+l+[k] | Xi+[l]Xi+l+k+[l] = w1w2) = T i(ν)
(
Xl+[k] | X[l]Xl+k+[l] = w1w2
)
.
Since the conditional entropy is continuous and since for every w1, w2 ∈ Ql, Hµ(Xl+[k] | X[l]Xl+k+[l] =
w1w2) < , we can choose m large enough such that Hνs(Xl+[k] | X[l]Xl+k+[l] = w1w2) 6 . Generally,
the value of m depends on w1, w2, but there are finitely many possibilities to choose them, so it is possible
to choose a large enough, but finite, m such that νs is an (, k, l)-recoverable measure.
Since µ maximizes the entropy, we have that
h(νs) 6 h(µ). (15)
Next we define a partition Am = Am1 ∪Am2 of QZ according to the values of x in the coordinates in [m].
Let r = m− 2l − k and note that [m] = ∪4i=1Ji, where J1 = [l], J2 = {l + [k]}, J3 = {l + k + [l]}, J4 =
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{2l + k + [r]}. The class Am1 is formed of cylinder sets x[m] such that xJ1 6= α or xJ3 6= β. The class
Am2 is formed of cylinder sets x[m] such that xJ1 = α, xJ3 = β and xJ4 = w, where w ∈ Qr. Formally,
Am1 =
⋃
u∈Q[m], uJ1uJ3 6=αβ
[u]
Am2 =
⋃
w∈Qr
Am2 (w), A
m
2 (w) =
⋃
v∈Qk
[αvβw].
Thinking of the system as a sequence of random variables (9), let us rewrite (14) as
h(µ) =
1
m
Hµ(X[m] | C−). (16)
Now consider a function f that takes x[m] to its corresponding part in Am. Clearly, we have
Hµ(f(X[m]) | C−, X[m]) = 0,
which together with the chain rule implies that
Hµ(X[m], f(X[m]) | C−) = Hµ(X[m] | C−).
Therefore,
Hµ(X[m] | C−) = Hµ(X[m], f(X[m]) | C−)
= Hµ(f(X[m]) | C−) +Hµ(X[m] | C−, f(X[m])). (17)
For two partitions G1,G2 of a set, their refinement is defined as G1 ∨ G2 = {g1 ∩ g2 : g1 ∈ G1, g2 ∈ G2}.
Consider the partition ∨j∈ZT jm (Am) and let A be the σ-algebra generated by it. Notice that A is a sub-σ-
algebra of C under which X[m] and f(X[m]) cannot be distinguished. Further, let A− be the sub-σ-algebra
of A obtained by the restriction of A to Z−. Noticing that C− is a refinement of A−, we obtain
Hµ(f(X[m]) | C−)6Hµ(f(X[m]) | A−)
=Hν(f(X[m]) | A−)
=Hν(f(X[m]) | C−). (18)
where on the second line we use the fact that the distribution of f(X[m]) is the same under µ and ν. To
justify (18), we notice that the partition Am is a generator with respect to Tm of the σ-algebra A. Now the
Kolmogorov-Sinai theorem [21], [22, Thm. 4.17] implies that Hν(f(X[m]) | A−) > Hν(f(X[m]) | C−).
Equality follows since A− is a sub-σ-algebra of C−.
Substituting (18) into (17), we obtain
Hµ(X[m] | C−) 6 Hν(f(X[m]) | C−) +Hµ(X[m] | C−, f(X[m]))
6 Hν(f(X[m]) | C−) +Hµ(X[m] | f(X[m])).
By the construction of ν and the assumption about p we have
Hµ(X[m] | f(X[m])) 6 Hν(X[m] | f(X[m])) = Hν(X[m] | C−, f(X[m])) (19)
(the past is independent of Xl+[k] conditional on f(X[m])), which implies
Hµ(X[m] | C−) 6 Hν(f(X[m]) | C−) +Hν(X[m] | C−, f(X[m])).
Using (16), we obtain that
h(µ) 6 1
m
(Hν(f(X[m]) | C−) +Hν(X[m] | C−, f(X[m]))). (20)
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Since ν is invariant with respect to Tm (i.e., invariant under a subgroup of Z), monotonicity of the
entropy implies that the limit in the definition of h(ν) exists (see (6)). Since νs is shift-invariant with
respect to Z, we conclude that h(νs) = h(ν). Using the chain rule in (14), we obtain that
h(νs) =
1
m
Hν(f(X[m]) | C−) + 1
m
Hν(X[m] | C−, f(X[m])).
Therefore, on account of (15), all the inequalities in (18)-(20) are equalities. Noticing that if X[l]Xl+k+[l] 6=
αβ, then Hµ(X[m] | f(X[m])) = 0, we conclude from (19) that
Hµ(Xl+[k] | X[l] = α,Xl+k+[l] = β) = Hν(Xl+[k] | X[l] = α,Xl+k+[l] = β) = .
This contradicts the assumption on µ. 2
This theorem implies that measures with a more relaxed recovery requirement have higher metric entropy.
Proposition IV.7 Let k, l > 1 and 1 > 2 > 0, then
h∗q(1, k, l) > h
∗
q(2, k, l).
Proof: Let µi, i = 1, 2 be such that h(µi) = h∗q(i, k, l). Clearly, h(µ1) > h(µ2) because µ2 is
(1, k, l)-recoverable. If this inequality holds with equality, then by Theorem IV.6 there are α, β ∈ Ql such
that
Hµ2(Xl+[k] | X[l] = α,Xl+k+[l] = β) = 1 > 2,
a contradiction. 2
The actual recovery procedure of a k-tuple from its l-neighborhood is rather straightforward and reduces
to taking the k-word that has the largest conditional probability with respect to the measure µ. This
statement will be made more formal once we prove Lemma IV.9 in the next section.
B. Constructing (, k, l)-recoverable measures
To construct recoverable measures we will rely on (k, l)-recoverable systems. It is rather obvious that
for small , the capacity h∗(, k, l) should approach the capacity of recoverable systems Cq(k, l). In this
section we formalize this intuition, transforming (k, l)-recoverable systems into -recoverable measures.
This approach has its limitations in the sense that it works only for small values of .
We start with a well-known bound on the binary entropy H2(x).
Lemma IV.8 For all x ∈ [0, 1]
H2(x) > 4x(1− x).
Proof: Consider the function f(x) = H2(x)x(1−x) . It is immediate that f
′(x) 6 0 for x ∈ [0, 1/2], and so
f(x) > f(1/2) = 4, or H2(x) > 4x(1 − x). By symmetry around 1/2 we can claim this inequality also
for 1/2 < x 6 1. 2
In the next lemma we state a simple property of recoverable measures, namely that small conditional
entropy implies that the symbols can be recovered with high probability. In the statement, [αwβ] refers to
a cylinder set with α, β ∈ Ql and w ∈ Qk.
Lemma IV.9 Let X be distributed according to a measure µ ∈Ms(QZ) that is (, k, l)-recoverable, and
suppose that 0 <  < 2
qk
. Then for every α, β ∈ Ql with ∑w′∈Qk µ([αw′β]) > 0, there exists a unique
w ∈ Qk such that Pr(Xl+[k] = w | X[l] = α,Xl+k+[l] = β) > 1− 2 .
Proof: We begin with the case k = l = 1 and q = 2. Since µ is (, 1, 1)-recoverable, we have
that X1 conditioned on X0 = α,X2 = β has a Bernoulli(p) distribution for some p ∈ [0, 1], such that
Hµ(X1 | X0 = α,X2 = β) = H2(p) 6 . By Lemma IV.8 we have
 > H2(p) > 4p(1− p).
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which implies that
p > 1 +
√
1− 
2
or p 6 1−
√
1− 
2
.
Since
√
1−  > 1−  we have
p > 1− 
2
or p 6 
2
.
This implies that there is a symbol among {0, 1} with probability > 1− /2.
Now let q > 2 and k, l ∈ N and let us reduce this general case to the binary case. Fix α, β ∈ Ql and
define the mapping f : Qk → {0, 1} as follows. Let w ∈ Qk be such that
Pr(Xl+[k] = w | X[l] = α,Xl+k+[l] = β) > Pr(Xl+[k] = w′ | X[l] = α,Xl+k+[l] = β) > 0 (21)
for every w′ 6= w. Notice that such a word w exists since ∑w′∈Qk µ([αw′β]) > 0. Let w′ ∈ Qk and define
f(w′) =
{
0, if w′ = w
1, otherwise.
So f(Xl+[k]) can be regarded as a binary RV. Thus, conditional on the event that X[l] = α,Xl+k+[l] = β,
the RV f(Xl+[k]) is distributed according to Bernoulli(p) for some p ∈ [0, 1]. Therefore,
Hµ(f(Xl+[k]) | X[l] = α,Xl+k+[l] = β) 6 Hµ(Xl+[k] | X[l] = α,Xl+k+[l] = β)
which implies
Hµ(f(Xl+[k]) | X[l] = α,Xl+k+[l] = β) 6 .
From the binary case analysis we obtain that
p > 1− 
2
or p 6 
2
.
Recall that w is chosen according to (21). Since
1 =
∑
w∈Qk
Pr(Xl+[k] = w | X[l] = α,Xl+k+[l] = β) 6 qkp
This relation together with the assumption that  < 2
qk
implies that p > 1− (/2). 2
Remark IV.10 1) Lemma IV.9 implies that for every α, β ∈ Ql, there is a unique wα,β ∈ Qk such that
µ([αwα,ββ]) is close to 1. Observe that the small entropy constraint translates into a bound on the
error probability of recovery. Define
pe(X) := max
α,β∈Ql
P (Xl+[k] = wα,β |X[l] = α,Xl+k+[l] = β)
to be the maximum error probability, then the condition of (, k, l)-recoverability clearly implies that
pe 6 /2.
2) Define the set
F =
⋃
α,β∈Ql
{αwβ : w 6= wα,β} .
The constrained system XF with the set of forbidden words F is (k, l)-recoverable, and moreover,
if µ is a measure for which h(µ) = h∗q(, k, l) then cap(XF ) = Cq(k, l). Indeed, if not, then there
is a constrained system Y with cap(Y ) > cap(XF ). For a sufficiently small  the construction of F
and continuity of entropy imply that h(µ) is arbitrarily close to cap(XF ). Since µ is such that h(µ)
attains the value h∗q(, k, l), and since Y gives rise to a measure ν with h(ν) = cap(Y ), we obtain
that h(µ) > cap(Y ). This yields a contradiction, proving our claim.
Remark IV.10.2 raises the question whether this relation also applies in reverse direction, i.e., whether it is
possible to obtain an (, k, l)-recoverable measure with maximum entropy from a (k, l)-recoverable system
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with maximum capacity. In the remainder of this section we establish a partial result toward the resolution
of this question. Namely, given a (k, l)-recoverable system and  > 0, we construct an (, k, l)-recoverable
measure and calculate its entropy, obtaining a lower bound on h∗q(, k, l).
We begin with an informal description of the construction. The (, k, l)-recoverable measure will be
constructed by perturbing a Markov measure associated with a maximum-capacity deterministic (k, l)-
recoverable system. We start with a graph that presents a (k, l)-recoverable system XF with maximum
capacity Cq(k, l). Since the recoverability property is defined by words of length 2l + k, we use a
presentation G = (V,E, L) of XF such that vertices in V correspond to words of length 2l + k over
Q. This system is equivalently described by a Markov measure defined in (8). Denoting it by ρ, let P ρ
and pρ be the matrix of transition probabilities and the stationary distribution of ρ, respectively.
To describe the perturbation, it will be convenient to switch to a different Markov measure, which we
proceed to define. Let Y be the system obtained from XF by considering non-overlapping subwords of
length 2l+ k (also called the (2l+ k)th higher power of XF [13]). We can view Y as a system over the
alphabet Q2l+k. Define a Markov measure µ on Y ⊆ (Q2l+k)Z obtained from ρ as follows. The state set of
µ is the same as the states of ρ. The matrix of transition probabilities of ρ is obtained as Pµ = (P ρ)2l+k,
and the stationary distribution is unchanged, i.e., pµ = pρ. In other words, µ is obtained from the (2l+ k)
power of the graph G (the graph G2l+k on V whose edges correspond to paths of length 2l + k in G).
Consider a system Z ⊆ (Q2l+k)Z obtained by passing Y through a conditional distribution, given by a
stochastic matrix of order 2l + k with entries
W (w0aw2|w0w1w2) = δ
qk − 11(a ∈ Q
k\{w1}) + δ¯1(a = w1),
where δ > 0 and δ¯ := 1 − δ. This matrix can be also viewed as a memoryless communication channel
on Q2l+k. As a result of this operation, we obtain a new system, which we denote by Z. This system is
presented by a graph D whose set of vertices is V together with the new vertices of the form (w0aw2), a ∈
Qk\{w1}. The distribution on the sequences of the system Z is obtained as ν([w]) = Eµ(W ([x]|·), where
w ∈ Q2l+k, which can be extended to the cylinder sets of (Q2l+k)Z by independence. The construction
of ν is explained in detail below after Lemma IV.12.
We finally use ν to construct an (, k, l)-recoverable measure η over QZ similarly to the procedure that
appears in the proof of Lemma IV.5.
Separating
symbolsHigher
Power
Figure 2: The procedure of constructing η ∈ Ms(QZ). From XF (with the Markov measure ρ) we
construct Y with a measure µ ∈Ms((Q2l+k)Z) using the (2l+k)th higher power of XF . We then obtain
Z, distributed according to ν, by passing the states of Y through a memoryless channel. In the last step
we obtain the system S over the alphabet Q, together with the measure η ∈Ms(QZ).
We proceed to implement this plan. The following sequence of steps transforms a graph that represents
a (k, l)-recoverable system to a graph that supports -recoverability.
Construction IV.11 1) Let XF be a (k, l)-recoverable system with cap(XF ) = Cq(k, l), presented by
a graph G′. The vertices of G′ correspond to (2l + k − 1)-tuples of symbols in Q.
2) Consider the set
F ′ := {w ∈ Q2l+k+1 : ∃u ∈ F s.t. u ≺ w}
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and take G = (V,E,L) to be the graph that presents XF ′ , so that its vertices correspond to words
of length 2l + k over Q. Note that XF ′ = XF , so the graph G gives another presentation of the
system XF .
3) Consider the graph G2l+k = (V (G2l+k), E(G2l+k), L(G2l+k)) with the same set of vertices as G.
Two vertices in G2l+k are connected by an edge if and only if there is a path of length 2l + k
connecting them in G (including self-loops). The label of an edge (v1, v2) ∈ E(G2l+k) is given by
the label of the vertex v2.
4) Construct a graph D = (V (D), E(D), L(D)). Given a vertex u = (u0u1u2), u0, u2 ∈ Ql, u1 ∈ Qk
we write ua := (u0au2), where a ∈ Qk is some k-tuple. The set of vertices V (D) is formed of
V (G2l+k) and all the vertices of the form ua = (u0au2), a ∈ Qk\{u1} where u = (u0u1u2) ∈
V (G2l+k). The set E(D) contains all the edges of the form (ua, vb), where (u, v) ∈ E(G3).
2
The details of the construction are illustrated in Example A.1 in the appendix, and the sequence of steps
of the construction is shown schematically in Figure 2. To add details to Step 4, note that if a vertex
u ∈ V (G2l+k) corresponds to a triple u = (u0u1u2), u0, u1 ∈ Ql, u1 ∈ Qk, then no other vertex in
V (G2l+k) is of the form (u0au1), where a 6= u1. In constructing V (D) we add all the vertices of this
form to V (G2l+k), denoting the set of vertices that arise from u ∈ V (G2l+k) by (u)∗; see Fig. 3.
Figure 3: Construction of the graph D
The graph G2l+k presents a constrained system over Q2l+k which we denote by Y . It is evident that Y
can be obtained from XF by reading non-overlapping subwords of length 2l + k in the words x ∈ XF ,
and XF can be obtained from Y by inverting this operation. It is a known fact that cap(Y ) = cap(XF )
(see [14, Prop. 3.13] or [13, Exercise 4.1.5], where this equality uses a different logarithm base and has a
slightly different form). Accordingly, the system Z, presented by the graph D, is also over the alphabet
Q2l+k, and it will be used to construct an (, k, l)-recoverable system S over Q.
Let us define transition probabilities for the graph D. Theorem IV.3 implies that there exists a shift-
invariant Markov measure µ supported on Y and such that h(µ) = cap(Y ), in other words, µ is a
(k, l)-recoverable measure on (Q2l+k)Z. Denote by Pµ the matrix of transition probabilities on V (G2l+k)
derived from µ. By shift-invariance, the marginal distribution of µ on any one coordinate equals the
stationary distribution of Pµ. Denote this stationary distribution by pµ.
Let  > 0 and let δ ∈ [0, (q − 1)/q] be such that
Hq(δ) + δ logq(q
k − 1) = . (22)
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Given a pair of vertices (u, v) ∈ V (D), let
Puv =

δ¯Pµuv if (u, v) ∈ E(G2l+k)
δ
qk−1P
µ
uv¯ if u, v¯ ∈ V (G2l+k); v ∈ (v¯)∗
δ¯Pµu¯v if u ∈ (u¯)∗; u¯, v ∈ V (G2l+k)
δ
qk−1P
µ
u¯v¯ if u¯, v¯ ∈ V (G2l+k);u ∈ (u¯)∗, v ∈ (v¯)∗
(23)
Referring to the example in the appendix (Fig. 5b), the solid edges correspond to line 1, the dashed edges
to line 2, and the dotted edges to lines 3,4 in (23), respectively.
By construction, P is a stochastic matrix. Indeed, viewing the system Z presented by the graph D
as the output of a memoryless channel we conclude that P is a stochastic matrix. Moreover, since P is
irreducible, the stationary distribution exists and is unique. Together with the fact that for vertices u 6= v
in V (G2l+k), the sets (v)∗ ∩ (u)∗ are disjoint, this implies the following result.
Lemma IV.12 Define a vector pν of dimension q|V (G2l+k)| by
pνu =
{
δ¯pµu if u ∈ V (G2l+k)
δ
qk−1p
µ
v¯ otherwise,
(24)
where v¯ ∈ V (G2l+k) is the unique vertex such that u ∈ (v¯)∗. Then pν is a probability vector and pν = pνP.
The stationary distribution pν together with P gives rise to a shift-invariant measure ν on a set Z ⊆
(Q2l+k)Z of bi-infinite sequences over Q2l+k. For symbols wi ∈ Q2l+k, i ∈ [n] the probability of the
cylinder set [w0 . . . wn−1] is given by pνw0Pw0w1 · · ·Pwn−2wn−1 .
Our next goal is to construct an (, k, l)-recoverable measure η from ν. Let Z = (. . . , Z−1, Z0, Z1, . . . )
be a system distributed according to ν. As the first step, let us transform sequences of (2l + k)-tuples
z ∈ (Q2l+k)Z into sequences s ∈ QZ. Using the procedure in the proof of Lemma IV.5, we construct
from ν a measure η over QZ with h(η) = h(ν). Let us show that η is shift-invariant (this is not obvious
because a shift in Z translates into 2l + k shifts in S ⊆ QZ).
Lemma IV.13 The measure η ∈M(QZ) obtained from ν is shift-invariant.
Proof: As explained in (11), η is obtained from the stationary distribution ν on Q2l+k by extending
ν to finite sequences. To show that η is shift-invariant it is enough to show that its marginals obey the
Kirchhoff law, i.e., that for any w = (w0w1 . . . w2l+k−1)∑
w0∈Q
η([w0w1 . . . w2l+k−1]) =
∑
w0∈Q
η([w1 . . . w2l+k−1w0]). (25)
For simplicity, we will prove the lemma for the case k = l = 1. The general case is analogous. Note
that if w = (w0w1w2) ∈ Q3 and ν(w) > 0 then either w ∈ V (G3) or there is a unique symbol a 6= w1
such that wa ∈ V (G3). Fix a vertex w = (w0w1w2) ∈ Q3 with η([w0w1w2]) > 0. In the next calculation
1(·) := 1V (G3)(·) is an indicator of the vertex set of G3.∑
a∈Q
η([aw1w2]) =
∑
a∈Q
ν([aw1w2])1((aw1w2)) +
∑
b∈Q\{w1}
∑
a∈Q
ν([abw2])1((abw2))
=
∑
a∈Q
δ¯µ([aw1w2])1((aw1w2)) +
∑
b∈Q\{w1}
∑
a∈Q
δ
q − 1µ([abw2])1((abw2))
=
∑
a∈Q
δ¯µ([w1w2a])1((w1w2a)) +
∑
b∈Q\{w1}
∑
a∈Q
δ
q − 1µ([bw2a])1((bw2a))
=
∑
a∈Q
ν([w1w2a]),
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where the third equality follows from the shift-invariance of µ. The last line is unchanged by switching ν
to η, and this establishes (25). 2
Let us show that η is an (, k, l)-recoverable measure. We will in fact show more, namely that the
entropy condition is satisfied with equality.
Proposition IV.14 Let η be a measure on QZ obtained from ν and denote by S = (. . . , S−1, S0, S1, . . . )
the system that is distributed according to η. For every α, β ∈ Ql, we have
Hη(Sl+[k] | S[k] = α, Sl+k+[l] = β) = .
Proof: By the definition of η, for every s = (s0 . . . s2l+k−1) ∈ Q2l+k, we have ν([s]) = η([s]).
Note that since ν is constructed from the shift-invariant measure µ, if s ∈ Q2l+k with η([s]) > 0, then
ν([s]) > 0. Let α, β ∈ Ql and define a probability vector p = (pa) by setting
pa =
ν([αaβ])∑
b∈Qk ν([αbβ])
, a ∈ Qk.
Let us show that Hq(p) = . Let c ∈ Qk such that αcβ ∈ V (G2l+k), then
∑
b∈Qk ν([αbβ]) = µ([αcβ]) by
Lemma IV.12. We obtain that pc = δ¯, and for a 6= c, pa = δqk−1 . From (22) we conclude that Hq(p) = ,
which was to be shown. 2
Our next goal is to calculate the entropy h(η) = h(ν). Recall that ν was constructed using a (1, 1)-
recoverable measure µ over (Q3)Z.
Proposition IV.15 We have
h(η) = h(ν) = h(µ) +
1
2l + k
.
Proof: The proof relies on an elementary packing argument, sketched below. Let Z = (. . . , Z−1, Z0, Z1, . . . )
be a system distributed according to ν. Since ν is a shift-invariant Markov measure, the variational principle
implies that it suffices to find the capacity of Z
cap(Z) = lim
n→∞
1
n
logq3 |Bn(Z)|,
where Bn(Z) is the set of length-n words that appear in Z as subwords with positive probability. Recall
that Z can be considered as the system obtained by passing Y through a conditional distribution. The
channel changes the symbol w with probability δ and keeps it intact with the complementary probability
δ¯. When w is changed, the new symbol is selected uniformly from the set (w)∗. Thus, every symbol from
(w)∗ is selected with probability δ/(qk−1). When n is large, using the law of large numbers, the number
of changed symbols is roughly δn. Moreover, for a pair of different 2l + k-tuples w1, w2 ∈ (Q2l+k)n
the channel necessarily generates different outputs (since (w1)∗ ∩ (w2)∗ = ∅). Let Bn(Z) be the set of
length-n words that appear in Z as subwords. Therefore, for large n, if Bn(Y ) denotes the set of length-n
words that appear as subwords in Y , then
|Bn(Z)| = |Bn(Y )|
(
n
δn
)
(qk − 1)δn.
Using the approximation
(
n
δn
)
= qnHq(δ), we obtain
1
n
logq2l+k |Bn(Z)| =
1
n
logq2l+k |Bn(Y )|+Hq2l+k(δ) + δ logq2l+k(qk − 1)
=
1
n
logq2l+k |Bn(Y )|+
1
2l + k
(
Hq(δ) + δ logq(q
k − 1)) .
Taking n to infinity and using the definition of δ (22) we obtain
h(ν) = h(µ) +
1
2l + k
.
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Since ν is the (2l + k)th higher power of η, we obtain h(η) = h(ν) which finishes the proof. 2
The next theorem forms the main result of this section.
Theorem IV.16 Let Q be a finite alphabet and let  > 0. Then
h∗q(, k, l) > Cq(k, l) +
1
2l + k
. (26)
If  < 2/qk, then h(η) = Cq(k, l) + /(2l + k), and η is an entropy maximizing measure.
Proof: For ease of notation we prove the theorem for the case k = l = 1. The general case k, l ∈ N is
similar. Inequality (26) is immediate from Theorem IV.15. The proof of the second claim is a combination
of the ideas involved in Construction IV.11 and in the proof of Theorem IV.6. Let ξ be an (, 1, 1)-
recoverable measure with h(ξ) = h∗q(, 1, 1). From Lemma IV.5, ξ is Markov with memory 2. Let P
ξ be
the matrix of transition probabilities over Q3 defined as follows. For u = (u0u1u2), v = (u1u2v2) ∈ Q3
let
P ξu,v = ξ([u0u1u2v2] | [u0u1u2]).
Such a matrix P ξ can be naturally linked to a Markov chain on a graph Gξ whose vertices are the triples
of symbols in Q with positive probability. Denote by pξ the stationary distribution of this Markov chain.
Let G3ξ be the third power of Gξ and consider the matrix P
µ = (P ξ)3. Note that Pµ defines a Markov
chain on G3ξ with stationary distribution p
µ = pξ. Let us define µ as a distribution on (Q3)Z obtained from
pµ and Pµ using Eq. (8).
Since pµ = pξ and  < 2q , Lemma IV.9 implies that for every a, c ∈ Q there exists at most one symbol
b for which µ([abc]) > q−1q . Denote by W ⊆ Q3 the set of all triples with largest probabilities, namely,
w ∈ W if µ(w) > q−1q . Note that W is a (1, 1)-admissible set (cf. Def. II.1). Let us define a function
f : Q3 →W that takes w = (w0w1w2) to the unique triple wa = (w0aw2) ∈W, namely f takes a triple
w = (w0w1w2) to the triple (w0aw2) with the largest probability under µ.
Let X = {Xi}i be a system over Q3 distributed according to µ. Let us define the collapsed system
f(X) = {f(Xi)}i over W by applying f to every entry in X . Note that, although µ is a Markov measure,
the distribution of the collapsed system f(X) is not necessarily Markovian. From f(X) we construct a
new distribution ν on (Q3)Z as follows. Let g : W → Q3 be a random function that takes the word
w = (w0w1w2) ∈ W to wa with probability δq−1 for all a 6= w1 and leaves w as is with probability δ¯,
where δ is selected from (22). For a word w = (w0 . . . wn−1) ∈ (Q3)n we denote by g(f(w)) the random
variable g(f(w)) = (g(f(w0)) . . . g(f(wn−1))). Let ν be the distribution over (Q3)Z obtained by applying
g independently to f(Xi); in other words, for w = (w0 . . . wn−1) ∈ (Q3)n,
ν([w]) =
∑
x∈(Q3)n
µ(x) Pr (g(f(x)) = w) .
We claim that h(ν) > h(µ). This is proved similarly to the proof of Theorem IV.6. Define a partition A0
of (Q3)Z, whose blocks are defined by the triples from the set W . Namely for a given w ∈ W its block
is ∪a∈Q[wa], and so |A0| = |W |. Recall that C (resp, C−) denotes the σ-algebra generated by Z (resp.,
Z−). Let A be the σ-algebra generated by ∨j∈ZT j(A0) and notice that A is a sub-σ-algebra of C under
which X0 and f(X0) cannot be distinguished. Let A− be the sub-σ-algebra of A obtained by restricting
A to Z−. Similarly to (17) we obtain
Hµ(X0 | C−) = Hµ(f(X0) | C−) +Hµ(X0 | C−, f(X0)).
Following the same logic as in (18), we obtain
Hµ(f(X0) | C−) 6 Hν(f(X0) | C−).
This follows since by construction, f(X0) has the same A−-conditional distribution under µ and ν. Clearly,
Hµ(X0 | C−, f(X0)) 6 Hµ(X0 | f(X0)).
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Since µ is (, 1, 1)-recoverable,
Hµ(X0 | f(X0)) 6 .
By the construction of ν we obtain
Hν(X0 | f(X0)) = .
Conditional on f(X0), the ν-distribution of X0 does not depend on the past. Hence,
Hν(X0 | f(X0)) = Hν(X0 | f(X0), C−).
Overall we obtain
h(µ) = Hµ(X0 | C−)
= Hµ(f(X0) | C−) +Hµ(X0 | C−, f(X0))
6 Hν(f(X0) | C−) +Hν(X0 | C−, f(X0))
= h(ν).
This implies that ν is a measure of maximum entropy. From Lemma IV.5 we obtain that ν is a Markov
measure over (Q3)Z. Therefore, we can relate ν to a matrix of transition probabilities with a corresponding
stationary distribution on Q3. Following the construction given in the proof of Lemma IV.5, we can
construct a Markov measure η on QZ with the same distribution of triples as ν. This implies that η is
also an (, 1, 1)-recoverable measure. In addition, as seen in the proof of Lemma IV.5, η maximizes the
entropy, i.e., h(η) > h(ν). Together with the fact that h(ξ) = h(µ) we obtain
h(η) > h(ξ)
which implies that η is optimal and the proof is finished. 2
V. CONCLUDING REMARKS
A. Relation to storage codes
In this section we discuss the connection between recoverable systems and storage coding. As noted
above, storage codes in graphs were defined in several independent papers [15], [18], [20]. We will use
the definition of [15], which is phrased in terms close to our work. Let G = (V,E) be a finite graph
and assume that V = {v0, v1, . . . , vn−1}. The neighborhood of a vertex v ∈ V is an ordered collection
of vertices N(v) ⊆ V such that (v, u) ∈ E if and only if u ∈ N(v). A storage code CG with recovery
graph G = (V,E) and V = [n] is a subset of Qn together with n deterministic recovery functions
fv : Q
N(v) → Q such that cv = fv(cu, u ∈ N(v)) for every c = (c0, . . . , cn−1) ∈ CG and every vertex
v ∈ V . In words, a storage code is a set of vectors of length n such that the symbol in location i can be
recovered from the symbols in locations specified by the neighbors of i in G.
The main problem studied in the literature is the capacity, or largest cardinality of a storage code for a
given graph. Formally, the capacity of a storage code is defined as Mq(G) = 1n logq |CG|, and the absolute
capacity is defined as M(G) = supq>2Mq(G). The definitions in earlier works usually do not include
the normalization 1/n, which we have added to better relate it to the notation adopted in this paper. The
capacity is known for odd cycles Cn (and equals 1/2) [4], [16], and there are multiple bounds in the
literature for other types of graphs [4], [6], [16].
Before we describe the relation between storage codes and recoverable systems, let us make the following
observation. Assume that XF is a (k, l)-recoverable system. A sequence x ∈ XF is said to have period r
for some r ∈ N if xi = xi+r. Let Pn(XF ) denote the set of words in XF with period n. It is known that
the growth rate of the number of periodic sequences approaches the capacity of the system, namely:
lim sup
n→∞
1
n
logq | Pn(XF )| = cap(XF ).
[13, Thm. 4.3.6]. This implies a construction of storage codes for a family of graphs, which we illustrate
for the cycle Cn.
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Suppose that XF is a (1, 1)-recoverable system, and note that a periodic sequence corresponds to the
labels of a cycle in the graph G that presents it. The collection of n-words obtained from the cycles forms
a storage code for Cn. We state this fact in the next obvious proposition.
Proposition V.1 Let XF be a (1, 1)-recoverable system. Then Pn(XF ) is a storage code for Cn.
The set Pn(XF ) is shift-invariant, i.e., if a word w = (w0, . . . , wn−1) ∈ Pn(XF ) then also the cyclic
shift (w1, . . . , wn−1, w0) ∈ Pn(XF ). This means that there is a single recovery function f such that every
symbol wi can be obtained by applying f with the arguments wi−1, wi+1 (with indices mod n).
For the case q = 2 it is possible to obtain an explicit formula for the size | Pn(XF )|.
Proposition V.2 Let XF be a binary (1, 1)-recoverable system with maximum capacity constructed in
Proposition II.3. Then
| Pn(XF )| = λn1 + λn2 + λn3
where λ1, λ2, λ3 are the roots of x3 − x− 1.
Proof: Let A be the adjacency matrix of the graph G given in Figure 4, i.e.,
A =
0 1 10 0 1
1 0 0
 .
The number of length-n cycles in G equals the trace of An, | Pn(XF )| = Tr(An). For convenience we
denote an = (An)1,1, bn = (An)2,2, cn = (An)3,3, thus | Pn(XF )| = an + bn + cn. Clearly, we have the
following recursion: an = an−2 + an−3 with initial values a0 = 1, a1 = 0, a2 = 1. Further, from the form
of the matrix A it is readily seen that bn = (An−1)2,1, and we obtain a recursion bn = bn−2 + bn−3 with
initial values b0 = 1, b1 = 0, b2 = 0. Similarly, cn = cn−2+cn−3 with initial values c0 = 1, c1 = 0, c2 = 1.
Altogether, the sum an + bn + cn satisfies a recursion zn = zn−2 + zn−3 with initial conditions z0 =
3, z1 = 0, z2 = 2. The sequeunce (zn)n the Perrin sequence [1] in which the nth number is given by
zn = λ
n
1 + λ
n
2 + λ
n
3 where λ1, λ2, λ3 are the roots of x
3 − x− 1. 2
Notice that λ1 = cap(XF ) ≈ 0.4057 and |λ2|, |λ3| < 1, hence for large n we obtain | Pn(XF )| ≈
0.4507n.
Let us stress again the differences between this result and the results in earlier works such as [4],
[6], [16]: we analyze the size of the storage code for Cn for a given alphabet q, and we require the
same recovery function for each vertex v, while the earlier works consider the supremum supq and allow
different functions fv.
The property of Cn that makes this construction possible is cyclic automorphism of the graph Cn. A
more general family of graphs with a cyclic automorphism is circulant graphs, i.e., cycles with chords.
A circulant graph is a graph G = (V,E) with V = (v0, . . . , vn−1) such that the graph TG obtained by
relabeling the vertices vi 7→ vi+1 (modulo n) is isomorphic to G. The bound in Proposition V.2 extends
to this case without difficulty. Namely, if XF is a (k, l)-recoverable system, where l is large enough to
account for all the neighbors of the vertex, then Pn(XF ) provides a storage code for G.
B. Open problems
The concept of recoverable systems gives rise to a group of open questions. First, the family of circulant
graphs is a subfamily of a larger class, namely, transitive graphs (when the automorphism group acts
transitively on the set of vertices). Constructing recoverable systems that yield a bound on the capacity
of storage codes for such graphs is an interesting open problem. Next, it is of interest to extend the
construction of deterministic recoverable systems to the case k, l > 1, yielding bounds on the capacity for
the more general case than the (1, 1)-recoverability considered above.
Several open questions arise for (, k, l)-recoverable systems. Under our definition, the residual entropy
of the group of symbols is constrained by  for every realization of the neighborhood; see (10). It is of
interest to analyze the capacity of recoverable systems when this requirement holds only on average, i.e.,
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when the entropy of the symbol group is conditioned on the random variables X[l], Xl+k+[l] that form their
neighborhood. Another open question is providing characterization of the entropy maximizing measures
without restricting the values of .
APPENDIX
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Figure 4: The graph G′ presenting a binary (1, 1)-recoverable system with maximum capacity
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Figure 5: An example for Steps 3 and 4 of Construction IV.11 for q = 2 and k = l = 1. Figure (a) shows
the graph G3 obtained in Step 3 of Construction IV.11. Figure (b) shows the graph D. The solid edges
correspond to the edges in G3, the dashed and dotted edges are added in Step 4 of Construction IV.11.
The tails of the dashed edges are in V (G3) and the tails of the dotted edges are in V (D) \ V (G3).
Example A.1 We start with the binary (1, 1)-recoverable system given in Proposition II.3. Let Q be
the binary alphabet, let k = l = 1 and let  = 0.286 which yields δ = 0.05. The following example
shows the construction of the graph D for the binary (1, 1)-recoverable system with maximum capacity
given in Prop II.3. The graph that presents this system is shown in Fig. 4. Applying Steps 1, 2 of
Construction IV.11, we obtain the graph G3 shown in Figure 5a. Now following Construction IV.2, we
obtain µ = (0.177, 0.411, 0.177, 0.235) and
Pµ =

0.43 0.57 0 0
0 0.43 0.245 0.325
0 0 0.43 0.57
0.43 0.57 0 0
 ,
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where we have ordered the vertices of G3 by the increase of their numerical value. The graph D is
presented in Figure 5b. The matrix P is given by
P =

0.43δ 0 0.43δ 0 0.245δ¯ 0.325δ¯ 0.245δ 0.325δ
0.57δ 0.43δ¯ 0.57δ¯ 0.43δ 0 0 0 0
0.43δ 0 0.43δ 0 0.245δ¯ 0.325δ¯ 0.245δ 0.325δ
0.57δ 0.43δ¯ 0.57δ¯ 0.43δ 0 0 0 0
0 0 0 0 0.43δ¯ 0.57δ¯ 0.43δ 0.57δ
0.57δ 0.43δ¯ 0.57δ¯ 0.43δ 0 0 0 0
0 0 0 0 0.43δ¯ 0.57δ¯ 0.43δ 0.57δ
0.57δ 0.43δ¯ 0.57δ¯ 0.43δ 0 0 0 0

where the vertices are again ordered by the increase of their numerical value. The stationary distribution
pν is as follows:
pν = (0.411δ, 0.177δ¯, 0.411δ¯, 0.177δ, 0.177δ¯, 0.235δ¯, 0.177δ, 0.235δ)
≈ (0.02, 0.168, 0.391, 0.009, 0.168, 0.223, 0.009, 0.012)
For instance, we have
p0 =
ν([001])
ν([001]) + ν([011])
= δ¯
and
p1 =
ν([001])
ν([001]) + ν([011])
= δ.
2
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