This paper gives displacement structure algorithms for the factorization positive definite and indefinite Hankel and Hankel-like matrices. The positive definite algorithm uses orthogonal symplectic transformations in place of the -orthogona1 transformations used in Toeplitz algorithms. The indefinite algorithm uses a look-ahead step and is based on the observation that displacement structure algorithms for Hankel factorization have a natural and simple block generalization. Both algorithms can be applied to Hankel-like matrices of arbitrary displacement rank.
INTRODUCTION
For h2 with 0 < i < 2n -2 we define the Hankel matrix h0 h1 h2 . . . h1 .
• .
• . H= h2 .
•
. (1) h_1 h h2_2
For real h , such matrices arise often in system theory. Applications in which the elements h are taken from a finite field arise in coding theory. The fast 0(n2) Berlekamp-.Massey algorithm for solving Hankel systems of equations was developed in the latter context.' It generalizes to the case in which the h2 are real and it is one of the best known fast algorithms for solving Hankel systems of equations. Several other authors have developed algorithms for the factorization or inversion of Hankel matrices.24 None of these algorithms incorporate pivoting or look-ahead. In exact arithmetic they run to completion only if H has non-singular leading principal submatrices. In floating point arithmetic, they are unstable when applied to anything other than a positive definite matrix. Further, some of the algorithms explicitly compute triangular factors of H'. This suggests that they might not be backward stable, even for positive definite H. A possible exception is an algorithm which computes triangular factors of H2; the stability properties of this algorithm are not known.
Algorithms based on Padé approximation have and with O(nlog2(n)) complexity also exist.5 One of them applies to completely general indefinite Hankel and nonsymmetric Toeplitz matrices. The numerical properties of this method have not been investigated, though it seems that there is potential for numerical instability. Other authors have also developed algorithms based on the connection of structured matrices with Padé approximation. 6 In Sect. 3, we propose a new algorithm for the Cholesky factorization of a positive definite Hankel matrix. The algorithm is analogous to the Schur algorithm for the factorization of a Toeplitz-like matrix. Instead of using hyperbolic rotations or s-orthogonal transformations, it uses orthogonal symplectic matrices to manipulate generators for a Hankel-like displacement. An outline of a proof of numerical stability will be given in Sect. 4 . This proof can be made fully rigorous, and full details will appear elsewhere. We generalize the algorithm to matrices of higher displacement rank in Sect. 6 . The analysis of the displacement rank 2 case can be extended to show that this algorithm is stable as well.
To some extent, investigating the stability properties of a fast solver for positive definite Hankel matrices is a theoretical concern. It has been shown7 that ic2(H) = 11H11211H1112 3 . 26 if H is positive definite. There are even more discouraging estimates which suggest that for positive definite Hankel matrices the condition number grows asymptotically as Thus we do not expect to find accurate so'utions even for relatively small positive definite Hankel systems of equations. Nevertheless, the stability properties of the algorithm are theoretically interesting and provide insight into the stability of methods for more general positive definite and indefinite Hankel-like matrices.
For the indefinite case, look-ahead algorithms have been proposed to improve the stabilty in the presence of illconditioned leading submatrices.8 '9 There are other look-ahead algorithms.6 Most of the applicable algorithms have been developed using polynomials rather than matrices. A displacement structure approach leads to a surprisingly simple block factorization step which can be derived in matrix notation in a few lines. We describe the basic block step in Sect. 3 and look-ahead refinements in Sect. 5.
When it is convenient, we use MATLAB notation to indicate submatrices. Thus the matrix H(i : j,k : 1) is the (j + 1) x (1 -k + 1) block of H formed by taking only elements that are in rows i through j and columns k through 1. The notation H(:, j) indicates column j of H.
THE DISPLACEMENT
The Hankel matrix H is determined by 2n -1 parameters. None of the results in this paper are strictly limited to Hankel matrices; everything will apply to the more general class of Hankel-like matrices. To define this class, we borrow and adapt an idea used in the study of Toeplitz matrices by introducing the Hankel displacement rank of a matrix. A symmetric matrix H is Hankel-like with Hankel displacement rank 2 whenever the displacement zz(H) := ZH_HZT is rank 2. The matrix Z is the downshift matrix defined by (Z)23 =1 when i -j = 1 and (Z) = 0 otherwise. The notion of a Hankel-like matrix can be generalized to larger ranks. We will consider such generalizations in Sect. 6. For the moment, we deal exclusively with displacement rank 2 Hankel-like matrices. For any matrix, the displacement is skew-symmetric. For a Hankel matrix 0 -h0 -h1 . . .
i(H) := h h2
We will represent a Hankel-like matrix by means of its generators, the columns of a matrix A such that zz(H) := AJAT (2) where
Li o A real skew-symmetric matrix of rank 2 can always be decomposed as (2) . Given zz(H), the decomposition can be computed in a stable manner using a single 2 x 2 pivot step of a skew-symmetric elimination procedure.1° Further, a real skew-symmetric always has even rank. Thus if the displacement is nonzero then A has full rank.
The generators are not unique. For a Hankel matrix it is possible to choose generators with the simple form
A generator matrix A for which the (1, 2) element equals zero is said to be in proper form. The displacement operator, zz(.), is different from the better known Toeplitz-like displacements in three algorithmically significant respects. 3. The linear displacement operator Lz() has a non-trivial null space. This means that it is not possible to reconstruct H given only zz(H). A factorization algorithm cannot work solely with the generators of H; it must incorporate some additional information. We will show that H can be reconstructed from i (H) and from the last column of H.
We will elaborate on each of these points in turn.
A matrix S that satisfies SJST J j a 2 x 2 symplectic matrix. General r x r symplectic matrices are defined by the relation
We will make use of these more general symplectic matrices in Sect. 6. We will use 2 x 2 symplectic matrices in the factorization of displacement rank 2 Hankel-like matrices. If S is symplectic then ASJSTAT AJAT and AS is an alternate set of generators for Lz(H) AJAT . In devising a factorization algorithm we are free to apply any symplectic transformation to the generator matrix to compute an alternate set of generators for the same displacement.
Note that
In the 2 x 2 case, if det(S) = 1 then S is symplectic. Symplectic transformations that will later be of particular does not directly guarantee a bound on their size. This is in contrast to the generators of a positive definite Toeplitz matrix for which the proper form generators are unique up to sign changes and can be bounded in a way that is useful for a numerical stability analysis. '2 We now consider the null space of Lt(.). Define the permutation, F, so that its action on a vector is to reverse the order of the elements. Thus P(i,j) = 1 if i + j = n + 1 and P(i, j) = 0 otherwise. Then Although H cannot be recovered from z(H), it is determined uniquely by zz(H) together with H(:, n). Since the first row of ZH is zero
Thus we have the first row and the last column of H. By symmetry we also have the first column and last row. Given these elements, it is easy to see that the other elements can be obtained uniquely from the relation
2 < i,j < n. (6) This is simply an indexed form of the definition L(H) =ZH -HZT.
Finally, we note that (5) is algorithmically important. It provides a natural way to obtain most of the first row of H. This is precisely what is needed to obtain a row of the Cholesky factor in a factorization algorithm. If the generators are in proper form then we get the particularly simple formula H(1,1 : n-1) = a11a2. (7) If C is the Cholesky factor of H then
SCHUR TYPE ALGORITHMS
As with the Toeplitz displacement, the Schur complement of an arbitrary matrix has a displacement rank with respect to iZ(.) that is no larger than the displacement rank of the original matrix. Thus Hankel-like structure is preserved under the process of Schur complementation. This observation forms the basis of a class of fast Schur-type algorithms. At each stage of the triangular factorization the algorithms work with the generators of the current Schur complement together with the last column instead of with the full matrix. Since any symplectic S can be used to transform the generators, many distinct algorithms are possible. In this section we will explain the basic ideas behind algorithms for both the positive definite and the indefinite cases. The algorithm for the positive definite case is chosen to be provably stable. More efficient variations are possible and it seems that some of these algorithms are likely to be stable in practice. Nevertheless, some possible algorithms are clearly unstable; we will illustrate the problem with one such algorithm in this section.
Suppose that H is real, symmetric and Hankel-like with = AJAT. The matrix LZL' is lower triangular and its (2, 2) block is LZL' is just Z22. It follows that
Since Z22 is a shift matrix, this shows that Hg has the same sort of displacement structure as H and Ag A2 -H21Hjj'A1.
The formula (13) was derived in13 (see also14), and it will be the starting point in deriving a stable algorithm for positive definite matrices. It also forms a direct basis for a look-ahead algorithm for indefinite matrices. The look-ahead algorithm is recursive and, neglecting details about the computation of the lookahead step size that we will cover in Sect. 5, it can be described as follows. 2. Let H5 be the current ng x ng Schur complement with generators A and last column r. Find an appropriate look-ahead step size, in, and let Hg and A be partitioned as (9) and (10) where H11 is m x m.
3. Compute H11 and H21 from A and r using (6). Given (12) , it is trivial to prove that the algorithm correctly computes the decomposition. Consider the first step of the algorithm for which Hg H. Step 4 is a block elemination step with an m x m pivot.
Step 5 uses (12) a direct implementation of the formula for a Schur complement to get the generators and last column of the Schur complement of H. By returning to step 1, the algorithm recursively computes Lg and Dg such that H22 H21H1j1H = LgDgL. 
14)
This is a familiar and natural recursive description of block Gaussian elimination. It is easy to check from the indices in step 4 that the algorithm fills in H21Hj and H11 into the blocks of L and D in a manner consistent with (14) .
For the indefinite case, we will choose a look-ahead step size with the intent of keeping IIH2lHii' II small to prevent any significant growth in the size of the generators when applying (12) directly. For reasons of stability, it is necessary to keep this quantity from becoming too large in the application of any type of block elimination algorithm.'5 While we do not give a proof, experimental results suggest that this criterion is also sufficient to give a stable algorithm. We give further details on the implementation of the algorithm and its performance in Sect. 5.
For the case in which H is positive definite and we wish to compute its Cholesky factor we consider the paritioning H= h11 h = h0 h (15 h21 H22 h21 H22
where h11 = h0 is a scalar. This corresponds to the case m = 1 and Algorithm 1 will use the simple update A2 A2 -?iA1 (16) where A1 is a row vector. The scalar h0 and the vector h21 can be obtained by using the relation
or by using (7) if the generator matrix is in proper form. Thus step 3 of Algorithm 1 is trivial and we get a simple 0(n2) algorithm to generate the rows of the Cholesky factor of H in sequence.
However, if 11h21/hoII is large then (16) V fhj10 1.
We would hope that a stable algorithm would prevent generator growth and introduce errors not much larger than the size of the generators. Since IIHII"2 .55 is not too different from hAil this would give a small relative backward error. However, factoring this matrix using a direct implementation of the scalar version of Algorithm 1 results in substantial generator growth. We get a computed Cholesky factor for which l1C'1H HII x 10
Although the example might seem somewhat contrived, it is worth noting that even starting with (3), the generators of the Schur complements would not have any obvious special structure when computed by (16) . We have not found a Hankel matrix for which initial generators of the form (3) lead to instability in (16) . a
To deal with this problem we present a more sophisticated algorithm for the positive definite case. It will make use of transformations of the generators AS with S satisfying 5jT j As with Algorithm 1, it can be viewed as a recursive process in which we obtain the first row of the Cholesky factor of H from the generators and from the stored last column of H and then compute the generators and the last column of the Schur complement of H. The main difference is that rather than applying (16) directly, we will use transformations of the generators of the form AS to get a proper form in which the row of the Cholesky factor can be retrieved from (8) and in which (16) is guaranteed not to produce any significant generator growth.
The result of these modifications is the following positive definite Schur algorithm.
Algorithm 2. Let ns = n and let
L(H) = AJAT.
Let r be the last column of H. Start with C = 0.
1. While > 0:
2. Partition the current fl X 2 generator matrix A as A= ía11 a121 (17) a21 a22j
where a11 and a12 are scalars.
3. Scale
A_A[g ]
so that IIA(:, 1)112 IIA(:, 2)112.
Put the generators into proper form using an orthogonal transformation
AAlC -S L5 C so that after the transformation a12 = 0 and a11 > 0. The fact that the algorithm computes C such that H = CTC is easy to establish. Steps 3 and 4 apply transformations AS such that det(S) = 1 and SJST = J. After step 4, we have proper form generators for the current Schur complement. Thus (8) holds.
Step 5 uses this relation and the first element of r in an obvious way to get the complete first row of the Cholesky factor of the current Schur complement. The update for A in step 6 is just (16) applied to generators in proper form. The update for r is a direct application of the expression for the last column of the Schur complement of H. The process proceeds recursively on the Schur complement of H in the usual manner.
In practice, the complexity of the algorithm can be reduced by replacing the plane rotation with [1 01
where the pivoting is done as needed to ensure that Ill < 1. A careful analysis suggests the potential for an imbalance in the scaling of the columns of the generators, thus making the normalization in step 3 necessary to ensure the stability of the plane rotation. However, in practice this does not seem to occur very often if at all. The scaling does not seem to be necessary for stability in most cases.
As presented, Algorithm 2 requires about 8.5n2 flops. Neglecting the norm computation of Step 3, it requires approximately 6.5n2 flops. If I is used rather than ( . 12 for the normalization, then the algorithm really can be implemented in 6.5n2 flops, although searches are required to find the largest element in each column of A. Replacing the plane rotation with a pivoted lower triangular transformation reduces the computation further to 4.5n2 flops. Eliminating step 3 altogether gives an algorithm that runs in 3.5n2 flops. While all of these variations seem to have robust stability properties, none of them suggest a means for deriving the simple and natural backward error bounds that can be found for Algorithm 2.
ERROR ANALYSIS
In this section we will outline a proof of the numerical stability of Algorithm 2. While we will oniy highlight a few key issues the analysis can be made rigorous. The result is that if C is the computed Cholesky factor of H then
where is the machine precision and 1(n) is a polynomial in n. Given the well known stability of plane rotations it should not be surprising that Step 5 of Algorithm 2 is stable so long as the generators do not satisfy 1A112 >? IIHII. In particular, it is straightforward to show that if A is the transformed generator matrix after Step 5 and H is the Hankel-like matrix corresponding to the unmodified last row of H and the modified A then (H -U fi(n)eIIAI2 (18) for some polynomial fi(n). It follows that if hAil2 is not too large relative to I1HII then the new generators correspond to a nearby matrix and step 5 will not lead to large relative backward errors.
The rest of the analysis breaks into three parts: showing that the generators do not become too large under Steps 3 and 6, that Step 5 is a stable way to recover the row of the Cholesky factor and that Step 6 produces Schur complement generators satisfying a relation similar to (18) where H is an exact Schur complement. Going from last to first, we note that Step 6 can be viewed as an elimination step applied to the generator matrix-a step that also occurs in fast algorithms for the factorization of Cauchy-like matrices. Methods developed for the analysis fast Cauchy factorization can be applied to show that this part of the algorithm is stable. Since Step 5 is just a scaling, the second part of the analysis is relatively straighforward. By far the most interesting part of the analysis is the first: we must show that the generators never grow so large as to destroy the stability of the algorithm.
In fact, Step 3 of the algorithm was introduced with the sole intention of provably avoiding generator growth. Whether or not Step 3 is actually used, it can be shown that the generators, A(k) ,after k iterations of the algorithm always satisfy IIA' (:, 1)11211A(k)(:, 2)112 IA°(:, 1)I(2IfA°(:, 2)112 + IC(1 : k, :)II. Since this product of column norms is bounded by a quantity of the same order of magnitude as IIHII, the only concern with generator growth is that there might be poor scaling of the generator columns in which one column is very large and one is very small. The application of a plane rotation to an improperly scaled generator matrix would incur errors proportional to the larger column and could well introduce large backward errors. In contrast, even with poor scaling, the rescaling of Step 3 is always stable. Thus if Step 6 produces a poorly scaled generator matrix,
Step 3 always fixes the problem before a plane rotation is applied. The rescaling is sufficient to prove stability, but it is not clear that it is necessary. An example of poor generator scaling destroying stability when the rescaling is not used has not been found; it is possible that Step 3 could be left out.
MORE ON THE LOOK-AHEAD ALGORITHM
When implemented with a stable method for inverting H11 , Algorithm 1 forms the basis of a look-ahead algorithm.
However, it is not complete. Thirther refinements are necessary for efficient implementation. To see why let H represent a Schur complement at some generic iteration of Algorithm 1 and consider the block partitioning (9) . To determine an appropriate look-ahead step we try to choose H11 to be m x m with IIHi'H I of moderate size. Estimating this norm for each possible size of H11 until an appropriate look-ahead step size is found can be costly. If the search were implemented in a naive manner the algorithm would have to invert H11 for each tested step size. If the algorithm required look-ahead step sizes that were some significant fraction of n, the resulting algorithm could require 0(n4) flops.
Fortunately, it is possible to guarantee that even in the worst case the number of required computations is 0(n3) with 0(n2) being more typical if the look-ahead step size can be bounded independent of n. The method uses the fact that for a displacement rank 2 Hankel-like matrix, Hjj'H is Toeplitz-like with displacement rank 3. To demonstrate and exploit this fact, we use a general theorem describing a single step of a Schur algorithm for a rectangular matrix containing both Toeplitz-like and Hankel-like blocks. T2 j7 t1jh2l so that K is the Schur complement of K. If (19) = D ZmtibT (20) and Cs = G2 .--h2ig, 
we have T2 ZmT2Z_i = DJHTG' + Zmtie.
From the displacement equation t1 =DJHTg1. Since the first row of ZH is zero the displacement also gives
where the last equality follows because the skew-symmetry of ZH -HZ' implies that bTJHT91 = 0.
• Given a Hankel-like matrix H obtained as a Schur complement at some iteration in Algorithm 1 and partitioned as in (9) (22) is not the same as the one in Theorem 1 in which H11 is assumed to be 1 x 1, we can obtain generators for (22) by recursive application of (19), (20) Thus h21 is a vector of length n -j. Compute t1 from t1 = DJg1.
2. Update B, D and G using (19) , (20) and (21).
3. Update r using r +-r(2: n -j + 1) --h21r(1).
Letj+-j+landgotol.
At the end of this process we have D and C satisfying (23). The matrix Hjj'H can be obtained from (24). a To estimate a step size for which IIHii1H II is suitably small, we can apply Algorithm 3 until a suitable step size is found. Clearly each element of L := DJHTGT can be computed in a number of flops that depends on the displacement rank and not on n or m. At each iteration of Algorithm 3, the matrix T := Hj'H can be computed in O(mn) flops using the relation
which is satisfied by any matrix T such that TZmTZ_m Thus, even if the final look-ahead step size is m = n -1, the extra computation involved in computing T for each iteration of Algorithm 3 is 0(n3).
GENERAL HANKEL-LIKE MATRICES
Consider the case in which the displacement (H) = ZH -HZT has higher rank. In Sect. 2, we verified that if Lz(H) has rank equal to 2 then it has a decompositon of the form (2) . The following theorem shows that a similar decomposition is possible in the more general case. where A, and A2 are n x matrices satisfying AJrAT.
Note that this notation is different from the notation of (10).
Factorization Algorithms
We partition H as (9) 
It is possible to compute H11 and H21 from A using (6) . Thus Algorithm 1 can be adapted to an arbitrary displacement rank by using (26) in step 5 instead of (13) . As before, this is potentially unstable; a small perturbation to the matrix from Example 1 can be chosen to give a displacement rank 4 Hankel-like matrix for which the modified version of Algorithm 1 fails. All of the results of Sect. 5 apply to the larger displacement rank case by adding extra J blocks to JHT. Consequently a completely general look-ahead algorithm is not significantly different from the displacement rank 2 version. As before, it is possible to get a provably stable algorithm for the positive definite case. In extending Algorithm 2,  we note that any transformation S for which SJrST j may be applied to A to get an equivalent set of generators A = AS such that zz(H) AJAT. The set of matrices satisfying SJrST Jr are known as symplectic matrices.
In order to prevent any possibility of generator growth, we will make use of the group of real orthogonal symplectic transformations
,QTQ Ir,Q11,Q12 E It is trivial to verify that any matrix of the specified form is both orthogonal and symplectic. Such matrices have applications in the study of Hamiltonian eigenvalue problems.'8"9
We introduce two types of elementary orthogonal symplectic matrices.18 The first is the Householder symplectic matrix of the form where au and ai are scalars and a7 and aT4 are both length r/2 -1 row vectors. (7) H(1,1 :n-1) = -a11a3 and the first element of r we get the expressions for the first row of the Cholesky factor of the current Schur complement. The update for A in step 6 is just (26) applied to generators in proper form. The update for r is the same as in Algorithm 2. The process then proceeds recursively on the Schur complement of H in the usual manner. The analysis outlined in Sect. 4 applies to the more general algorithm with only minor modification.
CONCLUSIONS
We have described displacement structure algorithms for the factorization of Hankel-like matrices. The algorithms for positive definite matrices use orthogonal symplectic transformations and admit a reasonably straightforward error analysis when a scaling step is used to prevent a potential imbalance in the scaling of the generator column vectors. We have not been able to show that this scaling step is necessary for stability; in practice it can often be skipped without introducing excessive backward errors.
The algorithm for indefinite matrices uses a very simple look-ahead step that follows easily from the displacement formulation. The approach is much simpler than others that have been proposed in the literature. We have also suggested the size of IIHii1H II a criterion for choosing a look-ahead step size and shown how to estimate this quantity efficiently using a Schur algorithm for a mixed Hankel-Toeplitz displacement. Experiments suggest that controlling the size of this quantity is sufficient for numerical stability. Results on block Gaussian elimination suggest that this is also likely to be necessary for stability.
