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Abstract
Background: RNA silencing has been implicated in virus symptom development in plants. One
common infection symptom in plants is the formation of chlorotic tissue in leaves. Chlorotic and
healthy tissue co-occur on a single leaf and form patterns. It has been shown that virus levels in
chlorotic tissue are high, while they are low in healthy tissue. Additionally, the presence of siRNAs
is confined to the chlorotic spots and the boundaries between healthy and infected tissue. These
results strongly indicate that the interaction between virus growth and RNA silencing plays a role
in the formation of infection patterns on leaves. However, how RNA silencing leads to the intricate
patterns is not known.
Results: Here we elucidate the mechanisms leading to infection patterns and the conditions which
lead to the various patterns observed. We present a modeling approach in which we combine intra-
and inter-cellular dynamics of RNA silencing and viral growth. We observe that, due to the spread
of viruses and the RNA silencing response, parts of the tissue become infected while other parts
remain healthy. As is observed in experiments high virus levels coincide with high levels of siRNAs,
and siRNAs are also present in the boundaries between infected and healthy tissue. We study how
single- and double-stranded cleavage by Dicer and amplification by RNA-dependent RNA
polymerase can affect the patterns formed.
Conclusion: This work shows that RNA silencing and virus growth within a cell, and the local
spread of virions and siRNAs between cells can explain the heterogeneous spread of virus in leaf
tissue, and therewith the observed infection patterns in plants.
Background
RNA silencing is an evolutionary conserved mechanism in
eukaryotes that has a major role in gene regulation, devel-
opment, transposon control and defense against viruses.
Antiviral RNA silencing is induced by virus double-
stranded RNA (dsRNA) or by specific single-stranded RNA
(ssRNA) structures. Double- or single-stranded RNA is
cleaved into small interfering RNA (siRNA) by RNase III-
like enzymes such as Dicer and Dicer-like [1,2]. siRNAs
associate with the RNA-induced silencing complex (RISC)
and guide the complex to complementary sequences that
are then destroyed. In addition to the primary response,
siRNAs can be produced through a secondary pathway
that involves synthesis of dsRNA or siRNA by host
encoded RNA-dependent RNA polymerase (RDR) [3-5].
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The antiviral role of RNA silencing is extensively studied
in plants [1,6,7]. Virus spread through the plant results in
diverse symptoms, for example leaf curling, abnormal leaf
or flower development, and patterns on infected leaves.
These patterns consist of both chlorotic or necrotic tissue
in combination with healthy looking tissue. Different
types of patterns that occur are concentric circles or rings,
mosaic patterns, vein clearing and spots. Interestingly,
virus levels are high in yellow, chlorotic tissue and low in
the green, healthy tissue [8]. This means that virus accu-
mulation varies from cell to cell. It has been hypothesized
that RNA silencing may play a role in the development of
leaf patterns resulting from virus infections [9-12]. Recent
observations by Hirai et al. [13] on mosaic patterns sup-
port this hypothesis. They have shown that RNA silencing
activity is confined to the yellow spots and the marginal
regions of the green spots. Reduced expression of RDR,
which is part of the secondary pathway of the silencing
response, resulted in smaller or no green tissue. These
results strongly suggest that RNA silencing plays a major
role in the development of plant symptoms.
Previously we developed a mathematical model of RNA
silencing and its interaction with viral growth within a cell
[14]. We found that depending on the strength of the
silencing response the virus equilibrium can be almost
unaffected, oscillations can occur, or the virus can be
cleared. Additionally, we found that a change in Dicer
cleavage rate is representative for a general change in
silencing strength. For a low Dicer cleavage rate the equi-
librium amount of virus is slightly decreased and the virus
grows slower than without silencing. For high Dicer cleav-
age rate the virus is not able to grow and is cleared directly
after introduction. For intermediate Dicer cleavage rates
oscillations in virus levels can occur. When a secondary
response is added these oscillations can be enlarged to
such extend that the virus is cleared after a single growth
peak.
We here study how RNA silencing can explain the devel-
opment of leaf patterns resulting from viral infection. To
this end we use a detailed modeling approach in which we
combine an intra-cellular model of viral growth and the
RNA silencing pathway with inter-cellular tissue dynam-
ics.
We observe that RNA silencing and virus growth on a tis-
sue can result in a discontinuous spread of the virus: the
virus reaches high levels in some cells, while it is sup-
pressed in other cells. We study the conditions for differ-
ent type of patterns. These patterns could be the basis of
plant symptom development. We elucidate the mecha-
nisms leading to these patterns and how increased silenc-
ing efficiency, siRNA movement and the occurrence of a
secondary response relate to the pattern formation.
Methods
To investigate the formation of infection patterns in
plants we model an area of plant tissue on a grid. Each
grid point represents a plant cell. Within each cell we cal-
culate virus levels and levels of RNA silencing proteins
with a detailed model. Virions and siRNAs can move from
cell-to-cell. A schematic representation of the model is
shown in Figure 1.
Intracellular model
The number of molecules in each cell is calculated with
our previously described model of the antiviral RNA
silencing pathway and a replicating plus-strand RNA virus
[14].
The intracellular model consists of coupled differential
equations, representing viral plus- and minus-strand
RNA, dsRNA, virions, RdRP, siRNA targeting plus or
minus-stranded RNA, and free and active RISC. The virus
replication cycle starts with the translation of plus-
stranded RNA into a poly-protein. After auto-cleavage one
of the products is RNA-dependent RNA polymerase
(RdRP) that associates with plus-strand RNA to synthesize
a complementary strand. The formed dsRNA separates
into a plus- and minus-strand that can both associate with
RdRP again. We assume that the minus-strand is the pre-
ferred template for dsRNA synthesis. Semi-conservative
synthesis of multiple plus-strands from a single minus-
strand template is incorporated in the model, resulting in
a biased plus-to-minus ratio. The virus produces virions
that consist of plus-stranded RNA and coat proteins. We
simplify here by using the number of plus-stranded RNA
instead of modeling a separate coat protein.
Viral double- or single-stranded RNA is degraded by host
encoded Dicer into siRNAs, that have a plus- or minus-
strand polarity. siRNAs cleaved from dsRNA have a 50%
chance of targeting either the plus or the minus strand.
siRNAs cleaved from a ssRNA hairpin automatically target
strands with the opposite polarity. Via RISC the siRNAs
cause degradation of either plus- or minus-stranded viral
RNA.
Secondary siRNAs can be synthesized through the ampli-
fication pathway that involves synthesis of dsRNA by host
encoded RDR. We implement unprimed, primed and
guided amplification. Each type of amplification can be
studied separately.
All equations are integrated using a timestep of 3.6 sec-
onds. Simulations run for 300 hours, unless indicated
otherwise. The equations can be found in the Appendix.
Tissue level model
To study RNA silencing and viral infection in a tissue we
use a spatial model. Each grid point represents a cell forBMC Systems Biology 2008, 2:105 http://www.biomedcentral.com/1752-0509/2/105
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which the intracellular dynamics are calculated with the
model described above.
Viruses encode movement proteins that enable the move-
ment of virions from cell-to-cell through plasmodesmata.
We implement the movement of virions to the four neigh-
boring cells in our model. Virions can be unpacked in
each cell into naked plus-strand RNA. We chose a 4 neigh-
borhood because cells share almost no surface area with
the diagonal neighbors.
For movement we shift to a particle based system, because
we do not want incomplete particles to trigger a reaction
in a neighboring cell. Movement of particles occurs every
timestep (3.6 seconds). A fraction of the total number of
virions in the cell is evenly distributed among the four
neighbors, and excess virions are distributed randomly
among the neighbors. When the number of moving viri-
ons is smaller than one, we draw a random number to
decide if one virion moves to a random neighbor. With
this method we underestimate the heterogeneity of viral
spread as compared to Brownian motion. This method is
therefore a good worst-case scenario for the study of het-
erogeneous spread of virus particles.
The silencing response is able to spread from cell-to-cell
with a short range silencing signal, most likely siRNAs
[15]. We implement the spread of siRNAs in the same way
virions move. There is also a long-range silencing signal
[16,17]. Because of the elusive nature of the long range
silencing signal, and because we here take only a tissue or
leaf area into account we do not include a long range
silencing signal.
Results and discussion
We vary Dicer cleavage rates as representative for silencing
strength to study the effect of RNA silencing on the spread
of virus particles over the tissue.
Within the cell three different behaviors can be observed
[14]. High Dicer cleavage rate results in fast clearance of
the virus. Low Dicer cleavage rate delays viral growth but
hardly decreases the virus levels in equilibrium. Interme-
diate cleavage rate results in oscillating virus levels.
Infection patterns without RNA silencing
We first study virus spread without silencing present. We
initialize the tissue with healthy cells and infect one cell in
the center with 10 viral plus strands. After initiation the
Schematic representation of the model Figure 1
Schematic representation of the model. In each grid point the dynamics of a replicating plus-strand RNA virus and antivi-
ral silencing are calculated. Viral plus- and minus-strand RNA is replicated by RdRP. The formed complex dissociates into 
ssRNA. Virus single-strand and part of the double-stranded RNA can be cleaved into siRNA by Dicer. siRNA associates with 
RISC and cleaves the target RNA. siRNAs can guide or prime amplification of the response through host encoded RDR, or 
viral ssRNA is amplified by RDR in an unprimed manner. The full intracellular model can be found in the Appendix. siRNAs and 
virions produced in each cell can move from cell to cell on the grid.BMC Systems Biology 2008, 2:105 http://www.biomedcentral.com/1752-0509/2/105
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virus starts to produce virions that spread from cell-to-cell.
We fix the fraction of virions leaving a cell to 1% per hour.
The virus spreads rapidly over the entire area and 75 hours
post infection (hpi) a circular area of the grid has become
infected with the virus. In Figure 2A we show the number
of virions, the number of siRNAs and the number of plus
strands in separate screen-shots. When virions, virus plus-
stranded RNA or siRNAs are absent from the cell, it is
shown in green. Cells that have virions, plus-stranded
RNA or siRNAs are shown in a color ranging from black to
yellow (via red): the color ramps are shown in Figure 2.
Also shown is a space-time plot, that is, horizontal cross-
sections of the grid every hour post infection (1 hpi top
row, 75 hpi bottom row). In Figure 2B we show time-
series of plus-strand accumulation in adjacent cells. The
curve starting at 0 hpi is an initially infected cell. The other
cells in turn each become infected by the neighboring
cell(s) and in each cell the virus expands to the equilib-
rium.
Infection patterns with silencing, without siRNA 
movement
When RNA silencing is active, we initialize the cells with
RISC and Dicer. We first assume that Dicer is only capable
of cleaving siRNA from viral dsRNA, and that siRNAs can-
not move from cell to cell. Even without siRNA movement
RNA silencing slows down virus spread over the area (Fig-
ure 2C). In the space-timeplot can be seen that the infec-
tion advances much slower than without the presence of
the silencing response. A stronger silencing response
slows down the spread of the virus more than a weaker
response. We here show results for an intermediate Dicer
cleavage rate, that results in oscillatory behavior within
the cells (Figure 2D). For high Dicer cleavage rate the virus
is cleared immediately after introduction, and is not able
to spread from cell to cell, because it is eliminated before
virions could be produced.
Infection patterns with siRNA movement
As shown above, without siRNA movement the infection
spreads homogeneously over the area. When siRNAs do
move from cell to cell, they can limit virus growth in
neighboring cells, resulting in viral growth in some cells
and suppression in others. This results in patterns that can
spread over the entire area or stay localized to the area
around the inoculated site. We observe somewhat differ-
ent patterns for low and intermediate Dicer cleavage rates
and we will discuss results from both possibilities.
Low dsRNA cleavage rate by Dicer
We first study the effects of a low Dicer cleavage rate for all
possible siRNA movement rates. Varying the rate of siRNA
movement we observe that the virus does not spread uni-
formly over the area and that patterns are formed.
Low siRNA movement results in a circular pattern that is
shown in Figure 3A. The virus reaches a high equilibrium
Virus spread over plant tissue Figure 2
Virus spread over plant tissue. (A) and (C) are screen-shots 75 hours post infection showing the number of virions, siR-
NAs and +RNA in the cells. (B) and (D) show the intracellular +RNA levels for a row of cells through time. (A) and (B) show 
results without silencing and (C) and (D) with silencing. Virions move from cell-to-cell, but siRNAs cannot spread.
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in the cells close to the initiation site. The siRNAs pro-
duced by these cells inhibit viral growth in a ring of cells
around the center. Virions are unpacked in these cells, but
the viral RNA is silenced with the siRNAs from the neigh-
bors. At sufficient distance from the siRNA producing
cells, the virus will be able to grow, and these cells will in
their turn inhibit viral growth in the next ring. Once a ring
is formed it remains stable.
In the time-series (Figure 3A) it can be seen that the virus
can expand to an equilibrium with high RNA levels in
some cells, while in other cells the virus decreases to low
RNA levels. We will refer to these cells as "silenced cells".
The silenced equilibrium is maintained by siRNA move-
ment: the virus grows to the high equilibrium when
siRNA movement is stopped. In silenced cells the siRNA
influx suppresses virus replication completely: no dsRNA
is formed, and the observed plus-strand RNA levels result
from the virion influx from neighboring cells.
For a higher siRNA movement rate a different pattern
occurs (Figure 3B). The circular pattern breaks and protru-
sive waves occur that resemble mosaic-like symptoms. We
can distinguish three cell types in this pattern: cells with
high virus levels, silenced cells and healthy cells. The
healthy spots between the infected patches are sur-
rounded by the silenced cells. Apart from low virus levels
in the silenced cells at the edge of the spots there are no
virions or other virus particles present in the healthy
spots. The siRNAs present in the edge cells seem to
"guard" the edges of the healthy spots as described by
Hirai et al. [13]. These siRNAs, however, are not produced
by the silenced cells in the edges, but move there from the
infected neighboring cells.
For the maximum siRNA movement rate (10% of the
available siRNAs in a cell) the infection is confined to the
area around the inoculated site (Figure 3C).
Concluding, siRNA movement creates silenced cells in
which the virus is suppressed, and cells in which the virus
grows to high values. Increasing siRNA movement
increases the number of silenced cells, rather than decreas-
ing virus load in all cells.
Intermediate dsRNA cleavage rate by Dicer
When Dicer cleavage rate is intermediate, similar patterns
can be observed (Figure 3D–G). However, a lower siRNA
movement rate is sufficient to generate them. For low
siRNA movement rate a speckle pattern occurs. Initially
the virus is able to expand considerably in all cells (Figure
3D). However, some time after infection virus levels drop
in some cells and reach the silenced equilibrium. After
300 hours the pattern is almost completely stable, either
cells are at the high or at the low equilibrium. This speckle
pattern distinguishes itself from the others by the high ini-
tial growth of the virus in all cells: in other patterns virus
levels never reach this high levels before declining to the
silenced state.
When siRNA movement increases concentric circles are
formed as is the case for the lower silencing efficiency (Fig-
ure 3E). The number of silenced cells increases compared
to the speckle pattern. A relatively low siRNA movement
rate results in broad bands of virus infection, a higher rate
results in very thin bands.
With still higher siRNA movement the thin bands in
which the virus reaches high levels break, and a growing
ice crystal-like pattern is observed (Figure 3F). The pattern
consists of protrusive waves, and in only a small number
of cells the virus reaches the high equilibrium. Because the
infected spots are much smaller compared to the similar
mosaic pattern for low silencing strength there are not
enough siRNAs to create truly healthy spots.
With even higher siRNA movement rate the protrusive
waves are reduced to a local spot, with the possibility of
one or two small outbreaks (Figure 3G). For low silencing
efficiency we also observed a spot pattern (Figure 3C).
Low silencing efficiency results in a completely infected
spot, while higher silencing efficiency results in a small
ring-like pattern.
Alternative equilibria depend on influx of siRNAs
As shown in the previous section, virus levels in the spatial
model can reach two different equilibria, a high and a low
one, while in the intracellular ODE model only a single
equilibrium exists. The patterns disappear when siRNA
movement is stopped, therefore siRNA movement main-
tains the silenced equilibrium. To analyze the influence of
the tissue dynamics on the cellular dynamics mathemati-
cally we add in- and efflux of siRNAs and virions to the
intracellular model. Efflux is fixed to the movement
parameters used in the tissue model. We measure average
virion and siRNA influx in the equilibrium for 4 cells from
the center of the tissue and use these as influx values in the
intracellular model.
As an example case we take the parameters and measure-
ments for the mosaic-like pattern for low and intermedi-
ate silencing strength shown in Figure 3B and 3F. Without
in- and efflux virus levels reach a high equilibrium for low
silencing strength, and for intermediate silencing strength
intracellular oscillations occur (black lines Figure 4A and
4D). Efflux of siRNAs and virions results in an increase in
virus levels and the oscillations disappear (red lines in Fig-
ure 4A and 4D). When virion influx is fixed to the average
virion influx measured and siRNA influx is added we
observe a bifurcation: Depending on siRNA influx twoBMC Systems Biology 2008, 2:105 http://www.biomedcentral.com/1752-0509/2/105
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Infection patterns caused by RNA silencing Figure 3
Infection patterns caused by RNA silencing. (A-C): low silencing strength (Dicer cleavage rate is 5 cleavages per Dicer 
per hour). (A) concentric circles, (B) mosaic and (C) local spot. (D-G): intermediate silencing strength (Dicer cleavage rate is 
15 cleavages per Dicer per hour). (D) speckle-pattern; (E) concentric circles; (F) mosaic; and (G) local spot. The patterns 
spread over the entire tissue, except the patterns shown in C and G. In the first three columns the number of +RNAs is shown 
for 75, 150 and 300 hours post infection (hpi), column 4 and 5 show siRNA and virions, respectively. Also shown is the intrac-
ellular amount of +RNA through time for a row of cells. ΔSi gives the percentage of siRNAs that move to neighboring cells per 
hour. Colors according to the color-ramps shown in Figure 2.BMC Systems Biology 2008, 2:105 http://www.biomedcentral.com/1752-0509/2/105
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equilibria occur, a high and a low one, corresponding to
the equilibria in the spatial model (Figure 4B and 4E). A
low siRNA influx results in virus growth to the high equi-
librium, high siRNA influx results in growth to the
silenced equilibrium.
We calculate bifurcation diagrams as a function of the
siRNA influx. In Figure 4C we show the bifurcation dia-
gram for low silencing strength. Each line in the bifurca-
tion diagram is calculated with measurements from
different patterns. For all measurements only the high
equilibrium exists for low siRNA influx, while for higher
siRNA influx there are three equilibria: two stable states
separated by an unstable state (Figure 4C). Depending on
the initial conditions and the siRNA influx the virus can
either grow to the high or the low equilibrium. The
number of virus RNAs in the high and low equilibrium are
similar for the bifurcation lines calculated for different
siRNA movement rates. However, the siRNA influx
needed to reach the low equilibrium (that is, the bifurca-
tion point) shifts to lower siRNA influx values for lower
siRNA movement rate. Low siRNA movement rate
increases the effect of silencing within the cell, because
less siRNAs leave it and a lower siRNA influx is sufficient
to reach the silenced state.
In the spatial model both virion and siRNA influx change
over time. Therefore not the final siRNA influx but the
combined virion and siRNA influx during the growth
phase of the virus determine which equilibrium is
reached. Once a stable state is reached a change in siRNA
influx has no effect on equilibrium values. Only when
siRNA influx is dramatically lowered or when a very large
amount of virions would be introduced it would be pos-
sible to pass the bifurcation point and move from the
silenced to the high state.
For intermediate silencing strength the bifurcation dia-
gram is similar, however due to the lower siRNA efflux
and the stronger silencing response within the cell, it is
shifted toward lower siRNA influx. The high and the low
equilibrium are connected, meaning that an increase in
siRNA influx results in a shift from the high equilibrium
to the low one. This is the case in the speckle pattern: all
cells initially expand to the high equilibrium, but some
cells decline to the silenced state later in infection.
To indicate the measured siRNA influx from the patterns
shown in Figure 3, we placed circles in the bifurcation dia-
grams for two high and two low cells (Figure 4C and 4F).
For most patterns the equilibrium values are far from the
The intracellular model with in- and efflux of siRNA and virions Figure 4
The intracellular model with in- and efflux of siRNA and virions. (A-C) low Dicer cleavage rate (5 cleavages per Dicer 
per hour); (D-F) intermediate Dicer cleavage rate (15 cleavages per Dicer per hour). (A) and (D) time-series for the intracellu-
lar model without in and efflux (black) and with efflux (red). (B) and (D) Time-series with in- and efflux showing bistability: low 
siRNA influx (black lines) results in a high equilibrium, high siRNA influx (red lines) in a low equilibrium. (C) and (F) Bifurcation 
diagram showing equilibrium values of viral plus-strand RNA for increasing siRNA influx. The different lines are calculated with 
a fixed virion influx measured for the different patterns in Figure 3. ΔSi in (C) from left to right lines: 5% (black), 8% (red), 10% 
(green); and in (F) from left to right: 0.5% (black), 2% (red), 4% (green), 5% (blue). Circles indicate the position of cells that 
reached the high and the low equilibrium in the tissue model.
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bifurcation points, resulting in a stable pattern unaffected
by noise. For the speckle pattern the values are close to the
bifurcation point. A slight increase in siRNA influx can
push a cell with high virus levels to the silenced state. On
the other hand a slight decrease in siRNA influx can result
in growth from the silenced state to the high equilibrium.
The resulting pattern is at a delicate balance: cells that
reach the high equilibrium suppress virus growth in
neighboring cells, and the silenced cells cause a low
enough siRNA influx into the cell to stay at the high state.
Concluding, the effect of siRNA influx from neighboring
cells is two-fold. Firstly, siRNA influx creates two coexist-
ing equilibria; secondly, siRNA influx during the initial
growth phase of the virus largely determines which equi-
librium is reached.
Combined single- and double-stranded RNA cleavage by 
Dicer
It has been proposed that Dicer can cleave ssRNA in addi-
tion to dsRNA [2]. On the cellular level combined single-
and double-stranded cleavage by Dicer results in the
diverse skewed siRNA ratios that have been observed
[2,14,18,19]. Although combined Dicer cleavage of sin-
gle- and double-stranded RNA can clear the virus for lower
Dicer cleavage rates, it can also be less efficient. For the
same total Dicer cleavage rate dsRNA cleavage results in
somewhat lower plus-strand RNA levels then combined
single- and double-strand cleavage [14]. This is due to the
skewed siRNA ratio: many siRNAs are produced that target
the minus-strand, but few siRNAs are produced that target
the plus-strand. This bias results in slightly less efficient
silencing, however when the minus strand is completely
degraded, the virus is cleared despite the less efficient
response.
The complex feedbacks between the intracellular and the
spatial model result in an unexpected effect of ssRNA
cleavage in the spatial model. While keeping total Dicer
cleavage rate constant, increasing ssRNA cleavage by Dicer
shifts the silenced equilibrium to higher RNA levels. An
increase of virus levels in the silenced equilibrium results
in less pronounced patterns and it can even result in dis-
appearance of the silenced state.
In Figure 5D–F we show patterns for increasing rates of
ssRNA cleavage by Dicer 300 hpi. The patterns change
from circles to mosaic-like, and the silenced cells change
from a dark to a red color, indicating higher virus levels in
silenced cells. This effect becomes more clear later in
infection (Figure 5H). Moreover, the infection pattern
shown in Figure 5F fades out (at 450 hpi, shown in Figure
5I), and eventually the entire tissue becomes fully
infected.
In Figure 5A–C we show how the equilibria change when
changing ratio's of double-to single-stranded RNA cleav-
age by Dicer. We keep total Dicer cleavage rate constant at
10 cleavages per Dicer per hour. To explain the observed
siRNA ratios approximately 0–20% of Dicer cleavages
should take place on ssRNA [14]. In Figure 5A 5% of Dicer
cleavages is on ssRNA and in Figure 5B 15%. The silenced
state clearly shifts to higher virus levels when ssRNA is
cleaved. When more ssRNA is cleaved the equilibrium
shifts further upwards until it disappears. In Figure 5C we
show the behavior for 19.5% ssRNA cleavage by Dicer, at
20% ssRNA cleavage the silenced state has completely dis-
appeared. The upwards shift of viral RNA levels implies
that virus replication is not completely silenced. Indeed
dsRNA is produced in the silenced cells.
These results are explained further in the bifurcation dia-
gram in Figure 5G. Shown are the equilibrium values of
plus-strand RNA as a function of siRNA influx. The differ-
ent lines represent a varying fraction of ssRNA cleavage by
Dicer. The virion influx increases for increasing ssRNA
cleavage by Dicer and the silenced state shifts upwards.
Additionally, an increasingly higher siRNA influx is
needed to reach this equilibrium. The dots indicate the
location of cells from the spatial model that reach the high
and the low equilibrium. Due to increased siRNA levels
the siRNA influx is increased when ssRNA is cleaved by
Dicer. However, due to the less efficient silencing within
cells, an increasingly higher siRNA influx is needed to
reach the silenced state.
This means that, although combined single- and double-
stranded RNA cleavage by Dicer can clear the virus at
lower Dicer cleavage rate [14], the slight increase in virus
equilibrium is disadvantageous at the tissue level as RNA
silencing can no longer fully suppress virus replication in
silenced cells. However, an advantage of single strand
cleavage by Dicer is the slower rate of spread over the tis-
sue.
Effect of amplification
Amplification of silencing through RDR can decrease viral
levels in plants [20-22]. It also affects symptoms observed:
plants without a functional RDR become fully infected or
die, while plants with RDR show mild chlorosis or mosaic
[23,24].
To study the effect of the secondary response on pattern
formation and virus levels we add amplification to the
model. At the cellular level RNA silencing with unprimed
amplification can clear the virus for much lower silencing
strength. It has to be noted however, that unprimed
amplification can be triggered by any RNA, and will lead
to responses against host RNA. Therefore, a mechanismBMC Systems Biology 2008, 2:105 http://www.biomedcentral.com/1752-0509/2/105
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has to be included to protect the host against auto-immu-
nity [25,26]. Primed and guided amplification can
increase oscillations and create a new region of behavior,
in which the virus is degraded after an initial growth peak.
Primed amplification can only be beneficial when there is
a net siRNA gain [14]. At low Dicer cleavage rate the virus
equilibrium is slightly decreased on the cellular level. In
the spatial model the addition of amplification can result
in a change of patterns (Figure 6A). Without amplification
almost the complete area becomes infected with the virus,
with amplification circles or mosaic-like patterns can
occur.
Concluding, for low silencing strength amplification has
a similar effect to increasing silencing strength or siRNA
movement.
New patterns can be observed when the virus is cleared
after an initial growth peak at the cellular level. Because
the virus can expand and produce virions initially, it is
able to spread over the tissue. However, in each cell the
virus will be completely degraded by the RNA silencing
response. We therefore observe transient patterns that
leave healthy tissue behind. These patterns are shown in
Figure 6B and 6C. Without siRNA movement a single
growing ring occurs, low siRNA movement can lead to a
Effect of ssRNA cleavage by Dicer on intracellular dynamics and infection patterns Figure 5
Effect of ssRNA cleavage by Dicer on intracellular dynamics and infection patterns. Total Dicer cleavage rate is 10 
cleavages per Dicer per hour and ΔSi = 4%. (A-C) measured intracellular +RNA levels from spatial model with Dicer cleavage 
rates: (A) 10 on dsRNA, 0 on ssRNA; (B) 8.5 on dsRNA, 1.5 on ssRNA; (C) 8.05 on dsRNA, 1.95 on ssRNA. (D-E) The infec-
tion patterns corresponding to (A-C). Shown are +RNA levels 300 hours post infection. (G) Bifurcation diagram of intracellular 
+RNA levels for increasing siRNA influx. The different lines are calculated with parameters from (A) black; (B) red; and (C) 
green. Circles indicate the position of 2 cells from the spatial model that reached the high or low equilibrium. (H and I) infec-
tion patterns showing +RNA levels corresponding to (B) and (C) 450 hours post infection. Colors according to the color-
ramps in Figure 2.
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Infection patterns with different types of amplification Figure 6
Infection patterns with different types of amplification. (A) low double-strand Dicer cleavage rate (5 cleavages per 
Dicer per hour). Top row shows screen-shots for 1 siRNA per amplified transcript, bottom row 4 siRNAs per amplified tran-
script. siRNA movement is 4%. Amplification can reduce virus infection to mosaic or circle patterns, while it infected almost 
the entire tissue without amplification. (B-C) New patterns for intermediate double-strand Dicer cleavage rate (15 cleavages 
per Dicer per hour) and amplification. (B) zero siRNA movement results in a growing circle that leaves uninfected tissue 
behind; (C) 5% siRNA movement results in the appearance and disappearance of a spot. Parameters used: (B) primed amplifica-
tion with 4 siRNAs per amplified transcript; (C) guided amplification with 4 siRNAs per amplified transcript. Colors according 
to the color-ramps shown in Figure 2.BMC Systems Biology 2008, 2:105 http://www.biomedcentral.com/1752-0509/2/105
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disappearing spot near the infected site. These results indi-
cate that a strong feedback can result in transient infection
patterns. When siRNA movement is higher, the feedback
becomes smaller due to the efflux of siRNAs, and infection
patterns as shown in Figure 3 and 6A occur.
Conclusion
We have shown that RNA silencing causes local differ-
ences in virus accumulation that can be the basis of differ-
ent virus symptoms developed in plants. We have studied
all qualitatively different patterns that can occur for differ-
ent parameter values.
When siRNAs spread from cell to cell, we observe patterns
that can spread over the entire tissue and consist of alter-
nating healthy and infected tissue. When siRNAs are able
to spread quickly we observe localized spots around the
infection site. The presence of a secondary response can
result in transient patterns that leave healthy tissue
behind. In accordance with our results, it has been shown
that in absence of a secondary response tissue can get fully
infected, while with secondary response patterns develop
[23,24]. The initial appearance of patterns that slowly fade
until the entire tissue is infected occurs only when ssRNA
is cleaved by Dicer.
In plants a variety of chlorotic patterns caused by viral
infection have been observed. Chlorotic tissue contains
high virus levels [27]. Some of the patterns of our model
resemble infection patterns in plants. When silencing is
weak the entire leaf area becomes infected, corresponding
to chlorosis of the entire leaf.
When silencing is stronger we observe a mosaic-like pat-
tern that resembles symptoms observed for many mosaic
viruses. A difference with the experimentally observed pat-
terns and our simulated patterns is the scale. We only
observe larger scale mosaic when silencing strength is low.
When silencing strength is high or when the secondary
response is active we observe a small scale mosaic pattern.
Our model, however, does not include growth of the tis-
sue, and it has been shown that the healthy spots in
mosaic-like patterns come about from cell division of sin-
gle cells or a cluster of a few cells (reviewed in [27]).
Development and growth of our small scale mosaic-like
pattern could result in the experimentally observed large
scale patterns.
In our model local spots occur when siRNA movement
and silencing strength are sufficiently high. The virus
infection stays localized to the area around the initially
infected cell. We observe two types of spots: spots that are
completely infected and ring spots that have a circle of low
virus levels in between high levels. Lesions and ring spots
are very common local symptoms after inoculation.
Ring patterns similar to our concentric rings have been
observed for Tomato ringspot virus [28]. Ringspot viruses
can also give rise to a large single ring-like spot that resem-
bles the single growing ring that we observed. Tissue at the
leading edge of virus infection is infected, tissue in the
center of the ring is healthy. We observe this pattern only
when there is a very strong feedback, as for example a sec-
ondary response. In contrast to our rings, the observed
ring patterns do not spread over the entire tissue. This
could be due to a long range silencing signal that we have
not included in our model. The effect of such signal could
be tested by adding an influx of siRNA or dsRNA at a spe-
cific site on the grid. This site represents the presence of
the vascular system of the plant through which the silenc-
ing signal spreads. In this way the effect of different candi-
dates for the long-range silencing signal could be tested.
We have used a detailed model of both intra- and inter-
cellular dynamics of virus replication and RNA silencing.
Nevertheless we were able to analyze mathematically (by
bifurcation diagram) the intracellular dynamics that lead
to alternative equilibria underlying the formation of infec-
tion patterns in plants. We have shown that siRNA move-
ment is the driving force behind the pattern formation
observed. Data of Hirai et al. [13] on siRNA location
strongly support our model. Further experiments and
parameter validation is necessary to study specific cases,
and we hope to inspire researchers to further investigate
how the chlorotic patterns on plant leaves relate to virus
and siRNA levels. Additionally, it would be very interest-
ing to study the development of these patterns and local
virus and siRNA levels in time-series.
In conclusion, we have shown that the interplay of RNA
silencing and virus growth within a cell, and the spread of
virions and siRNAs between cells can explain the variety of
viral infection patterns observed in plants.
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Appendix
Intracellular dynamics
The entire intracellular model:
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The biological meaning of the variables is mentioned to
the left of the equations. Multiple RdRPs can bind to
minus-strand RNA, we refer to these as 'active RdRPs'.
+RISC and -RISC are RISC loaded with siRNA with a plus-
or minus-strand polarity. The abbreviation 'sec.' stands for
secondary and is used to indicate siRNA that is produced
through a secondary amplification pathway. Secondary
RISC is loaded with secondary siRNA.
All parameter values can be found in Table 1, as well as a
short description of each parameter. The other terms  ,
 and   are functions for the complex formation
between RdRP and RNA strands, Dicer cleavage and
amplification, respectively.
The complex formation ( ) between RdRP and RNA
strands is saturated for both viral RNA and RdRP (the Bed-
dington-DeAngelis functional response [29,30]):
Dicer can cleave double-stranded and single stranded
RNA and is saturated for De, Dp, Dm, P and M. The Dicer
cleavage functions, one for cleaving dsRNA and one for
ssRNA, are saturated according to the ratio between sin-
gle- and double-stranded RNA cleavage (q) by Dicer:
The amplification terms are:
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Where   is unprimed amplification,   is primed
amplification and   is guided amplification. We study
the amplification pathways separately. In the case of
guided amplification, the siRNAs are not removed when
they guide amplification, in contrast to primed amplifica-
tion. Amplification produces dsRNA that is not used for
virus replication (De). This dsRNA is degraded into sec-
ondary siRNAs with a plus- or minus-strand polarity; Sisp
and Sism respectively.
Parameters
For the intracellular dynamics we use the parameters pre-
viously described [14]. Parameter values can be found in
Table 1. The only intracellular parameter that we vary in
this study is the cleavage rate by Dicer (0 to 15 cleavages
per Dicer per hour), because it is representative for a gen-
eral increase in strength of the silencing response [14].
The extra parameters of the spatial model are the percent-
ages of siRNAs and virions that move out of a cell (0 to
10% per hour), and virion unpacking rate.
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