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Abstract 
This is a comparative research, which was carried out to study the abilities of two prediction models in 
psychological researches; Logistic Regression (LR) versus Artificial Neural Networks (ANNs). Four hundred fifty 
six students were chosen randomly from one of the educational areas in Tehran (Iran). Eighteen psychological traits 
and five levels of adjustment were considered as predictor and predicted variables, respectively. According to the 
first assessment, the ANNs were more successful than LR. By reduction of the adjustment levels from five to three, 
this superiority of ANNs was changed in the favour of LR. So there are two definitions for the power of prediction: 
one refers to the correctness and the other to the accuracy of prediction. 
© 2011 Published by Elsevier Ltd. 
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1. Introduction 
For many years, the Artificial Neural Networks (ANNs) have entered into experimental science as a powerful 
and important method of research. ANNs are commonly known as biologically inspired and highly sophisticated 
analytical techniques. These computer algorithms consist of elements with highly interconnected processing that 
produces different signals based on the weighted sum of the input signals they receive, that are capable of modelling 
complex non-linear relations (Schalkoff, 1997). Multi-Layer Perceptron (MLP) network is the most popular neural 
network that obtains the correct outputs by learning from a set of examples, and we used it with back-propagation (a 
supervised learning) algorithm. The MLP is known to be a powerful tool, the most commonly used and well-studied 
for classification and prediction (Haykin, 1998). 
The application of ANNs in psychology has occurred with a delay. This delay was partly compensated by mutual 
utilization of ANNs by psychologists as a statistical tool for a more accurate data analysis (Werbos, 1974, as an old 
example for Multi-layered perceptron and Logistic Regression in particular), and as a method to simulate the 
psychological subjects such as personality and its related concepts (Read & Miller, 2002a & 2002b; Caldara & 
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Abdi, 2006; Mairesse & Walker, 2006; Mairesse, Walker, Mehl, & Moore., 2007), cognition (Levine, 2000; 
McClelland & Rogers, 2003) and emotions (Giripunje & Panat, 2004; Levine, 2006, 2007). 
Logistic regression is used primarily for predicting binary or multi-class dependent variables. As our dependent 
variable (adjustment levels) is a categorical variable, we used logistic regression as a prediction model.  
There are two different viewpoints regarding the kind of relationship between ANNs and the traditional statistical 
procedures. 
On the one hand, some researchers have attempted to find common theoretical grounds between them. Whites 
(1989) expressed that in various learning processes used in training ANNs methods, one can see the conventional 
statistical techniques. He continues to say that statistical theories can provide considerable insight about the 
properties of various learning methods of the ANNs. Cheng and Titterington (1994), Hastie, Tibshirani, and 
Friedman (2001) and Sarle (1994) also provide an informative statistical readership about ANNs as a generalization 
of linear and nonlinear regression that can be implemented with standard statistical methods. Abdi (2003) believes 
that the learning process through the modification of the connection weights between neurons, is nothing more than 
the values of “a” and “b”, as the essential parameters in the regression equation (ŷ = a + bx).  
On the other hand, there are others who believe that ANNs has different procedures with different basis from the 
traditional statistical models. Garson (1998) has pointed out seven of these differences mentioned on behalf of 
Toborg and Hwang (1989); they include: "massive parallelism”, “high interconnectivity”, “simple processing”, 
“distributed representation”, “fault tolerance”, “collective computation” and “self-organization”. 
Lots of researches in psychological fields have been done to compare the strengths of the two models 
(Vlachonikolis, Karras, Hatzakis, & Paritsis, 2000; Palocsay & White, 2004; Subasi & Erçelebi, 2005). In most of 
these researches, the findings of each model with the use of indexes such as sensitivity, specificity and kappa or 
tests of McNemar and t-test have been compared. As a common result, it has been shown that ANNs, in most areas 
has performed successfully at least equal to, if not more than, the traditional models. Dasgupta, Dispensa, and Ghose 
(1994), Flaherty and Patterson (2001), Gan, Limsombunchai, Clemes, and Weng (2005), and Salomoni, et al. (2009) 
have compared the performance of conventional models against ANNs with respect to their ability for prediction. 
They explored that using the variables considered in the models, the ANNs showed better predictive performance as 
compared with the conventional models. They argued that there are complex and nonlinear interactions between the 
different variables and interactive strategies seem to be more suitable to study this complexity than linear 
techniques. Accordingly, the existence of complex and non-linear relations between the variables is one of the most 
important characteristics, which is always considered as a superiority of ANNs. 
So the main question of this article is that in case of a change on the levels of complexity in the relations between 
the variables, what changes will occur in the ability of the two mentioned models for prediction? So we have 
attempted to predict "levels of adjustment" by psychological traits to compare the special ability of Multi-layered 
Perceptron (MLPANN) and LR. 
In Section 2, we introduce the methodology to change the number of variables and their inter-relation complexity 
via increase or decrease in the number of psychological traits and levels of adjustment as predictor and predicted 
variable, respectively. We compare the prediction power of both models in Section 3. Finally, in Section 4, we show 
the special abilities of ANNs and LR and an important difference between the concepts of “correct prediction” 
versus “accurate prediction”.
2. Method 
2.1. Subjects 
Four all male’s high schools were randomly selected from one of the educational areas of Tehran (Iran) and 456 
students were chosen from the total of 2650 students from 10th and 11th grades with the age span of 15.33 to 17.58 
years (average 16.42 years). 
 Data related to predictor variables consisted of 18 normalized points for 18 psychological traits with their two 
primary and explanatory indexes provided in Table 1. 
2.2. Materials 
California Psychological Inventory (CPI): Eighteen psychological traits were measured using the original 
version of CPI (Gough, 1975). The CPI is an extensive self-report inventory with 480 true-false questions that cover 
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18 psychological traits (Table 1). In the beginning, all the items were translated into Persian by two psychologists 
and then a native English man translated it back into English. The final edit was done after a pilot test on 38 
students. We chose the CPI because of the nature and structure of the predicted variable (adjustment) and also 
because of its vast range and pervasive applicability to human behaviors related to favourable, positive and 
attractive psychological traits and personality factors. Many other standard and available personality tests have been 
designed for use in special fields, including clinical psychology, psychiatry or vocational choice and focused on 
negative, morbid and pathological aspects. According to Gough (1975, p. 5), its scales are addressed to personality 
characteristics important for social living and social interaction, and have special utility in work with particular 
kinds of problems, e.g. delinquent and asocial behaviors. We used this version of CPI, because it is more familiar in 
Iran and there are variety of norms for different groups and a collection of research regarding the validity and 
reliability of its Persian version. Of course, we were not content with the current Persian version, and we used them 
only to help our translation procedure. The results of a study on the original version of the CPI using test-retest 
method with one year lapse among high school male students showed that the reliability of its scales has ranges 
from 0.38 for “Communality” to 0.75 for “Self-control” (Gough, 1975). So it is expected that the psychological 
traits related to adjustment could be found in the CPI much easier than in the other tests. We selected 70 answer 
sheets (15%) randomly to provide the reliability coefficients via Cronbach's alpha (internal homogeneity) for each 
trait (Table 1).  
Adjustment Inventory for School Students (AISS): Five levels of adjustment were measured using the translated 
version of AISS (Sinha & Singh, 1993). It contains 60 questions, which require a "yes" or "no" response from the 
students. The inventory measures the levels of students’ adjustments in three jurisdictions of emotional, social and 
educational areas. Coefficient of reliability, as determined by the test re-test method, was reported as 0.96, 0.9 and 
0.93 for emotional, social and educational adjustments, respectively (0.93 for the entire test). Considering the total 
grade of adjustment of the students and based on the instructions of the test manual, the participant students were 
classified into five groups of perfectly compatible (20.4%), well compatible (20.4%), compatible (13.4%), non-
compatible (23.5%) and totally non-compatible (22.4%). The index for reliability (homogeneity) of the whole 
Persian version of AISS, used in this research, was 0.91.  
 
2.3. Procedure 
All participants were tested in 15-20 member groups. At first, the data related to 350 out of the 456 subjects 
(nearly 75%) were selected randomly to train the network and find the regression equation. then the data regarding 
the remaining 106 students were used for evaluation of the proportion of correct predictions of these models. Then 
the proportions of correct predictions utilizing the two models were compared. 
On the other hand, factor analysis was applied to find some other combinations of psychological traits, as 
predictor factors, and the four components and five independent factors were extracted (the first column of Table1). 
Although the results may be different from the existing literature regarding the conceptual and statistical clustering 
of the traits, but the extraction of the correct and valid components is not the main goal of this study. So the obtained 
components were entered into both models, together and separately for the prediction of the five and three levels of 
students’ adjustment. 
Also another combination of the psychological traits was recognized regarding their correlation to adjustment 
levels. On this basis, those traits with the highest p-value and lowest β amount in comparison with the other traits 
(Table 1) were omitted using backward stepwise omission method. At the end, seven factors remained (α < 0.001), 
which are shown by "*" in Table 1. They include: Fe, Cm, Ie, Fx, Do, Wb and Cs and we call them seven-first traits.  
All components (combination of the psychological traits) were put in use separately as predictor for recognition 
of the regression equation and suitable architecture of the neural network based on the data gathered from the 
mentioned 350 students. Then the abilities of different regression equations and ANNs to predict the adjustment 
levels of the remaining 106 subjects were evaluated. 
In order to evaluate ANNs' abilities, first various networks with different number of neurons in the hidden layer 
were designed, and all architectures were trained and tested ten times. Then the mean of the correct proportions 
predictions was calculated for comparison with the proportions obtained from the LR model. There are two different 
ways in these two models to report the proportion of correct predictions. The SPSS reports a matrix table that shows 
the number of subjects that are placed on each class based on the certain β and regression equation, so we can 
extract the proportion of correct and incorrect predictions. While the MATLAB reports a proportion of similarity of 
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data related to each subject to the relation patterns for all the classes recognized by ANNs, based on the function 
that was defined for the output layer. Three indicators were chosen to select the most appropriate network, which 
was comprised of the highest mean, lowest standard deviation and the lowest number of neurons in the hidden layer 
of the networks. Subsequently, the abilities of different ANNs and LR for prediction were compared using the 
McNemar’s test. 
Since, the McNemar’s test was used to comparatively assess the proportion of correct predictions, it was 
necessary that all subjects of the test have similar positions in all evaluations. So the random selection of 350 
subjects was carried out just once during the whole analysis.  
 
3. Results 
3.1. Reduction in the number of adjustment levels  
As shown in Table 2, we reduced the complexity via reducing the level of adjustment from 5 to 3, and then the 
same components and combination of traits were placed for prediction. The results showed that the ability to predict 
was increased to the benefit of LR in 5 out of 9 cases (more than 55%).  
 
3.2. Predictions based on 18 psychological traits  
As shows Table 2, according to the first assessment, the ANNs was more successful than LR in predicting the 
five adjustment levels based on 18 psychological traits (76% vs. 66%, Z=3.240, α<0.001). This is not an unexpected 
result, but the kind of error in the predicting made by each model is important in analyzing the superiority of ANNs. 
The prediction errors made by the regression equation were such that if the model could not successfully predict the 
adjustment levels, in most cases it puts individuals in the neighbouring levels, but we would not have such biases on 
errors using ANNs model. Therefore, it is expected that the reduction of adjustment levels from 5 to 3 (good, 
moderate and weak, as it shows in some other studies such as Kashani, Rosenberg, Beck, Reid, & Battle, 1987; 
Nair, Nair, Kashani, Reid, & Rao, 2001) leads to increase of the power of LR model on correct predictions. The 
results in the present research showed such increase in the correct proportions of predictions based on 18 main 
psychological traits from 66% to 95% using regression model and from 76% to 86% utilizing ANNs. This reduction 
in the levels of predicted variables changed the superiority of ANNs on correct predictions (76% vs. 66% for 
prediction of five levels) in the interest of LR model (95% vs. 86% for prediction of three levels).  
 
3.3. Reduction in the number of psychological traits  
Factor analysis model was used to reduce the number of predictor variables for different combinations of 
psychological traits. So four components (each covering 2 to 4 traits), and five other independent traits were 
extracted. In addition, seven-first traits, which were recognized by backward omission method, were also entered 
into the two models. The results (the proportion of the correct predictions of five and three levels of adjustment) for 
various components and combinations of the traits are presented in Table 2. 
Correct proportions of prediction in all components and combinations of traits were also studied using the 
McNemar’s test. The results showed that the prediction power of “nine secondary components" (four secondary 
factors and five independent traits) and “seven-first traits” is equal to the main eighteen traits (α < 0.05). Also the 
proportions of correct predictions of the components resulted from factor analysis were studied and the results are 
shown in Table 2. 
One important result is that, in spite of the changes in the combination of predictor variables and their reduction 
from 18 traits to 2 traits (reduction of complexity), ANNs was more successful than LR to predict five levels of 
adjustment in 7 out of 9 cases (more than 75%).  
4. Discussion 
The special ability of ANNs to recognize the complex relations from among great number of variables is 
considered as one of the most important reasons for its superiority to the other conventional statistical models. 
Based on the procedure of the present study, we changed the number of predictor traits and the levels of predicted 
factor respectively to reduce this complexity. 
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The number of predictor factors was reduced from 18 to 2 via factor analysis. Accordingly, if we could reduce 
the number of psychological traits (predictor factors) to an ideal point with the minimum number of traits and 
maximum prediction power, we have indeed extracted a small and optimum combination of psychological traits that 
have the most relations with the adjustment levels. The proportion of correct predictions considered to compare the 
power of ANNs and LR to predict five and three levels of adjustment as the main index. As shown before, in spite 
of the reduction of the predictor factors, ANNs was more powerful than LR to predict five levels of adjustment, 
while this superiority was changed in the interest of LR via reduced levels of predicted variables from 5 to 3. 
An important point is that, although the number of correct predictions of three levels of adjustment has increased, 
it leads to the reduction of the accuracy in predictions. So we have two definitions for power of prediction: one 
refers to the correctness and the other refers to the accuracy of prediction, and each one of LR and ANNs models are 
successful than one another respectively in this study. 
The mentioned differences could refer to validity and reliability as two traditional concepts in psychological 
assessments. In the case of reduction of the number of predictor factors, the ability of ANNs to preserve the 
accuracy of prediction is more than that of LR, while if we reduce the levels of predicted variable, the ability of LR 
to increase the proportion of correct predictions is more than that of ANNs. Each of these concepts covers parts of 
reliability and validity. 
  
 
 
Table 1. Eighteen psychological traits and nine groups of second-order factors resulted from factor analysis. 
β coefficient and P-value of the regression equation for each trait related to the adjustment levels. 
-Mean and standard deviation of each trait for 456 subjects 
 
 
* Traits with the highest β and the least p-value (α < 0.001) selected by backward omission method. 
 
 
Psychological traits 
and their group position 
after factor analysis Reliability
coefficient 
Descriptive indexes _The role of each trait in prediction_
Mean Standarddeviation 
5 levels of  
__adjustment__ 
3 levels of 
__adjustment__
β p-value β p-value 
Femininity (Fe) *
Flexibility (Fx)*
Communality (Cm)*
Tolerance (To)
Responsibility (Re)
Self-control (Sc)
Socialization (So)
Dominance (Do)*
Sociability (Sy)
Self-acceptance (Sa)
Social-presence (Sp)
Achievement via conformance (Ac)
Intellectual efficiency (Ie)*
Sense of well-being (Wb)*
Capacity for status (Cs)*
Good impression (Gi)
Achievement via independence (Ai)
Psychological-mindedness (Py) 
0.70
0.68
0.60
0.81
0.73
0.82
0.74
0.72
0.77
0.75
0.69
0.74
0.74
0.48
0.74
0.78
0.68
0.70 
46.09
47.99
23.02
40.08
41.29
44.61
43.59
45.30
42.27
47.49
48.61
37.79
36.43
38.65
41.50
45.77
44.73
41.89 
15.85
13.79
14.54
12.06
12.17
12.40
14.09
14.19
11.15
13.26
13.03
13.50
14.57
11.70
13.84
11.34
13.99
10.14 
-0.118
0.064
0.077
0.006
-0.017
-0.018
0.038
0.042
-0.007
0.006
-0.019
-0.017
0.055
0.043
-0.024
0.004
0.002
0.011 
0.001
0.001
0.001
0.722
0.175
0.210
0.001
0.001
0.596
0.632
0.145
0.129
0.000
0.001
0.006
0.640
0.751
0.311 
-0.146
0.066
0.075
0.009
0.053
-0.011
0.091
0.079
0.014
0.054
-0.011
-0.022
0.069
0.068
-0.046
0.011
0.004
0.032 
0.001
0.014
0.002
0.802
0.047
0.756
0.001
0.004
0.662
0.041
0.707
0.354
0.005
0.018
0.034
0.570
0.833
0.189 
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Table 2. The proportions of correct predictions for five and three levels of adjustment utilizing logistic regression 
and ANNs and McNemar’s test for comparing the two 
 
 
 
* The components and combinations of traits by which the ANNs was more successful than LR to predict five levels of adjustment (α < 0.001). 
** The components and combinations of traits by which the LR was more successful than ANNs to predict three levels of adjustment (α < 
0.001). 
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