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测极化熵和极化散射角等参数，并给出预测参数的置信范围；进而依据 H ! !极化分割
平面从多个探测波段的 SAR图像中提取到具有物理意义的散射类型。本文方法的有效













RESEARCH ON SAR IMAGE OBJECT/LAND FINE
INTERPRETATION METHODS
ABSTRACT
With all-day and all-weather image acquisition capability, relatively strong penetration
capability, as well as polarimetry characteristics, Synthetic Aperture Radar (SAR) has found
various applications in military and civil community. SAR image interpretation is to acquire
key information via the interaction between objects and land covers. Recently, with the rapid
increase of SAR images and the wide application of machine learning methods represented by
Convolutional Neural Networks (CNNs), a single technology or method is di!cult to satisfy
the requirement of SAR image fine interpretation, which tends to the combination of traditional
models and deep CNNs.
Based on multiple machine learning methods, such as CNNs and Gaussian Process Re-
gression (GPR), this thesis aims to research fine interpretation of earth observations for SAR
images from the aspects of object detection, polarimetry, detecting wavebands, as well as dataset
compilation and quality evaluation. Main contents of this thesis include: object-oriented fine
interpretation based on SAR ship detection, polarizations-oriented fine interpretation based
on physical scattering characteristics, waveband-oriented fine interpretation based on physical
scattering characteristics, and categories-oriented land cover fine interpretation based on dataset
compilation and quality evaluation.
Firstly, this thesis realizes high precision SAR ship detection in open sea and nearshore
areas by using a revised multi-scale CNN. In order to further attain more accurate detections,
reduce missing detections in densely clustered area and false alarms on land, this thesis presents
a method combining cascade CNN and Pulse Cosine Transform (PCT) based visual attention
method. Aiming to achieve SAR ship candidates, the former analyzes SAR images in the space
domain. On the contrary, the latter analyzes SAR images in the frequency domain in adaptive
local regions. The superiority of the proposed method has been demonstrated on European
Space Agency (ESA)’s Sentinel-1 dataset and the Chinese Gaofen-3 (GF-3) dataset.
Secondly, in order to extract physical signatures from single- and dual-polarimetric SAR
images and further explore potentials on SAR images with multiple polarizations, this thesis
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proposes a contrastive-regulated CNN in the complex domain, directly learning physically
interpretable deep model from complex Sinclair scattering matrices. The input, output, and
parameters are all complex values, and the computations are in the complex domain. The loss
function is composed of a basic loss and a contrastive regularization term. This study specifically
focuses on multiple scattering, volume scattering, and surface scattering. With the assistance of
Cloude’s polarimetric decomposition, this thesis generates ground-truth of physical scattering
types. Experiments on DLR’s F-SAR data demonstrate the e"ectiveness and generality of this
method.
Thirdly, this thesis realizes wavebands-oriented fine interpretation for SAR image scatter-
ing characteristics based on GPs. Based on Gussian hypothesis conditions, this thesis proposes
a kernel- and expectation-based Gaussian process regression method to learn some polarimetric
parameters, such as polarimetric entropy and polarimetric alpha angle. Then, the physical scat-
tering signatures for earth observations can be obtained with the help of H ! ! division plane.
Gaussian processes have the capability of realizing high quality prediction and their correspond-
ing uncertainty levels. The kernel trick and expectation operations could alleviate geometric
distortions and calibration discrepancies beween images acquired with di"erent wavebands.
Experiments on X-band TerraSAR-X images, C-band Sentinel-1 images, and L-band F-SAR
images demonstrate the e"ectiveness and robustness of this method.
Finally, this thesis contributes a large-scale SAR database with relatively low resolution.
The images are acquired by Sentinel-1 in 21 Chinese major cities. Based on a pre-defined hier-
archical annotation system, the dataset is divided into ten di"erent categories, mainly including
building types. The annotation is guaranteed by the transition from optical annotation in Google
Earth to SAR annotation by Sentinel-1 Application Platform (SNAP). The database provides
33,358 image patches with 100 " 100 pixels, each patch is with VH and VV polarizations and
four di"erent data formats (including original 32-bit data, UINT8 data, radiometric-calibration
data, and pseudo-color data). The quality of this dataset is evaluated via fast compression
distance based manifold visualization method and multiple image classification methods.
KEY WORDS: SAR image, object/land fine interpretation, physical scattering
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卫星2。而且预计未来十年内还将至少有 10颗星载 SAR卫星即将发射。随着 SAR系统
的持续发展，各种成像条件、成像模式下的 SAR数据以爆发式的速度不断丰富，这在






Propulsion Laboratory，JPL）于 20世纪 80年代率先研制出了 L波段、分辨率为 10米的
机载极化 SAR系统。进入 20世纪 90年代之后，德国、加拿大等国家相继对极化 SAR
系统开展深入研究。其中，机载的极化 SAR系统主要有美国的 AIRSAR/TOPSAR、德国
的 E-SAR与 F-SAR、加拿大的 C/X-SAR、日本的 PI-SAR、丹麦的 EMISAR等。星载极















































等人就提供了 UC Merced土地利用测试库[31]，该测试库共包含 21类场景图像，每类提
供了 100张 256 " 256像素大小的图片。后来，武汉大学夏桂松教授所在团队相继构建









天中心（National Aeronautics and Space Administration, NASA）于 1996年率先公布了一
个运动与静止目标数据集（Moving and Stationary Target, MSTAR)[35]，该数据集包含了不
同成像视角下的 10类军用车辆目标。MSTAR数据集被广泛应用于 SAR图像自动目标
识别（Automatic Target Recognition, ATR）系统的研究中[36-38]。由 DAPAR/AFRL组织管




司也构建了一定规模的样本库[39]：DOSAR库包含 X波段 SAR图像 26幅，含 1600个标
注的真实目标，地面覆盖范围 135km2；红外图像库含 521张热红外图像，从不同视角
对机场进行拍摄，含 1300个真实目标，地面覆盖范围 40km2。德国宇航中心（German
Aerospace Center, DLR）在测试库构建与应用方面也开展了大量研究。Mihai Datcu团队
于 2013年基于上百景 TerraSAR-X数据标注了一个大规模的高分辨率 SAR图像测试库，
该测试库共提供了 850类土地利用类型，覆盖了包括非洲、美洲、中东、欧洲、亚洲等
全球 100多个城市场景[30]。Mihai Datcu教授所在团队又于 2018年标注了一个高分辨率
SAR图像变化检测测试库，该测试库仍然是基于高分辨率 TerraSAR-X影像开发[40]。同


























































在 SAR 图像解译领域，学者们对深度卷积网络应用于 SAR 图像目标分类展开了应用。
在 MSTAR 数据集和地物目标分类数据集[43] 上的测试结果显示卷积神经网络能够显著
提高 SAR图像目标分类的准确率，表明卷积神经网络对 SAR图像同样具有很大的应用
潜力。为了解决 MSTAR数据集规模小和避免过拟合问题，文献 [44, 45] 基于自编码方
法[46]进行卷积网络预训练，文献 [47]对MSTAR原始数据进行变换来增加样本数量，复
旦大学金亚秋教授课题组提出了一种全卷积神经网络对 MSTAR车辆目标进行识别[36]，
识别率达到了 99% 以上，取得了目前在 MSTAR 数据集上最好的效果。鉴于复数数据































多种衍生算法，包括 CA-CFAR[49](Cell-average CFAR），GO-CFAR[50](Greatest of CFAR)，









Figure 1–2 Workflow of traditional SAR ship detection methods
图 1–3 CFAR方法的滑动窗口示意图
Figure 1–3 Sliding window in CFAR
随着硬件计算能力的提高和 SAR图像数据量的不断增大，基于深度卷积神经网络











Figure 1–4 E"ects of densely clustered targets for sliding windows in CFAR
提高 SAR图像中舰船目标检测的性能，学者们也基于深度神经网络方法，相继研究了
针对 SAR图像舰船检测中特定问题的检测器。文献 [54] 提出了一种融合了最稳极限区
域（Maximum Stability Extremal Region, MSER）方法的深度卷积网络结构用于高分辨率
SAR图像中的舰船目标检测。国防科技大学计科锋教授课题组针对 SAR图像中舰船目
标的检测做了大量工作[55-57]。其中，文献 [56]提出了一种改进的 Faster R-CNN方法[58]，
融合了上下文与底层特征图用于 SAR图像中的舰船目标检测。同年，文献 [57] 在舰船
检测方法中结合了传统的基于 CFAR 的方法和 Faster R-CNN 方法。Jiao 等在文献 [59]
中提出了一种沿用了 Faster R-CNN 框架的基于密集连接网络结构和多尺度金字塔结构
的 SAR 图像舰船目标检测方法。Zhang 等提出了一种基于卷积神经网络的深度可分离

















献 [72]中提出了一种称为 RADet的方向性 SAR图像舰船检测方法，该方法综合考虑了
特征金字塔网络 FPN（Feature Pyramid Networks）与多层视觉注意模型。复旦大学徐丰













































均单一目标 (Single Target)和一个残留分量，然后采用一个 3" 3的矩阵描述平均单一目







种极化目标分解方法为 Freeman-Durden分解[85]、Yamaguchi分解[86, 87] 和 Cloude-Pottier











































































































第二章 SAR与极化 SAR基础 上海交通大学博士学位论文
图 2–1 SAR成像几何关系
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图 2–2合成孔径原理























第二章 SAR与极化 SAR基础 上海交通大学博士学位论文
图 2–3 SAR图像几何畸变现象

































化的图像。HH和 VV极化方式的 SAR图像称为同极化 (Co-Polarized) SAR图像；HV和




弱。鉴于此，星载成像 SAR系统通常采用像 HH极化和 VV极化这样的同极化方式。对
大多数地物目标而言，HH极化方式 SAR图像能够获得的回波信号最强，地物目标后向
— 19 —












Table 2–1 Radar electro-magnetic bands comparison
波段代号 标称波长/cm 频率范围/GHz 波长范围/cm
P / 0.23-1 130-30
L 22 1-2 30-15
S 10 2-4 15-7.5
C 5 4-8 7.5-3.75
X 3 8-12 3.75-2.5
Ku 2 12-18 2.5-1.67
K 1.25 18-27 1.67-1.11
Ka 0.8 27-40 1.11-0.75
U 0.6 40-60 0.75-0.5
V 0.4 60-80 0.5-0.375
W 0.3 80-100 0.375-0.3-30
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图 2–5极化 SAR图像后向散射特性










exp ( j k0R)
R
· S · E in
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和 E in 分别表示散射回波与发射电磁波中的电场矢量，R表示雷达天线与地物目标之间
的距离，k0 为雷达波数。雷达极化散射矩阵 S 是用于表示一个雷达目标或者一个雷达
目标群多种极化响应的一种基本表达方式。极化散射矩阵通过多维复数据的表达形式完
整描述了地物目标的散射特性。
极化 SAR 的四个极化通道数据经过定标处理和数据压缩后生成单视复数 (Single-
Look Complex, SLC) SAR图像。在满足后向散射对称的互易定理条件下，两种交叉极化















































其中，E{·} 表示平均期望运算，| · | 表示求散射回波的幅度运算，(·)$ 表示复共轭运算，
(·)†表示向量或矩阵的共轭转置。
同理，基于 Pauli基的极化相干矩阵可表示为
T = E{%kP · %k†P} =
#$$$$$$%
T11 T12 T13









2E{(SHH + SVV)(SHH + SVV)
$} (2–6)
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T12 =
1
2E{(SHH + SVV)(SHH ! SVV)
$} (2–7)
T13 = E{(SHH + SVV)(SHV)$} (2–8)
T22 =
1
2E{(SHH ! SVV)(SHH ! SVV)
$} (2–9)
T23 = E{(SHH ! SVV)(SHV)$} (2–10)


















































机雷达地形测绘任务（Shuttle Radar Topography Mission, SRTM)数字高程模型（Digital



































































程大致可以归纳为以下几点：1）将给定的图像划分为 S " S的网格；2）在每个划分网




第三章 面向 SAR图像舰船目标检测的精细化解译 上海交通大学博士学位论文
是该网络在区分前景与背景方面能力较强。另外，YOLO v1 网络对小尺寸目标和密集
排布目标的检测效果并不理想。与 YOLO v1 网络相比，YOLO v2[111] 网络主要在以下
几个方面予以改进：1）通过在网络卷积层后采用批量归一化（Batch Normalization, BN）
操作提高网络模型的鲁棒性，缓解了数据偏差问题，这在一定程度上起到了正则化的作

















基于 Faster R-CNN的优良特性，研究者们将该方法应用到 SAR图像的舰船目标检
测中，并且取得了比传统的基于 CFAR的检测方法更好的性能[55, 56, 113]。但是，在直接


















经网络方法。该方法由被称作全面候选框提取网络（Exhausted Ship Proposal Network,
ESPN）的子网络提取 SAR图像中的疑似舰船目标区域，然后最终的检测结果通过精确
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Table 3–1 Parameter configurations for three proposal branches in ESPN
网络层 Conv4_3 Conv5_3 Conv6_1
滤波器大小/像素 3 " 3 5 " 5 7 " 7 3 " 3 5 " 5 7 " 7 3 " 3 5 " 5 7 " 7
锚框高度/像素 10 16 22 28 34 40 46 52 58
锚框高宽比 1:2,1:1,2:1 1:2,1:1,2:1 1:2,1:1,2:1 1:2,1:1,2:1 1:2,1:1,2:1 1:2,1:1,2:1 1:2,1:1,2:1 1:2,1:1,2:1 1:2,1:1,2:1






lcls(p(xi), yi) + #[yi ' 1]lloc(bi, b̂i) (3–1)
其中，lcls 和 lloc 分别表示分类损失和定位损失，X = {xi}Ni=1 是预测框区域的深度特
征，N 是预测区域的个数，p(x) = (p0(x), p1(x)) 是预测框区域的类别概率（包括预测
为背景的概率和预测为目标区域的概率），Y = {yi}Ni=1 是预测框区域的真实类别信息，













息，# 表示定位损失系数，[yi ' 1]表示当预测区域包含舰船目标时，该预测区域对定












!m · lm(Xj,Yj,Bj |W) (3–2)
其中，W 是 ESPN网络中需要优化的参数集合，M 是候选框提取的总通道数，Sm是指





Figure 3–2 Ship proposal generation strategy in object detection: (a) RPN and (b) ESPN.
在通常情况下，ESPN网络为了保证区域预测的查全率，预测结果中不可避免地会
存在较多虚警目标。为了提高模型的检测精度，需要通过ASDN舰船目标鉴别子网络有

















Figure 3–3 Deep Features from Ship proposals and their contextural regions are concatenated and bypassed
by the RoIPooling layer
因此，基于多尺度卷积神经网络的 SAR图像舰船目标检测过程中，网络的整体损
失函数可以表示为
L(W,Wd) = LESPN(W) + !M+1LASDN(Xi,Yi,Bi |Wd) (3–3)
这里，!M+1 是指精确目标鉴别网络 ASDN中损失函数的权重，Wd 表示 ASDN网络中
除共享网络部分之外的参数集合。网络优化的形式可以表示为
W$,W$d = arg min L(W,Wd) (3–4)
网络训练过程中的参数更新策略采用批量随机梯度下降（Stochastic Gradient De-








卷积神经网络的参数和计算量主要集中在共享卷积网络层部分，对 ESPN 和 ASDN 网
络层的改进几乎不以牺牲网络的计算消耗为代价。
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表 3–2改进的多尺度卷积神经网络结构、参数数量和乘加计算量消耗
Table 3–2 Detailed structure, number of parameters, and MAC when using the revised Multiscale-CNN
网络结构部分 网络层名 网络层结构 步长 输出特征图尺寸 参数数量 MAC
共享卷积层
Conv1_1 3 " 3 Convolution 1 1024 " 768 " 64 1.9K 1359.0M
Conv1_2 3 " 3 Convolution 1 1024 " 768 " 64 41.0K 28991.0M
Pool1 2 " 2 max pooling 2 512 " 384 " 64
Conv2_1 3 " 3 Convolution 1 512 " 384 " 128 81.9K 14495.5M
Conv2_2 3 " 3 Convolution 1 512 " 384 " 128 163.8K 28991.0M
Pool2 2 " 2 max pooling 2 256 " 192 " 128
Conv3_1 3 " 3 Convolution 1 256 " 192 " 256 327.7K 14495.5M
Conv3_2 3 " 3 Convolution 1 256 " 192 " 256 655.4K 28991.0M
Conv3_3 3 " 3 Convolution 1 256 " 192 " 256 655.4K 28991.0M
Pool3 2 " 2 max pooling 2 128 " 96 " 256
Conv4_1 3 " 3 Convolution 1 128 " 96 " 512 1310.7K 14495.5M
Conv4_2 3 " 3 Convolution 1 128 " 96 " 512 2621.4K 28991.0M
Conv4_3 3 " 3 Convolution 1 128 " 96 " 512 2621.4K 28991.0M
Pool4 2 " 2 max pooling 2 64 " 48 " 512
Conv5_1 3 " 3 Convolution 1 64 " 48 " 512 2621.4K 7247.8M
Conv5_2 3 " 3 Convolution 1 64 " 48 " 512 2621.4K 7247.8M
Conv5_3 3 " 3 Convolution 1 64 " 48 " 512 2621.4K 7247.8M
Pool5 2 " 2 max pooling 2 32 " 24 " 512





SPN4_3 3 " 3 Convolution 1 128 " 96 " 6 30.7K 339.7M
SPN4_5 5 " 5 Convolution 1 128 " 96 " 6 79.9K 943.7M
SPN4_7 7 " 7 Convolution 1 128 " 96 " 6 153.6K 1849.7M
SPN5_3 3 " 3 Convolution 1 64 " 48 " 6 30.7K 84.9M
SPN5_5 5 " 5 Convolution 1 64 " 48 " 6 79.9K 235.9M
SPN5_7 7 " 7 Convolution 1 64 " 48 " 6 153.6K 462.4M
SPN6_3 3 " 3 Convolution 1 32 " 24 " 6 30.7K 21.2M
SPN6_5 5 " 5 Convolution 1 32 " 24 " 6 79.9K 59.0M





RoIPooling1 7 " 7 RoI Pooling 7 " 7 " 512
RoIPooling2 7 " 7 RoI Pooling 7 " 7 " 512
RoI_concat 3 " 3 Convolution 5 " 5 " 512 5242.9K 118.0M
FC FC 4096 52428.8K 52.4M
FC_cls FC 2 8.2K 32.8K








括两个 32核的 i7处理器和一个 NVIDIA GTX-1080 GPU。
本节中的舰船目标检测采用四个常用的评价指标，分别是：精度 precision、查全率
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recall、平均精度 (Average Precision, AP)和 F1分数值[117]。其中，精度的定义为
precision =
#(TP)




#(TP) + #(FN) (3–6)
这里，#(FN)表示漏检的目标数量。AP的定义是 PR（precision-recall curve, PRC）曲线
在查全率从 0到 1之间的积分。F1分数定义为




为了验证 ESPN网络和 ASDN网络的性能，本节的评价对比方法采用 CNN-Single-
RPN方法、CNN-Single-ROIPooling方法、Faster R-CNN (FRCN)方法，以及基于 CFAR
的多阶段舰船目标检测方法（CFAR-MS）[118]。其中，CNN-Single-RPN 方法是用 ESPN
网络代替 Faster R-CNN网络中的 RPN子网络；CNN-Single-ROIPooling方法是用 ASDN
网络代替 Faster R-CNN网络中的 Fast R-CNN子网络。
3.3.3.2 在 Sentinel-1数据上的实验结果
本实验数据来自欧空局的 C波段 Sentinel-1宽幅 SAR图像，所采用的影像来自该数










在训练与测试数据的准备过程中，本实验数据采集自 52 幅 SAR 图像共计三万余
舰船目标做为训练数据，另外八幅 SAR 图像用于模型性能测试。训练和测试数据的
真值标注采用欧空局的 Sentinel 应用平台（Sentinel Application Platform, SNAP）以及
OpenSARShip 开发的图像标注软件插件[41]，真值判定采用人工判读与 AIS（Automatic
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图 3–4宽幅 SAR图像裁剪方式













• 改进后的 CNN-Single-ROIPooling 方法和 CNN-Single-RPN 方法检测性能优于
Faster R-CNN方法；
• 基于卷积神经网络的舰船目标检测方法性能优于 CFAR-MS 多阶段目标检测方
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图 3–5在 Sentinel-1实测 SAR图像上的 PR曲线





Table 3–3 Performance comparison of di"erent methods for the Sentinel-1 real data
方法 查全率 精度 平均精度 F1值 每幅图平均耗时 (s)
CFAR-MS 0.3977 0.7830 0.3123 0.5275 2550
FRCN 0.6669 0.8432 0.5812 0.7447 105
CNN-Single-RPN 0.7107 0.8964 0.6519 0.7928 113
CNN-Single-ROIPooling 0.6833 0.8498 0.6069 0.7575 108














图 3–6在 Sentinel-1影像上新加坡马六甲海峡区域的可视化检测结果，其中 (a)改进的多尺度网络；
(b) CFAR-MS。在两幅子图中，被放大的黄色矩形框区域能够更清晰地显示检测结果，绿色、红色
和蓝色框分别指示正确检测的目标、错误检测的目标和标注真值。
Figure 3–6 Ship detection results with (a) Revised Multiscale-CNN and (b) CFAR-MS for an image block
cropped from the wide-swath Sentinel-1 SAR imagery over the Strait of Malacca, Sigpore. The green box
indicates the correctly detected targets, the red indicates false alarms, and the blue represents the
ground-truth.
3.3.3.3 在高分三号数据上的处理结果
对于高分三号数据集，本节共标注了 20 幅 NSC 成像模式、极化方式为 VH 的影
像，像元大小沿方位和距离向分别为 20米和 5米。模型训练数据来自 16幅高分三号影
像。改进多尺度卷积神经网络及其他四种对比方法在该数据集上的 PR曲线如图 3–8所
示。PR 曲线沿横轴的积分表示检测结果的 AP 值。从两幅结果图中可以明显看到改进
多尺度卷积神经网络的 PR曲线沿横轴和纵轴分别能够达到最长和最高，因此该曲线下
包含的面积也最大，表明该方法取得的 AP值是所有方法中最大的。
表 3–4列出了高分三号数据集在 IoU=0.3时的量化检测性能指标。通过观察表 3–4，
可以看到：
• 改进多尺度卷积神经网络的方法的检测性能明显优于其他方法的检测性能；
• CNN-Single-ROIPooling方法和CNN-Single-RPN方法检测性能优于 Faster R-CNN
方法；
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图 3–7在 Sentinel-1影像上远海海域的 SAR图像舰船目标检测结果。(a-1)-(a-4)展示了改进多尺度
卷积神经网络的检测结果；(b-1)-(b-4)为 CFAR-MS方法的检测结果。绿色、红色和蓝色框分别表示
正确检测的目标、错误检测的目标和标注真值。
Figure 3–7 Ship detection results in o"shore areas of Sentinel-1 images. (a-1)-(a-4) exhibit the visualization
results by using the proposed Coupled-CNN method. (b-1)-(b-4) show the detection results of the
CFAR-MS method. The green box indicates the correctly detected targets, the red indicates false alarms,
and the blue represents the ground-truth.
图 3–8在高分三号实测数据上的 PR曲线
Figure 3–8 PR curve over GF-3 real data
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Table 3–4 Performance comparison of di"erent methods for the GF-3 data set
方法 查全率 精度 平均精度 F1值 每幅图平均耗时 (s)
CFAR-MS 0.5582 0.7562 0.4832 0.6423 1630
FRCN 0.6710 0.7597 0.5772 0.7126 85
CNN-Single-RPN 0.7433 0.7906 6784 0.7662 86
CNN-Single-ROIPooling 0.6887 0.7687 0.5997 0.7265 89
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图 3–9高分三号实测数据上的的可视化舰船目标检测结果，其中，(a) Revised Multiscale-CNN；(b)
CFAR-MS。绿色、红色和蓝色框分别表示正确检测的目标、错误检测的目标和标注真值。
Figure 3–9 Ship detection results with (a) Revised Multiscale-CNN and (b) CFAR-MS from a GF-3 SAR
























Figure 3–10 Ship detection results in o"shore areas of GF-3 images. (a-1)-(a-4) exhibit the visualization
results by using Cascade-CNN. (b-1)-(b-4) show the detection results of CFAR-MS. The green box indicates
the correctly detected targets, the red indicates false alarms, and the blue represents the ground-truth.
舰船目标相似度较高所引起的。
图 3–11改进多尺度卷积神经网络方法检测结果中存在的问题分析
Figure 3–11 Demerit analysis from SAR ship detection results based on revised Multiscale-CNN
虽然与传统的多阶段 SAR舰船检测方法相比，多尺度卷积神经网络在尺寸较小且
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图 3–12结合级联网络与脉冲余弦变换方法用于 SAR图像舰船目标检测的整体思路






















其中，LESPN(!p)和 !p 分别为 ESPN子网络的损失函数和网络参数集合，!M+1和 !M+2
分别是 ASDN-1网络和 ASDN-2网络的损失函数 lASDN-1和 lASDN-2的系数，!d1和 !d2分
别是 ASDN-1网络和 ASDN-2网络除共享卷积层之外的参数集合。
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Figure 3–13 Architecture of the cascade network, which consists of one ship proposal network and two
cascade ship discrimination networks. All of them share some convolutional layers for feature learning. In
this figure, “FC” represents fully connected layer, “cls.” and “reg.” denote the classification (ship-region or
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图 3–14级联网络模型提取粗略舰船目标候选框
Figure 3–14 Ship proposals are generated by using the cascade netowrk
具体应用时的算法流程。
给定通过自适应变换得到的目标局部扩展区域的 SAR图像 I ( R5h"5w（这里 h和 w
分别表示疑似舰船目标区域的高度和宽度），首先通过下式对图像进行平滑处理：
I f l(x, y) =
*++,
++-




T1 = µ(I f l) + ! · $(I f l) (3–10)
这里，µ(I f l)表示局部自适应区域内的图像 I f l的均值，$(I f l)表示图像 I f l的方差，! = 0.6
是一个自定义的经验常数。
然后，通过二维离散余弦变换（Discrete Cosine Transform, DCT）获得图像的频域特
性表征，具体的图像变换方式为






I f l(x, y) · cos
(2x + 1)u%











5h , if u = 0.
2






5w , if v = 0.
2
5w , 1 * v * 5w ! 1
(3–13)




Isn(u, v) = sign(Ic(u, v)) =
*+++++,
+++++-
!1, if Ic(u, v) < 0
0, if Ic(u, v) = 0
1, if Ic(u, v) > 0
(3–14)
这里，sign(·)表示符号函数。图像 Ic 中正的 DCT系数被量化为 +1，负的 DCT系数被
量化为-1，DCT系数为 0时保留原始数据。经过量化处理之后的图像经过二维反离散余
弦变换（Inverse Discrete Cosine Transform, IDCT），使得图像反变换到空间域，具体变换
方式为






auav Isn(u, v) · cos
(2x + 1)u%
2 · 5h · cos
(2y + 1)v%










Isaliency = Fg + [Iinv]2 (3–17)
— 46 —






1, if Isaliency ' T2
0, otherwise
(3–18)
其中，阈值 T2 = µ(Isaliency)+ " ·$(Isaliency)，µ(Isaliency)和 $(Isaliency)分别是显著性图像




















结果中所提取到的粗略检测结果 [xs, ys, h,w]，其中 xs 和 ys 分别表示初始舰船目
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图 3–15基于脉冲余弦变换的目标精细化提取流程图
Figure 3–15 Workflow of the PCT-based visual attention for accurate ship extraction
自适应扩展区域定义在以初始候选区域中心点为中心，上下左右四周分别延伸至







Figure 3–16 Designation of the regional adaptive proposal regions
3. 在图像中的局部自适应候选区域内进行相干斑噪声抑制。本节采用非局部均值
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（Non-local Mean, NLM）算法来抑制 SAR图像中的相干斑噪声，该算法是常用的
有效抑制 SAR图像相干斑噪声的算法之一[125]。该操作在数学上通过下式表达






应矩形区域 INL逐像素进行下列变换。对于像素 ,p ( INL，则其像素值的变换方
式为























[xrs, yrs, hr,wr ] = [xrb, yrb, hr,wr ] + [xs ! 2h, ys ! 2w,0,0] (3–21)
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算法 3–1描述了舰船目标精细化提取过程中的细节信息，算法中 PSaz 和 PSrg 分别
表示实验数据沿方位向和距离向的像元大小。
算法 3–1基于 PCT变换的视觉关注模型用于 SAR图像舰船目标鉴别
算法 3–1 PCT based visual attention model for SAR ship discrimination
输入: 待检测影像 S以及影像中的舰船目标候选框位置 ShipProposal；
输出: 优化后的检测结果 Re f inedShip。
1: 计算待检测 SAR图像中的候选目标数量 Np = size(ShipProposal,1);
2: 定义一个计数器 count = 1，并初始化 Re f inedShip = zeros()
3: for i ( [1,Np] do
4: 获取初始候选框位置 [xis, yis, hi,wi] = ShipProposal(i, :)；
5: 获取自适应扩展候选框位置 Rad = [xis ! 2hi + 1, yis ! 2wi + 1,5hi,5wi]；
6: 通过 NLM算法抑制相干斑噪声 INL = NonLocalMean(Rad)；
7: 通过公式 (3–20)对图像进行预处理并得到预处理后的图像块 IPP；
8: 通过公式 (3–9)至 (3–17)获取自适应扩展区的视觉显著图 Isaliency；
9: 通过公式 (3–18)计算二值图像 Ibi；
10: 通过图像形态学处理得到优化后的目标并记录数量 Nm；
11: for j ( [1,Nm] do







13: while (30 < hi jr · PSaz < 600) - (30 < wi jr · PSrg < 600) do
14: if 目标不在陆地区域 then
15: 计算目标在大场景影像中的位置；
16: Re f inedShip(count, :) = temp + [xis ! 2hi, yis ! 2wi,0,0]；





22: return Re f inedShip。
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在算法性能评估时，本实验选取 25个尺寸为 200 " 200像素大小的图像块，共 324






Table 3–5 Quantitative detection results by combining cascade network and PCT for SAR ship detecion
方法 真值数量 正确检测 错误检测 精度 查全率 F1值
改进多尺度网络 324 260 26 0.9090 0.8025 0.8524
级联卷积神经网络 324 283 23 0.9248 0.8735 0.8984
结合级联网络与
脉冲余弦变换的方法
324 316 18 0.9461 0.9753 0.9605
图 3–17展示了结合级联网络与脉冲余弦变换的方法在 Sentinel-1影像上的视觉检测
效果图，图中红色矩形框显示了舰船目标的检测结果。其中，图 3–17(a-d)为四幅大小
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图 3–17结合级联网络与脉冲余弦变换的方法在 Sentinel-1实测数据上的检测效果图
Figure 3–17 Detection results on four image patches cropped from the Sentinel-1 images by combining
cascade network and PCT
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影响，图中黄色箭头连接了真实 SAR舰船目标与其对应的鬼影目标。其中，图 3–18a和









Figure 3–18 Goast analysis in ship detection
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图 3–19所示为基于 PCT的频域视觉模型处理的中间结果，图 3–19(a)-(i)分别表示




图 3–19 PCT模型处理的中间结果。(a)从原始 Sentinel-1影像中截取的图像块；(b)通过 NLM算法
降噪之后的图像块；(c)图像预处理之后所得的结果；(d)洪水图；(e)频率图像块；(f)逆变换回时域
的图像块；(g)高斯滤波后的图像块；(h)形态学处理后的图像块；(i)经过约束处理后的检测结果。
Figure 3–19 The intermediate results of PCT model. (a) one image patch tiled from the original Sentinel-1
images; (b) The image patch after image despeckling by using the NLM algorithm; (c) The image patch after
preprocessing; (d) The flooding map; (e) The image patch in frequency domain; (f) The transformed image
patch reversed to the space domain; (g) The image patch after Gaussian filtering; (h) The image patch after
morphology; (i) The detection results by some constraints.
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为了评价非局部均值滤波算法 NLM 算法用于 SAR 图像相干斑噪声抑制对最终舰
船目标检测实验性能的影响，本节对比评估了相干斑噪声抑制对实验性能的影响。在本
节所提出的结合级联卷积神经网络和基于脉冲余弦变换的视觉关注方法中未采用 NLM





































本章所研究的物理散射类型主要面向多次散射 (Multiple Scattering, MS)、体散射
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(a) MS (b) VS
(c) SS
图 4–1本文所研究的物理散射类型











Cloude极化目标分解方法是 S. R. Cloude和 E. Pottier于 1997年提出的一种通过基
于矩阵特征值分解的数学模型实现极化目标分解的方法[88]，该方法基于二阶统计表征
中的极化相干矩阵 T 通过一系列数学推导完成。由于极化相干矩阵 T 是一个 3 " 3的共
轭对称半正定矩阵，因此，极化相干矩阵 T 能够实现矩阵对角化，并且对角化之后的特
征值均为正数、其对应的特征向量两两正交。相干矩阵特征值分解的数学表达式为
T = U · " · U!1 (4–1)
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sin!1 cos "1e j!1 sin!2 cos "2e j!2 sin!3 cos "3e j!3




交，(!1,!2,!3) ( [0, #2 ]为三个特征值分量所对应的目标散射角, ("1, "2, "3) ( [!%,%]表示
三个特征值分量所对应的目标方位角, ('1, '2, '3)和 ((1,(2,(3)表示相应的相位角[88]。










#1 + #2 + #3
(4–5)



















Pi!i = P1!1 + P2!2 + P3!3 (4–8)
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在此基础上，Cloude和 Pottier给出了 H ! ! 极化分割平面，该平面依据极化熵值
和极化平均目标散射角的联合分布对地物目标的散射特性进行划分。H ! !极化分割平
面将极化熵 H 和极化散射角 ! 分别作为横坐标和纵坐标，在一个二维分布平面内将所
有的散射类型共分为 9个区间，分布在每个区间的样本对应着不同的物理散射类型（如
















实情况中，这种现象并不存在。表 4–1更详尽地展示了 H ! !极化分割平面边界值和区
域确定情况。
4.3 基于复数域卷积神经网络的物理散射类型提取
复数卷积神经网络 (Complex-valued Convolutional Neural Network, CV-CNN)是复旦
大学徐丰教授课题组于 2017年提出的用于极化 SAR图像地物分类问题的网络模型[48]。
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图 4–2 Cloude的 H ! !极化分割平面
Figure 4–2 Cloude’s H ! ! polarimetric division plane
表 4–1物理散射特性的真值分配方式
Table 4–1 Assigment of physical scattering types
极化物理散射类型 (数值标记) 参数范围
多次散射 (1)
(0 * H * 0.5) . (47.5# < ! * 90#)
(0.5 < H * 0.9) . (50# < ! * 90#)
(0.9 < H * 1) . (55# < ! * 90#)
体散射 (2)
(0 * H * 0.5) . (42.5# < ! * 47.5#)
(0.5 < H * 0.9) . (40# < ! * 50#)
(0.9 < H * 1) . (40# < ! * 55#)
表面散射 (3)
(0 * H * 0.5) . (0# * ! * 42.5#)
(0.5 < H * 0.9) . (0# * ! * 40#)
(0.9 < H * 1) . (0# * ! * 40#)
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O(l) = #(O(l!1) + $(l) + B(l))
={#[/(O(l!1)) 0 /($(l)) ! 1(O(l!1)) 0 1($(l)) +/(B(l))]}+
j{#[/(O(l!1)) 0 1($(l)) + 1(O(l!1)) 0 /($(l)) + 1(B(l))]}
(4–9)
这里，$l 和 Bl 分别表示第 l 个卷积层中的权重和偏置参数，
#(x) = 11 + exp (!x) (4–10)
表示 sigmoid非线性激活运算，/(·)和 1(·)分别表示实部和虚部取值，O(l!1) 和 O(l) 分
别表示第 (l ! 1)层和第 (l)层的输出特征图。
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复数域对比约束卷积神经网络中池化层操作分别在输入特征图的实部和虚部进行
池化操作，其公式定义为
O(l)x = Lp(O(l!1))x2 = Lp(/(O(l!1)))x2 + jLp(1(O(l!1)))x2 (4–11)
其中，Lp 表示在邻域 x 2 = %(x)范围内的最大池化或平均池化，且 x ( O(l)，x 2 ( O(l!1)。
一般情况下，卷积神经网络在最后两层或者三层都是由全连接层构成。在全连接层
中，每个神经元与前一层中每个神经元之间两两连接，具体的运算表达式为


























J(O(1) |Ȳ;!) = min
!
J1(O(1) |Ȳ;!) + #J2(O(1) |Ȳ;!) (4–14)
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4.3.2.1 复数域基础损失函数
本文首先定义了复数域均方误差 (Complex-Valued Mean Squared Error, CV-MSE)损
失、复数域平均绝对误差 (Complex-Valued Mean Absolute Value, CV-MAE)损失和复数域
交叉熵损失 (Complex-Valued Cross Entropy, CV-CE)，并采用实验论证的方式从中则有选
取在本文物理散射类型提取中最合适的一种度量方式作为最终的基础损失项。下面展开
介绍基础损失项。假设对于第 i 个训练样本，如果给定对应的 softmax层输出的类概率
与相应的 one-hot雷达物理散射类型真值分别为 Oi和 Yi，预测值与真值之间的误差表示
为






























{[/(Yic) · log(/(Oic)) + (1 !/(Yic)) · log(1 !/(Oic))]2

















[D(xp, xq) ! )1]2, If Yp = Yq
[max (0, )2 ! D(xp, xq))]2, Otherwise
(4–20)
这里，xp 和 xq 分别表示同一训练批次内第 p个和第 q个样本的最后一层输出，Yp 和 Yq
分别表示相应的雷达极化物理散射 one-hot 真值，D(·, ·) 表示两个样本在最后一层输出
数据子空间内的距离度量方式，)1 和 )2 分别用于放松类内间距和类间间距度量的约束
条件。
当 xp 和 xq 两个样本来自同一散射类型 (即 Yp = Yq)时，该正则项通过使得样本之
间的距离最小化来实现凝聚类间样本的目的。这里，)1 是一个非常小的正实数。反之，
当 xp 和 xq 两个样本来自不同散射类型 (即 Yp ! Yq)时，该正则项通过使得样本间的距
离最大化来实现分离不同散射类型样本的目的。当不同散射类型在映射子空间的距离小
于 )2时，该正则项给损失函数加惩罚项 [)2 ! D(xp, xq)]2，同时也通过最小化该约束项使
得类间间距最大化；否则，不给损失函数增加惩罚项。本文通过额外引入两个变量 ) 和
'来保证 )2 > )1。这里，参数之间的关系表达为
)1 = ) ! ' (4–21)
和
)2 = ) + ' (4–22)
其中，' > 0。
任意两个训练样本在网络输出子空间中的距离表示为
D(xp, xq) = 3/(Net(xp)) !/(Net(xq))3P + 31(Net(xp)) ! 1(Net(xq))3P (4–23)


























式 (HH、HV、VH和 VV)的机载高分辨率 SAR数据。
本章采用了德国 Kaufbeuren地区和 Traunstein地区共两景全极化 SAR数据。前者
用于模型训练与测试，后者用于模型泛化性能测试。其中，Kaufbeuren地区数据的成像
时间是 2016年 1月 21日，关于该数据的一些重要参数信息如表4–2所列。在本章的研
究工作中，训练复数域卷积神经网络所用的 F-SAR数据在方位向和距离向的分辨率分








上海交通大学博士学位论文 第四章 多种极化方式下 SAR图像的物理散射类型提取
算法 4–1从单/双极化 SAR图像中提取具有物理意义的散射类型
算法 4–1 Extracting physical radar signatures from single- and dual-polarimetric SAR images.
输入: 原始极化 SAR图像的散射矩阵 S;预训练的复数域物理可解释性模型 Net;
输出: 散射类型分布图 Iout;
1: 计算图像通道数 Nch和图像尺寸 [Row,Col];
2: if dim(S) = 2 then
3: 输入为单极化 SAR图像；
4: [Row,Col]4 size(S);





10: 分别沿方位向和距离向以固定的间隔从图像散射矩阵 S 中采样得到一系列尺寸为
12 " 12像素大小的图像块；
11: 根据公式（4–24）的原理对采样所得数据集进行归一化操作；
12: 得到新的维度为 12 " 12 " Nch " Nsn数据集;
13: 准备网络输入张量 Din;
14: if Nch = 1 then
15: Din 4 repmat(D, [1,1,4,1]);
16: else if Nch = 2 then
17: Din 4 repmat(D, [1,1,2,1]);
18: end if
19: 提取相应的物理散射类型 Dout 4 Net(Din)；
20: for i = 15 size(Dout,2) do
21: 找到最接近 (1 + j)的一项并记录类别标签；
22: end for
23: 根据原图像尺寸重新组织物理散射类型；
24: 通过红绿蓝三种颜色分别可视化多次散射 MS、体散射 VS和表面散射 SS，并输出
可视化效果图 Iout。
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h2[Suv(h1, h2) ! µ(Suv)][Suv(h1, h2) ! µ(Suv)]$
Row " Col (4–26)
这里，(·)$表示逐像素共轭运算。
图 4–4实验数据预处理与物理散射真值
Figure 4–4 Workflow of dataset preprocessing and ground-truth generation
研究表明图像在 12 " 12 像素大小的像素范围内能够表征地面目标特性[48]。同时，
考虑到计算机的内存限制，本章训练数据集的维度设置为 12 " 12 " 4 " N。其中，N 为
训练过程中同一批次的训练样本数量。
表 4–2德国 Kaufbeuren地区 F-SAR影像基本参数信息











F-SAR L 2016/01/17 德国 Kaufbeuren 90,112 " 2268 0.60 " 1.92 0.36 " 1.20
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4.4.1.2 物理散射真值
本文基于 F-SAR数据，通过 Cloude极化分解得到极化熵 H、极化平均散射角 !和
极化异向性值 A。在此基础上，根据 H ! !极化分割平面划分情况得到的雷达极化物理
散射类型图。图 4–5a展示了实验数据的 H ! !参数分布情况；根据 H ! !平面划分后的
雷达极化物理散射类型分布图如图 4–5b所示。
(a) H-!极化参数分布 (b)基于散射类型的 H-!分布
图 4–5 H-!参数分布情况























方式而衍生的 H ! !极化分割平面直接为本文提供了获取地物物理散射真值的途径；第
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过 Cloude分解获得的真值是逐像素的，而对于给定的 12 " 12 " 4的局部范围来说，本
文选取出现频次最高的真值被简化为该局部范围内的真值。具体来说，如果一个数值
标记 r ( {1,2,3} 在该给定的切片中出现的频次最高，则该切片的真值标注为 r。进
一步地，为了与卷积神经网络中最后一层 softmax 层的输出相吻合，由上文的数值标
记得到一个 one-hot 标记类型。所有样本的 one-hot 标记构成了一个 one-hot 标记集
Ȳ = {Yi; i = 1,2, · · · }。这里，Yi ( C1"C 表示每个样本的 one-hot标记，且 C = 3是本章
研究过程中的物理散射类型总数。值得一提的是，one-hot标记向量中，对第 ythi 个元素





在计算二阶统计量相干矩阵 T 的过程中，本文设置了 3 " 3、5 " 5和 7 " 7三个不
同大小的平均滑动窗。通过对比可视化实验结果发现，采用 5 " 5像素大小的滑动窗能
够取得更加满意的效果。
在计算对比损失项的过程中，本文设置参数 ) 和参数 '分别为 0.4和 0.05。损失函
数项的权重系数 #从 0到 1以 0.1为步长寻找最优。






性能的影响。本文选取从 0到 1之间间隔为 0.1值作为加权系数，将网络验证集和测试
集上的准确率为作为性能评价标准并从中选择最优参数。图4–6为所得到的结果示意图。
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其中，红色虚线和蓝色虚线分别表示测试集和验证集上的准确率。本文发现当 # = 0.1
时测试集和验证集上的准确率能够达到最优。
图 4–6损失函数项加权系数的选取





角度实现面向 SAR 图像物理散射特性的精细化解译。图 4–7展示了在各种不同极化方
式数据及其组合下提取物理散射机制的准确率情况。其中，粉色折现表示整体评测的准
确率，红、绿、蓝三种颜色的折线分别描述了多次散射、体散射和表面散射的提取准确
率。参与评价的单极化图像包括 HH、HV、VH和 VV共四种极化方式的 SAR图像；参
与评价的双极化方式包括 HH与 VV结合（[HH+VV]）、HV与 VH结合（[HV+VH]）、
HH与 HV结合（[H*]）、VH与 VV结合（[V*]）、HH与 VH结合（[*H]）与 HV与 VV
结合（[*V]），共六种不同的雷达极化组合方式。通过对比分析图 4–7所展示的结果，不
难看出：




• 对体散射类型表现最好的极化方式为 HH与 VV结合的共双极化模式；
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• 单极化 SAR图像对表面散射类型具有较好的提取效果，但是极易将其他散射类
型也误判为表面散射；




Figure 4–7 Accuracy comparison when extracting physical scattering signatures from di"erent-polarimetric
SAR images.
为了直观地展示所提取的物理散射类型分布情况，本章利用红、绿、蓝三种颜色分





图 4–9a可视化了通过 [HH+VV]极化组合 SAR图像所得到的物理散射类型。与单独
的 HH极化 SAR图像提取结果和 VV极化 SAR图像提取结果相比，二者结合能够显著
提高图像对物理散射机制的可解释能力。从图 4–9b的 HV结合 VH极化 SAR图像提取
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(a) 10 log |SHH |2 (b) 10 log |SHV |2 (c) 10 log |SVH |2 (d) 10 log |SVV |2
(e) HH (f) HV (g) VH (h) VV
图 4–8单极化 SAR图像中提取物理散射类型的可视化结果




波段 F-SAR数据。新的测试数据分辨率和像元大小分别为 0.60 " 1.29米和 0.38 " 1.60
米（az"rg）。在数据预处理过程中，本章首先对新的 L波段数据沿方位向做了 4视处理，
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(a) [HH+VV] (b) [HV+VH] (c) [H*]
(d) [V*] (e) [*H] (f) [*V]
图 4–9双极化 SAR图像中提取物理散射类型的可视化结果
Figure 4–9 Visualization of physcal scattering signatures from dual-polarimetric SAR images
(a) Pauli基分解可视化图形 (b)图像物理散射类型真值可视化结果
图 4–10验证模型泛化性能所用的数据及其散射类型真值
Figure 4–10 Pauli visualization of the additional testing data and the ground-truth
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图 4–11从多种极化方式新的 SAR图像中提取物理散射类型的准确率
Figure 4–11 Accuracy comparison when extracting physical scattering signatures from newly
multiple-polarimetric SAR images
(a) 10 log |SHH |2 (b) 10 log |SHV |2 (c) 10 log |SVH |2 (d) 10 log |SVV |2
(e) HH (f) HV (g) VH (h) VV
图 4–12单极化 SAR图像中提取物理散射类型的可视化结果
Figure 4–12 Visualization of physcal scattering signatures from single-polarimetric SAR images
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为了评价双极化组合模式下 SAR 数据对雷达极化物理散射类型提取的泛化性能，
本章中图 4–13a所示为 HH极化与 VV极化方式组合 SAR图像中雷达极化物理散射类型
的提取结果，该结果再次验证了二者结合所组成的双极化 SAR图像能够显著提高物理
散射类型的解译能力。图 4–13b所示为 VH和 HV极化方式结合的双极化 SAR数据中雷
达物理散射类型的提取结果（与图4–9b的结论一致），该图所示结果也再次验证了交叉
极化组合 SAR数据对物理散射类型的提取非常有限。图 4–13c)图 4–13f的结果也表明
了与单极化 SAR图像相比，多种不同极化方式 SAR图像组合能够在很大程度上提高模
型对雷达物理散射特性的解译能力。
(a) [HH+VV] (b) [HV+VH] (c) [H*]
(d) [V*] (e) [*H] (f) [*V]
图 4–13双极化 SAR图像中提取物理散射类型的可视化结果




























Sentinel-1中 SAR图像为双极化的成像模式，包含 VH和 VV两种极化方式；德国宇航
中心的 X 波段 TerraSAR-X 图像为单极化成像模式，通常为 HH 极化方式。另一方面，
这些缺乏全极化信息获取能力的 SAR 系统所成的图像通常具有较大的幅宽，如 IW 模




类型，如 X波段的 TerraSAR-X影像和 C波段的 Sentinel-1影像等，一种有效的途径就

































数据集 {zn ( RD}Nn=1，这里 N 和 D 分别为训练样本数量和特征维度。假设所需要预测
的极化目标参数为 y = {y1, · · · , yN }，这些数据集中的观测值可以看作是从一个联合高
斯分布中得到的采样点，这样的一个数据集可以用作高斯过程建模。通常在假设联合高
斯分布的均值处处为 0的情况下，模型表达式为
yn = f (zn) + *n (5–1)
其中，第 n个样本的噪声参数服从零均值方差为 $2n 的高斯分布，即 *n ) N(0,$2n)。
一般地，假设隐函数 f (z)服从均值为零的高斯分布，且隐含噪声为 *n，则高斯过
程可以通过下式建模
f (z) ) GP(m(z),k(z,z2)) (5–2)
其中，函数均值反映了所期望的隐函数在输入训练数据上的均值，它表示为 m(z) =
E[ f (z)]。通常情况下，为了防止运算复杂设置均值 m(z) = 0，这一般通过在所有观测数
据中减去均值来实现。协方差矩阵 k(z,z2) = E[( f (z) !m(z))( f (z2) !m(z2))]表示输入训练
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k(z,z2) = $2f exp(!
|z ! z2 |2
2#2 ) (5–3)






在遥感图像物理参数预测中具有很多成功的应用案例[140]。意大利 Yakoub Bazi 等人于
2008 年首次在高光谱图像分类中验证了高斯过程方法的有效性[141]，随后在文献 [142]
中将高斯过程方法用于多光谱、多源、以及高光谱等遥感图像分类，并且验证了高斯过
程用于多种遥感图像分类的性能优于支持向量机（Supportive Vector Machine, SVM）[143]
方法。之后，高斯过程模型被广泛应用于图像分类[144]、语义标注[145]、变化检测[146, 147]、
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5.3 基于高斯过程回归的物理散射类型提取
5.3.1 数据准备
本章研究所用到的参考数据来自德国宇航中心的高分辨率全极化 L 波段机载 F-
SAR 数据，图像尺寸沿方位向和距离向分别为 90,112 " 2,268 个像素。成像地点为德
国 Kaufbeuren地区 (地理位置大致在经度 10.62192度，纬度 47.88238度)，成像时间为
2016年 1月 21日。方位向和距离向的图像分辨率分别为 0.60米和 1.92米，像元大小分










极化 C波段 Sentinel-1影像。本文基于参考数据 L波段全极化 F-SAR数据，从源数据
TerraSAR-X和 Sentinel-1影像中（本章中共涉及到两种不同的源数据类型）提取具有物
理意义的地物散射类型。
第一个源数据来自德国宇航中心的 HH极化 Level 1B级 TerraSAR-X影像产品，该




别为 17,736" 6,940个像素大小。影像沿方位向和距离向的分辨率分别为 1.12米和 2.30





IW）Level-1影像。需要指出的是 SLC IW模式的 Sentinel-1影像需要事先经过子带拼接
得到宽幅整景 SAR图像。该影像与 F-SAR参考数据的成像时间差为 4天，这在很大程
度上保证了源数据与参考数据之间的地物后向散射特性的稳定性。源数据 Sentinel-1影
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大小分别为 13.9米和 9.2米，图像尺寸变为 13,118 " 17,147个像素大小。更多的影像
参数信息见表 5–1。
表 5–1实验数据的基本成像参数
Table 5–1 Parameters of the dataset being used in this study
传感器 F-SAR TerraSAR-X Sentinel-1
电磁波波段 L X C
雷达极化方式 HH, HV, VH, VV HH VH, VV
图像分辨率
(方位向/米 "距离向/米)
0.60 " 1.92 1.12 " 2.30 5 " 22
图像像元大小
(方位向/米 "距离向/米)
0.36 " 1.20 0.17 " 0.45 13.9 " 2.3
多视处理 (方位向 "距离向) 3 " 1 5 " 1 1 " 4
图像尺寸
(方位向/像素 "距离向/像素)
90,112 " 2,268 17,736 " 6,940 13,118 " 68,588
成像时间 (年/月/日) 2016/01/21 2015/02/26 2016/01/17
本章所讨论的具有物理意义的散射类型主要聚焦在多次散射、体散射和表面散射三
种主要的散射类型上。图像中的物理散射类型基于预测的极化熵和极化平均散射角，通
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化和双极化 SAR图像的极化特征提取、基于全极化 F-SAR影像的雷达极化物理散射类
型获取、高斯过程回归模型及核函数选择、极化参数及其置信度预测等。特别地，紫色










Figure 5–1 Overall workflow of the proposed method
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5.3.2.1 极化特征表示
在模型训练之前，本文从 SLC 格式的单/双极化 SAR 图像中提取极化特征。对于
HH单极化 TerraSAR-X数据，首先得到类协方差参数
Ctsx = E{|SHH |2} (5–4)
这里，| · |是指逐像素取绝对值运算，下角标 tsx表示 TerraSAR-X影像。
基于该参数表征，本章得到 HH极化 TerraSAR-X影像的极化特征，其具体的数学
计算公式可以表示为
ztsx = 10 · log Ctsx (5–5)
其中，log(·)是取对数运算。
对于双极化源数据，如 Sentinel-1影像的 VH和 VV极化方式，本文首先采用一个








C11 = E{|SVH |2} (5–7)
和
C22 = E{|SVV |2} (5–8)
非对角线元素表示为













10 · log C11





















信息，进而通过 H ! !极化分割平面得到其他探测波段 SAR图像中的物理散射类型。
为了解决该问题，本文首先基于参考数据和源数据的地理位置和成像时间重叠区
域，从源数据中通过高斯过程回归模型训练学习，预测得到 X波段和 C波段 SAR图像
中的极化参数信息（包括极化熵和极化散射角）。最后，本章基于所预测的极化参数，通
过 H ! !极化分割平面得到最终的物理散射类型。在具体的模型构建过程中，极化熵 H
和极化平均散射角 !均设置为高斯过程回归问题的目标参数 y（见 5.2.1部分）。
考虑到本章在研究过程中所涉及到的极化散射参数为连续数据，因而采用基于高斯












假设给定含噪训练数据集 D = {z,y}，本文期望能够通过后验概率 p( f |D) 较为精
确地预测到输入测试数据 z$ 所对应的极化参数值 y$。在高斯过程回归模型准备的过程
中，所有数据对之间的关系可以通过以下几个协方差矩阵进行关联。它们是训练数据之
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k(z1,z1) k(z1,z2) · · · k(z1,zN )












































定理 5.1 (高斯分布定理). 若两个集合变量 z1 和 z2 服从联合高斯分布，则条件分布
p(z1 |z2)服从高斯分布。
根据高斯过程理论可知，如果两个集合变量 z1 和 z2 服从联合高斯分布，则条件分
布 p(z1 |z2) 服从高斯分布。由上述推导以及定理 5.1可以得到模型预测输出的后验概率
为
p(y$ |z$,D) ) GP(y$ |µGP$,$2GP$) (5–16)
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其中，预测均值可以表示为
µGP$ = Kf$T(K! + $2IN )!1y = Kf$T" (5–17)
预测值的方差可以表示为
$GP$ = $
2 +K$$ !Kf$T(K! + $2IN )!1Kf$, (5–18)
从公式（5–17）的表达形式上看，预测均值可以从两个不同的角度做出解释。一方面，预







估计。一般采用最大化对数似然的方法实现。假设超参数集合 ! = {#,$2f ,$2n}，则相应
的对数似然函数可以表示为
log p(y |z,!) = !12y
TK!1y y !
1
2 log |Ky | !
N
2 log 2% (5–19)
其中，Ky = k(z,z!) + $2nI 是含噪输出 y的协方差函数，!12yTK!1y y项能够度量数据的
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示，图中橙色和红色框所标注的范围分别是 Sentinel-1 影像和 F-SAR 影像的覆盖范围。




过 Cloude的极化目标分解和 H ! !极化分割平面得到。
(a) F-SAR数据与 TerraSAR-X数据的覆盖范围 (b) F-SAR数据与 Sentinel-1数据的覆盖范围
图 5–2多种探测波段 SAR数据覆盖范围
Figure 5–2 Training data overlaps of the two pairs of SAR images with multiple-bandwidth.
5.4.2 基于 X波段 TerraSAR数据的物理散射类型提取
对于参考数据 F-SAR影像到源数据 TerraSAR-X影像的物理散射类型分析，本章也
是首先从多种探测波段的 SAR图像中参数映射中预测源数据的极化物理散射参数，然
后依据 Cloude的 H ! ! 极化分割平面预测源数据中的物理散射类型。本章将在重叠区
域中所采集的数据作为训练数据，具体是指从源数据中所获取的极化特征向量和从全极
化 SAR图像中获取的极化熵和极化平均散射角。然后，用这些采集的训练数据对训练
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(a)极化熵 (b)极化平均散射角
图 5–3 X波段 TerraSAR影像极化参数训练过程
Figure 5–3 Training process of polarimetric entropy and polarimetric alpha angle for X-band TerraSAR
image.




Figure 5–4 TerraSAR-X test image after logarithmic transformation
图 5–5展示了在 X波段 TerraSAR数据上的所预测的极化熵参数的均值和置信水平。
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其中，图 5–5a和图 5–5b分别表示 TerraSAR-X影像中极化熵的预测均值 Ĥ tsx和预测值的
置信水平 $tsxH 。在这两幅图中以及下文的预测结果中，高亮的颜色表示高的取值，暗色
表示相对较低的取值。
图 5–6展示了在 X 波段 TerraSAR 数据上的极化平均散射角参数均值和置信水平。
其中，图 5–6a和图 5–6b分别表示 TerraSAR-X影像中极化平均散射角的预测均值 !̂tsx和
预测值的置信水平 $tsx% 。在图 5–6a中高亮的颜色表示预测到的极化平均散射角值较大，
相反的情况预测到较低的极化平均散射角。图 5–6b中的高亮值表示相应预测均值的不
确定性较高，反之表示预测的不确定性较低。
基于高斯过程回归模型所预测的极化熵均值 Ĥ tsx和极化平均散射角 !̂tsx，本文依据
H ! !极化分割平面得到了 TerraSAR-X影像的物理散射类型。图 5–7所示为可视化的结
果，图中红、绿、蓝色分别表示图像中的多次散射、体散射和表面散射。这样，本文就
从单极化 X波段的 TerraSAR-X影像中得到了其所对应的物理散射类型信息。
5.4.3 基于 C波段 Sentinel-1数据的物理散射类型提取










的 Sentinel-1 影像上随机选取了一块 600 " 800 像素大小的图像块进行模型效果测试。
图 5–9所示为对数变换后的可视化 Sentinel-1影像，该影像共提供了 VH和 VV两种极
化方式。其中，图 5–9a和图 5–9b分别为 VH和 VV极化方式的 Sentinel-1影像。所覆盖
地物的基本结构信息能够较为完整地从可视化的 VH和 VV图像中观测到，并能够观测
到不同极化方式的 SAR图像对不同地物的后向散射强度差异。
图 5–10展示了从 C 波段 Sentinel-1 测试图像中所预测的极化熵参数的均值 Ĥsn 和
该参数所对应的置信水平 $̂snH。其中，图 5–10a和图 5–10b分别表示 Sentinel-1影像中极
化熵的预测均值 Ĥsn 和预测值的置信水平 $̂snH。在这两幅图中，高亮的颜色均表示较高
的取值，暗色均表示相对较低的取值。在图 5–10a中，高亮的颜色表示预测的极化熵值
— 91 —
第五章 多种探测波段下 SAR图像的物理散射类型提取 上海交通大学博士学位论文
(a)极化熵预测均值
(b)极化熵预测值的置信水平
图 5–5 X波段 TerraSAR数据上预测的极化熵均值和相应的置信水平
Figure 5–5 Predicted mean value of polarimetric entropy and the corresponding certainty level from a
TerraSAR-X image
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(a)极化 alpha角预测均值
(b)极化 alpha角置信水平
图 5–6 X波段 TerraSAR数据上模型预测的极化散射角均值及其对应的置信水平
Figure 5–6 Predicted mean value of polarimetric alpha angle and the corresponding certainty level from a
TerraSAR-X image
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图 5–7在 TerraSAR-X影像上的物理散射类型提取结果
Figure 5–7 Identification results of physical radar signatures on a TerraSAR-X image
(a)极化熵 (b)极化平均散射角
图 5–8基于 C波段 Sentinel-1影像的极化参数训练过程
Figure 5–8 Training process of polarimetric entropy and polarimetric alpha angle on Sentinel-1 data
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(a) 10 · log |SVH |2 (b) 10 · log |SVV |2
图 5–9通过对数变换可视化后的 C波段 Sentinel-1测试图像




图 5–10基于 C波段 Sentinel-1影像预测的极化熵均值和对应的置信水平
Figure 5–10 Predicted mean value of polarimetric entropy from a C-band Sentinel-1 image and the
corresponding certainty level
图 5–11展示了从 C 波段 Sentinel-1 测试图像中所预测的极化平均散射角参数均值
和置信水平。其中，图 5–11a和图 5–11b分别表示 TerraSAR-X影像中极化平均散射角的
预测均值 !̂sn 和预测值的置信水平 $sn%。高亮的颜色表示高的取值，暗色表示相对较低
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的取值。
(a)极化 alpha角预测均值 (b)极化 alpha角置信水平
图 5–11基于 C波段 Sentinel-1影像预测的极化散射角均值和对应的置信水平
Figure 5–11 Predicted mean value of polarimetric alpha angle from a C-band Sentinel-1 image and the
corresponding certainty level
基于预测的极化熵均值 Ĥsn和极化散射角均值 !̂sn，本节依据 Cloude极化目标分解
方法和 H !!极化分割平面得到了 C波段 Sentinel-1测试图像的雷达极化物理散射类型。
图 5–12所示为所预测的结果。从图中能够看到所预测的雷达极化物理散射类型能够基
本反映图像所对应的地物结构信息。
图 5–12在 C波段 Sentinel-1影像上的物理散射类型识别结果
Figure 5–12 Identification of physical radar signatures from a C-band Sentinel-1 image
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5.4.4 验证模型的泛化性能
为了验证模型的泛化性能，本文随机选取一景中国上海地区 2018 年 11 月 1 日获
取的 C波段双极化 Sentinel-1影像，并从多视处理后的影像中截取地物结构较为复杂的
800 " 1000像素大小的图像块作为测试图像。所用的 IW模式 SLC格式影像经过子带拼
接和图像多视等预处理，并提取图像的极化特征。图 5–13直观地展示了经过对数变换
后的可视化图像。其中，图 5–13a和图 5–13b分别表示 VH和 VV极化方式的图像。这
两幅可视化的图像能够比较清晰地给出地物目标的结构信息以及两种不同极化方式下
的图像对不同地物目标的后向散射差异。
基于 5.4.3中 L波段参考数据 F-SAR影像和 C波段源数据 Sentinel-1影像所训练的
















线性映射。实验过程中所用的参考数据来自德国 Kaufbeuren地区的 L波段 F-SAR影像，
源数据来自德国宇航中心的 X波段 TerraSAR-X影像和欧空局的 C波段 Sentinel-1影像。
所训练模型的泛化性能在一幅任意选取的 C波段 Sentinel-1影像上得到验证。
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(a) 10 · log |SVH |2
(b) 10 · log |SVV |2
图 5–13 C波段宽幅 Sentinel-1影像的可视化
Figure 5–13 C-band wide-swath Sentinel-1 test image
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图 5–14在 Sentinel-1影像上的物理散射类型识别结果，测试图像尺寸为 800 " 1000个像素。红色：
多次散射，绿色：体散射，蓝色：表面散射。
Figure 5–14 Identification of physical radar signatures on a Sentinel-1 image. The image size shown in this




































































Table 6–1 Major Chinese Cities Investigated in This Study





































































(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
(k) (l) (m) (n) (o)





Figure 6–3 Optical examples and their corresponding SAR examples for each category. The first row and the
second row show optical and SAR examples of skyscraper, dense and low-rise residential buildings,
high-rise buildings, villas, and general residential areas, respectively. The third row and the fourth row show
optical and SAR examples of industrial storage areas, airports, railways, highways, and vegetation,




































步骤 7: 光学和 SAR图像配准。
本章通过光学标注所保存的 shapefile地理位置信息并结合人工目视判读，实现影像
中光学图像和 SAR图像的精细配准。在配准之前，本章需要用 SNAP工具包打开所要








Figure 6–4 Workflow of compiling the OpenSARUrban dataset













向分别为 100 " 100像素大小。
图 6–5重叠面积计算方法











与 Sentinel-1 影像的数据格式保持一致，原始数据保存为 32 位数据格式。考虑到
GRD格式数据的特定形式，原始数据共由两个通道组成，每个通道保存了一种极化方
式。基于原始数据，本章做了数据增强以生成 8位 UINT8格式的灰度图，该版本数据
包括 VH和 VV两种极化方式下的 UINT8格式。图 6–7展示了每种地物类型下 VH极化
和 VV极化方式的 UINT8格式切片。本章通过 SNAP工具包生成辐射校正图像，并结
合标注信息生成了特定地物类型的辐射校正 SAR切片。辐射校正图像中的数值表征了
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Figure 6–7 Image patches for each category with UINT8 format. The first row shows VH-polarized
examples of skyscrapers, general residential areas, high-rise building blocks, dense and low-rise residential
areas, and villas; The second row shows the corresponding VV-polarized examples; The third row displays
VH-polarized data of airports, railways, highways, industrial storage areas, and vegetated areas; The fourth








Figure 6–8 Dataset distributions among di"erent cities. Di"erently colored bars represent the number of








































































(a) VH极化方式 (b) VV极化方式
图 6–10 OpenSARUrban测试库流形可视化结果
Figure 6–10 Urban target visualization of the OpenSARUrban dataset
6.5.1 验证算法与实验设置
评估测试库质量的图像分类算法包括 SAR图像分类问题中的经典算法和当前主流
的卷积神经网络算法。经典 SAR 图像分类算法采用基于特征提取结合线性 SVM 的方
法。图像特征提取算法来自局部二值模式方法（Local Binary Patterns, LBPs）[173]、LogGa-
bor（Logrithmic Gabor）方法[174]、Gabor方法[175]、Weber局部描述子方法（Weber Local
Descriptor, WLD）[176]、方向梯度直方图（Histogram of Oriented Gradient, HoG）算法[177]
和主成分分析算法（Principle Component Analysis, PCA）[178]。其中，Gabor和 LogGabor


















充模型训练样本。另外，该图像分类任务对于 VH 极化方式和 VV 极化方式的训练和
测试过程完全相同。本章图像分类任务的评价指标采用总体准确率（Overall Accuracy,
OA）[183, 184]和混淆矩阵（Confusion Matrix）[32, 33]。
6.5.2 测试库分类整体性能评价
基于以上算法设置与评价标准，对 OpenSARUrban测试库采用不同分类算法所得的
























Figure 6–11 Overall classification accuracy of the whole dataset with di"erent method






基于人工设计特征 LBP 和线性 SVM 方法的测试库图像分类结果中的混淆矩阵如











(a) VH (b) VV
图 6–12基于 VGG19网络的不同极化方式测试库分类混淆矩阵
Figure 6–12 Confusion matrices by VGG19 when classifying the whole dataset
(a) VH (b) VV
图 6–13基于 LBP特征的不同极化方式测试库分类混淆矩阵






图像、沿方位向和距离向样本尺寸为 100 " 100个像素大小的 SAR图像测试库。在该测
试库中，每个 SAR图像切片保存了面向不同应用需求的 4种数据格式（分别是 32位原
始数据、辐射校正数据、UINT8格式灰度图和伪彩色图像）、2种不同的极化方式（分


















































4. 在海量 SAR图像数据快速发展的背景下，本文针对中低分辨率 SAR图像地物测
试库匮乏的问题，在预定义的精细化两级城区类别标注体系基础上，构建了一
个包含 33,358个样本的 SAR图像地物精细化解译测试库 OpenSARUrban。测试
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