Decision support system for contractor pre-qualification : artificial neural network model by Lam, K.C. et al.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
QUT Digital Repository:  
http://eprints.qut.edu.au/ 
 
Lam, K.C. and Ng, S. T. and Hu, T. and Skitmore, M. (2000) Decision support 
system for contractor pre-qualification : artificial neural network model. 
Engineering, Construction and Architectural Management, 7(3). pp. 251-266. 
           
     ©  Copyright 2000 Emerald Group Publishing Ltd 
 1
DECISION SUPPORT SYSTEM FOR CONTRACTOR PRE-QUALIFICATION  
ARTIFICIAL NEURAL NETWORK MODEL  
Lam, K. C.∗; Ng, S. Thomas+; Hu, Tiesong++; Skitmore, Martin **; and Cheung, S. O. ∗ 
*Department of Building and Construction, City University of Hong Kong, Hong Kong 
+Department of Civil Engineering, The University of Hong Kong, Hong Kong 
++Department of Hydraulic Engineering, Wuhan University of Hydraulic and Electric Engineering, China 
**School of Construction Management & property, Queensland University of Technology 
 
ABSTRACT 
The selection criteria for contractor pre-qualification are characterized by the co-existence 
of both quantitative and qualitative data. The qualitative data is non-linear, uncertain and 
imprecise. An ideal decision support system for contractor pre-qualification should have 
the ability of handling both quantitative and qualitative data, and of mapping the 
complicated nonlinear relationship of the selection criteria, such that rational and 
consistent decisions can be made. In this research paper, an artificial neural network model 
was developed to assist public clients identifying suitable contractors for tendering. The 
pre-qualification criteria (variables) were identified for the model. One hundred and twelve 
real pre-qualification cases were collected from civil engineering projects in Hong Kong, 
and eighty-eight hypothetical pre-qualification cases were also generated according to the 
“If-then” rules used by professionals in the pre-qualification process. The results of the 
analysis totally comply with current practice (public developers in Hong Kong). Each pre-
qualification case consisted of input ratings for candidate contractors’ attributes and their 
corresponding pre-qualification decisions. The training of the neural network model was 
accomplished by using the developed program, in which a conjugate gradient descent 
algorithm was incorporated for improving the learning performance of the network. Cross-
validation was applied to estimate the generalization errors based on the “re-sampling” of 
training pairs. The case studies show that the artificial neural network model is suitable for 
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mapping the complicated nonlinear relationship between contractors’ attributes and their 
corresponding pre-qualification (disqualification) decisions. The artificial neural network 
model can be concluded as an ideal alternative for performing the contractor pre-
qualification task. 
 
KEY WORDS: contractor pre-qualification, artificial neural network, conjugated gradient 
descent algorithm, decision support system  
 
INTRODUCTION 
Contractor pre-qualification is a process to evaluate candidate contractors' ability to complete a 
contract satisfactorily before they are admitted into the bidding process. The current practice of 
pre-qualification is that, by exercising the accumulated experience and judgement in assessing 
a given set of criteria (input variables), such as reputation, past performance, financial stability, 
current workload, firm’s resource capacity, experience records, and technical expertise, 
decision-makers draw a conclusion regarding the qualification or disqualification (output 
variables) of each contractor. The uncertainty, nonlinearity, imprecision, subjectiveness and 
the lack of experience and knowledge within the process make the task challenging.  
 
Contractor pre-qualification decision-making is a nonlinear two-group classification problem. 
Commonly used models can be classified into two broad categories: linear and nonlinear 
models. Based on the assumption of additivity of the model’s decision parameters and the 
linearity between the input variables and the output variables, Russell and Skibniewski (1990) 
developed a linear model, Qualifier-1, for contractor pre-qualification. Several variations of 
linear model (Russell 1992, Holt et al. 1994, and Tam and Harris 1996) that permit multiple 
ratings, such as Project Evaluation Review Technique (PERT) (Hatush and Skitmore 1997), 
have been explored for contractor pre-qualification and selection. Linear models incorporating 
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multiple ratings provide an improvement over the linear models in that they permit the 
decision-maker to account for imprecision and uncertainty associated with the data submitted 
by the contractor, and the client’s subjective evaluation of these data. However, the 
relationship between contractor attributes and the corresponding pre-qualification decisions is 
nonlinear in nature. Frequently, for example, very good client/contractor relationships, cannot 
compensate any past failures. Multi-attribute utility theory, fuzzy set, statistical models, case-
based reasoning (CBR) and knowledge-based expert systems (Qualifer-2) were adopted by 
many researchers to aid the client in dealing with the inherited nonlinearity, uncertainty and 
imprecision involved in the process of contractor prequalification and selection (Diekmann 
1981, Nguyen 1985, Juang et al. 1987, Russell et al. 1990, Tam and Harris 1996, Ng and 
Smith 1997, Hatush and Skitmore 1998). Each proposed alternative has its own advantages 
and disadvantages in its practical application. For example, it is difficult to determine the term 
membership function for contractor pre-qualification criteria while applying fuzzy set theory. 
It is also hard to retrieve the public client’s preference via utility function by using the multi-
attribute utility theory, even though these alternatives allow the decision-maker to account for 
nonlinearity, uncertainty and qualitative data in a contractors’ performance. Most of the linear 
models are “analytic” models, in which aggregate weighted ratings are rank-ordered, whereas 
models capable of handling nonlinearity and uncertainty are “inference” models, in which 
reasoning techniques are used to drive the pre-qualification decisions. Backward-chaining 
inference mechanism, fuzzy reasoning and case-based reasoning are the generally applied 
methodologies in the “reference” models. Of course, a technique embracing the advantages of 
linear models and the inference capability of nonlinear models would be more suitable for 
contractor pre-qualification. It is this intention that motivates the authors to propose a neural 
network model for contractor pre-qualification.  
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Moreover, there has been no commensurate improvement in the “success” rate of construction 
projects though many methods mentioned above for contractor pre-qualification have been 
developed (Hatush and Skitmore 1998). The evidence to date suggests that extensive delays in 
the planned schedule, serious quality problems, cost overruns and an increased number of 
claims and litigation are frequently encountered. To improve this situation, further methods are 
being sought to improve the current practices of contractor pre-qualification.  
 
An artificial neural network (ANN) is a distinctively parallel distributed processor that has a 
natural propensity for storing the experimental knowledge and making it available for use. It 
has been successfully applied in a number of diverse fields including pattern classification, 
forecasting and optimization. Its applications in construction cover a range of topics such as 
predicting the adoption potential of new construction technology (Chao and Skibniewksi 
1993), estimating construction costs and markup estimation (Moselhi et al. 1991, Hegazy and 
Moselhhi 1994), forecasting construction productivity (Chao and Skibniewksi 1993) and 
predicting the outcome of construction litigation. However, an extensive literature review 
indicates that rare previous works have been done to examine the potential of applying ANN to 
contractor pre-qualification. This paper is concerned with the development of a neural network 
model for contractor pre-qualification. The objective is to evaluate the suitability of using the 
ANN technique for contractor pre-qualification and selection. Comparisons are made between 
the performance of different ANN structures. 
 
In the next section, a brief review of ANN characteristics along with the theoretical 
background of the back-propagation algorithm and the conjugate gradient descent algorithm 
are presented. Several issues associated with the use of ANN, including rescaling contractor 
attributes, generating pre-qualification cases, determining network structure and the case study 
are described in later sections. 
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ARTIFICIAL NEURAL NETWORKS 
ANN Characteristics 
Inspired by biological systems, especially by research into the human brain, ANNs are able to 
learn from, and generalize from, experience through dense interconnections of simple 
computational elements. ANNs offer valuable characteristics unavailable elsewhere. The main 
characteristics motivating the authors to apply ANNs for contractor pre-qualification are as 
follows:  
 
i. ANNs are data-driven self-adaptive methods in that there are a few a priori 
assumptions about the models for problems under study. When developing an ANN 
model, the statistical distribution of the data need not be known and non-stationarities 
in the data are implicitly accounted for by the internal structure of the ANNs (Mailer 
and Dandy 1996) as opposed to the assumption of normal distribution adopted by the 
PERT approach in contractor pre-qualification (Hatush and Skitmore 1997).  
 
ii. ANNs are nonlinear, and suitable for analysing the non-linear relationship between the 
output variables (qualification and disqualification decisions) and input variables 
(contractor performance factors).  
 
iii. ANNs can be generalized. Generalization refers to the ability of a neural network to 
correctly process input data that is not part of the data used to train the network. After 
learning from the data presented to them (a sample), ANNs can often correctly infer 
the unseen part of a population, even if the sample data contain noisy information. 
This is common in contractor pre-qualification because one cannot exclude the cases 
in which some ratings, weightings and other form of priorities, given by the same 
industrial professional or different professionals are in total conflict with each other.  
 6
The Multi-layer Feed-forward Neural Network 
Many kinds of neural network models can be used for contractor pre-qualification, such as the 
Back-Propagation Neural Network (BPN), the Radial Basis Function Network (RBFN), the 
Self-Organizing Feature Map (SOM) and Adaptive Resonance Theory (ART). The first two 
neural networks apply supervised learning methods, in which training pairs with both input 
variables and the correspondent output variables must be given. The other two neural networks 
are unsupervised learning neural networks, in which output variables are not required for 
classification purposes. This paper is mainly concerned with the application of BPN, which is 
the most popular and widely used network paradigm in many applications.  
 
A neural network is made up of a number of computational elements, known as neurons, each 
of which is connected to other neurons. Each neuron receives an array of inputs and produces 
only one output, and the transformation of the inputs to output is known as the neuron transfer 
function (or activation function). A wide variety of neuron transfer functions, such as linear 
function, logistic function and radial basis function exist which give rise to different kinds of 
neural networks. The output of a neuron can either be a final network output or otherwise be 
transmitted through the neuron output connection paths to contribute to the input array of other 
neurons. The complexity of the neural network comes from the interaction of many neurons in 
the net, even though each has a simple transfer function.  
 
A multi-layer feed-forward neural network consists of the input layer (hidden layers) which 
constitutes a number of sensory units, the output layer and a series of intermediate layers 
between the input and the output layers. In the feed-forward neural network, information 
passes in one direction only (i.e., from the neurons of a layer to the neurons of the succeeding 
layer). Thus, all input to one particular neuron must come from the preceding layer, and these 
unidirectional connection strengths are known as weights. The main role of the neurons of the 
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input layer is to relay all of the external inputs to each of the neurons of the next layer. Thus 
the transfer function of the neurons of the input layer generally used is called the identity 
function, which means the output of an input layer neuron is equal to its external input. Hidden 
layers add a degree of flexibility to the performance of the neural network and to the internal 
representation of the problem under consideration. This, in most cases, considerably enhances 
the capability of the network to deal robustly and efficiently with inherently complex nonlinear 
relations (Medsker 1994). The final output array that represents the response of the network to 
the external input array is generated by the neurons of the output layer. However, the output 
array of neurons of the output layer may not be identical with the actual output array. Based on 
the minimization of the square of this difference, a gradient descent procedure known as 
generalized error Back-propagation Network (BPN) was developed for training (i.e., 
calibrating) the multi-layer feed-forward neural network. Hence, these kinds of neural 
networks are also known as back-propagation networks.  
 
In a three-layer feed-forward neural network for contractor pre-qualification, the numbers 
of neurons in the input layer, the hidden layer and the output layer are denoted by 
321 ,, NNN , respectively. The error-back-propagation consists of two phases: a forward 
phase and a backward phase. In the forward phase, an activity pattern is applied to the 
input layer and its effect is propagated through the network from the input layer to the 
hidden layer and then to the output layer. The activity at a neuron is computed as the 
weighted sum of the outputs of the neurons of the previous layer. This process can be 
expressed by the following equations (Hu 1997): 
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where FS , jikj ww  are the connection strength (Weight) between neuron k  of the output layer 
and neuron j of the hidden layer, and between neuron j of the hidden layer and neuron i of 
the input layer, respectively. Note that the weight in the context of the neural network is 
totally different from that in the context of contractor pre-qualification models.  HO , jk θθ  are 
the bias of the unit k and j. pipjpk OIOHOO ,,  are the output produced by the unit k, j, i 
corresponding to the pth training pattern. I pi  is the ith input in the input layer for pth input 
pattern. )(⋅f denotes the selected neuron transfer function for the neurons of the hidden 
layer and the output layer. One of the most popular transfer functions used in neural 
network studies, and also used in the present study, is the logistic function of the form 
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ANN learns about its environment through an iterative procedure known as “training,” 
which in turn adjusts the parameters (connection weights and the neuron threshold) of the 
network. The goal of BP network training is to minimize the sum of the squares of the 
errors between the modeled outputs ( pkOO ) and the corresponding desired known outputs 
( pkT ), which can be expressed as the following optimization problem: 
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By using gradient descent methods, the backward phase of error-propagation can be 
expressed as: 
∑+=+
p
pypxxyxy OnWnW δη)()1(                                  (4) 
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p
pxxx nn δηθθ )()1(                                            (5) 
Where )(nWxy  denotes )(or  )( nWnW FjiSkj , which means the connection strength 
between two neurons x and y of two different layers at the iteration step n. η  is the 
learning rate which takes a constant and must be pre-specified before training the network. 
pyO  generally represents pipjpk OIOHOO ,, , which is the output of any neurons in any of 
the three layers. )(nxθ is HO , jk θθ  in the iteration step n. pxδ  can be expressed by the 
following equations, which depend on the layer to which neuron x belongs. If x is a neuron 
of the output layer, then we have 
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x′  is a neuron of the output layer if x represent a neuron in the hidden layer and x′  is a 
neuron of the hidden layer if x represent a neuron in the input layer. For the purpose of 
improving the learning performance of BPN, the following equations are often used for the 
training of BPN instead of using Equations 4 to 5 
∑ ∆⋅+=+∆
p
xypypxxy nWOnW )()1( αδη                            (8) 
)()1( nn x
p
pxx θαδηθ ∆⋅+−=+∆ ∑                                   (9) 
Whereα is a momentum rate just like parameter η . )(   )( nandnW xxy θ∆∆ can be expressed 
as 
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From the above equations, we can see the back-propagation process of the error between 
the output of the neural network and the actual output of the training pair, )( Opkpk OT − , that 
propagates from the output layer to the input layer in contrast with the direction of the 
information passing through from input layer to the output layer in Equation 1.  
 
From Equations 8 to 11 the training of the above neural network gets much slower when 
the gradient approximates to a very small value, and it is time-consuming. In order to 
speed up the training while the gradient vectors lessened, a conjugate gradient descent was 
adopted in this situation because of the capability of the conjugate gradient descent method 
to cope with this problem.  
 
Let us define vector Y as all the variables of the BPN network 
), ),( , )(( HO jkFjiSkj nWnWY θθ=                                             (12) 
Thus, the following Gradient vector G(Y) and the Hessian matrix H(Y) can be calculated 
according to Equations 1 to 3  
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The conjugated gradient descent method used in this paper can be expressed by the 
following equations 
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Where n represents the number of training steps. The algorithm was programmed into 
Fortran language.  
 
CASE STUDY 
Identifying Contractor Pre-qualification Criteria  
Previous research on contractor pre-qualification (Russell and Skibniewski 1988, Holt et 
al. 1994, Ng and Skitmore 1999, and Hatush and Skitmore 1997) and a wide variety of 
criteria have been proposed to date both for contractor pre-qualification and for contractor 
selection. Criteria for pre-qualification may differ from that of selection. Criteria for pre-
qualification may differ from each other since the characteristics of the project and 
contractor are distinct and dynamic. However, there are some common characteristics of 
contractor pre-qualification in spite of different public clients and projects. All projects 
have a reasonable cost, require a reasonable quality, within a reasonable time and with 
reasonable security (Masterman 1994). Research findings to date indicate that the most 
common criteria considered during the pre-qualification and bid process are those 
pertaining to financial soundness, technical ability, management capability, and the health 
and safety performance of contractors (Hatush and Skitmore 1997). Based on the pre-
qualification procedures for Civil Engineering projects in Hong Kong and guided by 
previous research studies, the main criteria and sub-criteria for contractor pre-qualification 
for the present study are identified and presented in Table 1. 
 
 
 
Table 1 Main Criteria and Sub-criteria for Contractor Prequalification 
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Quantifying and Rescaling of Contractor Performance Characteristics Vector  
Generally, the methods of evaluating a contractor’s attributes by construction professionals 
are linguistic in nature, such as good, fair or poor, which are subsequently subjected to 
quantification for further application. A number of procedures can be employed for this 
assignment. Based on comparative evaluations given by construction professionals, the 
Analytical Hierarchical Process (AHP) method can be applied, and the normalized 
eigenvalues of a comparison matrix used to represent the linguistic evaluation results. For 
details of the AHP method, see Satty (1980). Another way for the quantification of the 
contractor performance characteristics vector is to apply fuzzy set theory to determine the 
membership functions (Lam 1998 & 1999). Different quantification methods may result in 
slightly different pre-qualification input ratings. Since the main focus of this study is not 
on attitude quantification methods, a point score system is adopted in this paper based on 
the common practice in Hong Kong (Table 2). It is a similar system to that reported as 
being used by clients (Spiegel 1980) and researchers (Hatush and Skitmore 1998).  
 
 
 
 
For speeding up the training process and improving the generalization performance of the 
neural network, the following linear function was adopted for re-scaling contractor 
performance characteristics 
ii
ii
i
XX
XX
X
minmax
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−
−
=                                                 (18) 
where iX is the ith re-scaled contractor performance attribute, iX  being the original 
contractor attribute. iX max  and 
iX min are the maximum and the minimum value of contractor 
Table 2 The Point Score System 
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attributes evaluated by a construction expert, respectively. Based on the comments given 
by an expert, the point-score system in Table 2 and Equation 12, each attribute of the 
candidate contractor can be transformed into the range of 0.0 to 1.0. The output values of 
training pairs were assigned 0 or 1, for the pre-qualification decision belongs to the binary 
classification, where 0 indicates the candidate contractor was disqualified and 1 indicates 
the candidate was qualified for the project. However, (0.05, 0.95) were assigned for 
disqualification and qualification, respectively instead of (0, 1) for the reason stated above. 
It also can be seen that the derivatives of the logistic function outside of the range are 
generally very small and the learning speed is very slow. This transformation can be 
expressed as: 
05.09.0 +=′ pqddpq                                               (19) 
where dpq ′  is the converted pre-qualification decision output, pqd being the original 
output (0,1) 
 
Constructing the Training Set  
The training set is the “environment” supplied to the neural network, from which the 
neural network can learn and perform the mapping of the relationship between the 
contractors’ performance vector and the pre-qualification decisions. The BPN are trained 
and the connection weights and thresholds of the neural network are calibrated. Therefore, 
the generalization performance of the neural network depends greatly upon the training set 
supplied, even though the neural network is capable of generalizing from experiences. 
From this point of view, the supply of enough training pairs for the BPN model parameters 
is calibrated, especially those actual contractor pre-qualification cases in which pre-
qualification decisions had been practically verified rather than those cases with which we 
are not sure if the clients’ pre-qualification decisions are correct. That means it is better to 
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choose those pre-qualification cases in which the candidate contractor has successfully 
executed the contract, or those cases where the candidate contractor has failed in achieving 
the original goals of the contract after being pre-qualified. Furthermore, it is desirable to 
have better distribution of training pairs that cover as many scenarios as possible, than to 
have one scenario case dominate all others. This would deteriorate the generalization 
performance of the neural network model. The training patterns used for this study are 
constructed mainly in two ways.  
 
First, it is compiled from actual pre-qualification statements of civil engineering projects in 
Hong Kong. One hundred and twelve cases related to fourteen public owner projects 
initiated in the past five years were collected for the study, each of which has the 
contractors’ performance vector and its corresponding pre-qualification decisions. In order 
to make full use of the available cases collected, five construction experts with extensive 
experience (most of them from developers, and public clients) in pre-qualification were 
invited to further evaluate these 112 contractors’ specific attributes. The different 
characteristics of projects can be handled in neural network models by applying different 
training sets in the calibration process when collected enough pre-qualification cases have 
been collected. A neural network cannot learn project-specific knowledge unless this 
“environment” is supplied. Ten out of the one hundred and twelve real pre-qualification 
cases, in which contractor attributes and pre-qualification decisions have been quantified, 
are shown in Table 3. Note that the last row of Table 3 is the corresponding pre-
qualification decisions for the ten cases, in which PQD stands for pre-qualification 
decisions. 
 
Table 3 Partial List of Real Pre-qualification Cases 
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Second, a variety of hypothetical pre-qualification cases were generated by the authors 
according to the opinions of experts in contractor pre-qualification and also to the current 
regulations and practice. Though these pre-qualification cases are not real cases, they were 
endorsed by industrial professionals. For example, contractors may be disqualified in the 
preliminary stage of the pre-qualification process if some preliminary criteria are not 
satisfied. Thus, they do not deserve further consideration in this situation. Such rules can 
be illustrated as follows (Russell et al. 1990, Ng et al. 1998): 
 Sample Rule 1: 
 If  type of past projects ≠ project type 
 Then    prequalification decision = disqualify. 
Explanation: “The contractor does not have experience with this type of project” 
 
 Sample Rule 2: 
 If past performance of contractor and quality = poor 
 Then prequalification decision = disqualify. 
 Explanation: “past negative performance could be expected to be repeated” 
 
Based on these rules, as adopted in current contractor pre-qualification practice, a lot of 
hypothetical pre-qualification cases were generated for the training of the neural network. 
Improving the generalization performance of the neural network and rendering the neural 
network capable of making inferences are the two main purposes of producing these 
hypothetical cases. On the other hand, it is not an easy task to collect sufficient real pre-
qualification cases, and the calibration of the neural network model would become ill-
structured if insufficient cases were supplied, because many parameters of the neural 
network model exist. The generated hypothetical cases would improve generalization 
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performance of the neural network for the increase of the number of training pairs, as is 
shown later in the study. In addition, these hypothetical cases, along with a few real cases 
give the neural network an “environment” which allows it the ability to infer more 
accurately. These cases were produced by assuming that there are different candidate 
contractors who have no experience with this type of project and their other attributes are 
quite different from each other. Their performance vectors and corresponding pre-
qualification (disqualification) decisions become the hypothetical pre-qualification cases 
presented to the neural network for training purposes. Eighty-eight hypothetical cases of 
this kind are generated in this study. Table 4 gives a partial list of the sample hypothetical 
pre-qualification cases. In Table 4, note that the input ratings for PPQ or PSC of the ten 
candidate contractors are all very low and they were all disqualified in the contractor pre-
qualification.  
 
 
 
Determining the Network Structure 
To determine the network structure means to decide how many layers and how many units 
in each layer are selected for study. Network structure affects both the learning 
performance and the generalization performance of the network. It is the hidden nodes in 
the hidden layers that allow neural networks to detect the feature, to capture the pattern in 
the data, and to perform complicated nonlinear mapping between contractor pre-
qualification criteria and pre-qualification decisions. The selection of these parameters is 
basically problem-dependent. A wide variety of research projects have been done in 
choosing these parameters. Several rules of thumb methods have also been proposed, such 
as the pruning algorithm (Sietsman and Dow 1988), the polynominal time algorithm (Roy 
Table 4 Partial List of Hypothetical Pre-qualification Cases 
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et al. 1993), the canonical decomposition technique (Wang et al. 1994) and the network 
information criteria (Murata et al. 1994) for finding the optimal architecture of neural 
network. The use of one hidden layer is generally applied and recommended in particular 
for preliminary studies. Naturally, the use of additional hidden layers substantially 
increases the number of parameters to be estimated and the corresponding training pairs 
have to be increased, too. Such an increase in the number of parameters may slow down 
the calibration process (Masters 1993) without substantially improving the efficiency of 
the network. A single hidden layer was adopted in this study. 
 
The next step in determining network structure is to decide how many units are used in 
each layer. Generally, the number of units in the input layer could be determined according 
to the number of contractor pre-qualification criteria. The number of units in the output 
layer is one, since pre-qualification decisions belong to binary classification. Thus, the 
remaining focus is on the determination of the appropriate number of neurons in the 
hidden layer. The determination of the appropriate number of neurons in the hidden layer 
is important for the success of the neural network. If the architecture is too large, the 
network may not converge during training, or it may over-fit the data and memorize the 
pre-qualification cases rather than generalize them. There is a danger of fitting noise in the 
calibrating data set with no significant improvement in generalization or even a drop in 
efficiency in the verification period. On the other hand, if the network is too small it may 
not have sufficient degrees of freedom to correctly learn the underlying mapping between 
contractor pre-qualification criteria and pre-qualification decisions. Some guidelines and 
criteria (e.g., the Schwartz Information Criterion (SIC) and the Akaike's Information 
Criterion (AIC)) have been proposed in deciding the networks’ hidden layer structure. 
Lachtermacher and Fuller (1995) give a heuristic constraint on the number of hidden 
 18 
nodes. In the case of the popular one hidden layer network, several practical guidelines 
exist. These include using “ 12 +n ” (Lippmann 1987, Hecht-Nielsen 1990), “2n” (Wong 
1991), “n” (Tang and Fishwick 1993), “n/2”(Kang 1991), where n is the number of input 
nodes. However, the authors are not aware of any well-defined algorithm that can 
automatically determine the optimal number of nodes in hidden layers. 
 
The most common way of determining the number of hidden nodes is via experiments or 
trial-and-error based on a total error criterion, such as was used in the present research. 
Impacts of the number of hidden nodes on the efficiency of the neural network model are 
simulated in the following analysis. Figure 1 shows the inputs and outputs for the neural 
network and the network structure. The left column is the contractor's performance 
attributes input into the neural network. The solid lines between nodes of different layers 
represent their connections. Once the neural network is trained, each contractor's attributes 
are propagated through the input layer to the output layer, and their grades, as calculated 
by the network, are produced for support of the client's selection of suitable contractors. A 
name-list could also be produced in accordance with the contractor's grades. 
 
 
 
Training and Validating the Network  
The above described neural network model was applied for a public client in selecting the 
most appropriate bidders for particular projects in Hong Kong, to test its applicability. The 
training of the neural network was accomplished by using one hundred and twelve pre-
qualification cases collected from previous pre-qualification efforts by construction 
Figure 1 Schematic Diagram of the ANN for Contractor Prequalification 
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professionals in Hong Kong.  The procedures for network training and validating are 
shown in Figure 2. 
 
 
 
Before applying the neural network model for case study, several numerical criteria are 
chosen for the training and validating evaluation. They are Average Error (AE), Maximum 
Relative Error (MRE) and the 2R  efficiency. These are given by the following equations: 
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Where p is the number of training pairs and P is the total number of training or testing 
pairs. Dppqd  and 
N
ppqd are the desired pre-qualification decision and pre-qualification 
decision computed by the neural network for the training pair p, respectively. pqd  is the 
mean value of pre-qualification decisions. One can see from the above equations that the 
lower the values for AE and MRE, the better the model efficiency is, and the higher the 
value of R2, the better the model efficiency is. (The ideal values of the AE and MRE are 
zero, in which case the value the R2 model efficiency index is unity) 
 
Figure 2 Flow Diagram of ANN Training and Validating 
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Because it is difficult to obtain pre-qualification cases, a cross-validation method was 
applied for choosing appropriate neural network architecture and verifying the suggested 
neural network approach for contractor pre-qualification. Based on the one hundred and 
twelve true pre-qualification cases and eighty-eight hypothetical pre-qualification cases, 
the training and validation of neural network models, whose hidden nodes range from 
eight to twenty-seven were conducted by ten-fold cross-validation experiments. One 
hundred and eighty training pairs were used to train the neural network model for each of 
the twenty sets. Cross-validation analysis results indicated that the most appropriate 
number of hidden nodes is sixteen, based on error criteria AE and R2. The results of the 
training of the neural network with sixteen hidden nodes, indicated by the three numerical 
criteria defined in the above equations, are shown in columns two to four of Table 5. The 
performance vectors of the corresponding unseen twenty contractors are propagated 
through the trained neural network to produce pre-qualification decisions for the unseen 
twenty contractors. These pre-qualification decisions suggested by the neural network are 
compared with the target decision values in the constructed testing pairs via AE, MRE and 
R2, which are shown in columns five through seven of Table 5, respectively. Other training 
and verifying results of the neural networks, with different numbers of hidden nodes, are 
shown in Figures 3 and 4. 
 
 
 
 
 
 
 
Table 5 BPN Training and Validation Results with 16 Hidden Nodes 
Figure 3 Variation in the Model Efficiency with Change of Hidden Nodes 
Figure 4 Comparison of the Model Efficiency between with and without the Hypothetical 
Prequalification Cases 
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It can be seen from columns two to four of Table 5 that the trained neural network 
performs the complicated nonlinear mapping between the contractor pre-qualification 
criteria and pre-qualification decisions using the training data satisfactorily with an R2 of 
98.78 and AE of 2.78. The applicability and the efficiency of the neural network model are 
reflected by the three error criteria in columns five through seven. Out of the total 200 test 
pairs (twenty pairs in each set), the maximum error only reaches 32.76% and the average 
AE and R2 over the twenty sets is 5.33% and 97.17, reflecting the convincing ability of the 
neural network to perform contractor pre-qualification. The results also show that the 
trained neural network is capable of making inferences (i.e. contractors would be 
disqualified in the preliminary stage of the pre-qualification process if the contractor did 
not have experience with this type of project).  
 
To further illustrate the effectiveness of the application of ANN to contractor pre-
qualification, one of the one hundred and twelve pre-qualification cases is taken as an 
example for comparison with the “Weighted Sum” method generally used for pre-
qualification in Hong Kong. It is the “Investigation and Preliminary Design of project A in 
Hong Kong.” Before applying the ANN to produce contractor pre-qualification decision, 
the ANN is trained by the hybrid gradient method. There are four contractors interested in 
this project. Partial evaluations (only technical proposals) of the four candidate 
contractors’ attributes are shown in Table 6-a and 6-b. However, Table 6-a and 6-b 
summarizes all of the evaluation results given by the pre-qualifier in this project. Based on 
these evaluations, prequalification decisions suggested by the ANN can be easily produced 
by using Equation 1 after the qualitative evaluation results are transformed by the point 
score system (Table 2) and rescaled according to Equation 18. Comparisons are made 
between the ANN approach and the Weighted Sum (WS) method according to their 
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output, which are shown in Table 7. It can be seen from Table 7 that Contractor A and 
Contractor C will be qualified according to the output of both ANN and Weighted Sum 
method if we choose two contractors for the project. However, it is interesting to note that 
contractor B will be qualified by the Weighted Sum method instead of contractor D if we 
choose three contractors for the shortlist, while Contractor D will be qualified by the ANN 
method. It can be explained that Contractor B’s poor rating of the attributes such as PPQ, 
HSS, OSHAIR and PSC was compensated for by its good ratings in other attributes using 
the WS method, and finally contractor B got a grade higher than contractor D.  However, 
contractor B was absolutely disqualified by the ANN approach with a grade of 0.0501, in 
this case for its poor rating of PPQ, HSS, OSHAIR and PSC, reflecting the inference 
capability of the ANN mentioned in the section "Constructing the Training Set." 
 
 
 
 
 
 
 
It is shown in Figure 3 that, with the increase of the number of hidden nodes, R2 in the 
training stage is getting higher and higher, whereas the corresponding R2 in the testing 
stage increases with the increase of hidden nodes at the beginning, and begins to decrease 
when the number of hidden nodes reaches sixteen. Too many hidden nodes make the 
neural network memorizing the pre-qualification cases rather than generalizing them. 
Figure 4 shows that significant improvement of generalization performance can be 
achieved by the presentation of hypothetical pre-qualification cases because the neural 
Table 6-a and 6-b The Result of Partial Evaluation of the Candidate Contractors’ 
Technical Attributes for the Contract “Investigation and Preliminary Design of 
Project A” 
Table 7 Comparison of Prequalification Decisions by ANN and Weighted Sum (WS) 
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network model frequently suffers from a shortage of training pairs in contractor pre-
qualification. The presentation of a hypothetical pre-qualification can increase the number 
of training pairs and improve the distribution of the training pairs in the input space. 
 
CONCLUSION 
In this research, the authors developed and tested the neural network model for contractor 
pre-qualification, and demonstrated the feasibility of the approach via theoretical analysis 
and case study. In this study, on hundred and twelve real pre-qualification cases and 
eighty-eight hypothetical pre-qualification cases had been compiled for the training and 
validating of the neural network. It is shown that this approach is capable of modeling the 
complex relationship between contractor attributes and the client’s pre-qualification 
decision and is capable of achieving satisfactory accuracy. Based on the theoretical 
analysis and the case study presented in this paper, several conclusions can be reached 
about the application of neural network to contractor pre-qualification. First, there is a 
strong need for a contractor pre-qualification technique that is capable of making both 
calculations and inferences on a complex combination of the quantitative data and the 
qualitative data.  
 
An artificial neural network provides one such approach and is especially useful as it 
allows the “If-then” rules to be considered in conjunction with other complicated 
mathematical analyses in the pre-qualification process. Another characteristic of neural 
networks as applied to contractor pre-qualification is their ability to map the complicated 
nonlinear relationship between contractors' performance vector and pre-qualification 
decisions. Third, even though input ratings have to be supplied as with most other models, 
the neural network model eliminates the need for the construction professionals to directly 
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give correct weights to each of the pre-qualification criteria, which are generally subjected 
to uncertainty and inaccuracy. These uncertainties and inaccuracies were reduced to the 
lowest level by neural network models because the question of whether or not the pre-
qualification decisions were right had already been verified in the collected real pre-
qualification cases. 
 
Despite its numerous advantages, there are also several drawbacks of the neural network 
model for contractor pre-qualification. First, the characteristics of the project and the 
owner are quite distinct in contractor pre-qualification. It is difficult for the neural network 
to learn such information in this situation because of the difficulty of constructing training 
pairs, on which the learning capability of the neural network is based. In order to improve 
the accuracy of the neural network model in this case, training pairs of similar projects, or 
contract owners needed to be supplied or emphasized. It can be accomplished by assigning 
a large share of the weight to the specific project of the training pairs in the objective 
function instead of assigning equal weights for every training set in the usual training. 
Second, it is hard for a neural network model to give an explanation as to why a candidate 
contractor was qualified or disqualified compared to some expert system or decision 
support system. The public client’s preference in choosing a qualified contractor stored in 
ANN is distributed across the weighted connections compared to the “If-then” rules of 
expert systems. Therefore, they are often criticized for exhibiting a low degree of 
comprehensibility. Finally, the neural network approach suffers from the difficulties in the 
acquisition of training pairs for the private client's projects. Thus, it is more practical for 
this approach to be applied for public owners in pre-qualifying candidate contractors. 
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Further work on improving the neural network for contractor pre-qualification might 
include exploring the self-organizing neural network model, improving the generalized 
performance of the neural network model adopted in this paper and doing sensitivity 
analysis on slight changes in clients' preferences.  
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Table 1 Main Criteria and Sub-criteria for Contractor Pre-qualification 
Main Criteria Sub-criteria 
Financial stability Financial soundness (FS) 
 Credit rating (CR) 
 Financial status (FSTATUS) 
Management capabilities Head office organization  (HOO) 
 Past performance and quality (PPQ) 
 Management knowledge (MK) 
 Experience of technical personnel (EOTP) 
Health and safety Health and safety standards (HSS) 
 Occupational safety and health administration incidence rate 
(OSHAIR) 
Reputation Past failures (PF) 
Standard of quality Adherence to specifications (ATS) 
Relationship Relationship with client’s representative, design team and 
subcontractors (RCRDTSC) 
Claims & contractual disputes Amount of Claims (AC) 
 
Technical ability Experience (EE) 
 Quality of management team (QMT) 
Project-specific criteria Whether or not the contractor has experience with this type of  
project (PSC) 
 
 
 
Table 2 The Point Score System  
Poor  Fair  Good  Very Good  Excellent 
1~2 3~4 5~6 7~8 9~11 12~14 15~16 17~18 19~20 
 
 
 
 
Table 3 Partial List of Real Pre-qualification Cases 
Number of Training Pairs 1 2 3 4 5 6 7 8 9 10 
Input 
FS 0.80 1.00 0.05 0.50 0.85 0.50 0.95 0.15 0.70 0.85 
CR 0.85 0.95 0.20 0.45 0.80 0.55 0.80 0.05 0.75 0.90 
FSTATUS 0.95 0.95 0.25 0.50 0.85 0.60 0.85 0.35 0.80 0.85 
HOO 0.80 0.80 0.50 0.90 0.95 0.80 0.25 0.50 0.25 1.00 
PPQ 0.75 0.85 0.45 0.20 0.90 0.20 0.30 0.15 0.50 0.95 
MK 0.95 0.90 0.55 0.10 0.65 0.65 0.05 0.25 0.55 0.80 
EOTP 0.90 0.90 0.10 0.05 0.85 0.40 0.05 0.15 0.30 0.85 
HSS 0.80 0.70 0.60 0.05 0.60 0.30 0.10 0.50 0.65 0.90 
OSHAIR 0.85 0.65 0.05 0.75 0.95 0.25 0.40 0.65 0.05 1.00 
PF 0.60 0.80 0.10 0.15 1.00 0.80 0.50 0.45 0.05 0.95 
AS 0.85 0.85 0.40 0.20 0.90 0.05 0.10 0.30 0.05 0.90 
RCRDTSC 0.90 0.85 0.20 0.35 0.85 0.05 0.05 0.05 0.20 1.00 
AC 0.95 0.90 0.75 0.50 0.90 0.10 0.10 0.15 0.40 1.00 
EE 0.75 0.85 0.80 0.85 0.95 0.90 0.15 0.20 0.10 1.00 
QMT 0.75 0.75 0.35 0.10 0.70 0.15 0.05 0.25 0.10 0.75 
PSC 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
Output PQD 1.00 1.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 1.00 
 
 
 30 
Table 4 Partial List of Hypothetical Pre-qualification Cases 
Number of Training Pairs 1 2 3 4 5 6 7 8 9 10 
Input 
FS 0.85 0.90 0.60 0.50 0.75 0.75 0.50 0.55 0.85 0.85 
CR 0.65 0.90 0.65 0.45 0.60 0.50 0.55 0.60 0.80 0.85 
FSTATUS 0.60 0.95 0.60 0.50 0.50 0.60 0.65 0.50 0.80 0.80 
HOO 0.35 0.55 0.85 0.10 0.10 0.60 0.75 0.90 0.55 0.60 
PPQ 0.10 0.00 0.15 0.10 0.20 0.00 0.01 0.15 0.15 0.05 
MK 0.05 0.30 0.70 0.50 0.05 0.95 0.60 0.75 0.60 0.70 
EOTP 0.45 0.45 0.70 0.55 0.80 1.00 0.60 0.80 0.45 0.40 
HSS 0.25 0.70 0.50 0.85 0.50 0.50 0.65 0.85 0.30 0.90 
OSHAIR 0.15 0.50 0.50 0.90 0.75 1.00 0.80 0.80 0.15 0.85 
PF 0.50 0.35 0.70 0.65 0.05 0.55 0.65 0.85 0.40 0.75 
AS 0.40 0.65 0.55 0.30 0.50 1.00 0.85 0.50 0.90 0.55 
RCRDTSC 0.40 0.70 0.25 0.20 0.55 0.50 0.60 0.55 0.05 0.10 
AC 0.75 0.75 0.25 0.05 0.20 0.45 0.65 0.45 0.15 0.10 
EE 0.20 0.85 0.45 0.25 0.25 0.30 0.65 0.65 0.25 0.15 
QMT 0.45 0.90 0.50 0.45 0.45 0.85 0.50 0.70 0.85 0.15 
PSC 0.00 0.00 0.00 1.00 0.00 1.00 0.00 0.00 0.00 0.00 
Output PQD 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
 
 
 
 
Table 5 BPN Training and Validation Results with 16 Hidden Nodes 
Number of 
Sets 
Training Phase Testing Phase 
AE MRE R2 (100) AE MRE R2  (100) 
1 1.87 4.19 99.24 5.23 16.54 98.25 
2 2.04 4.56 99.56 5.14 27.44 98.56 
3 3.05 5.36 98.73 4.17 16.45 99.32 
4 3.27 7.65 98.17 6.78 12.54 96.54 
5 2.98 18.97 98.24 1.23 15.12 99.58 
6 1.76 15.47 99.21 10.89 20.88 94.68 
7 1.95 7.65 99.07 2.11 14.32 99.37 
8 2.32 6.39 99.57 3.62 19.54 98.11 
9 2.56 5.35 99.23 3.12 9.79 98.46 
10 3.47 6.83 98.56 2.45 22.11 99.01 
11 1.69 13.21 99.37 2.05 14.23 99.46 
12 2.36 5.24 98.64 4.23 17.65 97.35 
13 3.68 31.37 98.19 4.55 14.44 96.38 
14 4.37 18.79 98.12 12.21 25.58 91.85 
15 4.48 29.32 98.05 4.32 26.89 97.86 
16 2.69 5.86 98.89 5.68 22.47 96.68 
17 2.78 4.76 98.47 5.81 18.11 97.23 
18 1.23 12.31 99.89 5.89 17.75 96.23 
19 4.89 16.32 97.32 12.35 32.76 90.25 
20 2.12 5.32 98.98 4.76 18.23 98.23 
Average 2.78 11.25 98.78 5.33 19.14 97.17 
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Figure 1   Schematic Diagram of the ANN for Contractor Prequalification 
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Collecting real 
prequalification cases 
Input client’s evaluation for each 
candidate contractors’ attributes 
Specify 1ε , ε and  as the 
error limits in the training 
process 
Prepare the training pairs 
and determine the ANN 
structure  
Train the ANN according 
to Equation 8 to 11 
    F< 1ε ? 
Train the ANN according 
to Equation 12 to 17 
 
     F<ε? 
NO 
Transform the qualitative comments 
by the point score system 
Rescale candidate contractor 
performance attribute by Equation 18 
Input the ANN parameters Y: [ ]HjOkFjiSkj nWnWY θθ ,),(),(=  
Calculate the grade to 
prequalification for the 
candidate contractor 
Ranking candidate 
contractors and get the 
shortlist 
Figure 2  Flow Diagram of ANN Training and Validating 
NO 
Training Process Validating Process 
  
Figure 3 Variation in the Model Efficiency with Change of Hidden Nodes 
 
 
Figure 4 Comparisons of the Model Efficiency between With and Without the 
Hypothetical Pre-qualification Cases 
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Table 6-a The Result of Partial Evaluation of the Candidate Contractors' Technical Attributes for the Contract "Investigation and Preliminary Design of 
Project A" (to be continued) 
Sub-criteria Contractor A Contractor B Contractor C Contractor D 
Approach to the 
assignment 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Score 
Traffic:  
-undertake traffic impact assessment and traffic 
forecast; 
-Investigate alternative of Dual 2 and Dual 3 scheme; 
-TIM will be conducted to maintain existing traffic. 
Highway Structure:  
-due to variety of structral type, precast segmental 
construction will not be considered 
-flyovers & ramps to be prestressed concrete beam 
grider deck & overbridge may be in situ RC or 
prestress slab 
-other 4 options mentioned in GIRFS will also be 
evaluated together together with the cut &cover tunnel 
scheme. 
Land Resumption:  
-land requirement for dual 2 & dual 3 configuration 
will be investigated; 
-land requirement plans will be prepared for 
permanent & temporary land allocation. 
Geotechnical Aspects:  
-desk study and review existing SI data and indentify 
further SI for determination of design parameters; 
-carry out risk assessment on affected slopes at Hong 
Kong area; 
aware of constraints imposed by the existence of 
compressible mud layer beneath  proposed 
embankment. 
Environmental, Landscaping and other Aspects:  
-conduct short term assessment on the impact the 
environment; 
-baseline survey on existing landscape resources & 
character zones to minimise impacts through 
modification of design; 
-review & modification of the alignment.    
 
 
 
 
 
VG 
Traffic:  
-undertake traffic forecast; 
-review alignment and lane 
requirement; 
-TTM will be conducted during 
construction stage. 
Highway Structure:  
-selection of structural form 
accounting for constraints imposed by 
difficult access to coastal line, ease of 
repetition of structual element, cost 
and maintenance etc. 
-design consideration of tunnel 
section. 
Land Resumption:  
-early definition of land requirement 
and submission to LD. 
 
 
Geotechnical Aspect:  
-desk study of relevant SI data and 
identify further SI. 
 
 
 
 
 
Environmental, Landscaping and 
other Aspects:  
- conduct EIA with respect to noise, 
water quality, visual and ecology and 
develop mitigation measure; 
-tunnel ventilation; 
-seawall construction; 
-reclamation. 
 
 
 
 
G 
Traffic:  
-obtain forecast traffic data from TD; 
-conduct TTM to maintain existing 
route capacity during construction. 
 
 
Highway Structure:  
(not specially spelt out) 
 
 
 
 
 
 
Land Resumption:  
-aware of importance to minimise 
impact on the existing and proposal 
land use in choosing the road 
alignment. 
Geotechnical Aspect:  
-review of existing SI data and 
identify further SI for preliminary 
design. 
 
 
 
 
Environmental, Landscaping and 
other Aspects:  
-conduct EIA, MIA,VIA & DIA; 
-devise vertical alignment to minimise 
impact to environment wrt visual, 
noise etc. 
 
 
 
 
 
 
G 
Traffic: 
-traffic flow prediction by a two-tier 
model structure with strategic model.. 
 
 
 
Highway Structure: 
-underground option will be studied; 
-structural forms will be evaluated to 
optimise cost and constructibility of 
superstructures and foundation. 
 
 
 
Land Resumption:  
-consider impact to the utility of land. 
 
 
 
Geotechnical Aspect:  
-desk review of available geotechnical 
data including API; 
-identify further SI; 
-identify potential geotechnical 
hazards; 
-deep foundation for viaduct. 
-settlement of reclamation. 
Environmental, Landscaping and 
other Aspects:  
-consideration on noise, air quality, 
water quality ecology, landscape and 
visual impact with mitigation 
measures. 
-E & M, tunnel lighting & ventilation. 
 
 
 
 
 
G 
  
Table 6-b The Result of Partial Evaluation of the Candidate Contractors' Technical Attributes for the Contract "Investigation and Preliminary Design 
of Project A"  
Sub-criteria Contractor A Contractor B Contractor C Contractor D 
Appreciation of 
the project 
requirement. 
 
 
 
 
 
 
 
 
 
Score 
Understanding Objectives: 
    (not specially spelt out) 
 
Understanding Project Constraints: 
-note the variety of highway structure; 
-note the constraint imposed by 
existing slopes; 
-note the importance of TTM. 
 
 
 
 
 
G 
Understanding Objectives: 
    (not specially spelt out) 
 
Understanding Project 
Constraints:  
-note the importance of TTM. 
-aware of difficult access for 
construction. 
 
 
 
 
 
G 
Understanding Objectives: 
“The objective of this assignment is to review these 
preliminary works, evaluating the feasibility of the project 
and its various impacts in the light of the present day 
situation and future adjacent and interfacing developments, 
leading to the confirmation of the slope and layout of the 
works & thereafter the production of a preliminary  design.” 
  
Understanding Project Constraints:  
-note the constraints imposed by associated/adjacent road, 
rail and housing development; 
-note the. Effect of environmental acceptability, marine 
condition & reprovisioning works. 
 
VG 
Understanding Objectives: 
    (not specially spelt out) 
 
Understanding Project Constraints:  
-uplift problem of tunnel section; 
differential settlement of road and 
bridges; 
-extra land and engineering 
requirements for the dual 3 lane 
configuration will be reviewed. 
    
 
 
 
G 
Comments on the 
brief 
 
 
 
 
 
 
Score 
-recommend to consider combination 
of Road 8 & 11 and deletion of 
primary distributor passing through 
the heart of GIR; 
-totally 3 points. 
 
 
 
 
 
F 
-require definition of work limit 
of interface with GIR (Road 11) 
and Hong Kong Island 
Development’s road works; 
-require guideline on the 
provision and timing of railway 
network for Hong Kong Island, 
Pokfulam and Southern District. 
-totally 6 points. 
 
G 
-require guideline on the provision and timing of railway 
network for Hong Kong Island, Pokfulam and Southern 
District; 
-extensive landscape works in surrounding areas are 
necessary; 
-point out potential problem at interface with other key 
studies addressing land uses within the proximity of the 
alignment; 
-totally 6 points. 
 
G 
-recommend research as-built 
information and design connection 
configuration for two ends; 
-maximizing waterfront recreational 
potential; 
-totally 5 points. 
 
 
 
G 
Previous Relevant 
Experience 
 
 
 
 
 
 
 
Score 
Previous Relevant Projects 
-Tolo Highway; North Expressway; 
Hiram’s Highway; Underpass beneath 
Chatham Road; Central Reclamation. 
Previous Relevant Projects in Vicinity 
-Victoria Road Improvement; 
Kennedy Road Improvement; Wong 
Chuk Hang Flyover; Ap Lei Chau 
Bridge Road; GID 
 
 
G 
Previous Relevant Projects 
-Island Corridor; Yuen Long 
Bypass; Kwun Sang Bypass. 
 
 Previous Relevant Projects in 
Vicinity 
-Ying Pun Interchange & Road 8 
Bridges;  District Traffic Study. 
 
 
F 
Previous Relevant Projects 
-Lung Cheung Road & Ching Cheung Road Improvement; 
Kwun Tong Bypass; Route 3 Country Park Section; North 
Lau Expressway 
Previous Relevant Projects in Vicinity 
-Road 8 Kenndy Road to Aberdeen Preliminary Design; 
Underground Option for Road 8 across GIR; Western 
District Traffic Study; Smithfield Extension and Mount 
Davis Design; Design of Road 8 Ying Pun to Kennedy 
Town; Transport Study of Road 8. 
 
VG 
Previous Relevant Projects 
-Road 18 Investigation Assignment; 
-Road 4 route review; 
-Central Wanchai Bypass. 
 Previous Relevant Projects in Vicinity 
-TTM at Junction of Pokfulam Road & 
Mt. Davis Road; 
-Landscaping for preliminar Design of 
Road 8 Kennedy Road to Aberdeen. 
 
G 
 
  
Table 7 Comparison of Prequalification Decisions by ANN and Weighted Sum (WS) 
Contractor Output of ANN Rank by ANN Grade by WS Rank by WS 
A 0.9056 2 87 2 
B 0.0501 4 70 3 
C 0.9427 1 95 1 
D 0.2034 3 63 4 
 
