Bayesian Neural Networks with Latent Variables (BNN+LV's) provide uncertainties in prediction estimates by explicitly modeling model uncertainty (via priors on network weights) and environmental stochasticity (via a latent input noise variable). In this work, we first show that BNN+LV suffers from a serious form of non-identifiability: explanatory power can be transferred between model parameters and input noise while fitting the data equally well. We demonstrate that, as a result, traditional inference methods may yield parameters that reconstruct observed data well but generalize poorly. Next, we develop a novel inference procedure that explicitly mitigates the effects of likelihood non-identifiability during training and yields high quality predictions as well as uncertainty estimates. We demonstrate that our inference method improves upon benchmark methods across a range of synthetic and real datasets. * Contributed equally arXiv:1911.00569v1 [cs.
Introduction
While deep learning has demonstrable success on many tasks (e.g. [23] ), the predictive point estimates provided by standard deep models can lead to overfitting and provide no uncertainty quantification on predictions. However, when models are applied to critical domains such as autonomous driving, precision health care, or criminal justice, reliable measurements of a model's predictive uncertainty may be as crucial as correctness of its predictions.
In general, one can divide sources of the uncertainty in a prediction into two categories. Epistemic uncertainty, or model uncertainty, comes from having insufficient knowledge about the "true" predictor. In contrast, aleatoric uncertainty comes from the stochasticity inherent in the environment. Bayesian Neural Networks with Latent Variables (BNN+LV's) provide a way of explicitly modeling these two types of uncertainties in deep models [36, 6, 7] . In particular, a BNN+LV model assumes a predictor of the form:
where is the output noise, W are the parameters of a neural network, and z is an unobserved (latent) random variable associated with each (x, y) pair. The distribution over W captures model uncertainty (epistemic uncertainty). Together with the output noise , the stochastic input noise z captures aleatoric uncertainty; each input x has its own independently sampled z and . Because the input noise z is passed through the neural network alongside the input x, it can model complex, heteroscedastic noise patterns [7] . Inference in BNN+LV promises to be able to distinguish between these two forms of uncertainty, providing accurate predictive uncertainty estimates that can be useful for many downstream tasks sensitive to environmental stochasticity [7] .
In this work, we first show that this is unfortunately not the case: the likelihoods of BNN+LV models can have multiple sets of values for network parameters W and latent variables z that are equally plausible given observed data, but most of these values correspond to networks that will generalize poorly on new data. We demonstrate that traditional Bayesian inference methods cannot distinguish these suboptimal solutions from better solutions in the posterior (e.g. desirable models cannot be identified by a good choices of priors), notably, inference methods that approximate the posterior often get caught in poor optima. To address this issue, we introduce a novel approximate inference scheme, Noise Constrained Approximate Inference (NCAI), that explicitly mitigates the effects of likelihood non-identifiability during training by encouraging the satisfaction of certain model properties (e.g. that z is independent of x). We demonstrate that our approach consistently recovers approximate posteriors likelihood under the posterior of W and the prior of z: p(y * |x * , D) = p(y|x, z, W )p(W |D)p(z * )dz * dW.
For a new point x * , the target is predicted using the posterior predictive mean E[p(y * |x * , D)] [7] . The reason that the noise prior, p(z), is used to compute the posterior predictive is because, in our model, the form of environmental stochasticity modeled by the input noise z does not change between train and test time. As an example, suppose that input noise for our model is z ∼ N (0, 1). Given an observation (x n , y n ) in the training data, we may infer the values of z n that is likely to have generated y n along with x n , i.e. we compute the posterior p(z n |x n , y n ). Note that the posterior p(z n |x n , y n ) will generally not be concentrated around z n = 0 (e.g. if the sampled noise z n is equal to 2 then the posterior p(z n |x n , y n ) should concentrate around 2). However, given a new input x * , what we've inferred about the input noise for x n is irrelevant to the prediction task for x * , since the noise z * for the new input x * is generated randomly from p(z) and is independent of z n . A popular inference approach for deep Bayesian models is variational inference. In this work, we approximate the true posterior with a fully factorized Gaussian over network weights and latent variables:
where φ is the set of variational parameters {µ zn , σ 2 zn } N n=1 ∪ {µ wi , σ 2 wi } I i=1 , over which we minimize a choice of divergence between the q(Z, W |φ) and the true posterior p(W, {z 1 , . . . , z N }|D). We choose the commonly used KL-divergence, yielding the following corresponding ELBO,
Maximizing ELBO(φ) over φ is equivalent to minimizing the KL-divergence of our approximate and true posteriors.
Non-identifiability in BNN+LV Models
Neural network models, with the standard zero-mean Gaussian output noise model, are non-identifiable under the likelihood in the sense that one can permute the weights and retain the same function. Thus, this type of non-identifiability does not affect generalization. However, non-identifiability that allows movement between the weights W and the noise z in latent input noise models can be problematic since only the learned weights are used for prediction at test time (input noise is resampled from the prior for new data).
In this section, we characterize a number of ways in which network weights W and input noise z in BNN+LV models can be non-identifiable under the likelihood. Furthermore, we argue that these types of likelihood non-identifiability can bias predictions based on posterior predictive distributions, even when inference is exact. This is because, during test time, predictions are averaged across weights drawn from multiple posterior high density regions, many of which, we show, will parameterize functions that generalize differently than the function generating the data. In Section 6, we demonstrate, using a wide range of datasets, that the effect of non-identifiability on approximate inference can be especially significant. Although a number of recently introduced approximate inference methods demonstrate increasing ability to approximate complex posterior distributions [14, 13, 25, 26, 27] , when approximate inference happens to capture posterior regions corresponding to functions different from the ground truth, the learned models will generalize poorly on new data (Section 6).
In the following we analyze the posterior predictive distributions of simple BNN+LV models with a single hidden node and generalize to models with a single hidden layer.
Non-Identifiability in a Single Node Consider univariate output generated by a single hidden-node neural network with LeakyRelu activation. For simplicity, we study a case with zero network biases, unit input weights and additive input noise:
where 0 < α < 1. For any non-zero constant C, the pair W (C) = W/C, z (C) = (C − 1)x + Cz reconstructs the observed data equally well:
Now, suppose that the output is observed with Gaussian noise: y ∼ N (f (x, z; W ), σ 2 ). Then the true values of the parameter W and the latent input noise z are equally likely as W (C) and z (C) under the likelihood:
In theses cases, one typically place a prior on W in order to bias the posterior towards the ground truth parameter. However, we show in Theorem 1 that the posterior over the model parameter W does not concentrate around the ground truth, and is in fact biased away from the ground truth, as the sample size grows and regardless of the choice of W prior.
Theorem 1 (Bias in Posterior of 1-Node BNN+LV). Fix any W ∈ R and any prior N (µ W , σ 2 W ) on W . Suppose that inputs {x 1 , . . . , x N } are sampled independently from N (0, σ 2
x ) and {z 1 , . . . , z N } from N (0, σ 2 z ). For a significant class of such samples, there exist a non-zero C such that, for every c ∈ (C, 1), the scaled values
n }) are more likely than (W, {z n }) under the posterior for a sufficiently large N .
The proof of Theorem 1 is in Appendix A.1. Furthermore, in practice, we find that the bias in the posterior cannot be removed by assuming a different (even non-Gaussian) prior for the latent noise z during inference.
An immediate corollary of Theorem 1 is that, regardless of the choice of the prior on W , the posterior predictive will fail to concentrate around the ground truth function f (·, ·; W ), since each W (c) parametrizes a completely different function. Nonetheless, one might still hope that the posterior predictive mean is unbiased (as in Example A.1 in Appendix A.1). However, we show in Example A.1 (Appendix A.1) that the posterior predictive mean of this toy model is biased away from the ground truth, regardless of the choice of W prior and even as the sample size grows. In summary, we see that that non-identifiability in the likelihood of the single-node BNN+LV model makes it difficult to infer, in the Bayesian setting, predictive distributions that generalize well, even if inference can be performed exactly and even with a large number of observations. Non-Identifiability in 1-layer BNN+LV Sources of non-identifiability increase when f is a neural network. Consider a single-output neural network, f , that takes as input x and z (represented as a concatenated vector in R 2D ) and has a single hidden layer containing H hidden nodes. At the output node, we fix the activation to be the identity. Thus, the activation of the output node is computed as
where W out is a H-dimensional weight vector, b out is the bias and a hidden is the H-dimensional vector of activations of the hidden nodes. We can further expand a hidden as
where W x and W z are weight matrices in R H×D , b hidden is a H-dimensional bias vector and g is the activation function, applied element-wise. We characterize ways that the models parameters and the latent input variables z are non-identifiable given a set of observed data. For any choice of diagonal matrix S ∈ R D×D , vector U ∈ R D , and any factorization W z = RT where T is in R D×D , we can express a hidden in two equivalent ways:
by setting: 
. For a significant class of such samples, there exist scaled values W , { z n } that are likely than (W, {z n }) under the posterior, for a sufficiently large N .
The proof for Theorem 2 is in Appendix A.2. If the function g is invertible, then W and W necessarily define functions that will generalize differently. Thus, Theorem 2 implies that regardless of the choice of prior on W , the posterior predictive of single-layer BNN+LV models fails to concentrate around the ground truth function f . In Section 6, we provide empirical evidence that the posterior predictive mean can be biased away from f . Here again, non-identifiability in the likelihood prevents us from inferring predictive distributions that generalize well.
It's important to note that non-identifiability in 1-layer BNN+LV models are not limited to the cases we describe above. In Appendix A.3, we analyze another form of non-identifiability, in which the latent variable compensates for any scaling of W out by encoding the training outputs y. In practice, we find that poor posterior predictive distributions are always associated with the latent variable encoding for either the input x or the output y, both of which we quantify by measuring the mutual information of the inferred z's and the training data (see Section 6) . Lastly, we note that our characterization of non-identifiability can be easily extended to multi-layer networks, which have, at the very least, the types of non-identifiability we describe above at the input layer.
NCAI: Noise Constrained Approximate Inference
From the forms of non-identifiability we derive in Section 4 and Appendix A.3, we see that when we scale the parameters W , the learned latent variable z can become directly dependent on the input x (Equation 10) or indirectly dependent on x through y (Appendix A.3), thus violating our assumption that z represents i.i.d. noise. In addition, the distribution of the learned z's, when aggregated, may no longer have the original isotropic Gaussian form assumed in the generative process. Based on these observations, we propose a framework, Noise Constrained Approximate Inference (NCAI), for performing variational inference on BNN+LV models that consists of: (1) an intelligent initialization -we initialize W with parameters from a model that explains the data without using input noise and we initialize z's that are sampled i.i.d. from the prior; (2) a constrained learning procedure -we explicitly penalize violation of modeling assumptions during training.
Model-satisfying Initialization. Since local optima are a major concern in BNN+LV inference, we start with settings of the variational parameters φ that satisfy the properties implied by our generative model (Equation 1). In particular, we initialize the variational means µ zn of the latent noise to draws from the prior (independently of x). We initialize the variational means µ wi of the weights (except for weights associated with the input noise) with those of a neural network trained on the same data. We do so based on the observation that a neural network is often able to capture the mean of the data (but not the uncertainty). Lastly, we initialize all variational variances randomly.
Model Constrained Inference. We further ensure that the two key modeling assumptions-that the noise variables z are drawn independently and identically from p(z)-remain satisfied during training by adding constraints to our variational objective:
where Dep(x, z) is any metric measuring the statistical dependence between z and x (enforcing the independent sampling assumption), and Div(q(z), p(z)) is any metric quantifying the distance between q(z) and p(z) (enforcing identical sampling from p(z) assumption). We solve the problem in (11) by gradient descent on the Lagrangian:
where in (11) and (12) , q(z) is the aggregated posterior [29] and can be approximated as:
Note that while each posterior q(z|x, y) can be an arbitrary distribution, the aggregate posterior q(z) must recover the prior if the model is well-specified and inference is performed correctly [29] . The key question is how to choose forms of Dep and Div that are amenable to optimization; in particular; if they are differentiable then our approach can be paired with any inference method that performs gradient descent on the ELBO. In Section 5.1, we describe our choices of differential proxies for these constraints.
Choosing Differentiable Forms of the NCAI Objective
Tractable training with NCAI depends on instantiating a differentiable form of the training Equation 12. In the following, we choose computationally efficient proxies for the two constraints in the NCAI objective.
Defining Div(q(z)||p(z)). As a proxy for Div(q(z), p(z)), we penalize the Henze-Zirkler non-parametric test-statistic for normality [12] applied to the set of latent noise means, {µ zn }. This encourages the aggregated posterior q(z) to be Gaussian, and hence the learned z n 's will appear as if sampled from this Gaussian. In addition, we penalize the 2 penalty of the off diagonal terms of the empirical covariance of the latent noise means:
This ensures that the learned z n 's are independent of each other. We find that, in practice, unlike more traditional divergences (e.g. reverse/forward-KL, Jensen-Shannon, MMD [11] ), our proxy cannot be trivially minimized by inflating the variational variances, σ 2 zn . Defining Dep(x; z). Ensuring that z n 's are independent of each other is not sufficient to satisfy the properties implied in the generative model. From our analysis in Section 4, we see that the latent variable can compensate for incorrectly learned network weights by absorbing a copy of the input, x, or by becoming dependent on x through encoding for y. We therefore penalize the dependence between x and z by penalizing correlation between x and z and the correlation between y and z:
where PairwiseCorr(·, {µ zn }) is a measure of the average correlation between pairs of dimensions in x or y and the latent noise means {µ zn }. We find that, in practice, unlike mutual information lower bounds and estimators (e.g. MINE [3] ) and upper bounds, our proxy cannot be trivially minimized by inflating the variational variances, σ 2 zn . See Appendix B for details about the difficulty in directly minimizing mutual information for this model. Necessity of Div(q(z)||p(z)) and Dep(x; z). The two constraints are theoretically orthogonal to one another: a small Dep(x, z) does not imply a small Div(q(z), p(z)), and vice versa. For example, one can adversarially construct z's and x's such that Div(q(z), p(z)) is small and Dep(x, z) is high by initializing the variational parameters φ such that q(z) = p(z), and then, for the given x's pairing small x's with small z's. As such, both constraints are theoretically needed.
Defining the NCAI Objective. Finally, we incorporate the ELBO and the differentiable forms of the constraints (as exponentially smoothed penalties) into Equation 12 :
where T , x , y control the growth rate of the exponential penalties. We minimize the negative ELBO following Bayes by Backprop (BBB) [4] : back-propagating through E q(Z,W |φ) [·] in the ELBO using the reparametarization trick [18] , computing the KL-divergence terms and constraints using closed-form expressions. 
Experiments
Data Sets. We consider 5 synthetic datasets that are frequently used in heteroscedastic regression literature and 6 real datasets with different patterns of epistemic and aleatoric uncertainty. Appendix E describes all datasets. Each dataset is split into 5 random train/validation/test sets. For every split of each data set, each method is evaluated on the best (by validation log-likelihood) learn model out of 10 random restarts (see Appendix D for details). Experimental Setup. We use neural networks with LeakyReLu activation, using α = 0.01, in all experiments. We set the prior variances σ 2 z , σ 2 w using empirical Bayes (see Appendix C) and grid-search over the remaining hyper-parameters (see Appendix D). For optimization, we use Adam [17] with a learning rate of 0.01, training for 30,000 epochs (and verify convergence). Lastly, for each method, we select the best hyper-parameters using the average marginal log-likelihood (defined in Section D.1) on the validation set. Experimental setup details are in Appendix D.
Baselines. We compare NCAI on BNN+LV with unconstrained Mean Field BBB [4] (the latter denoted BNN+LV). We also compare selecting constraint strength parameters, λ 1 , λ 2 , of NCAI through cross validation (denoted NCAI λ ) against fixing λ 1 , λ 2 at zero (denoted NCAI λ=0 ). Furthermore, we compare the performance of BNN+LV's (for all inference procedures) with that of BNN's.
Evaluation. We evaluate the learned models for quality of fit (using test average log-likelihood, Root Mean Square Error, calibration of posterior predictives) and the learned latent variables for satisfaction of the white noise assumption (measured by the Henze-Zirkler test-statistic for normality, mutual information, Jensen-Shannon and KL divergence between the recovered and true noise priors). Computational details for evaluation metrics are in Appendix D.
Relationship between Likelihood Non-Identifiability and Posterior Predictive Quality. Experiments on the five synthetic dataset provide empirical evidence that the posterior predictive of the BNN+LV model does not concentrate around the ground truth predictive function. For example, Figure 1 shows that a mode hugging posterior approximation (mean field variational family) fails to produce a posterior predictive distribution that matches the ground truth (examples of this failure on all five synthetic datasets are included in Appendix F). Moreover, these experiments show us that poor quality posterior predictive are always associated with obvious dependencies between the learned z's and the data (either x or y). These dependencies are visualized in figures like Figure 1 and are revealed in the higher mutual information between z's learned by traditional inference and the input x. Table 2 : Comparison of mutual information between z and x on synthetic datasets (± std). Across all but one of the datasets, NCAI λ training learns z's that has the least mutual information. Additional evaluations of model assumption satisfaction are in Appendix F.
Test log-likelihood (Real Data) (Tables 9, 11 ). NCAI λ also learns models with improved generalization -across average marginal log-likelihood (Tables 1, 3) and predictive RMSE (Tables 7), our method is comparable or better on all datasets except for Energy Efficiency, where the BNN model performs best in terms of test log-likelihood but drastically underestimates the uncertainty in the data (see posterior predictive metrics in Table 14 ). Furthermore, we see that intelligent initialization without constraints (NCAI λ=0 ), while always outperforming the baselines, does not always learn the best models -that is, the constraints imposed in NCAI are indeed necessary.
Qualitative Comparison. Figure 1 shows a qualitative comparison of the posterior predictive distributions of BNN+LV trained with NCAI λ compared with benchmarks (visualizations of posterior predictives for all univariate data sets are in the Appendix F). We see that, as expected, BNNs underestimate the posterior predictive uncertainty, whereas BNN+LV with unconstrained inference improves upon the BNN in terms of log-likelihood by expanding posterior predictive uncertainty nearly symmetrically about the predictive mean. The predictive distribution obtained by BNN+LV trained with NCAI, however, is able to capture the asymmetry of the observed heteroscedasticity. Furthermore, while unconstrained inference on BNN+LV recovers latent noise that is highly correlated with y, NCAI λ recovers latent noise that better aligns with the data generating model.
Application: Uncertainty Decomposition
By explicitly modeling sources of epistemic noise, W , and aleatoric noise, z and , the BNN+LV model is able to decompose the uncertainty in its posterior predictive distribution. This decomposition can improve performance on down-stream tasks that rely on exploiting uncertainty in data. For example, [7] shows that accurate decomposition improves active-learning with BNN+LV in the presence of complex noise; the authors also formulate a new 'risk-sensitive criterion' for safe model-based RL based on the decomposition of predictive uncertainties in BNN+LV.
Following [7] , we quantify the overall uncertainty in the posterior predictive using entropy (details in Appendix G). Using Hamiltonian Monte Carlo (HMC) [32] as the "gold-standard" approximation of the true posterior. We compare the uncertainty decomposition learned by BNN+LV, NCAI λ=0 , and NCAI λ with that learned by HMC by taking the mean-square error (MSE) of the estimated uncertainty over the test set. BNN+LV's estimate of the aleatoric and epistemic uncertainties has an MSE of 1.412 and 0.027, respectively. In comparison, both NCAI λ=0 and NCAI λ have an MSE of 0.310 and 0.026 respectively. This is evidence that our method learns a decomposition closer to that given by the "ground truth" posterior.
We see that BNN+LV likelihood non-identifiability negatively impacts the accuracy of uncertainty decompositions: BNN+LV trained with Mean Field BBB, while able to reconstruct training data well, produces inaccurate uncertainty decompositions. In contrast, NCAI consistently produces aleatoric and epistemic uncertainties that aligns well with those produced by HMC (more details in Appendix G).
Discussion
Non-identifiability negatively impacts inference in theory and practice. In Section 4 we show that BNN+LV models are generally non-identifiable under the likelihood and the posterior fails to concentrate around the true data generating model regardless of the choices of priors and the quantity of observed data. Specifically, in the posterior distribution, ground truth model parameters (and true latent noise variables) can be valued as less likely as parameters that generalize poorly. At test time, averaging over models or sampling a single model from this posterior decreases predictive quality, even when inference can be performed exactly. Empirically, we show that non-identifiability poses problems for inference on most datasets (BNN+LV with unconstrained training results in inferior models).
The ELBO cannot distinguish optimal and suboptimal models. We empirically verified that the ELBO cannot distinguish qualitatively different solutions. Across all synthetic data sets, we've observed cases where the ELBO evaluates a superior model as equal to an inferior one. Thus, by optimizing ELBO alone one cannot hope to consistently recover models that match the data generation process.
The NCAI constraints are necessary and effective. In Section 4 and Appendix 4, we show that when learned models reconstruct the observed data well but generalize poorly, the discrepancy is often attributable to the latent variable encoding the data. This encoding yields latent variables that violate our white-noise assumption and justifies the constraints that we impose in NCAI. Experiments show that NCAI λ training recovers z's that satisfy model assumptions and W 's that generalize well, providing empirical evidence that our constraints are necessary and effective.
Conclusion
In this paper we identify a key issue -likelihood non-identifiability -with a class of flexible latent variable models for Bayesian regression, BNN+LV. By analyzing the sources of non-identifiability in BNN+LV models, we propose a novel approximate inference framework, NCAI, that explicitly enforces model assumptions during training. On synthetic and real datasets with complex patterns and sources of uncertainty, we demonstrate the ability of NCAI to recover latent variables that better satisfy the white-noise assumption as well as to learn models that have improved generalization.
A Theoretical Analysis of the Impact of Model Non-identifiability on Inference

A.1 Theorems for Single-Node BNN+LV Models
Model Assume that our data generating process is the following:
where α is a fixed constant in (0, 1) and σ z < σ x .
Notation: For any non-zero constant C, define W (C) = W/C and z Proof. We first show that we can find non-ground truth values W (C) and { z
n } are are scored as more likely than W true , { z true n } under the log posterior p(W, {z n }|Data) (assuming model 17 and prior N (µ W , σ 2 W ) on W ). Since we have that
we see that the ground truth values (W true , {z true n }) are as likely as ( W (C) , z
n ) under the likelihood, that is, n p(y n |x n , z true n , W true ) = n p y n |x n , z (C) n , W (C) .
Thus, to compare the likelihood of (W true , {z true n }) and ( W (C) , { z (C) n }) under the log posterior, we need only to compare their values under the log priors: N (z n ; 0, σ 2 z ), N (W ; µ W , σ 2 W ). To make this comparison easy, define K to be the difference between the log prior of W evaluated at the ground truth W true and at W (C) respectively,
and define M to be the difference between the log prior of z evaluated at the ground truth {z true n } and { z
We will show that the expected value of K + M over different samples of training data is negative. Now, the expected value of M over different samples of training data can be written as
where z true n ∼ N (0, σ 2 z ), x n ∼ N (0, σ 2 x ), and K z is the normalizing constant for N (0, σ 2 z ). In the above, Equation 23 follows straightforwardly from Equation 21 by taking the log of the normal pdf's and then applying the expectation; Equation 25 follows from 24 by noting our definition: z (C) n = (C − 1)x n + Cz n . We note that the equation (C − 1) 2 σ 2
x + (C 2 − 1)σ 2 z = 0 is quadratic in C and it's discriminant is 2σ 2 z . Thus, this equation has two real roots: C = σ 2
x ±σ 2 z σ 2 x +σ 2 z . One of these roots is C = 1. The root, since by assumption σ x > σ z , must be positive, that is, C = C where C ∈ (0, 1). Thus, we have that for all c ∈ (C, 1), we have that E z true n ,xn [M ] < 0. Thus, for a sufficiently large N , we must have that E zn,xn [M ] + K < 0. That is, the expected value of the log-posterior for W (C) , { z (C) n } is higher than that of W true , { z true n } over different samples of training data. This implies that the collection of training data for which W (C) , { z (C) n } is deemed more likely than W true , { z true n } is infinite and has non-zero prior probability. To put it simply, one may encounter these types of training frequently in practice.
Example (A Case wherein Non-identifiability Biases the Posterior Predictive). For the model in Equation 17, suppose that the ground truth parameter W is sampled from N (0, 1) and is equal to 1; set σ 2 x = 1 and σ 2 z = 0.5. We show empirically that the posterior mean, E w * ∼p(W |Data)
[w * ], of W is not equal to 1, and that the posterior predictive mean,
of this model is biased away from the ground truth predictive mean,
We compute these expectation numerically using Monte Carlo estimation with 250000 samples and we apply a number of computational techniques for encouraging numerical stability, the results are summarized in Figure 2 . We see that the ground truth value is not recovered by the posterior mean of W even as sample size increases.
We also see that the posterior predictive mean is biased away from the ground truth even with large numbers of observations.
(a) Log posterior mean of W as number of observations increases (b) Log posterior predictive mean of W at x * = 1 as number of observations increases Figure 2 : Visualization of the posterior mean of W and the log posterior predictive for x * = 1 in the model described by Equation 17 . Each point in the scatter plot is the corresponding mean computed for a particular sample of training data of size N . The ground truth value of W is 1 (log 0), which is not recovered by the posterior mean of W even as the number of training points N increases. The true predictive mean for x * = 1 is approximately 0.445, which is not recovered by the posterior predictive mean even a sample size increases.
Theorems 3 and Example A.1 indicate that non-identifiability in the functional form of f (x, z; W ) can negatively impact inference -the learned model does not generalize well. In the following, we show an example where this is not the case.
Example (A Case wherein Non-identifiability Does Not Impact Generalization). Assume that our data generation process is the following:
W ∼ N (0, 1) z n ∼ N (0, 0.5)
x n ∼ N (0, 1) ∼ N (0, 0.001)
Suppose that the ground truth parameter W we sampled is equal to 1. Following the proof for theorem 3, we can show that the alternate model W = 8 and z n = −0.5x + 0.5z n is valued as more likely than the ground truth in the expected log posterior distribution p(W, z 1 , . . . , z n |Data) as the training data increases. That is, the posterior is biased away from the ground truth. On the other hand, the posterior predictive mean,
of this model is unbiased, i.e. it is equal to the ground truth predictive mean
Note that we can write:
Thus, showing the equality of the posterior predictive mean and the true predictive mean is equivalent to showing that E w * ∼p(W |Data)
[w * ] = 1. We compute this expectation numerically using Monte Carlo estimation with 250000 samples, the result is summarized in Figure 3 . We see that as the training data set grows in size, E w * ∼p(W |Data)
[w * ] converges to 1. 
A.2 Theorems for 1-Layer BNN+LV Models
Model: Assume that our data generation process is the following:
b hidden , b out ∼ N (0, 1) z n ∼ N (0, Σ z )
x n ∼ N (0, Σ x ) ∼ N (0, 0.001)
where
For a given W , let W denote the set
where we define
b hidden = b + RU. Proof. The proof follows in the same fashion as the one for Theorem 3 For any 0 < < 1. Let S be the identity matrix I; let T = I, R = 1 (W true ) z and U = 0. Then we have
Clearly, the alternate values W for the model parameters and the alternate values for the latent noise z n reconstruct the observed data as well as the ground truth: p(y n |x n , z true n ; W true ) = p(y n |x n , z n ; W ). We now compare the two sets of values under the log priors. In particular, define
and
Then we have that }) is more likely under the expected log posterior than the ground truth values (W , {z n }). Again, this implies that the collection of training data for which W , { z n } is deemed more likely than W true , { z true n } is infinite and has non-zero prior probability.
A.3 Additional types of non-identifiability for 1-Layer BNN+LV Models
Assume that the activation function g is invertible. Let {(x n , y n )} N n=1 be a set of observed data generated by the model parameters W . Define b hidden , b out to be zero, W x to be the H × D zero matrix and W out to be the 1 × H matrix of consisting of 1 DH in all entries. Finally, let W z be a H × D matrix of 1's and let z n = g −1 (y n ). Then, we have that y n = f (x n , z n ; W ). That is, the alternate set of model parameters W x reconstructs the observed data perfectly. We note that in this case, the latent noise variable z is a function of the observed output y and is hence dependent on the input x.
B Mutual Information Computation
For our model, the mutual information between x and z is intractable to compute as is:
where q(z n |x n ) = E q(yn|xn) [q(z n |x n , y n )] (55) q(y n |x n ) = E q(Z,W |D) [p(y n |x n , z n , W )] (56)
The nested expectations in the above formulation require too many samples in order to evaluate I(x; z) with low variance. For this reason we choose to compute the above correlation based proxies.
C Optimization Techniques
We perform a number of optimization 'tricks' to encourage convergence to a desirable local optimum.
Choosing Hyper-parameters We choose hyper-parameters of the priors as well as the likelihood using empirical Bayes (MAP Type II). That is, we place Inverse Gamma priors (α = 3.0, β = 0.5) on the variances of the network weights and the latent variables; then we approximate the negative ELBO with the MAP estimates of the variances, making the assumption that these term dominate the respective integrals in which they appear:
where we define:
with K and H as the dimensionality of z n and W , respectively. The optimal variances, s * z , s * w , have analytic solutions.
where the β's and α's are the parameters of the respective Inverse Gamma distributions. In training, we update the objective as well as the optimal hyper-parameters via coordinate descent. That is, we iteratively compute s * z , s * w in closed-form given the current φ, and then optimize φ while holding s * z , s * w fixed.
D Experimental Details and Evaluation
Architecture The network architectures we use for all experiments are summarized in Tables 4 and 5 . We note that we have purposefully selected lower capacity architectures to encourage for the non-identifiability described in the paper to occur in practice. We also note that the non-identifiability occurs even when the ground-truth network capacity is known, as in the case of the HeavyTail and Depeweg data-sets, which have been generated using a neural network. As such, even when the data was generated by the same generative process as the one assumed by the model, the problem of non-identifiability still occurs. Train/Validation/Test Data-splits We each data-set into train/validation/test set 6 times. We use the first data-split to select hyper-parameters by selecting the hyper-parameters that yield the best average log-likelihood performance on the validation set across 10 random restarts. After having selected the hyper-parameter for each method, we select between NCAI λ=0 and NCAI λ by picking the approach that yielded the best log-likelihood performance on the validation set across the 10 random restarts. Now, using the selected hyper-parameters and form of NCAI, we train our models on the remaining 5 data-splits, averaging the best-of-10 random restarts across the data-splits (using the validation log-likelihood). For Abalone, Airfoil, Boston Housing, Energy Efficiency, Lidar, Wine Quality Red, Yacht, Goldberg, Williams, Yuan, we splits the data into a %70 training set, %20 validation set and %10.
Data-set
Hyperparameter Selection: For the data-sets Abalone, Airfoil, Boston Housing, Energy Efficiency, Lidar, Wine Quality Red, Yacht, Goldberg, Williams, Yuan, we used grid-searched over the following parameters: For HeavyTails we grid-searched over the following parameters:
• BNN: σ 2 = {1.0, 0.1, 0.5}
• NCAI:
For Depeweg we grid-searched over the following parameters:
• NCAI: 
D.1 Evaluation Metrics
Quality of Fit We measure the training reconstruction MSE, the ability of the model to reconstruct the training targets with the learned weights and latent variables:
At test time, we measure the quality of the posterior predictive distribution of the model by computing the average marginal log-likelihood
We also compute the predictive quality of the model by computing the predictive MSE :
Note that the difference between the reconstruction MSE (64) and the predictive MSE (66) is that in the latter we sample the latent variables from the prior distributions rather than the learned posterior distributions.
Posterior Predictive Calibration
We measure the quality of the model's predictive uncertainty by computing the percentage of observations for which the ground truth y lies within a 95% predictive-interval (PI) of the learned model -this quantity is called the Prediction Interval Coverage Probability (PICP). We measure the tightness of the model's predictive uncertainty by computing the 95% Mean Prediction Interval Width (MPIW).
Satisfaction of Model Assumptions
We estimate the mutual information between x and z by computing the Kraskov nearest-neighbor based estimator [20] (with 5 nearest neighbors) on the x's and the means of the z's: I(x; µ z ). We use µ zn 's instead of z ∼ q(z), since if the σ 2 zn 's are large the dependence between z's and x's is more difficult to detect.
For the univariate case, when D = K = 1, we use the Kolmogorov-Smirnov (KS) two-sample test statistic [1] to evaluate divergence between q(z) and p(z). When computing the test statistic, we represent q(z) using µ zn 's and p(z) using its samples. This is because the σ 2 zn 's are large, the distance between q(z) and p(z) more difficult to detect. A lower KS test-statistic indicates that q(z) and p(z) are more similar. We compute the Jensen-Shannon divergence between q(z) and p(z) in multivariate cases.
E Datasets
Synthetic Data: We consider 4 synthetic datasets, most of which have been widely used to evaluate heteroscedastic regression models [36, 16, Synthetic Data Generated with Ground Truth: We also generate two synthetic data-sets with corresponding ground truth in order to guarantee that our generative process matches our data. We generate these data-sets by training a neural network to map the x n 's and ground truth z n 's to y n 's, specified by some function.
We then re-generate the y n 's from the learned neural network and treat that network as the ground truth function. The two data-sets we have generated in this way are the following:
1. Heavy-Tail: targets are given by a neural network approximation of y = 6 tanh(0.1x 3 (z +1) 6 −10xz 2 +z)+ , where ∼ N (0, 0.1) and z ∼ N (0, 0.01). Evaluated on 300 training input, 300 validation and 300 test inputs uniformly sampled from [−4, 4]. Real Data: We use 6 UCI datasets [8] and a dataset commonly used in the heteroscedastic literature, Lidar [33] (see Table 4 for details).
Depeweg
F Experimental Results
Qualitative Evaluation For the univariate datasets (all synthetic data sets as well as Lidar), we provide visualizations of the posterior predictive distributions of NCAI and benchmarks against the ground truth, as well as the joint distribution of the input and learned latent noise (see Figures 5, 6, 7, 9, 8, 10) . We find that in all cases, NCAI training produces qualitatively superior posterior predictives and learned latent noise that is less dependent on the input: NCAI captures the trend of the data while estimating a tight uncertainty around the data. This is in contrast to the BNN, which does not capture heteroscedasticity, and to the BNN+LV which often has difficulty capturing the trend in the data well and tends to over-estimate the uncertainty. We also find that NCAI qualitatively satisfies our modeling assumptions: one can visualize discern that the z's learned by NCAI are less dependent on the x's than the z's learned by BNN+LV. Lastly, we note that even though NCAI learns z's that are less dependent on the x's, it is still uncapable to remove all dependence. This is because minimizing the information shared between the x's and the z's is intractable (see Appendix B). Even by reducing some of the dependence, however, NCAI is able to model the data significantly better.
Quantitative Evaluation For all datasets, we compare NCAI training with benchmarks evaluated under all our metrics (generalization, calibration and modeling assumption satisfaction -see Section D.1). We find that BNN+LV with NCAI training consistently outperform BNN+LV with Mean Field BBB (in terms of average test log likelihood, RMSE) and recovers latent noise variables that better satisfy modeling assumptions (mutual information, divergence metrics, normality test statistics -see Table ? ?). We note that the BNN, when properly trained, is able to capture the trends in the data (measured by RMSE) but tends to underestimate the variance (log likelihood and calibration) -this tendency is especially apparent in the presence of heteroscedastic noise. This is especially apparent on the Energy Efficiency dataset, in which the BNN achieves the highest log-likelihood on average, while significantly underestimating the uncertainty; the %95-PICP and MPIW show that BNN has a small predictive interval width that only covers about %80 of the data, whereas NCAI overs about %94 of the data (see Table 14 for more details).
Selecting between NCAI λ=0 and NCAI λ>0 Generally, we observe that on data-sets in which the noise is roughly symmetric around the posterior predictive mean (as in the Goldberg, Yuan, Williams, Lidar, and Depeweg data-sets) NCAI λ=0 and NCAI λ>0 perform comparably well on average test log-likelihood -see Tables  16, 18, 17, 18 and 22 . However, when the noise is skewed around the posterior predictive mean (like in the HeavyTail dataset), we find that NCAI λ>0 out-performs NCAI λ=0 -see Table 15 . This is because NCAI λ=0 first fits the variational parameters of the weights to best capture as best as possible, often fitting a function that represents the mean. After the warm-start, when training with respect to the variational parameters of the z's, the uncertainty is increased about the mean to best capture the data, often in a way that does not significantly alter the parameters of the weights, thereby resulting in a posterior predictive with symmetric noise. Visualization of experimental results for all univariate data sets are in Section H, table summaries of quantitative experimental results are in Section G Application: Uncertainty Decomposition Following [7] , we quantify the overall uncertainty in the posterior predictive using entropy, H [p(y * |x * )]. We compute the aleatoric uncertainty due to z and by taking the expectation of H [p(y * |W, x * )] with respect to W
We then quantify the epistemic uncertainty due to W by computing the difference between total and aleatoric uncertainties:
In addition to the quantitative results in the paper, showing that the uncertainty decomposition learned by NCAI is quantitatively closer to that produced by HMC than the decomposition learned by BNN+LV, we also show qualitatively that our uncertainty decomposition is closer to that of HMC in Figure 4 . The figure shows that NCAI has appropriately high total and aleatoric uncertainties at x's for which there is a high variance in y. In comparison to HMC, however, both NCAI and BNN+LV tend to underestimate the epistemic uncertainty, which should be high where p(x) is low, signifying uncertainty over the model parameters due to lack of data. This is because Bayes By Backprop is known to underestimate uncertainty due to the zero-forcing nature of KL-divergence [14, 13, 25, 26, 27] . (c) Uncertainty decomposition given by HMC. Figure 4 : Comparison of uncertainty decompositions. We expect the epistemic noise to roughly match the empirical density of x, e.g. epistemic uncertainty is higher where x is sparsely sampled. We expect the aleatoric uncertainty to match the observed level of noise in the data. We see that BNN+LV trained with Mean Field BBB is unable to detect the highly noisy regions in data while BNN+LV with NCAI training learns aleatoric uncertainty that matches these regions very well. The uncertainties are estimated using a nearest neighbor based entropy estimator with k = 5 nearest neighbors. HMC was trained with σ 2 z = 1.0, σ 2 , as in the ground truth, and with σ 2 w set to the empirical variance of the neural network used to generate the data. Tables 6, 7 0.05 ± 0.005 0.05 ± 0.003 0.05 ± 0.003 0.094 ± 0.008 Recon MSE 0.177 ± 0.01 0.174 ± 0.006 N/A 0.139 ± 0.013 Hyperparams σ 2 = 0.1, λ 2 = 10, T = 0.01, x = 0.5, y = 1.0 σ 2 = 0.1 σ 2 = 0.1 σ 2 = 0.1 
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