Large mobility datasets collected from various sources have allowed us to observe, analyze, predict and solve a wide range of important urban challenges. In particular, studies have generated place representations (or embeddings) from mobility patterns in a similar manner to word embeddings to better understand the functionality of different places within a city. However, studies have been limited to generating such representations of cities in an individual manner and has lacked an inter-city perspective, which has made it difficult to transfer the insights gained from the place representations across different cities. In this study, we attempt to bridge this research gap by treating cities and languages analogously. We apply methods developed for unsupervised machine language translation tasks to translate place representations across different cities. Real world mobility data collected from mobile phone users in 2 cities in Japan are used to test our place representation translation methods. Translated place representations are validated using landuse data, and results show that our methods were able to accurately translate place representations from one city to another.
: Illustration of our problem setting. Given representations of places in 2 cities (ϕ,ψ ) generated from mobility patterns, our problem is to translate the place representations of city ϕ to the vector space of city ψ , so that similar places from both cities are mapped closely in the common vector space, as shown in the bottom right panel.
INTRODUCTION
Recent studies have made significant progress on understanding the semantics of places by generating vector representations from large scale mobility data [5, 8, 11, 13, 16] . Many of these methods produce place representations in a similar manner to generating word representations in the natural language processing field (e.g. word2vec [9] ), by treating words and places, sentences and trip sequences analogously. These place representations successfully characterize the functionality of places within cities, and have been applied in various tasks related to urban planning [12] .
However, such studies have been limited to understanding the place representations of cities in an individual manner and has lacked an inter-city perspective. Because the representations of different cities were not generated in a common vector space, it has been difficult to transfer insights based on place representations from one city to another, let alone transferring various phenomena (e.g. evacuation after disasters) across cities. If we could map place representations learned in one city to another, in the same way we translate words to words across different languages, we would be able to utilize knowledge accumulated in other cities to perform better analyses and predictions.
In this study, we attempt to bridge these gaps by treating cities and languages analogously, which extends the analogies made by previous studies ("places and words" and "trip sequences and sentences"). We propose models that extend the methods developed in the natural language processing field for unsupervised machine language translation tasks [1, 4, 15] . Figure 1 shows an illustration of our problem setting and approach. Given representations of places X ϕ , X ψ in cities ϕ and ψ , directly overlaying X ϕ on X ψ would be uninformative, since the vector spaces are not aligned with eachother. Using methods to translate representations, we obtainX ϕ = f (X ϕ ) which is aligned to the space of city ψ , allowing us to compare representations of places in different cities for further analyses and predictions. The model performances are tested using real world data collected from mobile phones in 2 cities in Japan, and are validated using landuse data. Results show that our methods are able to accurately translate place representations from one city to another.
The main contributions of this paper are as follows:
• We propose and test methods to translate place representations across cities, which can map places from different cities with similar functions closely together. • We verify that our method can successfully translate place representations, using real mobility world data from 2 cities. • We make the translated place representations publicly available for researchers and practitioners.
METHODOLOGY 2.1 Extracting Human Mobility Patterns
We first extract human mobility pattern datasets for each city, from the location data observed from mobile phones. Each observation of the location data contains the user ID, timestamp, longitude and latitude. To cope with noisy location observations (e.g. spatial errors in GPS data), we perform mean shift clustering to estimate the true location for each observation, as described in previous studies (e.g. [3] ). For each user, we read their location data in time order, and search for locations where the user has stayed within the distance defined by the spatial threshold (1000m) for a duration longer than the time defined by the temporal threshold (30 mins).
Generating Place Representations
To obtain the representations of places in a city, we solve a selfsupervised task in which an LSTM RNN model is trained to predict the next staypoint of a user using mobility data, which is analogous to language models which are trained to predict the next word in a sentence. After training an LSTM RNN model using staypoint sequences of a city c, we extract and stack the embedding layer's parameters of the size n c × d, and define it as the matrix of place representations X c . We refer to this place representation learning architecture as "MobLSTM" in the following sections.
Translating Place Representations
2.3.1 Joint Learning Approach. In the first approach, we merge the mobility datasets of two cities into one, train the model over the merged data, and use the transposed embedding layer matrix of the size d × (n ϕ + n ψ ) as the representation matrix. The rationale behind this approach is that, representations of places with similar functions will be visited in a similar manner (e.g. time of day, day of week, after and before certain places) regardless of the city the places belong to. A previous study shows that this approach is effective in translating embeddings of one language to another in an unsupervised manner [10] . We refer to this translation method as "Joint-MobLSTM".
2.3.2 Procrustes Transformation Approach. Given place representations X ϕ and X ψ , and a dictionary of pairs of places that are expected to be mapped close to eachother, orthogonal Procrustes is applied to align them together into a common vector space. The solution gives the best rotational alignment of the two vector spaces. Although our original problem is in the unsupervised setting, we generate synthetic representation pairs by pairing up the top N = 500 visited places from both cities. We refer to this translation method as "MobLSTM-P".
Adversarial Training Approach.
A similar approach as Conneau et al. [4] is taken here, where a model is trained the discriminate between representations randomly selected from RX ϕ and X ψ . R is then trained to prevent the discriminator from making accurate predictions [6] . The standard training procedure of deep adversarial networks is used for train the adversarial model [7] . We refer to this translation method as "MobLSTM-Adv".
DATA
Yahoo Japan Corporation collects location information of mobile phone app users. The users in this study have accepted to provide their location information. The data are anonymized so that individuals cannot be specified, and personal information such as gender, age and occupation are unknown. Each GPS record consists of a user's unique ID, timestamp, longitude, and latitude. The data has a sample rate of approximately 2% of the population. There are around 100,000 unique active users from the two cities (Kumamoto and Okayama).
To validate whether the generated and translated place representations correctly reflect the functionality of the places, we use the Urban Area Land Use Mesh Data in the National Land Numerical Information Database provided by the Ministry of Infrastructure, Land, and Transport and Tourism of Japan. The dataset divides all urban areas of the entire country into 100m × 100m grid cells, and assigns one category to each grid cell out of 17 options.
EXPERIMENT 4.1 Model Hyperparameter Settings
To conduct the representation learning of places described, we setup the model and input data as follows. The model consists of the embedding layer, LSTM RNN block, readout layer, and the output layer. While the main input of the model is a sequence of staypoints representing a user's movement, we added two supplementary values, which are the timestamp of when the user had entered that place and the duration time of the stay, to incorporate time-dependency of the users' behavior. The embeddings of staypoints were set to 96-dimensional vectors. The timestamp and stay duration were converted to 8-dimensional and 4-dimensional vectors respectively, and the three vectors at each step were concatenated into a 108-dimensional vector. The LSTM RNN block scanning over the embedding sequence consists of two layers of the size 128, and the hidden vectors of both layers were fed into the readout layer of the size 96, which were then read by the output layer producing the probability distribution over staypoints for the next place prediction. The parameter matrix of the staypoint embedding was reused as the output layer's matrix to reduce the total number of parameters and make the training data usage more efficient. We applied dropout with the keep probability 0.7 to the embedding layer, readout layer, and output layer. We continued the training for 20 epochs, evaluated performance on the validation data at the end of each epoch, and used the embedding matrix of the best model for subsequent processing.
Evaluation Metrics
Given two sets of places, we measure the average mutual norm distance and average mutual cosine similarity of the place representations of those places. Average Mutual Norm Distance (AMND). Given 2 place representations x i ,x j ∈ R d , norm distance is defined as Norm-Dist(i, j) = x i − x j . The average mutual norm distance between sets of places I and J is defined by the following:
where Z (I, J ) is the number of unique combinations between the places in sets I and J . Average Mutual Cosine Similarity (AMCS). Cosine similarity is a commonly used metric to measure the similarity between 2 place representations x i ,x j ∈ R d , and is defined as cos-sim(i, j) =
x i ·x j ∥x i ∥ ∥xj ∥ . We use the average mutual cosine similarity to measure the similarity between representations of two sets of places. Similar to the average mutual norm distance, average mutual cosine similarity between sets of places I and J is defined by the following:
Results

Intra-city Validation of Place Representations.
To validate whether the place representations were correctly generated (i.e. representations of places with the same functionality are mapped closely), we measured the AMND and AMCS between places with the same landuse labels (business districts, shopping malls, residential areas, and farmland areas). We refer to this validation scheme as "intra-city validation". Figure 2 shows the validation results for both cities. Note that for norm distance (A), lower is better, and for cosine similarity (B), higher is better. All error bars (vertical lines) show the standard deviation of the results of 10 iterations. Results show that both models were able to generate accurate representations, and embedded places with same landuse labels closer to eachother than randomly selected pairs of places. MobLSTM and Joint-MobLSTM had comparable performances for generating place representations, however we see that MobLSTM had slightly better performances (lower norm distances and higher cosine similarity) for many of the landuse types. This result agrees with our intuition, because MobLSTM is able to allocate more dimensions in the parameter space to encode information related to places in their own city, whereas Joint-MobLSTM shares the parameter space across different cities, having less dimensions to encode the representations for each city.
Inter-city Translation of Place Representations.
To quantitatively validate the performance of translating place representations across cities, we measured the AMND and AMCS between places with same landuse types across different cities (e.g. similarity between representations of places with shopping malls in Kumamoto and representations of places with shopping malls in Okayama). We refer to this validation scheme as "inter-city translation". Figure  3 shows the translation accuracy of all tested methods. The poor performance of MobLSTM confirms the negative example illustrated in Figure 1 , and that a translation operation is indeed needed to compare place representations from different cities. The rest of the models compare the performances of different translation methods. For business, shopping, and residential areas, the AMND seems to be lower than random for all methods, which implies that all of these types of places are clustered together in the vector space, away from the farmland areas. The AMCS metric allows us to measure more specific differences in the place representations, by normalizing the vectors by their lengths. AMCS results show that MobLSTM-P is able to translate representations of business, shopping and residential places successfully (statistically significantly). Even though Joint-MobLSTM and MobLSTM-Adv approaches are shown to succeed in language translation tasks, they fail to do so in place translation tasks. For Joint-MobLSTM to perform better, further searching for the appropriate model architecture may be effective, however is not cost effective considering the vast model space. MobLSTM-Adv failing to align the two vector spaces indicates that the probability distribution of the place representations of two cities are completely different, in contrary to word vector spaces. Even with MobLSTM-P, representations of farmlands were not successfully translated across cities. This is because we are not using many farmland areas as anchor points in our dictionary for solving the optimization problem, due to the lack of observed human mobility patterns in such areas. Overall, results in Figure 3 confirm that MobLSTM-P is successful in translating representations of places visited by people across cities.
RELATED WORKS
Models such as SkipGram and POI2vec applied ideas similar to word2vec [9] on social media check-in data, where sequences of POIs are treated as sentences [5, 8] . Place2vec uses the physical proximity between POIs and the number of visit counts to increase training data so that such pairs of POIs would have similar embeddings [13] . ZE-Mob proposes a origin-destination coupled embedding model, where the assumptions are that origin and destinations of the same trip should have similar representations [14] .
Unsupervised machine translation is a popular topic in the representation learning literature, due to the difficulty of collecting large scale cross-lingual training data [2] . This setting is similar to our problem, since we are not given any training data to learn which places should be closely embedded. Studies take different approaches to unsupervised word translation tasks; Zhang et al. [15] uses an adversarial training approach, Conneau et al. [4] learns a linear transformation matrix to map words in one language to another, Artetxe et al. [1] applies better initial estimates using probability density functions of distances to other word embeddings, and Wada and Iwata [10] apply a shared LSTM model to jointly embed two languages.
DISCUSSIONS AND CONCLUSION
Despite the popularity in understanding urban functions through place representations generated from mobility patterns, no works so far have attempted to translate the representations across different cities. To bridge this gap, we applied and tested methods inspired by unsupervised machine language translation. Experimental results showed that we were able to translate place representations, so that functionally similar places from different cities were mapped closely together in the common vector space.
For future works, we will further investigate whether this method works between a more diverse set of cities, such as Tokyo (Japan) and Indianapolis (USA), where various aspects differ more than between Kumamoto and Okayama. Applying this technique to real world problems such as selecting appropriate locations to open new stores is also of future research interest.
