Abstract. We study the solvability in anisotropic Besov spaces B σ 2 ,σ p,q (Ω T ), σ ∈ R + , p, q ∈ (1, ∞) of an initial-boundary value problem for the linear parabolic system which arises in the study of the compressible Navier-Stokes system with boundary slip conditions.
,σ p,q (Ω T ), σ ∈ R + , p, q ∈ (1, ∞) of an initial-boundary value problem for the linear parabolic system which arises in the study of the compressible Navier-Stokes system with boundary slip conditions.
The proof of existence of a unique solution in B σ 2
+1,σ+2 p,q
(Ω T ) is divided into three steps:
1
• First the existence of solutions to the problem with vanishing initial conditions is proved by applying the Paley-Littlewood decomposition and some ideas of Triebel. All considerations in this step are performed on the Fourier transform of the solution. 2
• Applying the regularizer technique the existence is proved in a bounded domain. 3
• The problem with nonvanishing initial data is solved by an appropriate extension of initial data.
Introduction.
In some cases the analysis of the compressible Navier-Stokes equations requires the study of the following linear parabolic system (see for example [7] )
where u(t, x) = (u 1 (t, x), u 2 (t, x), u 3 (t, x)) is an unknown function, t ∈ (0, T ), 0 < T < ∞, x = (x 1 , x 2 , x 3 ) ∈ Ω ⊂ R 3 , and Ω is a bounded domain with boundary S. wheren,τ α , α = 1, 2, are unit orthonormal vectors such thatn is the outward normal vector andτ 1 ,τ 2 are tangent to S. By dot we denote the scalar product in R 3 .
In this paper we shall examine the solvability of problem (1.1)-(1.4) in anisotropic Besov spaces B σ 2 ,σ p,q (Ω T ), σ ∈ R + , p, q ∈ (1, ∞) (see Section 2).
We treat problem (1.1)-(1.4) as a model problem because the methods used in the paper can be extended to other boundary problems and to other more general linear parabolic equations and systems.
In order to formulate the main result of the paper we need some compatibility conditions on the data.
Let u 0 ∈ B Then, we define the functions
b 03 =b 3 −ũ 0 ·n. Assumption 1.1. We assume that:
t 1+qλ 2 dt < ∞, k = 1, 2, 
The existence of an extensionũ 0 of u 0 such that the compatibility conditions of Assumption 1.2 are satisfied, follows from Lemma 2.3. However, Lemma 2.3 does not guarantee the fulfillment of Assumption 1.1. Therefore, we use Lemma 2.5 in virtue of which if q ≥ p and σ, p, q satisfy some additional conditions, we can estimate the integrals from Assumption 1.1 by the norms of f , b i (i = 1, 2, 3) and u 0 . In the case of q < p we can show that these integrals are finite if we assume that u 0 ∈ B (Ω), where ε > 0 is sufficiently small. Therefore, an immediate consequence of Theorem 1.1 and Lemmas 2.3, 2.5 is the following theorem.
. Let in the case of σ > (Ω T ) of problem (1.1) and
• Let q < p and ε > 0 be so small that
(Ω) and in the case of 
p we assume conditions (1.5)-(1.6) with l 2 and l 3 replaced by l (Ω T ) with
dt < ∞ of problem (1.1) and
, where m 4 , λ 4 are defined in Theorem 1.1.
In order to prove Theorem 1.1 we consider several auxiliary problems. First, in Section 3 we examine problem (1.1) with f = 0, u 0 = 0 in the halfspace R 3 + = {x ∈ R 3 : x 3 > 0}. The main result of Section 3 is formulated in Theorem 3.4. Namely, assum-
(see Definition 2.5) we prove the existence of a unique solution u ∈ B σ 2 ,σ p,q,γ (R + × R 3 + ) of the considered problem. To prove Theorem 3.4 we transform problem (1.1) with f = 0, u 0 = 0 to a system of ordinary differential equations with respect to x 3 by applying the Fourier transform with respect to x ′ = (x 1 , x 2 ) and the Laplace transform with respect to t (see (3.2) ). We estimate a solution of the system in Besov spaces using the definition by the Fourier-Laplace transform and the Paley-Littlewood decomposition in the directions x ′ , t and the classical one by differences with respect to x 3 (see Def. 2.4). Using the above existence and appropriate estimate we prove the existence of solutions to problem (1.1) with u 0 = 0 in a bounded domain by applying the regularizer technique (see Section 5) . Finally, in Section 6 we prove the existence of solutions to problem (1.1) by an appropriate extension of the initial data and using the result from Section 5.
The crucial point of the paper is the proof of Theorem 3.4 which relies on estimating solution (3.3) of the ordinary differential system (3.2) directly in Besov spaces defined by means of the dyadic decomposition of a partition of unity. The proof bases on delicate scaling arguments connected with the decomposition and estimates of compositions of the Fourier and the inverse Fourier transforms. In fact, we prove Theorem 3.4 by a modification and adaptation to the anisotropic case same ideas of Triebel (see [23] , Sect. 2.3.6).
In contrast to our existence theorem most of known existence results for linear parabolic or nonstationary Stokes equations have been proved by using either the technique of potentials or the resolvent estimates or the interpolation. Let us recall some of them.
Solonnikov [20] considered initial-boundary value problems for general linear parabolic systems with variable coefficients. He examined the solvability of these problems in anisotropic Hölder and Sobolev spaces W σ,2σ p ((0, T ) × Ω)) with σ ∈ N ∪ {0}. In [19] Solonnikov obtained estimates for solutions of the heat-equation with appropriate initial and boundary conditions in Besov spaces
The results of [19] and [20] are shown by the potential technique.
The methods presented in [1, 21] give the existence in spaces H σ 2 ,σ , σ ∈ R + . Using the existence of solutions in W σ,2σ p , σ ∈ N, p ∈ (1, ∞) (see [20] ) and applying the interpolation (see [22] ), the existence both in H (Besov spaces), σ ∈ R + , can be proved. The existence of solutions in Besov and SobolevSlobodetskii spaces is proved in [2] . The above interpolation technique is applied only in a half space and for solutions with vanishing initial data. The existence of solutions in a bounded domain follows from the regularizer technique.
In [8, 9] some existence and uniqueness results in Besov spaces for parabolic equations arising from the compressible Navier-Stokes equations are formulated.
Paper [26] is devoted to the existence result in Besov spaces of the Cauchy problem for abstract parabolic equations of higher order in time.
There are some results concerning the solvability of linear parabolic equations in Besov spaces via semigroups. The most general results are obtained by Amann [3] [4] [5] , who considered in [3] the following problem
where A = |α|≤m a α (x)D α and m = 2.
The above Cauchy problem in the case of m ∈ N, m even, is examined in [5] . Amann proves the estimate
where L(X, Y ) is the space of all continuous linear maps from X into Y , so -A generates an analytic semigroup.
Paper [3] is concerned with the existence of a semigroup in Bessel potential spaces H σ p , while in [4] the existence of solutions to evolution equations via semigroup theory in general Banach spaces is examined.
The methods of this paper were applied by the authors to obtain the solvability result for the Cauchy-Dirichlet problem for the heat equation (see [27] ).
There are also some existence results for parabolic pseudo-differential initial-boundary value problems. The following problem is considered in [10, 11, 13, 14] :
where Ω is a smooth bounded open set in R n with boundary Γ, I = (a, b), b ≤ +∞; P is a pseudo-differential operator on R n of order d ∈ Z having the transmission property (see [10] ), and P Ω is its restriction to Ω;G is a singular Green operator of order and class ≤ d. The operators act in C ∞ vector bundle E overΩ.
Moreover, T = {T 0 , . . . , T d−1 } is a normal system of trace operators T j of orders j < d and it is assumed that the system {∂ t + P Ω + G, T } is parabolic.
The above pseudo-differential formulation contains the usual parabolic operator problems as well as the initial-boundary value problems for the Stokes system.
In [11] the solvability of the problem (1.8)-(1.10) in Sobolev-Slobodetskii spaces H σ d ,σ , σ > 2, is proved, while paper [13] gives the existence results in Bessel-potential H spaces. The proofs of the above results base on the study of parameter-dependent elliptic pseudo-differential problems which yield appropriate resolvent estimates (see also [10, 12] ). The next step of these proofs relies either on using the Laplace transform method described by Lions, Magenes [16] , Agranovič, Višik [1] and Solonnikov [21] (in the case of paper [11] ) or on proving some mapping properties for pseudo-differential operators defined by means of compositions of the inverse Laplace transforms, resolvent opertors and Laplace transforms (see [13] ).
Finally, the results of [11] are applied in [14] to study the solvability of different boundary-value problems including Dirichlet, Neumann and intermediate problems for the Navier-Stokes equations in spaces
In [24, 25] the Besov and Lizorkin-Triebel spaces are used to show the existence of solutions to initial-boundary value problem for the heat equation in W 2,1 p,q (Ω × (0, T )).
Notation and preliminaries. Let
Throughout the paper we use the following notation:
For a derivative with respect to x ′ we use the notation:
we introduce the anisotropic distance from zero: 
• for every multi-indexᾱ = (α 0 , α 1 , α 2 ) there exists a positive number cᾱ such that
In the sequel we use the anisotropic Besov spaces [22, 23] 
is the space of functions u = u(t, x ′ ) with the finite norm
is the space of functions u = u(t, x) with the finite norm
Let u = u(t, x ′ ) or u = u(t, x) be a function vanishing for t < 0. We define the function
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Using u γ we can introduce spaces
Definition 2.5.
, for a sufficiently regular and rapidly decreasing function u which vanishes for t < 0, where
can be written in the following way:
Now, we shall introduce definitions of Besov spaces B Let σ ∈ R + , p, q ∈ (1, ∞) and let
where x = (x 1 , . . . , x n ), m ∈ N, e i is the unit vector directed along the x i axis.
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E. ZADRZYŃSKA AND W. M. ZAJĄCZKOWSKI Definition 2.6 (see [6, 17] ). The Besov space B σ p,q (Ω) is the space of functions u = u(x) with the finite norm
Definition 2.7 (see [6, 17] ). The Besov space
, where S is the boundary of a bounded domain Ω ⊂ R n is defined in a standard way by using local coordinates and a partition of unity. The following lemma holds. Similarly, in the case of (τ, T ) = (−∞, +∞) and Ω = R 3 + the norms introduced in Definitions 2.4 and 2.7 are equivalent. Now, we define a collection
. In Section 3 we use the properties of this collection.
Definition 2.8 (see [23] ). Let L > 0 be a given natural number. By A aL (R 3 ) we denote the collection of systems φ = {φ j (x)} ∞ j=0 ⊂ S(R 3 ) of functions with compact supports such that
where
To prove Lemma 4.1 we need the extension lemma.
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Lemma 2.2 (see [6] , Ch. 4, Sect. 18).
Then there exists an extension of f onto
, where c > 0 does not depend on f .
We also use the following trace lemma:
Then there exists a function
.
In order to prove Theorem 1.1 we also need the following lemma.
Lemma 2.4 (see [27] , Lemma 2.5).
and let
if and only if the following conditions are satisfied:
we have the estimate Finally, we present a lemma which in some cases guarantees together with Lemma 2.3 the possibility of constructing an extensionũ 0 ofũ 0 such that Assumption 1.1 holds.
Lemma 2.5 (see [27] , Lemma 2.6).
2
• Let q < p and let ε > 0 be so small that
To define a regularizer and to prove the existence theorem for problem (1.1), where Ω ⊂ R 3 is bounded domain, we need a partition of unity. To introduce this we define two families of open sets {w (k) } and
be a smooth function with the properties:
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Considering problems invariant with respect to translations and rotations we associate with each Ω (k) , k ∈ N, a local system of coordinates y = (y 1 , y 2 , y 3 ) with center at
and Ω (k) are described by the inequalities
respectively. Then S (k) can be written as
We straighten the boundary S (k) by introducing the new coordinates
We denote the above transformation by Φ k , i.e.
Then, denote:
and Ω (k) are described by the inequalitites:
respectively. Let y = Y k (x) be the transformation from the coordinates x to the local coordinates y, which is a composition of a translation and a rotation. We set
3. The parabolic problem with f = 0, b k = 0, u 0 = 0 in the half space. The aim of this section is to prove the existence of solutions to the problem
In order to solve (3.1) we apply the Fourier-Laplace transform F 2 . Then (3.1) implies
and the summation convention over repeated indices is assumed.
We are looking for a solution to (3.2) which vanishes for x 3 → ∞. Such a solution to (3.2) vanishing for x 3 → ∞ has the form (see [7] )
Solving (3.4) we obtain (see [7] )
Then (3.3) can be written asû
, and 
,
Then the following estimates hold:
Proof. First, notice that
where c j > 0 (j = 1, . . . , 4) are constants, and τ j , j = 1, 2, can be written as
. This implies that
where c j > 0 (j = 5, 6) are constants and we used that cos(ϕ 1 − ϕ 2 ) > 0 and (3.6)-(3.7). Moreover
In view of (3.6)-(3.9) we can replace calculation of derivatives of the functions g jk and h jk (j, k = 1, 2, 3) by calculating derivatives of the following functions:
To calculate the derivatives of the above functions we use the formula:
where m ∈ R \ {0}, a l+1 (l = 0, . . . , r + r ′ − 1) are real constnts depending on
; m j , m ′ j and n j (j = 1, . . . , q) are nonnegative integer numbers. Using (3.10) and the Leibniz formula we get
where we used that
Using (3.6)-(3.9), the formula (3.10) and the Leibniz formula we estimate the other functions g jk and h jk in the same way.
This concludes the proof.
We also need some estimates of derivatives
, 1 which will be proved in Lemmas 3.2 and 3.3 below.
and in view of (3.6), estimate (3.11) follows. In order to prove (3.12) notice that
where A 1 = (−τ 2 ) j e 0 . First, using relations (3.7), (3.8), (3.10) it suffices to estimate ∂
in view of (3.11) we have (3.14)
If j = 0 we apply the Leibniz formula together with (3.10) for m = 1 and the formula
where a i (i = 1, . . . , k + k ′ ) are nonnegative constants. Then it follows that (3.14) holds also for j = 0.
In order to estimate ∂
we represent e 0 in the form
Therefore, using (3.6)-(3.7), (3.9) we get
2 y e −Reτ 1 (x 3 −y) dy Hence by the Young inequality we obtain
where we also used that |τ i | < √ 2 2 Reτ i , i = 1, 2. In the same way we get
To do this we use the formulas
where r < k, r ′ < k ′ , r − k ∈ N, r ′ − k ′ ∈ N, b i and c j (i = 1, . . . , r (1) + r; j = 1, . . . , k + k ′ − r − r ′ ) are nonnegative constants. Then applying also the Leibniz formula and estimates (3.6), (3.7), (3.9) we obtain
Continuing, we have
2 (x 3 −y) ) we get
2 y e −Reτ 1 (x 3 −y) dy + Therefore, using as before the Young inequality yields
Now, applying once more the Leibniz formula and (3.16) we obtain
In view of (3.14) and (3.17) estimate (3.12) follows.
We will also use the following lemma: 
where κ ∈ (0, 1).
Proof. By Lemma 2.2 of [27] and (3.6),
so estimate (3.18) follows. It remains to prove (3.19) . First, let k = k ′ = j = 0. Then
and we have
Then, in view of (3.18) with j replaced by j − 1 and τ 1 replaced SOME LINEAR PARABOLIC SYSTEM IN BESOV SPACES 587 by τ we get
we write
Hence, by using the Leibniz formula we get
First, using the formulas (3.15) and (3.12) we estimate
Using as before the Young inequality we calculate
where we also used that |τ i | < 
By (3.21)-(3.22) we get
Exactly in the same way we estimate
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Next, we have
Using in (3.23) estimates (3.21)-(3.22) we get
Next, we consider
The integrals
, we estimate in the same way. Summarizing the above considerations we get
Hence, by the Leibniz formula
Inequalities (3.20) and (3.24) yield (3.19) . This completes the proof. Now, we can prove the main result of this section.
. Then there exists a unique solution to problem
The proof of Theorem 3.4 follows from the lemmas below. 
, where u = (u 1 , u 2 , u 3 ) and
Proof. Using (3.5) we have
, where
Introduce the family of functions {ψ j (ξ)},ξ = (ξ 0 , ξ ′ ), ξ ′ = (ξ 1 , ξ 2 ) such that supp ψ 0 ⊂ {ξ : |ξ| a ≤ 4}, supp ψ j ⊂ {ξ : 2 j−2 ≤ |ξ| a ≤ 2 j+2 } and ψ j (ξ) = 1 forξ ∈ suppφ j . Then
Continuing, we can rewrite I 1kjr as
Similarly as in [27] (see the proof of Lemma 3.2) we shall use in the sequel the formulas:
Moreover, we used in (3.27) the notation
and the relation
Applying (3.26), the expression I 1kjr takes the form
where we used the change of variables y i = 2 −l w i , i = 1, 2, y 0 = 2 −2l w 0 and the notatioñ w = (2 −l w 0 , w ′ ), w ′ = (w 1 , w 2 ),w = (w ′ , w 0 ). Then (3.27) yields
Next, the Minkowski inequality with respect tox gives
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The change of variablesz =x −w in the integral with respect tox implies
, and we used the fact that F 2 b r = F 1 b r . Next, using the Hölder inequality in the integral with respect tow and replacingw byȳ andz byw we obtain
Assuming that d > 3 we get that
Hence, in view of the Parseval identity we have
Using inequality (3.29) (see Lemma 3.5 below) we get
where c r = 1 for r = 1, 2, c r = 0 for r = 3. Therefore, by the Hölder inequality
, where δ = σ + d + 4, t = x 0 and ε > 0 is arbitrarily small. Assuming that L > δ + ε we obtain (3.25) . This ends the proof.
To prove (3.28) we need Lemma 3.6. Let d be an even number such that d > 3. Then
where for l = 0 the constant c depends on γ, c r = 1 for r = 1, 2; c r = 0 for r = 3; m = 1, 2, 3; L > 0 can be chosen sufficiently large.
Proof. J mr can be written as
Applying the Minkowski inequality we get
From the properties of ψ l it follows that
where A = {ξ : |ξ| a ≤ 4} for l = 0 or
Therefore, we obtain
By Lemma 3.1
for r = 1, 2,
where now τ 2 = γ + 2 2l ξ ′ 2 + 2 2l ξ 0 i. Lemma 3.2 yields the estimates
if we assume that γ < 2 2l+r | for l ∈ N ∪ {0} and some r ∈ N ∪ {0}.
Finally, since {φ k } ∈ A al (R 3 ) (see Section 2) we have
where L is chosen sufficiently large,
and where we have used the change of variables y 0 = 2
In view of estimates (3.31)-(3.39), inequality (3.29) follows. Now, we shall derive the estimate for
Lemma 3.7. Let the assumptions of Theorem 3.4 be satisfied. Then
Proof. Since
Introducing the same family of functions {ψ l (ξ)} as in the proof of Lemma 3.5 we get
Now, using formula (3.26) from Lemma 3.5 with ∂ j x 3 e i (i = 0, 1) replaced by ∂ j x 3 E i (i = 0, 1) we obtain
where we used the change of variables y i = 2 −l w i , i = 1, 2, y 0 = 2 −2l w 0 and the notatioñ w = (2 −l w 0 , w ′ ), w ′ = (w 1 , w 2 ),w = (w ′ , w 0 ). Next, formula (3.27) from Lemma 3.5 yields
where we also used the Minkowski inequality. Applying the change of variablesζ =x −w in the integral with respect tox gives
Using the Hölder inequality in the integral with respect tow and replacingw byȳ andζ byx we get
Hence, assuming that d > 3 and applying the Parseval identity we obtain
where c r = 1 for r = 1, 2, c r = 0 for r = 3. Hence
Now, we prove
where for l = 0 the constant c depends on γ, L 1 can be chosen sufficiently large.
Proof. Using the Minkowski inequality as in Lemma 3.6 we obtain
where A is defined in Lemma 3.6. Now, by the above estimates and estimates (3.30)-(3.39), inequality (3.41) follows.
4. The parabolic problem with f = 0, b k = 0, u 0 = 0 in the half-space. In this section we consider the problem (4.1) .
Consider the Cauchy problem
By Lemma 4.3 below and (4.4) .
Let v = u −ũ. Then v is a solution of the problem
−γt for t > 0, 0 for t < 0. By the traces theorems (see [6] ), estimate (4.5) .
Proof. We use the same argument as in Theorem 3.1. The Fourier-Laplace transform applied to (4.10) yields .
We also introduce a family of functions {ψ j (ξ 0 , ξ)} with the properties: Repeating the same considerations as in the proof of Lemma 3.5 we get 
