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ABSTRACT 
 Understanding how information is encoded, processed, and decoded to produce 
behavior is a fundamental goal of neuroscience. In this dissertation, we aim to expand our 
understanding of our human decision-making processes at the single-neuronal level. We 
describe three studies exploring the neural substrate of decision-making in three separate 
brain regions. 
 First, we describe a method for recording the activity of individual neurons in 
human subjects. The unique combination of behavioral and neurophysiological data will 
allow us to better understand the neural substrate of cognitive functions in humans. 
 Second, we explored how decisions are represented in the brain. We recorded 
single neuronal responses in the human nucleus accumbens while subjects engaged in a 
financial decision-making task. We found that neurons in the nucleus accumbens 
predicted upcoming decisions well before the behavior was manifested. In addition, these 
neurons encoded a positive and negative prediction error signal, signaling the difference 
between expected and realized outcome. 
 Third, we explored how the brain represents decision conflict and how it adapts to 
prime future decisions allowing tradeoff between speed and accuracy. We found that 
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individual neurons in the human dorsal anterior cingulate cortex encode the level of 
decision conflict in a dose-dependent manner. In addition, these neurons encode 
historical conflict information, priming the neural circuit to future trials of the same or 
varying conflict levels. Following selective ablation of the dorsal anterior cingulate 
cortex, we found this signal was selectively abolished. 
 Lastly, we explored how the brain represents decisions under conflict and if these 
decisions are malleable to external intervention. We found that neurons in the human 
subthalamic nucleus are selectively activated and encode the upcoming decision during 
situations of high decision conflict. Based on the physiological findings, we then applied 
intermittent stimulation through the implanted deep brain stimulation electrode during the 
same task, to demonstrate a causal interaction between the physiology and behavior. 
 In conclusion, we describe a set of experiments that systematically explore human 
decision-making processes at the single-neuronal level. 
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INTRODUCTION 
An important component of human behavior is the ability to predict, evaluate, and 
update information. From functional imaging and evoked potential studies in humans, we 
know cognitive processes form a diverse network of interconnected brain structures, 
recruiting regions such as: the prefrontal cortex, anterior cingulate, and basal ganglia. 
What remains less understood, however, is how the fundamental computational unit of 
the brain––a neuron––represents and processes this information, and how that 
representation changes within the interconnected network. Neurosurgical intervention for 
the treatment of psychiatric and movement disorders provides a unique window to 
eavesdrop on the activity of individual neurons in the human brain while subjects are 
actively engaged in complex cognitive tasks. 
Animals are fundamentally governed by rewards. It is a central component of our 
behavior and the pursuit of which represents the integration of a broad range of cognitive 
capacities. This integration takes place in a distributed network and includes regions such 
as the frontal cortex, cingulate cortex, basal ganglia, and systems. Although 
understanding the role of these brain regions has been the focus of many recent studies, 
the vast majority of them are conducted in animal models that ultimately serve only as a 
proxy for human reward processing. Imaging modalities, such as functional magnetic 
resonance imaging, allow us to correlate whole brain activity with behavior in human 
subjects at the cost of poor temporal and spatial resolution. Within the last decade, a few 
pioneering studies have explored reward processes in the human brain at the single 
neuronal level, providing the first evidence on how this integral and complex cognitive 
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function is represented at the level of the individual neuron. In this dissertation, we 
describe three experiments that extend this limited body of literature. 
Basal Ganglia 
The basal ganglia have been classically thought of as a set of nuclei related to 
motor function given pathophysiological evidence from movement disorders and original 
anatomical evidence pointing to dense connectivity with motor cortical areas (Nauta & 
Mehler, 1966). However, this view has recently changed as growing evidence has 
attributed a range of cognitive functions, such as reward processing, decision-making, 
and learning to the basal ganglia. 
These discoveries originated from early anatomical evidence in the 1970s 
demonstrating the connectivity of the ventral striatum and the ventral pallidum with 
cortical areas (Heimer & Kalil, 1978). It was later discovered that many cortico-basal 
ganglia-thalamo-cortical loops (basal ganglia loops) existed, and projected to various 
cortical regions, including: sensorimotor, associative, and limbic regions (Parent & 
Hazrati, 1995). The notion of parallel and segregated basal ganglia loops became the 
dominant framework in the interpretation of basal ganglia function. This organizational 
scheme was optimally suited for integration of discrete associative and limbic streams of 
information, while connecting with motor cortical and motor output regions within the 
basal ganglia––requirements for adaptive behavior. 
Midbrain Dopamine and Reward Signaling 
Midbrain dopaminergic neurons play a critical role in moderating reward 
processing and adaptive behavior (Schultz, 2002). The two primary dopamine centers 
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innervating the cerebrum are the ventral tegmental area (VTA) and the substantia nigra 
pars compacta (SNpc). 
The VTA lies medial to the substantia nigra and ventral to the red nucleus in the 
midbrain. The VTA primarily receives glutamatergic input from the prefrontal cortex, 
lateral hypothalamus, and superior colliculus. It also receives gamma-aminobutyric acid 
(GABA) input from medium-spiny neurons in the ventral pallidum and nucleus 
accumbens. Approximately 60% of the cell bodies are dopaminergic, of which most 
project densely to the ventromedial striatum, specifically the nucleus accumbens core and 
shell (Swanson, 1982); GABA-ergic (Carr & Sesack, 2000) and glutamatergic containing 
neurons are also present (Lavin et al., 2005). 
The SNpc is a mesencephalic structure that lies immediately dorsal to the cerebral 
peduncles. Roughly, 90% of cell bodies are dopaminergic and project primarily to the 
dorsal striatum and prefrontal cortex (Haber & Knutson, 2010). Interestingly, the SNpc 
receives very little reciprocal innervation from the dorsal striatum, but instead receives 
dense projections from the ventral striatum. 
The role of midbrain dopaminergic neurons have been extensively studied in 
reward processing (Schultz, 2002; Schultz, Dayan, & Montague, 1997). Most notably, 
midbrain dopaminergic neurons demonstrate a rapid phasic increase in firing rate to 
unexpected rewards. In other words, when there is a difference in expected and actual 
outcome--a prediction error signal--midbrain dopaminergic neurons rapidly fire at the 
onset of the unexpected reward. Furthermore, if a stimulus is consistently presented prior 
to the delivery of the reward, the dopamine-mediated change in firing rate transitions 
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from the receipt of the reward to the onset of the predictive cue. This feature is thought to 
drive reward-based learning and adaptive behavior. 
It is important that animals are not only able to respond to rewards, but it can also 
be advantageous to make predictions about future rewards. More recently, neuroimaging 
studies have found that the amygdala, orbital-frontal cortex, and ventral striatum are 
implicated in reward prediction (Gottfried, O'Doherty, & Dolan, 2002; Knutson, Adams, 
Fong, & Hommer, 2001; O'Doherty, Deichmann, Critchley, & Dolan, 2002). In its 
simplest form, this type of prediction can occur through classical conditioning. In such 
cases, a previously neutral stimulus, which is paired with a rewarding outcome, is 
assigned a predictive value in future instances. It is thought that phasic dopaminergic 
activity is the neural substrate of this type of learning (Schultz, 1998). 
Human neuroimaging studies also support this notion (McClure, Berns, & 
Montague, 2003; O'Doherty, Dayan, Friston, Critchley, & Dolan, 2003). Using classical 
conditioning tasks, two studies were able to identify prediction error profiles using event-
related fMRI in down-stream targets from midbrain dopaminergic systems. These signals 
were seen in the ventral striatum and orbital-frontal cortex. Although these are indirect 
measures of neural activity, further evidence using positron emission tomography (PET) 
has found dopamine release in the striatum during reward prediction errors (Zald et al., 
2004). 
There are many difficulties in using fMRI to measure changes in midbrain 
dopaminergic systems because of its proximity to tissue boundaries, endogenous motion 
due to its nearness to the carotid artery, and partial volumning from its small size (Haber 
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& Knutson, 2010). Despite this, researchers have reported increases in midbrain activity 
to anticipation of pleasant tastes (D'Ardenne, McClure, Nystrom, & Cohen, 2008; 
O'Doherty et al., 2002) and monetary rewards (Knutson, Taylor, Kaufman, Peterson, & 
Glover, 2005). Interestingly, in these studies, midbrain activity did not attenuate to 
expected rewards that were omitted, in contrast with findings from non-human primate 
work (Schultz et al., 1997). Although this may reflect an insensitivity of the imaging 
modality, it remains a critical point in understanding reward processing in the human 
brain. 
The first study to explore single neuronal correlates of dopaminergic neurons in 
the human brain were Zaghloul and colleagues (Zaghloul et al., 2009). They were able to 
record activity from individual neurons in the human substantia nigra in patients 
undergoing deep brain stimulation surgery (DBS) for Parkinson's Disease. In this study, 
they asked patients to play a computerized task while surgeons performed microelectrode 
recordings to physiologically map the target brain region prior to implantation of the deep 
brain stimulation electrode (Zaghloul et al., 2009). It is worth noting that microelectrode 
recordings are a routine part of deep brain stimulation surgery and the only addition to 
the experimental design is the incorporation of the computerized behavioral task. 
During surgery, a computer monitor and input device (button box) is mounted to 
the operating bed. After the neurosurgery team makes two small craniotomies, 
microelectrode wires are then inserted and lowered along the planned trajectory, before 
the final stimulating electrode is permanently implanted. This procedure is performed to 
physiologically map the gray/white matter boundaries to confirm the electrode position 
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and to functionally isolate the motor compartment of the subthalamic nucleus (STN). 
This is a standard component of DBS surgery and helps to ensure optimal placement of 
the stimulating electrode. Although the substantia nigra is not currently an approved DBS 
target, it rests immediately inferior to the STN and can be reached when mapping the 
ventral boundary of the STN during the microelectrode recording portion of the surgery. 
The task required the subjects to draw a card from one of two decks of cards. The 
subjects were informed that one deck probabilistically carried a higher chance of 
resulting in a financial reward. The researchers recorded 67 neurons from the substantia 
nigra and limited their analysis to 15 neurons that met stringent criteria (firing rate, 
waveform morphology, and feedback responsive) of dopaminergic cells. By comparing 
differences in observed and expected feedback, the researchers reported that 14 of the 15 
dopaminergic neurons in the substantia nigra encoded both positive and negative 
prediction error signals, consistent with previous non-human primate and neuroimaging 
studies. This was the first concrete evidence of prediction error signals in human 
dopaminergic neurons. 
An unavoidable confound when interpreting any human single neuronal study is 
the underlying disease pathology of the study population. In this case, Zaghloul et al. 
recorded from dopaminergic cells in the substantia nigra of subjects with severe 
Parkinson's disease---atrophy of which is itself the pathophysiological cause of 
Parkinson's disease. Although it is difficult, or in some cases impossible to control for 
these effects, a discussion is necessitated to address these issues. The researchers in this 
case performed a very strict analysis of the physiological properties of the neurons they 
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recorded: through this analysis they reduced the 67 recorded neurons to 15 dopaminergic 
cells that were used for this analysis. The rationale is that they were able to study the 
remaining active dopaminergic cells and their output. The caveat is that this activity may 
be attenuated due to the degeneration of the cell population and therefore the healthy 
network. 
Basal Ganglia and Reward Processing 
The link between the ventral striatum and reward processing has been known 
since the 1950s when Olds and Milner demonstrated that rats would continually self-
stimulate their reward circuit through an implanted electrode, even at the cost of 
maintaining basic homeostatic needs like eating and sleeping (Olds & Milner, 1954). 
Ever since, the ventral striatum has become a focal point in studies of reinforcement 
learning, reward processing, and decision-making. 
In the late 1970s, Lennart Heimer coined the term `ventral striatum'. In humans 
and primates, the ventral striatum is the composite of the nucleus accumbens (NAc) and 
the amorphous boundary blending caudally into the caudate and putamen in the dorsal 
striatum. Interestingly, neither cytoarchitectural or histochemical features demarcate a 
border between the ventral and dorsal striatum (Haber & Knutson, 2010); instead, 
anatomical connectivity provides the most consistent feature to identify the two regions.  
The ventral striatum, like the dorsal striatum, receives three major inputs: a 
massive topographic glutamatergic input from the cerebral cortex, a large glutamatergic 
input from the thalamus, and a smaller dopaminergic input from midbrain dopaminergic 
centers (Haber & Knutson, 2010). The NAc is classically thought of as the `motor-limbic 
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interface' because of its rich limbic afferents from the hippocampus, amygdala, and 
frontal cortices and its efferent projections to motor output centers in the basal ganglia 
(Mogenson, Jones, & Yim, 1980). Given this anatomical connectivity, the NAc is in a 
unique position to integrate a wide-range of information to modulate behavior. 
Furthermore, the NAc receives widespread input from midbrain dopaminergic centers, 
thus placing it under the influence of reward centers. This combination of inputs makes 
the NAc well suited for processing reward information, guiding goal-directed behaviors, 
and evaluating decisions.  
The role of dopamine in the striatum continues to be poorly understood. A central 
tenant of dopamine's influence on striatal activity (both dorsal and ventral) is that it exerts 
its influence via two mechanisms: tonically and phasically active neurons. Evidence 
suggests that tonically active neurons, thought to be cholinergic interneurons that make 
up about 1% of striatal neurons, may perform a gating function allowing the passage of 
information (Pessiglione et al., 2005; Tremblay, Filion, & Bédard, 1989). Phasically 
active neurons, in contrast, are thought to be the medium spiny neurons that make up 
about 95% of striatal neurons, are more relevant to strengthening functional circuits 
during instrumental conditioning and procedural learning (Graybiel, 2008; Jog, Kubota, 
Connolly, Hillegaart, & Graybiel, 1999).  
Neurons in the NAc also send reciprocal projections back to midbrain dopamine 
neurons. These projections are GABA-ergic and inhibitory in nature. Although the NAc 
is not the only region that exerts control over midbrain dopamine centers, it provides the 
largest afferent control. The exact function of these projections is not well understood, 
 9 
however, computational approaches have led to very interesting hypotheses. One 
particular example is the actor-critic model of reinforcement learning. In this model, an 
actor signal maintains stimulus-response associations based on historically rewarding 
experiences, while the critic signal serves as a `teaching signal' to update the actor to 
newly rewarding stimulus-response associations. In this sense, the striatonigral projection 
to midbrain dopamine centers could regulate responses to rewards, serving as a control 
mechanism for learning. An integral component of this system is that neurons in the 
NAc/ventral striatum are sensitive to reward probability.  
In a classic study, Schultz and colleagues trained monkeys to perform a computer-
guided task. In this task, one of three different conditioned stimuli were presented on any 
given trial, to which they learned the corresponding associations through trial-and-error: 
(i) make a reaching action and receive reward, (ii) refrain from performing any action and 
receive reward, and (iii) make a reaching action followed by an auditory tone and no 
reward. The animals performed this task while researchers recorded single neuronal 
activity from the ventral striatum. Upon examination of the phasically active subgroup of 
neurons, the researchers found that the responses were heterogeneous to task-related 
epochs. Amongst the findings, however, they noticed the largest and consistent categories 
of responses were in anticipation of a rewarding event (during the presentation of the 
conditioned stimulus that predicted reward) and during receipt of the primary reward 
(Hollerman & Schultz, 1998). This activity occurred irrespective of whether a movement 
was required, suggesting that these neurons are not encoding a general reinforcing signal, 
but rather a signal for appetitive rewards.  
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This data was further supported by human PET and fMRI studies that have shown 
that the NAc/ventral striatum is activated with receipt of both primary (food, sounds, etc) 
and secondary (monetary gains) rewards (Blood & Zatorre, 2001; Martin-Sölch et al., 
2001; O'Doherty et al., 2004; Small, Zatorre, Dagher, Evans, & Jones-Gotman, 2001). 
Further evidence using ligand based imaging techniques have shown dopamine release in 
the NAc with feelings of `euphoria' (Drevets et al., 2001), drug and alcohol consumption 
(Boileau et al., 2003), and even gambling (Koepp et al., 1998). Using event-related fMRI, 
researchers found that activity in the NAc increased during the anticipation of primary 
(pleasant taste) and second (monetary gains) rewards (Knutson et al., 2001; Knutson, 
Fong, Bennett, Adams, & Hommer, 2003; O'Doherty et al., 2002). Knutson and 
colleagues further demonstrated that NAc activation increases proportional to the 
magnitude of the anticipated monetary reward (Knutson et al., 2001).  
In 2009, Cohen and colleagues performed the first study to directly record neural 
activity in the human ventral striatum during a reward learning and decision-making task 
(M. X. Cohen et al., 2009). Five patients underwent deep brain stimulation surgery for 
the treatment of major depressive disorder, in which a stimulating electrode was 
surgically implanted into the ventral striatum. Following the implant surgery and before 
the electrode leads were attached to the pulse generator (which occurs in a second 
operation after a few days), the researchers connected the leads to an acquisition system 
and had the subjects engage in a computer-guided task. This approach allowed 
researchers to correlate local-field potential data from the NAc to the behavior engaged in 
the task. Their behavioral paradigm consisted of two tasks: a `learning' and `choosing' 
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task. In the learning task, one of two cues was presented on any given trial. Unknown to 
the subject, one cue was the `safe' cue which always resulted in a small reward while the 
other, `risky' cue, resulted in a high reward 75% of the time. The subjects quickly learned 
these associations and were able to verbally report their findings. In the `choosing' task, 
the subjects were presented with both cues and asked to make a selection. Again, 
unknown to the subjects, these cues retained the same reward contingencies as in the 
`learning' task. The dichotomy of these two tasks allowed researchers to interrogate the 
role of the NAc in associative learning vs. reward-guided behavior. The results were 
consistent with imaging studies: NAc activity reliably encodes the anticipation of reward 
proportional to reward magnitude. More specifically, activity increased from losses to 
safe to risky rewards. Interestingly, their data suggested that at the feedback period, NAc 
activity does not encode a prediction error (difference between expected and actual 
outcome) because the activity should be zero for safe rewards (e.g. where expectation and 
outcome are equal). We will find that this result is in contrast with single neuronal 
findings from the NAc. 
In 2011, Lega and colleagues presented the first single neuronal evidence from a 
human subject undergoing deep brain stimulation surgery (Lega, Kahana, Jaggi, Baltuch, 
& Zaghloul, 2011). This subject was a 42-year old female undergoing DBS for treatment 
refractory major depression. During the microelectrode recording portion of the surgery 
the research team asked the subject to participate in a computer-guided visual-reward 
task; single-neuronal and local-field potential data were collected during the performance 
of the task. In a pre-operative session, the participant was exposed to a set of 120 images 
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from 11 categories to which she ranked her preference in a pair-wise fashion. These 
images were then used as the rewarding stimuli during the recording session. In the 
operating room, at the beginning of each trial the subject was cued to the category from 
which the subsequent rewarding stimuli would be presented if the trial was successfully 
completed. An object would then appear from either the left or right side of the screen; 
the subject was asked to appropriately press the left or right mouse button. If the trial was 
successful, the corresponding reward image from that category would be presented along 
with a positive reinforcing tone. If the trial was incorrect, a negative image was presented 
along with an aversive tone. Two neurons were identified from the recording. One neuron 
showed a significant increase in activity during the feedback period to positively 
rewarding outcomes but not to negative or neutral trials. Similarly, the local-field 
potential data showed a stark increase in alpha-band activity during the feedback of 
successful trials, again in comparison with negative and neutral outcomes. The authors 
note that their single-neuronal findings most likely result from the tonically active 
subpopulation of NAc neurons. Although the data here is limited and must be interpreted 
with caution, it provided some evidence at a time where little existed.  
To extend these findings, we describe an experiment in this dissertation that 
performed a more detailed examination of single-neuronal activity in the NAcc during a 
financial decision-making task (Patel et al., 2012). This study was performed in patients 
undergoing deep brain stimulation surgery for the treatment of major depressive disorder 
or obsessive-compulsive disorder. The researchers implemented a computerized 
gambling task based on the classic card game, `war'. In this task, the subject is presented 
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with a card on a computer monitor. Following the presentation, the subject is given the 
opportunity to place a wager, either $5 or $20 via a button box. Once the wager is 
entered, the opponent's card is revealed––the player with the higher card wins. A 
feedback period follows with an image of the wager amount and the words `win' or `lose' 
depending on the outcome of the trial. A total of 19 neurons were examined from eight 
subjects (5 MDD and 3 OCD). Similar to the results from Schultz and colleagues, the 
data revealed that neuronal responses in the NAcc were very heterogeneous to task-
related epochs. However, there were two epochs that clearly carried most of the phasic 
activity: the go-cue and feedback period (the point in the trial at which the computer's 
card is revealed and the first point at which the subject realizes the outcome of the trial). 
The researchers report two main findings from the study. The first is that that NAc 
population activity predicts, on a trial-by-trial basis, the upcoming financial decision up 
to 2 seconds before the wager is physically manifested. This activity is time-locked to the 
onset of the go-cue (the first point at which the wagers appear on the screen, allowing the 
subject to initiate the bet). The second, is that NAc population activity encodes positive 
and negative prediction error signals during the feedback period. Activity in trials with 
expected positive and negative outcomes showed no difference during the same period.  
This data provides the first single neuronal evidence from both animal and human 
studies that a decision signal is encoded in the NAc (van der Meer & Redish, 2011). 
Although more work is needed to explore this signal, it may provide significant evidence 
for the role of the `actor' signal within the reinforcement learning framework. 
Furthermore this data provides concrete evidence that a prediction error signal is 
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represented in the NAc, which is more and more proving to be a ubiquitous signal 
represented throughout the brain. 
Cingulate 
Many subregions of the prefrontal cortex (PFC) are implicated in a larger reward 
network. A major component of the reward circuitry in the PFC is the anterior cingulate 
cortex (ACC). The ACC covers a large region of the medial wall and is abutted to the 
corpus callosum (Paus, 2001). Each subregion of the ACC is predominately involved 
with distinct roles, such as motivation and cognition (Paus, 2001). Notably these areas are 
not homogenous and demonstrate some overlap in function. Nevertheless there is a 
general agreement as to the primary role of each subregion. Two of the major parts are 
the dorsal ACC (dACC) and ventral ACC, which is also known as the ventral medial 
prefrontal cortex (vmPFC). 
The portion of the ACC implicated in reward processing and cognition is the 
dACC. The dACC is often divided into Areas 24b and 32. Much of the dACC is located 
in the anterior cingulate sulcus. Each subdivision has robust anatomical connectivity to 
other brain regions that serve parallel functions (Haber, Kim, Mailly, & Calzavara, 2006). 
A dense set of dACC efferents are focal projections that reach a large part of the dorsal 
striatum, primarily from the caudate head and rostral putamen to these regions bordered 
by the anterior commissure. Projections to the ventral striatum are much more sparse. 
The area reached by focal projections of the dACC is increased by diffuse projections 
(Haber et al., 2006). These diffuse projections also infiltrate other parts of the striatum, 
such as the dorsolateral caudate and ventral putamen. Moreover, regions of the putamen 
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that are caudal to the anterior commissure also receive afferents from the dACC. Overall, 
the dACC is able to interact with a large part of the dorsal striatum. 
Interestingly, the ACC is also connected to motor areas of the brain. This part of 
the ACC is rostral and includes part of the cingulate sulcus. The rostral cingulate motor 
area, also known as area 24c, has a strong influence over the primary motor cortex and 
other motor areas (Picard & Strick, 1996). Moreover area 24c is strongly connected to the 
striatum (Kunishio & Haber, 1994). It should be noted that other cortical and subcortical 
areas, such as the striatum, activate Area 24c. Finally, Area 24c is likely influenced by 
neuromodulators, such as dopamine and other monoamines. This type of connectivity 
may facilitate the motor outputs of behaviors and is likely influenced by cognition. 
Another part of the ACC that has received attention is the ventral region. The 
ventral region, vmPFC, is related to the limbic system. Some of the main components of 
the vmPFC are the rostral ACC (rACC) and subgenual ACC. Like the dACC, the vmPFC 
also has subdivisions that are known as Area 24a and Area 25. Generally efferents to the 
striatum are less robust than those of the dACC (Haber et al., 2006). However the bulk of 
the focal projections from the vmPFC target the shell of the nucleus accumbens in the 
ventral striatum. Moreover, and in less amounts, the vmPFC targets some of the caudate. 
Anterior Cingulate and Prediction Error Signaling 
Memories linked to emotional events, such as rewarding experiences, guide 
behavior. The ability to regulate the expression of such memories is necessary for 
survival. Moreover, this ability requires a fine-tuned interaction between structures of the 
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basal ganglia with different regions of the prefrontal cortex (PFC). One region of the PFC 
that is implicated in reward processing is the ACC. 
A wealth of evidence describes the neural signatures of prediction error related to 
reward in dopaminergic systems. Dopaminergic systems send robust projections to the 
ACC. Accordingly, neurons in the ACC also encode prediction error signals. Unlike the 
dopaminergic systems, distinct populations of neurons in the ACC signal either positive 
or negative events. The increased activity when an error occurs likely modifies 
subsequent behavior in non-human primates (NHPs) (Michelet, Bioulac, Guehl, 
Goillandeau, & Burbaud, 2009). This further supports the idea that the ACC monitors the 
consequences of actions and mediates subsequent changes in behavior. As described 
previously, signals of prediction error are represented in the nucleus accumbens region of 
the ventral striatum of humans (O'Doherty et al., 2004) and the behavioral choice based 
on predicted reward is influenced by the dorsal striatum. Both regions of the striatum are 
likely to become under control of the ACC, given the anatomical projections of the ACC. 
One aspect of cognition that allows a species to thrive is the ability to update the 
value representation when expected reward is higher or lower than the level of reward 
received. Consequently, the magnitude and frequency by which the discrepancy occurs 
directly affects the update. In humans, several techniques have been used to implicate the 
ACC in updating. The ACC is implicated in processing errors and helps optimize 
behavior. Early work in humans began with non-invasive approaches, such as 
electroencephalography (EEG), and measured error-related negativity (ERN). ERN is 
thought to arise from the dACC (Holroyd, Larsen, & Cohen, 2004b; Ullsperger & 
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Cramon, 2001). Some studies focused on changes in the ERN to help understand the 
neural mechanisms of behavior in humans (Gehring, Goss, Coles, Meyer, & Donchin, 
1993). 
The ACC is necessary for error detection and is involved in the selection of 
correct choice. Experimental data using positron emission tomography (PET) in humans 
implicated the ACC when learning was influenced by feedback in a pre-learned task 
(Jueptner, Frith, Brooks, Frackowiak, & Passingham, 1997a; Jueptner et al., 1997b). ERN 
studies suggest that activity in ACC serves as an error-detection between choices (Coles, 
Scheffers, & Holroyd, 2001). Data from EEG and functional magnetic resonance imaging 
(fMRI) studies demonstrate that the ACC becomes active when an error is committed 
(Braver, Barch, Gray, Molfese, & Snyder, 2001). The increase in activity is likely 
involved in driving behavior to correct errors for subsequent events. Notably, fMRI data 
suggest that errors are processed differently, depending if a subjects' choice was based on 
their own volition or based on a command (Rushworth, Behrens, Rudebeck, & Walton, 
2007; Walton, Devlin, & Rushworth, 2004). 
Converging lines of evidence support the idea that the PFC is necessary for 
cognitive control and behavioral flexibility. One type of behavioral flexibility is 
predictability. Predictability requires calculations based on previous experience, risk of 
change, and level of reward to be obtained (Kennerley, Walton, Behrens, Buckley, & 
Rushworth, 2006). More neurons respond in the ACC than other PFC subregions in 
NHPs (Kennerley & Wallis, 2009). In primates, early work involving lesions of the ACC 
rendered subjects unable to allow new information to influence subsequent choices 
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(Kennerley et al., 2006). Several reports implicate the ACC in prediction error and the 
respective influence on behavioral modification in humans (Jocham, Neumann, Klein, 
Danielmeier, & Ullsperger, 2009). 
Furthermore, the ACC of NHPs is thought to play a key role in assigning and 
reevaluating possible outcomes (Ito, Stuphorn, Brown, & Schall, 2003; Matsumoto, 
Suzuki, & Tanaka, 2003; McCoy, Crowley, Haghighian, Dean, & Platt, 2003; Samejima, 
Ueda, Doya, & Kimura, 2005). The ACC evaluates associations in the presence of 
varying amounts of reward. Neural activity in the ACC, the cingulate motor areas or 
anterior cingulate sulcus, respond when reward is reduced (Shima & Tanji, 1998). 
Consistent with this view, activity in the ACC increases when levels of reward change 
throughout a training session (Amiez, Procyk, Honoré, Sequeira, & Joseph, 2003). 
Interestingly, a reversible lesion blocked this effect. The ACC is also affected by 
temporal factors. For example, activity in the ACC of humans was further increased if a 
loss had recently occurred (Gehring & Willoughby, 2002). It is also likely that 
dopaminergic inputs drive this response (Holroyd & Coles, 2002). 
Anterior Cingulate and Temporal Signaling 
Future behavior is manipulated by the ACC, which signals prior experiences. 
Anatomical inputs to the ACC include basal ganglia, the primary motor cortex, and 
premotor areas. Given the convergence of various signals in the ACC, it is likely that the 
ACC is able to access information in a unique matter that links potential outcomes that 
drive behavior in NHPs (Hayden, Heilbronner, & Platt, 2010). Activity in the ACC is 
necessary to adapt to a changing environment. 
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One behavioral situation that can influence the ACC is that of previous 
experiences. Previous experiences, both recent and remote, involve associative learning 
that influences future decisions in NHPs and humans (Daw, O'Doherty, Dayan, Seymour, 
& Dolan, 2006; Samejima et al., 2005). This type of associative learning requires an 
intricate system of brain structures that can link potential outcomes with variable actions. 
Several brain regions, such as the midbrain in NHPs (Bayer & Glimcher, 2005) and 
striatum (Samejima et al., 2005), interact with the cortical system when the value of a 
decision is relearned and updated. There are a few components of the prefrontal cortical 
system that are involved, such as the ACC (Procyk, Tanaka, & Joseph, 2000; Walton et 
al., 2004). 
Previous influences of the environment affect subsequent behavior. Behavioral 
tasks in NHPs are often designed such that levels of reward or aversive stimuli are 
changed to indicate that the subjects need to modify their behavior. Data from lesion 
studies suggest that the ACC is recruited under these conditions. However, some reports 
suggest that the size of the lesion to the ACC influences the ability to modify behavior 
(Kennerley et al., 2006; Rushworth, Walton, Kennerley, & Bannerman, 2004). For 
example, subjects with large lesions were able to modify their behavior, but could not 
maintain choice after contingencies were switched (Kennerley et al., 2006). In this study, 
NHPs with lesions only considered recent trials to modify their behavior, whereas 
monkeys without lesions considered many previous trials. Together, these data suggest 
that the ACC is necessary for relating behavior to the outcome of an event. 
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The contribution of subcortical regions to the ACC depends on the amount of 
change in the environment, which would influence how fast the cortical system updates 
the expected outcome of the action (Behrens, Woolrich, Walton, & Rushworth, 2007). 
Once updated, the ACC regulates activity in subcortical regions (Kunishio & Haber, 
1994). Studies using fMRI in humans show increased activity when there is a change in 
current behavioral situations (Walton et al., 2004; Yoshida & Ishii, 2006). On the other 
hand, data from NHPs demonstrate that this increase in activity is no longer present when 
levels of uncertainty are diminished (Procyk et al., 2000). Integration of these distinct 
types of information likely occurs in the ACC. Accordingly, activity in ACC is increased 
when events are more likely to predict subsequent behavior (Behrens et al., 2007). 
Learning a pattern that is uncertain can challenge the survival of a species. 
Experiments using lesions in NHPs suggest that the ACC is able to detect changes that 
are probabilistic (Kennerley et al., 2006). During learning, neuronal activity in ACC of 
NHPs is increased (Procyk et al., 2000). As with previous reports, neurons in the ACC 
signaled the amount of reward received (Amiez, Joseph, & Procyk, 2006). Furthermore, 
another population of neurons responded to the likelihood that a reward would be 
received. That is, high reward was delivered with a high probability, and low reward 
delivered with a low probability. Conversely, high reward delivered with low probability 
and low reward delivered with high probability. This could only be determined and 
learned over many trials. In this case, increased activity is thought to influence 
subsequent behavior to favor a reward. The ACC is necessary for learning the reward that 
is presented in a probabilistic, albeit fixed, manner. 
 21 
In addition to the ACC being responsible for the history of the expected value of 
reward received, the ACC can survey the amount of reward received. Other reports 
demonstrate that activity in the dACC increases when there is a loss of reward (Bush et 
al., 2002; Gehring & Willoughby, 2002; Holroyd & Coles, 2002). Neurons in the ACC 
also become active when rewards could have been obtained (Hayden, Pearson, & Platt, 
2009). This is consistent with the idea that the loss of expected reward could be aversive 
(H. Kim, Shimojo, & O'Doherty, 2006). Moreover, complete absence of reward drives 
the ACC to influence behavior (Chudasama et al., 2013). One report observed an increase 
in singe-unit activity of the ACC as the amount of predicted reward increased. 
Furthermore, it is suggested that motivation to perform the task increased with an 
increase in predicted reward (Shidara & Richmond, 2002). Together, these studies 
provide strong support that uncertain situations influence activity in the ACC. 
Anterior Cingulate Influences Goals 
In humans, the dACC becomes more active as the amount of reward decreases 
(Bush et al., 2002). Moreover, activity in ACC increased if reward loss was sequential 
(Gehring & Willoughby, 2002). This is probably because the effects of accumulating 
losses are compounded. In some cases, the implicated role of the ACC is different 
between species. This difference could be explained by type of reward used; different 
reward types may not be represented equally across species (Bush et al., 2002; Schultz, 
2000). For example, human studies often use monetary rewards, whereas primate studies 
use a liquid reward. Thus, an unanswered question in the field is the contribution of either 
 22 
primary or secondary rewards to ACC activity in humans. However, the influence of 
reward magnitude to neuronal activity in ACC of humans is unclear. 
Achieving a goal requires planning and action that could lead to a rewarding 
event. Linking a planned action to a certain stimulus is accompanied by an anticipated 
reward (Hadland, Rushworth, Gaffan, & Passingham, 2003). Single cells in the ACC, 
likely the ACS region, respond to rewards more so than associations of stimulus to 
rewards (Matsumoto et al., 2003). In one study, subjects were presented with different 
stimuli, responses, and reward deliveries. Another role of the ACC is that it may 
influence the amount of effort invested in the planning of goals. The planning required to 
obtain a reward requires the ACC (Hadland et al., 2003). Moreover, the expectation of 
reward influences this (Procyk et al., 2000; Shima & Tanji, 1998). 
Little is known about the behavioral significance of increased activity in ACC. To 
address this issue, Eskandar and colleagues (Williams, Bush, Rauch, Cosgrove, & 
Eskandar, 2004) recorded activity from single neurons from the ACC in patients 
undergoing planned surgery for cingulotomy. These subjects performed a behavior task 
with visual cues that instructed subjects to perform specific types of actions. During parts 
of the task, subjects adjusted their behavior for subsequent trials and reward amounts 
were changed. Neurons in the ACC increased the most when the amount of expected 
reward was reduced. These data suggest that decreased activity in ACC is associated with 
reduced reward. After cingulotomy, subjects were less likely to change their behavior as 
instructed. This within-subject design allowed for assessment of the ACC before and 
after cingulotomy. Therefore, strong interpretations as to what the contributions of the 
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ACC are to human behavior could be inferred. Thus, it is likely that the ACC is necessary 
for evaluating the net gain of reward and the influence on choice. 
Anterior Cingulate and Cognitive Interference 
Executive functioning is a conjunction of several cognitive processes and goal-
directed behaviors, which require planning, decision-making, and action control (Banich, 
2004). Coordination of these cognitive resources requires regions of the prefrontal cortex, 
such as the ACC. Thus, the ACC is thought to be an interface between emotion and 
cognition (Banich, 2004). Inherently, damage to the prefrontal cortex diminishes top-
down control. In said cases, subcortical and other automatic processes dominate (Banich 
2004). As described previously the ventral division of the ACC is associated with 
emotional tasks, whereas the dorsal division is associated with cognitive ones (Bush, 
Luu, & Posner, 2000). Interestingly these divisions can deactivate each other. 
Furthermore the ACC may monitor the presence of conflicts (Matthew M 
Botvinick, Braver, Barch, Carter, & Cohen, 2001). Recently an fMRI study was able to 
disentangle the role of ACC in monitoring and selection (Walton et al., 2004). They used 
an elegant task design and demonstrated that the ACC became more active with selection. 
Further increase in activation was observed when subjects were required to monitor the 
outcome. Thus the ACC is necessary for selection and monitoring (Holroyd, Larsen, & 
Cohen, 2004b; Rushworth et al., 2004).  
Experiments focusing on conflict often involve a type of cognitive interference, 
which occurs when characteristics of a stimulus hinder the processing of another property 
of that stimulus. The increase in reaction times is a result of cognitive interference as is 
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commonly known as the ``Stroop Effect'', named after John Stroop, a forefather of 
interference theory.  
The two divisions of the ACC described are reliably activated in the Stroop task. 
As noted examining cognitive interference can be achieved in the Stroop Task. 
Paradigms like the Stroop Task set up a situation known as a congruent stimulus 
response, where relevant information results in a correct response that occurs with a short 
reaction time (fast response). Here a subject is required to make a correct choice as fast as 
possible by focusing on only a relevant characteristic of the presented stimulus while 
ignoring other irrelevant information that is presented. The conflict exists when the 
irrelevant information increases the risk of committing an incorrect response and results 
in long reaction times (slow response). For example subjects may be presented with a 
word of a color that is printed in another color. Next subjects identify the color of ink that 
the word is printed on, and not the word. This type of cognitive interference leaves a 
previous memory difficult to be retrieved because of the presence of discordant 
information related to color and creates a conflict. This conflict requires that the subjects 
inhibit an impulse to read the color, which increases response times.  
Behavioral tasks adapted from the Stroop task involved separate regions of the 
ACC (Bush et al., 2000; 2003). For example, the rostral ACC is thought to resolve 
emotional conflicts (Etkin, Egner, Peraza, Kandel, & Hirsch, 2006). The ventral region of 
the cingulate is activated much more in emotional versions of the Stroop task, which can 
measure bias to emotional stimuli and emotional processing. In emotional versions of the 
Stroop task, words are charged with emotion in a similar matter as the color conflict 
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version. However, emotional processing requires distinct mechanisms that are influenced 
by attention and the emotional relevance of the words (McKenna & Sharma, 2004). The 
type of cognitive control involved in emotional Stroop tasks is modulated by the rACC 
(Bush et al., 2000; MacDonald, Cohen, Stenger, & Carter, 2000; Milham et al., 2001). 
Single-unit recording experiments in the rACC/vmPFC of humans are difficult. Future 
studies in patients undergoing planned surgery may consider measuring neural activity 
from the vmPFC. 
Optimizing behaviors can be achieved with increased attention. This could occur, 
for example, after commission of an error, reduced reward, or in the presence of a 
distractor (Lavie, 2005). Increased attention may serve to minimize a decline in 
behavioral performance. Early work using fMRI implicates the ACC in cognitive 
processes and attention (Wager, Jonides, & Reading, 2004). Unfortunately, the amount of 
information that can be extrapolated from imaging data could be limiting. At the turn of 
the century, Davis and colleagues took advantage of a rare opportunity to measure 
behavior in attention-demanding tasks while recording activity from single neurons in the 
ACC of humans undergoing planned surgery (Davis, Hutchison, Lozano, Tasker, & 
Dostrovsky, 2000). They hypothesized that neurons in the ACC signal attention. To test 
this, Davis and colleagues administered a set of tasks, including arithmetic and Stroop 
tests, and compared different levels of attention. In paradigms such as the Stroop task, a 
behavioral marker of increased attention is an increase in time required to perform a task, 
which can be measured by increased reaction times. Their results demonstrated that 
neurons in the ACC signal attention during tasks that require high-levels of cognition. 
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The role of single neurons in ACC of humans during other cognitive processes 
remained largely unexplored. Using similar techniques as their previous study on 
attention, Davis and colleagues administered emotional Stroop tests while recording 
activity from ACC in humans (Davis et al., 2005). Their results demonstrated that activity 
in ACC signals attention and responds to emotionally salient stimuli. Together, these 
findings suggest that the ACC is necessary to disentangle situations of uncertainty while 
processing emotions. Additionally, the increased attention and emotion may directly 
influence motivation (Matthew M Botvinick et al., 2001). This supports the idea that the 
ACC may signal cognitive processes to modify subsequent behavior. 
The ability to measure the magnitude of cognitive interference is made possible 
by a counting version of the Stroop task, known as the Multi-Source Interference Task 
(MSIT). Recent reports demonstrate that the MSIT activates the dACC (Bush et al., 2003; 
Bush, Whalen, Shin, & Rauch, 2006). Moreover, it is suggested that the MSIT combines 
many sources of cognitive interference that robustly activates the dACC. Increased 
cognitive control is required in the presence of emotional conflicts and incongruent 
stimuli. The ability to modulate cognitive control in these situations requires the dACC 
(Fellows & Farah, 2005; van Veen et al., 2001). 
The contribution of various characteristics of cognitive demand to activity in the 
ACC can be evaluated with the MSIT. Indeed, increased cognitive interference with the 
MSIT would increase the probability of committing errors (Brown & Braver, 2005). 
Subsequently, there would likely be an increase in attention (Davis et al., 2000; 2005) to 
enhance decision making (Mattew M Botvinick, 2007). However, the behavioral function 
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of signaling interference load in the dACC is unclear. In an experiment described in this 
dissertation, we were able to help disentangle these issues by combining behavioral 
measures of the MSIT with imaging and single-unit recording. As expected, behavioral 
responses and reaction times were similar to those in previous reports (Mattew M 
Botvinick, 2007; Kerns et al., 2004; Ridderinkhof, 2002). However, we found that single-
unit activity in the dACC increased during high-interference trials, unlike previous 
imaging data demonstrating decreased activity in dACC (M Botvinick, Nystrom, Fissell, 
Carter, & Cohen, 1999; Kerns et al., 2004). One possible explanation for the difference in 
findings is the lack of temporal resolution of fMRI compared to single-unit recordings 
(Sheth et al., 2012). Moreover, the peak signal in the dACC occurs much faster than 
previously thought. Interestingly, we successfully performed the planned cingulotomy 
and observed successful behavioral performance, albeit slower reaction between trials, in 
the presence of varying levels of interference. 
Much of what is known about the ACC and cognitive processes has stemmed 
from studies using imaging (M Botvinick et al., 1999; Kerns et al., 2004) and event-
related potential recordings (Gehring & Fencsik, 2001). The behavioral relevance of 
neuronal activity in the ACC during cognitive processes like conflict, however, is still 
unclear. Indeed, the uncertainty is partly due to the differences in paradigms used and 
technical limitations between studies. For example, data from lesion studies in humans 
(Mansouri, Buckley, & Tanaka, 2007) have provided disparate conclusions than those 
from work using imaging.  
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Some studies measuring single-unit activity in non-human primates do not 
support the role of ACC in monitoring conflict (Ito et al., 2003; Nakamura, Roesch, & 
Olson, 2005). To address these inconsistencies, we used a powerful combination of 
techniques in humans undergoing planned cingulotomy. Notably, our experimental 
design capitalized on a within-subject design in humans. We found that activity from 
both fMRI and single-unit electrophysiology is increased in dACC in response to 
conflict. This signal was no longer present after lesions for planned cingulotomy were 
performed. This suggested that the increase in ACC serves to drive changes in behavior. 
Thus, our results contribute to the notion that activity is influenced by previous 
experience. These findings provide an unparalleled insight into the role of the ACC 
evaluating reward stimuli and subsequent behavior. 
Limitations of Methodology 
Human single neuronal studies provide unique data for understanding and 
exploring neural mechanisms of human cognition. However, fundamentally, studies of 
this nature are limited not only by moral and ethical responsibilities but also technical and 
physical constraints. Many considerations must be taken in designing and executing this 
type of study. Importantly, all experiments must be approved by an institutional review 
board and consent must be taken from any subject participating in the study. 
 
Conducting research studies in the operating room can be demanding but patient care is 
always the foremost priority. Generally, microelectrode research studies are limited to 
roughly 30 minutes and thus careful attention must be taken when designing and 
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implementing a behavioral task. Tasks should be simple and easy to understand with little 
requirement for training and should provide enough statistical power to adequately 
explore questions of interest. It can be helpful to chunk sessions into 10 minute groups to 
allow for multiple neuronal isolations during a study and provide brief breaks for 
subjects. The underlying disease pathology of the study population must also be 
considered when designing the task. For example, subjects with motor impairments (e.g. 
tremor or dystonia) may have difficulty in performing joystick based or other movement 
demanding tasks. Similarly, laterality of cognitive function must also be considered when 
designing an experiment. 
Neurophysiological recordings are also susceptible to many issues within the 
operating room environment. Ambient electrical (60 Hz) noise from surgical or 
anesthesia equipment often poses the most common issue. Another common issue when 
performing human microelectrode recordings is mechanical noise induced from 
cardioballistic effects. This occurs when the microelectrode is in close proximity to the 
vasculature and occurs through the expansion/contraction of the artery/arteriole. 
Inherent to these experiments are a limitation on the generalizability of the results. 
For obvious ethical reasons, invasive studies cannot be performed in normal subjects, and 
thus inferences must always be considered within the context of the study population. 
Despite this, there are a number of ways to address these concerns. Behavioral or fMRI 
data can be collected and compared in a matched healthy cohort, potentially 
corroborating microelectrode findings. Another possibility is performing the 
microelectrode study in orthogonal patient populations. For example, the ventral striatum 
 30 
is the target for two underlying diseases, OCD and MDD. Similar findings from two 
separate populations can also strengthen the validity of the data. 
Final Remarks 
Although there are relatively few human single neuron studies to date, and even 
fewer that have explored reward processing, it is a rapidly growing community and 
represents a unique data set that has the potential to guide both innovative basic and 
translational science. With the advancement of invasive and non-invasive stimulation 
technology, such as intermittent deep brain stimulation or transcranial magnetic 
stimulation, future studies will explore cognitive functions through causal 
experimentation guided by the underlying neurophysiology. This is already a rapidly 
progressing avenue of research. 
  With the proven effectiveness of deep brain stimulation surgery, more and more 
brain regions are being explored for the treatment of several neurodegenerative and 
neuropsychiatric disorders. As these studies progress, we will have the opportunity to 
explore activity from many more regions of the widely distributed reward network. 
Human intraoperative studies will continue to be guided by non-human primate 
physiology and human imaging studies, which serve as a spotlight to focus these difficult 
and limited experiments. 
In conclusion, we present evidence in this dissertation of human single neuronal 
studies of reward processing in the anterior cingulate and basal ganglia. Much of the 
work contributed by these studies supports evidence from both non-human primate 
physiology and human neuroimaging studies. Although, these studies are difficult and 
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limited in many ways, they provide invaluable data for how we encode, represent, and 
process reward information within the context of the human brain. Currently, no other 
technique allows this type of access to the fundamental computational unit of our nervous 
system, and thus it will remain a gold standard of studying human behavior.   
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Single neuronal studies remain the gold standard for studying brain function. 
Here, we describe a protocol for studying task-related single neuronal activity in 
human subjects during neurosurgical procedures involving microelectrode recordings. 
This protocol has two phases: a pre-operative and intra-operative phase. During the pre-
operative phase we discuss informed consent, equipment setup, and behavioral testing. 
During the intra-operative phase we discuss the procedure for microelectrode 
recordings. Because patients are often awake during these procedures, this protocol can 
be performed in conjunction with behavioral tasks to study a variety of cognitive 
functions. We describe the protocol in detail and provide two examples of expected 
results. Additionally, we discuss potential difficulties and pitfalls related to 
intraoperative studies. This protocol takes approximately 1.5 hours to complete. 
Introduction 
The development and refinement of single-neuronal recording techniques from 
the 1920s through the 1950s, first with intracellular glass microelectrodes (Hodgkin & 
Huxley, 1939; Hyde, 1921) and subsequently with extracellular metallic microelectrodes 
(Eccles & Kuffler, 1941; Eccles & O'connor, 1939; Gaze et al., 1964; Guiot, Hardy, & 
Albe-Fessard, 1962; Hardy, 1961; Hubel, 1957). By applying extracellular 
microelectrode recording techniques to the developing field of stereotactic 
neurosurgery, these investigators were able to precisely target and study the physiology 
of deep brain nuclei. Initial efforts were focused on mapping individual thalamic nuclei 
during ablative procedures (thalamotomy) for patients with Parkinson disease (PD). 
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Subsequently these techniques have been applied to targeting a variety of other 
subcortical nuclei, including the subthalamic nucleus (STN) and pallidum, as well as 
the cingulate cortex and ventral striatum. 
Currently, microelectrode recordings enjoy widespread use in stereotactic 
neurosurgery, for both ablative procedures and deep brain stimulation (DBS). They 
provide physiological information that helps confirm and refine the trajectory of the 
lesioning probe or DBS macroelectrode. Relying on anatomical targeting with 
stereotactic coordinates alone can lead to inaccurate positioning due to brain shift 
resulting from cerebrospinal fluid loss (CSF), imaging distortion caused by magnetic 
field inhomogeneities, and other sources of error (Hamani et al., 2005; Starr et al., 
2002). Physiological mapping with microelectrode recordings allows the neurosurgeon 
and neurophysiologist to measure the discharge patterns of structures along the 
expected trajectory, as well as of the target itself (Bakay, 2008). For example, the 
trajectory to the ventral intermediate (Vim) nucleus of the thalamus, the preferred target 
for patients with essential tremor (ET), courses through the striatum, with its 
characteristic low-frequency phasic activity. The trajectory may terminate just posterior 
to the Vim in the ventral caudal (Vc) nucleus, the principal somatosensory nucleus, 
containing neurons with sensory receptive fields. The trajectory to the STN, a common 
target for DBS in PD patients, usually passes through the caudate and thalamus, with 
their characteristic neuronal signatures, and terminate in the dorsolateral STN, a 
structure with many active neurons and responses to active or passive joint movements. 
Current applied through the microelectrode permits microstimulation, which can be 
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used to test for unwanted motor pathway activation due to inadvertent proximity to the 
internal capsule, which lies just lateral to Vim and STN. The globus pallidus internus 
(GPi) may be distinguished by the predominance of tonic, high firing rate neurons, and 
the presence of visually responsive neurons just inferiorly, in the optic tract. 
The benefits of physiological targeting with microelectrode recordings have 
made them a mainstay in many functional neurosurgery programs. In addition to their 
clinical importance, they also provide a unique opportunity for studying brain function 
with a resolution previously unattainable. The ability to record from individual neurons 
in the human brain represents a great leap forward from noninvasive methods such as 
scalp electroencephalography (EEG) magnetoencephalography (MEG). The 
identification of Vim neurons whose spontaneous discharge is synchronous with the 
patient’s tremor helped establish that nucleus as the target rather than more anterior 
thalamic nuclei (Guiot et al., 1962; Hassler, Mundinger, & Riechert, 1970). As another 
example, studies comparing spontaneous discharge patterns of the Parkinsonian human 
STN and the normal and Parkinsonian non-human primate brain (i.e., the 1-methyl-4-
phenyl-1,2,3,6-tetrahydropyridine or MPTP model) have shed light on the role of the 
pathophysiological oscillations observed in PD (Christine, Langston, Turner, & Starr, 
2009; Wichmann & Delong, 2003). 
In addition to spontaneous firing patterns, task-related evoked neuronal activity 
has provided a wealth of information about human brain function. By engaging subjects 
in an appropriately designed behavioral task, the specific function of individual neurons 
in a particular brain region can be interrogated. Although there are important limitations 
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inherent to task-related intraoperative recordings, including limited time, neuronal drift, 
and subject fatigue, they do permit investigation of uniquely human cognitive processes 
with a precision unmatched by functional MRI (fMRI) or other methodologies. 
Previous studies have investigated the role of the basal ganglia in motor planning 
(Amirnovin, Williams, Cosgrove, & Eskandar, 2004) and of the substantial nigra in 
reward expectation (Zaghloul et al., 2009). We recently demonstrated the function of the 
cingulate cortex in processing cognitive interference (Sheth et al., 2012), of the nucleus 
accumbens in financial decision-making (Patel et al., 2012), and of the dorsolateral 
prefrontal cortex in abstract rule encoding (Mian et al., 2012). 
Experimental Design 
As the field of functional neurosurgery continues to grow and the clinical indications and 
surgical targets expand, opportunities for research will rapidly increase. The purpose of 
this protocol is to describe the methodology for performing acute, intraoperative, task-
related single neuronal recordings in consenting human subjects. We assume that this 
protocol will be performed by an experienced clinical team consisting of a 
functional/stereotactic neurosurgeon, neurophysiologist, anesthesiologist, and operating 
room staff. We also assume a thorough (at least post-doctoral) understanding of the 
principles of behavioral and cognitive neuroscience, as well as single neuronal recording 
and analysis. We pay particular attention to describing the unique challenges and 
opportunities of the operating room environment and human subject that differentiate 
these types of studies from those in the laboratory on animal subjects. While designing 
and performing these studies, it is of paramount importance to prioritize patient safety 
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and comfort over research goals, as subjects who consent to participate should do so out 
of altruism rather than expectation of direct benefit. 
Subjects 
Each individual patient should be evaluated and considered for surgery by a 
multidisciplinary clinical team. An independent member of the research team should 
approach each patient to describe the possibility of study inclusion. We typically ensure 
that the consenting physician is not directly involved in the patient’s clinical care to avoid 
potential conflicts of interest during the informed consent process. At this time, risks and 
benefits must be clearly explained to each subject. All study subjects must enroll 
voluntarily and provide informed consent under guidelines approved by the Institutional 
Review Board. All subjects should be free to withdraw from the study at any time, 
including during surgery, without consequence to operative approach or clinical care. 
Surgical Procedure and Planning 
Prior to surgery, a high-resolution 1.5 or 3.0 Tesla magnetic resonance image (MRI) is 
acquired (volumetric T1 and T2 weighted images). Post-contrast T1-weighted images 
are also obtained in order to identify and avoid vascular structures. On the day of 
surgery, a stereotactic frame (Cosman-Roberts-Wells [CRW] or Leksell) is affixed 
under local anesthesia (xylocaine with epinephrine) to the subject's cranium. A 
reference frame containing fiducial markers is then attached to the stereotactic frame 
and a computed tomography scan (CT) is acquired.  
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A neuronavigation system (e.g., Brainlab or Medtronic Stealth Station) is used 
for surgical planning. The MRI and CT images are merged into a common three-
dimensional space. Standard anatomic landmarks, such as the anterior and posterior 
commissure (which define the inter-commissural plane) are then chosen from the MRI, 
as is the target point (and optionally the entry point). The fixed location of the fiducials 
allows the target point to be converted into stereotactic coordinates. These coordinates 
can then be programmed into the stereotactic frame. 
After planning is complete, the patient is positioned on the operating table 
(Figure. 1.1A). The operative area is shaved, sterilely prepped, and draped in the 
standard fashion. The surgical procedure, including skin incision, placement of skull 
burr holes, and opening of dura, continues according to the neurosurgeon's standard 
practice (Bakay, 2008; Starr, Barbaro, & Larson, 2008). The microdrive (Alpha-Omega 
Engineering, Nazareth, Israel or similar) is attached to the frame and positioned above 
the burr hole (Figure. 1.1B). One or more high impedance (500-1500 kOhm) tungsten 
electrodes are positioned and advanced in 0.05 mm to 0.1 mm increments for 
microelectrode recordings. 
Data Acquisition 
A portable rack system should be used to house all of the equipment required to 
run the behavioral task and record the neuronal data intra-operatively (Figure. 1.2). The 
components of the rack consist of: computers, monitors, acquisition system, input devices 
(button box and joystick), and monitor mounting equipment. Two computers are 
required: one to run the behavioral software and a second to run the acquisition software. 
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It is important to meet the recommended specifications to minimize latency and ensure 
high-quality data. In all described tasks, a monitor and button box are fixed to the 
surgical bed such that they are within comfortable viewing and reaching distance, 
respectively. Subjects are in a comfortable semi-reclined position. The behavioral task is 
presented using custom written software (Monkeylogic (Asaad & Eskandar, 2008a; 
2008b)). Choice of the behavioral task of course depends upon the investigators’ question 
and the area being recorded. To maximize success, design the task with several issues in 
mind: (1) subjects will have specific limitations, such as motor limitations in patients 
with movement disorders or excessive anxiety in patients with anxiety disorders such as 
OCD; (2) subjects will fatigue with time causing drift in performance; (3) recording time 
is limited and must be managed efficiently to avoid insufficient trial repetition; (4) 
recordings will drift due to CSF and brain relaxation over time. For these reasons, we 
recommend simple, well-balanced tasks with sufficient repetition. See the following 
references for examples of behavioral tasks (Amirnovin et al., 2004; Patel et al., 2012; 
Sheth et al., 2012; Williams et al., 2004). Placing fibrin glue (Tisseel, Deerfield, Illinois 
or other similar biological material) within the burr hole helps reduce CSF loss and 
dampen brain pulsations, thereby improve recording stability, especially for cortical 
recordings. 
Electrophysiology Recordings 
The microelectrode recordings are amplified, high-pass filtered at 300 Hz, and 
displayed on a clinical acquisition system (Alpha-Omega or similar). The electrical signal 
is passed through a speaker and/or oscilloscope, allowing the neurosurgeon and team to 
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hear the activity of the sampled neurons. Some clinical acquisition systems do not have 
the capacity to store neural data in any relevant form for experimental use. In order to 
store the data for post-hoc analysis, the neuronal signal must be split off from the clinical 
acquisition system and sent into the research acquisition system (Cambridge Electronic 
Design PowerLinc 1401, Plexon Omniplex, or similar) for storage. Visualize the data and 
store at 20 kHz or more. Spurious electrical noise must be reduced during microelectrode 
recordings by powering-down or unplugging over-head lights, infusion pumps, or other 
sources of electrical noise in the operating room. 
As the microelectrode is gradually lowered along the planned trajectory, the 
audible neuronal activity indicates the physiological properties of the surrounding grey 
and white matter. Through this procedure, the neurosurgeon is able to map the electrode 
trajectory by correlating the hallmark firing rates and patterns, density of active units, 
silent regions (white matter) as well as sensory and/or motor responses (e.g. to tactile 
stimulation, movements etc.) along the microelectrode trajectory in real time, providing 
physiological confirmation of the targeted brain region prior to insertion of the lesioning 
probe or DBS macroelectrode (see Figure 1.3 for example). Although it is not our typical 
practice, some groups use fluoroscopy (intermittent or continuous X-rays) to confirm 
electrode placement (Kramer et al., 2010; Weise, Eibach, Seifert, & Setzer, 2012). 
Materials 
Reagents 
• Human subjects Study participants should be able to provide informed consent. 
In certain circumstances, the investigator’s IRB may permit consent acquisition 
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from parents or legal guardians of minors, or health care proxies of patients 
unable to provide informed consent. CAUTION Prior to enrolling subjects, the 
protocol and consent form must be approved by the appropriate IRB and Human 
Subjects Research Committee. 
Equipment 
• Computer x 2 Two computers are required: (1) behavioral system, and (2) 
acquisition system. CRITICAL It is important to verify compatibility of the 
input/output data acquisition cards with the behavioral computer. CRITICAL The 
behavioral computer requires a video card capable of dual-monitor output: one to 
run the control system for the behavioral software and the other to present the 
behavioral task to the subject. 
• Monitor x 3 Three monitors are required: (1) behavioral system, (2) acquisition 
system, and (3) presentation monitor to the subject. 
• Adjustable arm mount A two-arm adjustable LCD monitor (3M, St. Paul, 
Minnesota or similar) mount or similar is required to mount the presentation 
monitor to the operating bed. 
• Data acquisition card x 2 Two National Instruments PCI-6229 or similar 
acquisition cards need to be installed in the behavioral computer; this will allow 
analog input from the button box/joystick. Duplicating the data acquisition cards 
significantly improves data acquisition speed and fidelity (Asaad & Eskandar, 
2008b). 
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• Break out box A National Instruments BNC-2090a or similar attached to the 
portable rack system is required to attach the analog input signal from the button 
box/joystick. 
• Input device Button box, joystick, eye position tracker, or other input device(s). 
• Programming environment Scientific computing language (Matlab, Mathworks, 
Natick, MA) or similar. 
• Behavioral software Behavioral software, Monkeylogic (www.monkeylogic.org) 
or similar. 
• Clinical acquisition system An Alpha-Omega Micro-Guide Pro or similar 
clinical acquisition system is required to control the motorized microdrive, 
amplify and digitize neural signals, and output neural signals to the research 
acquisition system for offline analysis. 
• Research acquisition system A Cambridge Electronic Design (CED) PowerLinc 
1401, Plexon Omniplex, or similar system is required to sample and store neural 
signals from the clinical acquisition system for offline analysis. 
• Data analysis software Plexon Offline sorter or other similar software is required 
to sort spikes for data analysis. 
Equipment Setup 
• Behavioral task Please refer to the Monkeylogic documentation 
(www.monkeylogic.org) for information on coding a behavioral task. 
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• Intraoperative rig CRITICAL It is important to have your institutional 
Biomedical Engineering group approve any research equipment brought into and 
used in the operating room. 
Procedure 
Subject consent. TIMING ~20 minutes 
1. Prior to the day of surgery, discuss with the patient the opportunity to participate 
in the research. Highlight the steps of the research protocol, potential risks and 
benefits, and ability to withdraw at any time without any impact on 
operative/clinical care. On the day of surgery, remind the patient about the 
research component and reinforce the issues addressed during the consent 
process. CAUTION The informed consent discussion must occur before any 
anesthetics are given and must be performed by an IRB-approved study staff 
member. 
2. Describe the behavioral task. CRITICAL It is important to note the subject's 
understanding and ability to perform the task. Rehearsing the task with the subject 
(using a different set of cues from the actual task cues if necessary) usually 
improves subject performance. 
Intraoperative recording setup. TIMING ~45 minutes 
3. Position equipment in the operating room before the start of the surgical 
procedure (Figure. 1.4). CAUTION It is important to be sure that all cables are of 
sufficient length to reach from the research rig to the operating bed.  
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4. CRITICAL It will take an hour for the neurosurgery and anesthesiology teams to 
prepare the patient for surgery. This hour is an opportune time for the research 
team to setup and troubleshoot the research setup/equipment prior to surgery. 
Because time in the operating room is limited, it is important to avoid any 
unnecessary time sinks during the microelectrode recording portion of the 
surgery. 
5. Attach the computer monitor and input device to the operating bed and place in a 
comfortable viewing and reaching distance. CAUTION Using a two-arm monitor 
mount with an articulating arm will provide the most flexibility when mounting to 
the surgical bed, while maintaining optimum viewing comfort. It is important to 
take into account other clinical equipment attached to the bed and the positioning 
of the patient for surgery. 
6. Load behavioral and acquisition software. CRITICAL Perform a quick test of all 
the equipment, including acquisition software, to ensure that all systems are in 
working order. This checkpoint is important as there are typically many cables 
and wires between the research, anesthesia, and surgical equipment. 
7. Connect the outputs of the clinical acquisition system to the inputs of the research 
acquisition system. CAUTION The number of inputs into the research acquisition 
system will depend on the number of electrodes used during the microelectrode 
recording portion of the surgery. Organize them carefully and make note of their 
arrangement. 
Intraopeartive recording. TIMING ~30-60 minutes 
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8. The surgeon should perform the opening and prepare for microelectrode 
recordings. Advance electrodes via a computer controlled motorized microdrive 
system in 0.05 to .1 mm increments. At the start of the microelectrode recording 
procedure, begin sampling neuronal data on the research acquisition system. 
9. Once the electrode is within the target, ensure stable neuronal isolation before 
continuing with the protocol (Figure 1.5). CRITICAL Isolating a neuron requires 
a delicate balance between time expenditure and signal quality. In the operating 
room, it is important to consider the time limits imposed by the study protocol. 
Subject patience and performance dwindle as anxiety and fatigue increase. 
Respect for the subject is critical, as the environment is extremely challenging, 
and the motivation for participation in research is usually altruism rather than 
direct benefit. TROUBLESHOOTING 
10. Start recording on the research acquisition system. CAUTION It is advisable to 
record at least 60 seconds of baseline firing activity to ensure stability of the 
neuron prior to initiation of the task. 
11. Start the behavioral task. CRITICAL Research time in the operating room is 
limited by the study protocol, and thus it is crucial that the design of the task 
allows for enough trials to obtain statistically significant results within the allotted 
study time. In addition, it is difficult to hold stable neuronal recordings for tens of 
minutes in the operating room. We design a single session to take approximately 
ten minutes, thus allowing for the potential to record multiple sessions and 
multiple neurons during one study. This step can be performed if at the end of the 
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first session: (1) there is remaining research time left for the study, and (2) the 
subject is agreeable to perform another session. The total amount of time 
allocated to research-related recordings is usually prescribed in the IRB protocol. 
We typically restrict recording time to approximately 30 minutes. 
TROUBLESHOOTING 
12. Adjust the electrode position, re-isolate neurons, and start behavioral task. 
13. After the research portion of the recordings, the neurosurgery team should 
continue with the rest of the procedure including microelectrode mapping, 
creation of the lesion or implantation of the stimulating electrode, and closing. It 
is advisable to allow the neurosurgery team to finish prior to removing the 
research equipment from the operating room in order to minimize noise and 
disturbance. 
Timing 
Steps 1-2, subject consent: 20 minutes 
Steps 3-6, intraoperative recording setup: 45 minutes 
Steps 7-11, intraoperative recording: 30 minutes 
Step 12, remaining neurosurgical procedure: 90-120 minutes 
Troubleshooting 
If there is poor or no neural activity on the microelectrode traces, be sure to 
double-check: power is supplied to the headstage, the connection between the headstage 
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and the microelectrode connectors is intact, the grounding clip to the headstage/frame is 
firmly attached, and the impedance of the electrodes is appropriate. 
Due to the high gains and electrode impedances, electrical noise poses a frequent 
problem in the operating room environment. If possible, it is best to perform 
microelectrode recordings in an electrically shielded operating room. The best approach 
to dealing with excess electrical noise is to unplug equipment (simply turning it off will 
not suffice) one at a time in an attempt to identify the source of the noise. Potential 
sources of electrical noise include cautery equipment, anesthesia pumps, and florescent 
overhead lights. If none of these maneuvers eliminates the noise, moving recording 
equipment away from main power outlets might reduce noise. It also possible that 
individual wall outlets may not be effectively grounded; changing wall plugs to a well-
grounded outlet may help reduce excess noise. It is always a possibility that the electrical 
noise is coming from outside the operating room, perhaps from a neighboring operating 
room. In revision or multiple DBS implant surgeries, unwanted electrical noise might 
arise from an active contralateral pulse generator, which can be turned off during the 
recording portion of the surgery. Enlisting the assistance of the OR’s Biomedical 
Engineering team or a third party neurophysiological monitoring company may also be 
useful for troubleshooting electrical interference. 
Another source of noise during microelectrode procedures in humans is the 
presence of cardioballistic effects in the neural recordings. This contamination occurs 
when the electrode is sufficiently close to an artery/arteriole and results in the 
introduction of a rhythmic mechanical disturbance to the electrode at the frequency of the 
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expansion/contraction of the artery. These effects can be detected in the neural recording 
as an underlying low frequency change in the amplitude of the noise. This contaminant 
should be considered during spike-sorting, and appropriate methods for waveform 
detection should be applied, as this underlying oscillation will change the amplitude of 
recorded action potentials (Maciver, Bronte-Stewart, Henderson, Jaffe, & Brock-Utne, 
2011; Xie, Wang, Aziz, Stein, & Liu, 2006). In addition, this type of recording session 
generally results in poor signal quality and stability. If such effects are noticed during the 
recording procedure, the best solution is to advance the electrode slightly and acquire a 
new unit isolation. 
The most common bottleneck in human single neuronal studies of this type is 
obtaining enough stable, high-quality neuronal recordings given the constraints of the 
operating room. A manual microdrive, instead of a motor-controlled positioner, may 
provide better unit stability while reducing noise artifacts at the cost of remote control 
and computer-interface. Task design is critical, as demanding or complicated tasks result 
in performance drift and insufficient trial repetitions. Even experienced animal 
physiologists will have to modify their approach to neuronal isolation, as the desire for 
perfect isolation has to be balanced with the necessity to obtain data within a finite time 
limit. Working with a high-volume neurosurgeon is extremely helpful, as most projects 
will require recording from a dozen or more subjects in order to obtain sufficient high-
quality data. 
A fundamental limitation of this type of research design is the issue of 
experimental controls. This issue relates to both limitations of the environment as well as 
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the question of applicability of data from patients to the general population. Regarding 
the former, it is important to consider the extreme conditions of the operating room 
environment that contribute to patient anxiety, fatigue, and discomfort. Specific 
limitations arise as a result of the disorder for which the procedure is performed and 
should be taken into consideration in the experimental design: e.g., reaction time data are 
likely to be distorted in patients with movement disorders. Certain controls for alertness 
may be employed, such as a “start trial” button that requires the subject to press a button 
to begin the trial. This requirement helps to ensure that the subject is attending to the 
ensuing trial. Tasks should be designed considering laterality: whether the measured 
behavior (e.g., joystick movement) should be contra- or ipsilateral to the recording. 
A second important issue is that of generalizability of the data. By definition, the 
subjects are patients with a diagnosed disorder, quite likely involving the brain structure 
under investigation. There are a number of possible ways to address this issue. First, 
common behavioral or functional imaging metrics may be observed between the study 
population and a matched healthy cohort, such as similarities in reaction times or error 
rates, or similarities in fMRI activation patterns (Sheth et al., 2012). These commonalities 
may increase confidence in the applicability of the data to the general population. 
Second, the opportunity may arise to record from the same brain region in orthogonal 
populations. For example, the cingulate gyrus is a target for cingulotomy (for OCD and 
MDD [major depressive disorder]) as well as for depth electrodes (for seizure localization 
in epileptic patients), and the ventral striatum is a target for both OCD and MDD. Similar 
findings from subjects with dissimilar disorders also increase confidence in the data. 
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Anticipated Results 
In contrast to similar neuronal recordings performed in nonhuman primates, 
human recordings will be much shorter in duration for any given neuron, and human 
subjects are likely to provide more variable behavioral data. This occurs because 
intraoperative recording time is more limited than in an animal laboratory, and humans 
are typically much less practiced at the behavioral tasks than monkeys, who may have 
been performing a given task daily for weeks or months. The selection of an appropriate 
behavioral task design that works within these limitations is thus critical. Therefore, these 
types of studies in humans complement, rather than supplant, similar experiments 
performed in nonhuman primates. 
We provide two examples from previous studies conducted in our lab to 
demonstrate potential results. Perhaps the most significant benefit from a single-neuronal 
study is to study how individual neuronal activity modulates in a task-dependent manner. 
The most common method for exploring this activity is to compute a peristimulus time 
histogram (PSTH) of a neuron's spiking activity relative to a particular behavioral event. 
As an example, we present a neuron recorded from the dorsal anterior cingulate cortex 
during performance of a cognitive interference task (Sheth et al., 2012). By performing a 
PSTH analysis, we demonstrated that this neuron responds in a dose-response fashion to 
trials with increasing levels of cognitive interference. Furthermore, due to the high spatial 
resolution of this approach, we were able to identify a subgroup of cells with this 
important functional feature that might not have been detectable with another modality 
(Figure 1.6). In a different study exploring financial decision-making, we were able to 
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perform trial-by-trial analyses correlating neurophysiological signals with upcoming 
behavior (Patel et al., 2012). Using a receiver operating characteristic (ROC) analysis, we 
showed on a trial-by-trial basis that neurons in the nucleus accumbens encoded upcoming 
decisions well in advance of the physical manifestation of that behavioral choice (Figure 
1.7). In general, single neuronal studies provide high spatial and temporal resolution, and 
the unique ability to study an individual neuron's activity in an in vivo system cognitive 
processes. 
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Figure 1.1: Surgical setup and opening 
Photographs of intraoperative patient orientation and cannula placement. (A) Photograph 
of stereotactic frame positioned on patient cranium. (B) Close up image of three linearly 
placed cannulae within the burr hole. Three microelectrodes will be advanced in the pre-
determined trajectory towards the target brain region. 
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Figure 1.2: Experimental rig setup 
Individual components are numbered. (1) Storage space for presentation monitor, 
mounting arm, and input devices. (2) Acquisition system monitor. (3) Behavioral system 
monitor. (4) Research acquisition system (CED PowerLinc 1401 acquisition system). (5) 
Break out box for behavioral system (National Instruments BNC-2090a). (6) Computer 




Figure 1.3: Composite image demonstrating electrode trajectory 
(A1, C1): MRIs of STN and GPi targets, respectively; (B1: CT of VIM target), schematic 
3-D reconstruction of DBS implants with surrounding white and grey matter (not exact 
reconstruction of trajectory; A2, B2, C2), and example physiological recordings sampled 




Figure 1.4: Top-down perspective of operating room 
Clinical equipment is depicted in solid blue and clinical space in dashed blue. Research 
equipment is depicted in solid red. Cables from the research rig to the operating bed are 
depicted in dashed green. (1) Anesthesiology equipment. (2) Operating table. (3) Sterile 
area for surgical equipment and tools. (4) Clinical acquisition system. (5) Research rig 




Figure 1.5: Representative neuronal data 
(A) Raw voltage trace from one microelectrode in the dorsal anterior cingulate cortex. 
Horizontal bar depicts 500 ms. (B) Each individual waveform from one recording session 
(gray); average waveform from entire session (black). Horizontal bar depicts 0.5 ms. (C) 
Inter-spike interval histogram from example anterior cingulate neuron. (D) 




Figure 1.6: Individual and population neuronal responses of dorsal anterior 
cingulate cortex neurons during a cognitive interference task. 
(A) Example neuron showing modulation of firing based on cue-related interference. 
Rasters for Type 0 (low interference; green), 1 (medium interference; blue), and 2 (high 
interference; red) trials are shown aligned to the cue (black line) and choice (gray line). 
(B) Average firing rates of the same neuron, demonstrating increasing firing with 
increasing interference. Error bars (s.e.m.) are depicted with shading. (C) Average firing 
of all cue-related neurons. (D) Same as in (C), but showing activity averaged within a 
200 ms wide window centered 500 ms after the cue. Neuronal firing increased with 




Figure 1.7: Population response of nucleus accumbens neurons predicting 
behavioral choice during a financial decision-making task. 
(A) Histogram of average nucleus accumbens activity during the first 500 ms following 
the go-cue for trials during which the subject placed a high (blue) or low (red) wager. The 
mean activities for high and low wager trials are represented by the blue and red dashed-
lines, respectively. (B) Receiver operating characteristic (ROC) curve for high and low 
wager trials (ROC, a.u.c. = 0.62; randomization test, p = 0.003). (C) Continuous time 
firing rate histograms for high (blue) and low (red) wager trials centered on go-cue (left 
panel) and choice (right panel). 
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Linking values to actions and evaluating expectations relative to outcomes are 
both central to reinforcement learning and are thought to underlie financial decision-
making. However, neurophysiology studies of these processes in humans remain limited. 
Here, we recorded the activity of single human nucleus accumbens neurons while 
subjects performed a gambling task. We show that the nucleus accumbens encodes two 
signals related to subject behavior. First, we find that under relatively predictable 
conditions single neuronal activity predicts future financial decisions on a trial-by-trial 
basis. Interestingly, we show that this activity continues to predict decisions even under 
conditions of uncertainty (e.g. when the probability of winning and losing is 50/50 and no 
particular financial choice predicts a rewarding outcome). Furthermore, we find that this 
activity occurs, on average, two seconds before the subjects physically manifests their 
decision. Second, we find that the nucleus accumbens encodes the difference between 
expected and realized outcomes, consistent with a prediction error signal. We show this 
activity occurs immediately after the subject has realized the outcome of the trial and is 
present on both the individual and population neuron level. These results provide human 
single neuronal evidence that the nucleus accumbens is integral in making financial 
decisions. 
Introduction 
Many studies have implicated the midbrain dopaminergic system in encoding a 
prediction error signal that identifies differences between expectations and outcomes 
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(Behrens et al., 2007; Montague, Dayan, & Sejnowski, 1996; Pagnoni, Zink, Montague, 
& Berns, 2002; Pessiglione, Seymour, Flandin, Dolan, & Frith, 2006; Schultz et al., 
1997; Zaghloul et al., 2009). These findings have supported the development of 
reinforcement learning models that maintain historical information about rewarding 
actions and predictions on future rewarding states (for review see, (Montague, Hyman, & 
Cohen, 2004)). Together, these systems are thought to promote learning by selecting 
motor behaviors based on current sensory information and evaluating outcomes relative 
to internal goal states. As a result, behaviors that are rewarded are favored over those that 
lead to no reward. The nucleus accumbens (NAc) is often thought of as playing a critical 
role in learning and motivation because of its rich connectivity with midbrain 
dopaminergic neurons, prefrontal, and limbic areas (Flagel et al., 2011; Graybiel, 2005; 
Ikemoto & Panksepp, 1999; Joel & Weiner, 2000; Schultz, 2000). As an extension, 
dysfunctions of the NAc are implicated in conditions such as major depressive disorder 
(MDD), obsessive-compulsive disorder (OCD), addiction, and others (Gao et al., 2003; 
Giacobbe & Kennedy, 2006; Greenberg et al., 2006). 
Here, we recorded single-neuronal responses from the NAc of eight human 
subjects undergoing planned deep brain stimulation surgery for the treatment of OCD or 
MDD. Microelectrode recordings constitute a routine part of deep brain stimulation 
surgery. Experiments were approved by the Massachusetts General Hospital Institutional 
Review Board, bore no connection to clinical decisions regarding the appropriateness or 
type of surgery, and posed no additional risk. Subjects could stop participating at any 
time before or during the procedure. To examine the role of the NAc in evaluating 
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financial decisions, we designed a behavioral task allowing us to explore two critical 
components: (i) binding of predicted stimulus value to action, and (ii) evaluating 
differences between expectation and outcome. 
Materials and Methods 
Study Subjects 
We recruited eight subjects undergoing planned deep brain stimulation surgery for 
the treatment of MDD (5 subjects) or OCD (3 subjects) for participation in this study. Six 
subjects were male and two were female, with mean ages of 47 and 37, respectively. 
Each individual was evaluated and considered for surgery by a multidisciplinary team of 
neurologists, neurosurgeons, and psychiatrists. Once approved and scheduled for surgery, 
an independent member of the research team approached each patient to describe this 
research study. At that time, the risks and benefits were clearly explained to the subject. 
All study subjects enrolled voluntarily and provided informed consent under guidelines 
approved by the Massachusetts General Hospital Institutional Review Board. All subjects 
were free to withdraw from the study at any time, including during surgery, without 
consequence to their clinical care.  
Microelectrode recordings are performed routinely during deep brain stimulation 
surgery. Microelectrode wires are lowered to target brain regions prior to implantation of 
the permanent stimulating electrode. This procedure allows the neurosurgeon to verify 
the target brain region based on the physiological properties of individual neurons, in 
order to optimally position the permanent stimulating electrode. Thus, the only 
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modification to the surgical procedure related to this study was the addition of the 
behavioral paradigm (Gale, Martinez-Rubio, & Eskandar, 2011). 
Task Presentation 
The behavioral task was performed intraoperatively during microelectrode 
recordings. A computer monitor was affixed to an adjustable arm mounted to the 
operating table and positioned within comfortable viewing distance of the subject. A 
button box was similarly mounted near the subject’s right hand. Subjects were in a 
comfortable semi-recumbent position as is standard for these procedures. The behavioral 
task was presented using custom written software in Matlab (Mathworks, Natick, MA), 
Monkeylogic (Asaad & Eskandar, 2008a; 2008b). 
The behavioral task was analogous to the classic card game ‘War’ (Figure 2.1A). 
The subject and computer opponent were each dealt a single card; the player with the 
highest card won. To simplify the game, the deck was limited to five cards – even cards 
from 2 through 10 of one suit. Cards were drawn randomly with replacement, and 
duplicates were permitted. The rules were carefully explained to each subject 
preoperatively, and each was allowed to practice the task for a short duration to 
demonstrate comprehension. The task required the subject to evaluate his card, determine 
its value, and place a $5 or $20 wager with the goal of maximizing profit. Declining to 
wager was not permitted. Thus the logical wager when dealt a 10-card was $20, as that 
hand would win 80% of the time and draw 20% of the time. Similarly, the logical wager 
when dealt a 2-card was $5, as that hand would either lose or draw. 
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Each trial began with a central fixation point presented for 350 ms, which cued 
the subject that the trial was about to begin. Next, the subject’s card and the back of the 
opponent’s card was displayed for 1000 ms. Subsequently, two red circles appeared, 
indicating the mapping of each button (left and right) to its respective wager ($5 and 
$20). The button map was oriented randomly such that the $5 and $20 wagers were 
assigned to the left and right buttons equally. The appearance of the button map served as 
the go-cue, indicating permission to register a wager. The time interval between 
appearance of the go-cue and button press was considered the reaction time. A maximum 
of 5000 ms was allotted for the subject to make a wager. Following the button push, there 
was a randomized delay period of 250-500 ms, which was immediately followed by the 
appearance of the subject’s and revealed opponent’s card for 1000-1250 ms. The 
outcome of the hand was thus first realized at this time. Lastly, feedback was given by 
explicitly displaying the amount they won or lost, or “Draw”. 
Electrophysiology 
Intraoperative microelectrode recordings were performed using tungsten 
microelectrodes (FHC, Bowdoin, ME, or Alpha-Omega Engineering, Nazareth, Israel) 
with typical impedances of approximately 1 MΩ. The electrodes were advanced into the 
ventral striatum (Figure 2.1B) using a motorized microdrive (Alpha-Omega Engineering, 
Nazareth, Israel) with 0.01 mm precision. Analog data were band-pass filtered between 
300 Hz and 6.5 kHz, recorded at 20 kHz by a PowerLinc 1401 acquisition system (CED, 
Cambridge, England), and stored for post-hoc analysis. The neurophysiology data were 
sorted into individual neuronal clusters using waveform principal component analysis 
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(Offline Sorter, Plexon, Houston, TX). Spiking data were filtered for isolation quality, 
stability, and signal-to-noise; of the eight subjects, data from seven subjects met the 
criteria and were used for analysis. 
Single-unit and Population Responses 
All analyses were performed using custom written software in the MATLAB 
programming environment using standardized mathematical and signal processing 
toolboxes. 
For the purpose of visualizing the neuronal time course, continuous time firing 
rate histograms were computed for each neuron by applying a 500 ms sliding window 
with 10 ms steps. All individual responses were computed using the raw spike data (trials 
with mean firing rates below 0.5Hz were not used). To allow for comparisons between 
cells, we normalized the neuronal activity during each trial by subtracting the average 
activity during a 500 ms pre-fixation window. Statistical differences in neuronal activity 
between trial types were assessed using a two-tailed t-test (p < 0.05) for single-unit and 
population responses in one of two a priori defined windows: 0-500 ms for go-cue and 
250-750 ms for feedback analyses. All results are given with their mean and standard 
error of the mean. 
Receiver Operating Characteristic and Bootstrap 
A receiver operating characteristic (ROC) analysis was performed on pooled data 
from all neurons. ROC analysis is a system for performing binary classifications and 
provides a method for quantifying and visualizing the true-positive vs. false-positive rate. 
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Put another way, it is a method to quantify the extent to which an ideal observer can 
predict a particular outcome given a neuronal response. We performed a ROC analysis 
for predicting financial decisions when considering all cards and just the 6-card alone. To 
compute the ROC, we pooled the activity within a 500 ms time window (following the 
go-cue) from all neurons during a specific trial type (e.g. all cards or 6-card alone) and 
divided them into trials in which the subject bet high and bet low. We then rank-ordered 
the firing rates and plotted the values. A predictive signal would deviate from unity and 
have an area under the curve (a.u.c) different from 0.5 (Swets, 1996). To examine 
statistical significance, a bootstrap randomization process was applied by shuffling the 
association between the trial type and the neuronal data, while maintaining the overall 
distribution of each trial type, and recomputing the a.u.c value 1000 times. An a.u.c. 
value from the original computation that fell outside the 95% confidence interval of the 
permuted set was considered statistically significant. 
Results 
On average patients performed 2.4 sessions with 118 trials per session. The 
average reaction time was 1.3 ± .15 seconds (Mean ± S.E.M.; Figure 2.1C), and subjects 
bet high in 45% of the trials (Figure 2.1D). We isolated 19 neurons from 7 subjects with 
an average of 1.1 neurons/session and a mean firing rate of 9 ± 1.2 Hz (Mean ± S.E.M.). 
Each subject contributed between one and four neurons. Given their phasic response 
pattern and predominance in the striatum (Heimer et al., 1997), it is most likely that we 
were recording from inhibitory medium-sized spiny projection neurons. 
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To examine the role of the NAc in binding stimulus value to action, we 
investigated whether neuronal activity could predict wager direction (high vs. low). We 
normalized each trial to its baseline activity, pooled all trials, and performed a ROC 
analysis. We found that during the 500 ms interval following the go-cue, NAc activity 
significantly predicted whether the subject would bet high or low (a.u.c. = 0.52; p = 0.03, 
randomization test). A single-neuronal example is presented in Figure 2.2. Furthermore, 
we found this activity occurred on average 1.9 ± .02 seconds (Mean ± S.E.M.) before the 
subjects physically manifested their bet. To confirm that this signal was not the result of 
an underlying change in baseline firing rate, we computed the average firing rate over the 
entire trial for bet high and bet low trials for all card presentations for each subject and 
performed a two-tailed t-test. We found no changes beyond those related to high or low 
bets. Additionally, the number of high and low bet trials were equally represented for all 
cards (χ2 test, p = 0.62). Furthermore, we know this effect was not simply the result of the 
motor movement, because the button cues ($5 and $20) were randomly mapped to the left 
and right button. Together, these results describe a neural signal that predicts future 
financial decisions. 
We next investigated how the NAc responds when the stimulus does not predict 
outcome (i.e. there is no logical basis for making financial decisions), as is often the case 
in real world financial decisions. To explore this situation, we normalized and pooled all 
the “6” card trials and performed a ROC analysis (Figure 2.3A). We chose the 6-card 
because it does not predict outcome; that is to say, the subjects have an equal chance of 
winning or losing, and thus their behavior is not based on an obvious expected reward 
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value. We again found that during the 500 ms interval following the go-cue, NAc activity 
significantly predicted whether the subject would bet high or low (ROC, a.u.c. = 0.62; p 
= 0.003, randomization test; Figure 2.3B). We also found that this activity occurred well 
before (2 ± .04 seconds; Mean ± S.E.M) the subjects expressed their bet. The number of 
high and low bet trials were equally represented (χ2 test, p = 0.34). Additionally, the 
distribution of outcomes (wins and losses) was equal on previous trials for the 6-card 
trials in which the bet was high (χ2 test, p = 0.76) and low (χ2 test, p = 0.21), 
demonstrating that the behavioral signal was not a simple reflection of the outcome on 
the previous trial. These results demonstrate a predictive behavioral signal under 
conditions of uncertainty. 
To examine the role of the NAc in encoding a prediction error (PE) signal, we 
divided trials based on subject expectation (unexpected or expected) and the actual 
outcome (positive or negative; Figure 2.4A). For each neuron, we computed continuous 
firing rate histograms for unexpected positive and negative trials within the outcome 
epoch (250-750 ms after outcome). This is the time when the opponent’s card is revealed 
and the first time that the subject knows the outcome of his hand. We found that 21% of 
the neurons significantly modulated (two-tailed t-test, p < 0.05) for unexpected positive 
and negative trials. Specifically, we found that NAc activity was potentiated for 
unexpected positive trials (PE>0) and attenuated for unexpected negative trials (PE<0). 
To examine population level changes, we computed a population average by normalizing 
trials from each neuron to its baseline activity. The effect was also found on the 
population level over the same interval (two-tailed t-test, p = 0.03; Figure 2.4B). We 
 69 
found no significant change in activity for expected positive or negative trials (PE=0) 
over the same interval (Figure 2.4C). These data provide evidence for a prediction error 
signal that may drive adaptive behavior by identifying differences in expectations and 
outcomes. 
Discussion 
To the best of our knowledge, these data represent the first single-unit recordings 
from the human nucleus accumbens during a financial decision-making task. Previously, 
much of the work exploring the role of the NAc in computing financial decisions has 
been done using functional imaging (Knutson et al., 2001; 2005). Using event-related 
imaging methods, researchers have been able to more closely study the ‘where’ and 
‘when’ of financial computations. Our study attempts to extend the resolution even 
further by examining individual neuronal responses during these computations. In this 
study, we report three important contributions to the understanding of financial decision-
making. 
First, NAc activity predicts future financial decisions on a trial-by-trial basis. 
Possible interpretations of the observed predictive signal include encoding of reward 
expectancy, risk-taking, or probability estimation. Because subjects’ behavior was fairly 
stereotyped (they tended to bet high for 8 and 10 cards and low for 2 and 4 cards) it is 
conceivable that the observed signal reflects a reward expectancy (i.e. prediction of 
upcoming reward) rather than future financial decisions. To investigate this possibility, 
we analyzed data restricted to trials wherein the subject was dealt a 6-card, which 
provides no expectation regarding the outcome, as there is a 50/50 chance of winning or 
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losing. In this situation, we found that neuronal activity continued to signal future 
financial decisions, even when there is no clear expectation of reward. The same 
argument applies for probability estimation, which in this task was essentially a proxy for 
reward expectation. There is little evidence to support the idea that the observed signal 
reflects risk-taking; subjects made appropriate choices, betting low for low cards, high for 
high cards, and evenly for 6-cards. 
Second, we characterized the temporal evolution of the predictive behavioral 
signal. Interestingly, we found that the activity occurred roughly two seconds before the 
decision was physically manifested--a fairly large latency for neurophysiological signals. 
The early onset of this signal during the go-cue is consistent with the motivational role of 
the NAc, but may also reflect the influence of cortical information streams from frontal 
networks.  
Third, we found single neuronal evidence for a prediction error signal in the NAc. 
Our findings parallel previously reported prediction error signals in the human substantia 
nigra (Zaghloul et al., 2009). Zaghloul et al. reported peak prediction error activity 
roughly 250 ms into the outcome period in the substantia nigra, whereas we found peak 
activity at 450 ms in the NAc. This difference in latency is consistent with the time 
required for transmission of dopamine from midbrain dopaminergic neurons to the 
ventral striatum. 
One notable characteristic of the PE signal was that the increase in firing for 
positive PE responses was proportionally greater than the decrease in firing for negative 
PE responses. This feature may reflect a basic property of the NAc: that it is more 
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responsive to rewards than losses. Alternatively, it may be related to the known dynamic 
range of dopaminergic neurons. The baseline firing rate of these neurons is about 5-7 Hz. 
Phasic firing rates can rise as high as 30-40 Hz, but these neurons can only reduce their 
firing rate to zero. Hence this floor effect is another possible mechanism for the observed 
asymmetry in NAc PE responses. 
A fundamental limitation of this and other human single unit physiology studies is 
that we are restricted to recording neuronal activity from a structure implicated in the 
subjects’ pathology. Nonetheless, subjects’ behavior was rational in this simple task, and 
the results are consistent with the neurophysiological literature in animal models and 
functional imaging literature in humans. Therefore, if any difference exists between these 
subjects and healthy controls it is likely to be more of a small quantitative difference 
rather than a prominent qualitative difference. These findings serve as a testament not 
only to the commonality of these responses across species, but also to the importance of 
these computations in the human brain, since they can be seen even under pathological 
conditions. 
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Figure 2.1: Behavioral task, recording location, and subject performance.  
(A) The Fixation screen was followed by the Stimulus screen showing the subject’s card 
and the back of the opponent’s card. Appearance of the wager choices ($5 or $20) 
signified the Go-Cue. After a variable delay period, the Outcome screen showed both the 
subject’s and revealed opponent’s card. The Feedback screen then explicitly displayed 
how much was won or lost, or whether the hand was a draw. (B) Coronal T1-weighted 
MRI showing the recording sites from the seven subjects in whom individual neurons 
were isolated. The first panel shows a slice 2 mm anterior to the anterior commissure 
(AC). The following three panels show the inset area (left striatum) 2, 3, and 4 mm 
anterior to the AC, respectively, with recording sites in the ventral striatum denoted by 
white circles. C, caudate; P, putamen; IC, anterior limb of internal capsule. (C) Average 
reaction time (in seconds) of all subjects by card value. Error bars are S.E.M. (D) 




Figure 2.2: Raw traces, example neuron and peri-stimulus time histogram. 
(A) Example of a raw analog voltage trace from one recording session (bar depicts 0.5 
seconds). (B) Example of waveform from one isolated neuron (bar depicts 0.5 ms). (C) 
Single-neuron example of nucleus accumbens activity predicting wager at the go-cue. 
Continuous firing rate histogram (top panel) and raster plots (middle and lower panels) of 
all trials in which the subject bet high (blue) and bet low (red) relative to the go-cue (gray 
dashed line). For each plot, the y-axis represents trial number while the x-axis represents 
time. Each hashmark represents a single action potential. 
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Figure 2.3: Population response of NAc activity predicts wager at the go-cue for 6-
card trials.  
Each trial was normalized to its pre-fixation baseline activity. (A) Histogram of average 
nucleus accumbens activity during the first 500 ms following the go-cue for trials in 
which the subject bet high (blue) or low (red). The mean activities for bet high and low 
trials are represented by the blue and red dashed lines, respectively. Axis limits are the 
same for the top and bottom panels. (B) ROC curve for bet high and bet low trials during 
the first 500 ms following the go-cue (ROC, a.u.c. = 0.62; p = 0.003, randomization test). 
(C) Continuous firing rate histograms for bet high (blue) and bet low (red) trials relative 
to go-cue (left panel) and choice (right panel).  
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Figure 2.4: Population nucleus accumbens activity encodes a prediction error signal. 
Each trial was normalized to its pre-fixation baseline activity. (A) Chart of trials 
composing positive, negative, and neutral prediction error, based on card identity (2, 4, 6, 
8, 10), bet (H = high, L = low), and outcome (Win, Lose, Draw). (B) Continuous firing 
rate histogram (left panel) relative to the outcome epoch for PE>0 (unexpected positive; 
blue) and PE<0 (unexpected negative; red) trials. Bar plot (right panel) depicting mean 
activity over the 250 to 750 ms interval following the outcome for PE>0 (unexpected 
positive; UP; blue) and PE<0 (unexpected negative; UN; red) trials (two-tailed t-test, p = 
0.03). (C) Continuous firing rate histogram (left panel) relative to the outcome for the two 
situations in which PE=0: expected positive (green) and expected negative (brown) trials. 
Bar plot (right panel) depicting mean activity over the 250 to 750 ms interval following 
the outcome for expected positive (EP; green; PE=0) and negative (EN; brown; PE=0) 
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The ability to optimize behavioral performance when confronted with 
continuously evolving environmental demands is a key element of human cognition. The 
dorsal anterior cingulate cortex (dACC), which lies on the medial surface of the frontal 
lobes, plays an important role in regulating cognitive control. Hypotheses regarding its 
function include guiding reward-based decision making (Williams et al., 2004), 
monitoring for conflict between competing responses (M Botvinick et al., 1999), and 
predicting task difficulty (Brown & Braver, 2005). Precise mechanisms of dACC function 
remain unknown, however, due to the limited number of human neurophysiological 
studies. Here we demonstrate with functional imaging and human single-neuron 
recordings that the firing of individual dACC neurons encodes current and recent 
cognitive load. We show that the modulation of current dACC activity by previous 
activity produces a behavioral adaptation that accelerates reactions to cues of similar 
difficulty as previous ones, and retards reactions to cues of differing difficulty. 
Furthermore, this conflict adaptation, or Gratton effect (M Botvinick et al., 1999; Gratton, 
Coles, & Donchin, 1992), is abolished after surgically targeted dACC ablation. Our 
results demonstrate that the dACC provides a continuously updated prediction of 
expected cognitive demand to optimize future behavioral responses. In situations with 
stable cognitive demands, this signal promotes efficiency by hastening responses, but in 
situations with changing demands, it engenders accuracy by delaying responses. 
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Introduction 
Human cognition is characterized by the ability to parse and evaluate a stream of 
constantly changing environmental stimuli in order to choose the most appropriate 
response in evolving conditions. The dorsal anterior cingulate cortex (dACC) is thought 
to play an important role in regulating cognitive control over goal-directed behavior. 
Various theories postulate its involvement in linking reward-related information to action 
(Hayden & Platt, 2010; Narayanan & Laubach, 2008; Williams et al., 2004), monitoring 
for conflict between competing responses (M Botvinick et al., 1999; Matthew M 
Botvinick, Cohen, & Carter, 2004; Carter & van Veen, 2007), or detecting the likelihood 
of error commission (Brown & Braver, 2005; Carter et al., 1998; Nieuwenhuis, 
Schweizer, Mars, Botvinick, & Hajcak, 2007). Despite substantial information from 
functional magnetic resonance imaging (fMRI), event-related potential, and lesion 
studies, considerable debate continues to exist regarding the neurophysiological basis of 
its regulatory role. 
 We studied dACC function using a combination of single-neuronal recordings, 
fMRI, and pre- and post-lesion behavior in human subjects undergoing surgical 
cingulotomy—a procedure in which a precise stereotactically targeted lesion is created in 
the dACC. Microelectrode recordings, which are routinely performed during the 
procedure (Davis et al., 2000; 2005; Williams et al., 2004), allowed us to record from 
individual dACC neurons. Six subjects participated, and in four of these we also obtained 
a preoperative fMRI using the same task. In four we recorded behavioral responses using 
the same task immediately following cingulotomy. 
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 Subjects performed the multi-source interference task (MSIT; (Bush et al., 2006), 
a Stroop-like task in which they viewed a cue consisting of three numbers and had to 
indicate via button-press the unique number (‘target’) that differed from the other two 
numbers (‘distracters’; Figure 3.1A). By varying the position of the target and the identity 
of the distracters, the task established four distinct trial types (Figure 3.1B), which were 
presented to the subject randomly. These trial types contained three levels (Type 0, 1, and 
2 trials; Figure 3.1B) of cognitive interference, operationally defined here as the tendency 
of an irrelevant stimulus feature (e.g., position of the target) to impede simultaneous 
processing of the relevant stimulus feature (e.g., identity of the target). 
Materials and Methods 
We enrolled 6 study subjects (4 male, mean ± s.e.m. age 37.5 ± 5 years) 
undergoing stereotactic cingulotomy for treatment-refractory obsessive-compulsive 
disorder (OCD). Evaluation for surgical candidacy was conducted by a multidisciplinary 
team. Subjects enrolled voluntarily, providing informed consent under a protocol 
approved by the Massachusetts General Hospital Institutional Review Board. The 
surgical procedure produces a stereotypical lesion with an average volume of 3.58 ± 1.24 
(mean ± s.d.) cm3, centered 9 mm lateral to midline, 18 mm anterior to the anterior 
commissure, and 30 mm superior to the AC-PC plane. Subject participation was in no 
way related to clinical decision-making regarding their candidacy for surgery. 
Subjects performed the Multi-Source Interference Task (MSIT; Figure 3.1A, B; 
(Bush et al., 2003; 2006). The task was presented on a computer monitor using a 
customized software package in MATLAB (MathWorks, Inc., Natick, MA; (Asaad & 
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Eskandar, 2008a; 2008b). Each trial contained a stimulus consisting of three integers 
ranging from zero to three. One number (the unique “target”) differed from a pair of 
“distracter” numbers (e.g. 100, 323, etc.). Subjects were asked to report, via button-press, 
the identity (rather than the position) of the target (left for “1”, middle for “2”, right for 
“3”). 
Functional MRI data were analyzed using Brain Voyager software (Brain 
Innovation, Maastricht, the Netherlands). Anatomical and functional data were co-
registered and transformed into common Talairach space. A general linear model was 
constructed using predictors modeled by convolution with a standard hemodynamic 
response function. Single subject repeated-measures ANOVAs were performed on a 
voxel-wise basis. Multiple comparisons were corrected for by using a cluster constraint 
with a regional false positive probability of p < 10-4. This constraint required a cluster 
of ≥7 contiguous voxels with p < 0.05. 
For microelectrode recordings, an array of three tungsten microelectrodes (500-
1500 kΩ; FHC, Bowdoin, ME) was attached to a motorized microdrive (Alpha Omega 
Engineering, Nazareth, Israel). As per routine surgical protocol, recordings were obtained 
from the left hemisphere. Upon reaching the cingulate cortex, microelectrodes were held 
in place and monitored for approximately five minutes to assess signal stability. Putative 
neurons were not screened for task-responsiveness. Analog data were amplified, band-
pass filtered between 300 Hz and 6 kHz, sampled at 20 kHz (Alpha Omega Engineering, 
Nazareth, Israel), and spike-sorted (Offline Sorter, Plexon, Inc., Dallas, TX). 
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Results 
When comparing high-interference (Type 2) to non-interference (Type 0) trials, 
there was increased fMRI signal within the dACC (Figure 3.1C), indicating increased 
neuronal population activity during trials with greater cognitive interference. Other 
cortical regions known be involved in this decision-making network, such as the 
dorsolateral pre-frontal cortex (DLPFC), were similarly activated to a greater degree in 
the high interference condition. The spatial distribution and magnitude of these changes 
were similar to those previously observed in healthy volunteers (Bush et al., 2003), 
suggesting that this function is spared in the dACC in our subject population and 
comparable to normal subjects. We co-registered the postoperative MRI (Figure 3.1D) 
with the preoperative fMRI, confirming that the recording and lesion site co-localized 
with the region of fMRI activation. 
 During intraoperative microelectrode recordings, subjects performed the task 
accurately, with an error rate of 1.4%. Reaction times (RTs) were modulated by degree of 
interference in a dose-dependent fashion (Figure 3.1E, S2; p < 1 x 10-20, ANOVA). The 
trial type-dependent reaction times and low error rates were consistent with the tendency 
to sacrifice speed for accuracy that is often observed in Stroop-like tasks (Carter & van 
Veen, 2007; Fellows & Farah, 2005). 
 We recorded 59 well-isolated, single dACC neurons, with an average baseline 
firing rate of 5.7 ± 0.7 (mean ± s.e.m.) spikes/sec. We identified three distinct sub-
populations of neurons based on their maximal task-responsiveness: those firing 
preferentially (1) before the cue (n = 12; 20%); (2) after presentation of the cue (n = 24; 
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41%); and (3) after the behavioral choice (n = 23; 39%). The largest group, or cue-
responsive neurons, showed distinct modulation of firing based on the degree of 
interference present in the cue (p = 0.02, ANOVA). Paralleling the pattern for RTs, firing 
rates for Type 2 trials were higher than those for Type 1 trials, which were higher than 
those for Type 0 trials. This effect during the cue epoch was observable at the level of 
individual neurons (Figure 3.2A, B), as well as at the cue neuron population level (Figure 
3.2C, D). Inclusion of the entire recorded neuronal population produced similar effects, 
and using raw rather than normalized rates did not change this result. Neuronal activity 
within the dACC thus correlated with the degree of cognitive interference present in the 
cue. 
The trial type-dependent modulation in firing rate could either be a consequence 
of dACC neuron sensitivity to the amount of conflict engendered by the cue (M Botvinick 
et al., 1999; Kerns et al., 2004) or to the number of responses activated by the cue 
(Nakamura et al., 2005). To distinguish between these possibilities, we identified trials in 
which the number of potential responses remained constant (two), but the amount of 
conflict varied (one or two types of conflict). Firing rates were significantly higher (p = 
6.4 x 10-3, Mann-Whitney test) in higher conflict trials, indicating that dACC neurons 
were encoding conflict per se, and not the potential number of responses. Reaction times 
for the higher conflict trials were also significantly higher (p = 1.5 x 10-4, t-test), 
providing behavioral evidence for the increase in perceived conflict. In a two-way 
ANOVA (with degree of conflict as one variable and the number of possible responses as 
the other variable) including all trials, the degree of conflict was a significant independent 
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predictor of firing rate (p = 5.7 x 10-3), whereas the number of possible responses was not 
(p = 0.11). 
 Current models of dACC function, whether predicated upon conflict monitoring 
(M Botvinick et al., 1999; Carter & van Veen, 2007; Kerns et al., 2004), reinforcement 
learning  (Holroyd, Holroyd, Nieuwenhuis, Nieuwenhuis, et al., 2004a), or reward-based 
decision making (Mattew M Botvinick, 2007; Ito et al., 2003; Williams et al., 2004), 
require that future dACC activity reflects past experience, but modulation of dACC firing 
based on recent history has not been demonstrated at the single-neuronal level. To 
determine whether dACC neuronal firing rates are influenced by previous activity, we 
separated Type 0 and Type 2 trials based on whether they were immediately preceded by 
a trial containing interference (Type 1 or 2) or not (Type 0). In both cases, dACC 
neuronal activity increased more rapidly following the cue when the preceding trial 
contained interference (Figure 3.3A, B). Average magnitude of the cue neuron signal was 
greater in trials preceded by interference. This finding held for the entire neuronal 
population as well, and was not altered by using raw rather than normalized rates. 
The association between previous and current trial activity was maintained across 
all successive trial pairs. On a trial-by-trial basis including all trial types, previous trial 
activity during the cue period significantly correlated with current trial activity (r = 0.15, 
p = 2.0x10-11 for cue neurons; r = 0.12, p = 3.3x10-16 for all neurons, demonstrating that 
dACC neurons encode information about both the current task context and the recent 
past. 
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 The behavioral correlate of this neuronal pattern of activity depended upon the 
identity of the current trial. Reaction times for Type 0 trials correlated positively with 
previous trial activity (r = 0.13, p = 9.2x10-3), meaning that preceding elevated activity 
(consistent with a previous difficult trial) predicted a longer RT on the current non-
interference trial. Reaction times during Type 2 trials, however, correlated negatively 
with previous trial activity (r = -0.09, p = 8.4x10-3), meaning that preceding elevated 
activity predicted a shorter RT on the current interference trial. Taken together, these 
findings would predict that RTs for a particular trial type would be shorter when the 
preceding trial was of the same type, and longer when of a different type. 
 The behavioral responses bore out these predictions. Reaction times during non-
interference trials were shorter when preceded by another non-interference trial (0!0) 
vs. an interference (1,2!0) trial (Figure 3.3C). Conversely, RTs during high interference 
trials were shorter when preceded by an interference (1,2!2) trial vs. a non-interference 
(0!2) trial (Figure 3.3D). This history-dependence of dACC neuronal activity provides a 
neurophysiological basis for the current data and previous observations of behavioral 
adaptations, known as micro-adjustments, conflict adaptation, or the Gratton effect (M 
Botvinick et al., 1999; Carter & van Veen, 2007; Gratton et al., 1992; Kerns et al., 2004; 
Mansouri et al., 2007; Ridderinkhof, 2002). 
 Thus far, we have observed that dACC firing depends on current task demand and 
previous trial activity. To ascertain the relative contributions of each and to determine the 
historical extent represented by dACC activity, we modeled neuronal firing as a 
differentially weighted linear sum of the degree of cognitive interference on the current 
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trial and neuronal activity on preceding trials. Current trial interference had a significant 
impact on firing (weighting coefficient β1 = 0.10; 99% confidence interval [0.02, 0.18]; p 
= 3.5x10-4). Activity during the previous trial was at least as strong a predictor (β2 = 0.13; 
[0.07, 0.19] p = 3.0x10-9), and even activity two trials previously had a significant 
influence on current firing (β3 = 0.06; [0.002; 0.12]; p = 4.0x10-3). Activity more than two 
trials prior did not significantly contribute to current trial firing rates.  
We analyzed post-cingulotomy task performance, and thereby captured the acute 
behavioral manifestations of a precise, stereotyped, reproducible lesion to the previously 
recorded area. Error rate following cingulotomy was 1.3%, indicating that subjects had 
not changed in their ability to perform the task. The post-cingulotomy reaction time 
distribution was similar to that observed prior to the lesion (Figure 3.4A), with longer 
RTs associated with increasing interference (p < 1 x 10-12, ANOVA). Furthermore, there 
was no difference in pre- vs. post-cingulotomy mean RT (p = 0.76, t-test). Thus the 
dACC lesion did not significantly disrupt the subjects’ ability to perform the task, nor did 
it affect the dependence of RT on the cognitive load presented by the current stimulus. 
 Strikingly, cingulotomy caused abolition of the history-dependent modulation of 
reaction times. The pre-lesion trial-to-trial adaptations in RT were significantly reduced 
after cingulotomy for both non-interference (p = 2.2 x 10-8, bootstrap test) and high-
interference trials (p = 7.1 x 10-3). Consistently, the difference in RT attributable to the 
previous trial that existed before the lesion (Figure 3.3C, D) disappeared after the lesion 
(Figure 3.4B, C); that is, reaction times did not depend upon the preceding trial type. This 
effect was observable at the population level and at the level of individual subjects. Thus, 
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although dACC lesions did not globally degrade subject performance, they eliminated the 
dependency of behavioral responses on recent experience. 
Discussion 
These trial-to-trial behavioral adjustments (faster RT when the preceding trial 
type was the same as the current) are concordant with those reported by others (M 
Botvinick et al., 1999; Carter & van Veen, 2007; Gratton et al., 1992; Kerns et al., 2004; 
Mayr, Awh, & Laurey, 2003; Ridderinkhof, 2002). During high interference trials 
preceded by a high interference trial, however, we observed increased dACC single 
neuron activity, whereas others have reported decreased BOLD fMRI signal (Mattew M 
Botvinick, 2007; Kerns et al., 2004). This apparent discrepancy may be explained by the 
fact that the peak fMRI signal (which occurs 5-7 seconds after the cue) reflects input 
synaptic activity evoked by both the appearance of the cue and evaluation of the response 
(which all occur within the first second after the cue). On the other hand, we recorded 
output spiking activity occurring within 500-750 ms after the cue. These complementary 
measures may thus reflect the spatiotemporal dynamics of conflict processing in the 
dACC. 
In this task, increasing interference within the cue could variably be interpreted as 
representing increasing conflict between competing responses (Carter & van Veen, 2007), 
likelihood of error commission (Brown & Braver, 2005), or energetic decision-making 
cost (Mattew M Botvinick, 2007). Consistent with these theories, we find that dACC 
activity correlates with these manifestations of cognitive demand. However, though the 
dACC is modulated by the cognitive load within the current task context, its function is 
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not essential for generating the load-dependent behavioral response (Fellows & Farah, 
2005; Mansouri et al., 2007), as interference-dependent behavior was not altered 
following dACC ablation. In contrast, an intact dACC is required for trial-to-trial 
behavioral adjustments. 
Previous studies have proposed that the dACC monitors for conflict between 
competing responses (Mattew M Botvinick, 2007; Carter & van Veen, 2007) and drives 
behavior towards efficient strategies (Mattew M Botvinick, 2007). Whereas previous 
human fMRI (Matthew M Botvinick et al., 2004), ERP (Gehring & Fencsik, 2001), and 
lesion (di Pellegrino, Ciaramelli, & Làdavas, 2007) studies have implicated the dACC in 
this function, single unit data supporting this theory have been lacking. Moreover, non-
human primate single unit recordings (Ito et al., 2003; Nakamura et al., 2005) and lesion 
(Mansouri et al., 2007) studies have arrived at opposite conclusions and cast doubt on the 
conflict monitoring theory. We reconcile these issues by demonstrating fMRI and single 
neuronal conflict signals in the human dACC, as well as behavioral adjustments that 
disappear after a precisely targeted lesion. Our results support the view that the dACC is 
specifically responsible for providing a continuously updated account of predicted 
demand on cognitive resources. This account is particularly sensitive to relative shifts in 
situational complexity from instance to instance, weighted by the recent past. The salient 
influence of current dACC activity on future neuronal activity and behavior permits 
implementation of behavioral adjustments that optimize performance. In situations in 
which cognitive demands remain constant, this signal facilitates efficiency by 
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accelerating responses. In situations involving rapidly changing demands, it promotes 
accuracy by retarding responses. 
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Figure 3.1: Behavioral task, functional MRI, and subject performance. 
(A) The Multi-Source Interference Task. (B) This task generates four trial types, based on 
whether there is spatial congruence between the position of the target and correct button 
response, and whether the distracters are possible (“1”, “2”, “3”) or impossible (“0”). (C) 
Representative example showing increased dACC fMRI activation during high- vs. non-
interference trials. (D) A mid-sagittal slice depicting the lesion (arrowhead), which is also 
the site of microelectrode recordings. (E) Reaction times increased with increasing 




Figure 3.2: Individual and population neuronal responses.  
(A) Example neuron showing modulation of firing based on cue-related interference. 
Rasters for Type 0 (green), 1 (blue), and 2 (red) trials are shown aligned to the cue (black 
line) and choice (gray line). (B) Average firing rates of the same neuron, demonstrating 
increasing firing with increasing interference. Error bars (s.e.m.) are depicted with 
shading. (C) Average firing of all cue-related neurons. (D) Same as in (C), but showing 
activity averaged within a 200 ms wide window centered 500 ms after the cue. Neuronal 




Figure 3.3: Effect of previous trial on dACC firing and reaction time.  
(A) Current non-interference trials were segregated based on whether they were 
immediately preceded by an interference (1,2!0; black) or non-interference (0!0; 
purple) trial. (B) Similarly for high interference trials, activity was higher when preceded 
by interference (1,2!2; black) than by non-interference (0!2; purple) trials. (C) 
Reaction times for non-interference trials were shorter (p = 0.008) when preceded by a 
non-interference (0!0; purple) than an interference (1,2!0; black) trial. (D) RTs for 
interference trials were shorter (p = 0.04) when preceded by an interference (1,2!2; 




Figure 3.4: Abolition of behavioral adaptation following a targeted dACC lesion. 
Reaction times were recorded following cingulotomy, in which a stereotactic lesion was 
created precisely in the region of the dACC from which fMRI signals and microelectrode 
recordings were obtained. (A) Modulation of RT by trial type following cingulotomy. 
RTs followed a dose-response pattern (p < 1 x 10-12, ANOVA) similar to that before the 
lesion (Figure 1E). Behavioral adaptations (the influences of previous trial identity on 
current trial reaction times), however, were abolished for both (B) non-interference (p = 
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Everyday we constantly make decisions that require little conscious thought — we simply 
fall into our routines. On occasion, however, we are forced to break free of these routines and come 
up with novel and deliberate actions. A fundamental component of this switching process is 
inhibiting a prepotent action in order to integrate information and select a new action. Here, we 
test the hypothesis that the STN is integrally involved in behavioral switching.  We provide 
correlative and causal data from two human experiments to support our claims.  In the first 
experiment, we provide neurophysiological evidence from human subjects engaged in a 
gambling task undergoing deep brain stimulation (DBS) surgery for Parkinson’s Disease. In the 
second experiment, we use a novel technique to apply intermittent electrical stimulation through 
the implanted DBS electrode while subjects are engaged in the same gambling task and 
demonstrate a causal relationship between the observed decision signal and behavior. 
Introduction 
In a recent book, Daniel Kahneman summarizes a lifetime of research on human 
decision-making as belonging to either a fast or slow system (Kahneman, 2011). For 
example evaluating the equation, ``10 x 10'' almost instantly cues the correct response, 
``100''. However when posed with the problem, ``17 x 24'' most of us require additional 
time to implement a physical or mental procedure to arrive at the solution. In fact, it turns 
out that many of the decisions we make on a daily basis require little conscious thought – 
they are seemingly automatic. Take for example driving to work everyday for many years 
(Hikosaka & Isoda, 2010). For most of us we perform the same actions, take the exact 
same route, and pass the same houses and traffic lights every morning on our commute to 
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work. It is not a very demanding task many of us even cherish this time as an opportunity 
to plan the day ahead or think about pressing issues that may be going on in our lives. On 
occasion, however, we are forced to adapt our behavior to make deliberative decisions 
such as choosing a new route when faced with upcoming road construction or a traffic 
jam. 
Behavioral switching is the active process of switching between task-sets. A task-
set refers to the perceptual, mnemonic, attentional, or motor processes necessary to 
perform the current task (Sakai, 2008). Behavioral switching can be triggered through 
one of two modes: proactive or retroactive switching. In retroactive switching, subjects 
are unaware when a context change occurs and are likely to fail on switch trials, resulting 
in a switch cost. Through negative-feedback subjects then adjust the current task-set in 
order to resume a rewarding strategy. In proactive switching, environmental cues predict 
context changes and therefore reduce the likelihood of incurring a switch cost, but are 
dependent on experiences that are generally learned through identifying statistical 
relationships between cues and outcomes (Hikosaka & Isoda, 2010). 
A critical function during proactive switching is the inhibition of prepotent motor 
responses. The basal ganglia and particularly the subthalmic nucleus (STN) are thought 
to be integrally involved in this process due to their powerful capacity to inhibit motor 
regions. The STN is primarily a glutamatergic structure but results in a net inhibitory 
effect on output motor nuclei, making it optimally suited for both slowing a broad range 
of motor responses and selecting (through disinhibition) a single response. Another 
unique feature of the STN is that it receives a low-latency projection -- the `hyper-direct' 
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pathway -- from medial prefrontal cortices placing it under rapid higher-order control 
(Aron, Behrens, Smith, Frank, & Poldrack, 2007). 
The role of the STN in response inhibition has been supported by many animal 
studies but studies in humans have been limited. Recently, evidence from functional 
neuroimaging studies, intraoperative single neuronal recordings, and behavioral studies 
using electrical stimulation in human subjects have begun to shed light on the role of the 
STN in response inhibition and decision-making more generally. Fleming et al. 
demonstrated that when subjects made a decision against the status quo, blood-oxygen 
level dependent (BOLD) activity localized to the STN increased selectively for difficult 
but not easy trials (Fleming, Thomas, & Dolan, 2010). Similarly, intraoperative 
recordings from subjects undergoing deep brain stimulation (DBS) have shown that the 
STN encodes the level of conflict both in firing rates (Zaghloul et al., 2012) and low-
frequency oscillations (Cavanagh et al., 2011). Furthermore, electrical stimulation in the 
STN through implanted DBS electrodes disrupts the ability to inhibit prepotent responses, 
resulting in impulsive decision-making during demanding trials (Cavanagh et al., 2011; 
Frank, 2006; Frank, Samanta, Moustafa, & Sherman, 2007b). 
Despite these findings, little is understood about the precise recruitment and 
neurophysiological characteristics of the STN during decision-making. Here, we describe 
two complementary experiments set out to further understand the role of the STN in 
decision-making. In doing so, we provide both correlative and causal data to support our 
findings. In the first experiment, we recorded single neuronal responses from the STN in 
subjects undergoing DBS surgery for Parkinson's Disease. During the recording session, 
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subjects were actively engaged in a computerized card game designed to interrogate 
decision-making under varying probabilistic conditions (gambling task). In the second 
experiment, guided by the neurophysiological findings from the first experiment, we 
tested subjects on the same behavioral task who had previously underwent DBS surgery 
at least 6 months prior. During this phase, however, we applied phasic intermittent 
electrical stimulation through the implanted DBS electrode at various epochs during the 
game, to demonstrate a causal link between the neurophysiological findings and 
behavior. 
Materials and Methods 
Study Subjects 
We recruited five subjects undergoing STN deep brain stimulation for the 
treatment of Parkinson's disease to participate in the intraoperative neurophysiology 
study. Each individual was evaluated and considered for surgery by a multidisciplinary 
team of neurologists, neurosurgeons, and psychiatrists. Once approved and scheduled for 
surgery, an independent member of the research team approached each patient to describe 
the possibility of study inclusion. At this time, risks and benefits were clearly addressed 
to each subject. All study subjects enrolled voluntarily and provided informed consent 
under guidelines approved by the Massachusetts General Hospital Institutional Review 
Board. All subjects were free to withdraw from the study at any time, including during 
surgery, without consequence to operative approach or clinical care. 
Microelectrode recordings are performed routinely during deep brain stimulation 
surgery. Microelectrode wires were lowered to target brain regions prior to implantation 
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of the permanent stimulating electrode. This procedure allows the neurosurgeon to verify 
the target brain region based on the physiological properties of individual neurons to 
optimally position the permanent stimulating electrode. Thus, all portions of the study 
procedure were identical to standard deep brain stimulation surgery, other than the 
addition of the behavioral testing during microelectrode mapping. For a more detailed 
description on performing cognitive studies with microelectrode recording during deep 
brain stimulation, see (Patel et al., 2013). 
Task Presentation 
The task was designed as a simple card game. A computer monitor was fixed to 
an adjustable arm and mounted to the operating bed and positioned comfortably within 
the viewing distance of the patient. A button box (two buttons) was similarly mounted to 
the operating bed and placed comfortably under the patient’s right hand. Subjects were in 
a comfortable reclined position as is standard for all of these cases. The behavioral task 
was presented using custom written software in Matlab (Mathworks, Natick, MA), 
Monkeylogic (Asaad & Eskandar, 2008a; 2008b). 
The task is analogous to the classic card game, `war'. Two players are dealt a 
card; the player with the highest card wins. To simplify the game the deck is limited to 
even cards from 2 through 10 of one suit. The rules and caveats were carefully explained 
to each subject prior to the study. Each trial requires the subject to evaluate their card, 
determine its value, and place a $5 or $20 wager with the goal of maximizing profits. 
Thus, when the subject is dealt a 10-card, the optimal choice is to place a $20 wager as 
the outcome is likely positive or at worst a draw. Conversely, the optimal choice for a 2-
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card is to place a $5 wager since the outcome is likely negative or at best a draw. There is 
no optimal strategy for the 6-card---the outcome is probabilistically equal. 
Each trial began with a fixation point presented at the center of the screen for 350 
ms to indicate the start of trial (Figure 4.1A). Next, the player’s card and the back of the 
opponent’s card was displayed for a period of 1000 ms. Following this, two red circles 
appeared, indicating the mapping of each button (left and right buttons) to their respective 
wagers ($5 and $20). The button map was presented randomly such that the $5 and $20 
bets were assigned to the left and right buttons equally. The presentation of the button 
map also served as the go-cue, indicating to the subject to initiate a bet. The time it took 
the subject to press a button is considered the reaction time. A maximum of 5000 ms was 
allotted for the subject to make a bet. Following the bet, there was a randomized delay 
period of 250-500 ms, which was immediately followed by the presentation of the 
player’s and opponent’s card for 1000-1250 ms. This was the first epoch at which the 
subject realizes the outcome of the hand. Lastly, feedback was given by displaying an 
image of a $5 or $20 bill with text indicating whether they won or lost for 1000 ms. If 
they outcome was a draw, only text was displayed. 
Electrophysiology 
Intraoperative microelectrode recordings were performed using three para-sagittal 
tungsten microelectrodes (Figure 4.1B). The electrodes were advanced with a motorized 
Alpha Omega (Alpha-Omega Engineering, Nazareth, Israel) microdrive. Intraoperative 
motor testing was performed at 1 mm increments throughout the dorsolateral-
ventromedial axis of the STN to characterize the motor and non-motor compartments. 
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Recordings were band-pass filtered between 300 Hz and 6.5 kHz by an Alpha Omega 
acquisition system. Data was recorded at 20 kHz by a PowerLinc 1401 acquisition system 
(Cambridge Electronic Design, Cambridge, England) and stored for post-hoc analysis. 
Offline, the neurophysiology data was sorted into individual neuronal records using a 
template clustering method (Offline Sorter, Plexon, Houston, TX). Data from each 
electrode was sorted separately. Neuronal data was filtered for quality, stability, and 
signal-to-noise. 
Behavior and Neuronal Analysis 
All analyses were performed in MATLAB using standard signal processing and 
statistical toolboxes. 
Reaction time data were explored using analysis of variance tests.  Average 
reaction times were computed for each card for each individual. A Kolmogorov-Smirnov 
test was then applied to individual distributions to test for normality. We applied an 
ANOVA if all distributions were normal, otherwise we used the non-parametric Kruskal-
Wallis test. For comparisons between two groups, we used a two-tailed t-test. 
Each trial could be considered as having a binary outcome (1 for bet high, 0 
for bet low). As such, betting strategy was analyzed by modeling data to a binomial 
distribution. The mean probability of a high bet for each card was determined by finding 
the maximum-likelihood estimate of parameter P (probability of bet high) to the observed 
data. 95% confidence intervals were computed for each estimate using the Clopper-
Pearson method. 
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If a random variable X follows a binomial distribution with parameters n and 
p, where n is the number of trials and p is the probability of success on any trial, then k 
successes in n trials is given by the probability mass function: Pr 𝑋 = 𝑘 =    𝑛𝑘 𝑝! 1− 𝑝 !!!𝑝 
for k ∈ {0,1,2,…n} where, 𝑛𝑘 = 𝑛!𝑛 − 𝑥 ! 𝑥! 
is the number of ways to choose k items from n. 
The probability mass function was used to determine the probability of observing k 
(number of high bets) from n trials against an underlying null probability p of 0.5. 
To visualize neuronal time course, the instantaneous firing rate was approximated by 
convolving a Gaussian (sigma = 30 ms) with 1 ms binned spike trains. Because of the 
limitations in the number of trials recorded in every experimental session, statistical 
analyses at the individual cell level are rarely significant, and instead are performed at the 
population level. Statistical differences between population responses were assessed using 
two-tailed t-tests during pre-defined 500 ms windows: 500-1000 during the go-cue, -250-
250 centered on the button press, and 0-500 during the feedback period. 
To correlate firing rate with reaction time data, the data were first converted 
into z-scores using individual distributions. We subsequently performed a linear 
regression analysis (least-squares method) to approximate parameters (slope and intercept) 
and applied a t-test on the β1 parameter (slope) to test if it was significantly different than 
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0. A negative β1  parameter indicates an inverse relationship between the two continuous 
variables. 
Intermittent Stimulation 
Sixteen study participants were recruited from STN deep brain stimulation 
patients identified by their movement disorders neurologist to participate in the 
intermittent stimulation study. A study staff member contacted potential study 
participants by telephone to introduce the study and invite the patient to participate. On 
the day of the study, after obtaining written informed consent, the patient's deep brain 
stimulator was turned off. Subsequently the stimulation voltage was lowered in small 
increments with the stimulator being turned on and off in a blinded fashion until a voltage 
threshold was reached where the patient was unable to detect the stimulation. The 
stimulator controller was secured over the patient's pulse generator, and after 
approximately 15 minutes with the stimulator off, the patient began playing the task. The 
task was conducted during the day in a quiet room. Patients were permitted to take short 
breaks as needed during the task. We used three different stimulation conditions on 6-
card trials: 1 s of stimulation at the fixation epoch, 1 s of stimulation at the go-cue epoch, 
or no stimulation was delivered. This design allowed each subject to act as their own 
control, helping to account for variance due to differing disease, medication, and 
electrode location factors between patients and also allowed us to control for general 
versus time specific effects of stimulation. This study was approved by the Massachusetts 
General Hospital Institutional Review Board (protocol number 2007P001806). 
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Results 
The gambling task was designed to be analogous to the classic card game, ‘war’ 
(Figure 4.1A). Each player is dealt a card – the player with the higher card wins. To 
simplify the game, we reduced the deck to even cards from 2 through 10 of one suit. To 
begin the trial, two cards are presented on the computer screen, the subject’s card and the 
back of the computer’s card. The subject is then prompted to place either a $5 or $20 
wager by pressing the corresponding button. After a brief delay, the computer’s card is 
revealed and subsequently visual feedback is given indicating the outcome of the trial. 
Thus, when the subject is dealt a 10-card, the optimal choice is to place a $20 wager as 
the outcome is likely to be positive or at worst a draw. Conversely, the optimal choice 
for a 2-card is to place a $5 wager since the outcome is likely to be negative or at best a 
draw. Uniquely, there is no optimal strategy for the 6-card—the outcome is 
probabilistically equal. 
 Neurophysiological Signals of Decision-Making in the STN 
We collected behavioral and neurophysiological data from five subjects (4 men, 1 
woman; 63.2 ± 6.8 years old (mean ± s.d.); Table 1) that underwent deep brain stimulation 
surgery for Parkinson’s Disease. On average subjects performed 1.6 sessions of a 
gambling task with an average of 108 trials per session. We identified the STN using 
imaging and stereotactic procedures. In addition, we performed intraoperative mapping 
and motor testing to confirm the target location prior to the experimental session. We 
collected 20 well-isolated neurons with an average of 4 ± 2.2 (mean ± s.d.)  neurons per 
person. 
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The gambling task was designed such that on any given trial a positive outcome was 
probabilistically weighted by the player’s card. As such, we expected an engaged 
participant to display longer reaction times for trials in which the outcome was 
unpredictable; while, on predictable trials we expected behavior to converge to an optimal 
strategy resulting in shorter reaction times. We found such a trend in our data (χ2 (4,35) = 
6.72, p = 0.15; Kruskal-Wallis; Figure 4.1C). Specifically, the 6-card trials had the 
highest average reaction time (1.23 ± .73 seconds; mean ± s.d.) consistent with the 
unpredictable nature of the outcome (i.e. a 50/50 chance of winning and losing).  
Similarly, the reaction times for the most predictable trials were amongst the lowest (1.14 
± .54 seconds and 0.86 ± .2 seconds (mean ± s.d.) for 2- and 10-card trials, respectively. 
Standard medical treatment for Parkinson’s Disease includes synthetic dopamine 
precursor to help increase endogenous dopamine levels. In our study, all subjects were 
off dopaminergic medications at least 24 hours prior to surgery. Based on the 
underlying pathophysiology of Parkinson’s Disease, we expected to find risk-averse 
behavior consistent with attenuated dopaminergic function 10. From our intraoperative 
behavioral data, we examined subject behavior on trials where they were dealt a 6-card. 
A behavioral deviation from a 50/50 betting strategy on 6-card trials would indicate a 
risk-seeking or risk-averse bias. We found that subjects had a strong risk-averse bias 
(Figure 4.1D), placing a high wager on only 29 ± 7.5% (mean ± 95% ci; binomial fit, p = 
6.5 × 10−7) of trials. 
Current models suggest that STN activity can inhibit prepotent responses during 
cognitively demanding situations (Frank, 2006; Frank et al., 2007b). This inhibition 
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could theoretically allow for additional time to process internal and environmental 
information before ultimately arriving at and executing a decision. To explore this in our 
study, we leveraged the intrinsic symmetry of the behavioral paradigm, and divided trials 
into low and high cognitive demand. The 10- and 2-cards are extreme situations where 
the player is probabilistically in favor for and against a winning outcome, respectively; 
therefore behavior converges to the most optimal strategy with little additional 
information—we will call these low demand trials. Conversely, the 6-card trials pose a 
probabilistically equal scenario for a winning and losing outcome with no optimal 
strategy; thus additional information is valuable and has a larger influence on the 
ultimate decision—we will call these high demand trials. With this heuristic, we found that 
STN activity encoded the upcoming decision for high demand trials (t6−card (10) = -2.5, p = 
0.03; Figure 4.2A) but not low demand trials (t2−card (8) = -0.21, p = 0.83; t10−card (8) = 
0.46, p = 0.65; Figure 4.2B) during a 500 ms window in the go-cue period. Furthermore, 
we found trending activity for 4- and 8-card trials over the same interval (t4−card (8) = -
1.89, p = 0.09; t8−card (13) = -2.06, p = 0.5), which represents an intermediate degree of 
demand. 
It is possible that this activity is encoding a motor plan or movement signal.  
This is, however, unlikely because our task design balances the go-cue presentation of 
the $5 and $20 wagers equally to the left- and right-hand side of the screen. We also found 
no difference in activity centered on the button press (t(19) = 0.68, p = 0.50) suggesting 
this was not movement related. 
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 To control for the possibility of history dependence on the outcome of the 
previous trial, we computed the frequency of wins and losses on the previous trial for 
high demand trials where the player placed a high and low wager. We found the numbers 
of wins and losses were balanced and therefore were unlikely to contribute to the 
observed signal (𝜒! 20 = 0.11,𝑝 = 0.73;   𝜒! 20 = 0.18,𝑝 = 0.66). 
If this signal in fact represents an adjustment of decision thresholds, we would 
expect to find differences in reaction times where the adjusted threshold successfully 
allowed for additional time to integrate information. Our data bore out this hypothesis. We 
found that on high demand trials reaction times were longer when the subject placed a 
high wager (i.e. against their risk-averse bias; t(6) = 2.45, p = 0.05; Figure 4.2C) but no 
difference in reaction times on low demand trials (t(6) = -0.01, p = 0.99; Figure 4.2D). 
To allow trial-by-trial comparisons of the population response, we computed z-scores for 
reaction times and firing rates (during the 500 ms go-cue window) relative to individual 
distributions. We found that reaction times inversely correlated with spike rate on a trial-
by-trial basis for high demand trials (β1  = -0.18, p = 0.02; Figure 4.2E). There was no 
correlation for low demand trials (β1  = -0.05, p = 0.25; Figure 4.2F). These were also 
significant for unnormalized data averaged by individual neurons. 
Previous studies of dopamine function in Parkinson’s Disease suggest an 
asymmetrical bias on learning from negative rather than positive feedback due to 
attenuated endogenous dopamine concentrations (Frank, Seeberger, & O'reilly, 2004). 
Prediction error signals are reinforcement learning signals guided by the dopaminergic 
system that encode the difference between expectation and outcome.  Again, 
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leveraging the task paradigm, we divided trials by expectation and outcome (Table 2). 
Given that our subjects are off medication, we hypothesized that STN activity would 
encode a negative but not positive prediction error signal. Surprisingly, we found that STN 
activity encoded a positive (t(12) = 2.49, p = 0.02) but not negative prediction error (t(13) 
= -0.55, p = 0.58) signal during a 500 ms window in the outcome period (Figure 4.3). We 
found no changes in STN activity for trials in which the expectation and outcome were 
congruent (t(19) = 0.9, p = 0.37). It is possible that the observed activity could represent 
reward magnitude instead of a prediction error signal. 
Effects of Intermittent STN Stimulation on Behavior 
Earlier we described that activity in the STN predicted the upcoming wager for 
high but not low demand trials. Unexpectedly, we found that this signal occurred late in 
the go-cue epoch. Previous human neurophysiology studies have described similar 
conflict signals arising during the stimulus presentation (Sheth et al., 2012; Zaghloul et al., 
2012). To further our understanding, we decided to explore the causal nature of the 
predictive decision signal with behavior. To do so, we recruited 16 subjects (15 men, 1 
woman; 62.6 ± 7.4 years old (mean ± s.d.); Table 3) that had previously undergone STN 
DBS surgery for Parkinson’s Disease. All subjects had surgery at least 6-months prior to 
the study. 
We utilized the implanted electrode to apply intermittent electrical stimulation to 
the STN while subjects were engaged in the same gambling task. Specifically, we applied 
one of three different stimulation categories randomly on 6-card trials: no stimulation, 1 s 
of stimulation during the fixation epoch, or 1 s of stimulation during the go-cue epoch. To 
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control for observational effects of turning on/off the stimulator (e.g. feeling a sensation 
when the stimulator turns on), we systematically lowered—in a blinded fashion—the 
voltage setting to a sub-threshold level prior to each experimental session.  In addition, 
we characterized the latency from the trigger to current delivery and found it be 174 ± 
0.002 ms (n = 26; mean ± s.d.). All other settings (e.g. electrode contacts, frequency, and 
pulse-width) were unaltered from therapeutic levels and were returned to normal 
following the study. 
On average subjects performed 1.9 ± 1.3 (mean ± s.d.)  sessions with an 
average of 102 ± 38 (mean ± s.d.) trials per session. We found that similar to our 
intraoperative study population, the average reaction time was the longest for the least 
predictable 6-card trials (1.52 ± .22 seconds; mean ± sem) and the shortest for the most 
predictable 2- and 10-card trials (1.19 ± .14 seconds and 1.2 ± .15 seconds, respectively; 
mean ± sem; Figure 4 . 4A). Overall the reaction time data were not significantly 
different (F (4,139) = 0.65, p = 0.62; ANOVA). 
Guided by our neurophysiological findings, we expected that modulation of 
intrinsic decision signaling during the go-cue epoch will selectively bias subject 
behavior. We expected no changes when stimulation was delivered during the fixation 
period or when it is omitted. The data confirmed this hypothesis. We found that on 
average subjects had a strong risk-averse bias and bet high only 29.8 ± 6.1% (mean ± 95% 
ci; binomial fit, p = 1.04 × 10−6; Figure 4.4B) of the time when they received 
stimulation during the go-cue epoch. Instead, for the omitted and fixation stimulation 
conditions subjects on average placed a high wager 45.4 ± 7.4% and 44.5 ± 6.4% (mean 
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± 95% ci), respectively. Interestingly, we found no overall effect of stimulation category 
on reaction time (F (2,81) = 0.70, p = 0.49; ANOVA; Figure 4.4C). 
Current models of STN function predict that interruption of the demand signal 
would selectively interfere with the normal ability to slow down when faced with high 
demand situations (Frank et al., 2007b). To explore this in our data, we predicted that 
intermittent stimulation during the go-cue would produce faster reaction times for bet 
high than bet low trials.  Indeed, we found that go-cue stimulation resulted in subjects 
placing high wagers more quickly than low wagers (t(21)  = -3.29, p = 0.003; Figure 
4.4D). This was precisely the opposite polarity of what we observed from our 
intraoperative study population (Figure 4.2C). In addition, no differences were observed 
when stimulation was omitted (t(20) = -0.3, p = 0.75) or delivered at the fixation period 
(t(24) = 0.04, p = 0.96). 
Discussion 
A fundamental component of proactive behavioral switching is inhibiting the 
prepotent response before arriving to and executing a new motor plan. Our data supports 
the notion that the STN is fundamentally involved in this process. In our study, we 
categorized trials into high and low demand. We defined high demand as trials in which 
the probability of a positive and negative outcome are equal. As a result there was no 
optimal behavioral strategy and on average subjects tended to place high and low wagers 
equally. Conversely, low demand trials are extreme cases in which the outcome was 
heavily biased towards or against a positive outcome. On these trials, subject behavior 
was reliably stereotyped towards the most appropriate wager to maximize gains or 
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minimize losses. We found that on high demand trials, the STN not only encodes the 
upcoming decision in a discrete 500 ms temporal window, but also that the firing rate 
during this window is inversely correlated with the reaction time on a trial-by-trial basis. 
Conversely, we found no decision signal or firing rate-reaction time correlation exists for 
low demand trials.  In a recent functional imaging study, Fleming et al. found a bilateral 
increase in BOLD response localized to the STN selectively for high demand trials where 
subjects responded against a bias. Although their study measures simple perceptual 
decisions, we demonstrate that the same underlying mechanism extends to value-based 
decisions. 
Limited experimental data exists to support current computational and theoretical 
frameworks de- scribing the role of the STN in decision-making (Bogacz & Gurney, 
2007; Frank, 2006). A prominent theory is that the STN, through its interaction with 
cortical regions (Cavanagh et al., 2011), is involved in modulating decision thresholds 
during demanding situations.  Ample evidence exits for such a neural mechanism in 
cortex, as classically described by action selection models in sensorimotor tasks (Gold & 
Shadlen, 2007; Shadlen & Newsome, 2001). However, little is understood on how these 
signals are represented in the basal ganglia. In our study, we find that STN activity is 
inversely correlated with reaction time on a trial-by-trial basis selectively for high 
demand trials.  No correlation was observed for low demand trials.  Thus, on trials 
where the STN successfully increases the decision threshold, additional time is alloted 
to integrate information, and consequently the reaction time increases.  In a similar 
study, Cavanaugh et al. showed that increases in local field potential oscillations in the 
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medial prefrontal cortex and STN correlated with trial-by-trial decision conflict and that 
electrical stimulation through implanted DBS electrodes prevented adjustments in 
decision thresholds ultimately resulting in impulsive decisions (Cavanagh et al., 2011) . 
We found that on trials where the STN encodes the upcoming decision, the 
activity occurs in a 500 ms window during the go-cue period. This differs from other 
human neurophysiology studies where conflict activity was observed during the stimulus 
presentation in the dorsal anterior cingulate (Sheth et al., 2012) and the STN (Zaghloul et 
al., 2012). To further explore these temporal dynamics, we performed a second 
experiment in which we applied 1 s of stimulation during high demand trials.  
Stimulation was delivered either during the fixation period, go-cue period, or it was 
omitted. This technique is different than previous studies using DBS as a method to 
interrogate neural circuits because we devised a system for rapidly turning on and off the 
implanted device, allowing us to time-lock delivery to specific task-epochs. Using this 
technique reduces confounding effects of long-term stimulation such as carry over effects 
and allows us to better interrogate intrinsic neurophysiological signals which can occur 
on much shorter-time scales. As a result, we found that 1 s of stimulation during the 
go-cue period—the same interval we observed the neurophysiological decision signal 
from the first experiment—selectively altered subject behavior. No differences were 
observed in subject behavior when stimulation was omitted or delivered during the 
fixation period.  Interestingly, we found that stimulation during the go-cue interrupted 
the ability for subjects to appropriately slow responses when betting against their bias 
(i.e. when they placed a high bet) which resulted in a shortened reaction time, consistent 
 112 
with previous work (Frank, 2006; Frank, Moustafa, Haughey, Curran, & Hutchison, 
2007a) . 
Computational models and experimental evidence have suggested that PD 
patients are biased to learning from negative feedback (Frank et al., 2004). This 
hypothesis stems prediction error signals characteristic of dopaminergic neurons. A 
prediction error signal simply reflects the difference between expected and realized 
outcomes. In such a neuron, activity increases (e.g. increasing dopamine vesicular 
release) when an unexpected reward is delivered and decreases (e.g. decreasing 
dopamine vesicular release) when an expected reward is omitted—a positive and negative 
prediction error signal, respectively (Schultz et al., 1997). In PD there is an intrinsic 
attenuation of dopamine globally, thereby reducing dopamine vesicular release, and 
ultimately biasing the system towards negative prediction error signaling. Unexpectedly 
we find that STN neurons, in subjects off dopaminergic medication, selectively encode a 
positive prediction error signal in our task. In a previous study using the same gambling 
task, we found that the nucleus accumbens represents both positive and negative 
prediction errors (Patel et al., 2012). One consideration interpreting these results is that 
the pathophysiology of PD is very complex and not controlled for in this study. There is 
evidence to suggest that atrophy of midbrain dopaminergic terminals does not occur 
globally at the same rate, and therefore our recordings could arise from varying 
distributions of dopaminergic fields, potentially biasing the observed activity. 
Although in this manuscript we provide both correlative and causal evidence to 
support our claims, intrinsic to our experimental setup are several fundamental 
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limitations. In the first experiment, we perform intraoperative recordings in patients 
undergoing DBS surgery. Because of this we are limited in the length of each 
experimental session and therefore the total number of trials and neurons we are able to 
record. As a result, we focus our neurophysiological findings to population responses. 
Despite this limitation, however, we find these effects to be consistent across the 
population. Additionally, we use a novel technique in delivering intermittent stimulation 
to demonstrate a causal relationship between our neurophysiological findings and subject 
behavior. Furthermore, the subjects in this study all suffer from PD. Despite this, we 
selected only subjects that exhibited normal cognitive functioning and ensured that all 
subjects were able to successfully complete the probabilistic gambling task. 
In conclusion, in this study we present evidence that the STN is critically involved 
in decision-making, specifically when there is degree of demand and the potential to inhibit 
a prepotent response. Within these trials, we found that the STN encodes the upcoming 
decision and that the firing rate during this discrete interval is inversely correlated with the 
reaction time on a trial-by-trial basis. This finding supports the computational models that 
the STN is involved in adjusting decision thresholds thereby dynamically allowing 
additional time before arriving to an executing a decision. In addition, we show a causal 
relationship between the decision signal and subject behavior using intermittent electrical 
stimulation. When stimulation was delivered specifically at the go-cue period, not only did 
subject behavior revert to their bias but subjects were also unable to slow their response 
when betting against their bias, resulting in impulsive decisions. Finally, we show that 
 114 
the STN selectively encodes a positive prediction error signal, even though patients are 
off dopaminergic medication. 
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Figure 4.1: Task description, anatomy of recording locations, and behavioral 
results.  
(A) Schematic representation of the gambling task. A fixation point is presented to 
indicate the start of the trial. Next, the player’s card is presented along with the back of 
the computer’s card. Subjects are then presented with the option of placing a $5 or $20 
wager. Following a delay, the computer’s card is revealed and feedback is presented. (B) 
The left panel shows a T1 weighted MRI from one study subject; the window is centered 
on the STN. The right panel shows a magnified representation with white dots depicting 
recording locations from all sessions. Recordings were performed along the dorsolateral-
ventromedial extent of the STN. (C) Bar graph displaying average reaction times by card 
value (mean ± s.d.; χ2(4,35) = 6.72, p = 0.15; Kruskal-Wallis). Reaction times were the 
longest for the least predictable 6-card trials and amongst the shortest for the most 
predictable 2- and 10-card trials. (D) Bar graph displaying average percentage of high 
wagers by card value (mean ± 95% ci). Subjects displayed a strong risk-averse bias that 
was particularly noticeable on 6-card trials where, on average, a high wager was placed 
29 ± 7.5% (mean ± 95% ci) of the time. This significantly deviated from a null 
probability of 50% (binomial fit, p = 6.5 × 10−7).  
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Figure 4.2: Demand signaling in the STN.  
(A) Peri-stimulus time histogram for bet low (red) and bet high (blue) high demand trials 
(i.e. 6-card trials) zeroed to the onset of the go-cue. STN activity predicted the upcoming 
decision during a 500 ms window (black bar; t6−card(10) = -2.5, p = 0.03). (B) Peri-
stimulus time histogram for bet low (red) and bet high (blue) low demand trials (i.e. 2- 
and 10-card trials) zeroed to the onset of the go-cue. STN activity did not encode the 
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upcoming decision for low demand trials (t2−card(8) = -0.21, p = 0.83; t10−card(8) = 0.46, p 
= 0.65). (C) Bar graph representing average reaction times for placing a high (blue) and 
low (red) wager on high demand trials. Reaction times were longer for high wagers 
compared with low wagers (t(6) = 2.45, p = 0.05). (D) Bar graph representing average 
reaction times for placing a high (blue) and low (red) wager on low demand trials. 
Reaction times were not significantly modulated by the wager (t(6) = -0.01, p = 0.99). (E) 
Correlation of z-scored firing rates with reaction times (β1 = -0.18, p = 0.02) for high 
demand trials; blue and red dots represent high and low wagers, respectively. (F) 
Correlation of z-scored firing rates with reaction times (β1 = -0.05, p = 0.25) for low 
demand trials; blue and red dots represent high and low wagers, respectively. The 




Figure 4.3: Prediction error signaling in the STN.  
(A) Peri-stimulus time histogram for unexpected positive (blue) and expected positive 
(red) outcomes zeroed on the outcome epoch. STN activity encoded a positive prediction 
error signal during a 500 ms window (t(12) = 2.49, p = 0.02). (B) Peri-stimulus time 
histogram for unexpected negative (blue) and expected negative (red) outcomes. STN 
activity did not encode a negative prediction error signal during the same 500 ms window 
(t(13) = -0.55, p = 0.58). The dashed-box indicates the task epoch at which the activity is 




Figure 4.4: Effects of intermittent STN stimulation.  
(A) Bar graph displaying average reaction times by card value (mean ± sem; F(4,139) = 
0.65, p = 0.62; ANOVA). Reaction times were the longest for the least predictable 6-card 
trials and amongst the shortest for the most predictable 2- and 10-card trials. (B) Bar 
graph displaying average percentage of high wagers by stimulation category for high 
demand trials (mean ± 95% ci). Subjects displayed a strong risk-averse bias when 
intermittent stimulation was delivered at the go-cue, placing high wagers 29.8 ± 6.1% 
(mean ± 95% ci) of the time. This significantly deviated from a null probability of 50% 
(binomial fit, p = 1.04×10−6). (C) Bar graph displaying average reaction times by 
stimulation category for high demand trials (F(2,81) = 0.70, p = 0.49; ANOVA). No 
significant differences were observed. (D) Grouped bar graph displaying average reaction 
times for high (blue) and low (red) wager high demand trials by stimulation category. 
Average reaction times were significantly faster on high than low wager trials when 





Table 4.1: Summary table for intraoperative study population.  
Mean and standard deviation data are given for five subjects (4 men, 1 woman) that 






Table 4.2: Table of trial categories by expectation and outcome for prediction error 
analysis. 
Each trial is categorized by the card presented, the wager placed, expectation of the 
outcome, and actual outcome. Based on these parameters trials are labeled as unexpected 
positive, unexpected negative, expected positive, and expected negative. For example, if 
a 4-card was presented on a trial and the player placed a low wager, the expected 
outcome would be a loss. On some trials, however, the computer will draw a 2-card 





Table 4.3: Summary table for intermittent stimulation study population. 
Mean and standard deviation data are given for 16 subjects (15 men and 1 woman) that 





Although there are relatively few human single neuron studies to date, and even 
fewer that have explored reward processing, it is a rapidly growing community and 
represents a unique data set that has the potential to guide both innovative basic and 
translational science. With the advancement of invasive and non-invasive stimulation 
technology, such as intermittent deep brain stimulation or transcranial magnetic 
stimulation, future studies will explore cognitive functions through causal 
experimentation guided by the underlying neurophysiology. This is already a rapidly 
progressing avenue of research. 
In the first chapter, we explored how decisions are encoded when the probability 
of rewarding outcomes were equal. We found that during a discrete 500 ms interval, 
before the decision was manifested, activity in the accumbens predicted the upcoming 
decision. This activity occurred on, on average, 2 seconds before the decision was 
manifested. In addition, we found that neurons in the accumbens are sensitive to 
prediction error signaling. Specifically, that they encoded both a positive and negative 
prediction error signal, hypothesized to be critical for adaptive behavior. 
In the second chapter, we explored how trial-to-trial variations in difficulty are 
monitored in the dorsal anterior cingulate cortex. By using a Stroop-like task, the multi-
source interference task, we found that individual neurons encoded the level of conflict in 
a trial in a dose-dependent manner. Additional, we uncovered mechanisms on how the 
brain dynamically adapts to varying levels of difficulty, known as the Gratton effect. To 
demonstrate a causal relationship between dorsal anterior cingulate cortex activity and 
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behavior, we showed that subjects lost the ability to adapt to changes in trial difficultly 
following ablation of this region, eliminating the Gratton effect. 
In the third chapter, we explored how neurons in the subthalamic nucleus encode 
impulsive decisions. Specifically, we showed that the subthalamic nucleus is selectively 
recruited only during trials with decision conflict. On these trials, subthalamic nucleus 
activity during a discrete 500 ms window encoded the upcoming decision. To 
demonstrate a causal relationship between this activity and subject choice behavior, we 
showed that applying intermittent electrical stimulation through the implanted deep brain 
stimulation electrode selectively at this interval, biased subjects to make a conservative 
decision. Stimulation at other intervals produced no effect. In addition, neurons in the 
subthalamic nucleus encoded a positive and negative prediction error signal, similar to 
those in the accumbens. 
In conclusion, this dissertation describes four studies: a method for studying 
single-neuronal computations of cognitive processing in human subjects, how neurons in 
the nucleus accumbens represent decision under uncertainty and encode prediction error 
signals, how neurons in the anterior cingulate encode trial-to-trial variations in cognitive 
load, and how neurons in the subthalamic nucleus represent impulsive decisions and 
encode prediction error signals.   
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