The use of estimating equations has been a common approach for constructing Monte Carlo estimators. Recently, Kong et al. proposed a formulation of Monte Carlo integration as a statistical model, making explicit what information is ignored and what is retained about the baseline measure. From simulated data, the baseline measure is estimated by maximum likelihood, and then integrals of interest are estimated by substituting the estimated measure. For two different situations in which independent observations are simulated from multiple distributions, we show that this likelihood approach achieves the lowest asymptotic variance possible by using estimating equations. In the first situation, the normalizing constants of the design distributions are estimated, and Meng and Wong's bridge sampling estimating equation is considered. In the second situation, the values of the normalizing constants are known, thereby imposing linear constraints on the baseline measure. Estimating equations including Hesterberg's stratified importance sampling estimator, Veach and Guibas's multiple importance sampling estimator, and Owen and Zhou's method of control variates are considered.
INTRODUCTION
Monte Carlo is a useful method for numerical integration. Specifically, let µ 0 be a nonnegative measure on a state space X and consider evaluating the integral
for a real-valued function q(x). We refer to µ 0 as the baseline measure, typically counting measure or Lebesgue measure. It is helpful to distinguish two different issues of design and estimation in Monte Carlo integration.
First, various sampling designs have been proposed for Monte Carlo integration. Importance sampling involves simulating observations from a single distribution. Generally, bridge sampling or stratified mixture sampling involves simulating observations from multiple distributions (see Geyer 1994; Hesterberg 1995; Meng and Wong 1996; Owen and Zhou 2000) . For 1 ≤ j ≤ m, let q j (x) be a nonnegative function whose integral Z j is finite and positive with respect to µ 0 . Then
is a probability distribution, and Z j is called the normalizing constant for the sampler P j . For convenience, assume that for each x, q j (x) > 0 for at least one j ; otherwise, we can replace X by the union of the supports of q j (x) . Suppose that a stream of n j independent observations {x j 1 , . . . , x jn j } is available from P j by a simulation technique. Denote by {x 1 , . . . , x n } the pooled sample of size n = m j =1 n j , and by P * the distribution n −1 m j =1 n j P j . In asymptotic considerations, let each n j tend to infinity such that n j /n is fixed.
The second issue of estimation is the one we are concerned with in this article. For importance sampling (m = 1), the ratio Z/Z 1 , or Z relative to Z 1 , can be estimated by
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At first sight, this estimator is constructed via the identity
where E 1 denotes expectation under P 1 . However, a statistician would ask the fundamental question "what model underlies the given estimator." In the usual sense, there is no unknown quantity, because the simulated data are generated from a process completely controlled by the statistician. Recently, the foregoing question was satisfactorily addressed by a statistical formulation, making explicit what information is ignored and what is retained about the baseline measure (Kong, McCullagh, Meng, Nicolae, and Tan 2003) . The baseline measure is estimated as a discrete measure by maximum likelihood, and then integrals of interest are estimated as finite sums by substituting the estimated measure. The importance sampling estimator (1) can be derived as the maximum likelihood estimator (MLE) for the foregoing setting.
There appears to be only one estimating equation under importance sampling where a single sampler is involved and no additional analytical information is used. But the situation becomes more complicated if we apply multiple samplers and/or allow extra analytical information. Generally, there is a class of estimating equations to choose from. Whether the likelihood approach achieves the lowest asymptotic variance possible by using estimating equations given the same amount of information remains an important question. We investigate two situations, denoted by (I) and (II).
(I) For any function α(x) such that the integral α(x) × q 1 (x)q 2 (x) dµ 0 is finite and nonzero, we have the identity
Given draws x 11 , . . . , x 1n 1 from P 1 and x 21 , . . . , x 2n 2 from P 2 , the ratio Z 2 /Z 1 can be estimated by
, which was termed "bridge sampling" by Meng and Wong (1996) . Note that multiplying α(x) by a constant gives rise to the same estimator. An optimal choice of α(x) minimizing the asymptotic variance is
, which depends on the unknown ratio Z 2 /Z 1 . The iterative bridge sampling estimator, defined as the unique limit of the sequence
with a positive starting value Z 2 /Z 1
, achieves the minimum asymptotic variance (Meng and Wong 1996) and is in fact identical to the MLE under the full model of Kong et al. (2003) . We generalize these results to the situation where more than two samplers are involved (Sec. 2).
(II) Let g 1 (x), . . . , g l (x) be real-valued functions whose integrals are known with respect to µ 0 . Without loss of generality, let these integrals be 0. For an arbitrary vector b = (b 1 , . . . , b l ) , we have the identity
where g = (g 1 , . . . , g l ) . Given draws x 1 , . . . , x n from P 1 , the ratio Z/Z 1 can be estimated by
this is referred to as the method of control variates. The optimal choice of b minimizing the variance is
where var 1 and cov 1 denote variance and covariance under P 1 . The minimum variance is achieved asymptotically by the regression estimator (Cochran 1977; Hammersley and Handscomb 1964) 
where β is estimated bỹ
and var 1 and cov 1 denote sample variance and covariance. We show that the regression estimator is a first-order approximation to the constrained MLE under the linear submodel of Kong et al. (2003) , and then generalize these results to the situation where more than one sampler is involved and control variates are used (Sec. 3).
FULL MODEL
Consider the setting where estimating the normalizing constants is part of the inferential problem even though such estimation is not necessary for simulation. A practical motivation is that Markov chain Monte Carlo (MCMC) algorithms can be applied to simulate approximate observations from a distribution without requiring the value of its normalizing constant. We consider the setting where the values of the normalizing constants are known in Section 3, but refer to Kong et al. (2003) and Tan (2003a,b) for Markov chain schemes.
In the likelihood approach, we take the functions q j (x) as given and consider a model for simulated observations (Kong et al. 2003) . Specifically, the model assumes that x j 1 , . . . , x jn j are independent and identically distributed as
where µ is a nonnegative measure on X such that q j (x) dµ is finite and positive for 1 ≤ j ≤ m. In the language of statistical inference, µ is a parameter and µ 0 is the value by which the data were generated. The parameter space consists of essentially all nonnegative measures on X , and in this sense the model is full. The model is formally equivalent to Vardi's (1985) biased sampling model, except the parameter space is not restricted to probability measures. Because of independence, the likelihood at µ is the product
LetP be the empirical distribution placing mass n −1 at each of the points x 1 , . . . , x n . Under Vardi's (1985) conditions, there exists a unique MLEμ up to a positive multiple. The measureμ is supported on the points x 1 , . . . , x n and has masŝ
whereẐ j is the MLE of Z j and satisfieŝ
Consequently, the integral Z is estimated up to the same positive multiple bŷ
Here we useμ rather than µ 0 for computational purposes, even though the true value µ 0 is known. For definiteness, let Z 1 be the reference value. Then we solve (6) with j = 2, . . ., m for the ratios ( Z 2 /Z 1 , . . . , Z m /Z 1 ), and substitute these values in (7) to obtain the ratio Z/Z 1 . Previously, the point estimators (6) and (7) were suggested by Geyer (1994) and Meng and Wong (1996) , using entirely different arguments. A large sample theory can be established in a similar manner as was done by Gill, Vardi, and Wellner (1988) . Consider the graph on the vertices 1, . . . , m such that h and j are connected by an edge if and only if µ 0 ({x : q h (x) > 0} ∩ {x : q j (x) > 0}) > 0. Assume that every pair of vertices is connected by a path and that q(x)/q * (x) has finite variance under P * , where
In the Appendix we show that the asymptotic variance matrix of
where and (1) and O (1) are defined by the partitions = n 1 /n 0 0 (1) and
Here is the diagonal matrix with
Note that (8) includes both the ratios ( Z 2 /Z 1 , . . . , Z m /Z 1 ) and the general ratio Z/Z 1 , and that it simplifies the corresponding formula of Gill et al. (1988) . The asymptotic variance matrix of ( Z 2 /Z 1 , . . . , Z m /Z 1 ) also has the form of (8) 
Bridge Sampling
As an alternative, Meng and Wong's (1996) bridge sampling provides a class of estimating equations described in Section 1(I) for m = 2. The iterative bridge sampling estimator (3) solves the fixed-point equation
, which is in fact equivalent to the likelihood equation (6) for m = 2. In this case, the likelihood approach is successful in identifying the optimal bridge sampling estimator in an automatic manner.
The basic identity (2) can be used to construct a variety of estimators if more than two normalizing constants are estimated using draws from the corresponding distributions (m > 2). For the simple case m = 3, there are at least three ways to estimate the ratios (Z 2 /Z 1 , Z 3 /Z 1 ):
Estimate Z 2 /Z 1 using draws from P 1 and P 2 , and estimate Z 3 /Z 1 using draws from P 1 and P 3 . 2. Estimate Z 2 /Z 1 using draws from P 1 and P 2 , estimate Z 3 /Z 2 using draws from P 2 and P 3 , and estimate
Estimate Z 3 /Z 1 using draws from P 1 and P 3 , estimate Z 2 /Z 3 using draws from P 2 and P 3 , and estimate
The choice appears to be problem-specific among the three estimators. For example, if P 1 , P 2 , and P 3 are normal with mean 0, 1, and 2 and unit variance, then the second estimator is best.
In fact, when the optimal estimator (3) is used for single ratios, the relative standard errors of estimators 1-3 are (.101, .221), (.101, .175), and (.195, .221 ) (n 1 = n 2 = n 3 = 50). Moreover, these estimators are special cases of the construction
where α 21 (x), α 23 (x), α 31 (x), and α 32 (x) are real-valued functions, by taking
Then an extended bridge sampling estimator isB −1b , wherẽ B andb are sample counterparts of B and b with the j th sample averageẼ j in place of E j (Meng and Wong 1996) . It is interesting to ask whether the MLE (6) is asymptotically efficient among extended bridge sampling estimators, regardless of problem-specific details. We give a positive answer in Theorem 1, which is proved in the Appendix. For the earlier example, the relative standard errors of .093, .168) and are smaller than the corresponding ones of estimators 1-3.
Theorem 1. Assume that B is nonsingular and that var
Then the bridge sampling estimatorB −1b is consistent and asymptotically normal. The asymptotic variance matrix has a minimum (in the order on positive definite matrices) at
The MLE (6) achieves the minimum asymptotic variance.
In the Appendix we also prove that the MLE Z/Z 1 from (7) has no greater asymptotic variance than not only the estimator
but also any estimator of the form
where
is a bridge sampling estimator, and
These optimality results lend strong support to the appropriateness of Kong et al.'s formulation. The MLEs (6) and (7) use draws from multiple distributions in an efficient manner, and so we do not need to worry about choices such as estimators 1-3.
LINEAR SUBMODEL
First, consider the setting in Section 1(II). Recall that µ is a point in the parameter space and µ 0 is the true value. Because the integral of g j (x) is 0 with respect to µ 0 for 1 ≤ j ≤ l, or, equivalently, µ 0 satisfies
we constrain the parameter space to those measures µ satisfying the similar equation
The submodel with this reduced parameter space is called a linear submodel (Kong et al. 2003 ). The baseline measure is then estimated by maximum likelihood subject to the linear constraints (Thm. 2). The effect of variance reduction is such that the resulting estimator (14) has zero variance if q(x) is a linear combination of g 1 (x), . . . , g l (x) and q 1 (x) with arbitrary combination coefficients. We show that the classical regression estimator (4) is a first-order approximation to the likelihood estimator (14) in Theorem 3.
Next, consider the setting where the values of the normalizing constants Z 1 , . . . , Z m are known for multiple distributions P 1 , . . . , P m . By rescaling, assume that these values are all equal. Accordingly, we consider the submodel in which q j (x) dµ are equal for 1 ≤ j ≤ m, and solve the corresponding maximum likelihood problem (Thm. 4). A substantial variance reduction can be achieved if q(x) is matched sufficiently well by some linear combination of q 1 (x), . . . , q m (x). Theorem 6 implies that the resulting estimator (16) is more efficient than not only Hesterberg's (1995) stratified importance sampling estimator
but also Veach and Guibas's (1995) multiple importance sampling estimator
where λ 1 (x), . . . , λ m (x) are real-valued functions such that λ j (x) = 0 if q j (x) = 0 and j =1 λ j (x) ≡ 1 on X . By the method of control variates, Owen and Zhou (2000) derived the regression estimator (17) under unstratified sampling, where the mixture proportions are random, and extended it directly to current stratified sampling. They raised the question of whether an improved regression estimator exists due to stratification. We show that the regression estimator (17) is a first-order approximation to the likelihood estimator (16) in Theorem 5, and give a negative answer to their question in Theorem 6(a).
Illustration
Before developing the main results, we illustrate different designs and estimators by the following example. The state space is R 10 , and the baseline measure is Lebesgue measure. The integrand is
where φ(·) is the standard normal density and ψ(·; 4) is the t density with 4 degrees of freedom. Let
and
so that P 1 is a product of univariate Cauchy distributions and P 2 is a product of univariate normal distributions. The importance sampling estimator using the design density q 2 (x) has infinite variance, even though q 2 (x) is nearly proportional to q(x) in the center. As a remedy, we consider (a) design density q 1 (x) with n draws, or (b) two design densities q 1 (x) and q 2 (x), each with n/2 draws.
The fact that the integral of g 1 (x) = q 2 (x) − q 1 (x) is 0 can be used for variance reduction. The results are summarized in Table 1. The likelihood estimator has mean squared error (MSE) reduced by a factor of (.162/.00931) 2 ≈ 303 compared with the importance sampling (IS) estimator under the design (a), and by a factor of (.0175/.00881) 2 ≈ 4 compared with the stratified IS estimator under the design (b). The regression estimator yields similar MSE as the likelihood estimator under each design. The two-sampler design leads to more accurate estimates than the one-sampler design.
Importance Sampling
For importance sampling (m = 1), all observations x 1 , . . . , x n are simulated from P 1 . Let g 1 (x) , . . . , g l (x) be real-valued functions whose integrals are 0 with respect to µ 0 . We consider the submodel with parameter space
Unlike for the full model, the measure maximizing the likelihood for the submodel may not exist, or it may place mass outside the sample. The Appendix provides two examples to illustrate such possibilities. Alternatively, we maximize the likelihood with restriction to measures supported on the sample. Owen (2001, sec. 2.4 ) presented a related argument in the construction of the profile empirical likelihood.
Specifically, let w i = µ({x i })/ q 1 (x) dµ, and restrict our attention to measures µ placing zero mass outside the sample and belonging to the reduced parameter space. The constrained maximum likelihood problem becomes
for (w 1 , . . . , w n ) in the constraint set A n such that
Recall that g is the column vector (g 1 , . . . , g l ) . Theorem 2 says that the constrained maximum likelihood problem (13) can be solved by maximizing the concave function
on the set n such that q 1 (x i ) + ζ g(x i ) is positive for 1 ≤ i ≤ n. Compared with a Lagrange multiplier argument, this result is more complete in providing a necessary and sufficient condition for solving the problem (13). A proof is given in the Appendix. Ifζ is a maximizer of n on n , then the constrained MLE iŝ
The foregoing computational recipe has an interesting interpretation. For example, if g j (x) = q j +1 (x) − q 1 (x), where q j +1 (x) is a nonnegative function whose integral equals Z 1 with respect to µ 0 for 1 ≤ j ≤ l, consider the mixture model with components q 1 (x), q 2 (x), . . . , q l+1 (x). Then n is the loglikelihood function of the data x 1 , . . . , x n , and q 1 (x) +ζ g(x) is the estimated density by maximum likelihood. It is not necessary that the mixture coefficients lie between 0 and 1, as long as q 1 (x i ) +ζ g(x i ) is positive for all 1 ≤ i ≤ n.
After the baseline measure is estimated, the ratio Z/Z 1 is estimated by
In comparison with the estimator (1), the design density q 1 (x) is adjusted to be q 1 (x) +ζ g(x), estimated from the data. The submodel estimator has zero variance if q(x) is a linear combination of g 1 (x), . . . , g l (x) and q 1 (x), because
by the fact thatμ belongs to the reduced parameter space.
We give the large sample properties in Theorem 3, which is proved in the Appendix. Although this result is not the most general one, it is sufficient for many importance sampling applications where the design density q 1 (x) dominates all of the functions g j (x) on X .
Theorem 3. Assume that g 1 (x), . . . , g l (x) are linearly independent, g j (x)/q 1 (x) is bounded on X for 1 ≤ j ≤ l, and q(x)/q 1 (x) has finite variance under P 1 . Then the estimator (14) is consistent and asymptotically normal with variance
The difference between the regression estimator (4) and the likelihood estimator (14) is o p (n −1/2 ). (2000) also noted that the regression estimator is equivalent to the constrained MLE to first order, and gave a proof under the weaker condition that g j (x)/q 1 (x) has finite fourth moment under P 1 for 1 ≤ j ≤ l. Although the basic ideas are similar, they are interested in estimating expected values on a probability space. In comparison, our work is motivated by estimating integrals with respect to a baseline measure, say counting measure or Lebesgue measure. We now generalize our development to multiple samplers.
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Stratified Sampling
Consider the setting where observations are simulated from multiple distributions P 1 , . . . , P m and the values of the normalizing constants Z 1 , . . . , Z m are known. Assume that these values are equal to Z * , typically 1. In the previous notation, q * (x) is the function n −1 m j =1 n j q j (x) and P * is the corresponding distribution n −1 m j =1 n j P j . Instead of the full model, we consider the submodel with parameter space µ : q j (x) dµ are equal for 1 ≤ j ≤ m , which can be rewritten as
where g j (x) = q j +1 (x)−q 1 (x). For µ in the reduced parameter space, the likelihood (5) is proportional to
Theorem 2 can be used to find the constrained MLE. Specifically, let w i = µ({x i })/ q * (x) dµ, and consider the problem
for (w 1 , . . . , w n ) in the constraint set A n such that Ifζ is a maximizer of n on n , then the constrained MLE iŝ
It appears that the likelihood approach fits the mixture model with components q 1 (x), q 2 (x), . . . , q m (x) to the data x 1 , . . . , x n and then uses the estimated density q * (x) +ζ g(x) with coefficients n 1 /n − m−1 j =1ζ j , n 2 /n +ζ 2 , . . . , and n m /n +ζ m−1 . After the baseline measure is estimated, the ratio Z/Z * is estimated by
which has zero variance if q(x) is a linear combination of q 1 (x), . . . , q m (x). Owen and Zhou's (2000) regression estimator is
, and var * and cov * denote pooled-sample variance and covariance underP . Note that g j (x)/q * (x) is automatically bounded on X for 1 ≤ j ≤ m − 1. The proof of the following theorem is similar to that of Theorem 3, even though here x 1 , . . . , x n are not identically distributed.
Theorem 5. Assume that q 1 (x), . . . , q m (x) are linearly independent and that q(x)/q * (x) has finite variance under P * . Then the estimator (16) is consistent and asymptotically normal with variance
, and var * and cov * denote variance and covariance under P * . The difference between the regression estimator (17) and the likelihood estimator (16) is o p (n −1/2 ).
It is incorrect to say that the asymptotic variance of the regression estimator (17) is smaller than (18) by invoking stratification. The equality (18) follows from the fact that the stratum means E j [(q(x) − β g(x))/q * (x)] are equal to each other, because
The asymptotic variance can be estimated by
where var j denotes j th sample variance, or by
The latter variance estimate is larger unless the sample means of (q(x) −β g(x))/q * (x) are equal. But such a difference is asymptotically negligible. We conclude this section with the results that the likelihood estimator (16) or, equivalently, the regression estimator (17) achieves asymptotic efficiency among two classes of estimators constructed by different arguments. Special cases are Hesterberg's (1995) stratified importance sampling estimator and Veach and Guibas's (1995) multiple importance sampling estimator. Theorem 6(a) says, somehow surprisingly, that the optimal choice of b is always β whether the draws are identically distributed from P * or are stratified. A proof is given in the Appendix. 
is unbiased. The variance has a minimum at λ j (x) = n j q j (x)/ (nq * (x)) and c j (x) ≡ β. The likelihood estimator (16) achieves the minimum variance asymptotically.
SUMMARY
For two different situations where independent observations are simulated from multiple distributions, we show that the likelihood approach of Kong et al. (2003) achieves the lowest asymptotic variance possible by using estimating equations for Monte Carlo integration. In the first situation, the normalizing constants of the design distributions are analytically intractable and must be estimated. In the second situation, the values of the normalizing constants are known, thereby imposing linear constraints on the baseline measure.
Our results deal with optimal estimation using available draws. There remains the design issue of choosing samplers. For importance sampling, a good sampler is such that its density is approximately proportional to |q(x)| and the required simulation is fast. It is important to find a balance between these conflicting criteria by exploiting the structure of a problem in practice. Similar considerations hold when searching for multiple samplers, but it becomes possible to choose individual samplers to meet different needs. For example, a heavy-tailed sampler and a sampler that approximates the integrand in the center can be applied. These ideas require further formalization and investigation.
APPENDIX: PROOFS Proof of Formula (8)
Let Z m+1 = Z and recall that q m+1 (x) = q(x). The likelihood equations (6) and (7) can be written as T(z) = 0, where
. . , T m , T m+1 ) , and
.
Note that T(cz) = cT(z) for an arbitrary constant c (>0). For definiteness, fix z
1 = 1. The MLE Z (1) = ( Z 2 /Z 1 , . . . , Z m /Z 1 , Z m+1 /Z 1 ) is a solution to the m equations T (1) (z (1) ) = 0, where z (1) = (z 2 , . . . , z m , z m+1 ) and T (1) = (T 2 , . .
. , T m , T m+1 )
. By similar arguments as those of Gill et al. (1988) , Z (1) is consistent and asymptotically normal with variance n −1 H −1 GH −1 , where
and I m is the identity matrix of order m. Now it is straightforward to check that
Using this fact twice, we first obtain
and then obtain formula (8). The asymptotic variance matrix of ( Z 2 /Z 1 , . . . , Z m /Z 1 ) is of the same form as (8), by similar calculations as above.
Proof of Theorem 1
We consider the ratios (Z 2 /Z 1 , . . . , Z m /Z 1 ) and the general ratio Z/Z 1 simultaneously. For convenience, assume that q(x) ≥ 0 and Z > 0; otherwise, we can replace q(x) by the vector [max(q(x), 0), max(−q(x), 0)] and extend the following argument to allow a vectorvalued q(x). By the law of large numbers, ( Z 2 /Z 1 , . . . , Z m /Z 1 ) is consistent and so is the estimator (10). By the inequality
, it follows that the estimator (9) is also consistent.
according to which estimator, (9) or (10), is treated as Z m+1 /Z 1 . In either case, the bridge sampling estimator z (1) ) are sample counterparts of B(z (1) ) and b(z (1) ), now defined as
In the case where the estimator (9) is treated, the derivative matrix
is such that its supremum norm for z (1) in a neighborhood of Z (1) is square integrable by the assumption that o m+1,m+1 is finite, and its expectation at z (1) = Z (1) equals B(Z (1) ) because the extra term vanishes by (2) and
By 1) ). In the case where the estimator (10) is treated,B(z (1) ) andb(z (1) ) are in fact free of z (1) , and this result follows trivially. Applying the matrix version of the Cauchy-Schwartz inequality
and the (h − 1, j − 1)th element of B(H −1 G), due to (19), is
The corresponding elements of cov[BZ ( (Z (1) )] = −n −1 H −1 G. Consequently, we have
The right side is exactly the asymptotic variance of Z (1) ; see the proof of (8). The equality holds if α hj (x) = n j Z (Z (1) ).
Two Examples. In the first example, there does not exist a measure that maximizes the likelihood in the reduced parameter space. In the second example, the maximizing measure places mass outside the sample.
Let the state space be the unit interval (0, 1) and the baseline measure be Lebesgue measure. Let q 1 (x) ≡ 1 and q 2 (x) = 3(x −1/4 − 1). Then the integral of g 1 (x) = q 2 (x) − q 1 (x) is 0. Suppose that the observations are x 1 , x 2 , and x 3 , for which q 2 (x) equals 1/5, 1, and 6/5. For simplicity, consider only measures µ such that both q 1 (x) dµ and q 2 (x) dµ are 1. The log-likelihood is 3 i=1 log µ({x i }) up to an additive constant. For measures supported on the sample, the loglikelihood has maximum −3.74, which is achieved by the measure with mass 2/15 at x 1 , 1/3 at x 2 , and 8/15 at x 3 . For each 0 < δ < 1/3, the measure with mass 1/3 − δ on x 1 , 1/3 on x 2 , 1/3 on x 3 , and δ on x 4 , where q 2 (x 4 ) = (1 + 1/δ)/5, satisfies the constraint, and the log-likelihood is −3 log 3 + log(1 − 3δ). This sequence can be arbitrarily close to the unconstrained maximum −3 log 3 (≈−3.30). But the limit measure does not satisfy the constraint. Thus there does not exist an MLE for this example.
For the second example, q 2 (x) is changed to the beta(20, 20) density function. The observations are changed such that q 2 (x 1 ), q 2 (x 2 ), and q 2 (x 3 ) remain as 1/5, 1, and 6/5. As before, the log-likelihood, subject to the constraint g 1 (x) dµ = 0, has maximum −3.74 over measures supported on the sample. But the global maximum is −3.43 at the measure with mass .28 at x 1 , .33 at x 2 , .35 at x 3 , and .04 at x 4 , where q 2 (x 4 ) is the maximum q * (= 5.01) of q 2 (x) on (0, 1). This measure can be found by maximizing 3 i=1 log w i over (w 1 , w 2 , w 3 ) such that w 1 , w 2 , and w 3 are nonnegative, w 1 /5 + w 2 + 6w 3 /5 ≤ 1, and w 1 /5 + w 2 + 6w 3 /5 + q * (1 − 3 i=1 w i ) ≤ 1.
Proof of Theorem 2
The set n contains a neighborhood of 0 because q 1 (x i ) > 0 for 1 ≤ i ≤ n. Further, it is an open and convex set. The function n is twice continuously differentiable with derivatives
It follows that n is strictly concave on n because the matrix with columns g(x 1 ), . . . , g(x n ) has full rank l.
(a) ⇒ (b): Suppose that n is bounded. Then n is bounded from above on n and approaches −∞ at the boundary. By strict concavity, n achieves a unique maximum.
(b) ⇒ (a): Suppose that n has a maximum on n . Then n is bounded from above on n . It follows that n is bounded. Otherwise, there exists a sequence of pairs (c k , ζ k ), where c k is a positive number and ζ k is a unit vector, such that c k → ∞ as k → ∞ and q 1 (x i ) + c k ζ k g(x i ) > 0 for 1 ≤ i ≤ n. By compactness of the unit ball, there exists a unit vector ζ 0 such that
The inequality holds strictly for some i because g(x 1 ), . . . , g(x n ) has full rank l. Then cζ 0 belongs to n for each positive number c, and n (cζ 0 ) can be arbitrarily large, which is a contradiction.
(b) ⇒ (c): Suppose that n is maximized atζ . Then the derivatives of n are 0 atζ , because the set n is open. From the identity
it follows that the positive weightŝ
are positive and satisfy the constraints that define For any (w 1 , . . . , w n ) ∈ A n and any ζ ∈ n , Jensen's inequality implies that
which can be rewritten as
Suppose that the constraint set A n contains at least one point such that w i > 0 for all i. Then n is bounded from above on n . By the proof of (b) ⇒ (a), n is bounded. Thus n achieves a unique maximum on n . Letζ be the maximizer of n . Then the foregoing (ŵ 1 , . . . ,ŵ n ) is a unique solution to the problem (13). 
Proof of Theorem 3
Consider the criterion function (ζ ) = log 1 + ζ g(x) q 1 (x) dP 1 , where the log of 0 or a negative number is taken to be −∞. It is finite in at least a neighborhood of ζ 0 = 0, because g(x)/q 1 (x) is bounded on X . For each fixed x, log[1 + ζ g(x)/q 1 (x)] is concave in ζ and so is (ζ ). By Jensen's inequality, (ζ ) ≤ log E 1 [1 + ζ g(x)/q 1 (x)] = log(1) = 0, and the equality holds only at ζ 0 because the functions in g are linearly independent on X . Thus (ζ ) has a unique maximum at ζ 0 . Nowζ is defined by maximizing the sample counterpart n (ζ ). Note that ∂ 2 n /∂ζ 2 is uniformly bounded for ζ over a neighborhood of ζ 0 , and −E[∂ 2 n /∂ζ 2 (ζ 0 )] = var 1 [g/q 1 ]. By the asymptotic theory of M-estimators from convex minimization (Niemiro 1992) ,ζ converges to ζ 0 with probability 1, and √ n(ζ − ζ 0 ) has the expansion ζ − ζ 0 = var 
