Recalling recent results on the characterization of threshold-based sampling as quasi-isometric mapping, mathematical implications on the metric and topological structure of the space of event sequences are derived. In this context, the space of event sequences is extended to a normed space equipped with Hermann Weyl's discrepancy measure. Sequences of finite discrepancy norm are characterized by a Jordan decomposition property. Its dual norm turns out to be the norm of total variation. As a by-product a measure for the lack of monotonicity of sequences is obtained. A further result refers to an inequality between the discrepancy norm and total variation which resembles Heisenbergs uncertainty relation.
Motivation
This paper starts by recalling a recent result for the understanding of thresholdbased sampling schemes as quasi-isometric mapping [1] . In this context a threshold-based sampling scheme is understood as a mapping from the space of sampled signals to the space of resulting event sequences of "up" and "down" events that preserves the notion of "closeness" or synonymously "similarity". The "up" and "down" events are triggered by the sampling process. Usually these events are represented by +1 and −1, respectively. To be precise, preserving the topology is not possible in the strict sense (see e.g. [2] ). This effect is an immediate consequence of the all-or-nothing law of threshold-based sampling. Either there is a triggering sampling event at a certain time or not. Take for example signals below threshold. Such signals cannot be distinguished from the samples, because there are none. So preserving the metric as e.g. the notion of closeness can only be satisfied in a relaxed fashion, namely as quasi-isometry. As a consequence, we single out metrics being compatible with the quasi-isometry constraint. As pointed out in [1] , this analysis leads to the class of metrics for which a sequence of alternating "up" (modeled by 1) and "down" (modeled by −1) events is considered to be close to the zero sequence that contains no event at all.
One metric that fulfils this condition is due to Hermann Weyl, namely the so-called discrepancy measure (see, [3] [4] [5] ). This measure was introduced over 100 years ago in the context of evaluating the quality of pseudo-random numbers. In a vector space this measure leads to a norm, the discrepancy norm . D . This norm distinguishes itself from the familiar Euclidean or another L p norm by its asymmetric shape of its unit ball. This asymmetry is due to the fact that the norm evokes in general different lengths after rearranging the order of events in a sequence. There is an instructive interpretation of the discrepancy. Consider a walker along a line, who makes a step ahead if the event is "up" and a step backwards, if the event is "down". The discrepancy is the range of the walk.
As shown in [6] , typical metrics in this context such as the van Rossum [7] or the Victor-Purpura metric [8] do not satisfy this condition. As a consequence arbitrary small deviations can cause disruptive effects in the inputoutput behavior when relying on similarity measures based on such metrics.
In this paper we focus on mathematical implications on the topological structure of the space of event sequences when underlying Weyl's discrepancy norm . D . As first result, we provide a characterization of those event sequences that are finite in this metric in a way that resembles the Jordan decomposition law of functions of total variation, see Section 3.1. This result indicates a close relationship between the discrepancy norm, . D , and the semi-norm of total variation, . BV . In analogy to L p spaces we denote the space of event sequences that are bounded with respect to . D by L D . In Section 4 we study the dual space L * D of L D . As second result we identify L * D as the space of functions of total variation. As measure of oscillation . BV behaves inverse proportional to . D . If the range of a walk consisting of +1 and −1 steps of length n ∈ N is small then there is much oscillation. For example, for a sequence of alternating signs, +1, −1, +1 . . ., the range is minimal and the oscillation is maximal. On the other hand, little oscillation means that there is a predominant direction of the walk and therefore a larger range. This reciprocal relation is topic of Section 5, which leads to the inequality (
which resembles Heisenberg's uncertainty relation in its form. On the left hand side there is a constant as lower bound and on the right hand side there is a product of two measures that represent dual concepts. For the Heisenberg inequality these dual concepts are time and frequency. In our case, the dual concepts refer to oscillations in terms of total variation and range of the corresponding walk. Before, we start with a section on preliminaries (Section 2) by introducing and recalling the notion of quasi-isometry (Subsection 2.1), Weyl's discrepancy (Subsection 2.2) and its relation to quasi-isometry in the context of threshold-based sampling (Subsection 2.3).
Preliminaries

Mathematics of Distances
First of all, let us fix some notation. 1 I denotes the indicator function of the set I, i.e., 1 I (t) = 1 if t ∈ I and 1 I (t) = 0 otherwise. . ∞ denotes the uniform norm, i.e., f − g ∞ = sup t∈X |f (t) − g(t)|, where X is the domain of f and g. If M is a discrete set then |M | denotes its number of elements. If I is an interval, then |I| denotes its length. I denotes the family of real intervals.
In this section we recall basic notions related to distances such as semimetric, isometry and quasi-isometry, see e.g., [9] .
Let X be a set. A pseudo-metric d :
for all x, y ∈ X and c) the triangle inequality d(x, z) ≤ d(x, y) + d(y, z) for all x, y, z ∈ X. d is a metric if, in addition to a) the stronger condition a') d(x, y) = 0 if and only if x = y, is satisfied. The semi-metricd is called equivalent to d, in symbols d ∼d, if and only if there are constants A 1 , A 2 > 0 such that
for all x, y of the universe of discourse. A map Φ : X → Y between a metric space (X, d X ) and another metric space (Y, d Y ) is called isometry if this mapping is distance preserving, i.e., for any
The concept of quasi-isometry relaxes the notion of isometry by imposing only a coarse Lipschitz continuity and a coarse surjective property of the mapping. Φ is called a quasi-isometry from (X, d X ) to (Y, d Y ) if there exist constants A ≥ 1, B ≥ 0, and C ≥ 0 such that the following two properties hold: i) For every two elements x 1 , x 2 ∈ X, the distance between their images is, up to the additive constant B, within a factor of A of their original distance. This means, there are constants A and B such that ∀x 1 ,
ii) Every element of Y is within the constant distance C of an image point,
Note that for B = 0 the condition (2) reads as Lipschitz continuity condition of the operator Φ. This means that (2) can be interpreted as a relaxed bi-Lipschitz condition. The two metric spaces (X,
In this paper, the total variation . BV plays a central role. It is a measure for the amount of oscillations and is defined by
(4) is a semi-norm as f V = 0 does not imply f = 0, rather any constant function has a vanishing total variation. For a sequence x = (x i ) i the total variation equals i |x i+1 − x i |.
Introduction to Weyl's Discrepancy
Let us make a thought experiment by considering a discrete sequences of 0 and 1 entries, i.e., x = (x 1 , . . . , x n ) ∈ {0, 1} n . This sequence actually is a vertex in the n-dimensional hypercube [0, 1] n . Now, let us apply the Send-on-Delta (SOD) sampling scheme with threshold θ = 1. For example, (0, 1, 0) is mapped to (1, 1) , as x 2 − x 1 ≥ 1 yields 1 and x 3 − x 2 ≤ −1 yields −1. How does this operation transform the geometry of the hypercube? See Figure 1 for an illustration of the resulting polytope for n = 3. The resulting body is a bounded convex polytope P that is point-symmetrical w.r.t the origin. Such a body P constitutes a norm
As shown in [5] the norm induced by SOD on the hypercube yields Hermann Weyl's discrepancy.
In [3] Weyl introduces a concept of discrepancy in the context of pseudorandomness of sequences of numbers from the unit interval. Weyl's discrepancy concept leads to the definition
which induces a norm on the n-dimensional real vector space [5] . Applications of the norm (5) can be found in pattern recognition [10] , print inspection in the context of pixel classification [11] , template matching and registration [12] . In contrast to p-norms . p , x p = ( i |x i | p ) (1/p) , the norm . D strongly depends on the sign and also the ordering of the entries, as illustrated by the examples (−1, 1, −1, 1) D = 1 and (−1, −1, 1, 1) D = 2.
Generally,
respectively, indicating that the more there are alternating signs of consecutive entries, the lower is the value of the discrepancy norm. Observe that
. D . Then we have the following properties [12] : To obtain a clear interpretation of the discrepancy, let's think of a walker who moves up or down along a line at each time step according to the sequence (x 1 , . . . , x n ) ∈ {−1, 1} n . What is the range of this movement? Consider the pair of variables (t, d) for time and distance. The walk can be represented by the graph
The diameter (range) of γ w.r.t. the second variable, i.e., in the direction of (0, 1) T , is given by max 1≤n 1 ,n 2 ≤n
where ., . denotes the usual inner product, and x 0 = 0. Equation (6) tells us that the discrepancy can be interpreted as range. It is interesting to note that this interpretation was the key to solve the problem of computing the distribution of the range of a random walk [13] . A problem that remained unsolved for more than 50 years after it was stated by Feller in 1951 [14] .
Threshold-Based Sampling as Quasi-Isometry
[1] provides a framework for constructing metrics in the input and the output space of a threshold-based sampling scheme Φ θ such that Φ θ becomes a quasi-isometry with constants A θ and B θ , according to (2) . The construction relies on Weyl's discrepancy norm. The metrics can be constructed in a way that lim θ→0 A θ = 1 and lim θ→0 B θ = 0 (see Theorem 6.1 of [1] ). This means that these metrics are asymptotically isometric for ever decreasing thresholds.
For example, for Send-on-Delta (SOD) and Integrate-and-Fire (IF) we obtain A θ = 1 and B θ = 4θ. In both cases we obtain . D as metric in the output space, that is the space of event sequences. In the input space, in the former case (SOD) we get the semi-norm of the range and for the latter (IF) we obtain as metric an integral version of the discrepancy norm for integrable functions.
Further analysis shows that the choice of the discrepancy measure or some quasi-isometric variant of it is even necessary in order to turn Φ θ into a quasi-isometry.
This special role of the discrepancy measure in the context of thresholdbased sampling strongly motivates to investigate the space of event sequences based on the discrepancy measure as metric in more detail.
Conception of the Space of Event Sequences as Metric Space
Taking up the results about quasi-isometry of Subsection 2.3, we come up with the following postulates for the space of event sequences for thresholdbased sampling. Basically, an event sequence is a function in time that is zero except at discrete time points of triggered events. In the case of bipolar events we therefore have functions of the form η : [0, ∞) → {−1, 0, 1}.
As the events are triggered by the sampling scheme, the events are sparse, that is there are no accumulation points of events. Putting in other words, for any finite time interval [a, b] there are only a finite number of events inside this interval. Now, let us extend this space to the vector space of functions η : [0, ∞) → Z and equip this space with the discrepancy norm . D . Note that an event sequence can synonymously be represented by its sequence of events (t k , η k ) k (η k := η(t k )) which justifies the term "sequence" in this context. Therefore, the discrepancy norm of an event sequence, η D is well defined by referring to the sequence, i.e.,
where the last line of (7) represents the sum as integral w.r.t. the counting measure c. Let us denote this normed space of event sequences η :
Analogously, referring to the input space of signals we can equip the the space of locally integrable functions, P(R), with the discrepancy in its integral version f D,λ := sup 
We refer to the corresponding normed space by (L D , . D,λ ).
Next, we present the results of this paper. First we provide a characterization of event sequences and functions of finite discrepancy.
Jordan Decomposition of Finite Discrepancy Sequences and Functions
The following Lemma 3.1 shows that f D,λ can be represented as range of values assumed by the function
= lim inf 
First of all note that the assumption
guarantees that lim inf n→∞
x −n f dλ is well defined and finite for all real x. Now, observe that the assumption
implies that for all k ∈ Z there is a natural number N k ∈ N such that for all n ≥ N k there holds inf m≥n k −m f dλ ≥ ε/2. Hence, there is a sequence of increasing numbers (k n ) n , lim n k n = ∞, such that
Analogously, we obtain sup
Further, note that (12) for a < b. Taking (13), (14) and (15) together proves Lemma 3.1.
For an example take f (t) = sin(t) on R. This function has finite discrepancy, namely f D = π 0 sin(t)dt = 2. Note that in general locally integrable periodic functions have finite discrepancy.
In analogy to (11) and obtain an identity in analogy to Lemma 3.1, i.e.,
where (η k ) k ∈ R Z . It is a well known result, the so-called Jordan decomposition law, that functions f of bounded variation can be characterized as difference of monotonic functions h 1 and h 2 , f = h 2 −h 1 . For functions of bounded discrepancy we obtain an analogous characterization. 
Note that h 1 and h 2 are nondecreasing and almost everywhere differentiable with f =ḣ 2 −ḣ 1 . Further, note that b k a k f dλ ∈ {−r, r} is an alternating sequence which implies that
On the other hand, let us suppose that h 2 − h 1 ∞ ≤ r/2 where h 1 , h 2 are absolutely continuous functions satisfying f =ḣ 2 −ḣ 1 withḣ 2 ,ḣ 1 ≥ 0 a.e.. Then Lemma 3.1 entails
Since
which ends the proof.
In an analogous way we obtain a Jordan decomposition representation for the discrete version. 
Assume that η D = r < ∞. We set
where α in the first line in (18) is defined by
For convenience we define χ 2 (0) := −α and χ 1 (0) := 0. Note that χ 1 and χ 2 are non-decreasing. Further, we check that
The other direction of the proof follows. Suppose η(k) = (χ 2 (k) − χ 2 (k − 1)) − (χ 1 (k) − χ 1 (k − 1)), χ 2 − χ 1 ∞ ≤ r/2 and consider the range representation of the discrepancy
As a corollary we obtain the result that a bounded discrepancy function can also be characterized by a differentiable function whose range is bounded. It turns out that the Lebesgue measure of this range equals the discrepancy. 
Note that L * exists if the linear functional L is bounded w.r.t the norm . , i.e., there is a constant M > 0 such that
In this section we will determine the dual space E * D and the corresponding dual norm (20).
First of all, consider a linear functional L : E D → R, an event sequence η ∈ E D and an interval [a, b] . Note that the subset of events of η contained in [a, b] defines also an event sequence. We denote this event sequence by
There are only finitely many events in [a, b], say at t i j ∈ [a, b]. For convenience we write (η t i j ) j := η| {t i j } . So, η t i j ∈ E D denotes that singleton event sequence that is zero everywhere except at t i j , where the event is given by η(t i j ). For convenience, let us write f L (t i j ) := L(η t i j ) ∈ R.
The following Lemma 4.1 is a direct consequence of the linearity of L. 
Next we characterize those linear functionals which are bounded w.r.t . D . Suppose that L is bounded. Indirectly, suppose that f L BV = ∞. Then there is a sequence of partitions P k = {t
Note that if f is monotonic, we get f * D = f BV , and if f is periodically oscillating such as f (t) = sin(t) on [a, b] we obtain a low measure. This means that
measures to which extent a non-constant function f , i.e., f BV > 0, is monotonic. Note that µ mon (f ) can be computed in O(n) if f is discrete given by n values. This can be achieved by identifying local extremal points of f as points of events ("up"-event for local maximum and "down"-event).
Compared to monotonicity measures [15] based on rearranging the ordering in order to achieve monotonicity which is of O(n log(n)), our measure (25) distinguishes by its low computational complexity of O(n). A detailed study of the features of this monotonicity measure will be postponed to future research. Is there an equivalent discrepancy measure that yields the total variation as its dual norm? Yes! We just need a slight modification of the discrepancy norm, the Alexiewicz norm [16] :
Note that −1, 2, −2 . . . is a sequence with Alexiewicz norm 1. Let t i mark locations of local minimum or maximum, which are alternating. Let t 0 denote the first local extremum. If t 0 marks a local minimum, then we set η(t 0 ) := −1, if it is a local maximum we set η(t 0 ) := +1. Then we proceed by consecutively assigning ±2 alternating in sign at the positions t i of local extrema. By this we obtain
where L f denotes the linear functional induced by f . ).
A Heisenberg-type Inequality between Discrepancy and Total Variation
Note that n 2 ≤ max{k, n − k} = x D , hence n ≤ x D · x BV . For an arbitrary number S of changes in the sign we have x BV = 2 · S and n S ≤ max k 1 , . . . , k S :
Consequently, we obtain
This result also applies to x ∈ {−1, 0, 1} n . To see this, first cancel all zeros from x which yieldsx and note that
Finally, (28) implies the Heisenberg-type inequality between discrepancy and total variation
for event sequences x ∈ {−1, 0, 1} n , n ∈ N and x BV > 0. This inequality is sharp as x = (1, . . . , 1, 0, . . . , 0) or x = (1, . . . , 1, −1, . . . , −1) induce equality. By interpreting x BV in (29) as measure of oscillation and x D as measure of the dominance of monolithic blocks, we recognize the similarity to Heisenberg's inequality relation.
Conclusion
In this article we investigated the space of event sequences as normed space equipped with Weyl's discrepancy norm, which distinguishes by its property to turn threshold-based sampling into a quasi-isometry mapping. As result we found various characterizations and interpretations of this norm as for example a Jordan-like decomposition law. We also investigated its relationship to total variation and found a Heisenberg-type inequality. The ratio of the dual discrepancy norm and total variation turns out to be a measure of monotonicity, which will be investigated in more detail in the future.
