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A methodology is developed to compute photoionization cross-sections beyond the
electric dipole (BED) approximation from response theory, using Gaussian type or-
bitals and plane waves for the initial and final states, respectively. The methodology
is applied to compute photoionization cross-sections of atoms and ions from the first
four rows of the Periodic Table. Analysing the error due to the plane wave descrip-
tion of the photoelectron, we find kinetic energy and concomitant photon energy
thresholds above which the plane wave approximation becomes applicable. The cor-
rection introduced by going beyond the electric dipole approximation increases with
photon energy and depends on the spatial extension of the initial state. In general,
the corrections are below 10% for most elements, at a photon energy reaching up to
12 keV.
a)iubr@kth.se
1
ar
X
iv
:1
81
0.
08
54
2v
1 
 [p
hy
sic
s.a
tom
-p
h]
  1
9 O
ct 
20
18
I. INTRODUCTION
Photoionization is the physical process in which atoms, molecules or solids emit elec-
trons upon irradiation. It constitutes the basis for photoelectron spectroscopy (PES), also
known as photoemission, an experimental technique routinely used for the characterization
of materials.1,2 By recording the kinetic energy of emitted electrons, PES provides a descrip-
tion of the occupied electronic structure of the sample. Besides information on the binding
energies of the electronic levels, PE spectra measured using different photon energies can be
used to distinguish between states with different atomic compositions.3,4
Commonly, the comparison between experimental PE spectra with calculated electronic
structures or total densities of states (DOS) is used to interpret the quality of a particular
electronic structure method.5–13 A step beyond such a simple comparison is to include in
the calculation the probability of ionization of a particular state. This can be done by
multiplying the projected density of states with the corresponding photoionization cross-
section calculated for atomic orbitals within the dipole approximation, as performed, for
example, in Refs. [14–18]. Another possibility is to compute the dipole transition matrix
elements using the Fermi golden rule, as in Refs. [19–23].
Photoionization cross-sections have been calculated within the dipole approximation for
different ranges of photon energies and using different mathematical descriptions for the
initial and final states. Most notably, Yeh and Lindau computed the total and partial
ionization cross-sections for all atoms in the Periodic Table for photon energies between 10
and 1,500 eV.24,25 They used an algorithm introduced by Cooper and Manson,26,27 where
both initial and final states were described on a radial grid and the final state was relaxed
in the presence of the positive ion.28 Other attempts have also been made using plane
waves,21,22,29–31 orthogonalized plane waves,22,29–31 Coulomb waves,21,32 or B-splines33,34 to
describe the final states. In the solid state community, time-reversed (TR) low energy
electron diffraction (LEED) states20,35,36 for the final state are used in a Green’s function
method approach to obtain angle-resolved photoemission spectra (ARPES) of 3d- and 4f -
materials.20,37–39
The electric dipole approximation is based on the assumption that the electromagnetic
field can be considered uniform across the spatial extent of the initial state wave function.
This allows for the truncation of the series expansion of the spatial part of the field at zeroth
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order, i.e., eik·r ≈ 1. Here, k represents the wavevector of the electromagnetic radiation with
wavelength λ, and we have k = 2pi/λ. Thus, the dipole approximation is not valid when
the wavelength λ is comparable to or smaller than the spatial extent of the initial-state
wave function (or orbital), i.e., when the term k · r becomes comparable to or larger than
1. Going beyond the electric dipole approximation becomes especially important when the
ionizing photon energy is large and the ionized electronic states are highly delocalized, such
as the valence orbitals of conjugated organic molecules or the valence bands of solids. Non-
dipole effects have been theoretically described and experimentally observed especially in
terms of the angular distributions of the emitted photoelectrons. For overviews from various
perspectives, we refer the reader to Refs. [23,40–46] and articles therein.
In the present study, we analyse the correction introduced by using the full field operator in
the expression for the atomic photoionization cross-section. For this purpose, we follow the
theoretical derivation based on response theory from Ref. [47] to obtain an equation for the
cross-section beyond electric dipole approximation, denoted by σBED in the present work.
By using Gaussian type orbitals (GTOs) and plane waves (PWs) for the initial and final
states, respectively, we compute BED cross-sections for the atoms in the first four rows of
the Periodic Table, alongside their most common ions, and estimate the magnitude of the
BED correction as a function of photon energy for each system. Furthermore, we analyse
the error introduced by the PW description for the outgoing photoelectron and find a kinetic
energy threshold above which this approximation becomes applicable.
The article is organized as follows: the full derivation of the expression for σBED is
presented in Section II, the computational details are described in Section III, while results
for selected atoms are presented in Section IV. The complete set of data for all atoms and
ions included in this study is provided at https://static.sys.kth.se/cbh/teochem/.
II. THEORY
In this section we present a detailed derivation of the equations used to calculate atomic
and molecular photoionization cross-sections beyond the electric dipole approximation.
First, we define the electronic Hamiltonian which describes the interaction between the
atomic or molecular system with a classical electromagnetic wave. Second, we derive a
general equation for the absorption cross-section and, finally, we obtain an expression for
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the photoionization cross-section by approximating the wave function corresponding to the
photoelectron by a plane wave (PW) and by describing the atomic orbitals as a linear
combination of Gaussian type orbitals (GTOs).
A. The Interaction Hamiltonian
The interaction of a system of electrons within an atom or molecule with a time-dependent
electromagnetic field, assuming the Born-Oppenheimer approximation, can be described by
the non-relativistic Hamiltonian:48–50
Hˆ(t) = V (r1, r2, ..., rN) +
N∑
j=1
{
1
2me
[pˆj + eA(rj, t)]
2 − eφ(rj, t) + e
me
B(rj, t) · sˆj
}
, (1)
where N is the number of electrons, me is the electron mass, e is the elementary charge, pˆj =
−ih¯∇j is the momentum operator, sˆj is the spin operator, A(rj, t) is the time-dependent
vector potential, φ(rj, t) is the time-dependent scalar field and B(rj, t) is the time-dependent
magnetic field.
In the Coulomb gauge, for radiation without electrostatic sources, the vector potential is
chosen divergence free and the constant scalar potential is imposed to vanish (i.e. ∇ ·A=0
and φ(r, t) = 0).50 Additionally, the Zeeman term is small compared to the others and may
be neglected. By also neglecting the term proportional to A2(rj, t) as it does not contribute
to one-photon processes,51 the equation becomes:
Hˆ(t) = Hˆ0 + Vˆ (t), (2)
where
Hˆ0 = V (r1, r2, ..., rN) +
N∑
j=1
1
2me
pˆ2j ,
Vˆ (t) =
e
me
N∑
j=1
A(rj, t) · pˆj.
In the Coulomb gauge, for a classical monochromatic electromagnetic wave with angular
frequency ω, the vector potential, the electric field, and respectively the magnetic field
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are:47
A(rj, t) = A0
[
eik·rj−iωt + e−ik·rj+iωt
]
= Aωj e
−iωt +A−ωj e
iωt =
∑
ω1=±ω
Aω1j e
−iω1t, (3)
E(rj, t) = −∂A
∂t
=
∑
ω1=±ω
iω1A
ω1
j e
−iω1t, (4)
B(rj, t) =∇j ×A = i(k× )A0
[
eik·rj−iωt − e−ik·rj+iωt] , (5)
where  is the unit vector of the polarization, k is the wavevector in the direction of propa-
gation, Aω1(rj) ≡ Aω1j implicitly contains the dependence on rj, and A0 = E0/2iω in terms
of the real amplitude of the electric field, E0. We note that the intensity of the incoming
wave may be calculated from the time-averaged magnitude of the Poynting vector over one
period,52 i.e. I(ω) = ε0 c E20/2, with ε0 the vacuum permittivity.
Finally, the interaction potential of Eq. (2) may be written as:
Vˆ (t) =
N∑
j=1
[
νˆωj e
−iωt + νˆ−ωj e
iωt
]
= Vˆ ω e−iωt + Vˆ −ω eiωt =
∑
ω2=±ω
Vˆ ω2e−iω2t, (6)
where we have denoted:
νˆωj =
e
me
Aωj · pˆj = −
eh¯E0
2ωme
eik·rj ( ·∇j) . (7)
Using Eq. (6), the Hamiltonian takes the form:
Hˆ(t) = Hˆ0 +
∑
ω2=±ω
Vˆ ω2e−iω2t. (8)
B. Absorption Cross-Sections from Response Theory
The problem presented in the previous section may now be addressed using response
theory, as discussed in detail in Ref. [53]. Briefly, response theory consists in describing
the time evolution of the particle system |0(t)〉 using a unitary transformation of the time-
independent ground state |0〉, where the time-dependent unitary operator Pˆ (t) is expanded
in series in terms of the perturbation Vˆ (t). The evolution of the average value of a generic
operator Oˆ can be calculated using |0(t)〉. Specific response functions may be obtained
by truncating the series at the desired order. A detailed derivation is provided in the
Supplementary Material. Given that the process we aim to describe is photoionization due
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to single photon absorption, we focus on the linear response function only, which for a generic
operator Oˆ is:
〈〈
Oˆ; Vˆ ω2
〉〉
= −1
h¯
∑
n>0
(
〈0| Oˆ |n〉 〈n| Vˆ ω2 |0〉
ωn0 − ω2 − iγn +
〈0| Vˆ ω2 |n〉 〈n| Oˆ |0〉
ωn0 + ω2 + iγn
)
. (9)
Here, |n〉 is an excited state of the time-independent Hamiltonian Hˆ0 with corresponding
eigenvalue En, ωn0 = (En −E0)/h¯, and γn is the half-width broadening associated with the
inverse lifetime of the excited state.
With the purpose of deriving an equation for the absorption cross-section, we express the
rate of absorption within a volume V in terms of the work done by the electric field E(r, t) by
generating a current density j(r, t) in the sample (in our case, limited to bound electrons):52
Γi→f =
dW
dt
=
∫
V
E(r, t) · j(r, t) dr. (10)
The time average of the absorption rate over one period may be expanded as:47,54
〈Γi→f〉T =
〈
dW
dt
〉
T
= α(ω)I(ω) + β(ω)I2(ω) + γ(ω)I3(ω), (11)
where α, β, γ are the absorption coefficients and σ(ω) = α(ω) is the linear absorption cross-
section.
To obtain an expression for σ(ω) we use the non-relativistic current density operator:55
jˆ(r) = − e
2me
N∑
j=1
[pˆjδ(rj − r) + δ(rj − r)pˆj] , (12)
where δ(rj − r) is the Dirac delta function and we have neglected the spin contribution and
diamagnetic current.
By replacing the generic operator Oˆ in Eq. (9) with jˆ(r), we obtain the first order
perturbation-induced current density:
j(1)(r, t) = −1
h¯
∑
n>0
∑
ω2=±ω
(
〈0| jˆ(r) |n〉 〈n| Vˆ ω2 |0〉
ωn0 − ω2 − iγn +
〈n| jˆ(r) |0〉 〈0| Vˆ ω2 |n〉
ωn0 + ω2 + iγn
)
e−iω2t. (13)
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The first order transition rate may now be calculated using the first order expression of j
from Eq. (13) and the expression for E(r, t) from Eq. (4):∫
V
E(r, t) · j(1)(r, t) dr = − i
h¯
∑
n>0
∑
ω1,ω2=±ω
ω1
(
〈0| ∫
V
Aω1(r) · jˆ(r) dr |n〉 〈n| Vˆ ω2 |0〉
ωn0 − ω2 − iγn
+
〈0| Vˆ ω2 |n〉 〈n| ∫
V
Aω1(r) · jˆ(r) dr |0〉
ωn0 + ω2 + iγn
)
e−i(ω1+ω2)t
=
ie
2meh¯
∑
n>0
∑
ω1,ω2=±ω
ω1
[
〈0|∑Nj=1 (pˆj ·Aω1j +Aω1j · pˆj) |n〉 〈n| Vˆ ω2 |0〉
ωn0 − ω2 − iγn
+
〈0| Vˆ ω2 |n〉 〈n|∑Nj=1 (pˆj ·Aω1j +Aω1j · pˆj) |0〉
ωn0 + ω2 + iγn
]
e−i(ω1+ω2)t, (14)
where, in the first step, the order of integration between sample and electronic degrees of
freedom is interchanged and, in the second step, the Dirac delta function has been integrated
out.
Considering that in the Coulomb gauge the vector potential is divergence free, Eq. (14)
can be written∫
V
E(r, t) · j(1)(r, t) dr =
∑
ω1,ω2=±ω
∑
n>0
iω1
h¯
(
〈0| Vˆ ω1 |n〉 〈n| Vˆ ω2 |0〉
ωn0 − ω2 − iγn +
〈n| Vˆ ω1 |0〉 〈0| Vˆ ω2 |n〉
ωn0 + ω2 + iγn
)
e−i(ω1+ω2)t
=
∑
ω1,ω2=±ω
−iω1G(ω1;ω2)e−i(ω1+ω2)t, (15)
where we identified the linear response function:47〈〈
Vˆ ω1 ; Vˆ ω2
〉〉
= G(ω1;ω2) = −1
h¯
∑
n>0
〈0| Vˆ ω1 |n〉 〈n| Vˆ ω2 |0〉
ωn0 − ω2 − iγn +
〈n| Vˆ ω1 |0〉 〈0| Vˆ ω2 |n〉
ωn0 + ω2 + iγn
. (16)
The absorption rate can now be written in terms of the linear response function:
dW
dt
=
∑
ω1,ω2=±ω
−iω1G(ω1;ω2)e−i(ω1+ω2)t. (17)
Finally, the time-averaging over one period of time, T , is carried out to arrive at〈
dW
dt
〉(1)
T
=
1
T
∫ T
0
∑
ω1,ω2=±ω
−iω1G(ω1;ω2)e−i(ω1+ω2)t dt
=
∑
ω1,ω2=±ω
−iω1G(ω1;ω2) 1
T
∫ T
0
e−i(ω1+ω2)t dt
= iω [G(−ω;ω)−G(ω;−ω)] , (18)
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where only the terms with ω1 = −ω2 of the sum integrate to non-zero values (equal to T ).
Comparing Eqs. (11) and (18), the linear absorption cross-section can be expressed as:
σ(ω) =
iω[G(−ω;ω)−G(ω;−ω)]
I(ω)
=
2iω[G(−ω;ω)−G(ω;−ω)]
ε0cE20
. (19)
With G(−ω;ω) from Eq. (16), we obtain:
G(−ω;ω)−G(ω;−ω) = −2i
h¯
∑
n>0
γn
(
〈0| Vˆ −ω |n〉 〈n| Vˆ ω |0〉
(ωn0 − ω)2 + γ2n
− 〈0| Vˆ
ω |n〉 〈n| Vˆ −ω |0〉
(ωn0 + ω)2 + γ2n
)
. (20)
The first term corresponds to photon absorption, while the second term corresponds to
stimulated emission. We keep only the absorption term and calculate the absorption cross-
section in the limit γn → 0:
lim
γn→0
σ(ω) =
4ω
h¯ε0cE20
lim
γn→0
∑
n>0
γn
〈0| Vˆ −ω |n〉 〈n| Vˆ ω |0〉
(ωn0 − ω)2 + γ2n
=
4ω
h¯ε0cE20
∑
n>0
〈0| Vˆ −ω |n〉 〈n| Vˆ ω |0〉 lim
γn→0
γn
(ωn0 − ω)2 + γ2n
=
4piω
h¯ε0cE20
∑
n>0
∣∣∣〈0| Vˆ −ω |n〉∣∣∣2 δ(ωn0 − ω), (21)
where we have used:
lim
γ→0
(
γ
B2 + γ2
)
= piδ(B). (22)
Note that the dimension of δ(ωn0 − ω) is time.
By further replacing Vˆ −ω using Eqs. (6) and (7), we obtain:
lim
γn→0
σ(ω) =
4piω
h¯ε0cE20
· e
2h¯2E20
4ω2m2e
∑
n>0
∣∣∣∣∣〈0|
N∑
j=1
e−ik·rj ·∇j |n〉
∣∣∣∣∣
2
δ(ωn0 − ω)
=
pih¯e2
ε0 c ωm2e
∑
n>0
∣∣∣∣∣〈0|
N∑
j=1
e−ik·rj ·∇j |n〉
∣∣∣∣∣
2
δ(ωn0 − ω). (23)
C. Approximations for the Initial and Final States
Eq. (23) is a general expression applicable to single photon absorption where the initial
and final states are described by the many-body wave functions |0〉 and |n〉, respectively.
Considering that the electronic structure of the atoms we are interested in may be ap-
proximated by a single Slater determinant, the matrix element of the one-electron operator
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e−ik·rj ·∇j can be re-written in terms of spin-orbitals:56
lim
γn→0
σ(ω) =
pih¯e2
ε0 c ωm2e
∑
f
∣∣〈χi| e−ik·r ·∇ |χf〉∣∣2 δ(ωfi − ω), (24)
where χi is an occupied atomic orbital and χf is the wave function corresponding to the
photoelectron. We note that the same expression is also valid in the case of molecular
orbitals.
Considering that BED corrections become more important at high photon energies, where
the wavelength of the ionizing electromagnetic radiation becomes comparable to the spatial
extent of (valence) atomic orbitals, it is reasonable to assume that the photoelectron, with a
high kinetic energy, can be described as a periodic plane wave normalized over an arbitrary
volume Ω:
χf =
1√
Ω
eike·r, (25)
with density of states:
ρf (h¯ωf ) =
Ω
2pi2
(2me)
3
2
h¯3
√
h¯2k2e
2me
=
Ω
2pi2
(2me)
3
2
h¯3
√
h¯ωf . (26)
Using PWs and the corresponding free electron density of states, in the limit of a large
volume Ω, the sum over final states in Eq. (24) becomes an integral over a continuum:
lim
γn→0
σ(ω) =
pih¯e2
ε0 c ωm2e
∫ ∞
−∞
∣∣∣∣〈χi| e−ik·r ·∇ | 1√Ωeike·r〉
∣∣∣∣2 ρf (h¯ωf )δ(ωf − ωi − ω) h¯dωf =
=
pih¯e2
ε0 c ωm2e
h¯
Ω
∣∣〈χi| e−ik·r ·∇ |eike·r〉∣∣2 ρf (h¯(ωi + ω)), (27)
where the kinetic energy of the photoelectron (Ef = h¯ωf ) satisfies energy conservation
ωf = ωi+ω, and the photoelectron wavevector ke is correspondingly chosen. The advantage
of using a PW for the final state is the fact that PWs are eigenfunctions of the momentum
operator and the expression for the photoionization cross-section may be, therefore, further
simplified:
lim
γn→0
σ(ω) =
pih¯2e2
ε0 c ωm2e
1
Ω
∣∣〈χi| e−ik·r ·∇ |eike·r〉∣∣2 Ω
2pi2
(2me)
3
2
h¯3
√
h¯2k2e
2me
=
e2
piε0 cme
ke
ω
∣∣〈χi| e−ik·r ·∇ |eike·r〉∣∣2
=
e2
piε0 cme
ke
ω
∣∣ · ke 〈χi|eike·r−ik·r〉∣∣2 . (28)
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Finally, by expressing the initial state wave function χi as a linear combination of Gaussian
type orbitals (GTOs), the photoionization cross-section becomes:
lim
γn→0
σ(ω) =
e2
piε0 cme
ke
ω
∣∣∣ · ke∑ dl 〈gl|eike·r−ik·r〉∣∣∣2 , (29)
where the summation is over all primitives used to describe the initial state and gl is a GTO
with l = lx + ly + lz:
glx,ly ,lz = Nl(x−Rx)lx(y −Ry)ly(z −Rz)lze−α[(x−Rx)
2+(y−Ry)2+(z−Rz)2], (30)
with Rx, Ry and Rz the coordinates of the atom where the GTO is centred.
Eq. (29) can be straightforwardly generalized to molecular orbitals, by replacing χi with a
linear combination of atomic orbitals.
Finally, the matrix element to be calculated is:
〈glx,ly,lz|eike·r−ik·r〉 =
∞∫
−∞
∞∫
−∞
∞∫
−∞
glx,ly,lz(x, y, z)e
iK·r dx dy dz, (31)
where r = x eˆx + y eˆy + z eˆz, and K = Kx eˆx + Ky eˆy + Kz eˆz determined from the input
parameters ke and k, K = ke − k.
The advantage of working with PWs and GTOs is the fact that the integrals in Eq. (31) can
be computed analytically.57 We provide analytic formulas up to l = 5 in the Supplementary
Material. Furthermore, the dipole approximation is obtained simply by setting the photon
wavevector k = 0 and hence the dipole and BED photoionization cross-sections are treated
with the same formalism and no further variables are introduced in the comparison.
III. COMPUTATIONAL DETAILS
The electronic structure of the atoms from the first four rows of the Periodic Table (H-Kr)
was calculated with the Gaussian 1658 quantum chemistry software, at the B3LYP level of
theory59 and using the universal Gaussian basis set (UGBS) by de Castro and co-workers.60–68
The electronic structure calculations were performed using Cartesian Gaussian functions be-
cause the expression for the matrix elements involved in the photoionization cross-section,
Eq. (29), has been derived for this GTO variant. For the N atom, we have additionally com-
puted cross-sections using six other basis sets, namely STO-3G,69,70 4-31G,71–74 6-31G,71–80
cc-pVTZ,81 and cc-pVQZ.82 The basis set results are shown in the Supplementary Material,
10
Fig. S1.
In addition to the neutral atoms, we have also computed the most common ions correspond-
ing to each atom. The atoms and ions included are listed in Table I, alongside the electronic
configuration relaxed with B3LYP. The relaxed electronic structures were used to compute
the dipole and beyond dipole photoionization cross-sections for a range of photon energies
between 20 eV to 12 keV, with an energy step of 10 eV. A photoionization cross-section
TABLE I. Electronic configuration of the atoms and ions included in this study.
Z Element Configuration Element Configuration
1 H 1s1
2 He 1s2
3 Li 1s22s1 Li1+ 1s2
4 Be 1s22s2 Be2+ 1s2
5 B 1s22s22p1 B3+ 1s2
6 C 1s22s22p2
7 N 1s22s22p3
8 O 1s22s22p4 O2− 1s22s22p6
9 F 1s22s22p5 F1− 1s22s22p6
10 Ne 1s22s22p6
11 Na [Ne] 3s1 Na1+ [Ne]
12 Mg [Ne] 3s2 Mg2+ [Ne]
13 Al [Ne] 3s23p1 Al3+ [Ne]
14 Si [Ne] 3s23p2
15 P [Ne] 3s23p3
16 S [Ne] 3s23p4 S2− [Ne] 3s23p6
17 Cl [Ne] 3s23p5 Cl1− [Ne] 3s23p6
18 Ar [Ne] 3s23p6
was calculated for each atomic orbital in the relaxed electronic configuration using Eq. (29)
and the computational set-up shown in Figure 1. The wavevector of the photon, k, was set
in the y-direction, while the polarization vector was chosen in the z-direction. The norm of
k is calculated from the photon energy h¯ω. The norm of the photoelectron wavevector ke is
11
TABLE I. (Continued) Electronic configuration of the atoms and ions included in this study.
Z Element Configuration Element Configuration
19 K [Ar] 4s1 K1+ [Ar]
20 Ca [Ar] 4s2 Ca2+ [Ar]
21 Sc [Ar] 4s23d1 Sc3+ [Ar]
22 Ti [Ar] 4s23d2 Ti4+ [Ar]
23 V [Ar] 4s23d3 V5+ [Ar]
24 Cr [Ar] 4s13d5 Cr6+ [Ar]
25 Mn [Ar] 4s23d5 Mn2+ [Ar] 3d5
26 Fe [Ar] 4s23d6 Fe2+ [Ar] 3d6
27 Co [Ar] 4s23d7 Co2+ [Ar] 3d7
28 Ni [Ar] 4s23d8 Ni2+ [Ar] 3d8
29 Cu [Ar] 4s13d10 Cu2+ [Ar] 3d9
30 Zn [Ar] 4s23d10 Zn2+ [Ar] 3d10
31 Ga [Ar] 4s23d104p1 Ga3+ [Ar] 3d10
32 Ge [Ar] 4s23d104p2
33 As [Ar] 4s23d104p3
34 Se [Ar] 4s23d104p4 Se2− [Ar] 4s23d104p6
35 Br [Ar] 4s23d104p5 Br1− [Ar] 4s23d104p6
36 Kr [Ar] 4s23d104p6
calculated from the kinetic energy KE, in turn, computed from energy conservation:
KE = h¯ω + εAO ; ke =
√
2me KE
h¯
, (32)
where εAO represents the computed eigenvalue of a particular atomic orbital.
The BED photoionization cross-section is finally computed by averaging over all possible
photoelectron directions generated on a sphere using the Lebedev quadrature.83 We tested
the Lebedev quadrature at different orders. Due to the spherical symmetry of the atomic
system, the lowest order of the quadrature (i.e. 6) sufficed in the case of the dipole pho-
toionization cross-section. For BED, the order 50 was instead required to fully converge the
cross-sections. We have therefore computed both BED and dipole cross-sections using the
12
FIG. 1. Schematic representation of the computational set-up. The atom is placed at the origin
of the coordinate system, the photon wavevector is directed along the y-axis, the polarization
direction is along the z-axis and the direction of the photoelectron wavevector is generated using
the Lebedev quadrature. The points generated by the quadrature at the 6th order are marked with
yellow dots.
.
order 50 for the Lebedev quadrature.
In the case of open-shell atoms, we additionally averaged over the possible initial state con-
figurations of the partially filled shell. For example, in the case of the C atom, the 2p
cross-section is computed as follows:
σ2p =
σpαx pαy + σpαy pαz + σpαx pαz
3
, (33)
where the index pαx means that the spin-up 2px orbital is occupied.
The total atomic photoionization cross-section was calculated by summing over the cross-
sections of the occupied atomic shells. Dipole photoionization cross-sections were calculated
by the same algorithm with the only difference that the wavevector k was set to zero.
IV. RESULTS AND DISCUSSION
In the following, (Section A) we analyse the performance of the PW approximation for the
final state by comparing our calculated photoionization cross-sections to calculated results
from the literature and experimentally measured data. (Section B) We then compare the
dipole and BED cross-sections to each other and calculate the magnitude of the relative
correction introduced by going beyond the electric dipole approximation as a function of
photon energy.
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A. Performance of the PW Approximation
Figure 2 shows the total dipole photoionization cross-section calculated using a PW final
state (σPW) in comparison to the cross-section calculated by Yeh and Lindau
24,25,84 using a
final state relaxed in the presence of the positive ion (σYL). The comparison is shown as a
function of photon energy, from 20 eV up to 1500 eV, for Li (Fig. 2a), C (Fig. 2b), Mn (Fig.
2c), and O (Fig. 2d). The figure also depicts the ratio σPW/σYL as a function of photon
energy.
FIG. 2. Comparison between total dipole photoionization cross-sections calculated using a PW
final state (σPW , in dark green) and total dipole photoionization cross-sections calculated by Yeh
and Lindau24,25,84 (σY L, in red) for (a) Lithium, (b) Carbon, (c) Manganese, and (d) Oxygen. The
ratio between σPW and σY L is also depicted (dotted line). The labels 1s, 2s, and 2p mark the
ionization thresholds for these orbitals. The PW cross-sections have been multiplied by a factor
of 1/3 to average over the directions of the incoming photon, as performed in Refs. [24,25]. Note
that the vertical axis is logarithmic.
What becomes clear from the figure is that σPW converges towards σYL as the photon
energy is increased, i.e. as the kinetic energy of the photoelectron increases. In the vicinity
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of the ionization threshold, the PW approximation performs poorly, but it improves as
the photon energy is increased. The photon energy above which the PW approximation
becomes applicable depends on the particular element, becoming larger as the atomic number
increases. For example, going approximatively 100 eV above the 1s threshold is required in
the case of the Li atom, but more than 700 eV above the 2s threshold is instead required for
the Mn atom. The poor performance in the vicinity of the ionization threshold is expected,
since the outgoing electron, in this case, has low kinetic energy and is not free electron like.
FIG. 3. Comparison between partial dipole photoionization cross-sections calculated using a PW
final state (blue solid lines) and partial dipole photoionization cross-sections calculated by Yeh and
Lindau24,25,84 (red symbols) for (a) Carbon, and (b) Oxygen. The ratio between σPW and σY L is
also depicted (blue dotted lines). The PW cross-sections have been multiplied by a factor of 1/3
to average over the directions of the incoming photon as performed in Refs. [24,25]. Note that the
vertical axis is logarithmic. The inset shows the product between the radial parts of a 2s atomic
orbital with a PW as a function of the distance to the nucleus (r).
In addition, we have also analysed selected partial dipole photoionization cross-sections
and how they compare to the results obtained by Yeh and Lindau.24,25,84 These comparisons
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are shown in Figure 3 for C (Fig. 3a), and O (Fig. 3b) in the photon energy window between
20 eV and 1500 eV. As it can be seen from Fig. 3, the PW approximation becomes better
further away from the ionization threshold, but different atomic orbitals behave differently.
The agreement to the Yeh and Lindau results24,25,84 is better in the case of s orbitals than
in the case of p orbitals.
It is interesting to note that the cross-sections calculated for the 2s orbitals of both the
C and O atoms present a pronounced dip, at h¯ω ≈ 90 eV and h¯ω ≈ 160 eV, respectively
(marked by arrows in Figure 3). The reason for this dip is that the transition matrix ele-
ment is zero at that particular photon energy. Because the 2s atomic orbital has one node,
it is expressed as a linear combination of GTOs with both positive and negative coefficients.
Since the integrals involving s-type GTOs and a PW are always real and positive (see the
analytical formulas for the integrals in the Supplementary Material), there are both negative
and positive contributions to the transition matrix element. For a particular value of the
photoelectron wavevector, the positive and negative contributions cancel out, giving rise
to the sharp dip in the photoionization cross-section. All other orbitals which have nodes
present similar dips. General equations for different types of atomic orbitals described as
linear combinations of GTOs may be worked out. We include one example for a very simple
2s orbital in the Supplementary Material. We should note that such discontinuities would
not arise for Slater type orbitals (STOs), as exemplified in the Supplementary Material for
a 2s STO.
To further elucidate if the PW approximation for the final state is applicable, we have com-
pared the beyond electric dipole cross-section (σBED) to experimental data and calculations
performed over a much larger photon energy range. Figure 4 shows this comparison for
photon energies in the range of 20 eV to 12 keV for Li (Fig. 4a), N (Fig. 4b), Ar (Fig. 4c),
and O (Fig. 4d). The experimental data was compiled for nine atoms from selected refer-
ence sources by Berkowitz.85 The measurements are typically performed in gas phase and at
room temperature, as described in Refs. [86–88]. The calculated data was obtained within
the dipole approximation using the Hartree-Fock-Slater method (the same algorithm used
by Yeh and Lindau) and is stored on the National Institute of Standards and Technologies
(NIST) database.89
The figure shows that far from the ionization threshold the cross-sections calculated using
a PW final state (beyond the electric dipole approximation) compare very well with the
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experimental data. Additionally, the values of σBED are very close to the calculated dipole
cross-sections σNIST. As it will be discussed in the following section, the reason for this
similarity is that the relative correction introduced by BED to the total photoionization
cross-section does not amount to more than ∼5%.
FIG. 4. Comparison of the total BED photoionization cross-sections calculated using a PW final
state (σBED, black line) with measured photoionization cross-sections compiled by Berkowitz
85
(stored on the NIFS database,90 σexp, blue squares), and with total dipole cross-sections calculated
using the Hartree-Fock-Slater method (σNIST, red circles) from the NIST database.
89 The compar-
ison is shown for (a) Li, (b) N, (c) Ar, and (d) O. σBED has been multiplied by a factor of 1/3 to
average over the directions of the incoming photon, as performed in Refs. [24,25]. Note that the
vertical axis is logarithmic.
We have also computed the photoelectron angular distribution at a photon energy h¯ω =
5206 eV, for the Ar 1s orbital, shown in Figure 5. The angular distribution of photoelectrons
is typically measured using linearly polarized light by placing an electron analyser at a fixed
polar angle θ, as depicted in Figure 5b. The number of electrons emitted at different
azimuthal angles is then recorded by rotating the electron analyser around the z-axis and
performing measurements at different values of ϕ. If the photoionization process would take
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FIG. 5. Comparison between the angular distributions of photoelectrons calculated using the
beyond electric dipole cross-sections (black solid line) and the experimental photoelectron yield
(red circles) as a function of the azimuthal angle ϕ. The angular distribution is determined for the
1s orbital of Ar and a photon energy h¯ω = 5206 eV. The experimental data is from Ref. [91]. The
values on the y-axis have been normalized to the cross-section calculated, respectively measured,
at ϕ = 0◦. The inset depicts the experimental set-up, where the analyser is placed at a fixed polar
angle θ = 54.7◦ and rotated on the yellow circle to vary ϕ.
place according to the dipole approximation, the number of emitted photoelectrons would
not depend on ϕ and the graph in Fig. 5a would be a straight horizontal line. The deviation
of the curve from a straight line is therefore a measure of nondipolar asymmetry. The
differential cross-section for photoionization (dσ/dΩ) using linearly polarized light, taking
into account quadrupole terms, may be expressed as:91,92
dσ
dΩ
=
σ
4pi
[
1 + βP2(cos θ) + (δ + γ cos
2 θ) sin θ cosϕ
]
, (34)
where Ω is the solid angle, β is the anisotropy parameter, δ and γ are the asymmetry
parameters which quantify the nondipolar effects, and P2(cos θ) is the second Legendre
polynomial.
At the magic angles θ = 54.7◦ and 180◦−θ, P2(cos θ) is zero and the differential cross-section
then depends only on the azimuthal angle ϕ:93
dσ
dΩ
=
σ
4pi
[
1 +
√
2
27
(γ + 3δ) cosϕ
]
. (35)
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We have calculated σBED for the 1s atomic orbital of Ar at different ϕ angles by rotating
the ke vector around the z-axis, as depicted in Figure 5b. The photon polarization was
kept in the z direction and the wavevector of the photon was kept in the y-direction. We
normalized the value of the calculated cross-section to the value calculated for ϕ = 0◦,
as performed for the experimental data.91 The experimental and calculated curves match
rather well, and our calculated angle-dependent σBED cross-section is able to reproduce the
magnitude of nondipolar effects observed experimentally.
To summarize this section, by comparing our atomic photoionization cross-sections cal-
culated using a PW final state to previously calculated results from the literature and exper-
imental data, we can conclude that the PW approximation for the final state is applicable
at high kinetic energies, i.e. far from the ionization threshold. However, the kinetic energy
above which the approximation is applicable depends on the atom and type of orbitals, since
the comparison becomes worse for larger atoms and for orbitals with larger l quantum num-
ber. Using the PW final state, the cross-sections computed for orbitals with one or more
nodes have discontinuities at photon energies (generally close to the ionization threshold)
where the positive and negative contributions to the transition matrix element cancel out.
These are inherent to the GTOs used for the initial state. Finally, our calculated σBED
is able to reproduce the nondipolar angular distribution of photoelectrons at high photon
energies.
B. Magnitude of the BED Correction
Having analysed the advantages and limitations of a PW final state, we now move to
examine the magnitude of the correction introduced by going beyond the electric dipole
approximation. Figure 6 shows the correction obtained for total and partial photoionization
cross-sections of selected atoms as a function of photon energy, between 20 eV and 12 keV.
The correction is represented as:
∆σ = 100
σBED − σdipole
σBED
[%] (36)
The partial cross-sections are grouped together based on the orbital type (s, p, d) because
the values computed from different shells (1s, 2s, etc.), but the same l quantum number, are
very similar to each other.
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FIG. 6. The magnitude of the correction introduced by going beyond the dipole approximation
as a function of photon energy for (a) Li, (b) N, (c) Mn, and (d) O. The corrections to partial
cross-sections are represented in pink (s orbitals), blue (p orbitals), and brown (d orbitals).
As expected, the BED correction increases as the photon energy is increased. In the case
of the s partial cross-sections, the values reach only up to 5% for a photon energy h¯ω = 12
keV. This is not unexpected given that only at this photon energy the wavelength of the
photon (1.95 a.u.) begins to become comparable to the size of the orbitals (∼ 2 a.u., for a
2s orbitals). The total cross-sections (not shown) follow closely the behaviour of the s-type
orbitals. This is also expected, since the last shell to ionize will be the one which will domi-
nate, as illustrated in Figure 3, where the 1s cross-section is 2-3 orders of magnitude larger
than the cross-sections of the 2s and 2p orbitals. For all the elements of the first four rows
of the Periodic Table, at 12 keV the last shell to ionize is either a 1s or a 2s shell, resulting
in the high similarity between the correction for s partial photoionization cross-section and
the total one.
In the case of p and d atomic orbitals, the correction introduced by BED are slightly larger,
between 5-10% for the three atoms shown in Fig. 6. One last aspect to note is the appear-
ance of sharp dips, generally at low photon energies, notably visible in the case of the Mn
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atom (marked with arrows in Fig. 6c). These are related to the discontinuities previously
discussed, resulting from the cancellation between the positive and negative contributions
to the transition matrix element which involves an orbital with at least one node.
FIG. 7. The magnitude of the correction introduced by going beyond the dipole approximation as
a function of the atomic number, at a photon energy h¯ω = 12keV, for (a) the maximum calculated
corrections to partial cross-sections, and (b) the corrections to total cross-sections. For the points
marked with dotted lines the data shown was computed for the ions instead of the neutral atoms.a
The corrections to partial cross-sections in (a) are coloured according to the orbital shell they were
calculated for. (c) The computational set-up used to calculate the partial cross-sections, and (d)
the radial part of the 2pz orbital as calculated using the B3LYP functional and the UGBS basis
set for atoms B to Ne.
a For the Ni and Co atoms, the B3LYP electronic configuration relaxed to a situation where the 4s orbital remained
unoccupied irrespective of the initial guess. We have, therefore, used the calculated data for the ions instead.
Finally, we collected the corrections introduced by going beyond the electric dipole ap-
proximation for all atoms at the largest photon energy included in the study, i.e. h¯ω = 12
keV. The results are represented as a function of atomic number in Figure 7. The corrections
to the total cross-section are depicted in gray (Fig 7b), while the l-shells with the largest
correction to the cross-sections are depicted in color (Fig. 7a). The dots are red if the
maximum correction was obtained for an s orbital, blue for a p orbital, and brown for a d
orbital. The atomic number at which a new shell starts to fill is marked by a dotted line.
Note that the maximum correction may be obtained for a different orbital than the last to
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be filled. For example, the largest correction obtained for the Na atom corresponds to a
photoionization of the 2p orbitals, rather than the 3s which is the last to be filled.
The first feature to notice in Figure 7a is that there are three “edges”: the first at Z=1,
the second at Z=5, and the third at Z=21. Interestingly, these edges arise when making a
transition from l to l + 1, i.e. going from s to p, and, respectively, from p to d, where the
corrections to the p and d cross-sections are larger.
The larger sensitivity of the p and d orbitals to the BED correction may be understood
by visualizing the effect of the BED correction in the computational set-up, as represented
in Figure 7c. The dipole approximation is obtained by setting the photon wavevector to
zero, meaning the transition matrix elements that have to be calculated involve the initial
state (s,p or d orbital), and a PW of wavevector ke directed along the z-axis. Going be-
yond the dipole approximation (k 6= 0) translates into having to calculate transition matrix
elements between the initial state and a new PW now directed along the z’-axis, with a
new K = ke − k. This new PW has both a different magnitude and a different direction,
compared to ke. In the case of the s orbital, which is spherically symmetric, only the dif-
ference in magnitude affects the transition matrix element, while in the case of the p and
d orbitals, both magnitude and direction affect the transition matrix element, making this
type of orbitals more sensitive to the dipole approximation.
Another feature of the graph in Figure 7a is that each edge is followed by a linear decrease
of the magnitude of the BED correction. This decrease may be explained by the decrease
in the spatial extent of the particular type of orbitals when going through the series. This
is illustrated for the 2p elements in Figure 7d.
V. CONCLUSIONS
In summary, we have derived an equation to compute photoionization cross-sections be-
yond the electric dipole approximation from response theory, using gaussian type orbitals
for the initial state and a plane wave with appropriate kinetic energy for the final state.
We compared our calculated cross-sections to experimental data and to calculated dipole
photoionization cross-sections from the literature. This comparison showed that the PW
approximation for the final state is applicable far from the ionization threshold. However,
how far is sufficient depends on the atom and the type of atomic orbital, the comparison
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becoming worse for the larger atoms and for orbitals with larger l quantum number.
Given that the dipole and beyond dipole photoionization cross-sections can be computed
analytically and on the same footing, we could estimate the relative correction introduced
by going beyond the electric dipole approximation. As expected, this correction increases
with photon energy, but it is, in general, rather small, ∼5-10% at the largest photon energy
we included (12 keV). The fact that we obtain such a small correction is not surprising, con-
sidering the small spatial extent of the atomic orbitals. Even though the BED corrections
for the atoms are quite small, we expect larger corrections for more delocalized states as,
for example, molecular orbitals of conjugated molecules, or valence states of solids.
Finally, the description for the atomic photoionization cross-sections may be improved by
replacing the PW final state with a linear combination of PWs relaxed in the presence of
the positive ion. This is, however, rather complicated because the relaxation should be per-
formed for a small kinetic energy window centred around the kinetic energy obtained from
energy conservation. Considering all states up to this kinetic energy is simply not feasible.
SUPPLEMENTARY MATERIAL
The supplementary material contains a) the complete derivation of the linear response
function corresponding to a time-dependent perturbation Vˆ and a generic operator Oˆ; b)
analytical formulas for the integrals in Eq. (31) c) photoionization cross-sections calculated
using different basis sets for N; d) the analytical form of a transition matrix element between
a simplified 2s orbital (described as a linear combination of two GTOs) and a plane wave;
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