Open source software (OSS) projects are supported by communities interacting through software repositories and mailing lists. Thousands of contributors participate in the development of the projects although they rarely meet each other. The result is a huge archived repository with thousands of questions, answers and contributions usually difficult to explore. We propose a tool based on semantic analysis for both performing an automatic knowledge discovery and a categorisation of the content of mailing lists repositories. Semantic analysis is a practical method for extracting and inferring relations of words in passages of discourse, producing measures of relations among words or passages that are well correlated with semantic similarity. The objective of this article is two-fold: (1) to develop a text categorisation tool based on indexing terms and semantic annotation, and (2) to apply the developed tool to extract the main dimensions related to knowledge sharing activities in virtual communities. Debian Linux ports to embedded processors are used as a case study to accomplish the proposed double objective.
Introduction
There is a vast amount of information present on the web for a wide range of domains. As the volume of information within Internet continues increasing, there is a growing need for tools to help people finding, filtering and managing these resources more efficiently. Such a system requires a solution to a number of key problems on the web (Weal et al. 2007) :
. To find documents that might contain useful content. . To identify and extract the relevant bits of information from the documents. . To understand and structure the extracted information. . To generate the categorisation from the processed information.
Text categorisation is an important component in many information management tasks, such as sorting of emails or files (Menon et al. 2004) . Usually, text categorisation is a complete unsupervised task with the goal of discovering groups of similar documents in a collection without a-priori knowledge on an applicable class structure. The lack of a predefined ontology of categories makes this task quite difficult, even for humans (Rigutini and Maggini 2005) . This is the case of open source software (OSS) projects and mailing lists repositories, where developers can find huge pieces of information posted by other members of the community supporting the project. In them, expert programmers at different levels, supporters and users voluntarily contribute to a collaborative software project that is managed via the Internet (Hemetsberger and Reinhardt 2006) . They collectively develop the software in a decentralised, self-directed, highly interactive and knowledge-intensive process (Kogut and Metiu 2001) . Fortunately, open source projects mailing list data are widely available and easy to extract, providing an excellent infrastructure to study the community interactions in an OSS project (Toral et al. 2009a) . Data is usually archived per month, and its posts can be sorted by thread, subject, author and date. Despite these facilities, it is not so easy to find the information one is looking for, as there are thousands of archived posts through the years. Developers usually search information reading the subjects of posts, but sometimes they are recurrent, and discussed in different months, or they are not exactly summarising the content of the post. Due to these interactions among participants, mechanisms underlying the development of virtual communities are frequently studied from the perspective of social network analysis (Cho et al. 2005 , Sowe et al. 2006 , Toral et al. 2009b . From this *Corresponding author. Email: toral@esi.us.es Behaviour & Information Technology 2011, 1-13, iFirst article perspective, community members are modelled as the nodes of the network while arcs represent the flow of knowledge among them . Some other studies propose the extension of social network analysis considering not only the activity of the community members but also their patterns of communication (Klamma et al. 2006) . These patterns allow the identification of different members' profiles in digital social networks, like trolls, spammers, conversationalists, questioners and answering persons. A different approach is the network text analysis developed by Diesner and Carley (2008) . They extract different entity classes in texts, so the relations among the elements within and across any entity classes form certain types of networks. Finally, the combination of social network analysis with semantic networks has also been proposed in other works for ontology emergence and orientation (Harrer et al. 2007 , Mika 2007 . In particular, Mika represents networks of folksonomies as a tripartite graph with hyper-edges considering the set of actors (users), the set of concepts (tags, keywords) and the set of objects annotated (bookmarks, photos, etc.) . The actor-concept-instance model of ontologies is then applied to several semantic social networks.
In this article, we propose a tool for an automatic categorisation system based on text semantic analysis (CATOSEM). Semantic analysis allows extracting and representing the contextual-usage meaning of words by statistical computations applied to a large corpus of text. CATOSEM has been developed in MATLAB TM , and it is based on the latent Dirichlet allocation (LDA) algorithm developed by Blei et al. (2003) . Using the proposed CATOSEM, a user can browse a mailing list repository more naturally and researchers can advance in the study of open source community behaviour, in particular, measuring knowledge discovery and knowledge sharing inside the community (Hildreth et al. 2000 , Pan and Leidner 2003 , Martı´nez-Torres 2006 . This article is structured as follows. The next section shows a review of text categorisation tools. After that, the methodology used in this study based on indexing terms and semantic analysis is described. A case study based on Debian Linux ports to embedded processors is proposed in section 4. First, CATOSEM is applied to one of them, in order to show the way in which the proposed tool is working and how the main topics of discussion are extracted, and then it is applied to several Debian Linux ports. Factor analysis is used to extract the main dimensions related to knowledge sharing activities. The obtained results are discussed in section 5 and finally, the article is concluded in section 6.
Review of text categorisation tools
Text categorisation tools commonly makes use of vector space model (Salto and McGill 1983) , in which documents are summarised and represented by vectors of words (term vectors). However, a central problem in statistical text categorisation is the high dimensionality of the feature space (one dimension for each unique word). Therefore, it is desirable to first project the documents into a lower-dimensional subspace in which the semantic structure of the document space becomes clear (Cai et al. 2005) . In this low-dimensional semantic space, the traditional clustering algorithms can be then applied. To this end, spectral clustering (Shi and Malik 2000, Ng et al. 2001) , clustering using latent semantic indexing (LSI) (Zha et al. 2001) , and clustering based on non-negative matrix factorisation (Xu et al. 2003, Xu and Gong 2004) are the most well-known techniques. Particularly, LSI decomposes a term document matrix using a technique called singular value decomposition to construct new features as combinations of the original features, significantly reducing the highdimensionality problem of the feature space (Deerwester et al. 1990, Abedin and Sohrabi 2009) . Moreover, LSI also considers documents that have many words in common to be semantically close, while those with few words in common are considered to be semantically distant. The LSI approach makes three basic claims: (1) semantic information can be derived from a word-document co-occurrence matrix; (2) dimensionality reduction is an essential part of this derivation; and (3) words and documents can be represented as points in Euclidean space. Different to LSI, generative models consider topics as a new variable related to words and documents. It is based upon the idea that documents are mixtures of topics, where a topic is a probability distribution over words (Hofmann 2001 , Blei et al. 2003 , Griffiths and Steyvers 2004 . These models are consistent with the first two of these claims, but it differs in the third: documents are represented in a reduced space in which the semantic properties of words and documents are expressed in terms of probabilistic topics. In this article, the LDA described by Griffiths and Steyvers (2004) has been applied (see Appendix for more details).
The generative process underlying topic model is illustrated in Figure 1 with two topics (Steyvers and Griffiths 2007) . Topics 1 and 2 are shown as bags containing different distributions over words. Different documents can be produced by picking words from a topic depending on the weight given to the topic. For example, documents 1 and 3 were generated by sampling only from topic 1 and 2, respectively while document 2 was generated by an equal mixture of the two topics. Note that the superscript numbers associated with the words in documents indicate which topic was used to sample the word. Consequently, there is no notion of mutual exclusivity that restricts words to be part of one topic only. This allows topic model to capture polysemy, where the same word has multiple meanings. A variant of LDA called latent Dirichlet allocation category language model (LDACLM) was proposed by Zhou et al. (2008) . The most interesting feature of LDACLM is that the model assumes each word would be an independent topic and assume extra topics other than word topics would be model the correlation among the words. Some other variants are focused on smoothing LDA for improving text categorisation under the generative framework . In the field of information retrieval, LDA model has been used as a tool for text categorisation. By labelling each word with a topic, LDA allows representation of a document in the form of its semantic topic content rather than the words of vocabulary, thus achieving a significant reduction in the dimensionality of text representation, usually from tens of thousands to hundreds (Lu et al. 2006) .
Objective and methodology
The objective of this article is two-fold:
(1) To develop a text categorisation tool based on indexing terms and semantic annotation. (2) To apply the developed tool to extract the main dimensions related to knowledge sharing activities in virtual communities.
To achieve these objectives, a methodology based on the LDA algorithm has been used to develop a text categorisation tool, called CATOSEM. This tool has been applied to several virtual communities to extract their main features from the point of view of semantic analysis, and the obtained results were statistically treated through factor analysis to extract the main latent dimensions of the considered virtual communities. Figure 2 shows a dataflow of the proposed categorisation tool, which consists of four parts:
(1) Information extraction: mailing lists information is usually organised per month and year, and posts may be sorted by threads, subjects, authors and date inside each month. The extraction process involves the use of specific software to automatically extract the required information. CATOSEM has been programmed using MATLAB TM . Data is accessed per month downloading and processing HTML web pages. Each post is taken as a document, but just the subject and body of the message is considered for the subsequent analysis. As we need a set of indexing terms, it is necessary to pre-process each extracted document. Therefore, punctuation marks, HTML tags and prepositions are removed. Afterward, all the words are lower case converted. Once preprocessing is completed, CATOSEM obtain the frequency-of-occurrence-rates for word tokens.
(2) Ontology: an ontological model of the domain is used as a facilitator throughout all the processes. This provides a common vocabulary and specifies the semantics of key relationships within the domain (Maedche and Staab 2001 ). An ontology is an explicit formal specification of terms and relations among them, representing the intended meaning of concepts in a specific domain. The proposed generative topic model needs a selection of indexing terms comprising the vocabulary of a topic area. As sometimes it is difficult to find an accepted ontology in a given area, this selection can be done using obtained frequency-of-occurrencerates for word tokens. T is the number of topics, and it is also an input parameter of the algorithm. (4) Categorisation: the algorithm outlined above can be used to find the topics that account for the words used in a set of documents. In our study, each post is considered a document, so the algorithm would extract the main topics of the archived post during a period of time.
Case study
The proposed case study is based on Linux, which is one of the most famous and cited OSS projects. There are several reasons for this choice. First, Linux represents the best-known case of OSS. The 'community-based model' of knowledge creation of the Linux community as opposed to the 'firm-based model' has been deeply analysed in the literature (Hertel et al. 2003, Lee and Cole 2003) . Nevertheless, we have avoided the basic Linux kernel choice because its outstanding position could produce atypical results. Instead, we have focused on Linux port to embedded processors, which are more oriented to researchers and professionals. Among the Linux distributions, Debian is one of the most well-known. The Debian project, which was founded in 1993 by Ian Murdock, is a worldwide group of volunteers who endeavour to produce an operating system distribution that is composed entirely of free software (Michlmayr and Senyard 2006) . Debian GNU/Linux software distribution, which includes the Linux operating system kernel and thousands of pre-packaged applications, is developed through distributed development all around the world. Much of the conversation between Debian developers and users is managed through several mailing lists, which can be easily accessed through the Debian web site (http://lists.debian.org/).
The proposed tool, CATOSEM, will be first applied to the Debian port to Advanced RISC Machines (ARM) mailing list and then it will be extended to the rest of Debian Linux ports. The aim of this first analysis consists of illustrating the way in which topics are extracted in a particular case. Then, the same methodology will be next followed to obtain the main dimensions related to the mailing lists activities from the semantic analysis perspective.
Debian Linux port to ARM architecture
The ARM processor architecture, which stands for advanced reduced instruction set computing (RISC) machine, is a family of processors maintained and promoted by ARM Holdings Ltd. Contrary to other chip manufacturers such as IBM, Motorola and Intel, ARM Holdings does not manufacture its own processors (Barrero et al. 2008 , Toral et al. 2009c . Instead, ARM designs the CPU cores for its customers based on the ARM core, charges customers licensing fees on the design, and lets them manufacture the chip wherever they see it fits. Currently, ARM CPUs are manufactured by Intel, Toshiba, Samsung, Freescale, Texas Instruments and many others. The ARM architecture is very popular in many fields of application and there are hundreds of vendors providing products and services around it. Today, Linux supports more than 1200 related ARM-based boards.
The Debian port to ARM mailing list (http:// lists.debian.org/debian-arm/) has been analysed during its lifetime from 1999 to 2007. A manual categorisation of topics would have required the participation of several experts during a very long period of time. It must be taken into account that there are thousands of archived posts and, sometimes, discussions reach a high level of complexity. The proposed tool based on the topic model will avoid the participation of experts and will reduce the amount of time required to perform the categorisation. A key feature of this model is that it is an unsupervised learning technique, which means that the often human-intensive task of finding labelled examples is completely eliminated. Unsupervised also means that one can model a collection of documents through topics without being a domain expert -in fact one can even model a collection of documents through topics in other languages, without needing to know much about the language (Newman et al. 2006) . Up to 7482 different messages were considered in this study. They have been downloaded and processed using specific software developed using MATLAB 1 (Register 2007) . MATLAB 1 is a high-level language and interactive environment that enables you to perform easily computationally intensive tasks, thanks to the provided toolbox (Moler 2004) . MATLAB 1 provides high-level language for technical computing, a development environment for managing code, files and data, interactive tools for iterative exploration, design and problem solving, and mathematical functions for linear algebra, statistics, Fourier analysis, filtering, optimisation and numerical integration. The sequence of steps followed to process the information is next detailed. All of them are repeated for each of the considered years.
. The developed program downloads all the messages corresponding to each year, and then extracts the header and the body of the message. In particular, HTML tags are processed for this purpose. . Punctuation marks, HTML tags and prepositions are removed, and then all the words are lower case converted. Finally, the frequency-ofoccurrence-rates for word tokens are obtained. . The most repeated words are used as the basic vocabulary to describe the domain of study. . Topics are extracted using LDA algorithm.
The LDA algorithm involves the selection of several parameters to achieve a topic description of the domain under study. Table 1 details the key dimensions or size parameters that describe a corpus (D, W, N and L) and a topic model run (T and Gibbs sampler iterations (ITER)). In our case study, each year is considered a different corpus. The aims are to extract topics for each year and to compare the topic evolution over time. Table 2 details the particular parameters of the Debian ARM mailing list during the considered period of time.
Although the number of documents (D column) exhibits high variations among years, the average length of documents in words (L column) show slighter variations. The most active years are the last two ones, 2006 and 2007, which is in accordance with the growing interest in Linux ports to embedded processors. After pre-processing the content of 12,022 posts, we have extracted an initial vocabulary of more than 120,000 words. The final length of the vocabulary (W ¼ 410) has been selected considering the occurrence frequency rate (Ng et al. 2001) .
Two parameters must be selected before running the LDA algorithm (Blei et al. 2003) . The number of ITER has been chosen equal to 200. This value is large enough to guarantee the convergence of the algorithm (Ng et al. 2001) . The number of topics has been selected using perplexity. Perplexity is a standard measure of performance for statistical models of natural language (Manning and Schutze 1999) , and it is defined by Equation (1).
log Pðw n jd n Þ ð1Þ
Perplexity varies from 1 to W; lower perplexity is better, and the maximum perplexity of W is reached when all words in the vocabulary are equally likely. In our case study, LDA algorithm has been run for a number of topics varying between 1 and 50. Results for one of the considered years are illustrated in Figure 3 . Perplexity varies with the number of topics, and the topic parameter is selected following the minimum perplexity criterion.
The results of running the topic model during the years 1999-2007 is detailed in Table 3 . In particular, the resulting topics for each year are detailed including the five more relevant words for each topic. The following considerations can be highlighted from Table 3 :
. The number of topics (obtained as the number of topics minimising the perplexity of Equation (1)) varies from one year to another. In the analysed period of time, the minimum value is 9 and corresponds to years 2000 and 2004, while the Figure 3 . Perplexity value as a function of the number of topics. Notice that no topic is exactly repeated during the analysed period of time. That means that each topic means a new field in which practice is revealed. . Although topics are not repetitive, they show words in common with some other topics. This is one of the advantages of the proposed methodology: its capability of dealing with words that can be used in different contexts. For instance, the word kernel appears 10 times, but in different contexts related to compilation, configuration or availability issues.
Debian Linux port to embedded processors
Twelve Debian Linux port communities have been considered for this study. They are detailed in Table 4 . Each community was analysed during the period of time detailed in the fourth column of Table 4 . Basically, the initial year is the one in which the community had a certain activity every month. For each year and community, summarised indicators from Table 5 were obtained. Consequently, 110 case studies were considered.
The first indicator I1 is the number of topics. This is a parameter of the topic model that has been chosen attending to the perplexity criterion explained in subsection 4.1.
Indicators I2 and I3 are related to polysemy. Generative models have the ability of capturing polysemy, where the same word has multiple meanings. This is because they do not impose restrictions about mutual exclusivity that restricts words to be part of one topic. I2 measures the polysemy as the number of times a word w i appears more than once in different topics, while I3 considers this previous value rated with the probability P(w i |z i ¼ j) of the word w i under the jth topic.
The next four indicators refer to the messages. They consider the average size of messages in characters and words, the average number of messages per topic and their distribution over topics.
Finally, the last three indicators refer to threads of discussion. Online communities are usually organised by threads of discussion. Threads are groups of messages sharing the same subject. A thread is initiated by someone who posts a message asking for help, suggesting some improvements or just considering some new idea. Then people start answering this initial message, posting possible solutions, sources of information or just extending posted considerations. The indicator I8 relative to the number of threads considers those threads with at least one answer. Indicators I9 and I10 are the same as I5 and I6, but using threads instead of topics as the unit of analysis. A factor analysis was applied to extract the main dimensions related to knowledge sharing in virtual communities. Factor analysis attempts to identify underlying variables or factors, which can explain the pattern of correlations within a set of observed variables. Factor analysis is a way to fit a model to multivariate data, estimating their interdependence. It addresses the problem of analysing the structure of interrelationships among a number of variables by defining a set of common underlying dimensions, the factors, which are not directly observable, segmenting a sample into relatively homogeneous segments (Rencher 2002) . These groups represent the underlying variables or factors, which can explain the pattern of correlations within a set of observed variables (Stevens 1992) . Each observable variable is assumed to be dependent on a linear combination of the common factors, and the coefficients are known as loadings (Rencher 2002) . There are several extraction methods: principal components and principal axis factoring (or principal factor analysis) are among the most widely used. According to Hair et al. (1995) , the former is used when the objective is to summarise most of the original information in a minimum number of factors, whereas the latter is used to identify the underlying dimensions reflecting what the variables share in common. In most applications, both methods arrive at essentially identical results. In this case, factor analysis has been performed using the principal component method.
Factor analysis can be used for either exploratory or confirmatory purposes: exploratory analyses do not set any a priori constraints on the estimation of factors or the number of factors to be extracted, while confirmatory analysis does. In our case, we have developed an exploratory analysis as we did not know the number of underlying dimensions. That means a decision must be made about the number of factors to be extracted. There are several criteria for doing this, being the most extensive the eigenvalue and percentage of variance criterion. The percentage of variance criterion considers all factors accounting for about 70% of the variance of the original variables (Hair et al. 1995) .
Once the number of factors has been determined, the next step is to interpret them according to the factor loadings matrix. The estimated loadings from an unrotated factor analysis fit can usually have a complicated structure. The goal of orthogonal factor rotation is to find a parameterisation in which each variable has only a small number of large loadings, i.e. is affected by a small number of factors. The rotated factor analysis fit ensures that factors represent unidimensional constructs while preserving the essential properties of the original loadings. The most popular of these techniques is the varimax rotation, which seeks rotated loadings that maximise the variance of the squared loadings in each column of the factor loading matrix (Rencher 2002) .
The eigenvalues of the sample covariance matrix are shown in Table 6 . In our case study, the criterion of accounting for more than 70% of the total sample variance is achieved with three factors.
Using the associated eigenvectors, factor loadings can be estimated. Varimax rotation simplifies the interpretation of the factors. Table 7 reports the rotated factor loadings with varimax rotation for each one of the indicators analysed.
To extract the meaning of each factor, we move horizontally through Table 7 , from left to right, across the three estimated loadings of each variable, identifying the highest loading and the corresponding factor. To assess significance of factor loadings, a threshold value of 0.7 was considered (Rencher 2002, Martı´nez-Torres and . The association between variables and factors is highlighted in grey in Table 7 .
On the other hand, factor scores are used to categorise the original sample, which can be approximated to one of the identified latent factors. Consequently, the original sample of communities can be categorised in three groups. An analysis of variance (ANOVA) has been applied to the categorisation of the original sample in the three groups obtained from factor analysis. The aim of this analysis consists of checking the null hypothesis of equal population means. Table 8 details the F statistic, the ratio of two different estimators of population variance, which appears together with its corresponding critical level or observed significance. The result is that the null hypotheses have been rejected in all the cases with a significance value below 0.05. That means the obtained categorisation from factor analysis is well defined. Table 9 details the mean value of the considered indicators per each of the distinguished groups. Using this information as well as the resulting aggregation of variables of factor analysis, the following latent factors or dimensions can be distinguished:
. The first factor refers to topic activity. The activity around topics is highlighted by the high value of I5, I8 and I9 indicators which account for the number of messages and threads associated to topics. However, the high values of the standard deviation in the messages and thread distributions per topic suggest that all the topics are not treated the same way. This factor shows the fact that communities tend to specialise on certain topics attracting the interest of users. . The second factor is related to knowledge creation and reuse. The number of topics and polysemy is a measure of knowledge creation and reuse. This is precisely one of the main abilities of communities of practice (CoP). Topics are continuously evolving and previous knowledge is mixed and combined to generate new knowledge. . The third factor refers to the amount of provided information. I4 and I7 indicators refer to the average size of messages. The availability and depth treatments of topics are also a determinant factor for a successful development of the underlying community.
The obtained results demonstrate the necessity of guiding the evolution of the virtual community. Although virtual communities are based on the volunteer collaboration of community members, people posting a message hope to find an answer to their question or an alternative solution. Consequently, virtual communities are not only a question of social participation, but also of the quality of the provided information. Obviously, it is very difficult to assess individually the quality of each answer, as there are thousands of them, or to evaluate when a new knowledge is created or reused. For this reason, it is necessary to set a group of indirect indicators able to measure activity around the extracted topics, or the knowledge created through the evolution of the community.
Discussion
A virtual community can be defined as a social relationship aggregation, facilitated by Internet-based technology, in which users communicate and build personal relationships (Rheingold 1993 , Hew 2009 ). Individuals get engaged in knowledge sharing, problem (Wellman and Gulia 1995, Lin and Lee 2006) , in the sense that communities develop their own routines, formal and informal 'rules', and practices evolve as a result of learning. The concept of CoP was developed by Lave and Wenger (1991) . This concept refers to the process of social learning that occurs when people who have a common interest in some subject or problem collaborate over an extended period to share ideas, find solutions and build innovations. CoPs are not formal structures, such as departments or project teams. Instead, they are informal entities, which exist in the mind of their members, and are glued together by the connections the members have with each other, and by their specific shared problems or areas of interest Snyder 2000, Ardichvili et al. 2003) . Several researchers have noted that CoPs appear to be a more effective tool for dealing with unstructured problems and knowledge sharing/creation than traditional and formal ways of structuring interaction in organisations (Kankanhalli et al. 2003) . Understanding the processes and mechanisms that enable members to share knowledge in CoPs is very important for knowledge sharing within and between such communities (Pan and Leidner 2003, Toral et al. 2010) . One of these mechanisms is participation, which is the process by which a newcomer is integrated into the community. In this process, new members learn how to function as a community member through participation, and acquire the language, values and norms of the community. In the case of OSS projects, they provide web sites with forums and mailing lists where participants and contributors can report software improvements, needs or bugs and share and discuss solutions to posted messages. Participation can be analysed using social network analysis techniques (Toral et al. 2009d) and it can be associated to the softer aspects of knowledge according to the duality defined by Hildreth and Kimble (2002) .
The second process involved in the development of virtual communities is reification, which means giving concrete form to something that is abstract. It is the process underlying the construction of the so called hard knowledge (Hildreth and Kimble 2002) . In the case of OSS projects, it refers to the knowledge stored and publicly available through forums, discussion and repositories.
The developed tool CATOSEM is attending to the reification process involved in the construction of virtual communities. According to the theory, three specific types of knowledge sharing categories can be distinguished. The first one consists of revealing personal uniquely acquired experience and knowledge, which is shared with the rest of the community. Table 3 shows some examples of revealed knowledge. Notice that Linux ports to embedded processors are usually focused on installation and configuration issues, as they are not as homogeneous as desktop PCs. That is the reason why a lot of topics are related to kernel image, cross compilation and installation issues. An example of revealed knowledge is USB, which appears for the first time during the year 2004 (topic 7). Although USB is a well known input/output interface for desktop PCs, they have not been incorporated to embedded devices till later dates. The same can be said for flash memories, which appears for the first time in 2001 in a topic related to the incorporation of flash memories to Linux file system. Once the knowledge is revealed, it can be reused in other fields or re-applied in different practices. Knowledge reusing avoids duplication of effort in re-inventing solutions (Wai 2008 ). In the case of USB example, it is used later in different contexts related to drivers' configuration, initialisation scripts or support for sound applications. Flash memories are also discussed in contexts related to installation problems, drivers' design or block operation. Finally, knowledge can be recombined to generate new knowledge (Kuk 2006) . Following with the previous example, USB and the kernel image knowledge are recombined to deal with the issue of incorporating USB drivers as part of the kernel image (topic 9, 2005) . A similar consideration can be mentioned about flash memories and kernel image. Flash memories are usually employed in embedded systems as non-volatile memory, so topic 7 in 2007 deals with the issue of writing the kernel into flash.
These three categories are embedded in the reification process, as it can be concluded from the dimensions obtained in the proposed case study. The first and the second factor are highly related to the knowledge sharing categories described in the literature. Some other studies conclude positive relationship between community knowledge sharing activity and community performance (Koh and Kim 2004) , but the main difference is that they use posting and viewing activity indicators as the proper measures for community knowledge sharing activity, while we claim the use of a text categorisation tool to obtain a more accurate measure of knowledge sharing activities.
The present study has certain limitations. First, we have considered a specific set of communities related to Linux. Obviously, there are thousands of virtual communities in the web, and this study could be extended to these other types of virtual communities. Second, we have considered the reification process separately from the participation process. As a future extension of this work, we propose to analyse jointly both processes involved in the development of virtual communities, that is, participation and reification, in order to extract some conclusion about how these two processes are interrelated.
Conclusions
The purpose of this article has been the development of a text categorisation tool for the analysis of knowledge sharing activities in OSS projects. The base of the categorisation tool is the topic model, which is a generative model based upon the idea that documents are mixtures of topics, where a topic is a probability distribution over words. LDA algorithm has been used to extract the topics, and the number of topics has been given by the minimum value of perplexity. As a case study, several communities related to Debian-Linux ports to embedded processors have been analysed, measuring a set of predefined indicators. The application of a statistical technique like factor analysis allows the extraction of the main dimensions related to community knowledge sharing processes. observable variables and they implicitly reflect the latent structure. Each topic is on the basis of the random variable y that is sampled from a Dirichlet distribution p (y, a) where a is a hyper parameter. The topic z conditioned on y and the word w conditioned on the topic and on f (word distribution over topics) are sampled from multinomial distributions p(z n jy) and p(w n |z n ;f), respectively. The probability of a document can be computed as:
S k z n ¼1 pðw n jz n ; fÞpðz n jyÞpðy; aÞdy ðA1Þ
In the implementation of LDA proposed by Blei et al. (2003) , a and f are learnt by variational inference to maximise the log likelihood of the data. An easier implementation has been proposed by Griffiths and Steyvers (2004) introducing a simple modification to the model. A Dirichlet prior is introduced on the parameter f, with hyper parameter b. Despite this modification, computation of the conditional probability p(z|w) is still unmanageable. As a solution, they propose to approximate it by Gibbs sampling based on the following distribution: 
This distribution represents the probability that word w i should be assigned to topic j given all other assignments z 7i . The quantities n ðw i Þ Ài;j and n ðÁÞ Ài;j represent the number of times the word w i has been already assigned to topic j and the total number of words assigned to topic j, respectively. The quantities n ðd i Þ Ài;j and n ðd i Þ Ài represent the number of times the word w i in the document d i has been already assigned to topic j and the number of words in document d i that are assigned to topic j. The hyper parameters a and b are computed using the method described by Griffiths and Steyvers (2004) , that is, b ¼ 0.01 and a ¼ 50/T.
Considering T topics, the probability of the i-th word in a given document can be written as:
where z i is a latent variable indicating the topic from which the ith word was drawn, and P(w i jz i ¼ j) is the probability of word w i under the jth topic. P(z i ¼ j) gives the probability of choosing a word from topic j in the current document, which will vary across different documents. Intuitively, P(wjz) indicates which words are important to a topic, whereas P(z) is the prevalence of those topics within a document. LDA combines Equation (A1) with a prior probability distribution to provide a complete generative model for documents.
