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Based on the mean-eld method applied either to the extended single-band Hubbard model or
to the single-band Peierls-Hubbard Hamiltonian we study the stability of both site-entered and
bond-entered harge domain walls. The dierene in energy between these phases is found to be
small. Therefore, moderate perturbations to the pure Hubbard model, suh as next nearest hopping,
lattie anisotropy, or oupling to the lattie, indue phase transitions, shown in the orresponding
phase diagrams. In addition, we determine for stable phases harge and magnetization densities,
double oupany, kineti and magneti energies, and investigate the role of a nite eletron-lattie
oupling. We also review experimental signatures of stripes in the superonduting opper oxides.
PACS numbers: 71.10.Fd, 71.27.+a, 74.25.-q, 74.72.-h
INTRODUCTION
Sine the disovery of high-temperature superondu-
tivity by Bednorz and Müller [1℄, the unusual physial
properties of the opper oxides have stimulated theorists
and have led to the appearane of many new ideas [2℄.
One of the espeially appealing new pitures that has
emerged is the instability towards a novel type of o-
existing inommensurate (IC) harge and magneti or-
der, i.e., stripe phase. As a rare event in the theory
of high temperature superondutivity, the theory pre-
eeded here the experiment and the existene of stripe
phases was predited on the basis of Hartree-Fok (HF)
alulations in the two-band model for CuO2 planes of
layered La2−xSrxCuO4 (LSCO) [3℄, before their exper-
imental onrmation. This instability persists as well
in the eetive single-band Hubbard model [4, 5, 6, 7℄.
All these alulations yielded solutions with a phase sep-
aration manifested in formation of nonmagneti lines
of holes, one-dimensional (1D) domain walls or stripes,
whih separate antiferromagneti (AF) domains of oppo-
site phases. Suh states result from the ompetition be-
tween the superexhange interation, whih stabilize the
AF long-range order in the parent Mott insulator, and
the kineti energy of doped holes. Indeed, the magneti
energy is gained when eletrons oupy the neighboring
sites and their spins order as in the Néel state, whereas
the kineti energy is gained when the holes an move and
the AF order is loally suppressed along a domain wall
(DW). Thus, a stripe phase provides the best ompromise
between the superexhange promoting the AF order and
the kineti energy of doped holes.
However, the debate on the mirosopi origin of the
stripe instability is far from losed. Two main senarios,
based on a Ginzburg-Landau free energy, for the driv-
ing mehanism of the stripe phase have been disussed
[8, 9℄. In the rst one, stripes are harge-density waves
with large periodiity arising from the Fermi surfae (FS)
instability with the transition being spin driven [3℄. A
general feature of suh an instability is a gap/pseudogap
whih opens up preisely on the FS. Hene, the spaing
between DWs is equal to 1/x, with x denoting doping
level so as to maintain a gap/pseudogap on the FS. In
this senario spin and harge order our at the same
temperature or harge stripe order sets in only after spin
order has developed.
An alternative senario omes from the Coulomb-
frustrated phase separation suggesting that stripe for-
mation is harge driven. Indeed, using the Ising model,
it has been shown that the ompetition between long
range Coulomb interations and short range attration
between holes leads to formation of stripes [10℄. In this
ase Ginzburg-Landau onsiderations lead to an onset of
harge order prior to spin order as the temperature is low-
ered. However, the above analysis does not take into a-
ount spin utuations whih might be ruial for the na-
ture of the phase transition by preluding the spins from
ordering at the harge-order temperature [11℄. Moreover,
the onjeture that long range Coulomb fores are re-
quired to stabilize stripe phases has been hallenged by
the studies of the t-J model, in whih the DW strutures
were obtained without suh interations [12℄.
In order to investigate the inuene of strong eletron
orrelations due to large on-site Coulomb repulsion U at
Cu ions, several methods have been employed to study
the stripe phases whih go beyond the HF approxima-
tion, suh as: Density Matrix Renormalization Group
(DMRG) [12, 13℄, Slave-Boson Approximation (SBA)
[14, 15, 16℄, variational loal ansatz approximation [17℄,
Exat Diagonalization (ED) of nite lusters [18℄, ana-
lytial approah based on variational trial wave funtion
within the string piture [19℄, Dynamial Mean Field
Theory (DMFT) [20, 21℄, Cluster Perturbation Theory
(CPT) [22℄, and Quantum Monte Carlo (QMC) [23, 24℄.
In spite of this huge eort, it remains unlear whether
DWs are entered on rows of metal atoms, hereafter
2named site-entered (SC) stripes, or if they are entered
on rows of oxygen atoms bridging the two neighboring
metal sites, the so-alled bond-entered (BC) stripes, and
even alulations performed on larger lusters did not
yield a denite answer [25℄. Therefore, the purpose of this
paper is to study the stability of both strutures based
on the mean-eld method applied either to the extended
single-band Hubbard model or the single-band Peierls-
Hubbard Hamiltonian whih inludes the so-alled stati
phonons [26℄. For stable phases we determine harge
and magnetization densities, double oupany, kineti
and magneti energies, and investigate the role of a nite
eletron-lattie oupling.
EXPERIMENTAL SIGNATURES OF STRIPES
Experimentally, stripe phases are most learly deteted
in insulating ompounds with a stati stripe order, but
there is growing evidene of utuating stripe orrela-
tions in metalli and superonduting materials. The
most diret evidene for stripe phases in doped anti-
ferromagnets has ome from neutron sattering studies
in whih harge and spin modulations are identied by
the appearane of some IC Bragg peaks, in addition to
those whih orrespond to the rystal struture. How-
ever, sometimes suiently large rystals are not avail-
able for suh experiments, and one has to resort to
other methods apable of probing loal order. These
methods inlude nulear magneti resonane (NMR), nu-
lear quadruple resonane (NQR), muon spin rotation
(µSR), sanning tunneling mirosopy (STM), and trans-
mission eletron mirosopy (TEM). Furthermore, angle-
resolved photoemission spetrosopy (ARPES), angle-
integrated photoemission spetrosopy (AIPES), as well
as x-ray photoemission (XPS) and ultraviolet photoemis-
sion (UPS) spetrosopies all provide essential informa-
tion about onspiuous hanges in the eletroni stru-
ture when stripe struture sets in. Finally, a distint
imprint of the 1D spin-harge modulation on transport
properties should be detetable as the in-plane anisotropy
of the resistivity and the Hall oeient RH .
The abundane of the urrent evidene on various
types of stripe order as well as the reent ARPES re-
sults on the spetral weight of the uprate superondu-
tors is ontained in the review artiles by Kivelson et al.
[27℄, and by Damaselli et al. [28℄. Historially, the rst
ompelling evidene for both magneti and harge or-
der in the uprates was aomplished in a neodymium
odoped ompound La2−x−yNdySrxCuO4 (Nd-LSCO).
For y = 0.4 and x = 0.12, Tranquada et al. [29, 30℄
found that the magneti sattering is not haraterized
by the two-dimensional (2D) AF wave vetor (1/2, 1/2),
but by IC peaks at the wave vetors (1/2± ǫ, 1/2) with
ǫ = 0.118. Moreover, inspired by the pioneering works
demonstrating that the staggered magnetization under-
goes a phase shift of π at the harge DWs [3, 4, 5, 6, 7℄,
the authors found additional harge order peaks (±2ǫ, 0),
preisely at the expeted position 2ǫ = 0.236. Interest-
ingly, this doping orresponds to a loal minimum in the
doping dependene of the superonduting temperature
Tc in Nd-LSCO [31℄, suggesting that the stati stripes
are responsible for this anomalous depression of super-
ondutivity. However, it may well be that the apparent
orrelation is entirely aidental and therefore the role
of stripes in superondutivity remains an open question
[2℄.
Unfortunately, in early studies Tranquada et al. [32℄
deteted only magneti IC peaks at higher doping lev-
els x = 0.15 and x = 0.2. Nevertheless, systemati
NQR studies of Nd-LSCO revealed the presene of robust
harge stripe order throughout the entire superondut-
ing regime of doping 0.07 ≤ x ≤ 0.25 [33℄. Also in a more
reent study, both harge and spin superlattie peaks at
x = 0.15 were found reently in the neutron diration
experiments by Wakimoto et al. [34℄.
In fat, the reason why stati stripes ould be deteted
in this ompound is a strutural transition from the low
temperature orthorhombi (LTO) to the low temperature
tetragonal (LTT) phase, indued by the substitution for
La ions by isovalent Nd ions. This, in turn, provides a
pinning potential for dynami stripes and stabilizes the
harge order. Evidene of a similar pinning potential has
also been found both in the µSR and NQR studies of
La2−x−yEuySrxCuO4 (Eu-LSCO) with y ≃ 0.2 [35, 36℄.
Moreover, the onnetion between the LTT phase and
the appearane of harge and spin stripe order has been
learly demonstrated both in the neutron sattering and
x-ray diration studies on La2−x−yBaySrxCuO4 (Ba-
LSCO) with y = 1/8 [37, 38℄. Finally, stati IC harge
(2±2ǫ, 0) and magneti (1/2±ǫ, 1/2) peaks have been de-
teted within the LTT phase of La2−xBaxCuO4 (LBCO)
with x = 1/8 [39℄. The position of the peaks and the
established inommensurability ǫ = 0.118 are exatly the
same as those obtained by Tranquada et al. [30℄ for Nd-
LSCO. Notably, the peaks that orrespond to harge or-
der appear always at somewhat higher temperature than
the magneti ones, indiating that the stripe order is
driven by the harge instability.
Let us now disuss the experimental evidene of slowly
utuating stripes in La2−xSrxCuO4. The main dier-
ene between the Ba and Sr odoped system is the fat
that the latter undergoes a strutural phase transition
from the high-temperature tetragonal (HTT) phase to
the LTO phase. As a onsequene, in the superondut-
ing regime x ≥ 0.06, the LSCO system exhibits purely dy-
nami magneti orrelations whih give rise to IC peaks
at the wave vetor (1/2 ± ǫ, 1/2) speied in tetragonal
lattie units 2π/atetra. In their seminal inelasti neu-
tron sattering studies, Yamada et al. [40℄ established a
remarkably simple relation ǫ ≃ x for 0.06 ≤ x ≤ 0.12,
3FIG. 1: Summary of experimental data illustrating the dop-
ing dependene of inommensurability ǫ in the uprates. Re-
sults have been obtained by dierent groups: Nd-LSCO (Refs.
[29, 30, 31, 32℄); LSCO (Refs. [40, 41, 42, 43, 45, 46, 47℄); LCO
(Ref. [51℄); Zn-LSCO (Refs. [52, 53℄); YBCO (Refs. [54, 55℄).
In LSCO, ǫ has been dened as a distane from the IC peak
position to the AF wave vetor (1/2, 1/2) either in the or-
thorhombi (x < 0.06) or tetragonal (x > 0.06) notation (see
insets), whereas at x = 0.06, both denitions are used due to
the oexistene of diagonal and parallel to the Cu-O bonds
spin modulations.
followed by a lok-in eet at ǫ ≃ 1/8 for larger x.
In ontrast, in the insulating spin-glass regime of LSCO
x ≤ 0.06, quasielasti neutron sattering experiments
with the main weight at zero frequeny demonstrate
that IC magneti peaks are loated at the wave ve-
tors (1/2 ± ǫ/√2, 1/2 ± ǫ/√2) [41, 42, 43℄. This phe-
nomenon has often been interpreted as the existene of
stati diagonal stripes, even though no signatures of a
harge modulation were observed. Another possible ex-
planation is the formation of a short ranged spiral or-
der as its hirality also breaks the translational symme-
try of the square lattie by a lokwise or antilokwise
twist [44℄. Remarkably, even though the spin modulation
hanges from a diagonal to vertial/horizontal one, i.e.,
along Cu-O bonds, at x around 0.06, ǫ follows the doping
x reasonably well over the entire range 0.03 ≤ x ≤ 0.12,
as shown in Fig. 1. In fat, just for x = 0.06, both di-
agonal (ǫ = 0.053) and vertial/horizontal (ǫ = 0.049)
IC spin modulations have been found to oexist [43℄. In
a stripe model this orresponds to a onstant density of
0.5 (0.7) holes per Cu atom in the DWs in the verti-
al/horizontal (diagonal) stripe phases, respetively, be-
ause of the dierene in Cu spaings in the two geome-
tries, i.e., aortho =
√
2atetra. In ontrast, in the narrow
region 0.02 ≤ x ≤ 0.024, IC magneti peaks are loated
at the wave vetor (1/2± ǫ/2, 1/2± ǫ/2) with ǫ ≃ x or-
responding to a onstant harge of one hole/Cu ion along
a diagonal DW [45, 46, 47℄. However, below x = 0.02,
this does not hold anymore and the inommensurability
gets loked with the value ǫ ≃ 0.014.
Unfortunately, any onomitant harge ordering has
not yet been deteted in LSCO. Nevertheless, by om-
paring the data based on the wipeout eet of
63
Cu
NQR harge order parameter in LSCO with the ones
obtained from harge stripe ompounds as (Nd,Eu,Ba)-
LSCO, Hunt et al. [48℄ onluded that a similar stripe
instability exists in LSCO over the whole underdoped su-
peronduting region 1/16 ≤ x ≤ 1/8. It is also worth
mentioning that a very ompiling evidene for its exis-
tene has been established in the measurements of the
in-plane resistivity and the dynamial infrared ondu-
tivity anisotropy [49, 50℄.
Experimental detetion of IC magneti peaks in the
LTO phase of LSCO suggests that the LTT struture is
not essential for the appearane of stripes. This onje-
ture has been onrmed in experiments on the oxygen
doped La2CuO4+δ (LCO) with the orthorhombi rystal
struture [51℄. It is also supported by the evidene for
stati IC magneti peaks in another orthorhombi om-
pound La2−xSrxCu1−yZnyO4 (Zn-LSCO) with y up to
0.03, even though attempts to observe the harge order
peaks were unsuessful [52, 53℄. In fat, Zn substitution
pins the stripe utuations similarly to the rare-earth el-
ements. However, in ontrast to the latter, it does not
indue a strutural transition to the LTT phase, but pro-
vides randomly distributed pinning enters that promote
meandering of stripes and orrespondingly broadens IC
peaks.
An important question is whether harge stripes ap-
pear solely in monolayered lanthanum ompounds or if
they are a generi feature of all the uprates. The lat-
ter onjeture seems to be supported by inelasti neu-
tron sattering experiments on bilayered YBa2Cu3O6+δ
(YBCO) ompounds that have identied the presene of
IC spin utuations throughout its entire superondut-
ing regime [54℄. In fat, as the doped harge is non-
trivially distributed between the CuO2 planes and CuO
hains, it is very diult to determine the preise dop-
ing level x in the CuO2 sheet of YBCO. Nevertheless,
systemati studies by Dai et al. [54℄ have shown that
the inommensurability in YBCO inreases initially with
doping but it saturates faster than in LSCO, i.e., already
at x ≃ 0.1 with the value ǫ ≃ 0.1. Unfortunately, there
is no any ompelling explanation that would aount for
suh a dierent behavior of ǫ in both systems. Eventu-
ally, harge order peaks have been observed in YBCO6.35
but in spite of several attempts, no stati harge order
ould be deteted in YBCO6.5 and YBCO6.6 so far [55℄.
Furthermore, although some neutron sattering ex-
periments have been performed on Bi2Sr2CaCu2O8+δ
(BSCCO) sample, the sample has only produed weak
evidene of the IC struture [56℄. In ontrast, Fourier
transform of the reent STM data has revealed some IC
4peaks orresponding to a four-period modulation of the
loal density of states along the Cu-O bond diretion,
whih may imply the existene of stripes [57℄. Never-
theless, denite answer pertinent to the appearane of
stripes in all the uprates remains still unsettled and fur-
ther experiments are required to reah an unambiguous
onlusion, even though the summary of the experimen-
tal data illustrating the doping dependene of the inom-
mensurability ǫ in uprates, depited in Fig. 1, inludes
an array of ompounds.
Tendeny towards phase separation is also a starting
point to understand the doping evolution of the eletroni
struture in LSCO and Nd-LSCO. For example, ARPES
spetra measured at the X = (π, 0) point in LSCO show
that even though the data are solely haraterized by
a single high binding energy feature in the insulating
regime, upon inreasing doping one observes a systemati
transfer of spetral weight from the high- to the low bind-
ing energy part [58℄. Consequently, a well-dened quasi-
partile (QP) peak develops near the optimal doping. In
ontrast, the intensity near the S = (π/2, π/2) point re-
mains suppressed for the entire underdoped regime so
that a QP peak is observed only for x ≥ 0.15.
Another peuliar feature of the ARPES band disper-
sion is extensively disussed in the literature saddle point
at the X point, the so-alled at band [59℄. As hole dop-
ing inreases, the at band moves monotonially upwards
and rosses the Fermi level EF at x ≃ 0.2. This is re-
eted in the enhanement of the DOS at the hemial
potential N(µ) observed by AIPES [60℄.
The experimental distribution of the photoemission
spetral weight near the X and S points in doped LSCO
has been niely reprodued using the DMFT approah for
vertial SC stripes obtained within the Hubbard model
[20℄. As a onsequene of the stripe order, the obtained
spetra along the Γ − X −M path were not equivalent
to those along the Γ − Y −M one, with Γ = (0, 0) and
Y = (0, π). Moreover, as in the experiment, the spetral
weight along the Γ − X diretion was suppressed lose
to the Γ point and simultaneously enhaned at the X
point. Furthermore, in the framework of stripes, the at
QP band near the X point with a large intensity at the
maximum below the hemial potential µ follows from
a superposition of the dispersionless 1D metalli band
along the x diretion, formed by holes propagating along
the vertial domain walls, and an insulating band that
stems from the AF domains. In ontrast, an AF band at
the Y point is haraterized by a high binding energy well
below µ and onsequently the spetral weight at ω = µ
almost vanishes. Finally, a distint gap for harge exi-
tations should open at µ near the S point. This gap fol-
lows indeed from the stripe struture  while the system
may be metalli along the stripes, i.e., in the antinodal
diretions Γ − X or Γ − Y , the low-energy exitations
should be notieably suppressed along the nodal dire-
tion Γ − S rossing all the stripes. This onjeture is
also supported either by the ED studies [18℄ or by the
analytial approah based on variational trial wave fun-
tion within the string piture [19℄, both applied to the
t-t′-t′′-J model, or by the CPT for the t-J model [22℄.
In fat, the low-energy spetral weight of Nd-LSCO
at x = 0.12, a model ompound for whih the evidene
of spin and harge stripe order is the strongest, is also
mostly onentrated in at regions along the Γ−X and
Γ−Y diretions, while there is only little spetral weight
along the Γ−S diretion [61℄. On the other hand, ARPES
spetra of both LSCO and Nd-LSCO at x = 0.15 have
revealed not only the presene of at bands around the
X and Y points, but also the existene of appreiable
spetral weight at EF in the nodal region [62℄. While the
observation of at segments might be diretly asribed to
1D domain walls [63℄, detetion of nodal spetral weight
poses a formidable task to develop a theory that would
desribe the eletroni struture resembling the FS of a
fully 2D system beause, as it was already stressed out,
the nodal spetral weight is expeted to be suppressed
in a stati SC stripe piture [18, 19, 20, 22℄. Indeed,
the experimentally established FS looks rather like the
one arising from disorder or from dynamially utuating
stripes [63℄.
Alternatively, guided by the CPT results showing that
while the SC stripes yield little spetral weight near the
nodal region, the BC ones reprodue quite well the nodal
segments [22℄, Zhou et al. [62℄ have onjetured that
the experimental FS may result from the oexistene of
the SC and BC stripes. Within this framework, upon in-
reasing doping the BC stripes are formed at the expense
of the SC ones. This senario is partiularly interesting
beause it has been shown that the BC stripe, in ontrast
to its SC ounterpart, enhanes superonduting pairing
orrelations [64℄. The relevane of a bond order at the
doping level x = 0.15 is supported by reent studies of
the ARPES spetra in a system with the BC stripes [65℄.
These studies have yielded pronouned spetral weight
both in the nodal and antinodal diretions, reprodu-
ing quite well the experimental results in Nd-LSCO and
LSCO [62℄. Furthermore, the stripe senario would also
explain the origin of the already disussed two ompo-
nents seen in the ARPES spetra at the X point near
x = 0.05 [58℄. Indeed, the response from the AF insulat-
ing regions would be pushed to the high binding energies
due to the Mott gap, whereas the harge stripes would
be responsible for the other omponent near EF .
Existene of DWs should also give rise to the appear-
ane of new states inside the harge-transfer gap that
would suppress the shift of the hemial potential µ in
the underdoped regime x < 1/8 where ǫ inreases lin-
early. Suh pinning of µ in LSCO was indeed dedued
from XPS experiments [66℄. In ontrast, in the overdoped
region with a lok-in eet of ǫ, the number of stripes per
unit ell saturates, doped holes penetrate into the AF do-
mains, and onsequently µ would move fast with doping
5in agreement with the experimental data. The piture of
broadened stripes and holes spreading out all over the AF
domains above x = 1/8 is also indiated by the doping
dependene of the resistivity and the Hall oeient RH
in Nd-LSCO. Namely, a rapid derease in the magnitude
of RH for doping level x ≤ 1/8 at low temperature pro-
vides evidene for the 1D harge transport, whereas for
x > 1/8, relatively large RH suggests a rossover from
the 1D to 2D harge transport [67℄. Altogether, it ap-
pears that the metalli stripe piture does apture the
essene of the low-lying physis for Nd-LSCO and LSCO
systems.
Conversely, it is important to note that so far no ev-
idene of IC peaks has been deteted in any eletron-
doped uprates superondutors. Instead, the neutron
sattering experiments have established only ommen-
surate spin utuations as in Nd2−xCexCuO4 (NCCO),
both in the superonduting and in normal state [68℄.
Moreover, observation of suh peaks is onsistent with
the XPS measurements in NCCO showing that the hem-
ial potential inreases monotonously with eletron dop-
ing [69℄.
NUMERICAL RESULTS
In this Setion we attempt a systemati investigation
of the properties and relative stability of lled vertial
and diagonal stripes. We shall see that in spite of the
diulty to stabilize the ground state with half-lled
stripes (one hole per every two atoms in a DW), the
mean-eld framework is useful as providing a generi mi-
rosopi desription of lled inhomogeneous referene
strutures with the lling of one doped hole per stripe
unit ell. Their speial stability rests on a gap that opens
in the symmetry broken state between the highest ou-
pied state of the lower Hubbard band and the bottom
of the so-alled mid-gap bands, i.e., some additional un-
oupied bands lying within the Mott-Hubbard gap that
are formed due to holes propagating along DWs [26℄.
Here, we extend early HF studies of the lled DWs
[4, 5, 6, 7℄ and determine a phase diagram of the Hub-
bard model with an anisotropi nearest-neighbor hopping
t by varying the on-site Coulomb repulsion U and inves-
tigating loally stable strutures for representative hole
doping levels x = 1/8 and x = 1/6. We also report
the hanges in stability of the stripe strutures in the
extended Hubbard model due to the next-neighbor hop-
ping t′ and to the nearest-neighbor Coulomb interation
V . Finally, in order to gain a omprehensive understand-
ing of the ompetition between dierent types of stripes
in a realisti model, we inlude lattie degrees of freedom
indued by a stati Peierls eletron-lattie oupling.
Extended single-band Hubbard model
The starting point for the analysis of stripe strutures
is the extended single-band Hubbard model, whih is
widely aepted as the generi model for a mirosopi
desription of the uprate superondutors [70℄,
H = −
∑
ijσ
tijc
†
iσcjσ + U
∑
i
ni↑ni↓ + V
∑
〈ij〉
ninj , (1)
where the operator c†iσ (cjσ) reates (annihilates) an
eletron with spin σ on lattie site i (j), and ni =
c†i↑ci↑ + c
†
i↓ci↓ gives the eletron density. The hopping
tij is t on the bonds onneting nearest neighbors sites
〈i, j〉 and t′ for seond-neighbor sites, while the on-site
and nearest-neighbor Coulomb interations are, respe-
tively, U and V .
The model an be solved self-onsistently in real spae
within the HF, where the interations are deoupled into
produts of one-partile terms beoming eetive mean
elds that at on eah eletron with the same strength.
This approximation basially involves solving an eigen-
value problem. The obtained wavefuntions form a new
potential and hene the Hamiltonian for a new eigenvalue
problem. Typially, the new potential is hosen as some
linear ombination of the urrent and preeding poten-
tial. The iterations are ontinued until the input and
output harge density and energy do not hange within
some presribed auray. The most signiant drawbak
of this method is that it neglets orrelations. Eletron
orrelation hanges the system properties and manifests
itself in the derease of the ground state energy. The dif-
ferene between the energy of the exat ground state and
the energy obtained within the HF is thus alled the or-
relation energy. It arises from the fat that an eletron's
movement is orrelated with the eletrons around it, and
aounting for this eet lowers further the energy, be-
yond the independent eletron approximation.
We do not onsider nonollinear spin ongurations,
and use the most straightforward version of the HF with
a produt of two separate Slater determinants for up and
down spins, whene,
ni↑ni↓ ≃ ni↑〈ni↓〉+ 〈ni↑〉ni↓ − 〈ni↑〉〈ni↓〉. (2)
A similar deoupling is performed for the nearest-
neighbor Coulomb interation. Calulations were per-
formed on 12×12 (16×16) lusters for x = 1/6 (x = 1/8)
with periodi boundary onditions, and we obtain stable
stripe strutures with AF domains of width ve atoms
for x = 1/6 and seven atoms for x = 1/8. Typial solu-
tions at x = 1/8 are shown in Fig. 2 with the loal hole
density,
〈nhi〉 = 1− 〈ni↑ + ni↓〉, (3)
saled by the diameter of the blak irles and the length
of the arrows being proportional to the amplitude of loal
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FIG. 2: Vertial site-entered (VSC) and diagonal site-
entered (DSC) stripe phases as found for U/t = 5 at hole
doping x = 1/8. The length of arrows is proportional to the
magnetization 〈Szi 〉 and the hole density 〈nhi〉 is saled by the
diameter of blak irles.
magnetization density,
〈Szi 〉 = 12 |〈ni↑ − ni↓〉|. (4)
These strutures possess nonmagneti DWs with en-
haned hole density whih separate AF domains having
hole density almost unhanged with respet to the un-
doped ase. Note that the AF sites on eah side of the
DWs have a phase shift of π.
In order to appreiate better the mirosopi reasons
of suh arrangement let us onsider a small luster on-
sisting of three atoms lled by two eletrons and one
hole (with respet to half-lling with the eletron density
n = 1 per site). For simpliity we assume that the ele-
trons are onned to the onsidered luster owing to large
Coulomb interation U ≫ t, and we do not take into a-
ount any interations with the AF bakground. There
are two possible andidates for the ground state. The
rst one orresponds to a hole added to three atoms of a
single AF domain in whih, if we suppose that a ↓-spin
eletron is replaed by a hole, the two remaining ↑-spin
eletrons an be found in one of three allowed ongura-
tions: {↑, 0, ↑}, {↑, ↑, 0}, and {0, ↑, ↑} (the other ongu-
rations are exluded by the Pauli priniple). Hene, this
polaroni state gives the total energy,
EP = −
√
2t, (5)
and the Coulomb interation U does not ontribute.
✲
✻
lx
ly
FIG. 3: Vertial bond-entered (VBC) and diagonal bond-
entered (DBC) stripe phases as found for U/t = 5 at hole
doping x = 1/8. The meaning of the arrows and blak irles
as in Fig. 2.
A dierent situation is obtained when a hole oupies
instead a DW separating two AF domains. Deloaliza-
tion leads then to similar three ongurations to those
obtained above: {↑, 0, ↓}, {↑, ↓, 0}, and {0, ↑, ↓}, but in
addition, three ongurations with one doubly oupied
site {↑↓, 0, 0}, {0, ↑↓, 0}, and {0, 0, ↑↓}, an be reahed as
exited states whih ost Coulomb energy U . Moreover,
three other ongurations with interhanged ↑- and ↓-
spins are then also aessible via the deay of double o-
upanies: {↓, 0, ↑}, {↓, ↑, 0}, and {0, ↓, ↑}. In the regime
of large U , the total energy in the ground state an be
found in a perturbative way, and as a result one obtains,
ES = −
√
2t− 4t
2
U
. (6)
Therefore, the Hilbert spae for the latter solitoni solu-
tion is larger and one nds that this solution is always
more stable than the polaroni one [26℄. The argument
applies also to 2D systems, where the DWs are more sta-
ble than the lines of polarons in an AF bakground.
We ompare the stability of suh nonmagneti SC do-
main walls with the BC stripe phases in whih DWs are
formed by pairs of magneti atoms, as obtained by White
and Salapino [12℄ (f. Fig. 3). In the three-band model,
SC (BC) stripes orrespond to DWs entered at metal
(oxygen) sites, respetively [71, 72, 73, 74℄.
7Eet of hopping anisotropy
We begin by setting t′ = 0 and V = 0 with the goal
of eluidating the eets of hopping anisotropy on the
stripes. This is motivated by the fat that the rst dete-
tion of stati stripes in both harge and spin setors was
aomplished in Nd-LSCO [29℄ indiating that rare-earth
elements doping is in some way helpful for pinning the
stripe struture. Indeed, it produes a strutural transi-
tion in the system from the LTO to LTT phase [75℄. Both
phases involve a distortion of the CuO2 plane by rotation
of the CuO6 otahedra. In the LTO phase the tilt axis
runs diagonally within the opper plane, suh that all the
oxygen atoms are displaed out of the plane. Conversely,
in the LTT phase this rotation takes plae around an axis
oriented along the planar Cu−O bonds. Therefore, oxy-
gen atoms on the tilt axis remain in the plane, while the
ones in the perpendiular diretion are displaed out of
the plane. This provides a mirosopi origin for in-plane
anisotropies  the Cu−Cu hopping amplitude t depends
on the Cu−O bond and it is isotropi in the LTO phase
and anisotropi in the LTT one. For a physial tilt angle
of order 5
◦
, the relative anisotropy taking ty < tx,
ǫt =
|tx − ty|
ty
, (7)
is weak and amounts to ǫt = 1.5% [76, 77℄. The dire-
tion with a larger hopping amplitude oinides with the
diretion of a stronger superexhange oupling J .
The possible relationship between this anisotropy and
the onset of stripe phases has been intensively studied
within anisotropi Hubbard (tx 6= ty) or t-J (tx 6= ty,
Jx 6= Jy) models by means of various tehniques: un-
restrited HF approah [76℄, DMRG [77℄, and QMC
method [23℄. The in-plane anisotropies might also be
represented theoretially by on-site potentials as in the
QMC study by Riera [24℄. All these studies have shown
a pronouned tendeny to forming stripe phases, whih
manifests itself by the redution of their energy [76, 77℄,
aompanied by the appearane of IC peaks in the spin
and harge struture fator [23, 24℄. It appears that
a nite anisotropy of the next-nearest hopping term t′
might play a role in stabilizing diagonal inommensu-
rate peaks observed in the spinglass phase of LSCO
(0.02 6 x 6 0.06) [41, 42, 43, 45, 46, 47℄. Indeed, al-
though the LTO phase is usually onsidered as isotropi,
whih is the ase for nearest-neighbor hopping and inter-
ation, a dierent length of the orthorhombi axes implies
the need for an anisotropi t′ parameter. Exat diagonal-
ization studies inorporating suh anisotropy have shown
that it strongly strengthens hole orrelations along one
diretion and suppresses them along the other, resulting
in a 1D pattern of holes [78℄.
It turns out, however, that the variation of the hopping
anisotropy ǫt (7) has only a little visible eet on the loal
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FIG. 4: Loal hole nh(lx) (top) and magnetization Spi(lx)
(seond row) density; kineti energy Ext (lx) (third row)
and Eyt (lx) (bottom) projeted on the bonds in the x-(y)-
diretions, respetively, of the VSC (left) and DSC (right)
stripe phases shown in Fig. 2 (open irles) as well as of the
ones obtained in the anisotropi model with tx/ty = 1.22
(lled irles). For larity, the latter are shifted by one lattie
onstant from the origin of the oordinate system.
hole density,
nh(lx) = 1− 〈n(lx,0),↑ + n(lx,0),↓〉, (8)
shown in Fig. 4 as a funtion of the x-diretion oordi-
nate lx for a given y-diretion oordinate ly = 0, even at
the unrealistially large anisotropy level ǫt = 22%, or-
responding to tx/t = 1.1 and ty/t = 0.9. Similarly, the
anisotropy does not modify the modulated magnetization
density,
Spi(lx) = (−1)lx 12 〈n(lx,0),↑ − n(lx,0),↓〉, (9)
with a site dependent fator (−1)lx ompensating mod-
ulation of the staggered magnetization density within a
80 4 8 12 160.0
0.1
0.2
0.3
0.4
n
h
0 4 8 12 160.0
0.1
0.2
0.3
0.4
0 4 8 12 16-0.4
-0.2
0.0
0.2
0.4
S pi
0 4 8 12 16-0.4
-0.2
0.0
0.2
0.4
0 4 8 12 16-1.2
-1.0
-0.8
-0.6
-0.4
E tx
/t
0 4 8 12 16-1.2
-1.0
-0.8
-0.6
-0.4
0 4 8 12 16
lx
-0.8
-0.7
-0.6
-0.5
-0.4
E ty
/t
0 4 8 12 16
lx
-0.8
-0.7
-0.6
-0.5
-0.4
FIG. 5: The same as in Fig. 4 but for the BC stripe phases.
single AF domain.
In ontrast, the strong eet of nite anisotropy ǫt (7)
is learly demonstrated by variation of the expetation
values of the bond hopping terms along the x- and y-
diretions,
Ext (lx) = −tx
∑
σ
〈
c†(lx,0),σc(lx+1,0),σ + h.c
〉
, (10)
Eyt (lx) = −ty
∑
σ
〈
c†(lx,0),σc(lx,1),σ + h.c
〉
. (11)
These features are seen in Fig. 4. For the VSC stripes one
nds a large anisotropy in the values of the kineti ener-
gies (10) and (11), whih beomes espeially pronouned
beside the stripes, and is strongly reinfored by the hop-
ping anisotropy. Therefore, taking into aount that the
hopping between two dierent harge densities is favored
over motion between equal densities, one should expet
that transverse harge utuations will always tune the
diretion of DWs along the weaker hopping diretion in
Ext /t E
y
t /t EU/t Etot/t
VB(S)C −0.6753 −0.6147 0.4900 −0.8000
DBC −0.6375 −0.6375 0.4726 −0.8024
DSC −0.6368 −0.6368 0.4696 −0.8040
TABLE I: Site-normalized ground-state energy Etot, kineti
energy (Ext , E
y
t ), and potential energy EU in the isotropi
Hubbard model with U/t = 5 and x = 1/8 as obtained for
dierent stripe phases: vertial site-entered (VSC), diagonal
site-entered (DSC), vertial bond-entered (VBC) and diag-
onal bond-entered (DBC). In the HF, both types of vertial
stripes are degenerate.
the anisotropi model. Analogous onlusion based on
Fig. 5 might be drawn onerning the orientation of the
VBC stripes.
Regarding diagonal stripes, although a nite
anisotropy in hopping is also reeted in the ki-
neti energy anisotropy, a system with either the DSC
or DBC stripe pattern beomes topologially frustrated
and onsequently may gain less kineti energy ompared
to a system with vertial stripes, taking a full advantage
of the hopping anisotropy (f. Tables I and II).
The eet of an inreasing anisotropy illustrates the
phase diagram shown in Fig. 6 determined by varying U
and the ratio tx/ty of the nearest-neighbor hoppings in
the x- and y-diretions, while maintaining onstant t =
1
2 (tx+ty). We observe the generi rossover from vertial
to diagonal stripes with inreasing Coulomb interation
reported in early HF studies [4, 5, 6, 7℄. The transition
from the VSC to DSC stripes appears in the isotropi
ase at U/t ≃ 4.1 for x = 1/8, and at a higher value
U/t ≃ 4.6 for x = 1/6 [f. Fig. 6(a)℄. The orresponding
phase boundary between the VBC and DBC stripes is
shifted towards stronger Coulomb interation and ours
at U/t ≃ 4.4 (5.0) for x = 1/8 (x = 1/6), respetively
[f. Fig. 6(b)℄.
The results shown in Fig. 6 have a simple physial in-
terpretation. Stripe phases our as a ompromise be-
tween, on the one hand, the AF interations between
magneti ions and the loal Coulomb interations whih
favor harge loalization, and the kineti energy of doped
holes whih favors harge deloalization on the other
hand. The kineti energies in Table I show further that
Ext /t E
y
t /t EU/t Etot/t
DBC −0.8143 −0.4807 0.4815 −0.8135
DSC −0.8098 −0.4836 0.4793 −0.8141
VB(S)C −0.8304 −0.4776 0.4938 −0.8142
TABLE II: The same as in Table I but with the hopping
anisotropy ǫt = 22%.
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FIG. 6: Phase diagrams for stable: (a) site-entered (SC),
and (b) bond-entered (BC) stripe strutures obtained in the
anisotropi Hubbard model on a 16×16 luster for doping
x = 1/8 (solid lines) and on a 12×12 luster for x = 1/6
(dashed lines) Parameters: t′ = 0, V = 0.
the vertial stripes are more favorable for harge dynam-
is. This result, whih is not immediately obvious, has
however a straightforward origin. Namely, the HF always
leads to a large spin polarization sine it is the only way
to minimize the on-site Coulomb repulsion. Indeed, re-
moval of a ↓-spin eletron at site i leads to relaxation of
the ↑-spin eletron energy level at this site. As a onse-
quene, an alternating on-site level shift develops yielding
an energetial motivation for the symmetry breaking and
forming the AF order.
However, the renormalization of the double-oupany
energy involves a strong redution of the kineti energy
in the ↓-spin hannel between site i and its neighboring
sites, as an eletron inoming into this site enounters
a high energy potential U〈ni↑〉. Therefore, in the HF
approximation we shall be able to identify dynamially
favorable stripe patterns only by omparing appropriate
loal magnetization densities. For example, harge u-
tuations our more readily in the VSC stripe geometry
presumably due to their greater overall width indiat-
ing weaker orrelation eets (f. Fig. 4). This explains
their stability at small U where the onsequent ost in
potential energy EU beomes insigniant. By ontrast,
the DSC stripes are narrower having larger hole density
along nonmagneti DWs. Moreover, magnetization den-
sity of their nearest neighbor sites is markedly enhaned
as ompared to the orresponding VSC stripe magneti-
zation, as shown in Fig. 4 and in Table III. The former
also illustrates that the bonds onneting DWs with their
nearest neighboring sites perpendiularly to the walls,
have the main ontribution to the kineti energy gain, in
fat suppressed here by larger spin polarization. Taken
together, the above features are reeted in a more lo-
alized harater of the DSC stripes, with a lower net
double oupany and hene a more favorable on-site en-
ergy EU (f. Table I). This laries the mehanism of the
transition from the VSC to DSC stripes with inreasing
U .
Turning now to the analogous rossover between the
i 1 2 3 4 5
〈nhi〉 0.364 0.234 0.067 0.014 0.006
VSC (0.378) (0.234) (0.060) (0.013) (0.006)
〈Szi 〉 0.000 0.222 0.348 0.381 0.384
(0.000) (0.234) (0.357) (0.382) (0.384)
〈nhi〉 0.388 0.193 0.070 0.032 0.020
DSC (0.405) (0.195) (0.066) (0.028) (0.017)
〈Szi 〉 0.000 0.262 0.352 0.373 0.380
(0.000) (0.272) (0.360) (0.377) (0.382)
TABLE III: Loal hole 〈nhi〉 and magnetization 〈S
z
i 〉 density
of the site-entered stripes shown in Fig. 2, all labeled by
dereasing hole density in the x-diretion. In parenthesis the
values for the extended hopping model with t′/t = −0.15 are
given.
BC stripes, we shall again ompare loal hole and magne-
tization densities on and around their DWs. In ontrast
to the SC ase, a VBC stripe phase possesses larger hole
density along DWs, as illustrated in Fig. 3 and Table IV,
suggesting that it is more loalized than the DBC one.
Nevertheless, a better renormalization of the double o-
upany energy EU by the latter (f. Table I) follows
from a stronger spin polarization not only of the DW
atoms but also their nearest neighbors (f. Fig. 3 and
Table IV). This enhanement is diretly responsible for
a substantial redution of the kineti energy along bonds
joining these atoms. Correspondingly, it aounts for a
rossover from the DBC to VBC stripes in the small U
regime when the larger kineti energy gain beomes ru-
ial.
We would like to emphasize that the above transition
between dierent types of stripe phases is not an artefat
of the HF and ours also between lled stripes obtained
within more realisti approahes inluding loal eletron
orrelations. Indeed, slave-boson studies of the Hubbard
model at the doping x = 1/9 have established that the
transition from the lled VSC to DSC stripe phase ap-
pears at the value U/t ≃ 5.7, being muh higher than
that predited by the HF, whih yields U/t ≃ 3.8 [14℄.
i 1 2 3 4
VBC 〈nhi〉 0.326 0.136 0.030 0.007
〈Szi 〉 0.118 0.301 0.371 0.384
〈nhi〉 0.314 0.115 0.047 0.023
DBC (0.323) (0.110) (0.046) (0.021)
〈Szi 〉 0.145 0.322 0.365 0.378
(0.155) (0.333) (0.368) (0.380)
TABLE IV: The same as in Table III but for the bond-
entered stripes. VBC stripe is unstable in the extended hop-
ping model with t′/t = −0.15.
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In this method, enhaned stability of the VSC stripes fol-
lows from an additional variational parameter per eah
site di, reduing the on-site energy without a strong sup-
pression of the kineti energy. Remarkably, the total en-
ergy dierene between the vertial SC and BC stripes
at both doping levels is omparable to the auray of
the present alulation. Suh degeneray was also re-
ported in the HF studies of the harge-transfer model
[71℄. However, when eletron orrelations are expliitly
inluded the BC stripes are more stable at and above
x = 1/8 doping [21, 79℄.
Eet of the next-neighbor hopping t′
We now turn to the eet of a next-neighbor hopping t′
on the relative stability of the stripes. There are numer-
ous experimental and theoretial results whih support
the presene of nite t′ in the uprates. For example, re-
ent slave-boson studies have revealed that the phenom-
ena of the half-lled vertial stripes in LSCO requires a
nite next-neighbor hopping t′/t ≃ −0.2 [16℄.
Let us pause now for a moment to larify the inuene
of t′ on the DOS as well as on the FS using the eletroni
band whih follows from a simple tight-binding model,
E(k) = −2t(coskx + cos ky)− 4t′ cos kx cos ky. (12)
By the redution from the CuO2 multiband model to an
eetive single-band model it has been found that t > 0
and t′ < 0 for hole doped system, and t < 0 and t′ > 0 in
eletron doped system [70℄. Although an aidental an-
ellation of the various ontributions results in almost
perfet eletron-hole symmetry of the nearest-neighbor
hopping t, the next-neighbor hopping t′ asymmetry ap-
pears owing to the fat that the dominant ontribution
to the latter omes from a diret O-O hopping tpp in the
ase of a hole hopping. On the ontrary, an eletron hop-
ping follows from a third order Cu→O→O→Cu proess,
being therefore dominated by the Cu-O hopping element
tpd.
In the noninterating limit the role of t′ is to shift the
van Hove singularity away from the middle of the band,
either to higher or to lower energy depending on its sign
[80℄. Fig. 7 shows the tight-binding DOS, entered at
ω = 0 with the ondition
∫
N(ω)ωdω = 0, and the o-
upied states at the doping x = 1/4. In the hole-doped
ase, with the vauum as the zero eletron state, the van
Hove singularity lies in the lower part of the band. Con-
versely, in the ase of eletron doping, with the vauum
as the zero hole state, the van Hove singularity is shifted
towards higher energy part of the band, unoupied by
holes.
Apart from breaking the eletron-hole symmetry, the
extra parameter t′ modies the shape of the FS of the free
eletrons and indeed it beomes more onsistent with the
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FIG. 7: Eet of the next-neighbor hopping t′/t = −0.3
on the noninterating 2D DOS at the doping x = 1/4: (a)
hole doping (t = 1); (b) eletron doping (t = −1). Dotted
line shows the Fermi energy in the undoped ase, whereas the
gray area shows the states oupied by either eletrons (a) or
holes (b).
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FIG. 8: FS obtained in the tight binding model at the doping
x = 1/4: (a) hole doping with t = 1 and: t′ = −0.3 (blak
solid line), t′ = 0.3 (gray solid line), and t′ = 0 (dashed line);
(b) eletron doping with t = −1 and: t′ = 0.3 (blak solid
line), t′ = −0.3 (gray solid line), and t′ = 0 (dashed line). The
long-dashed line in both panels orresponds to the undoped
ase with t′ = 0. The exessively large value of |t′| = 0.3 as
ompared to LSCO was hosen only for more larity of the
gure.
FS topology seen by ARPES [59, 81, 82℄. In the eletron-
doped system NCCO, the low-energy spetral weight at
the doping x = 0.04 is onentrated in small eletron
pokets around the (±π, 0) and (0,±π) points. Upon
inreasing doping, one observes both the modiation of
the hole pokets and the emergene of new low-lying spe-
tral weights around (±π/2,±π/2). Finally, at x = 0.15
the FS piees evolve into a large holelike urve entered
at M = (π, π). In ontrast, it has been observed that
in the lightly doped regime (x = 0.03) doped holes in
LSCO enter into the hole pokets around (±π/2,±π/2)
points [83℄, implying that the FS is holelike and entered
at theM point. However, in the heavy overdoped regime
x = 0.3 it onverts into the eletronlike FS around the
Γ = (0, 0) point.
Fig. 8(a) shows that the model (12) with t′ = 0 has a
nested square FS at half-lling whih beomes eletron-
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FIG. 9: Eigenenergy maps of the tight-binding model (12)
with t′/t = −0.3 as obtained for: (a) hole doping (t = 1); (b)
eletron doping (t = −1).
like and shrinks around the Γ point upon hole doping.
However, negative t′ = −0.3 removes the FS nesting at
half lling, and the FS expands in the (±k, 0) and (0,±k)
diretions, while ontrats along the nodal (k,±k) and
(±k, k) diretions due to a large gradient dE/dk along
the latter. Indeed, the eigenenergy map, illustrated in
Fig. 9(a), has in this ase a valleylike harater with
a minimum at the Γ point. Therefore the FS turns
into a holelike one with experimentally observed ars [f.
Fig. 8(a)℄. In ontrast, the nearest neighbor hopping t′
with the same sign as t interhanges the expansion- and
ontration diretions whih results in the eletronlike
FS.
Regarding the eletron doped ase with t = −1, shown
in Fig. 8(b), positive t′ = 0.3 (dark solid line) also leads
to the appearane of ar segments of the FS and makes
it loser to experimental observations. In this ase, how-
ever, the minimum energy is found at the M point, as
illustrated in Fig. 9(b). It should be noted in passing
that this FS desribes the same situation as the one ob-
tained with t = 1 and t′ = 0.3, indiated by the gray
solid line in Fig. 8(a). In fat, the sign of t is less im-
portant and turns out to be equivalent to the (π, π) shift
of the momentum without hanging the orresponding
eigenvalues. Consequently, in order to imitate the eet
of hole and eletron doping it is suient to study the
Hamiltonian (1) only below half-lling and the alterna-
tion between two regimes is possible by the partile-hole
transform,
c†iσ → (−1)iciσ, (13)
mapping the model (12) with t′ < 0 onto the one with
t′ > 0. Therefore, in order to avoid any further onfusion
onerning the signs of t and t′ in Eq. (12), we set here-
after t to be positive; then a negative t′ (t′/t < 0) orre-
sponds to hole doping, whereas a positive one (t′/t > 0)
indiates eletron doping.
The remarkable dierenes of the eletroni struture
due to the broken hole-eletron symmetry by t′, result
in dierent phase diagrams of LSCO and NCCO. In the
former the long-range AF order is already suppressed in
the lightly doped regime x ≃ 0.03, while in the latter the
antiferromagnetism is known to be quite robust at in-
reasing eletron doping, hene only ommensurate spin
utuations are observed at x = 0.15 [68℄. The robust-
ness of the ommensurate spin utuations in the ele-
tron doped regime is onsistent with the ED studies of
the t-t′-J [84, 85℄ and t-t′-t′′-J [86, 87℄ models. It is
also supported by the onlusion that a negative t′ pro-
motes inommensuration at a lower doping level than
a positive one, reahed using the QMC tehnique ap-
plied to the extended Hubbard model [88℄. Finally, the
XPS measurements in NCCO show that the hemial po-
tential monotonously inreases with eletron doping [69℄,
whereas its shift is suppressed in the underdoped region
of LSCO [66℄. These data have been niely reprodued in
Ref. [86℄ for both ompounds, exept for the low doping
regime of LSCO where stripes are expeted. All these
numerial and experimental results indiate that doped
eletrons might selforganize in a dierent way than holes
do  in the latter ase DWs are formed. Nevertheless,
stable diagonal stripes with one doped eletron per site
in a DW have been obtained in the slave-boson studies of
a more realisti extended three-band model [73℄, so the
problem is still open.
Turning bak to the ompetition between stripes in a
doped system, Fig. 10(a) shows that negative t′ stabilizes
the DSC stripes, whereas positive t′ favors the VSC ones,
within the parameter range where t′ does not drive a
stripe melting. Analogous rossover from vertial stripes
at small |t′| to more omplex in shape diagonal ones at
t′/t = −0.1 and t′/t = −0.2 has been found in other HF
studies [89℄. The explanation is ontained in Table V:
negative t′ gives a positive kineti energy ontribution,
whih is muh more readily minimized by the diagonal
harge onguration. Indeed, despite the solitoni meh-
anism yielding a notieable kineti energy loss due to
the transverse hopping t′/t = −0.15, the overall kineti
energy loss in the ase of DSC stripes along the diago-
nal (11) and antidiagonal (11¯) diretions is smaller than
the orresponding one for the VSC stripe. A more are-
ful analysis shows that hole propagation along the DSC
stripe results in a ontribution having the same sign as t′.
However, it is entirely aneled by the ones oming from
diagonal bonds of the AF domains so that Ex−yt′ = 0.
One observes further that positive t′ redues the
anisotropy between the kineti energy gains in the x- and
y-diretions for the VSC stripes, and makes their sum
more favorable, while negative t′ has the opposite eet.
For the DSC stripes the total kineti energy also follows
the same trend. The explanation of these results follows
from the reinforement of stripe order by a negative t′ (f.
values in parenthesis in Table III), whih suppresses the
hopping ontributions, and its smearing out by positive
t′ where hopping is enhaned. These trends agree with
the earlier nding within the DMFT that the VSC stripe
phase is destabilized by kink utuations [21℄. However,
this stripe (dis)ordering tendeny also leads to a onsid-
erably greater hange in the Coulomb energy EU , listed
12
t′/t Ext /t E
y
t /t E
x−y
t′
/t Ex+y
t′
/t EU/t Etot/t
VSC −0.15 −0.6876 −0.5886 0.0140 0.0140 0.4778 −0.7704
DBC −0.15 −0.6279 −0.6279 0.0000 0.0183 0.4562 −0.7813
DSC −0.15 −0.6275 −0.6275 0.0000 0.0188 0.4533 −0.7829
DBC 0.15 −0.6442 −0.6442 0.0000 −0.0282 0.4883 −0.8283
DSC 0.15 −0.6437 −0.6437 0.0000 −0.0279 0.4855 −0.8298
VB(S)C 0.15 −0.6612 −0.6372 −0.0169 −0.0169 0.4997 −0.8325
TABLE V: Energies per site: ground-state energy Etot, kineti energy ontributions for the bonds along (10) E
x
t , (01) E
y
t ,
(11) Ex−y
t′
and (11¯) Ex+y
t′
diretions, as well as the potential energy EU , all normalized per one site, in the extended hopping
Hubbard model with U/t = 5 and x = 1/8. VBC stripe is unstable at t′/t = −0.15.
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FIG. 10: Phase boundaries for: (a) site-entered, and (b)
bond-entered stripes as obtained in the extended Hubbard
model with the next-neighbor hopping t′ for doping x = 1/8
(solid line) and x = 1/6 (dashed line).
in Table V, for the DSC than for VSC stripes, whih
ontributes signiantly to the predominane of the for-
mer struture for negative t′. In fat, it follows from the
inrease of hole density within the nonmagneti stripes
and the magnetization density enhanement within the
AF domains (f. Table III).
Like their SC ounterparts, DBC stripes are also sta-
bilized by negative t′ resulting in a phase diagram shown
in Fig. 10(b). In this ase, expelling holes from the AF
domains enhanes not only magnetization of their atoms
but also inreases magneti moment of the hole rih DWs,
as illustrated in Table IV. This enhanement must, how-
ever, strongly suppress the dominant transverse kineti
energy gain of the VBC stripes. Therefore, the latter are
already unstable at t′/t = −0.15.
It is worth noting that a nite diagonal hopping t′
should diretly aet the ompetition between the d-wave
pairing orrelations and stripes. Indeed, a systemati
omparison of stripe and pairing instabilities within the
DMRG framework has shown that when the stripes are
weakened by positive t′, the latter are strongly enhaned
due to inreasing pair mobility[13℄. This eet is aom-
panied by a simultaneous enhanement of the AF orre-
lations [87℄. Conversely, negative t′ reinforing a stati
stripe order results in the suppression of pair formation in
the underdoped region, as found both in the DMRG teh-
nique and Variational Monte Carlo (VMC) [90℄. How-
ever, the enhaned pairing orrelation, attributed to the
hange of the FS topology in LSCO, has been obtained
in the optimally doped and overdoped regimes [91℄.
Eet of the nearest-neighbor Coulomb interation
V
We now investigate the hanges in the stripe sta-
bility due to either repulsive (V > 0) or attrative
(V < 0) nearest-neighbor Coulomb interation, whih
give the phase boundaries between the VSC and DSC
stripe phases shown in Fig. 11(a). We have found that
realisti repulsive V favors the latter. The tendeny to-
wards the DSC stripe formation at V > 0 is primarily
due to a large dierene between harge densities at the
atoms of the DW itself and at all their nearest-neighbor
sites, a situation whih is avoided in the ase of VSC
stripe phases (f. Fig. 2). Consequently, the former op-
timize better the repulsive potential energy omponent
EV , as shown by the data reported in Table VI. Sim-
ilarly, the fat that the nearest-neighbor interation V
is well minimized only by inhomogeneous harge densi-
ties makes the DBC stripe phase more favorable than the
VBC one, as shown in Fig 11(b). While this is also the
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FIG. 11: Phase diagrams for the site-entered (a) and bond-
entered (b) stripes obtained in the extended Hubbard model
with the nearest-neighbor Coulomb interation V for doping
x = 1/8 (solid line) and x = 1/6 (dashed line).
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V/t Ext /t E
y
t /t EU/t EV /t Etot/t
DBC −0.4 −0.6322 −0.6322 0.4626 −0.6194 −1.4212
DSC −0.4 −0.6319 −0.6319 0.4602 −0.6193 −1.4229
VB(S)C −0.4 −0.6655 −0.6083 0.4749 −0.6251 −1.4240
VB(S)C 0.4 −0.6838 −0.6214 0.5063 0.6207 −0.1782
DBC 0.4 −0.6424 −0.6424 0.4829 0.6176 −0.1843
DSC 0.4 −0.6412 −0.6412 0.4789 0.6171 −0.1864
TABLE VI: Energies per site: ground-state energy Etot, ki-
neti energy (Ext , E
y
t ) and potential energy (EU , EV ) om-
ponents in the extended Hubbard model with the nearest-
neighbor Coulomb interation V for U/t = 5 and x = 1/8.
leading mehanism for both diagonal stripe suppression
at V < 0, the asymmetry of the urve in Fig. 11 arises
from the fat that the lower U values at the transition
favor the higher kineti energy ontributions available for
the vertial stripes.
However, it has been argued based on the results ob-
tained using the SBA that an inreasing repulsive inter-
ation V favors half-lled vertial stripes, hene the latter
take over at V/t ≃ 0.1 in the parameter regime of x = 1/8
and U/t = 10 [15℄. This nding ould naturally explain
the appearane of lled diagonal stripes in the nikelates,
provided that they were haraterized by a small V term,
and the stability of the half-lled vertial ones in the Nd-
odoped uprates due to possibly larger value of V . It is
also worth mentioning other HF [92℄ and variational [93℄
studies in whih a variety of intriguing stripe phases, o-
existing at V/t ≃ 1.5 with harge order, has been found
in a broad doping region.
Eet of the lattie deformations
So far, we have demonstrated that a nite anisotropy
of the transfer integral t an tip the balane between
vertial and diagonal stripes. Here we will show that
suh anisotropy naturally emerges in a doped system with
DWs, desribed by a single-band Peierls-Hubbard Hamil-
tonian,
H = −
∑
ijσ
tij(uij)c
†
iσcjσ + U
∑
i
ni↑ni↓ +
1
2K
∑
〈ij〉
u2ij .
(14)
In this model we keep only the leading term and assume
a linear dependene of the nearest neighbor hopping ele-
ment tij on the lattie displaements uij ,
tij(uij) = t0(1 + αuij). (15)
Furthermore, we inlude the elasti energy ∝ K whih
allows to investigate the stability of the system with
respet to a given lattie deformation and to deter-
mine the equilibrium onguration. For onveniene,
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FIG. 12: Loal hole nh(lx) (top) and magnetization Spi(lx)
(seond row) density; frational hange of the length for the
bonds to the right nearest-neighbor along the x-diretion u
(0)
x
(irles) and double oupany D(lx) (squares) (third row),
as well as the kineti energy Ext (lx) projeted on the bonds in
the x-diretion (bottom) of the VSC (left) and DSC (right)
stripe phases, as obtained in the Peierls-Hubbard model (14)
with U/t = 5, λ = 0.5 and x = 1/8 (lled symbols). For
omparison the results obtained with λ = 0 are shown by
open symbols.
we parametrize the eletron-lattie oupling with a sin-
gle quantity, λ = α2t0/K, with the parameter values
K/t0 = 18Å
−2
and α = 3Å−1 assumed following the
earlier HF studies [26℄. As previously, we fous on the
doping x = 1/8 (x = 1/6) and present the results of
alulations performed on 16× 16 (12× 12) lusters, re-
spetively, with periodi boundary onditions. These al-
ulations have shown that suh lusters give the most
stable lled stripe solutions for the seleted doping lev-
els. The model (14) was solved self-onsistently in real
spae within the HF (2). Thereby, we used an approx-
imate saddle-point formula for the equilibrium relation
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FIG. 13: The same as in Fig. 12 but for the bond-entered
stripes.
between the atual deformation uij of a given bond and
the bond-harge density 〈c†iσcjσ〉,
u
(0)
ij ≃
αt0
K
∑
σ
〈c†iσcjσ + h.c.〉, (16)
being a onsequene of the linearity assumption in
Eq. (15).
Quite generally, it is a widely spread out belief that
inhomogeneous states at nite doping are very sensitive
to small hanges of λ, supported both by the HF [94, 95℄
and ED studies [96℄. Further, it has been shown that
the eletron-lattie interation favors DW solutions over
other possible phases, suh as isolated polarons or bipo-
larons [26℄. Therefore, a omplete disussion of the stripe
phase stability in orrelated oxides has to inlude the ou-
pling to the lattie.
We turn now to the most important aspet of this
Setion. Figs. 12 and 13 illustrate the eet of the -
nite eletron-lattie oupling λ = 0.5 on the SC and BC
i 1 2 3 4 5
VSC 〈nhi〉 0.270 0.212 0.103 0.038 0.022
〈Szi 〉 0.000 0.146 0.259 0.310 0.321
DSC 〈nhi〉 0.292 0.179 0.094 0.058 0.046
〈Szi 〉 0.000 0.193 0.277 0.305 0.314
TABLE VII: Loal hole 〈nhi〉 and magnetization 〈S
z
i 〉 density
at nonequivalent atoms of the SC stripe phases, all labeled
by dereasing hole density in the x-diretion, in the Peierls-
Hubbard model on a 16 × 16 luster with U/t = 5, λ = 0.5
and x = 1/8.
stripes, respetively. Both gures give a lear demonstra-
tion that, in ontrast to the hopping anisotropy ǫt (7)
disussed above, nite λ markedly modies both the lo-
al hole density (8) and modulated magnetization (9) [f.
also Table III with VII (SC stripes) and Table IV with
VIII (BC stripes)℄. Basially, the inuene of λ resem-
bles the eet of positive t′, smearing out the stripe or-
der by ejeting holes from the DWs, being however muh
stronger. In fat, hole deloalization not only suppresses
the magnetization within the AF domains, but also no-
tieably quenhes magneti moments of the BC domain
walls. These trends an be understood by onsidering en-
ergy inrements: the kineti Et, on-site EU , and elasti
energy EK , as explained below.
One should realize that a system desribed by the
Hamiltonian (14) might be unstable towards lattie de-
formations only if the ovaleny inrease is large enough
to ompensate both the EU and EK energy ost. With-
out the eletron-lattie oupling, a ompromise solution
is mainly reahed by developing a strong magneti or-
der in the AF domains, where a possible kineti energy
gain is irrelevant, and by forming nonmagneti or weakly
magneti DWs with large hole density. As we have al-
ready shown, transverse harge utuations around the
DWs yield the leading kineti energy ontribution. How-
ever, enhaned ovaleny and mixing of the lower ∼ ǫd
and higher ∼ ǫd + U energy states between a DW and
the surrounding sites partly deloalize these states and
inrease double oupany,
D(lx) = 〈n(lx,0),↑n(lx,0),↓〉. (17)
i 1 2 3 4
VBC 〈nhi〉 0.255 0.156 0.063 0.026
〈Szi 〉 0.074 0.209 0.291 0.319
DBC 〈nhi〉 0.248 0.130 0.073 0.049
〈Szi 〉 0.103 0.243 0.294 0.312
TABLE VIII: The same as in Table VII but for the BC stripe
phases.
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Indeed, in the λ = 0 ase, double oupany D(lx)
reahes its maximum at the DWs, as illustrated in
Figs. 12 and 13. The only exeption is the DSC stripe
phase (right panels of Fig. 12) with the largest D(lx) in
the AF domains. As a onsequene, the latter is the
most loalized one with the smallest kineti energy gain
(f. Table I).
The situation hanges when turning on the eletron-
lattie oupling. When the eletrons ouple to the lattie
(λ 6= 0), the bonds ontrat, and the saddle point values
of the distortions (16): u
(0)
ij = 〈uij〉 along (10) and (01)
diretion, respetively, are nite. However, a nonuniform
harge distribution results in a dierent bondlength in
the luster. This is illustrated in Figs. 12 and 13 showing
a frational hange of the length for the bonds to the right
nearest-neighbor along the x-diretion u
(0)
x (third row).
Although the values of u
(0)
ij in the AF domains are also
substantial, the largest lattie deformations ∼ 〈c†iσcjσ〉
appear either on the bonds onneting atoms of the DWs
with their nearest neighbors (f. Fig. 12), or on the
bonds whih join two atoms of the bond-entered DWs
(f. Fig. 13). Aordingly, a strengthening nearest neigh-
bor hopping (15) enables a larger kineti energy gain on
these bonds (f. bottom of Figs. 12 and 13).
As expeted, the inreasing ovaleny is aompanied
by partial quenhing of magneti moments. In order to
appreiate this tendeny, let us onsider a site in the
AF domain with larger density of ↑-spin eletrons (at
A sublattie). One the magnetization is redued, the
orresponding ↑-spin energy level whih belongs to the
lower Hubbard band is pushed upwards, and the ↓-spin
of the upper Hubbard band goes down. As a result, the
loally raised ↑-spin state beomes stronger mixed with
↓-spin states at the surrounding sites of B sublattie, and
simultaneously bond-harge density inreases. At the
same time, eletrons, jumping forth and bak between
the entral site with the ↑-spin polarization and its near-
est neighbors with the ↓-spin one, enhane onsiderably
double oupany D(lx), as shown in Figs. 12 and 13.
This weakens the stripe order and results in a more uni-
form distribution of D(lx). Of ourse, the inrease of the
elasti energy and onomitant enhanement of the on-
site energy, both owing to nite bond ontrations (16),
Ext /t E
y
t /t EU/t EK/t Etot/t
DBC −0.9679 −0.9679 0.6478 0.2548 −1.0332
DSC −0.9670 −0.9670 0.6450 0.2544 −1.0346
VB(S)C −1.0496 −0.9248 0.6719 0.2638 −1.0387
TABLE IX: Ground-state energy Etot per site, kineti energy
(Ext , E
y
t ) and potential energy (EU , EK) omponents, as ob-
tained in the Peierls-Hubbard model. Parameters: U/t = 5,
λ = 0.5, and x = 1/8.
4.0 4.5 5.0 5.5 6.0 6.5 7.0
U/t
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DSC
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DBC
VBC
FIG. 14: Phase diagrams for site-entered (a) and bond-
entered (b) stripe strutures as alulated from the Peierls-
Hubbard model for doping x = 1/8 (solid line) and x = 1/6
(dashed line).
is ompensated by the kineti energy gain and the total
energy is lowered (f. Tables I and IX).
We lose this Setion with the phase diagrams shown
in Fig. 14. They were obtained by varying U and the
oeient α, while maintaining onstant K/t0 = 18Å
−2
.
The inreased stability of vertial stripes follows from the
relative stronger enhanement of the loal hopping ele-
ments (15) (and onsequently larger gain of the kineti
energy), espeially on the bonds in the diretion perpen-
diular to the DWs itself.
SUMMARY
In summary, we have shown that a ompetition be-
tween magneti energy of interating almost loalized
eletrons and the kineti energy of holes reated by
doping leads to the formation of new type of oexist-
ing harge and spin order  the stripe phases. We
have shown that vertial (horizontal) and diagonal stripes
dominate the behavior of the harge strutures formed by
doping the antiferromagnet away from half lling, using
the solutions obtained for the Hubbard model within the
HF approximation in the physially interesting regime
of the Coulomb interation. The detailed harge distri-
bution and the type of stripe order depend on the ratio
U/t, on the value of the next-neighbor hopping t′, and
on the nearest-neighbor Coulomb interation V . We have
also shown that a strong eletron-lattie oupling might
be responsible for the appearane of the vertial stripes
observed in the superonduting uprates at x = 1/8.
Altogether, although some experimentally observed
trends ould be reprodued already in the HF approah,
the presented results indiate that strong eletron orre-
lations play a ruial role in the stripe phases and have
to be inluded for a more quantitative analysis. Fur-
ther progress both in the experiment and in the theory is
neessary to establish the possible role of stripes in the
phenomenon of high temperature superondutivity.
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