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Structural materials display a strong size-dependence when deformed non-uniformly into 
the inelastic range: smaller is stronger. This effect has important implications for an 
increasing number of applications in structural failure, electronics, functional coatings, 
composites, micro-electro-mechanical systems (MEMS), nanostructured materials, 
micro/nanometer fabrication technologies, etc. The mechanical behavior of these applications 
cannot be characterized by classical (local) continuum theories because they incorporate no 
‘material length scales’ and consequently predict no size effects. On the other hand, it is still 
not possible to perform quantum and atomistic simulations on realistic time and structures. It 
is therefore necessary to develop a scale-dependent continuum theory bridging the gap 
between the classical continuum theories and the atomistic simulations in order to be able to 
design the size-dependent structures of modern technology.  
Nonlocal rate-dependent and gradient-dependent theories of plasticity and damage are 
developed in this work for this purpose. We adopt a multi-scale, hierarchical thermodynamic 
consistent framework to construct the material constitutive relations for the scale-dependent 
plasticity/damage behavior. Material length scales are implicitly and explicitly introduced into 
the governing equations through material rate-dependency (viscosity) and coefficients of 
spatial higher-order gradients of one or more material state variables, respectively. The 
proposed framework is implemented into the commercially well-known finite element 
software ABAQUS.  
The finite element simulations of material instability problems converge to meaningful 
results upon further refinement of the finite element mesh, since the width of the fracture 
process zone (shear band) is determined by the intrinsic material length scale; while the 
classical continuum theories fail to address this problem. It is also shown that the proposed 
theory is successful for the interpretation of indentation size effects in micro/nano-hardness 
when using pyramidal and spherical indenters and gives sound interpretations of the size 
effects in micro-torsion of thin wires and micro-bending of thin beams.  
Future studies should be directed toward incorporation of the size effects into design 
procedures and code recommendations of modern engineering structures (e.g. for MEMS, 






1.1 Problem Statement 
 
In his address to the 2002 meeting of the American Association for the Advancement of 
Science, Dr. Jack Marburger, President Bush’s Science Advisor, declared that we are in the 
early stage of a revolution in science. “The revolution I am describing,” he said, “is one in 
which the notion that everything is made of atoms finally becomes operational.” The 
development of what Dr. Marburger called “the atom-by-atom understanding of functional 
matter” directed our ability to work with structures whose dimensions are measured in 
thousandths of a meter (or millimeter), in millionths of a meter (or micrometer) and, recently, 
in billionths of a meter (or nanometer). These developments have acquired understanding and 
probing the properties of materials at a variety of length scales ranging from a few 
centimeters down to a few nanometers. 
The dependence of material mechanical properties on the size of the structure, which is 
often termed material length scales or size effects, have been of great importance in many 
current engineering science applications. For example experiments have revaled that forces 
acting on particle-reinforced composites, torsion of thin wires, bending of thin beams, 
indentation of a solid, and loads on plates with holes have revealed that a substantial increase 
in the strength (defined as the maximum load divided by the characteristic cross sectional area 
of the structure) is achieved by decreasing the particle size, the wire diameter, the beam 
thickness, the indenter size, and the hole size, respectively. In other words, with all other 
properties held constant, the smaller geometrical size is the stronger. The material mechanical 
properties, such as strength or hardness whether in simple tension, torsion, bending, or 
indentation testing are therefore size dependent. These effects are seen experimentally when 
the characteristic dimension of the physical phenomenon involved is in the order of the 
structural scale of interest. Therefore, the representative length scale  of the deformation 
field sets the qualitative and quantitative behavior of size effects. 
Macro-scale, meso-scale, micro-scale, nano-scale, and atomic-scale are typically referred 
to length scales that are larger than 1 millimeter ( 310−>  meters), between 0.1 and 1 
millimeters ( 4 310 10− −≈ −  meters), between 0.1 and 100 micrometers ( 7 410 10− −≈ −  meters), 
between 0.1 and 100 nanometers ( 10 710 10− −≈ −  meters), and less than 0.1 nanometers 
( 1010−<  meters), respectively. Much is known about the physical properties and behavior of 
isolated molecules at the atomic-scale and bulk materials at the macro-scale. However, the 
properties of matter at the meso-, micro- and nano-scales, cannot necessarily be predicted 
from those observed at larger or smaller scales. Instead, they exhibit important differences 
that cannot be explained by traditional models and theories. Some of these differences result 
from continuous modifications of characteristics with changing size (i.e. scale effect). Scale or 
size effect is observed in entities that are natural (Figure 1.1) and entities that are man made 
(Figure 1.2). For example, the physical characteristics of an Ant ( 5≈ mm) is different from 
than that of a Bacteria ( 0.3≈ mµ ) and the physical characteristics of a pin ( 20≈  mm) is 
different than that of a microelectromechanical device ( 50≈ mµ ). Therefore, the ability to 
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understand, design, and control these 
properties will lead to a whole new world 
of functional scale assemblies. 
The conventional continuum theories 
are successful in macro-scale material 
structures, but they fail to predict the 
material behavior observed at the meso-, 
micro-, and nano-scales such as the depth-
dependent indentation hardness. On the 
other hand, it is still not possible to 
perform quantum and atomistic 
simulations on realistic time and material 
structures. Moreover, the quantum and 
atomistic models may fail to predict the 
material behavior at the nano-, micro-, 
and/or meso-scales. Beginning at the 
molecular level (the level at which the 
fundamental properties of materials and 
systems are established), new chemical 
and physical properties emerge as 
cooperative interactions begin to dominate 
the behavior of nano-, micro- and/or meso-
scale molecular complexes (i.e. at the 
continuum level). Quantum and atomistic 
models and theories may not be able to 
simulate these continuum complexes. It is 
therefore, necessary to develop scale-
dependent continuum theories bridging the 
gap between the conventional continuum 
theories and atomistic simulations in order 
to determine the material mechanical 
response of meso-, micro-, and nano-scale 
structures and micro/nano-machines (e.g. 
microelectromechanical devices or 
MEMS, nanoelectromechanical devices or 
NEMS, thin films, micro-electronics, 
optoelectronic devices, and multilayered 
nanocomposites). The resulting advances 
of such theories include laptop computers 
more powerful than the mainframe 
systems, composites ten times as strong as 
steel, superconducting materials for high-
efficiency transmission of electricity, 
hydrogen cell for much higher storage 
capacity, metal cutting and forming tools, 
and friction and wear products. 
DNA 
~2-1/2 nm diameter 
Fly ash 
~ 10-20µm  
Atoms of silicon 
spacing ~tenths of nm 
Human hair 
~ 10-50µm wide 
Red blood cells 
with white cell 
~ 2-5 µm 
Ant 






~10 nm diameter 
Figure 1.1 Scale of natural entities (U.S. DOE, 
2003).






Man made Entities 
MicroElectroMechanical devices
10 -100 µm wide 
Red blood cells 
Pollen grain 
Head of a pin 
1-2 mm 
Quantum corral of 48 iron atoms on copper surface 
positioned one at a time with an STM tip 
Corral diameter 14 nm 
Nanotube electrode 
Carbon nanotube 
~2 nm diameter 
Nanotube transistor 
Zone plate x-ray “lens” 
Outermost ring spacing 
 ~35 nm 
CdSe Nanocrystal storage  
~0.1 nm 
Figure 1.2 Scale of man made entities (U.S. DOE, 2003). 
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Generally, the nonlinear material behavior may be attributed to two distinct material 
mechanical processes: plasticity (i.e. dislocations along crystal slip planes; Figure 1.2(a)) and 
damage (cracks, voids nucleation and coalescence, decohesions, and cleavage in regions of 
high stress concentration; Figure 1.2(b)). These two degradation phenomena are described 
best by the continuum theories of plasticity and damage mechanics. However, as the plasticity 
and damage defects localize over narrow regions of the continuum, the characteristic length-
scale governing the variations of those defects and their average interactions over multiple 
length-scales falls far below the scale of the local state variables of classical plasticity and 
damage theories used to describe the response of the continuum. This leads to the loss of the 
statistical homogeneity in the representative volume element (RVE) and causes strong scale 
effects; in such a way that all the macroscopic response functions of interest (e.g. the 
Helmholtz free energy, Ψ ; the dissipation potential, Π ; the Cauchy stress tensor, σ ; the 
small strain tensor, ε ; the stiffness tensor; E ; etc.) are sensitive to the distribution, size, and 
orientation of the micro-, meso- and macro-structural defects within the RVE. The plasticity 
Figure 1.3 (a) Forming of dislocation loops (plasticity) obtained by using Transmission 
Electron Microscope (TEM) (Meng, 2001). (b) Forming of cracks and voids (damage) 




and damage evolution processes are, therefore, statistically inhomogeneous at scales smaller 
than the scale of interest. This suggests that the macroscopic inelastic deformations and 
failure are governed by mechanisms at different scale levels (nonlocality) which gives rise to 
the gradient-dependent effects. Thus, the gradient effect is important when the characteristic 
dimension of the plastic and/or damage deformation zone is of the same order as the material 
intrinsic length-scale, which is in the order of microns for commonly used materials. For 
example dislocation interactions are observed on a mesolevel with length-scale 0.1 10 mµ−  
affecting strongly the material behavior on the macrolevel with length-scale 100 mµ≥ .  
During the last quarter of a century, it became clear that neither distributed damage in 
materials nor transitions to discrete microstructural models can be adequately characterized by 
local constitutive relations between stress and strain tensors. Conventional or classical 
plasticity and damage theories generally assume that the stress at a point is a function of strain 
at that point only. However, when inhomogeneties are present and the gradients in strain 
become significant, this localization assumption is no longer valid. Therefore, continuum 
plasticity and damage theories that take into account the influence of the nth nearest neighbor 
of the material points or the long-range microstructural interactions should be developed. The 
change in material mechanical response with change in size is attributed to the presence of 
material length scales. If the presence of these length scales is ignored, then the classical 
continuum theories can be applied at large size scales since gradients are small. However, at 
smaller size scales, more defects are observed in a smaller area, resulting in large gradients 
and higher strength. 
This dissertation addresses the problem of material length scales with the underlying 
objective is to efficiently incorporate material length scales in the classical continuum 
plasticity/damage theories through the development of a gradient-dependent theory. This 
development will allow us to investigate a range of phenomena that cannot be well addressed 
by the conventional continuum plasticity/damage theories such as the size-dependence of 
material behavior and localization in softening media. 
 
1.1.1 Size Effects 
 
Size effect is a subject of current increasing interest due to the fact that current applications 
in modern technology involve a variety of length scales ranging from a few centimeters down 
to a few nanometers. Accordingly several experiments have been developed to measure the 
material mechanical properties at these length scales. These experiments, however, have 
shown that materials display strong size effects when the characteristic length scale associated 
with heterogeneous inelastic deformation is in the order of the scale of interest. For example, 
in microindentation and nanoindentation hardness tests the measured hardness of single 
crystal and polycrystal metallic materials increases by a factor of 2 as the depth of indentation 
decreases from 10 to 0.01 micrometers (e.g. Stelmashenko et al., 1993; DeGuzman et al., 
1993; Ma and Clarke, 1995; Poole et al., 1996; McElhaney et al., 1998; Lim and Chaudhri, 
1999; Elmustafa and Stone, 2002, 2003; Swadener et al., 2002a, 2002b). Figure 1.4 shows the 
indentation hardness versus the depth of indentation for single crystal and polycrystal copper 
(McElhaney et al., 1998). It is clearly observed that hardness exhibits a strong dependence on 
indentation depth.  
Similar size dependence of material behavior at various length scales has also been 
observed in other experiments. Figure 1.5 shows that the scaled shear strength in microtorsion 
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of thin copper wires increases by a factor of 3 as the wire diameter decreases from 170 to 12 
micrometers (Fleck et al., 1994). Figure 1.6 shows that the scaled bending strength in 
microbending of thin nickel films increases significantly as the film thickness decreases from 
50 to 12.5 micrometers (Stolken and Evans, 1998).  
Moreover, experimental work on particle-reinforced composites has revealed that a 
substantial increase in the macroscopic strength can be achieved by decreasing the particle 
size while keeping the volume fraction constant (Lloyd, 1994; Rhee et al., 1994a, 1994b; Zhu 
and Zbib, 1995; Nan and Clarke, 1996; Kiser et al., 1996; Zhu et al., 1997). Indentation of 
thin films shows an increase in the strength with decreasing the film thickness (Huber et al., 
2002). Experimental studies show an increase in the strength with decreasing hole size for 
geometrically similar perforated plates under tension, i.e. plates with a hole or several holes 
(e.g. Imamura and Sato, 1986; Taylor et al., 2002; Tsagrakis and Aifantis, 2002). 
Furthermore, there are many other well-known problems that show strong size effects. 
Example of which is testing of polycrystalline materials shows an increase in strength with 
decreasing the grain diameter; the so-called Hall-Petch behavior. Other similar effects are 
depicted when the fracture toughness ICK  in fracture design codes decreases with increasing 
thickness, the size of the process zone ahead of a crack tip decreases with increasing yield 
stress, increase in strength with decreasing the size of the notch for U-notched geometrically 
similar tensile bars, etc.  
These experiments have thus shown increase in strength with decrease in size at various 
length scales. The material mechanical properties, such as flow stress or hardness, in metallic 
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materials whether in simple tension, torsion, bending, or indentation testing are thus size 
dependent. In all of these cases, the representative length scale  of the deformation field sets 
the qualitative and quantitative behavior of size effects. The classical continuum plasticity and 
damage theories, as well as any theory in which the material behavior is fully characterized in 
terms of stresses and strains (without reference to any characteristic length scale), cannot 
predict the size effects since they do not possess an intrinsic material length-scale in their 
governing equations (i.e. material parameter with length dimension). On the other hand, it is 
still not possible to perform quantum and atomistic simulations on realistic time scale and 
structures. A multi-scale continuum theory, therefore, is needed to bridge the gap between the 
classical continuum theories and atomistic simulations. 
 
1.2.1 Localization of Material Deformation 
 
Another major research direction that has evolved rapidly as an outgrowth of the necessity 
to incorporate length scale measures in the classical continuum theories is the development of 
numerical techniques where the length scale parameter is used as a localization limiter.  
Experimental observations of the plastic and damage behavior of various materials reveal 
the existence of localization phenomena. Typical example is the formation of shear bands in 
concrete and rock under tension or unconfined compression, heavily consolidated soils under 
shear, or metallic materials under high speed impacts. Strain localization is a notion 
describing a deformation mode, in which the whole deformation of a material structure occurs 
in one or more narrow bands, while the rest of the structure usually exhibits unloading (see 
Figure 1.7). The width and direction of localization bands depend on the material parameters, 
geometry, boundary conditions, loading distribution, and loading rate.  
The physical origin of localization lies at the micro-scale of observation. Experimental 
observations indicate that in general the processes of cold-working, forming, machining of 
mechanical parts, etc. can cause an initial evolution of defects in the virgin material state in 
the form of localized zones, such as the nucleation of certain amount of micro-cracks, micro-
voids, dislocations, and micro-shear bands. Those localized defects of plasticity and damage 
induced in the material structure along with the subsequent defects that occur during the 
loading process leads to a heterogeneous (non-uniform) material behavior. Further loading of 
materials of this type will cause failure mechanisms to occur at localized zones of plasticity 
and damage. In those localized zones, a lot of defects may undergo irreversible growth; 
coalescence of pre-existing micro-cracks and micro-voids may occur; forming of dislocations 
may proceed; and new defects may nucleate and their ultimate coalescence results in failure. 
In simple terms, material heterogeneity induces a strongly nonlinear behavior and local 
weakness of the material, which is a material instability triggering strain localization. As a 
result of the inhomogeneous deformations a softening response at the structural level is 
observed. 
To assess the safety of a system it is necessary to analyze its ductility. In other words, it is 
necessary to evaluate the danger of a sudden (brittle) failure just after reaching the limit load. 
Therefore, there exists a demand for reliable computational methods capable of reproducing 
the post-peak behavior in addition to the ultimate load carrying capacity.  
Classical, i.e. local, plasticity and damage theories embody an implicit assumption that the 
deformation of the specimen varies in a sufficiently smooth manner, which is not the case 
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when strain localization occurs. The mathematical implication of such theories within the 
classical continuum description is the loss of well-posedeness of the partial differential 
equations governing the solution of a given initial boundary value problem. The further 
consequence is a spurious discretization sensitivity in numerical simulations of localization 
and softening problems. Therefore, in order to preserve the well-posedeness of the governing 
equations in classical plasticity and damage theories we need to incorporate material length 
scale parameters in the definition of the material constitutive models. Therefore, length scale 
parameter is used as a localization limiter; i.e. as a means of preserving the well-posedeness 
and discretization sensitivity in initial boundary value problems for strain softening ductile 
behavior and damage softening brittle behavior.    
 
1.2 Background and State of the Art 
 
The problem of developing a continuum micromechanical-based theory which could be 
used as an engineering tool both in analysis and in computer-aided design of materials, is a 
topical and still unsolved material science problem. Attempts to construct such a theory are 
faced with the difficulties in describing the microscopic structure of materials in terms of 
continuum mechanics. When load is applied, the elastic and inelastic deformation of materials 
occur in most cases not homogeneously, but reveal fluctuations on various space scales. This 
heterogeneity plays a key role in determining the mechanical properties of materials. 
In the last ten years or so a number of authors have physically argued that the size 
dependence of the material mechanical properties results from an increase in higher-order 
Shear Band 
Figure 1.7 Development of localization phenomenon in metallic materials. 
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strain gradients inherent in highly non-uniform (localized) zones of deformation (e.g. 
Stelmashenko et al., 1993; DeGuzman et al., 1993; Fleck et al., 1994; Ma and Clarke, 1995; 
Arsenlis and Parks, 1999; Busso et al., 2000; Gao and Huang, 2003). For example the 
material deformation in crystalline materials enhances the dislocation formation, the 
dislocation motion, and the dislocation storage. The dislocation storage causes material 
hardening. The stored dislocations generated by trapping each other in a random way are 
referred to as statistically-stored dislocations (SSDs), while the stored dislocations that 
relieve the plastic deformation incompatibilities within the polycrystal caused by non-uniform 
dislocation slip are called geometrically-necessary dislocations (GNDs). Their presence 
causes additional storage of defects and increases the deformation resistance by acting as 
obstacles to the SSDs (Gao et al., 1999b). SSDs are believed to be dependent on the effective 
plastic strain, while the density of GNDs is directly proportional to the gradient of the 
effective plastic strain (Kroner, 1962; Ashby, 1970; Fleck and Hutchinson, 1997; Arsenlis and 
Parks, 1999). Accordingly, the theories of strain gradient plasticity have been proposed based 
on the concept of geometrically necessary dislocations in order to characterize the size effects. 
Inspired by the size effects problem in various metallic and non-metalic materials and the 
loss of well-posedness of the governing equations in the softening media, a number of 
gradient-enhanced theories have been proposed to address these problems through the 
incorporation of intrinsic length-scale measures in the constitutive equations, mostly based on 
continuum mechanics concepts. Gradient approaches typically retain terms in the constitutive 
equations of higher-order gradients with coefficients that represent length-scale measures of 
the deformation microstructure associated with the nonlocal continuum. These length-scale 
parameters are material properties that derive qualitatively and quantitatively the size effects. 
Moreover, the incorporation of these material length-scale parameters is necessary to preserve 
the well-posedeness of the constitutive relations in softening media. 
Aifantis (1984) was one of the first to study the gradient regularization in solid mechanics. 
However, the gradient theory of Aifantis (1984) is motivated by localization of softening and 
its principal aim was to achieve objectivity of continuum modeling and numerical 
simulations. Other researchers have contributed substantially to the gradient approach with 
emphasis on numerical aspects of the theory and its implementation in finite element codes: 
Lasry and Belytschko (1988), Aifantis (1992); Zbib and Aifantis (1992); and de Borst and co-
workers (e.g. de Borst and Sluys, 1991; de Borst and Mühlhaus, 1992; de Borst et al., 1993; 
Pamin 1994; de Borst and Pamin, 1996; de Borst et al., 1999). In addition, we should include 
here the recent works of Oka et al. (2000), Aifantis et al. (1999), Askes et al. (2000), 
Bammann et al. (1999); Chen and Wang (2002), Di Prisco (2002), Ganghoffer (1999); Kuhl 
(2000); Wang et al. (1998); Askes and Sluys (2002), Geers et al. (2000), and Svedberg and 
Runesson (2000). Gradient thermodynamic damage models were also introduced by Fremond 
and Nedjar (1996), Voyiadjis et al. (2001), Voyiadjis and Dorgan (2002), and Voyiadjis et al. 
(2003). Moreover, we refer to interesting contributions on the physical origin of the length 
scale in gradient plasticity theories made by Voyiadjis and Abu Al-Rub (2002) and Abu Al-
Rub and Voyiadjis (2004). 
The gradient terms in several plasticity models are introduced through the yield function 
(e.g. Mühlhaus and Aifantis, 1991; de Borst and Mühlhaus, 1992; Gao et al., 1999a; Fleck and 
Hutchinson, 2001; Chen and Wang, 2002a). The gradient concept is also extended to the 
gradient damage theory that has been developed for isotropic damage (e.g. Peerlings et al., 
1996) and for anisotropic damage (e.g. Kuhl et al., 2000; Voyiadjis et al., 2001, 2003, 2004; 
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Voyiadjis and Dorgan, 2001). In addition, extension of the gradient theory to rate-dependent 
plasticity/damage has been recently addressed by few authors (Wang et al., 1998; Aifantis et 
al., 1999; Oka et al., 2000; Voyiadjis et al., 2003, 2004; Gurtin, 2002, 2003; Saczuk et al., 
2003).  
In parallel, other approaches that have length-scale parameters in their constitutive 
structure (commonly referred to as nonlocal theories) have appeared in the literature as an 
outgrowth of earlier work by Eringen (e.g. Eringen and Edelen, 1972) and Bazant (e.g. 
Pijaudier-Cabot and Bazant, 1987; Bazant and Pijaudier-Cabot, 1988). Nonlocal models also 
abandon the assumption that the stress at a given point is uniquely determined by the history 
of strain and temperature at this point only. They take into account possible interactions with 
other material points in the vicinity of that point. Theoretically, the stress at a point can 
depend on the strain history in the entire body, but the long-range interactions certainly 
diminish with increasing distance, and can be neglected when the distance exceeds the length 
of interaction. Early studies on nonlocal elasticity, motivated by homogenization of the 
atomic theory of Bravais lattices, aimed at a better description of phenomena taking place in 
crystals on a scale comparable to the range of interatomic forces. They showed that nonlocal 
continuum models can approximate the dispersion of short elastic waves and improve the 
description of interactions between crystal defects such as vacancies, interstitial atoms, and 
dislocations. Eringen (e.g. Eringen and Edelen, 1972) introduced the idea of nonlocal 
continuum in elasticity and phenomenological hardening plasticity; while, Bazant (e.g. 
Pijaudier-Cabot and Bazant, 1987; Bazant and Pijaudier-Cabot, 1988) extended the nonlocal 
concept to strain softening materials and introduced the nonlocal damage theory. 
Another class of gradient theories have advocated in the last decade that the stress tensor of 
the resulting three-dimensional constitutive equations is  an asymmetric stress tensor. These 
theories assume higher-order gradients of the displacement field (e.g. Fleck et al., 1994; Fleck 
and Hutchinson, 1993, 1997, 2001; Nix and Gao, 1998; Gao et al., 1999a, 1999b; Huang et 
al., 2000a; Gao and Huang, 2001; Hwang et al., 2002). This group of theories is in fact a 
particular case of generalized continua, such as micromorphic continua (Eringen, 1968), or 
continua with microstructure (Mindlin, 1964), which were all inspired by the pioneering work 
of the Cosserat brothers (Cosserat and Cosserat, 1909). The Cosserat continuum (or 
micropolar continuum) enhances the kinematic description of deformation by an additional 
field of local rotations, which can depend on the rotations corresponding to the displacement 
field, i.e. on the skew-symmetric part of the displacement gradient for the small displacement 
theory, or on the rotational part of the polar decomposition in the large-displacement theory. 
Micropolar extensions of softening continuum models can also serve as localization limiters 
(de Borst and Sluys, 1991), but only for localization modes that activate the rotational degrees 
of freedom and not for pure splitting failure. In this connection, a similarly motivated strain 
gradient theory of plasticity based on incompatible lattice deformations was recently 
advanced by Acharya and Bassain (200), Bassani (2001), and Gurtin (2002, 2003). 
All the theories mentioned so far include in their structure explicit material length scale 
measures. However, incorporation of rate-dependent viscous terms (e.g. Perzyna, 1966; 
Needleman, 1988; Wang et al., 1996) introduces an implicit length scale measure and limits 
localization in dynamic or quasi-static problems. 
The gradient-dependent theories have given reasonable agreement with the size 
dependence encountered in composite material experiments (e.g. Fleck and Hutchinson, 1997; 
Shu and Fleck, 1999; Shu and Barrlow, 2000; Busso et al., 2000; Bassani, 2001; Xue et al., 
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2002a), micro- and nano-indentation experiments (e.g. Nix and Gao, 1998; Shu and Fleck, 
1998; Begley and Hutchinson, 1998; Gao et al., 1999b; Huang et al., 2000a, 200b; Yuan and 
Chen, 2001) as well as with the micro-bend and micro-twist experiments (Gao et al., 1999b; 
Aifantis, 1999; Tsagrakis and Aifantis, 2002). Moreover, the gradient-dependent theory is 
successful as a localization limiter (e.g. Aifantis, 1984, 1987; Lasry and Belytschko, 1988; de 
Borst et al., 1993; de Borst and Pamin, 1996; Bammann et al., 1999;). 
Accordingly, there are several approaches for modeling size effect and localization 
problems at various length scales: gradient, nonlocal, and micropolar theories. Atomistic 
approach such as molecular dynamics and, mixed strategies that couple continuum with 
atomistic models can also be used (Lidorikis et al. 2001; Nakano et al., 2001; Horstemeyer et 
al., 2001). For example, atomistic approach or molecular dynamics (MD) is more suited for 
modeling of discrete features such as micro-cracks at the nano-scale. However, current 
computational technology allows the MD simulation of systems with a billion atoms for 
periods in the pico-second range. This size problem is enough for a number of applications 
but is far from the range, in space and time, which is required in the general design of nano-
systems. Thus, MD needs to be used in conjunction with other coarse approaches such as the 
finite element method (Lidorikis et al., 2001; Nakano et al., 2001; Horstemeyer et al., 2001). 
This in turn, demands appropriate interfacing strategies. Gradient-dependent theory on the 
other hand, can be directly implemented in finite element codes as an ordinary constitutive 
model. In this dissertation we formulate a thermodynamically consistent gradient-dependent 
plasticity/damage theory suitable for describing the size effects problem in the meso-, micro-, 
and nano-scale systems, as well as, suitable as a localization limiter for macro-scale 
structures. 
 
1.3 Scope and Objectives 
 
This dissertation explores an important and under-researched topic on the so-called 
bridging of length scales, in which the careful characterization of mechanical response 
requires that the developed material model “bridge” the representations of events that occur at 
two or more scales. Research in this dissertation focuses on several areas of multi-scale 
constitutive and computational modeling and mathematical characterization of material 
response under various static and dynamic loading conditions.  
The underlying objective here is to efficiently incorporate material length scales in the 
classical continuum plasticity/damage theories through the development of a dipolar (i.e. 
nonlocal gradient and time-rate dependent) theory. Implicit and explicit incorporation of 
material length scales is achieved through the development of coupled viscoinelasticity (rate-
dependent plasticity/damage) and nonlocal gradient-dependent constitutive relations, 
respectively. This development will allow us to investigate a range of phenomena that cannot 
be well addressed by the conventional continuum plasticity/damage theories such as the size-
dependent of material behavior and localization in softening media. 
First, this dissertation focuses on providing a state-of-the-art in modeling the nonlinear 
material behavior by considering more deeply the continuum plasticity and damage 
morphologies. Assessment of strong coupling between damage and plasticity is also explored. 
This is achieved by developing a general consistent thermodynamic framework with 
consideration of the discontinuities (i.e. heterogeneous deformation) at various length scales. 
Enhanced nonlocal strain gradient coupled plasticity and damage theories are developed on 
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the continuum level and used to bridge the gap between the micromechanical and classical 
continuum inelasticity.  
Second, the proposed frameworks are implemented in the well-known implicit and explicit 
commercial finite element software ABAQUS (2003) by using the material subroutines 
UMAT and VUMAT and in the in-house code DNA (2002). Several new numerical 
algorithms are developed and implemented in order to integrate the nonlinear differential 
equations effectively and to optimize the computational performance. Moreover, a simpler 
and more robust computational algorithm is developed for the gradient approach that can be 
implemented in the existing finite element codes without large modifications as compared to 
the well-known approach of de Borst and co-workers (e.g. de Borst and Sluys, 1991; de Borst 
and Mühlhaus, 1992; de Borst et al., 1993; Pamin 1994; de Borst and Pamin, 1996; de Borst 
et al., 1999). These computational algorithms are used in solving the numerical stability 
problem and the mesh size sensitivity problem in the finite element method.   
Finally, this dissertation focuses on providing deeper understanding of the physical nature 
of the material length scale by considering the dependence of material mechanical response 
on the structural size (i.e. the problem of size effects). Although there has been a tremendous 
theoretical work to understand the physical role of the gradient theory, this research area is 
still in its critical state with numerous controversies. This is due to some extent to the 
difficulty in calibration of the different material properties associated with the gradient-
dependent models. But more importantly is the difficulty of carrying out truly definitive 
experiments on critical aspects of the evolution of the dislocation patterns and crack and void 
structures. Furthermore, the calibration of the constitutive coefficients of a gradient-dependent 
model should not only rely on stress-strain behavior obtained from macroscopic mechanical 
tests, but should also draw information from micromechanical, gradient-dominant tests such 
as micro/nano-indentation tests, microbending tests, and/or microtorsion tests. Thus, the full 
utility of gradient-based models hinges on the ability to determine the constitutive length 
parameter that scales the gradient effects. The work in this dissertation also aims at addressing 
and remedying this problem. Special emphasis is placed on giving deeper understanding of 
the size effects in micro/nano indentation of metallic materials, microbending of thin films, 
and microtorsion of thin wires. 
 
1.4 Fundamental Concepts 
 
Materials with microstructure are nonlocal in behavior due to the interplay of characteristic 
lengths including sizes or spacing of defect clusters, grain sizes, fiber spacing, etc. The 
microstructural characteristic lengths are significant in the analysis of the material at a scale 
where the microstructure characteristic length is greater than the required resolution length, or 
where the size of the representative volume element (RVE) is significant compared to the 
specimen size. As traditional continuum mechanics does not contain characteristic lengths, the 
use of nonlocal models is required in order to introduce a microstructure characteristic length 
and in order to introduce long-range microstructural interactions where the stress response at a 
material point is assumed to depend on the state of its neighborhood in addition to the state of 
the material point itself. The nonlocal concept is applicable to any type of constitutive model. 
 The use of the nonlocal continuum theory is made. Integral-type nonlocal models replace 
one or more variables (typically, state variables) by their nonlocal counterparts obtained by 
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weighted averaging over a spatial neighborhood of each point under consideration. If ( )A x  is 
some ‘local’ field in a domain V, the corresponding nonlocal field is defined as 
 




= +∫A h Aξ ξx x  (1.1) 
 
where ( )h ξ  is a nonlocal weight function that decays smoothly with distance ξ . ξ  is the 
vector pointing to the infinitesimal volume dV . In the vicinity of a boundary, the weight 
function is usually scaled such that the nonlocal operator does not alter a uniform field. This 
can be achieved by setting 
 
 ( ) ( )d
V
V V= ∫ hξ ξ  (1.2) 
 
where ( )rh  is a monotonically decreasing non-negative function of the distance r = ξ . 
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where  is called the internal length of the nonlocal continuum, which sets the averaging 
volume or the size of inhomogeneity, and dimn  is the spatial dimension of the problem (1, 2, 












− ≤ ≤ =  
 ≤
h  (1.4) 
 
where ς  is a parameter proportional to the internal length. Since ς  corresponds to the largest 
distance of point ξ  that affects the nonlocal average at point x , it is called the interaction 
length. Theoretically, the Gauss function in Eq. (1.3) has an unbound support, i.e. its 
interaction length is ς → ∞ . In practical calculations, the weight function is truncated at the 
distance where its value becomes negligible. 
The length scales imposed by different types of weight functions can be compared if the 
internal length  for an arbitrary function ( )rh  is defined as the central polar radius of inertia 
of an infinite body of mass density ( )rh , where r = ||x|| is the radial coordinate (distance from 
























Parameter  of the Gauss function, Eq. (1.3), satisfies Eq. (1.5) for any spatial dimension. For 
the bell-shaped function, Eq. (1.4), we obtain in one-dimension / 7ς= , in two-dimensions 
/ 2ς= , and in three dimensions / 3ς= .  
 Gradient formulations are found when the local field ( )+A ξx  in Eq. (1.1) is expanded in 
a Taylor series around x , such that: 
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where ∇  is the first-order gradient operator and 2∇  denotes the second-order gradient 
(Laplacian) operator. The above Taylor series expansion of the local variable A  is then 
substituted in the nonlocal spatial averaging, Eq. (1.1). Since we are considering here an 
infinite isotropic body, conducting the integration in Eq. (1.1) with infinite integration 
intervals all of the odd terms in Eq. (1.6) (i.e. the second and third terms in the right hand side 
of Eq. (1.6)) vanish. Consequently, A  reduces to: 
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where the terms of fourth- and higher-order have been neglected.  
For three-dimensional (x,y,z) and ( , ,ξ ζ ς ) coordinate-systems with using the Gauss 
weight function, Eq. (1.3), we can then write Eqs. (1.2) and (1.7) as follows 
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where  is the internal material length scale, which weights each component of the gradient 
term identically. The role of material length scale in solving the problem of size effects and in 
preserving the objectivity of continuum modeling and numerical simulation of the localization 
problem are investigated thoroughly in this dissertation. 
If we assume a more general tensorial character for the nonlocal weight function not 
necessarily confined to the expressions in Eqs. (1.3) or (1.4), then we obtain a different 
weighting of the individual coefficients. In other words, we can suggest replacing the 
traditional averaging operator in Eq. (1.1) by a more complicated implicit scheme, which 
takes into account not only the distance ξ , but also the relative orientation of principal strain 
axes at x . This modification can lead to an improved performance, especially when 
anisotropic influence needs to be simulated. In this dissertation, we restrict our attention to 
standard nonlocal averaging of Eq. (1.1).  
Physical explanation of the presence of strain-gradient effects in crystalline materials is 
based on the existence of two kinds of dislocations: 
 
• The statistically stored dislocations, whose cumulative contributions to a homogeneous 
strain field cancel out; see Figure 1.8(a). Their effect is to reduce the tangent modulus for 
strain hardening. 
• The geometrically necessary dislocations, which are required to make the inelastic strain 
field non-uniform and, in particular, to produce a gradient of inelastic strain (which is 
equivalent to the curvature of the displacement field); see Figure 1.8(e). 
 
The latter is a well-known phenomenon in materials science (e.g. Ashby, 1970; Arsenlis and 
Parks, 1999; Busso et al., 2000; Bassani, 2001). The point is that although dislocations are 
always likely to be present (Figure 1.8(b)), they are not necessary to produce the distorsion of 
a lattice by a uniform strain (Figure 1.8(c)). The geometrically necessary dislocations are the 
cause of the strain gradient effects in crystalline materials.   
 
1.5 Assumptions and Contents 
 
The main assumption of this work is that the elastic behavior ought to be modeled as local, 
while the inelastic behavior is modeled as nonlocal using the gradient-dependent continuum 
theory. The constitutive relations are derived within the framework of thermodynamic 
principles. The constitutive equations for the damaged material are written according to the 
principle of strain energy equivalence between the virgin material and the damaged material. 
The damaged material is modeled using the constitutive laws of the effective undamaged 
material in which the nominal stresses and strains are replaced by the effective ones. 
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Chapter 2 deals with the state of the art in modeling the classical continuum plastic 
behavior of von Mises material types. Evolution equations for the plastic strain, isotropic 
hardening (expansion of the yield surface), and kinematic hardening (movement of the yield 
surface) are derived based on experimental observations. No material length scales are 
incorporated. Numerical integration algorithm of the incremental elasto-plastic constitutive 
equations is proposed and the full Newton-Raphson iterative method is used to solve the 





Figure 1.8 Illustration of the presence of strain-gradients; (a,d) initial states of square lattices 
with 56 and 63 atoms, respectively; (b,c,e) plastically deformed lattices; (b,c) homogeneous 
strain; (e) strain gradient (lattice curvature); (b) statistically stored edge dislocations, whose 
contributions to overall deformation cancel out; (e) geometrically necessary dislocations, and 
(c) shows that for a homogeneous deformation no dislocations are necessary. 
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finite element code ABAQUS (2003) and in the in-house code DNA (2002) is discussed. The 
application of the derived classical plasticity constitutive equations to complex loading 
scenarios is shown.    
Chapter 3 presents a systematic construction of a strong coupling between classical 
continuum plasticity and damage mechanics. Various aspects of an anisotropic damage model 
coupled to plasticity of Chapter 2 are considered. The model considers different interaction 
mechanisms between damage and plasticity defects in such a way that two-isotropic and two-
kinematic hardening evolution equations are derived, one of each for the plasticity and the 
other for the damage. No internal length scales are incorporated in the governing constitutive 
relations. An additive decomposition of the total strain into elastic and inelastic parts is 
adopted in this chapter. The elastic part is further decomposed into two portions, one is due to 
the elastic distortion of the material grains and the other is due to the crack closure and void 
contraction. The inelastic part is also decomposed into two portions, one is due to nucleation 
and propagation of dislocations and the other is due to the lack of crack closure and void 
contraction. Computational issues and numerical algorithm for integrating the derived 
constitutive equations are presented. The new features that the proposed model is attempting 
to present are illustrated by providing qualitative and quantitative plots of stress versus strain. 
Chapter 4 presents a general and consistent framework for the incorporation of material 
length scales in the classical coupled plasticity and damage continuum mechanics of Chapter 
3. This is achieved by using a dipolar (gradient-depended and rate-dependent) theory. The 
proposed formulation includes thermo- elasto- viscoplasticity (rate-dependent plasticity) with 
anisotropic thermo- viscodamage (rate-dependent damage); a dynamic yield criterion of a von 
Mises type and a dynamic damage growth criterion; the associated flow rules; thermal 
softening; non-linear strain hardening; strain-rate hardening; strain hardening gradients; and 
strain-rate hardening gradients. Small deformations are assumed in this Chapter. The gradient 
theory of rate-independent plasticity and rate-independent damage that incorporates 
macroscale interstate variables and their higher-order gradients is generalized here for rate-
dependent plasticity and rate-dependent damage to properly describe the change in the 
internal structure and in order to investigate the size effect of statistical inhomogeneity of the 
evolution-related rate- and temperature dependent materials. The idea of bridging length-
scales is made more general and complete by introducing spatial higher-order gradients in the 
temporal evolution equations of the internal state variables that describe hardening in coupled 
viscoplasticity and viscodamage models, which are considered in this chapter physically and 
mathematically related to their local counterparts. Furthermore, computational issues 
concerned with the current gradient-dependent formulation of initial-boundary value problems 
are introduced in a finite element context. A weak (virtual work) formulation of the nonlocal 
dynamic viscoplastic and viscodamage conditions is derived, which can serve as a basis for 
the numerical solution of initial boundary value problems in the sense of the finite element 
method. Explicit expressions for the generalized tangent stiffness matrix and the generalized 
nodal forces are given. Chapter 5 presents the extension of the proposed framework in 
Chapter 4 to finite deformations with emphasis on solving problems at high speed impact 
loading conditions. 
 Chapter 6 presents the incremental equations and numerical algorithms used in the 
numerical simulations by ABAQUS (2003). The classical elastic predictor-plastic corrector 
concept is followed with extensions to rate-dependent problems. Continuum elasto-plastic and 
consistent tangent operators are derived. A simple numerical algorithm for the gradient 
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approach is presented. Finite deformation numerical framework for direct extensions of small 
deformation constitutive relations to finite deformations is proposed. Viscosity and gradient-
dependent approaches as localization limiters are discussed. Of particular interest is solving 
the mesh-sensitivity in two-dimensional material instability problems. 
Chapter 7 is devoted in identifying the physical nature of the material length scale 
parameters in gradient-dependent plasticity theory based on dislocation kinematics. Based on 
this enrichment in gradient plasticity, a dislocation-based indentation formula is derived that 
is used to capture the size effects in micro-/nano- hardness of crystalline materials. Extensive 
comparisons with indentation size effect experiments are presented. Chapter 8 uses the 
developed gradient plasticity theory theory to capture the size effects observed in (a) 
microtorsion tests of thin wires and (b) microbending tests of thin beams. Chapter 9 
summarizes the conclusions of this work. 
A conventional notation is used in the whole dissertation and each symbol is defined when 










A vast number of models of varying level of sophistication have been developed to model 
the elasto-plastic behavior of metals under different loading conditions. Major classes of these 
models include internal state variable theories (e.g. Dafalias and Popov, 1976; Chaboche and 
Rousselier, 1981, 1983; Lemaitre and Chaboche, 1990; Dornowski and Perzyna, 1999, 2000) 
and multisurface models (e.g. Mroz, 1967; Dafalias and Popov, 1975; Krieg, 1975; Ohno, 
1982; Tseng and Lee, 1983; McDowell, 1985a, 1985b; Voyiadjis and Kattan, 1990; Voyiadjis 
and Sivakumar, 1991). The major difference among these different plasticity models available 
in the literature is the hardening rules which describe the movement of the yield surface 
corresponding to the kinematic hardening and the change in the size of the yield surface 
corresponding to the isotropic hardening. The loading surface separates the elastic and plastic 
response regions, which is characterized by its center and radius represented by the backstress 
and inner yield strength, respectively.  
Isotropic hardening (Hill, 1950) and/or kinematic hardening (Prager, 1956) are commonly 
used concepts to describe the plastic behavior of the class M materials (metal-like behavior) 
under complex loading conditions. In classical theories of plasticity, the yield condition is 
expressed as a von Mises type: 
 ( ) ( ) 0f J R p= − − ≡Xτ , (2.1) 
where ( )J −τ X  is the second invariant of the deviatoric stress −τ X , τ  and X  are second-
order tensors indicating the deviatoric component of the Cauchy stress and the translation of 
the yield surface, respectively, and p  is a scalar proportional to the effective plastic strain or 
the plastic work. Regarding the translation of the yield surface, Prager (1956) and Ziegler 
(1959) initiated the fundamental frame-work for kinematic hardening rules. The major 
difference of the two models is mainly the direction of the translation of the center of the yield 
surface in the reduced stress space. Mroz (1967, 1969) introduced the notion of a field of 
work-hardening moduli represented by a number of hypersurfaces, termed the loading 
surfaces. In the generalization of his model to non-proportional loading, a new rule for 
kinematic hardening is proposed that is different from that suggested by Prager (1956). Later 
Mroz et al. (1976) generalized the rule of Prager (1956) and that of Eisenberg and Phillips 
(1968) to express the phenomena of cyclic relaxation and cyclic creep. The Armstrong and 
Frederick (1966) nonlinear kinematic hardening rule generalized the Prager linear hardening 
rule by adding an evanescent strain-memory term (dynamic recovery term) for more accurate 
prediction of the multiaxial Bauschinger effect. The Armstrong and Frederick rule has been 
used extensively by Chaboche and Rousselier (1981, 1983) and Chaboche (1986, 1989, 
1991), where an additive decomposition of the evolution equation of the backstress into 
several components of the Armstrong-Frederick type has been postulated. This decomposition 
shows an excellent correlation with the experimental results for monotonic and cyclic loading 
(e.g. Ohno and Wang, 1994; Voyiadjis and Basuroychowdhary, 1998; Abdel and Ohno, 2000; 
Bari and Hassan, 2002; Yoshida et al., 2002; Chun et al., 2002a, 2002b).  Recently, nonlinear 
kinematic hardening of the Frederick and Armstrong type have been used and modified also 
 21
by many authors (e.g. Duszek and Perzyna, 1991; Ohno and Wang, 1993a, 1993b; Jiang and 
Kurath, 1996; Wang and Berkley, 1998, 1999; Abdel and Ohno, 2000, Voyiadjis and 
Basuroychowdhary, 1998; Basuroychowdhury and Voyiadjis, 1998; Geng and Wagoner, 
2000; Bari and Hassan, 2002; Yaguchi et al., 2002).   
Translation rules based on the concept of the bounding surface in the stress space were also 
proposed. The bounding surface is a stress surface located outside the yield surface (Krieg, 
1975; Dafalias and Popov, 1975, 1976). Expansion of the bounding surface represents the 
development of isotropic hardening, while translation of the yield surface inside the bounding 
surface describes the nonlinear kinematic hardening (Ohno et al., 1989). The cyclic plasticity 
material models that are based on the concept of a two-surface plasticity model fail to account 
for the phenomena of complex material memory. The only contribution to the memory is 
through the initial and current proximity parameters from the yield surface (Voyiadjis and 
Basuroychowdhary, 1998; Basuroychowdhury and Voyiadjis, 1998). Tseng and Lee (1983) 
proposed a kinematic hardening rule based on the bounding surface concept which gives a 
better correlation with the experimental results. They assumed that the motion of the yield 
surface is directed between the deviatoric stress rate direction and the normal to the yield 
surface at the current loading point. The yield surface rotates when the yield surface is 
verging on contact with the bounding surface so that no intersection occurs between the yield 
surface and the bounding surface at the time of contact. Ohno and Wang (1991a) showed that 
the rate of the backstress as given by Chaboche (1989, 1991) is a multi-surface model. Ohno 
and Wang (1991b, 1993a, 1993b, 1994) included in their model the hysterisis loop closure, 
ratcheting, dynamic recovery, static (thermal) recovery, and a temperature-rate term. 
Voyiadjis and Basuroychowdhary (1998) and Basuroychowdhury and Voyiadjis (1998) 
proposed a two-surface plasticity model using a time dependent non-linear kinematic 
hardening rule to predict the non-linear behavior of metals under monotonic and non-
proportional loadings. The model is based on Chaboche (1989, 1991), Voyiadjis and Kattan 
(1990, 1991), and Voyiadjis and Sivakumar (1991, 1994) models. The stress rate is 
incorporated in the evolution equation of the backstress through the addition of a new term. 
The new term creates an influence of the stress rate on the movement of the yield surface, as 
observed experimentally by Phillips et al. (1974). This additional term is also dependent on 
the proximity of the yield surface from the bounding surface and on the length of the chord of 
the bounding surface in the direction of loading. The evolution equation of the backstress is 
given as four components of the type NLK-T (Non-Linear Kinematic with Threshold) as 
proposed by Chaboche (1989). When analyzed for monotonic and cyclic tension loadings on 
316 stainless steel, this model was better correlated with the experimental results than the 
NLK-T model. The proposed model was also tested for non-proportional loading for plastic 
strain controlled cyclic test with a combined axial force and torque for thin-walled tubular 
specimens of 60/40 brass. The results obtained were very close to the experimental values by 
Shiratori et al. (1979). It was also noted that when it was tested for proportional and non-
proportional ratcheting, the results were very similar to the experiments, although the 
decrease in the strain accumulation does not decrease as fast as in the experimental results.  
A finite element continuum mechanics approach is adopted here to study cyclic plasticity. 
In order to accomplish this objective, a thermodynamic consistent model is developed for the 
evolution equation of the backstress. This led to a modified model (FAPC model) of the 
nonlinear Frederick and Armstrong kinematic hardening model with an additional term that 
allows for the motion of the yield surface to conform well with the experimental observations 
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(see Phillips at al., 1974; and Phillips and Weng, 1975) that show the motion of the center of 
the yield surface in the stress space is directed between the gradient to the surface at the stress 
point and the stress rate direction at that point. Therefore, the motivation of this work is 
similar to that of Voyiadjis and Basuroychowdhary (1998) and Basuroychowdhury and 
Voyiadjis (1998), where the influence of the stress rate on the movement of the yield surface 
is considered, as proposed by Phillips and his co-workers (1974, 1975, 1979, 1984). This 
model is similar in purpose to that of Voyiadjis and Basuroychowdhary (1998) and 
Basuroychowdhury and Voyiadjis (1998); however, their proposed kinematic hardening rule 
is rate dependent which is not the case in the model proposed here. The derived isotropic 
hardening function is similar to the one proposed by Chaboche (1991). The yield criterion, 
flow rule, and hardening rules are established to ensure that the state of stress always lies on 
the loading surface. Numerical integration of the incremental elasto-plastic constitutive 
equations is based on a simple semi-implicit return algorithm (Sivakumar and Voyiadjis, 
1997). The full Newton-Raphson iterative method is used to solve the resulting nonlinear 
equations. The equations of the model are integrated analytically for the case of uniaxial 
monotonic loading and the associated material parameters are then determined utilizing a 
nonlinear regression analysis for uniaxial and cyclic proportional loading. The proposed 
kinematic hardening rule is further modified in order to simulate nonproportional cyclic 
hardening by using a nonproportionality measure proposed by Voyiadjis and 
Basuroychowdhary (1998), and Basuroychowdhury and Voyiadjis (1998), which is defined as 
the angle between the current stress increment and the previous stress increment. This 
measure represents the topology of the incremental stress path. Experimental simulations are 
conducted for proportional and non-proportional cyclic loadings. Recently Chun et al. (2002) 
also used a similar concept defined as the angle between two successive stress vectors. 
 
2.2 Thermodynamically Consistent Equations of the Elasto-Plastic Model 
 
Since the elasto-plastic response of anisotropic materials is considered here, the hardening 
in plasticity is introduced as hidden independent internal state variables in the thermodynamic 
state potential. The Helmoltz free specific energy is considered as the thermodynamic state 
potential depending on both observable and internal state variables. The form of this potential 
in terms of the observable variable (T ) and internal state variables ( eε , p , ( )kα ) can be 
given as: 
 
( )( ), , ,e kij ijT pε αΨ = Ψ                                                       (2.2) 
 
where p  and ( )kα  ( 1, 2,...,k M= ) variables characterize the isotropic and kinematic 
hardening flux variables in plasticity, respectively, and M being the number of desired 
kinematic hardening components. In Eq. (2.2) T  characterizes the temperature and eε  is the 
elastic component of the strain tensor where for small strain problems an additive 
decomposition of the total strain rate can be assumed with eε  being the elastic component and 




ij ij ijε ε ε= +                                                                 (2.3) 
 
where the superscripts e  and p  designate the elastic and plastic components, respectively. 
Moreover, in this work the subscripted letters after the variables indicate the tensorial nature 
of the variables unless specifically stated otherwise.  
The rate of the isotropic hardening variable of plasticity, p , is defined as the effective 





ij ijp ε ε=                                                               (2.4) 
 













∂Ψ ∂Ψ ∂Ψ ∂Ψ
Ψ = + + +
∂ ∂∂ ∂
∑                                       (2.5) 
 
From the second law of thermodynamics, the Clausius-Duhem inequality is expressed as 
follows: 
 
( ) , 0iij ij i Tρ sT q Tσ ε − Ψ + − ≥                                                (2.6) 
 
where σ  is the Cauchy stress tensor, ρ  is the material density, iq  is the heat flux vector, ,iT  
is the temperature gradient, s  is the specific entropy per unit mass, and ε  is the total strain 
rate. 
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   ( 1,2,...,k M= )       (2.8) 
 
Eq. (2.8) describes the relation between the internal state variables and their associated 
thermodynamic conjugate forces, where σ , s , R , and ( )kX  ( 1,2,...,k M= ) are the conjugate 
forces corresponding to the internal state variables eε , T , p , and ( )kα , respectively. 
Through this formulation a thermodynamic consistent model suitable for cyclic plasticity 
of ductile materials is obtained. The internal state variables are selected independently of one 
another. Moreover, one can assume decoupling between the elastic behavior and hardening, 
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with the specific free energy, Eq. (2.2), being decomposed into elastic eΨ  and plastic pΨ  
parts:  
 
 ( ) ( )( ), , ,e e p kij ijT p Tε αΨ = Ψ +Ψ  (2.9) 
 
Hence, the Helmholtz free energy Ψ  can be expressed in an analytical form of each of its 
internal state variables as follows: 
 





p p k k k bp
ij ij ijkl kl kl ij ij
k
E C Q p e
b
ρ ε ε ε ε α α −
=
 Ψ = − − + + + 
 
∑                     (2.10) 
 
where E  is the fourth-order elastic stiffness tensor and C , Q  and b  are material-dependent 
constants.  
The thermodynamic state laws can be obtained from the thermodynamic potential 
equation, Eq. (2.10), by making use of Eqs. (2.8) as shown below: 
 
 ( )pij ijkl kl klEσ ε ε= −    (2.11) 
( ) ( ) ( )2
3
k k k
ij ijX C α=         ( 1,2,...,k M= )                         (2.12) 
 ( )1 bpR Q e−= −   (2.13) 
 
where ( )kX  ( 1,2,...,k M= ) are the variables that describe the movement of the yield surface 
corresponding to the kinematic hardening, and R  is the variable that describes the change in 
the size of the yield surface corresponding to isotropic hardening. 
It is assumed further that the kinematic hardening conjugate force, X , consists of M  
components as proposed by Chaboche and Rousselier (1981, 1983), where each component is 










= ∑  (2.14) 
 
It follows from Eq. (2.12) that X  can be rewritten as: 
  










= ∑  (2.15) 
 
The Chaboche model has gained popularity and has been implemented into several 
commercial finite element codes in recent years. This model shows an excellent correlation 
with the experimental results for monotonic and cyclic loadings (Lemaitre and Chaboche, 
1990). 
In order to describe the evolution equations of the internal state variables, one needs to 
define first the plastic dissipation energy, Π , as the sum of the product of the associated 
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variables with the corresponding flux variables in such a way that it can be given by 
substituting the thermodynamic state laws, Eqs. (2.8), back into the Clausius-Duhem 
inequality, Eq. (2.7): 
 





ij ij ij ij
k
X Rpσ ε α
=
Π = − − ≥∑                                             (2.16) 
 
Using the Legendre-Fenchel transformation of the plastic dissipation potential, F , one can 
obtain the complementary laws in the form of flux variables as function of the dual variables 
as follows: 
 
( )( ) ( ), , ; , , 0k e kij ij ij ijF F X R pσ ε α= ≥                                           (2.17) 
 
In this work the evolution equations of the internal state variables are obtained through the 
use of the generalized normality rule of thermodynamics. In this regard the evolution laws for 
the plastic strain rate, pε , the rate of the kinematic hardening flux, ( )kα  ( 1,2,...,k M= ), and 
the rate of the isotropic hardening flux, p , can be obtained by utilizing the calculus of 
function of several variables with the Lagrange multiplier, λ , in order to construct the 
objective function Ω  in the following form: 
 
FλΩ = Π −                                                              (2.18) 
 
In order to obtain pε , ( )kα , and p , the following conditions are used to maximize the 
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By Substituting Eq. (2.18) into the above relations, the corresponding flow laws of pε , ( )kα , 
















α λ ∂= −
∂




              (2.20) 
 
where λ  is the multiplier of time-independent plasticity which will be determined later. 
The next important step is the selection of the appropriate form of the dissipation potential, 
F , in order to establish the desired constitutive equations that describe the mechanical 





2.3 Plastic Dissipation Potential and Evolution Equations 
 
Nonlinear evolution equations for plastic hardening flow rules are required in order to 
obtain good correlation with the experimental results in cyclic hardening. In order to obtain a 
nonlinear kinematic hardening rule, the plastic potential function, F , is chosen to be different 
than the yield function, f . This is achieved by a proper selection of the analytical form of the 
potential that is defined in Eq. (2.17). In order to be consistent and satisfy the generalized 
normality rule of thermodynamics, the following form of the plastic potential function, F, is 
defined here as follows: 
 
( ) ( )
( ) ( ) ( )
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= + −∑ ∑                                 (2.21) 
 
where γ  and β  are constants used to adjust the units of the equation. f  is a yield function of 
a von Mises type defined as follows: 
 
( )( ) ( )3 0
2 ij ij ij ij yp
f X X R pτ τ σ= − − − − ≤                                   (2.22) 
 
where ypσ  is the initial yield value obtained from simple uniaxial test and 
1
3ij ij kk ijτ σ σ δ= −  is 
the deviatoric component of the Cauchy stress tensor, σ . The evolution equations of X  and 
R  are derived below. 
It is worthy to mention that the second term on the right hand side in Eq. (2.21) is included 
in order to retain the Armstrong and Frederick (1966) nonlinear kinematic hardening rule. 
While the inclusion of the third term is motivated by the experimental observations of Phillips 
at al. (1974) and Phillips and Weng (1975) that show that the motion of the center of the yield 
surface in the stress space is directed between the gradient to the surface at the stress point 
and the stress rate direction at that point. 












                                                        (2.23) 
p λ=                                                                   (2.24) 
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= − + −  ∂ 
                                     (2.25) 
 
Substitution of Eqs. (2.22) and (2.24) into Eq. (2.23) give the following expression for the 














=   + 
                                                   (2.26) 
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ε λ ∂= −
∂
 (2.27) 
   
Therefore, substitution of Eqs. (2.24) and (2.27) into Eq. (2.25) yields the following 
expression for the evolution of the k-th term of the kinematic hardening flux variable, such 
that: 
 
( ) ( )
( ) ( )





ij ij ij ijk kX pC C
γ βα ε σ= − +           ( 1,2,...,k M= )         (2.28) 
 
Taking the time derivative of the conjugate forces of Eqs. (2.11), (2.12), (2.13), and (2.15) 
yields the following relations: 
 
 ( )pij ijkl kl klEσ ε ε= −  (2.29) 
( ) ( ) ( )2
3
k k k
ij ijX C α=           ( 1,2,...,k M= )                        (2.30) 
 bpR bQpe−=  (2.31) 










= ∑  (2.32) 
 
By substituting Eq. (2.28) into Eq. (2.30), the following evolution equation for the backstress 
tensor is obtained, such that: 
 
( ) ( ) ( ) ( ) ( )2
3
k k p k k k
ij ij ij ijX C X pε β σ γ= + −           ( 1,2,...,k M= )         (2.33) 
 
where ( )kC , ( )kγ , and ( )kβ  ( 1, 2,...,k M= ) are material constants to be calibrated from 
available experimental data.  
Substitution of Eq. (2.28) into Eq. (2.32) results in a general expression for the evolution 
equation of the kinematic hardening rule, such that:  
 
































= ∑                       (2.35) 
 
The backstress is then used in conjunction with the bounding surface concept as proposed by 
Krieg (1975), Dafalias and Popov (1975, 1976), and modified by Voyiadjis and 
Basuroychowdhury (1998). 
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The derived kinematic hardening model (Eq. (2.34)) shows that a new term is generated in 
the evolution equation of the backstress of the Armstrong and Frederick model (1966). If 
0γ β= = , we retrieve the classical linear kinematic hardening rule (Prager, 1956). If 
0C γ= = , this implies that the movement of the yield surface is along the direction of the 
stress rate as suggested by Phillips and Weng (1975). If 0C ≠ , 0β ≠ , and 0γ = , we obtain 
the Voyiadjis-Kattan kinematic hardening rule (Voyiadjis and Kattan, 1990, 1991), which 
shows the motion of the center of the yield surface in the stress space is directed between the 
gradient to the surface at the stress point and the stress rate direction at that point. This 
confirms well to the experimental observations by Phillips and his co-workers (1974, 1975, 
1979, 1984). If 0γ ≠  a nonlinearity is introduced which imposes the introduction of the 
plastic potential as a modification of the yield function. This allows proper modeling of the 
cyclic behavior of many metals. Hence, the γ  term determines the rate at which the saturation 
of the backstress decreases with increasing plastic strain. In addition, if 0C ≠ , 0γ ≠ , 0β = , 
one obtains the additive decomposition of the backstress into M-components of the Fredrick 
and Armstrong hardening type as proposed by Chaboche and Rousselier (1981, 1983). 
Motivated by all of those models, the derived kinematic hardening rule is referred to as FAPC 
(Fredrick and Armstrong-Phillips-Chaboche) rule. All the corresponding kinematic hardening 
flow rules may be obtained as special cases of the current derived FAPC rule. 
In order to derive the evolution of the isotropic hardening function, a relation between R  
and p  can be obtained from Eq. (2.13), such that: 
 
 1 ln 1 Rp
b Q
 




which upon substituting it into Eq. (2.31) yields the following expression for R , such that: 
 
 [ ]R b Q R p= −  (2.37) 
 
This expression is similar to the evolution equation proposed by Chaboche (1989, 1991), 
where it is further proposed that the asymptotic value Q  of the isotropic hardening is no 
longer constant but depends on the memory of deformation ( q ). In this work the form 
suggested by Chaboche (1991) will be used, as follows:  
 
( ) 2 qM o MQ Q Q Q e µ−= + −                                            (2.38) 
 
where MQ , oQ , and µ  are material constants. The variable q  stores one-half of the plastic 
strain amplitude in each cycle 2p∆ε , which in turn depends on the total strain amplitude to 





2.4 The Elasto-Plastic Tangent Stiffness 
 
The plastic flow requires that the representative point of the stress state does not leave the 
yield surface ( 0f >  is impossible), which is termed the consistency condition in plasticity. In 















≡ + + =
∂ ∂ ∂∑                                    (2.39) 
 
However, from the yield function in Eq. (2.22), it is shown that ( )kf f∂ ∂ = ∂ ∂X X . Using 













Furthermore, the consistency condition maybe expressed as follows by using 
f f∂ ∂ = −∂ ∂Xσ : 
 







                                                (2.41) 
 
Substitution of the evolution equations presented in Eqs. (2.29), (2.34), and (2.37) into Eq. 













                                              (2.42) 
 
where x  denotes the MacAuley bracket defined by ( | |) 2x x x= + , which designates the 
positive part of x , and H  is given by 
 
( ) ( )1ijkl ij
ij kl ij
f f fH C E X b Q Rβ γ
σ σ σ
∂ ∂ ∂
= + − − + −
∂ ∂ ∂
                          (2.43) 
 
The elasto-plastic tangent stiffness, D , is defined by the rate relation, Eq. (2.29), such that: 
 
( )pij ijkl kl kl ijkl kl
kl
fE Eσ ε ε ε λ
σ
 ∂
= − = − ∂ 
                                       (2.44) 
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2.5 A Simple Semi-Implicit Correction Algorithm 
 
We will use in this work the Sivakumar and Voyiadjis (1997) semi-implicit scheme in 
integrating the developed set of nonlinear constitutive equations. This method corrects 
implicitly the updated quantities in order to avoid the yield surface drift. No iterations are 
involved in this scheme. The discrete consistency method is used in the proposed method such 
that the final state of the yield condition after the end of (n+1)th step is given by: 
 
 ( ) ( )1 , , , , 0n ij ij ij ij n ij ijf X X R R f X R fτ τ τ+ + ∆ + ∆ + ∆ = + ∆ =  (2.47) 
 
where the ∆ -symbol indicates the difference between the values of a variable at the end of the 
(n+1)th step and the nth step, e.g. 1n n+∆ = −τ τ τ . But since 0nf = , it follows that 0f∆ = . The 
function f∆  contains incremental terms yielding a polynomial equation in λ∆ . Hence, given 
the values obtained in the nth step, the value of λ∆  needed for the drift correction in (n+1)th 
step can be obtained. The advantage of this correction procedure is that all the quantities are 
corrected simultaneously unlike the stress-correction algorithms where only the stress is 
corrected due to drift of the yield surface.  
Converting the deviatoric stress quantities to normal stress quantities and using the von 
Mises criterion (Eq. (2.22)) at (n+1)th step along with the consistency condition (Eq. (2.39)), 
one can easily show that the final state yield condition (Eq. (2.47)) becomes: 
 
 ( )( ) ( ) ( )2 23 1 02 2ij ij ij ij kkX X Rσ σ σ∆ −∆ ∆ −∆ − ∆ − ∆ =  (2.48) 
 
Further substituting the expressions for ∆σ , ∆X , and R∆  from Eqs. (2.29), (2.34), and 
(2.37), respectively, yields the following quadratic polynomial expression in terms of λ∆  
with coefficients in terms of the initial values: 
 
 2 0a b cλ λ∆ + ∆ + =  (2.49) 
where  
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3ij ij pp qq
c a k k n n= −  (2.52) 
 
with ij ijkl klk E ε= ∆ , ij ijm f σ= ∂ ∂ , ij ijkl kll E m= , pp qqkl kln E ε= ∆ , pp qqkl klJ E m= , [ ]r b Q R= − ,  
2
1 1 2a β β= − + , 2 1a β= − , and 










Solving Eq. (2.49) yields a positive value and a negative value of λ∆ . By taking the positive 
value and substituting it into Eq. (2.44), yields the updated value of the stress increment.   
   
2.6 Identification of the Material Constants 
 
Identification of the material constants associated with any proposed material model is one 
of the most challenging issues for researchers in order to obtain better representation of their 
material models. The identification procedure for the material constants involved in the 
described backstress evolution equation is based on available experimental results. If limited 
test data are available, C , γ , and β  can be based on the stress-strain data obtained from the 
half cycle of the uniaxial tension or compression experiments. An example of such test data is 
shown in Figure 2.1. This approach is usually adequate when the simulation involves only a 
few cycles of loading. The details of the procedure to determine the material constants are 
outlined below. Although it may be lengthy, it is important to describe such procedures for 
elaborate constitutive models. 
Integration of the backstress evolution law, Eq. (2.34), over a half cycle of the stress-strain 
data (Figure 2.1) can be performed by assuming that for each data point ( iσ , 
p
iε ) a value of 
Χ  is obtained such that: 
 
 ( )yp RΧ σ σ= − +  (2.53) 
 
Using the Eq. (2.53) the stress rate can be expressed as follows: 
 
 X Rσ = +  (2.54) 
 
For uniaxial tension or compression loading and more generally, in proportional loading, if 
the plastic strain increment in the direction of loading is pε  ( 11
p pε ε= ) and since the plastic 
straining is assumed to be incompressible (Poisson’s ratio is effectively 0.5), then from Eq. 





ij ijp ε ε ε= =  (2.55) 
 





p pd C d d dR dΧ ε β Χ β γΧ ε= + + −  (2.56) 
 
Integrating the above expression over a half cycle of the stress strain data at constant R  (i.e. 
assuming translation of the yield surface without change in its size), yields the following 
expression: 
 
 ( )2 23 3 1
p p
o o
C C exp −γΧ Χ ε − ε
γ γ β
   
= + −   −   
 (2.57) 
 
and the state ( poε , oΧ ) results from the previous flow. 
Using a finite set of points in the uniaxial backstress-plastic strain curve (Figure 2.1) one 
can approximate the curve in the form of Eq. (2.57). One now calculates C , γ , and β  so that 
the curve passes through the data such that the sum of squares of the vertical differences 
between the curve and the various data points is minimized (i.e. by using the least-squares 
error approach). Eq. (2.57) is not directly amenable to a least-squares error fit because the 
equation is not that of a straight line. However, the equation is re-arranged in the following 
form: 
 
 ( )p po o2 32 3 1
Cln exp
C
Χ γ ε − ε
Χ β
 γ −
= γ − − 
 (2.58) 
 
With known values of 2 3C γ  the least-squares error fit can be used to fit Eq. (2.58). Close to 
the saturation point of the stress, sΧ  (Figure 2.1), the hardening (kinematic and isotropic) 
increment tends to zero. Thus, by substituting 0dΧ =  into Eq. (2.56), X  is reduced to: 
 
Figure 2.1 Half cycle of stress-strain data representing the hardening in the nonlinear 





























ln expΧ Χ γ ε − ε
Χ Χ β
 −
= − − 
 (2.60) 
 
Note that Eq. (2.60) is of the form 
 
y a x=     with     s o
s
y ln Χ Χ
Χ Χ
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, and ( )p pox = exp ε − ε               (2.61)           
 
which is the equation of a straight line. That is, one performs a linearizing transformation. 
Thus, one can now apply a least-squares fit of the transformed variables in the forgoing form. 
It may be remarked that here it is not necessary to use a process of updating the variables poε  
and oΧ . The state (
p
oε , oΧ ) results from the previous flow, with the flow always expressed 
by the same evolutionary equation. 
 
The value of a  for a least-squares fit is given by: 
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x x                      (2.63) 
 




C X a β= −  and  (1 )aγ β= −                                      (2.64) 
 
However, one has not yet determined the value of β  corresponding to a least-squares error 
fit. Actually, one has obtained only a least-squares fit of C  and γ  for a specified value of β . 









=  −  ∑  (2.65) 
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where Χ  is the backstress value from the actual data at the n  data points, and Χ  is the 
backstress value from Eq. (2.57). One does not perform this minimization by finding where 
the derivative of the error squared is zero. Instead, one searchs for a value of β  for which the 
error is smallest. That is, β  is increased in increments from its possible smallest value to the 
first data point until the error, which first decreases, begins to increase. One, then, 
successively halves the increment size and searches the region around the minimum until the 









= =∑ ; otherwise the elastic-plastic tangent modulus will be greater than the initial 
elastic modulus, which is not true. This constraint minimizes the computational cost in finding 
the converged value of ( )kβ .    
Similarly, for cyclic loading the relation between the stress amplitude and the plastic strain 
amplitude can be obtained from the stabilized full cycle of a specimen subjected to 
symmetrical cycles. Such a stabilized cycle is shown in Figure 2.2. Each data pair ( iσ , 
p
iε ) 
must then be specified with the strain axis shifted to poε . Integrating the derived backstress 
evolution equation, Eq. (2.34), over this uniaxial strain cycle, provides a similar expression as 
presented previously by Eq. (2.57). Therefore, the above described procedure used to calibrate 
the material constants C , γ , and β  for uniaxial half-cycle can also be used to obtain the 
material constants corresponding to the obtained uniaxial stabilized full-cycle data. 
It is noteworthy to mention that the uniqueness of the above described procedure for half-
cycle and full-cycle of the stress-strain test data (Figures 2.1 and 2.2) is restricted to materials 
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Figure 2.2 Stabilized full-cycle of symmetrical uniaxial tensile stress-strain data representing 
the hardening in the nonlinear kinematic hardening model. 
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be obtained, while it gives relatively poor fitting for materials that exhibit low saturation 
levels of hardening (i.e. for brittle-like behavior).    
 
2.7 Results from Simulation of Experiments 
 
2.7.1 Monotonic Tensile Loading 
 
The proposed model’s material constants (C , γ , and β ) are determined for 316 stainless 
steel at room temperature by using the uniaxial monotonic experimental data given by 
Chaboche (1989, 1991) as shown in Figure 2.3. Four kinematic variables ( 4M = ) are amply 
sufficient to obtain the experimental stress-strain curve. Each set of the constants ( )kC  and 
( )kγ  ( 1, 2,3k = ) is obtained using the initial 1.25 percent strain-range, where ( )kβ  ( 1 4k = − ) 
constants are set to a 0.15 value. The values of ( )kC  and ( )kγ  ( 4k = ) are determined for the 
later part of the strain-range beyond 1.25 percent strain. Utilizing the qualitative nature of the 
parameters ( )kC  and ( )kγ  observed in uniaxial loading cases, the values of ( )kC  calibrated 
using the identification procedure described in Section (6) are further modified to fit the 
stress-strain uniaxial monotonic response. The general guideline followed is that the 
decomposed rules ( 1k = , 2 , 3 ) should have high values of 1C , 2C , and 3C  with relatively 
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Figure 2.3 Superposition of several hardening models under uniaxial tensile loading for 316L 
stainless steel (M=4). 
 36
nonlinear transitional region. 4C  and 4γ , on the other hand, should have moderate values to 
represent the mild hardening portion that occurs beyond 1.25 percent strain. The obtained 
material constants are listed in Table 2.1. The material constants associated with the isotropic 
hardening function (Eqs. (2.37) and (2.38)) are based on the total range of strain and are taken 
exactly as reported by Chaboche (1991). Figure 2.3 shows the superposition of the different 
calibrated kinematic hardening and isotropic hardening functions resulting in the fitted stress-
plastic strain curve as compared to the corresponding experimental data. 
As pointed out previously in Section (6), there is a constraint on the value of β  ( 1β << ). 
In the current case, decomposition of the backstress into four kinematic variables showed that 






=∑  must fall between 0.05 and 0.6 (i.e. the upper bound is 
0.15 for ( )kβ ), which gives fair correlation with experimental data but with different 
identified values of C  and γ . During the calibration process, it was noted that any small 
variation in β  has a significant effect on the values of C  and γ . 
The current material model is implemented in the in-house finite element code DNA 
(Voyiadjis and Kattan, 1999; Kattan and Voyiadjis, 2001). Numerical integration of the 
incremental elasto-plastic constitutive equations is based on the implicit return-mapping 
algorithm described in Section (5). The full Newton-Raphson iterative method is used to solve 
the resulting nonlinear equations. The developed finite element code is used to simulate the 
available test results obtained by Chaboche (1991) for uniaxial monotonic tensile loading on 
316L stainless steel dogbone specimen using the calibrated material constants listed in Table 
2.1. The specimen is analyzed as an axisymmetric problem subjected to a tensile loading at 
the free end. Moreover, the stainless steel bar is of diameter 36 mm and gage-length of 60 mm. 
This problem is classical and has been mostly considered in the literature.   
Figure 2.4 shows numerical comparisons of the proposed material model (FAPC), 
Basuroychowdhury and Voyiadjis (1998) model, and Chaboche (1991) model with the 
corresponding experimental results. The comparisons show better agreement of the FAPC 
model predictions with the experimental data than the Chaboche model, and the 
Basuroychowdhury and Voyiadjis model predictions for the case of uniaxial monotonic 
loading. It is also clear that the proposed model captures the nonlinear hardening behavior and 
the smooth transition from elastic to plastic deformation relatively better than the Chaboche 
(1991), and the Basuroychowdhury and Voyiadjis (1998) models. Thus, it is obvious that 
Table 2.1 316 stainless steel material parameters using FAPC proposed model (uniaxial 
monotonic tensile loading). 
 
1 300,000C MPa=  1 10,000γ =  1 0.15β =  14oQ MPa=  
2 300,000C MPa=  2 5,000γ =  2 0.15β =  300MQ MPa=  
3 80,000C MPa=  3 800γ =  3 0.15β =  10µ =  
4 17,500C MPa=  4 350γ =  4 0.15β =  8b =  
187,000E MPa=  122.5yp MPaσ =  0.30ν =   
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introducing the β  term in the Fredrick and Armstrong evolution equation has a significant 
effect with regard to the experimental simulations. 
 
2.7.2 Uniaxial Tension-Compression Cyclic Loading  
 
One now calibrates the material constants C , γ , and β  for the case of uniaxial tension-
compression cyclic loading as proposed in Figure 2.2 from a stabilized strain or stress cycle. 
The stabilized hysteresis loop of the experimental results (Lemaitre and Chaboche, 1990) for 
the symmetrical stress cycles of 316L stainless steel at room temperature with controlled 
stress are used here to identify the current material constants. The obtained material constants 
are slightly different than those obtained in the uniaxial monotonic tensile loading and are 
listed in Table 2.2. The difference is only in the C  and γ  constants. 
 
Table 2.2 316 stainless steel material parameters using FAPC proposed model (uniaxial 
stress-controlled cyclic loading). 
 
1 300,000C MPa=  1 9,000γ =  1 0.15β =  14oQ MPa=  
2 80,000C MPa=  2 1000γ =  2 0.15β =  300MQ MPa=  
3 15,000C MPa=  3 300γ =  3 0.15β =  10µ =  
4 1,700C MPa=  4 560γ =  4 0.15β =  8b =  
187,000E MPa=  122.5yp MPaσ =  0.30ν =   
 
























The material response in a stress-controlled environment is obtained using the developed 
finite element code (DNA). The uniaxial stress is made to oscillate between ± 336 MPa and 
the corresponding response is plotted in Figure 2.5(a). Comparison with the experimental 
results using the data of the stabilized cycle is given in Figure 2.5(b). The response of the 
model is stabilized after a single cycle which conforms well with the experimental 




Figure 2.5 Cyclic hardening under uniaxial stress-controlled cyclic loading of 316L stainless 




2.7.3 Nonproportional Cyclic Hardening 
 
One now examines the proposed model in order to simulate hardening behavior under 
nonproportional cyclic loading. Materials such as annealed 304 and 316 stainless steel harden 
much more under nonproportional cyclic loading than under proportional loading (Lamba and 
Sidebottom, 1978). A measure representing the degree of nonproportionality of loading is 
thus necessary. Most of the constitutive models developed for proportional loading failed to 
predict the nonproportional cyclic hardening as examined by Ohno (1990, 1997). 
Nonproportionality measures have been proposed in several works (e.g. Benallal and 
Marquis, 1987; Krempl and Yao, 1987; McDowell, 1985a, b; Tanaka et al., 1987; Krempl and 
Lu, 1989; Ellyin and Xia, 1989; Chaboche, 1991; Voyiadjis and Sivakumar, 1991, 1994; 
Ohno and Wang, 1993a, 1993b, 1994; Voyiadjis and Basuroychowdhary, 1998; 
Basuroychowdhury and Voyiadjis, 1998; Abdel-Karim and Ohno, 2000, etc.).     
However, in this work use is made of the nonproportionality measure introduced by 
Voyiadjis and Basuroychowdhary (1998), and Basuroychowdhury and Voyiadjis (1998). This 
measure represents the topology of the incremental stress path. Numerically, it represents the 
angle between the current stress increment and the previous stress increment (see Figure 2.6), 
such that: 
 
 cos p cij ijl lθ =  (2.66) 
 
θ  is interpreted numerically using finite stress increments. However, as the stress increment 
goes to zero, θ  is interpreted as the curvature of the stress path (Voyiadjis and 
Basuroychowdhary, 1998).  cl  and pl  are the unit directional tensors for the current stress 
increment and its corresponding unit directional tensor for the previous increment of stress, 










=  (2.67) 
 
 









where cα = or p . The superscripts c and p  do not imply tensorial indices but merely 
designate the corresponding stress increment step, where c  is for the current stress increment 
and p  is for the previous stress increment.    
This measure is introduced here through the material constants ( )kC , ( )kβ , and ( )kγ  ( k =1, 
2,…, M ) associated with the proposed kinematic hardening evolution equation, Eq. (2.33), to 
account for the dependence not only on the stress path loading direction but also on the rate of 
change of the stress path direction, such that: 
 
( )( ) ( ) 21 sink kC C θ= +              ( 1,2,...,k M= )                (2.68) 
( )( ) ( ) 21 sink kβ β θ= +              ( 1,2,...,k M= )                (2.69) 
and 
( )( ) ( ) 2 ( ) 21 sin cosk k kγ γ θ γ θ= − =     ( 1,2,...,k M= )                (2.70) 
 
    The motivation in postulating such expressions is that the constitutive models that include 
dynamic recovery terms predict excessive ratcheting (Ohno, 1990, 1997). This is mainly 
attributed to that the dynamic recovery is too active in those models to simulate ratcheting 





































(a) Tension-Compression (b) Torsion (c) Cruciform (I) 
(d) Cruciform (II) (e) Square (f) Circular 
Figure 2.7 Cyclic plastic strain paths with 2pε∆ = 0.2% and a constant plastic strain rate 
53 10 /p s−= ×  (Tanaka et al., 1985). 
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terms (first and second terms in Eq. (2.33)) accompanied by decrease in the dynamic recovery 
term (the last term in Eq. (2.33)) as a function of the stress path. It is noteworthy also to 
mention that the dynamic recovery term operates at all times. This makes the proposed model 
a nonlinear kinematic hardening model based on strain hardening and dynamic recovery, 
which is physically sound and numerically attractive.  
From Eqs. (2.68), (2.69), and (2.70) one can rewrite the modified backstress evolution 
expression for X  from Eq. (2.33) as follows: 
 
( ) ( ) ( ) ( ) ( )2
3
k k p k k k
ij ij ij ijX C X pε β σ γ= + −            ( 1,2,...,k M= )       (2.71) 
 
In the work of Voyiadjis and Basuroychowdhary (1998), and Basuroychowdhury and 
Voyiadjis (1998), only ( )kβ  ( 1,2,...,k M= ) and (3)C  are assumed to be dependent on the 
nonproportionality measure θ . Different equations are also adapted in their work. However, 
similar arguments are used here, where it is clear from Eq. (2.66) that if one considers 
straight-line stress paths (e.g. uniaxial monotonic loading), the angle θ  is zero between the 
respective stress increment directions and by which one retrieves Eq. (2.33), which includes 
only the influence of the stress rate direction. 
One now utilizes the multiaxial cyclic tests by Tanaka et al. (1985, 1987), which were 
performed on 316 stainless steel thin-walled tubular specimens at room temperature, in order 
to verify the applicability of the proposed model in simulating the nonproportional cyclic 
hardening. The types of tests conducted are shown in Figure 2.7. Six types of cyclic loadings 
are studied here namely, Tension-Compression (Figure 2.7(a)), Torsion (Figure 2.7(b)), 
Cruciform I (Figure 2.7(c)), Cruciform II (Figure 2.7(d)), Square (Figure 2.7(e)), and Circular 
(Figure 2.7(f)). The strain and stress states are represented in terms of the plastic strain vector 
pε  and the corresponding stress vector σ  in the plastic strain space ( 11
pε , 122 3
pε ) and the 
deviatoric stress space ( 11σ , 123σ ), respectively, and given as follows:       
 
 11 1 12 22
p p pn nε ε ε= +  (2.72) 
 11 1 12 23n nσ σ σ= +  (2.73) 
 
where 1n  and 2n  designate a set of orthogonal base vectors in the deviatoric space, and 11
pε , 
12
pε , 11σ , and 12σ  are the axial plastic strain, the torsional plastic strain, the axial stress, and 
the torsional stress, respectively. The magnitudes of pε  and σ  correspond to the effective 
plastic strain and the equivalent von Mises stress, respectively. The length of the plastic strain 






p tε= ∫  (2.74) 
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The 316 stainless steel thin-walled tubular specimens were again analyzed using the 
developed finite element code DNA. The numerical simulations were carried out at room 
temperature by applying the six representative strain paths in the plastic strain space (i.e. 
plastic strain controlled cyclic tests) as shown in Figure 2.7. A constant equivalent plastic 
amplitude 2pε∆ = 0.2% and a constant plastic strain rate 53 10 /p s−= ×  are prescribed for 
these cyclic tests.  
The six fundamental cyclic plastic strain paths shown in Figure 2.7 are simulated 
numerically as shown in Figure 2.8 using the developed model, referred to here as FAPC 
model, and compared with the experimental results obtained by Tanaka et al. (1985). The 
thin-walled tubular specimens are of outside diameter 21 mm, thickness 1 mm, and gage-
length of 60 mm. The material constants used for 316 stainless steel are outlined in Table 2.2. 
However, a different Young’s modulus than the one given in Table 2.2 is used to conduct the 
experimental simulations. Tanaka et al. (1985) evaluated the Young’s modulus 
experimentally, where 203E GPa=  as reported in their paper. Moreover, using the FEM the 
plastic strain path is discretized into sufficient small increments which give saturated measure 
of the non-proportionality; i.e. the loading increments are chosen so that the non-
proportionality measure θ  has little influence on the results. Therefore, it is noteworthy to say 
that if the loading increment is assumed very small, the accuracy in describing the stress or 
strain path increases which is advantageous in simulating the nonproportional cyclic 
 
Figure 2.8 Effect of Cyclic plastic strain paths on cyclic hardening of 316 stainless steel 
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hardening. The accuracy in describing the loading path depends on the amount of the load 
increment and thus the nonproportionality measure θ  also depends on the increment size. 
Good correlation between the numerical and experimental results is obtained as indicated in 
Figure 2.8. This proves that the developed model is successful in predicting the dependence of 
cyclic hardening on the shape of the plastic strain path. In addition, this shows that the 
proposed nonproportionality measure is appropriate to simulate plastic strain paths consisting 
of linear branches passing through the origin in the plastic strain space (Figure 2.7(a), (b), (c), 
(d)) as well as nonlinear continuous plastic strain paths (Figure 2.7(f)), where many suggested 
nonproportionality measures incorporated in several kinematic hardening models failed to do 
so (Ohno, 1990, 1997). However, the decrease in the stress amplitude does not die down as 
rapidly as in the experimental results indicated in Figure 2.8. 
 
2.8 Implementation in ABAQUS 
 
In this section, some numerical examples are presented to verify the implementation of the 
proposed plasticity constitutive model. The algorithmic model presented in the previous 
section is coded as a UMAT user material subroutine of ABAQUS/Standard (2003). Full 
details about the implementation methodology via UMAT material user subroutine can be 
found in ABAQUS/Standard (2003). The material parameters are listed in Table 2.3. The 
components of the kinematic hardening rule for 3M =  are shown in Figure 2.9. 
The material constitutive model was implemented in the UMAT user subroutine of 
ABAQUS (2003) to check the proposed numerical algorithm. The geometry and finite 
element mesh of the problem are shown in Figure 2.10. A 2D axisymmetrical four-noded 
element mesh with four integration points is employed in the analysis.  
Figure 2.11 shows comparison between the present kinematic hardening model and models 
by Prager (1956), Armstrong and Fredrick (A-F model) (1966), and Voyiadjis and Kattan 
 
Figure 2.9 Superposition of several kinematic hardening laws under uniaxial tensile loading 




1 2 3X X X X= + +
( ) ( )pypX σ ε+ −
( ) ( )ypX σ ε+ −
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(1990) for zero mean stress tension-compression loading of 300q MPa= ± . It can be seen that 
the present model gives a more stabilized behavior after a single cycle as compared to A-F 
model which confirms well with the experimental observations in the case of no ratcheting 
(see Figure 2.5). Moreover, it gives a more smooth transition from elastic to plastic as 
compared to Prager and Voyiadjis-Kattan models. 
Figure 2.12 shows the stress-strain curves of the bar under uniaxial stress cycling with non-
zero mean stresses of 225 MPa and 165 MPa with a cycle number of 6. It is seen that the 
calculated response differs with the variation of the mean stress; i.e. ratcheting can be 
predicted with the present model. When the mean stress is non-zero and high enough, 
ratcheting takes place. It can be seen that larger mean value of stress renders larger strain 
ratcheting.  
 Figure 2.13 illustrates the calculated results for uniaxial strain-controlled cycling with 
stress relaxation and uniaxial cyclic strain of non-zero mean strain. 
 In Figure 2.14 we give the symmetric cyclic stress-strain curves under the input of 
piecewise increasing amplitudes of strain (Figure 2.14(a)) with each strain amplitude being 
applied five cycles. Figures 2.14(c) and (d) show that the proposed plasticity model is able to 
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Figure 2.10 Axisymmetrical finite element mesh for a bar subjected to uniaxial loading. 
Table 2.3 316 stainless steel material parameters using FAPC proposed model (uniaxial 
monotonic tensile loading) for 3M = . 
 
1 120,000C MPa=  1 2,000γ =  1 0.1β =  14oQ MPa=  
2 30,000C MPa=  2 200γ =  2 0.1β =  300MQ MPa=  
3 3750C MPa=  3 0γ =  3 0β =  10µ =  




Figure 2.11 Stress-Strain curves of the bar under uniaxial stress cycling obtained by 






Figure 2.12 Uniaxial strain ratcheting behavior obtained by ABAQUS for different mean 






Figure 2.13 Stress-Strain curves of the bar by ABAQUS: (a) cyclic stress relaxation with 





For each strain amplitude the peak stress increases with the number of cycles stabilizing at 
a level which increases with the subsequent strain amplitude for the next set of cycling. This 
indicates an increase of the elastic region due to isotropic hardening. 
The results in Figures 2.11-2.14 are at least qualitatively consistent with the experimental 
observations for most metals. 
Consistent thermodynamics is used in this chapter to derive a classical continuum 
plasticity theory. The derived evolution hardening rules (isotropic and kinematic) are 
successful in predicting the plastic material response under proportional and non-proportional 
loadings. Moreover, the proposed model is quite successful in simulating both the plastic 
strain paths consisting of linear branches passing through the origin in the plastic strain space 
as well as for nonlinear continuous plastic strain paths. However, this continuum classical 
(a) (b) 
(c) (d) 
Figure 2.14 Uniaxial strain cycling with variable strain amplitudes using ABAQUS: (a) 
applied time-strain history; (b) calculated time-stress history; (c) hysteretical loops for 1% 
strain; (d) hysteretical loops for 1, 1.5, 2, 2.5, and 3% strain. 
 49
plasticity theory can not be used either for predicting the size effect behavior or to obtain 
meaningful results when localization occurs. Possible remedies to the continuum plasticity 








The nonlinear material behavior may be attributed to two distinct material mechanical 
processes: plasticity (i.e. dislocations along crystal slip planes) and damage mechanics 
(microcracks, microcavities nucleation and coalescence, decohesions, grain boundary cracks, 
and cleavage in regions of high stress concentration). The two degradation phenomena are 
described best by the continuum theories of plasticity and damage mechanics. Thus, a multi-
dissipative model that accounts for both the material decohesions and the dislocations along 
slip planes is necessary. This is accomplished by adopting two loading surfaces and two 
potential functions, one for plasticity and the other for damage. 
Ductile materials usually fail as the result of nucleation, growth, and coalescence of 
microdamages. Experimental observations show that the accumulation of microdamages has a 
tendency to form macroscopically localized damage, which is a precursor to failure. This 
progressive physical process of degradation of the material mechanical properties up to 
complete failure is commonly referred to as damage. Various damage morphologies have 
been described in the literature, such as creep damage, low cycle fatigue, high cycle fatigue, 
and brittle damage (Kachanov, 1986; Lemaitre and Chaboche, 1990; Lemaitre, 1992; 
Voyiadjis and Kattan, 1999). The present paper is concerned with anisotropic ductile damage. 
Metallographic studies for polycrystalline metals (Thomason, 1990; Anderson, 1994; 
Hertzberg, 1996) demonstrate that the ductile damage is basically characterized by three 
mechanisms of microdamages growth: (i) nucleation of microscopic voids that initiate at 
inclusions and second phase particles, failure of particles or microcracking of the matrix 
surrounding the inclusion, (ii) growth of the microvoids by means of plastic strain and 
hydrostatic stress; and (iii) coalescence or microcracks linking the growing microvoids with 
adjacent ones, thus leading to vanishing load carrying capacity of the material, as the damage 
density approaches unity.   
Many models for estimating the microdamage accumulation in ductile materials have been 
published, some of which are based on damage micromechanics (micromechanical damage 
models) while others based on the continuum damage theory (phenomenological damage 
models). The former models are required for particles of less than 1 mµ  in diameter. A model 
of this type was formulated by Gurson (1977), where he obtained, based on an approximation 
analysis of spherical voids, a yield function for porous ductile materials with perfectly plastic 
matrix. Modification of the Gurson’s model have been proposed by several authors (e.g. 
Tvergaard, 1982; Tvergaard and Needleman, 1984). Tvergaard (1982) modified Gurson’s 
model to improve the predictions at low void volume fractions. Tvergaard and Needleman 
(1984) modified Gurson’s yield function in order to account for rate sensitivity and necking 
instabilities in plastically deforming solids and to provide better representation of final void 
coalescence. The aspects of Gurson’s model was outlined in the review article by Nemat-
Nasser (1992) and discussed by Voyiadjis and Kattan (1992a,b), Li (2000), and Mahnken 
(2002). In this way micromechanical models are based on physical soundness, and various 
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structural applications have modeled microdamage growth and ductile failure (Haj-Ali et al., 
2001). 
Phenomenological models are based on the concept of Kachanov (1958), who was the first 
to introduce for the isotropic case a one-dimensional variable, which may be interpreted as the 
effective surface density of microdamages per unit volume (Voyiadjis and Venson, 1995; 
Venson and Voyiadjis, 2001). Kachanov (1958) pioneered the subject of continuum damage 
mechanics by introducing the concept of effective stress.  This concept is based on 
considering a fictitious undamaged configuration of a body and comparing it with the actual 
damaged configuration.  He originally formulated his theory on simple uniaxial tension bars.  
Following Kachanov's work researchers in different fields applied continuum damage 
mechanics to brittle materials (Krajcinovic and Foneska, 1981; Krajcinovic, 1983, 1996) and 
ductile materials (Lemaitre, 1984, 1985; Kachanov, 1986; Murakami, 1988). In the 1990's 
numerous applications of continuum damage mechanics to plasticity were presented (e.g. 
Lubarda and Krajcinovic, 1995; Voyiadjis and Kattan, 1992a, 1992b, 1999; Voyiadjis and 
Park, 1997, 1999; Voyiadjis and Deliktas, 2000; etc). 
Often, ductile materials undergo a strong plastic deformation, which has a major influence 
on the damage evolution and reverse. There are many models with weak coupling between 
plasticity and damage. The models that adopt two separate uncoupled damage and plastic 
loading surfaces with two independent associated flow rules present a week coupling between 
plasticity and damage. Those models are being extensively used by many authors (e.g. Chow 
and Wang, 1987, 1988; Simo and Ju, 1989; Lemaitre and Chaboche, 1990; Hansen and 
Schreyer, 1994; Zhu and Cescetto, 1995; Murakami et al., 1998; etc.). While there are many 
models with weak coupling, no consistent model realizing a strong coupling has been 
published yet. However, relatively strong coupling between plasticity and damage can be 
achieved by using one single smooth generalized yield surface and an associated flow rule for 
the plasticity and damage evolutions (e.g. Gurson, 1977; Tvergaard, 1982; Tvergaard and 
Needleman, 1984; Rousselier, 1987; Ehlers, 1995; Hesebeck, 2001; Mahnken, R., 2002). 
Those models obviously cannot describe all loadings correctly since a hydrostatic stress will 
certainly cause damage before any plastic deformation can be noticed. In addition most of 
those models are restricted to low damage levels or dilute distribution of defects and therefore 
they fail to account for the interaction of the defects adequately. Another approach to achieve 
this strong coupling is by using separate plasticity and damage surfaces with separate non-
associated flow rules in such a way that both damage and plasticity flow rules are dependent 
on both the plastic and damage potentials (Voyiadjis and Deliktas, 2000). The later approach 
is adopted in this work, where the strong coupling between plasticity and damage is 
implemented by using two damage mechanisms. One mechanism is coupled with plasticity, 
while the other occurs independent of the plastic deformation. The dissipation function of the 
latter occurs in both the elastic and plastic domains. To formulate that on the basis of the 
thermodynamic principles, the two damage processes are represented using two additive 
components in the dissipation potential. Since this work focuses on the development of 
coupled plastic-damage governing equations based on thermomechanical postulates, the 
various possibilities to describe plasticity and anisotropic damage behavior in materials shall 
be considered here. 
It is generally assumed that the rate of deformation can be additively decomposed into an 
elastic (reversible) part and an inelastic (irreversible) part (e.g. Nemat-Nasser, 1983; Lubliner, 
1990; Simo and Hughes, 1998).  ‘Non-instantaneously reversible’ deformation is a more 
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general description of the inelastic deformation since it is corresponding to the following set 
of physical phenomena: instantaneous plasticity, viscoplasticity, damage, and viscodamage. 
The first type of inelastic deformation is a time-independent mechanism, which is generally 
considered in the rate-independent plasticity theories. The viscoplastic deformation, which is 
sometimes qualified as creep, is a rate-dependent mechanism. Both of those two mechanisms 
or one of them is generally not sufficient to describe the set of experimental observations. 
Therefore, degradation of the mechanical properties up to complete failure should be 
considered in the experimental simulations. The damage growth can be time-independent 
(damage theory) and/or time-dependent process (viscodamage theory). The evolution, 
nucleation, and coalescence of microcracks, voids, and cavities during manufacturing 
processes and subsequent loading enhance the material to behave inelastically in the elastic 
and plastic domains. Voyiadjis and Park (1999) summed such defects as an inelastic strain 
called the damage strain. They decomposed this damage strain into elastic-damage 
(recoverable) component attributed to crack closure and void contraction during unloading, 
and inelastic-damage (unrecoverable) component attributed to random distribution and 
orientation of the cracks that make their recovery impossible. In accordance with their work, 
two irreversible strains are considered in this study: the plastic and the damage strains.  
An outline for the work in this chapter is as follows: In Section 3.2 we demonstrate the 
motivated morphologies for the additive decomposition of the total strain into elastic, plastic, 
and damage components. Section 3.3 is devoted to the physical interpretations of the damage 
variable for both the isotropic and anisotropic damage distributions. Furthermore the 
derivation of the energy release rate is outlined for both isotropic and anisotropic damage 
distributions. In Section 3.4, we outline a general thermodynamic framework for the coupled 
elasto-plastic and damage material behavior. In Section 3.5, the derived evolution equations 
are examined for pure isotropic damage case and applied to simulate computationally the 
experimental results of Hesebeck (2001) for high strength steel specimens subjected to tensile 
loading. This chapter is restricted to small strains. 
 
3.2 The Strain Additive Decomposition 
 
Experimental observations show that in general the processes of cold-working, forming, 
machining of mechanical parts, etc. can cause an initial evolution of defects in the virgin 
material state, such as nucleation of certain amount of cracks, voids, and dislocation patterns. 
The initial defects induced in the material microstructure along with the subsequent defects 
that occur during deformation process enhance the material to behave inelastically even 
before the onset of plasticity. If the material is elastically unloaded before forming 
dislocations along slip planes (plasticity), permanent strains are observed. Those strains are 
irreversible damage strains, while the reversible strains are of two parts: elastic part and 
damage part. As plastic deformations initiate, both damage and plastic permanent 
deformations are anticipated. Next we demonstrate this behavior in uniaxial tension and 
complex loadings.            
Imagine an elastically loaded representative volume element (RVE) containing uniformly 
distributed (micro)-cracks of Mode I, which are triggered by the process of cold working, and 
is deformed by a total strain 1ε . A certain part of this strain is elastically recoverable ( 1
eε ) and 
another part is induced by damage ( 1
edε ). After the loads are released before the yield limit is 
 53
reached, the body will have no permanent strains left. However, the magnitude of the elastic 
stiffness for the RVE maybe reduced due to the growth of microcracks. This is clearly 
demonstrated in Figure 3.1 which shows the foregoing micromechanics of a continuum point 
in the RVE and the corresponding macro-stresses and strains. We begin with an unstressed 
unit cell in the RVE containing a microcrack of length 2a  and a resulting average stiffness 
1E  (the stiffness of the matrix surrounding the microcrack remains unchanged by microcrack 
opening). Up to a certain stress level, the microcrack will not grow but only open. Therefore, 
the microcrack length will remain 2a  (neglecting the Poisson’s effect) and the RVE average 
stiffness will not change. Beyond this threshold, however, the microcrack extends by an 
amount 2( )da  and the average stiffness decreases by an amount 1dE . Upon the load release 
the microcrack will close and no further growth occurs. For the same stress (points b and d) a 
greater strain will result, due to the reduction in the RVE average stiffness. In the stress free 
state there are no permanent strains left, only the resulted average stiffness ( 1E ) is less than 
that of the initial body. The amount of the stored elastic strain energy at the end of the loading 
process is given by ( )1 1 1 2e edc c cσ ε ε+  and the additional surface energy resulting from the 
microcrack extension by an amount of 2da  is obtained from the work done by the applied 
stress 1 1 1 1 1[( ) ( )]
e ed e e
c c c a aσ ε ε ε ε+ − + .  
Imagine now the elastically loaded RVE containing an arbitrary distribution of (micro)-
voids and (micro)-cracks of mixed modes (Mode I, II, and III), which are triggered by the 
process of cold working, and subjected to a 2-D state of stress. Generally, this situation is 
more likely to happen in materials than the former case. The RVE is deformed by a total 
strain of ε ; a certain part of it is elastically recoverable ( eε ) and another part is induced by 
the damage ( dε ). If the loads are released before yielding is observed, the body will have, 
similar to plasticity and in contrast to the previous fictitious situation, permanent deformations 
( idε ). Those irreversible damage strains are attributed to the necessary geometric constraints 
Figure 3.1. Fictitious uniaxial stress-strain elastic response resulting from a growing micro-
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set by other (micro)-defects. Figure 3.2 shows the underlying micromechanics of a continuum 
point in the RVE and the corresponding macro-stresses and strains in one of the geometric 
directions. The existing stress state is that of combined biaxial tension and shear 
( 2 1 12σ σ τ> > ) with the stress-strain behavior in the 2-directions being accounted for. We start 
with an unstressed sub-RVE containing a growing microcrack and microvoid with an average 
stiffness E  (the stiffness of the matrix surrounding the microcrack/microvoid remains 
unchanged by the microcrack opening). Up to a certain stress level, the microcrack will open 
and start growing and the microvoid will expand. This process is accompanied by shape 
change and reduction in the average stiffness, dE . Upon the loads release, part of the 
microcrack will close, the size of the microvoid will decrease, and no further growth occurs. 
For the same stress (points b and d) a greater strain will result, due to the microcrack and 
microvoid growth and the reduction in the average stiffness. In the stress free state, permanent 
strains occur and the resulted average stiffness ( E ) is less than that of the initial body. Part of 
the resulted damage strain, dε , is recovered and another part is permanent. As clearly seen, 
the recoverable part, edε , is attributed to partial closure of microcracks and size reduction of 
microvoids upon unloading (but not healing), while the unrecoverable part is attributed to lack 
of closure of all microcracks and unvanishing microvoids that cause permanent deformation. 
As we stated earlier, this may be due to the geometrical constraints set up by the interacting 
microcracks, microvoids, and grain boundaries.              
Both situations are likely to happen under different types of loading. However, the first 
situation is more likely to happen in uniaxial tension, while the second situation is likely to 
happen in complex loading.  
One now investigates the total basic one-dimensional behavior in a ductile material. 
Consider the uniaxial tension test shown in Figure 3.3. In this test, a bar of uniform cross-
Figure 3.2 Fictitious stress-strain elastic response of an RVE subjected to a 2-D state of stress 
( 1 2 12σ σ τ> > ) resulting from a growing microcrack and microvoid. Part of the damage strain 
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section is subjected to the uniaxial loading-unloading history: O → B → C , during which the 
length of the bar takes the following values: L → pl → pidl → pdl → l . Stage  O → B  
corresponds to a monotonic loading beyond the elasticity domain, and B → C  to elastic 
unloading (C → B  corresponds to elastic loading process). State C  corresponds to a stress-




l l l l
L l l L
=                                                             (3.1) 
or  
e d pλ λ λ λ=                                                                 (3.2) 
 
where l Lλ =  is the axial stretch ratio at the end of O → B , e pdl lλ =  can be viewed as the 
elastic stretch at the end of the elastic transformation B → F , d pd pl lλ =  corresponds to the 
damage stretch between D  state and a damage-free state between C  and O , and p pl Lλ =  
corresponds to plastic stretch between O  state and a plastic-free state between C  and O . The 
term “between C  and O ” is used due to the fact that part of the permanent deformation is 
contributed by plasticity and part from the non-recoverable damage.  
 Note that the superscripts here do not imply tensorial indices but merely indicate the 
corresponding deformation configuration such as “e” for elastic, “p” for plastic, “d” for 
damage, “ed” for elastic-damage,  “id” for inelastic-damage, and “pid” for plastic-inelastic-
damage 





























Figure 3.3 Uniaxial stress-strain response of a metallic specimen. 
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d ed idλ λ λ=                                                                 (3.4) 
 
where ed pd pidl lλ =  is the elastic-damage stretch (recoverable damage stretch) between states 
D → C , and id pid pl lλ =  is the unrecoverable damage stretch between C  state and a 
damage-free state between C  and O . No effective configurations are used to interpret the 
above definitions. 
In the context of the kinematic linear theory of deformation (infinitesimal deformation) and 
motivated by the above schematic illustration, by the micromechanics of single crystal 
plasticity (Nemat-Nasser, 1979 and 1983), and the continuum damage mechanics (Voyiadjis 
and Park, 1999), one can assume the additive decomposition of the total strain (ε ) into elastic 
(ε e ), plastic (ε p ), and damage components (ε d ). Although the damage process is an 
irreversible deformation thermodynamically; however, the deformation due to damage itself 
can be partially or completely recovered upon unloading. Thus, the damage strain component 
is also decomposed into elastic (reversible) and inelastic (irreversible) parts. The recoverable 
part is attributed to cracks closure upon unloading (but not healing), while the unrecoverable 
part is attributed to unclosed cracks and voids that cause permanent deformation. This may be 
due to the constraints set up by the interacting (micro)-cracks, (micro)-voids, dislocation 
densities, and grain boundaries. Both reversible and irreversible parts cause degradation in the 




ij ij ij ijε ε ε ε= + +                                                               (3.5) 
and  
d ed id
ij ij ijε ε ε= +                                                                  (3.6) 
 
where edε  and idε  are the elastic-damage and inelastic-damage parts of the damage strain, 
respectively. In this work the subscripted letters after the variables indicate the tensorial 
nature of the variables unless specifically stated otherwise.   
During the unloading process, two types of strains are purely reversible: the ordinary 
elastic strain,ε e , and the elastic-damage strain, ε ed . Thus, the total reversible elastic strain, 
Eε , due to unloading can be obtained by: 
 
E e ed
ij ij ijε ε ε= +                                                                 (3.7) 
 
On the other hand, the total inelastic strain, Iε , arises from the two irreversible sources: 
inelastic damage and plastic flow such that: 
 
I id p
ij ij ijε ε ε= +                                                                 (3.8) 
   
Eq. (3.5) can therefore be expressed as follows: 
 
E I
ij ij ijε ε ε= +                                                                  (3.9) 
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Both components of the damage tensor edε  and idε  are functions of an internal variable 
called the damage variable, φ , which is a scalar for isotropic damage and a tensor for a 
continuum that exhibits anisotropic damage. In the following section, we interpret the 
physical definition of the damage tensor in one-dimension and three-dimensions.  
 
3.3 Physical Interpretation of the Damage Variable 
 
The damage variable is a macroscopic measure of the microscopic degradation of a 
representative volume element (Kachanov, 1986; Lemaitre and Chaboche, 1990; Lemaitre; 
1992; Lubarda and Krajcinovic, 1993; Voyiadjis and Venson, 1995; Krajcinovic, 1996; 
Voyiadjis and Kattan, 1999; Voyiadjis and Deliktas, 2000). Damage in materials can be 
represented in many forms such as specific void and crack surfaces, specific crack and void 
volumes, the spacing between cracks or voids, scalar representation of damage, and general 
tensorial representation of damage. In this section, however, the physical interpretation of the 
damage variable is introduced as the specific damaged surface area, where two cases are 
considered: the isotropic damage distribution case and the anisotropic damage distribution 
case of microcracks and microvoids. Moreover, this study is limited to small strain 
deformations and an extension to finite strain deformations can be easily obtained.   
 
3.3.1 Isotropic Damage 
 
We first consider the definition of the damage variable φ  in one-dimension as originally 
proposed by Kachanov (1958), and further developed by several other authors (e.g. Lemaitre 
and Chaboche, 1990; Lemaitre; 1992; Lubarda and Krajcinovic, 1993; Voyiadjis and Venson, 
1995; Krajcinovic, 1996; Voyiadjis and Kattan, 1999; Kattan and Voyiadjis, 2001) since the 
1970s. Consider a uniform bar subjected to a uniaxial tensile load, T , as shown in Figure 
3.4(a).  The cross-sectional area of the bar in the stressed configuration is A  and it is assumed 
that both voids and cracks appear as damage in the bar and form a total damage area of DA . 
The uniaxial tensile force T  acting on the bar is easily expressed using the formula T Aσ= .  
In order to use the principles of continuum damage mechanics, one considers a fictitious 
undamaged configuration (effective configuration) of the bar as shown in Figure 3.4(b).  In 
this configuration all types of damage, including both voids and cracks, are removed from the 
bar.  The effective stressed cross-sectional area of the bar in this configuration is denoted by 
A  and the effective uniaxial stress is σ . The bars in both the damaged configuration and the 
effective undamaged configuration are subjected to the same tensile force, T .  Therefore, 
considering the effective undamaged configuration, one can write T Aσ= .  Equating the two 
expressions for T  that are obtained from both configurations, the following expression for the 













φ −= =                                                     (3.11) 
 
where DA  is the specific flaws (or damaged) area (Voyiadjis and Kattan, 1999; Kattan and 
Voyiadjis, 2001). 
Similarly, a relation between the effective stress tensor, σ , and the nominal stress tensor, 













One can now derive expressions for the elastic strains and elastic moduli in the damage 
configuration as a function of the isotropic damage variable φ . Assume that the initiated 
microcracks (no microvoids are initiated) during elastic loading are totally closed (not healed) 
upon the elastic unloading process. Figure 3.5(a) shows a fictitious stress-strain response 
before plasticity occurs, where the total elastic strain ( E e ed= +ε ε ε ) is recoverable. Thus, the 
elastic stress-strain relation can be written as: 
 
e
ij ijkl klEσ ε=                                                              (3.13) 
 
where E  is the initial elastic moduli that is constant and can be obtained experimentally.  
The above equation shows that the initial elastic modulus, E , is equal to the effective 
elastic modulus, E , if no damage occurs (i.e. E E=  for no damage case). This is true if 
initially the current state has no micro-damage initiation. Thus, in this case the spatial 
configuration coincides with the effective fictitious configuration. Alternatively, Eq. (3.13) 
can also be written as follows (Figure 3.5(a)): 
  
( )e ed Eij ijkl kl kl ijkl klE Eσ ε ε ε= + =                                                (3.14) 
 
Figure 3.4 A cylindrical bar subjected to uniaxial tension: both voids and cracks are removed 



















where E  is the elastic-damage Young’s modulus (degraded) that is no longer constant, and 
hence a relation between the elastic-damage modulus E  and the damage variable φ  is 
sought.   
Considering the fictitious effective (undamaged) stress-strain response shown in Figure 
3.5(b), a similar relation to Eq. (3.13) can be obtained such as: 
 
e
ij ijkl klEσ ε=                                                             (3.15) 
 
where eε  and E  are the effective counterparts of Eε  and E , respectively.  
In order to derive the transformation relations between the damaged and the hypothetical 
undamaged (effective configuration) states of the material, the elastic energy equivalence 
hypothesis (Sidoroff, 1981) is utilized. This hypothesis assumes that the elastic energy in 
terms of effective and nominal stress and corresponding strain quantities must be equal. Thus, 





ij ij ij ijσ ε σ ε=                                                      (3.16) 
 
where E e ed= +ε ε ε  is the total elastic strain recovered during unloading and eε  is the 
effective elastic strain. The total elastic strain energy is assumed to be a decomposition of two 
parts: the ordinary elastic strain energy ( 12 eσ ε ) and the elastic-damage strain energy 
( 1 12 2E e−σ ε σ ε ). This signifies that the stored elastic-damage energy is needed to open the 


























Figure 3.5 Fictitious uniaxial stress-strain elastic response where all the damage strain is 
recoverable.  
(a) all damage is recoverable (all cracks are closed but not healed) 
(b) effective configuration where all damage is removed. 
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Substituting Eq. (3.12) into Eq. (3.16), the following relation between the effective elastic 
strain, eε , and the total elastic strain, Eε , is obtained as follows: 
 
( )1e Eij ijε φ ε= −                                                                (3.17) 
 
This is analogous to the relation derived by Voyiadjis and Kattan (1992a). However, in that 
work the strain Eε  was not explicitly decomposed into its components eε  and edε . 
A similar relation between the ordinary elastic strain, eε , and the effective elastic strain, 
eε , can be obtained by substituting Eqs. (3.12) and (3.13) into Eq. (3.15) such that: 
 
( )1e eij ijε φ ε= −                                                               (3.18) 
 
From the above relation it is clear that the effective elastic strain, eε , is not identical to the 
ordinary elastic strain, eε , obtained through the additive strain decomposition in Eq. (3.7). 
This relation shows that the elastic strain (excluding the damage strain) depends on the 
damage level, which conforms well to the experimental observations that show the elastic 
strain decreases as the damage level increases, in particular, at strains close to failure, see 
Figure 3.6.  
Furthermore, by rearranging Eq. (3.17) and substituting into Eq. (3.18) one obtains: 
 
( )21e Eij ijε φ ε= −                                                              (3.19) 
 
which again emphasizes the previous result, see Figure 3.6. Considering the additive 
decomposition of the total elastic strain, Eq. (3.7), into Eq. (3.19) and simplifying the result 
















                                                      (3.20) 
 
or by utilizing Eqs. (3.18) and (3.19) one obtains the following relation: 
 
( )
( ) ( )
2





ε ε φ ε
φ
 − −  = = − −   −  
                                     (3.21) 
 
This relation shows that the elastic-damage strain, edε , increases with the damage growth 
(Figures 3.6 and 3.7), which qualitatively agrees with the loading-unloading uniaxial tensile 
processes. 
Finally, by substituting Eqs. (3.10) and (3.17) into Eq. (3.15) and comparing the result with 
Eq. (3.14), one derives a relation between the elastic-damage modulus, E , and the initial 
elastic modulus, E , in terms of the scalar damage variable, φ , as follows: 
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( )21ijkl ijklE E φ= −                                                    (3.22) 
 
This coincides with the relation obtained by Voyiadjis and Kattan (1992a). 
In Figure 3.6(a) the variation of the strain ratios in the elastic range of Eqs. (3.17), (3.19), 
and (3.21) are plotted with respect to the damage variable, φ . In Figure 3.6(b) the variation of 
 
Figure 3.6 Variation of the different types of elastic strain with respect to the damage 



































the strain ratio in the elastic range of Eq. (3.20) is plotted with respect to the damage variable, 
φ . Figure 3.6 shows a qualitatively correct behavior with respect to the experimental 
observations. 
It is noteworthy that if the damage variable, φ , is known, one can then calculate the 
corresponding damage strain and stiffness using the derived equations. Next, we will 
demonstrate the proposed damage concept for the anisotropic case.  
 
3.3.2 Anisotropic Damage 
 
Many researchers tend to adopt the traditional simple isotropic scalar damage variable, 
“(1 φ− )”, in order to model the material micro-damage mechanism, in which all components 
of the material stiffness are degraded by the same scalar damage parameter, φ  (e.g. 
Krajcinovic and Foneska, 1981; Krajcinovic, 1983; Kachanov, 1986; Lemaitre and Chaboche, 
1990; Lemaitre; 1992; Doghri, 2000; etc). However, in order to ensure a more realistic 
application of the principles of the damage mechanics, anisotropic damage should be 
assumed.  In this case different levels of damage are related to the principal directions, and 
thus a simple scalar damage parameter is no longer sufficient to quantify damage in all 
directions. Instead, the anisotropic phenomenon of the microdamage distribution in the 
material is interpreted using a symmetric second-order damage tensor, ijφ  (e.g. Murakani and 
Ohno, 1981; Murakami, 1983, 1988; Ortiz, 1985; Chow and Wang, 1987, 1988; Lubarda and 
Krajcinovic, 1993; Voyiadjis and Abu-Lebdeh, 1993; Voyiadjis and Kattan, 1992a, 1992b; 
Voyiadjis and Venson, 1995; Voyiadjis and Park, 1997, 1999; Seweryn and Mroz, 1998; 
Voyiadjis and Deliktas, 2000; etc.). 
We now generalize the definition of the isotropic damage variable described above (Figure 
3.4) to the anisotropic case. Consider a damaged solid in which an RVE of finite volume has 
been isolated. Assume the RVE is an elementary parallelepiped, and consider facets of 
outward unit normal in ( , ,i x y z= ). Each of the three facets has a different evolution of 
microdamage; i.e. DxA  on the facet has a unit normal xn , 
D
yA  on the facet that has a unit 
normal yn , and 
D
zA  on the facet that has a unit normal zn . The total area of the facet in the 
xn , yn , and zn  directions are designated as xA , yA , zA , respectively. A measure of damage 
in the RVE is then given by a second-order tensor defined as follows: 
 
= ⊗φ ρ ρ   or  ij i jφ = ρ ρ                                               (3.23) 
 








ρ =        (no sum on i)                                                 (3.24) 
 
where DiA  ( , ,i x y z= ) is the total area of defects traces on the facet whose unit normal is in . 
We will see in the subsequent sections that the definition of the strain energy release rate 
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enables us to avoid calculation of DiA  which would be extremely difficult to do because of the 
lack of knowledge of the precise geometry of the microcracks and microvoids. A compound 
definition for damage was previously defined by Kattan and Voyiadjis (2001) were both 
damages due to cracks and voids were superimposed. Their definition of voids followed the 
concept of area reduction due to damage. 
The damage tensor φ  in Eq. (3.23) can be written in a matrix form as follows: 
 
 [ ]
x x y x z
xx xy xz
yx yy yz y x y y z
zx zy zz
z x z y z
φ φ φ
φ φ φ φ
φ φ φ
 ρ ρ ρ ρ ρ      = = ρ ρ ρ ρ ρ        ρ ρ ρ ρ ρ 
    (3.25) 
 
which is a generalization of the Kachanov’s parameter that has in some simple special cases 
the same meaning. In the work of Voyiadjis and Venson (1995) crack densities as a measure 
of microcracks only without microvoids was considered. In a later work by Voyiadjis and 
Kattan (1999), and Kattan and Voyiadjis (2001) the two types of damages were incorporated 
under the same variable, φ . In the present work all the defect traces that evolve on the RVE 
facets (i.e. microcracks and microvoids) are considered.  
It is worth to say that the above definition is defined from a pure geometric point of view; 
that is the larger the surface damage traces, the more severe the damage. From the material 
point of view, the distribution (spacing and orientation) and size of the surface damage traces 
have a considerable influence on the material behavior. For example the same total damaged 
area can be contributed by a smaller number of large voids/cracks or a larger number of small 
voids/cracks. Those effects are implicitly considered in the evolution equations derived in the 
subsequent sections. This implicit consideration comes from the fact that the proposed model 
follows the phenomenological approach because the material behavior is described through a 
suitable set of internal variables, acting at the micro-structural level, and whose relation to 
micromechanical processes is not exactly defined. However, an explicit consideration of such 
effects can be achieved by the use of the non-local or gradient damage theories (e.g. Pijaudier-
Cabot and Bazant, 1987; Aifantis, 1992; Zbib and Aifantis, 1992; Voyiadjis et al., 2001, 
2003; Voyiadjis and Abu Al-Rub, 2003; Taylor et al., 2002). This explicit consideration of the 
shape, size, and distribution of micro-cracks and micro-voids by the use of the non-local or 
gradient theories can be easily adapted to the proposed model, but the matter is beyond the 
scope and the limit of the present work. 
 One can write the linear elastic constitutive equations for the damaged material according 
to the principle of strain energy equivalence between the virgin material and damaged 
material (Sidoroff, 1981). That is, the damaged material is modeled using the constitutive 
laws of the effective undamaged material in which the Cauchy stress tensor, σ , is replaced by 
the effective stress tensor, σ  (Murakani and Ohno, 1981): 
 
ij ikjl klMσ σ=                                                          (3.26) 
 
where M  is the fourth-order damage-effect tensor. Many different expressions for M  have 
been proposed in the literature in order to symmetrize the effective stress tensor, σ . A 
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comprehensive review of the most widely used expressions are presented by Voyiadjis and 
Park (1997). The following expression for M , which is proposed by Cordebois and Sidoroff 
(1979), is used here due to its attractiveness in the mathematical formulations, such that: 
 
( ) ( ) 12ikjl ik ik jl ik jl jlM δ φ δ δ δ φ
−
 = − + −                                        (3.27) 
 
where ijδ  is the Kronecker delta.  
Furthermore, using the strain energy equivalence principle, Eq. (3.17) which relates the 
effective elastic strain tensor eε  with the total elastic strain tensor Eε  can be expressed for 
anisotropic damage as follows: 
 
1e E
ij ikjl klMε ε
−=                                                              (3.28) 
 
Also similar to Eq. (3.18), one can write: 
 
 e eij ikjl klMε ε=  (3.29) 
 
Analogous to Eq. (3.22), the elastic-damage stiffness, E , can be rewritten using the fourth 
order damage-effect tensor M  as follows (Voyiadjis and Park, 1999): 
 
1 1
ijkl imjn mnpq pkqlE M E M




( ) ( )1 12ikjl ik ik jl ik jl jlM δ φ δ δ δ φ
−  = − + −                                       (3.31) 
 
and E  is the fourth-order elastic moduli tensor given by: 
 
12
3ijkl ij kl ik jl ij kl
E K Gδ δ δ δ δ δ = + − 
 
                                      (3.32) 
 
where K  and G  are the elastic bulk and shear moduli, respectively. 
Analogous to Eq. (3.21) one can express edε  in terms of the applied stress, σ , by 
substituting Eqs. (3.13) and (3.14) into Eq. (3.7), such that: 
 
 ( )1 1edij ijkl ijkl klE Eε σ− −= −  (3.33) 
 




3.3.3 The Strain Energy Release Rate (G ) 
 
The strain energy release rate G  for the isotropic damage case is defined as the rate of 
change in the elastic potential energy density EΨ  with respect to the specific damaged area 








G  (3.34) 
 
Now, we illustrate the derivation of the strain energy release rate G  in one dimension. 
Consider an elastically loaded body containing microdamages (Figure 3.5). The potential 
energy EΨ  for damage growth is given by: 
 
 E U WΨ = −  (3.35) 
 
where U  is the strain energy stored in the body ( 2Eσε ) and W  is the additional energy 
necessary for damage growth and obtained from the work done by Eσε . The potential energy 




E EσεΨ = −  (3.36) 
 
Eq. (3.36) is obtained when the loading is stress controlled (the displacement is fixed). 





E EσεΨ =  (3.37) 
 
Now substitution of Eq. (3.37) into Eq. (3.34) along with E Eε σ= , yields the following 
expression:  
   
 21 2 1
2 D DE A A E
σ σ σ ∂ ∂  = − +   ∂ ∂   
G  (3.38) 
 
The stiffness of the body E  is decreasing whether the body is rigidly gripped (strain control) 
such that the damage growth would result in a stress drop or whether the stress is fixed (stress 
control) such that the damage growth would result in a strain increase. For the strain control 
case, both σ  and E  would decrease, but the ratio Eσ  would remain the same, such that: 
 
 1 1 0D DE A A E
σ σ∂ ∂  + = ∂ ∂  
 (3.39) 
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σ ∂  =  ∂  
G  (3.40) 
 
In the case of stress control or strain control loading, the magnitude of EΨ  is equivalent as 
given by Eqs. (3.36) and (3.37). Thus, under fixed stress loading condition the strain energy 
release rate is the same as given by Eq. (3.40), only the sign is reversed, reflecting the fact the 
G  is independent of the type of load application (e.g. displacement control, load control, 
combinations of stress change and strain change). 
We found for the case of isotropic damage (Eq. (3.22)) that E  for a one-dimensional case 
can be expressed in terms of the undamaged stiffness E  and the damage variable φ  as 
follows: 
 
 ( )21E E φ= −      (3.41) 
 
with DA Aφ =  is given by Eq. (3.11).  
Substitution of Eq. (3.41) into Eq. (3.40), yields the following expression for the energy 










G  (3.42) 
   
By substituting the nominal stress σ  from Eq. (3.10) along with the elastic strain energy 
equivalence principle (Eq. (3.16)), the strain energy release rate G  can be written as a 











G  (3.43) 
 









G  (3.44) 
where D D Dij i jA A A=  as defined in Eq. (3.23). 
Similar to the procedure outlined above, one can derive the strain energy release rate for 
the anisotropic damage case (G ) with the aid of the definition presented by Eqs. (3.23), (3.30) 
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and (3.31). Assuming that the total area of the RVE’s facets in the xn , yn , and zn  normals are 














G  (3.45) 















where J  is a sixth-order tensor and is given by: 
 
 ( )12kplqab lq ka pb kp la qbJ δ δ δ δ δ δ= +  (3.47) 
Hence, Eq. (3.45) can be written as: 
 







G  (3.48) 
where EΨ  is given by: 
 
 1 11 1
2 2
E
ij ijkl kl ij ijkl klE Eσ σ σ σ
− −Ψ = =  (3.49) 
 
It is noteworthy that since the magnitude of EΨ  is path independent as was shown in the 
beginning of this section, the expression of G  does not differ whether the imposed loading is 
strain control or stress control. This particularly agrees well with the definition of strain 
energy release rate made in fracture mechanics (Thomason, 1990; Anderson; 1994; Hertzberg, 
1996). However, this does not imply that the strain energy release rate, presented in Eq. (3.43) 
for isotropic damage or Eq. (3.48) for anisotropic damage, is stress/force path independent. 
The expression for the strain energy release rate, which is used later to define the conjugate 
damage force, has in its composition the damage variable φ  which is stress/force path 
dependent. This makes both the strain energy release rate and the damage conjugate force 
path dependent.   
 
3.4 Coupled Damage/Plasticity Thermodynamic Formulation 
 
3.4.1 Helmholtz Free Energy Density 
 
In this work, the elasto-plastic-damage material behavior is considered. This implies that 
stress path material dependence and the nonlinear material response are considered. Thus, the 
dependent constitutive variables are functions of the total elastic strain tensor, Eε , and intn - of 
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internal state variables, kℵ  ( int int1,..., ; 1k n n= ≥ ). Within the thermodynamic framework, the 
Helmholtz free energy density can be written as: 
 
 ( );Eij kεΨ = Ψ ℵ  (3.50) 
 
Since the main objective is to develop strong-coupled constitutive equations for a plastic-
damaged material, the effects of plastic strain hardening and micro-damage mechanisms are 
to be considered. Experimental observations show that the accumulation of the material 
defects during the deformation process has a tendency to form macroscopically localized 
deformation regions. In those localized zones, many defects may undergo irreversible growth; 
coalescence of pre-existing cracks and voids may occur; propagation of dislocations may 
proceed; and new defects may nucleate with their ultimate coalescence results in failure. 
Moreover, intensive interaction mechanisms of the evolved defects may take place at those 
localized zones; such as dislocation - dislocation interaction, microdamage - microdamage 
interaction, crack dominated - dislocation interaction, dislocation dominated - crack 
interaction, dislocation/crack - grain boundary interaction, etc. In order to consider such 
mechanisms in the constitutive equations, a finite set of internal state variables kℵ , acting at 
the micro-structural level, representing either a scalar or a tensorial variable are assumed such 
that (Voyiadjis and Deliktas, 2000): 
 
 ( ), , , ,k k ij ij ijp rα Γ φℵ =ℵ  (3.51) 
 
where α  is the plastic flux variable related to the kinematic hardening (movement of the 
loading surface), and p   is the equivalent plastic strain related to the isotropic hardening (size 
of the loading surface). Furthermore, since this work focuses on the development of a coupled 
plastic-damage framework based on the thermomechanical postulates, the various possibilities 
to describe anisotropic damage are to be presented here. The damage internal variables consist 
of the damage flux variable Γ  corresponding to the kinematic hardening (movement of the 
damage surface), r  the cumulative inelastic-damage strain (size of the damage surface), and 











ij ijr dtε ε= ∫  (3.53) 
                 
Using the Clausius-Duhem inequality for isothermal state, one obtains:  
 
 0ij ijσ ε ρψ− ≥  (3.54) 
 
where ρ  denotes the mass density. In Eq. (3.54) the total strain rate tensor, ε , is decomposed 
into two parts: total elastic part, E e ed= +ε ε ε  and inelastic part, I p id= +ε ε ε . 
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The time derivative of Eq. (3.50) with the respect to its internal state variables, kℵ , is 
given by: 
 
 Eij ij ij ijE
ij ij ij ij
p r
p r
ε α Γ φ
ε α Γ φ
∂Ψ ∂Ψ ∂Ψ ∂Ψ ∂Ψ ∂Ψ
Ψ = + + + + +
∂ ∂ ∂ ∂ ∂ ∂
 (3.55) 
 
Substituting the rate of the Helmholtz free energy density, Eq. (3.55), into the Clausius-
Duhem inequality, Eq. (3.54), along with Eq. (3.5), one obtains the following thermodynamic 
constraint: 
 
      0E Iij ij ij ij ij ij ijE
ij ij ij ij
p r
p r
σ ρ ε σ ε ρ α ρ ρ Γ ρ ρ φ
ε α Γ φ
 ∂Ψ ∂Ψ ∂Ψ ∂Ψ ∂Ψ ∂Ψ
− + − − − − − ≥  ∂ ∂ ∂ ∂ ∂ ∂ 
 (3.56) 
 














































where X , R , H , K , and -Y  are the thermodynamic forces conjugate to the fluxes α , p , 
Γ , r , and φ , respectively.  
The complexity of a model is directly determined by the form of the Helmholtz free energy 
Ψ  and by the number of conjugate pairs of variables. The specific free energy, Ψ , on the 
long-term manifold (neglecting the short-term manifolds) is assumed as follows: 
 
 ( )1 1 1 1 1
2 3 2
E E bp cr
ij ijkl kl ij ij ij ijE C Q p e a q r eb c
ρ ε ε α α Γ Γ− −   Ψ = + + + + + +   
   
φ  (3.63) 
 
where ( )φE  is the fourth-order damage elastic tensor and C , Q , b , a , and c  are material-
dependent constants.  
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 The form of the first term in Eq. (3.63) has been often postulated in damage mechanics, 
and is based on the concept of the effective stress σ  so that it presents the same strain or the 
same elastic energy as a damaged element subjected to the nominal stress σ . The rest of the 
terms in Eq. (3.63) have been assumed in this form in order to derive nonlinear evolution 
equations for the isotropic and kinematic hardening that describe more accurately the 
plasticity and damage deformation mechanisms. The second and third terms take a form as 
proposed by Chaboche (1989). The fourth and fifth terms are assumed analogous to the 
second and third terms, respectively for the case of damage.  
The proposed definition of Ψ  allows the derivation of the constitutive equations and the 
internal dissipation described next. The state laws of the assumed internal state variables are 
obtained by substituting Eq. (3.63) into Eqs. (3.57)-(3.61), such that: 
 
 ( )p idij ijkl kl kl klEσ ε ε ε= − −  (3.64) 
 2
3ij ij
X Cα=  (3.65) 
 ( )1 bpR Q e−= −  (3.66) 
 ij ijH aΓ=  (3.67) 
 ( )1 crK q e−= −  (3.68) 
 
Now, one can obtain an expression for the damage driving force Y  in terms of the strain 
energy release rate presented in Eq. (3.45). By using the chain rule, the thermodynamic state 
















Using the definition of strain energy release rate for anisotropic damage (Eq. (3.44)) and the 
physical definition of the damage tensor φ  (Eqs. (3.23) and (3.24)) along with the assumption 
of A  designating the total area of the RVE’s facets in the xn , yn , and zn  directions, one can 












G  (3.70) 
 
Substituting the expression derived for the strain energy release rate for anisotropic damage 
G  (Eq. (3.48)) into Eq. (3.70), one can express the damage driving force Y  as follows: 
 
 2 Eij kplq kplqijY M J= Ψ  (3.71) 
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where EΨ  and J  are given by Eqs. (3.47) and (3.49), respectively. Furthermore, we may 
replace : 2E eΨ =σ ε  by its expression in terms of equivalent stress 3 : 2eqσ = τ τ  and the 








Ψ = +  (3.72) 
 
where 3 /(1 2 )K E ν= − , / 2(1 )G E ν= + , and ν  is the Poisson’s ratio. For the isotropic 
damage case we may write an expression for Y  as follows: 
 
 












 2* 2 1/ 23[ (1 ) 3(1 2 )( / ) ]eq eqPσ σ ν ν σ= + + −  (3.74) 
 
where * *(1 )σ φ σ= − . This is referred to as the equivalent damage stress according to the 
notation by Lemaitre and Chaboche (1990). The ratio / eqP σ  expresses the triaxiality of the 
state of stress. 
 
3.4.2 The Dissipation Function and the Maximum Dissipation Principle   
 
Using the equations of state (Eqs. (3.57)-(3.62)), the Clausius-Duhem inequality 
expression (Eq. (3.56)) becomes: 
 
 ( ) 0p idij ij ij ij ij ij ij ij ijX Rp H Kr Yσ ε ε α Γ φΠ = + − − − − + ≥  (3.75) 
 
where Π  defines the dissipation due to plasticity and damage morphologies and requires to be 
non-negative. It can be seen from the dissipation function Π  that both irreversible and 
reversible damage strains cause energy dissipation. This is caused by the irreversible strains 
through : idσ ε  and the reversible strains through :φY .   
The rate of the internal state variables associated with plastic and damage deformations are 
obtained by utilizing the calculus of functions of several variables with the Lagrange 
multipliers pλ  and dλ , respectively. The dissipation function Π  (Eq. (3.75)) is subjected to 
the two constraints, namely 0f =  and 0g =  (Voyiadjis and Kattan, 1992a), such that: 
 
p df gλ λΩ = Π − −                                                      (3.76) 
 
We now can make use of the maximum dissipation principle (Simo and Honein, 1990; Simo 
and Hughes, 1998), which states that the actual state of the thermodynamic forces (σ , Y ) is 
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that which maximizes the dissipation function over all other possible admissible states. Thus, 












                                              (3.77) 
  
Substitution of Eq. (3.76) into Eq. (3.77) along with Eq. (3.75) yields the thermodynamic laws 
corresponding to the evolution of the total inelastic strain rate ( Iε ) and the damage variable 










                                                 (3.78) 
 
Considering the earlier postulate of the additive decomposition of the inelastic strain rate into 

















                                     (3.79) 
 
This assumption suggests that the inelastic-damage strains, idε , may be anticipated even 
before any plastic deformation can be observed, which qualitatively meets the discussion 
outlined in Section 3.2.    










Eq. (3.80) signifies, once again, that the damage growth occurs even if there is no plastic flow 
(i.e. 0pλ = ), which agrees well with the experimental observations in brittle materials and is 
justified in Figure 3.5. 
   In order to obtain non-associative rules for the damage and plasticity hardening variables, 
one can assume the existence of a plastic potential F  and a damage potential G  such that 
they are respectively not equal to f  and g . This postulate is essential in order to obtain 
nonlinear plastic and damage hardening rules, which give a more realistic characterization of 
the material response in the deformation process. The complementary laws for the evolution 
of the other internal state variables can then be obtained directly from the generalized 






α λ ∂= −
∂












Γ λ ∂= −
∂





                                                            (3.84) 
 
where pλ  and dλ  are determined using the consistency conditions 0f =  and 0g = , 
respectively. 
The next step is the selection of the appropriate form of the plastic potential function F , 
the plastic yield surface f , the damage potential function G , and the damage growth surface 
g  in order to establish the desired constitutive equations that describe the mechanical 
behavior of the material. 
 
3.4.3 Plasticity and Damage Dissipation Potentials and Hardening Rules 
 
Plastic Dissipation Potential and Hardening Rules  
 
Once a material is damaged, further loading can only affect the undamaged material. Thus, 
the damage potential function G  is defined in terms of the effective stresses and strains. By 
combining plasticity with damage, it seems natural that plasticity can only affect the 
undamaged material skeleton. Thus plastic potential F  is also defined in terms of the 







= + Χ Χ                                                    (3.85) 
 
where γ  and C  are material constants used to adjust the units of the equation. The yield 
function, f , is of a von Mises type given as follows: 
 
( )32 ( )( ) 0ij ij ij ij ypf X X R pτ τ σ= − − − − =                                 (3.86) 
 
where ypσ  is the initial size of the yield surface, and τ  and X  are expressed in terms of the 
damage tensor Μ  (given by Eq. (3.27)) and the corresponding damage states as follows 
(Voyiadjis and Kattan, 1999): 
 ij ikjl klMτ σ′=     where   
1
3ikjl ikjl rkrl ij
M M M δ′ = −  (3.87) 
and 
 ij ikjl klX M X=   (3.88) 
 
The plastic parameter 0pλ ≥ , which is known as the plastic consistency parameter, is 
assumed to obey the following Kuhn-Tucker loading/unloading conditions: 
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 < ⇒ =
 
= ⇒ = 










                               (3.89) 
 
In order to derive the evolution of the plasticity isotropic hardening function, the time rate 
of Eq. (3.66) gives: 
 
 bpR bQpe−=  (3.90) 
  
A relation between R  and p  can be obtained from Eq. (3.66), such that: 
 
 1 ln 1 Rp
b Q
 




which upon substituting it into Eq. (3.90) yields the following expression for R , such that: 
 
 [ ]R b Q R p= −  (3.92) 
 
The isotropic hardening represents a global expansion in the size of the yield surface with 
no change in shape. Thus for a given yield criterion and flow rule, isotropic hardening in any 
process can be predicted from the knowledge of the function R , and this function may in 
principle, be determined from a single test (e.g. the tension test). Therefore, the effective 
isotropic hardening function R  is related to the nominal isotropic hardening function by Eq. 









where (Voyiadjis and Park, 1997) 
 
 eq ij ijφ φ φ=  (3.94) 
    
Using Eq. (3.82) along with the chain rule and Eqs. (3.86) and (3.93), it can be easily 
shown that p  is related to pλ  by: 
 
 ( )1p eq pλ φ= −  (3.95) 
 






















= − + ∂ 
 (3.97) 
 
Since f f∂ ∂ = −∂ ∂σX  as it is clear from Eq. (3.86), it is easily shown with using the chain 
rule and Eqs. (3.26), (3.79)1, (3.88) together with the time rate of Eq. (3.65) that the evolution 





ij ij minj mrns rsX C M M Xε γλ= −  (3.98) 
 
Substituting Eq. (3.95) into the above equation, gives the following form for the evolution 
equation of the backstress tensor X , such that: 
 
 ( )2 13
p
ij ij eq minj mrns rsX C M M X pε γ φ= − −  (3.99) 
 
Damage Dissipation Potential and Hardening Rules 
 
The anisotropic damage governing equations are formulated using similar mathematical 
concepts as those used for plasticity. Thus, analogous to the plasticity potential function F , 
one can assume the following form of the damage potential function G  in the space of the 





dG g H H
a
= +                                                       (3.100) 
 
where d  and a  are material constants used to adjust the units of the equation. g  is the 
damage growth function postulated as follows: 
 
 ( )( ) ( ) 0ij ij ij ij dg Y H Y H l K r= − − − − =  (3.101) 
 
where dl  is the initial damage threshold. The damage consistency parameter 0
dλ ≥  is 
assumed to obey the following Kuhn-Tucker conditions: 
 










 < ⇒ =
 
= ⇒ = 










                (3.102) 
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Using Eq. (3.84) along with Eq. (3.101), the following relation is obtained: 
 
 d rλ =  (3.103) 
 
Taking the time rate of Eq. (3.68) and expressing r  in terms of K , the evolution of the 
damage isotropic hardening function K  can be easily written as: 
 
 ( )K c q K r= −  (3.104) 
  
Now, we derive an expression for the damage kinematic hardening rule by taking the time 




gH a d H r
Y
 ∂






ij kl kl kl kl
Y Hg






Next, explicit expressions for the plasticity and damage Lagrange parameters pλ  and dλ  
are derived using the consistency conditions f  and g , respectively. 
 
3.4.4 Plasticity and Damage Consistency Conditions  
 
Since σ , X , and R  are functions of φ  and their corresponding nominal counter parts σ , 
X , and R , it follows that the yield function f  may be expressed as a function φ , such that 
the corresponding consistency condition 0f =  can be written as follows: 
 
 0ij ij ij
ij ij ij




∂ ∂ ∂ ∂
≡ + + + =
∂ ∂ ∂ ∂
 (3.107) 
 
By assuming that the elastic-damage stiffness, E , is constant within each stress/strain 
increment, which is the case in the strain-driven problem, one can write the time rate of the 
Cauchy stress tensor (σ ) as follows: 
 
 Eij ijkl klEσ ε=  (3.108) 
 
Making use of the above equation, Eqs. (3.78), (3.80), (3.86), (3.92), (3.93), (3.95), (3.99), 
and the chain rule while noting that f f∂ ∂ = −∂ ∂X σ , it can be shown, after some 
manipulation, that the consistency condition, Eq. (3.107), gives the following relation 
between pλ  and dλ , such that: 
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 11 12 1
p da a bλ λ+ =  (3.109) 
where  
 




ijkl minj mrns rs
ij kl ij ij ij ij ij eq
b Q Rf f f f f f fa E C M M X
Y
γ
σ σ σ σ σ φ φ
−∂ ∂ ∂ ∂ ∂ ∂ ∂
= + − − +
∂ ∂ ∂ ∂ ∂ ∂ ∂ −
 (3.110) 
    
 12 ijkl
ij kl ij ij
f g f ga E
Yσ σ φ
∂ ∂ ∂ ∂
= −
∂ ∂ ∂ ∂
 (3.111) 
and 
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f f fMσ
σ σ σ σ
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∂ ∂ ∂ ∂
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∂ ∂ ∂




However, since the damage driving force Y  is a function of σ  and φ  (see Eq. (3.71)), the 
damage consistency condition can be rewritten as follows: 
 
 0ij ij ij
ij ij ij




∂ ∂ ∂ ∂
≡ + + + =
∂ ∂ ∂ ∂
 (3.117) 
 
Making use of Eqs. (3.78), (3.80), (3.101), (3.103), (3.104), and (3.105) along with the chain 
rule, it can be shown, after some manipulation, that the consistency condition, Eq. (3.117), 
gives the following relation between pλ  and dλ , such that: 
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 21 22 2




ij kl ij ij
g f g fa E
Yσ σ φ
∂ ∂ ∂ ∂
= −
∂ ∂ ∂ ∂
 (3.119) 
    
 ( )22 ijkl ij
ij kl ij ij ij
g g g g ga E d H c q K a
Y Yσ σ φ
∂ ∂ ∂ ∂ ∂
= − − + − +
∂ ∂ ∂ ∂ ∂
 (3.120) 
and 
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ij mn ij mn ij ij
ijE mn
kalb rpsq arbsij kplqmn
mn ij eq
Y Hg g g g K
Y H K
Hg M M J J a
Y
φ φ φ φ
φ
φ φ
∂ ∂∂ ∂ ∂ ∂ ∂
≡ + +
∂ ∂ ∂ ∂ ∂ ∂ ∂
 ∂∂
= Ψ − −  ∂ ∂ 
 (3.123) 
 
The plastic multiplier, pλ , and the damage multiplier, dλ , can be found from the linear 
system of equations given by Eqs. (3.109) and (3.118) such that: 
 








−     




 11 22 12 21a a a a∆ = −  (3.125) 
 
3.4.5 The Elasto-Plastic-Damage Tangent Stiffness 
 
Substituting pλ  and dλ  from Eq. (3.124) into Eq. (3.78), the evolution equation for the 
inelastic strain rate Iε  can be written in the following form: 
 
 Iij ijkl klε χ ε=  (3.126) 
 
where χ  is a fourth-order tensor and is expressed as follows: 
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 ijkl ijkl ijklP Zχ = +  (3.127) 
where  
 






















f gA a a
σ σ
 ∂ ∂







g fB a a
σ σ
 ∂ ∂
= − ∆ ∂ ∂ 
 (3.131) 
 
Substitution of Eqs. (3.126) and Eq. (3.33) into Eq. (3.108), yields the following: 
 
 ij ijkl klDσ ε=  (3.132) 
 
where D  represents the elasto-plastic-damage tangent stiffness given by: 
 
 ijkl ijkl ijmn mnklD E E χ= −  (3.133) 
 
The tangent stiffness D  has two possible expressions, such that: 
 
0 0 & 0 0




E if f or f g or g
D
E E if f f or g gχ λ λ
 < < < <= 
− = ⇔ = = ⇔ =
                 (3.134) 
 
The above expression signifies that =D E  if there is no damage and no plastic flow; and 
=D E  if there is total crack closure, total void contraction, and no plastic flow.  
The set of constitutive equations for the proposed model with damage and plasticity 
coupling are summarized in Table 3.1.  
 
3.5 Qualitative and Quantitative Results 
 
The pure damage and the coupled plastic-damage model behavior are examined in the 
sequel for the case of isotropic damage. The new features that the proposed model is 
attempting to represent are illustrated by providing qualitative and quantitative plots of stress 




Table 3.1 Constitutive equations of the proposed coupled elasto-plastic-damage model. 
 
 i. Elastic stress-strain relationship 
( ): ed p id= − − −σ ε ε ε εE  
 
ii. Damage stress-strain relationship 
( ): p id= − −σ ε ε εE      with     : :=E M E M  
 
iii. Flow-Rules 














iv. Isotropic and kinematic hardening laws 
 a. Plasticity 
  [ ]R b Q R p= − , 2 : :
3
pC pγ= −εX M M X  
 b. Damage 





v. Yield and damage conditions 
  ( ) ( )32 : 0ypf Rσ= − − − − ≤X Xτ τ ;  
  ( ) ( ): 0dg l K= − − − − ≤Y H Y H  
 
with 2 :E= ΨY M J  
 
vi. Kuhn-Tucker conditions  
0, 0 0p pf fλ λ≥ ≤ ⇔ =  
0, 0 0d dg gλ λ≥ ≤ ⇔ =  
 
vii. Consistency conditions 
0 if 0 & 0 if 0f f g g= = = =  
 
viii. Tangent stiffness 
0 0 & 0 0
: 0 0 & 0 0p d
if f or f g or g
if f f g gλ λ
 < < < <= 







3.5.1 The Case of Pure Isotropic Damage 
 
In this section some properties of the damage model proposed in Section 3.4.3.2 are 
investigated for some simple uniaxial processes using a dissipation mechanism produced by 
the damage potential only. The damage criterion with linear isotropic damage hardening is 





















where e ed idε ε ε ε= + +  is the total strain, dl  is the damage threshold, and q  is the damage 
hardening modulus. The evolution of the damage variable φ  in uniaxial extension can be 
obtained from Eq. (3.135) for a given ε , dl , and q . The limit uniaxial strain and stress at 
which damage initiates are obtained by setting 0φ =  in Eq. (3.135) such that: 
 
 o dl Eε = ,       o dE lσ =  (3.136) 
 
The elastic strain, eε , the elastic-damage strain, edε , and the inelastic-damage strain, idε , can 




























For 0φ = , eε ε=  and edε =  0idε = , the stress relation follows from the elastic constitutive 
relation: 















The stress-strain curves are shown in Figure 3.7 for different values of the damage 
threshold dl  and the damage hardening modulus q . It is evident that the model allows 
simulating a continuous change from hardening to softening as well as the reduction in the 
stiffness. It is noteworthy that the energy necessary to initiate the damaged state (that can be 









σ ε ε= = =∫  (3.139) 
 
Therefore, for 0q = , Eq. (3.135) characterizes a fracture-type criterion. Moreover, it can be 
noted from Figure 3.7(b) that for 0q =  (i.e. no damage hardening), for each φ  there is a 
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unique value of stress; while for 0q ≠  (i.e. with damage hardening), for each φ  there are two 
possible stress values. Therefore, due to the presence of damage the application of this model 
to structural problems will cause strain localization with the consequent mesh-dependency of 
the numerical results. Several regularization approaches, either in time or space, have been 
proposed in the literature to accommodate this problem (see Voyiadjis et al., 2001). However, 
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the purpose of this study is to introduce the model and the possible strategies for coping with 
strain localization are beyond the goal of the present work. 
The loading-unloading behavior is considered in Figure 3.8(a). When damage occurs, it 
can be seen upon unloading that there is a permanent strain in the stress free state. This 
qualitatively agrees with the experimental observations in concrete (Van Mier, 1984), where 
 
Figure 3.8 Damage Hardening effect. (a) Loading-unloading uniaxial tensile process, 









































plasticity is assumed to be negligible. The stress-strain plot in Figure 3.8(a) with damage 
hardening is obtained for very large value of 50q MPa=  so that the secant stiffness, secD , 
after initiation of damage does not degrade immediately, as it has been observed in some 
experimental tests on concrete. Hardening then decreases fast as soon as damage localization 
develops. Figure 3.8(b) shows the variation of the different coupled-damage strains with 
respect to the damage variable φ . Figure 3.8 shows an important feature of the proposed 
damage model that has not been considered by most of the previous models. Furthermore, it 
can be seen that for the same corresponding imposed strain, the elastic-damage modulus is 
bigger for pure damage with hardening than without hardening. This implies an increase in 
the material strength due to the interaction between microdamages. This is also a new aspect 
that was not provided by many in previous damage models. 
The influence of the hardening modulus q  is shown in Figure 3.9 for 3.0dl MPa=  and 
199E GPa= . The evolution of φ  and the elastic-damaged modulus E  are also reported. 
Increasing values of q  determine stronger reduction in φ  and stronger increase in E . The 
parameter q  particularly influences the degradation of the elastic modulus and the concavity 
of the stress-strain curve ( )E φ  that can be obtained from experiments (Figure 3.9).   
 
3.5.2 Coupled Plasticity and Damage: Application to High Strength Steel 
 
In this section the experimental results of Hesebeck (2001) for a high strength steel are 
numerically simulated using the proposed model. The tested high strength steel 30CrNiMo8 
contains 33% carbon. Further details of the chemical composition are documented in 
Hesebeck (2001). In the mechanical testing, force controlled tension tests with partial 
unloadings were performed at a stress rate of 130 /MPa sσ −= . The resulting stress versus 
strain curve obtained by Hesebeck (2001) is plotted in Figure 3.10. 
Considering the fact that there are no unified experimental methods developed to quantify 
the damage variable, one can obtain φ  with sufficient precision by evaluating the unloading 
(i.e. the decrease in the stiffness) in the stress-strain curve, such that one can write from Eq. 




φ = −            (3.140) 
 
Voyiadjis and Venson (1995) proposed the use of the sectioned specimens together with the 
use of the SEM for the determination of crack densities. However, different interpretations of 
the experimental damage variable have been made by Hesebeck (2001), which is based on the 
strain equivalence principle (i.e. ( )1E E φ= − ). However, the strain energy equivalence is 
considered in the present work. The result for the damage variable using Eq. (3.140) is plotted 
in Figure 3.11 versus the elastic-damage modulus, E . 
 Identification of the material constants associated with any proposed material model is one 
of the most challenging issues for researchers in order to obtain better representation of their 
material models. The identification approach of the material constants for the evolution 
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equations outlined in the previous sections is based on the experimental results in Figures 
3.10, 3.11, and 3.12 by using the least-square minimization method.  
Young’s modulus, Poisson’s ratio, and the initial flow stress were pre-determined by 
Hesebeck (2001) as 199E GPa= , 0.3ν = , and 870yp MPaσ = , respectively. The object of 
the identification process here is to identify the four parameters (Q , b , C , γ ) of Eqs. (3.92) 
and (3.99), characterizing the plastic isotropic and kinematic hardening, and the five 
 









































parameters ( dl , q , c , d , a ) of Eqs. (3.101), (3.104), and (3.105), characterizing the initial 
damage threshold, and damage isotropic and kinematic hardening. The plasticity hardening 
parameters are determined using the effective stress-effective and plastic strain curve in 
Figure 3.10, while the damage parameters are determined using all the experimental data in 
Figures 3.10, 3.11, and 3.12. The obtained material parameters are listed in Table 3.2. 
Preliminary results not reported here revealed that the effective stress-effective plastic 
strain curve could be obtained with reasonable agreement with the experimental data by 
considering only the isotropic hardening evolution. However, this is only by using different 
material parameters than those listed in Table 3.2. Nevertheless this is not a problem for the 
practical applicability of the developed model. The emphasis of this work is to understand 
better the different deformation morphologies that affect the material behavior by considering 
their synergetic effects. Therefore, the influence of the different cooperative phenomena on 
plasticity and damage growth are discussed here. The curves plotted in Figures 3.13-3.15 
represent the synergetic effects of the combined isotropic and kinematic hardening associated 
Table 3.2 The plasticity and damage material parameters for 30CrNiMo8 high strength steel. 
 
Mechanism Isotropic Hardening Kinematic Hardening Initial Flow Threshold 
Plasticity 
409Q MPa=  
9.3b =  
15,000C MPa=  
37γ =  
870yp MPaσ =  
Damage 
8.2q MPa=  
5.2c =  
14.70a MPa=  
0.11d =  
3.8dl MPa=  
Figure 3.10 Stress-strain diagram for damaged and effective undamaged 30CrNiMo8-steel as 
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Figure 3.12 Comparison of experiments by Hesebeck (2001) with the simulated data of the 










































Figure 3.11 Elastic-damage modulus (E) versus damage variable (φ ). 
1 E Eφ = −
1 E Eφ = −
φ
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with plasticity, combined isotropic and kinematic hardening associated with damage, and 
damage mechanisms.    
Figure 3.10 depicts the resulting effective stress versus the effective plastic strain curve of 
the proposed model, thus revealing a very good agreement with the experimental data. Also, 
the true stress ( ( )1σ φ σ= − ) versus the inelastic strain ( (1 )I pε ε φ= − ) curve is shown in 
Figure 3.10. The results of the present work for the damage variable (φ ) versus the inelastic 
strain ( Iε ) are shown in Figure 3.12 while considering the experimental calculation of the 
damage variable and using both the strain equivalence and the strain energy equivalence 
principles. Also for this type of data it becomes apparent that the proposed model is able to 
give a good agreement with the experimental data for the material under consideration. High 
nonlinear dependency between φ  and Iε  is noticed in Figure 3.10, which agrees well with the 
experimental observations. 
The evolution of the plasticity dissipative forces R  and X , and the damage dissipative 
forces K , H , and Y  are shown in Figures 3.13 and 3.14, respectively. Closed form 
expressions have been derived for the plasticity and damage hardening forces by integrating 
Eqs. (3.92), (3.99), (3.104), and (3.105) over the uniaxial tensile stress-strain data. The 
damage force Y  is simplified for the one-dimensional case by using Eq. (3.71).   
The calculated additive decomposition of the total elastic strain ( Eε ) into the ordinary 
elastic strain ( eε ) and the elastic-damage strain ( edε ) as a function of φ  is shown in Figure 
3.15(a). In addition, the calculated additive decomposition of the total inelastic strain ( Iε ) 
into the plastic strain ( pε ) and the inelastic-damage strain ( idε ) as a function of φ  is shown in 
Figure 3.15(b). Figure 3.15 shows qualitatively the correct mechanical behavior as anticipated 
in the discussion outlined in Section 3.2. 
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Although this study is restricted to small strains, usually up to 2-4%, the results in Figures 
3.10-3.15 are extended to inelastic strains up to 6%. However, the proposed model is in 
reasonable quantitative agreement with the experimental data for uniaxial loading and exhibits 
a qualitatively correct behavior for the evolution of the different strain types. Moreover, one 
will find in the literature considerable fewer published experimental results for multiaxial 
loadings. In this work uniaxial tension experimental data with unloadings are used to obtain 
the constitutive parameters of the proposed model. The reduction in the elastic stiffness, 
particularly, has been measured from the uniaxial case.  
In the current chapter the systematic construction of a thermodynamic consistent model for 
ductile materials, which provides a strong coupling between plasticity and damage, is 
presented. The model considers the different interaction mechanisms exhibited by the 
plasticity and the damage morphologies. Plasticity and damage combined isotropic and 
kinematic hardening are considered. In addition, an additive decomposition of the total strain 
into elastic, plastic, and damage parts is proposed in this chapter. Although microstructural 
arguments are used to motivate many aspects of the formulation, the fact remains that the 
formulation is phenomenological. The material behavior is described through a suitable set of 
internal variables and whose relation to micromechanical structure and processes is not 
exactly defined.            
A strong coupling between the two dissipative processes, plasticity and damage, is 
implemented. This strong coupling is assessed by using two separate plasticity and damage 
surfaces with separate non-associated flow rules in such a way that both damage and inelastic 
flow rules are dependent on the plastic and damage potentials. Two damage mechanisms are 
considered, one mechanism is coupled with plasticity, and while the other one occurs 
independent of plastic deformation. The dissipation function of the latter occurs in both the 
elastic and plastic domains. Even though the verification is based on a limited set of data, 
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namely that of uniaxial stress and strain, this could specifically motivate experimentalists to 
look for the new features that would provide justification for the approach used in the current 
study.     
Explicit treatment of the microdamage distribution (spacing and orientation) and size, 
which have a considerable influence on the interaction between defects, will be addressed in 
the coming chapters. Chapter 5 is directed for implementing the proposed model in a finite 
deformation framework to model problems that exhibit non-homogenous deformation. These 
Figure 3.15 Variation of the strain decomposition with the damage variable. (a) Elastic strain 















































additional investigations should be based on the results of the micromechanical 
characterization of the materials that exhibit heterogenous behavior. Moreover, the problem of 
size effect, strain localization, and mesh dependency, typical of plasticity and damage 
evolution, is not adressed in this chapter. Some of these aspects are presented in the coming 
chapters using the framework of this chapter and the gradient-depndent theories. The ordinary 
plasticity and damage consistutive relations with which Chapter 2 and this chapter have been 
concerned cannot capture such problems of size effects, but the gradient-dpendent theory is a 








Experimental observations indicated that in general the process of cold-working, forming, 
machining of mechanical parts, etc. can cause an initial evolution of defects in the virgin 
material state in the form of localized zones, such as the nucleation of certain amount of 
cracks, voids, dislocations, and shear bands. Those localized defects of plasticity and damage 
induced in the material structure along with the subsequent defects that occur during 
deformation process leads to a heterogeneous (non-uniform) material behavior. Further 
loading of materials of this type will cause failure mechanisms to occur at localized zones of 
plasticity and damage. In those localized zones, many defects may undergo irreversible 
growth; coalescence of pre-existing cracks and voids may occur; propagation of dislocations 
may proceed; and new defects may nucleate and their ultimate coalescence results in failure. 
Moreover, intensive interaction mechanisms of the evolved defects may take place at those 
localized zones; such as dislocation-dislocation interaction, microdamage-microdamage 
interaction, crack dominated-dislocation interaction, dislocation dominated-crack interaction, 
dislocation/crack-grain boundary interaction, etc. 
As the plasticity and damage defects localize over narrow regions of the continuum, the 
characteristic length-scale governing the variations of those defects and their average 
interactions over multiple length-scales falls far below the scale of the local state variables of 
classical plasticity and damage theories used to describe the response of the continuum. This 
leads to the loss of the statistical homogeneity in the representative volume element (RVE) 
and causes strong scale effects; in such a way that all the macroscopic response functions of 
interest (e.g. the Helmholtz free energy, Ψ ; the dissipation potential, Π ; the Cauchy stress 
tensor, σ ; the small strain tensor, ε ; the stiffness tensor; E ; etc.) are sensitive to the 
distribution, size, and orientation of the micro-, meso- and macrostructural defects within the 
RVE. The plasticity and damage evolution processes are, therefore, statistically 
inhomogeneous at the macroscale level (at the RVE scale). This suggests that the macroscopic 
inelastic deformations and failure are governed by mechanisms at different scale levels (non-
locality) which gives rise to the gradient effects. Thus, the gradient effect is important when 
the characteristic dimension of the plastic and/or damage deformation zone is of the same 
order as the material intrinsic length-scale, which is in the order of microns for commonly 
used materials (Gao et al., 1999a, 1999b). For example dislocation interactions are observed 
on a mesolevel with length-scale 0.1 10 mµ−  affecting strongly the material behavior on the 
macrolevel with length-scale 100 mµ≥ . Therefore, different methodologies rather than the 
local theories are necessary to adequately capture the decrease in the length-scale from the 
macroscale to the mesoscale level. The use of the non-local theories is increasing steadily in 
order to appropriately overcome this problem, which takes into account the influence of the 
nth nearest neighbor of the material points or the long-range microstructural interaction.  
The motivation for introducing the non-local or gradient theory stems from the well-known 
fact that the use of classical rate-independent plasticity theory or local theory to solve both 
static and dynamic problems do not possess an intrinsic length-scale. This leads to numerical 
 93
stability problems, such as mesh size and mesh alignment sensitivities (e.g. Bammann et al., 
1999; Glema et. al., 2000; Li et. al., 2002), particularly, in problems exhibiting strain 
localization phenomena. However, several regularization approaches have been proposed in 
the constitutive modeling to accommodate this problem. They include: viscoplastic models 
(e.g. Perzyna, 1963, 1966, 1971, 1986, 1998; Needleman, 1988; Wang et al., 1996; 
Dornowski and Perzyna, 2000; Glema et al., 2000); thermal dissipation models (e.g. LeMonds 
and Needleman, 1986a, 1986b); non-local models (e.g. Aifantis, 1984; Pijaudier-Cabot and 
Bazant, 1987; Bazant and Pijaudier-Cabot, 1988; Bammann et al., 1999; Voyiadjis and 
Deliktas, 2000a; Voyiadjis et al., 2001; Voyiadjis and Dorgan, 2001); and strain-gradient 
models (e.g. Aifantis, 1992; Zbib and Aifantis, 1992; de Borst and Mühlhaus, 1992; de Borst 
et al., 1993; Fleck and Hutchinson, 1997, 2001, Hwang et al., 2003; Wang et al., 2003).      
In the literature, many non-local plasticity and damage models were proposed to introduce 
intrinsic length-scale measures in the constitutive equations, which can be grouped into two 
classes: integral models and gradient models.  
Kroner (1967) and Eringen and Edelen (1972) incorporated non-local terms through 
integral equations of elasticity. Pijaudier-Cabot and Bazant (1987) extended this concept to 
continuum damage mechanics. Bazant and Ozbolt (1990) also addressed non-local anisotropic 
damage formulation, which are based on non-local tensorial variables. However, integration 
in the non-local integral models requires a global averaging procedure with resulting 
equations that cannot be easily linearized (de Borst and Pamin, 1996). This makes the non-
local integral models computationally inefficient. 
However, the integral approach generally involves an infinitely extended zone of non-local 
action which may be approximated by truncated Taylor series expansion, giving rise to the so-
called gradient theories. Gradient approaches typically retain terms in the constitutive 
equations of higher-order gradients with coefficients that represent length-scale measures of 
the deformation microstructure associated with the non-local continuum. Aifantis (1984) was 
one of the first to study the gradient regularization in solid mechanics. The gradient methods 
suggested by Lasry and Belytschko (1988) and Mühlhaus and Aifantis (1991) provide an 
alternative approach to the non-local integral equations. The gradient terms in plasticity 
models are introduced through the yield function (e.g. Mühlhaus and Aifantis, 1991; de Borst 
and Pamin, 1996; Fleck and Hutchinson, 2001; Chen and Wang, 2002). The gradient damage 
theory has been developed for isotropic damage (e.g. Pijaudier-Cabot and Bazant, 1987; 
Peerlings et al., 1996) and for anisotropic damage (e.g. Voyiadjis and Deliktas, 2000a; Kuhl et 
al., 2000; Voyiadjis and Dorgan, 2001). The above list of authors represents a sample rather 
than a comprehensive list. However, a fairly complete review of this type of modeling has 
been given by Aifantis (1995) and Bammann et al. (1999). 
Gao et al. (1999a, 1999b) proposed by the analysis of indentation experiments that the 
intrinsic material length parameter of strain gradient plasticity decreases as the plastic flow 
stress increases. However, for most metals, the flow stress increases with the strain rate and 
decreases with temperature increase. This causes the intrinsic material length-scale to 
decrease with increasing strain-rates, but to increase with temperature decrease. For example, 
the plastic zone ahead of the crack tip will decrease with increasing yield stress, which for 
small scale yielding is of the order of microns. Therefore, the consideration of strain-rate 
effect and temperature variation on gradient plasticity and damage, particularly in dynamic 
problems, becomes more necessary. Existing theories of gradient plasticity and damage, 
however, have failed to explain such behavior. Moreover, although it has been shown that the 
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viscoplasticity theory regularizes the solution by introducing implicitly length-scales through 
the viscous parameter, the numerical results still show a mesh dependency (Wang et al., 1996; 
Wang and Sluys, 2000; Glema et al., 2000). This serves as our first motivation for this study. 
Very limited work has been carried out to investigate the influence of strain-rate effect and 
temperature variation on the gradient-enhanced plasticity and/or damage. In fact very few 
viscoplastic and/or viscodamage gradient-enhanced models have been proposed until now. 
Fremond and Nedjar (1996) proposed a combined gradient- and rate-dependent damage 
model for quasi-brittle materials and performed also two-dimensional analysis. Wang et al. 
(1998) proposed a gradient viscoplasticity model used to analyze stationary and propagative 
instabilities. Aifantis et al. (1999) and Oka et al. (2000) proposed a gradient-dependent 
viscoplastic constitutive model for water-saturated clay, where gradients of the volumetric 
viscoplastic strain were introduced into the constitutive equations. Di Prisco et al. (2002) 
modified a pre-existing elasto-viscoplastic constitutive model for granular soils according to 
gradient and non-local approaches. Gurtin (2002) generalized a rate-independent constitutive 
theory that includes dependences on a tensorial measure of geometrically necessary 
dislocations to single-crystal viscoplasticity using the gradient theory. Moreover, Gurtin 
(2003) developed a theoreritical concept for small-deformation viscoplasticity that allows for 
dependences on plastic strain-gradients. His theory accounts for microstuctural behavior on 
two length-scale levels through the presence of microstresses. In the same framework of the 
theory proposed by Gurtin (2003), Saczuk et al. (2003) proposed a theoretical concept for the 
analysis of large-deformation viscoinelasticity evolution in heterogeneous media depending 
on macro- and micro-deformation gradients in plasticity and damage. Taylor et al. (2002) 
used the gradient-dependent theory of plasticity to study the effect of void distribution on the 
ductility and flow stress of viscoplastic materials.  
Often, ductile materials undergo a strong plastic deformation, which has a major influence 
on the damage evolution and vice versa. Thus, our second motivation for this study evolves 
from the fact that no consistent model realizing a strong coupling between viscoplasticity and 
rate-dependent damage (viscodamage) has been published yet. The approach prsented in 
Chapter 3 is adopted in this chapter in order to enhance this coupling. The strong coupling 
between viscoplasticity and viscodamage is implemented by using two damage mechanisms. 
One mechanism is coupled with viscoplasticity, while the other occurs independent of 
viscoplastic deformation. The dissipation function of the latter occurs in both the elastic and 
viscoplastic domains. Abu Al-Rub and Voyiadjis (2003) introduced a formulism for such an 
approach for a local based theory.  
The first objective of the present chapter is to develop a consistent and systematic gradient-
enhanced model in order to study the influence of strain-rate and temperature variation on the 
material intrinsic length-scales. We introduce a dipolar (i.e. strain-rate-gradient) material 
model that gives implicit and explicit length-scale measures in the governing equations 
through the use of coupled viscoplasticity- viscodamage theory and gradient theory, 
respectively. The second objective of this chapter is to derive a general thermodynamic 
framework for the modeling of heterogeneous media that assesses a strong coupling between 
viscoplasticity and viscodamage evolution for dynamic problems with consideration of the 
discontinuities on the macroscale level.  
This can be effectively achieved through a thermodynamic framework for the development 
of a continuum thermo-elasto-viscoplastic and thermo-viscodamage based model. The 
constitutive equations are derived from the first and second laws of thermodynamics, the 
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expression of Helmholtz free energy, the Clausius-Duhem inequality, the maximum 
dissipation principle, generalized normality, and the thermomechanical heat balance equation. 
The non-locality is introduced here through the damage variable and the viscoplasticity and 
viscodamage hardening variables. The first-order gradients in the gradient-dependent theory 
are disregarded and the second-order gradients are mainly considered in this work. The local 
viscoplasticity and viscodamage hardening variables and their corresponding second-order 
gradients are considered mathematically dependent on each other, but each gives different 
physical interpretations that guide one to different evolution equations allowing one to 
computationally introduce the influence of the macroscale and mesoscale levels 
independently. 
The outline in this chapter is as follows: in Section 4.2, the effective configuration concept 
in damage theory as proposed by Kachanov (1958) is extended to include higher-order 
gradients. In Section 4.3, we outline a general thermodynamic framework for the non-local 
elasto-viscoplastic and viscodamage material behavior with thermal effects using the 
gradient-dependent theory. In Sections 4.4 and 4.5 the rate-type constitutive stress-strain 
relation and the thermomechanical heat balance equation are derived, respectively. Finally, in 
Section 4.6 computational aspects of the current gradient-dependent formulation are 
introduced in a finite element context.   
 
4.2 Non-Local Effective Configuration 
 
Continuum damage models based on the effective stress space were introduced by 
Kachanov (1958) and later by Rabotnov (1968) who were the first to introduce for the 
isotropic case a one-dimensional variable, which may be interpreted as the effective surface 
density of microdamage per unit volume (see Figure 3.4 in Chapter 3). However, this concept 
is a mathematical definition of the effective stress although it may be interpreted as the 
average stress acting on an effective area of the material (Kachanov, 1986; Lemaitre and 
Chaboche, 1990; Lemaitre, 1992). In order to give it a general physical meaning, it is 
necessary to use the corresponding damage-free material (i.e. virgin material) in the 
mesoscale to represent the ‘effective’ concept for a macroscopically damaged material. Thus, 
a proper correlating hypothesis between two material scale levels can be obtained through 
using the non-local damage variable φ . It is then important to emphasize that Kachanov’s 
definition can be generalized to a non-local one, for the case of isotropic damage and under a 













where the possible approaches in interpreting the non-local quantity φ  will be discussed 
thoroughly later in this paper. Many researchers tend to adopt the traditional simple isotropic 
scalar damage variable, “(1 φ− )”, which is generalized here as (1 )φ−  where φ  is a non-local 
quantity, to model the material micro-damage mechanism, in which all components of the 
material stiffness are degraded by the same scalar damage parameter, φ  (or φ  in this work). 
However, to ensure a more general formulation of the principles of damage mechanics, the 
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case of anisotropic damage will be assumed in this work.  In this case different levels of 
damage are related to the principal directions, and thus a simple scalar damage parameter is 
no longer sufficient to quantify damage in all directions. Instead, the anisotropic phenomenon 
of the microdamage (i.e. microcracks and microvoids) distribution in the material is 
interpreted using a non-local symmetric second-order damage tensor, φ .   
 The linear elastic constitutive equations for the damaged material are expressed by Eq. 
(4.1). That is, the damaged material is modeled using the constitutive laws of the effective 
undamaged material in which the Cauchy stress tensor, σ , can then be replaced by the 
effective stress tensor, σ  (Murakami and Ohno, 1981) as follows: 
 
ij ikjl klMσ σ=                                                          (4.2) 
 
where M  is the fourth-order damage-effect tensor. M  which is now expressed in terms of φ  
characterizes the notion of non-uniform distribution and interaction of microdamage 
(microcracks and microvoids) over multiple length-scales at which first and second nearest 
neighbor effects of non-local character are significant, similar to the homogenization theory.  
Many different expressions for M  have been proposed in the literature in order to 
symmetrize the effective stress tensor, σ . A comprehensive review of the most widely used 
expressions are presented by Voyiadjis and Park (1997). The following expression for M , 
which is proposed by Cordebois and Sidoroff (1979) for the local concept of damage, is used 
here due to its attractiveness in the mathematical formulation, such that: 
 
( ) ( ) 12ikjl ik ik jl ik jl jlM δ φ δ δ δ φ
−
 = − + −                                  (4.3) 
 
where φ  is the non-local damage variable whose evolution will be defined later and ijδ  is the 
Kronecker delta. Note that the fourth-order tensor M  exhibits the major symmetries only (i.e. 
ikjl jlikM M= ).  
The elastic-damage stiffness, E , is given by Voyiadjis and Park (1999) as follows: 
 
1 1
ijkl imjn mnpq pkqlE M E M
− −=                                                   (4.4) 
where 
( ) ( )1 12ikjl ik ik jl ik jl jlM δ φ δ δ δ φ
−  = − + −                                       (4.5) 
 
and E  is the fourth-order elastic modulus tensor given by: 
 
( )132e eijkl ij kl ik jl ij klE K Gδ δ δ δ δ δ= + −                                       (4.6) 
 
where eK  is the bulk-modulus and eG  is the shear-modulus. It is noteworthy that the elastic-
damage stiffness, E , exhibits the major and minor symmetries similar to the elastic stiffness, 
E .    
 97
In order to derive the transformation relations between the damaged and the hypothetical 
undamaged (effective configuration) states of the material, the elastic energy equivalence 
hypothesis (Sidoroff, 1981) is utilized here. This hypothesis assumes that each of the elastic 
energy density in terms of effective and nominal stress and corresponding strain quantities 
must be equal. Thus, the elastic strain energy is equated to the effective elastic strain energy 
such that: 
 
 1e eij ikjl klMε ε
−=  (4.7) 
 
where eε  is the effective elastic strain. 
For small strain problems an additive decomposition of the rate of the total strain tensor, 
ε , can be assumed with eε  being the elastic component and viε  being the corresponding 
viscoinelastic component such that:  
 
e vi
ij ij ijε ε ε= +                                                        (4.8) 
 
The elastic strain, eε , is the reversible part of the total strain which is attributed to the elastic 
distortions, cracks closure, and voids contraction upon unloading (but not healing), while the 
viscoinelastic strain, viε , designates the irreversible part of the total strain which is attributed 
to viscoplastic distortions and viscodamage strains characterized by the lack of cracks closure 
and voids contraction which cause permanent deformations. The lack of cracks closure and 
voids contraction can be due to the constraints set up by the interacting (micro)-cracks, 
(micro)-voids, dislocation movements, and external/ internal interfaces. 
 
4.3 Non-Local Constitutive Modeling for Dynamic Loading 
 
4.3.1 Internal State Variables 
 
In this work, thermal, elastic, viscoplastic (rate-dependent plasticity), and viscodamage 
(rate-dependent damage or creep damage) material behavior is considered. This means that 
the stress path, strain rate, temperature material dependence, and the nonlinear material 
response are all considered in this work. Thus the dependent constitutive variables are 
functions of the elastic strain tensor, eε , the absolute temperature, T , the temperature 
gradient vector, iT∇ , and intn - of phenomenological internal state variables, kℵ  
( int int1,..., ; 1k n n= ≥ ). Hence, within the thermodynamic framework and considering the 
assumption of infinitesimal displacements/strain relationships, the Helmholtz free energy 
density function can be written as (Coleman and Gurtin, 1967; Lubliner, 1990; Lemaitre and 
Chaboche, 1990; Doghri, 2000): 
 
( ), , ;eij i kT TεΨ = Ψ ∇ ℵ                                                  (4.9) 
 
Since the main objective is to develop the rate type constitutive equations for a 
thermoviscoplastic and thermoviscodamage material, the effects of strain rate, viscoplastic 
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strain hardening/softening, viscodamage strain hardening/softening, micro-damage 
mechanisms, and thermomechanical coupling have to be considered. In order to describe such 
mechanisms, a finite set of internal state variables, kℵ , representing either a scalar or a 
tensorial variable are assumed, such that: 
 
( )2,k k n nℵ =ℵ Ξ ∇ Ξ                                                    (4.10) 
 
where nΞ  is a set of viscoplasticity and viscodamage hardening internal state variables, and 
2
n∇ Ξ  is the corresponding second-order gradient (Laplacian) of nΞ . The state variables in 
this gradient-enhanced approach are no longer independent; therefore, special care must be 
taken to properly account for state variable coupling between nΞ  and 
2
n∇ Ξ  (Lacey et al., 
2000). Moreover, setting nΞ  and 
2
n∇ Ξ  as dependent internal state variables allows one to 
computationally introduce the effects of the material defects in the mesoscale on the 
macroscale response. Also, introducing those higher-order variables in the Helmholtz free 
energy allows the two different physical phenomena in the meso- and macroscales to be 
identified separately with different evolution equations. This approach is considered in this 
work.     
We make use here of the postulate of the isotropic influence (de Borst et al., 1993; Askes, 
2000) of the averaging of the evolution equations of the assumed internal state variables, nΞ , 
over a representative volume element (RVE), which will be discussed thoroughly in the 
subsequent sections. Thus, the first-order gradients are disregarded and the second-order 
gradients (Laplacian) are mainly considered in this work. The set of the macro internal state 
variables, nΞ , is postulated as follows:    
 
( ), , , ,n n ij ij ijp rα Γ φΞ = Ξ                                              (4.11) 
 
where p  denotes the accumulative equivalent viscoplastic strain and α  denotes the flux of 
the residual stress (backstress). p  is associated with the isotropic hardening and α  with the 
kinematic hardening in the viscoplastic flow process. Similarly, r  denotes the accumulative 
viscodamage and Γ  denotes the flux of the residual stress (kinematic hardening) in the 
viscodamage growth process. These viscoplasticity and viscodamage hardening variables are 
introduced in the Helmholtz free energy density in order to provide sufficient details of the 
deformation defects (cracks, voids, mobile and immobile dislocation densities) and their 
interactions, and to properly (i.e. physically) characterize the material microstructural 
behavior. Those variables will provide an adequate characterization of these defects in terms 
of size, orientation, distribution, spacing, interaction among defects, and so forth. Moreover, 
in order to be able to achieve this, the macroscale discontinuities influence needs to be 
addressed and implemented properly in the modeling of the material behavior.    
For the strain-softening regime of the material behavior, the non-homogenous states of 
deformation can appear as localized regions. A suitable description of the evolution of such 
zones can be obtained with the use of a non-local or gradient theory, of which examples are 
given by Aifantis (1984); Mühlhaus and Aifantis (1991); Bazant et al. (1984); and Voyiadjis 
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et al. (2001). The gradient theory introduces in the material constitutive equations higher-
order deformation gradients with coefficients that represent length-scale measures that 
characterize microstructural links with the non-local continuum. An attempt is made here to 
account for the non-uniform macroscale viscoplastic and viscodamage distribution on the 
overall macroscale response by assuming the thermoelastic Helmholtz free energy density Ψ  
to depend not only on the macroscopic response associated with the internal variables nΞ , but 
also on its macroscopic spatial higher-order gradients 2 n∇ Ξ . Both nΞ  and 
2
n∇ Ξ  are 
considered dependent on each other. However, each gives different physical interpretations 
that guide one to different evolution equations for nΞ  and 
2
n∇ Ξ  (Voyiadjis et al. 2001, 2002, 
2004). This postulate is motivated through the fact that certain internal state variables such as 
the statistically-stored dislocation and geometrically-necessary dislocation densities do not 
necessarily have the same evolution equations, but they are dependent on each other. They 
affect each other such that this interaction is introduced in their evolution equations. The set 
of internal state variables 2 n∇ Ξ  is postulated as follows: 
 
( )2 2 2 2 2 2 2, , , ,n n ij ij ijp rα Γ φ∇ Ξ = ∇ Ξ ∇ ∇ ∇ ∇ ∇                               (4.12) 
 
where ( )2∇ i  denotes the second-order gradient or Laplacian of ( )i . The assumed dependence 
of the Helmholtz free energy on the distinct variables 2 n∇ Ξ  is also motivated by the necessity 
to include length-scale measures into the equations of state that link the mesoscale 
interactions to the macroscale viscoplasticity and viscodamage, which cannot be captured by 
nΞ  variables alone.  
Material deformation in metals enhances dislocation formation, dislocation motion, and 
dislocation storage. Dislocation storage causes material hardening. Stored dislocations 
generated by trapping each other in a random way are referred to as statistically-stored 
dislocations (SSD), while the stored dislocations required for compatible deformation within 
the polycrystal are called geometrically-necessary dislocations (GND), which their presence 
causes additional storage of defects and increases the deformation resistance by acting as 
obstacles to the SSD (Gao et al., 1999). The viscoplasticity internal variables 2 p∇  and 2∇ α  
are related to the total dislocation density and the microdamages (i.e. microcracks and 
microvoids) evolution, which introduces the viscoplasticity long-range microstructural 
interaction between SSD and GND, dislocations and microdamages, and dislocations and 
external/ internal interfaces. An example of 2 p∇  is the forest hardening mechanism arising 
from the dislocations themselves or the presence of GNDs that are necessary for maintaining 
the deformation compatibility (Ashby, 1970). The presence of microcracks/microvoids as 
lattice defects, which impedes the movement of dislocations, is an example of 2∇ α  (Acharya 
and Bassani, 2000; Bassani, 2001). Both 2 p∇  and 2∇ α  play as an explicit link between the 
viscoplasticity hardening at the mesoscale and the behavior of the homogenous equivalent 
material at the macroscale. The use of the gradient theory is made to achieve this bridging.  
On the other hand, the viscodamage hardening presented by the internal state variables 
2r∇  and 2∇ Γ  accounts for the incompatibility of the microcrack and microvoid nucleation, 
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growth, and coalescence at high strain rates resulting from microcrack and microvoid growth 
arrested by other microdefects. The damage variable 2∇ φ  reflects the long-range 
microstructural deterioration due to nucleation, growth, and coalescence of voids, cavities, 
and microcracks. It may also account for internal embedded crack-tip stress variations 
introduced by crack pile-ups and, moreover, for the lack of a proper statistical distribution of 
microcracks and microvoids due to viscodamage localization.  
The determination of the evolution of the assumed internal state variables is the main 
challenge of the modern constitutive modeling. This can be effectively achieved, so far, 
through the thermodynamic principles for the development of a continuum thermo-elasto-
viscoplastic and thermo- viscodamage based model. That is, use is made of the balancing 
laws, the conservation of mass, linear and angular momenta, and the first and second laws of 
thermodynamics. Those fundamental laws of continuum mechanics can be written as follows 
(Coleman and Gurtin, 1967; Lubliner, 1990; Lemaitre and Chaboche, 1990; Doghri, 2000): 
 
(i) Conservation of mass 
 
, 0i iρ ρυ+ =                                                         (4.13) 
 
(ii) Balance of linear momentum 
 
 ,ij j i ibσ ρ ρυ+ =                                                     (4.14) 
 
(iii) Balance of moment of momentum 
ij jiσ σ=                                                            (4.15) 
 
(iv) Conservation of energy (first law of the thermodynamics)  
 
,ij ij ext i ie r qρ σ ε ρ= + −                                                (4.16) 
 
(v) and the Clausius-Duhem inequality  
 
( ) 1 0ij ij i iT q TTσ ε ρ η− Ψ + − ∇ ≥                                     (4.17) 
 
where ρ , υ , b , e , extr , η , and q  are the mass density, the velocity vector, the body force 
vector, the internal energy density, the density of external heat, the specific entropy, and the 
heat flux vector, respectively. Meanwhile, e , Ψ , T , and η  are related by: 
 
e TηΨ = −                                                             (4.18) 
 
For the purpose of describing the viscoinelastic behavior of the materials involved in the 
dynamic loading, an additive decomposition of the specific free energy function, Ψ , into 
thermoelastic, thermoviscoplastic, and thermoviscodamage parts is assumed here, such that: 
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, , ; , , , , , , , , ,
, , , , , , ,
e te e tvp
ij i k i ij ij i ij ij
tvd
i ij ij ij ij
T T T T T T p p
T T r r
ε ε φ φ α α
Γ Γ φ φ
Ψ ∇ ℵ = Ψ ∇ ∇ +Ψ ∇ ∇ ∇
+Ψ ∇ ∇ ∇ ∇
       (4.19) 
 
where teΨ  is the thermoelastic stored energy, while tvpΨ and tvdΨ  are the energies stored due 
to material hardening in viscoplasticity and viscodamage deformation mechanisms, 
respectively. The decomposition of Ψ  into teΨ  and tvpΨ  is well established (e.g. Lubliner, 
1990; Lemaitre and Chaboche, 1990; Voyiadjis and Kattan, 1999; Doghri, 2000). The addion 
of tvdΨ , as proposed by some authors (e.g. Voyiadjis and Park, 1999; Voyiadjis and Kattan, 
1999) for simpler models than the one presented here, is an assumption based on the fact that 
damage has a distinct  morphology that is different from the other deformation mechanisms. 
Furthermore, it should be noted that Eq. (4.19) is a partially decoupled form of the specific 
free energy Ψ . There is no state coupling between viscoplasticity and elasticity, but the state 
coupling of viscodamage with the thermoelastic and thermoviscoplastic stored energies 
strongly appears in the above decomposition. In particular, the damage variables φ  and 2∇ φ  
appear in all portions of Ψ  and the other internal state variables are expressed in the current, 
deformed, and damaged configurations. φ  and 2∇ φ  appear implicitly in tvpΨ  through the 
evolution of its set of internal state variables as will be shown in Section 4.3.6. 
Although the boundary conditions have not been explicitly stated here, they will be 
discussed in the thermomechanical finite element formulation of Section 6. Further, with the 
present definition of Ψ  the state laws and the internal viscoinelastic dissipation are given 
below. 
 
4.3.2 General Thermodynamic Formulation 
 
According to the definition given above for Ψ , the time derivative of Eq. (4.9) with 









∂Ψ ∂Ψ ∂Ψ ∂Ψ
Ψ = + + ∇ + ℵ
∂ ∂ ∂∇ ∂ℵ
                                    (4.20) 
 






ℵ = Ξ + ∇ Ξ
∂ℵ ∂Ξ ∂∇ Ξ
                                         (4.21) 
with 
n ij ij ij





∂Ψ ∂Ψ ∂Ψ ∂Ψ ∂Ψ ∂Ψ
Ξ = + + + +
∂Ξ ∂ ∂ ∂ ∂ ∂
                            (4.22) 
and 
2 2 2 2 2 2
2 2 2 2 2 2n ij ij ij





∂Ψ ∂Ψ ∂Ψ ∂Ψ ∂Ψ ∂Ψ
∇ Ξ = ∇ + ∇ + ∇ + ∇ + ∇
∂∇ Ξ ∂∇ ∂∇ ∂∇ ∂∇ ∂∇
   (4.23) 
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Substituting the rate of the Helmholtz free energy density, Eq. (4.20), into the Clausius-
Duhem inequality, Eq. (4.17) along with Eq. (4.8), one obtains the following thermodynamic 
constraint: 
 




ψσ ρ ε σ ε ρ η ρ ρ
ε
 ∂Ψ ∂Ψ ∂ ∂Ψ − + − + − ∇ − ℵ − ∇ ≥    ∂ ∂ ∂∇ ∂ℵ  
     (4.24) 
 
Assuming that the axiom of entropy production holds, then the above inequality equation 























  ( 1,...,10k = )         (4.25)      
 
The above equations describe the relations between the state variables (observable and 
internal) and their associated thermodynamic conjugate forces. These thermodynamic forces 
conjugate to their state variables are listed in Table 4.1, where kΣ = {Y , 
gY , R , gR , X , 
gX , K , gK , Η , gΗ } ( 1,...,10k = ) are the conjugate forces corresponding to the 
viscoplastic and viscodamage internal state variables kℵ ={ φ  , 
2∇ φ , p , 2 p∇ , α , 2∇ α , r , 
2r∇ , Γ , 2∇ Γ } ( 1,...,10k = ), respectively. The stress σ  is a measure of the elastic changes 
in the internal structure, while Y  and gY  are measures of the elastic-damage changes in the 
internal structure resulting from crack closure and voids contraction during the unloading 
process. The conjugate forces R , gR , X  and gX  are measures of viscoplastic changes in the 
internal structure, while K , gK , Η and gH  are measures of the viscodamage changes in the 
internal structure. 
 





ε   σ  
T   η  
 eε  σ  
 viε  −σ  
 T∇  q  
 1ℵ φ= , 
2
2ℵ ∇= φ  1Σ = −Y , 2
gΣ = −Y  
 p3ℵ = , 
2 p7ℵ ∇=  3 RΣ = , 7
gRΣ =  
 4ℵ =α , 
2
8ℵ ∇ α=  4Σ = X , 8
gΣ = X  
 r5ℵ = , 
2r9ℵ ∇=  5 KΣ = , 9
gKΣ =  
 6ℵ = Γ , 
2
10ℵ ∇= Γ  6Σ = Η , 10
gΣ = H  
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The state laws of the assumed internal state variables, Eq. (4.25)4, are obtained from Table 
4.1 and are expressed in Table 4.2 in terms of their associated internal state variables. The 
superscript ‘g’ in Tables 4.1 and 4.2 indicates the thermodynamic conjugate force 
corresponding to the second-order gradient or Laplacian of the assumed internal state 
variables. 
Substituting Eqs. (4.25) into relation (4.24), one  reduces the Clausius-Duhem inequality in 









Π = −Π − + ≥ 
 
                                    (4.26) 
 








k k ij ij ij ij ij ij
k
g g
ij ij ij ij ij ij





Π = ∑ ℵ = + ∇ + + ∇ + + ∇ +
+ ∇ − − ∇ ≥
∑            (4.27) 
 
To this end, the following split is proposed: int int int
vp vdn n n= + , where int
vpn  and int
vdn  refer to the 
number of internal state variables related to viscoplastic and viscodamage (irreversible that 
may occur in every material) effects, respectively. In this context, this assumption leads to 
rewriting the dissipation energy, Π , as the summation of dissipations due to mechanical 
(viscoplasticity and viscodamage) and thermal (heat conduction) effects as (e.g. Coleman and 
Gurtin, 1967): 
 
0vp vd thΠ = Π +Π +Π ≥ ,                                                   (4.28) 
 
 







































































































                      2 2 0vp vi g gij ij ij ij ij ijRp R p X Xσ ε α αΠ = − − ∇ − − ∇ ≥ ,                             (4.29) 
                      2 2 2 0vd g g gij ij ij ij ij ij ij ijKr K r H H Y YΓ Γ φ φΠ = − − ∇ − − ∇ + + ∇ ≥ ,                (4.30)   




Π = − + ≥ 
 
.                                                                      (4.31)                           
 
This result requires all viscoinelastic work to dissipate away as heat, except for that 
energy which is stored because of the rearrangement of the material internal structure.   
Although, we write the thermoviscoinelastic dissipation function Π  in the decoupled form as 
shown by Eq. (4.28); however, this does not imply that the corresponding physical 
mechanisms are decoupled. Strong coupling does occur in the viscoplastic potential given by 
Eq. (4.29) between viscoplasticity and viscodamage since the conjugate forces and their 
associated fluxes are expressed in the current, deformed, and damaged configuration of the 
material. Hence, two additive damage mechanisms are introduced in the dissipation function, 
Eq. (4.28); one mechanism is coupled with viscoplasticity and the other occurs independent of 
viscoplastic deformation.  
Complementary laws can be related to the dissipation processes given by Eqs. (4.29), 
(4.30), and (4.31), which implies the existence of the dissipation potential expressed as a 
continuous and convex scalar valued function of the flux variables as shown below: 
 
( ) ( ) ( ), , , ,vi I vi thij k i ij k iq T T Tε εΘ ℵ = Θ ℵ +Θ ∇                               (4.32) 
 
The superscript ‘ I ’ designates the inelastic deformation attributed to the viscoplasticity and 
viscodamage deformation processes. The complementary laws are then expressed by the 



























                               (4.33) 
 
By using the Legendre-Fenchel transformation of the dissipation potential, Θ , one can define 
the corresponding dual potential with respect to force variables as: 
 
( ) ( ) ( )
( ) ( )
, , , , ; , , , , , ,
, ,
vi vi
ij k i ij k i ij k i ij k i
I th
ij k i
T q T T T T
T T




Θ ∑ ∇ = Π ∑ ℵ ∇ −Θ ℵ ∇
= Θ ∑ +Θ ∇
             (4.34)   
 
from which the complementary laws in the form of the evolution laws of flux variables as 



























                              (4.35) 
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The intrinsic dissipation, I∗Θ , is attributed to two distinct mechanical processes: 
viscoplasticity and viscodamage. 
It is clearly seen that the definition of Ψ , I∗Θ , and consequently of kℵ  ( 1,...,10k = ) are 
essential features of the formulation in order to describe the thermomechanical/ 
microstructural behavior of the material involved in the deformation process. The associative 
evolution laws of viε  and φ  can be obtained by utilizing the calculus of several variables with 
Lagrange multipliers vpλ  and vdλ . The inelastic dissipation function I vp vdΠ = Π +Π  (Eq. 
(4.28)) is subjected to the two constraints, namely 0f =  and 0g =  (e.g. Voyiadjis and 
Kattan, 1992; Voyiadjis and Kattan, 1999), such that: 
 
vp vd vp vdf gλ λΩ = Π +Π − −                                              (4.36) 
 
One now makes use of the maximum viscoinelastic dissipation principle (e.g. Simo and 
Honein, 1990; Simo and Hughes, 1998), which states that the actual state of the 
thermodynamic forces (σ , Y ) is that which maximizes the inelastic dissipation function over 
all other possible admissible states. Therefore, we maximize the objective function Ω  by 












                                        (4.37) 
  
Substitution of Eq. (4.36) into Eq. (4.37) along with Eqs. (4.29) and (4.30) yields the 
thermodynamic laws corresponding to the evolution of the viscoinelastic strain rate ( viε ) and 
the viscodamage variable (φ ), where Eq. (4.37)1 gives the viscoinelastic strain rate as 
follows: 
 

















                                 (4.39) 
 
Similarly, Eq. (4.37)2 gives the viscodamage evolution law as follows: 
 
















where f  and g  are the dynamic viscoplastic and viscodamage loading surfaces that will be 
defined in Sections 4.3.6 and 4.3.7, respectively.  
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Equations (4.38)-(4.41) suggest that microdamage (i.e. microcracks and microvoids) 
growth enhances dislocation evolution as the dislocation movement enhances microdamage 
evolution. Eq. (4.39)1 is the conventional associated flow rule that is widely used in classical 
plasticity theories, which describes the formation of “statistically stored dislocations”, while 
Eq. (4.39)2 describes the irreversible strain rate due to microdamage growth and plastic flow 
at the tip of the crack. Similarly, Eq. (4.41)1 indicates that dislocation movement is 
responsible for microdamage growth, and Eq. (4.41)2 describes the microdamage evolution 
due to hydrostatic stresses. Thus, if the material is damage-free, only (1) viε  is used to describe 
the irreversible thermodynamic process evolving in time. On the other hand, if the material is 
dislocation-free, only (2)φ  is used to describe the irreversible thermodynamics. As a result one 
can define, respectively, the conventional equivalent viscoplastic strain rate, p , and the 




ij ijp ε ε= ,        ij ijr φ φ=  (4.42) 
   
Next in order to obtain non-associative rules for the viscoplasticity and viscodamage local 
hardening variables ( p , α , r , Γ ), we assume the existence of a viscoplastic potential F  
and a viscodamage potential G  such that they are, respectively, not equal to f  and g . This 
postulate is essential in order to obtain nonlinear evolutions of the viscoplastic and 
viscodamage hardening rules, which gives a more realistic characterization of the material 
response in the deformation process. The complementary laws for the evolution of the local 
internal state variables ( nΞ , 1,...,5n = ) can then be obtained directly from the generalized 
normality rules, which are summarized in Table 4.3. On the other hand, by adopting the 
assumption of isotropic influence, the complementary laws for the evolution of the second-
order gradients of the assumed local internal state variables ( 2 n∇ Ξ , 1,...,5n = ) can be directly 























α λ ∂= −
∂
 2 2 2vp vp















Γ λ ∂= −
∂









2 2 (1) 2 (2)
ij ij ijφ φ φ∇ = ∇ +∇  
2 (1) 2 2vp vp
ij f fφ λ λ∇ = ∇ ∂ + ∇ ∂Y Y  
2 (2) 2 2vd vd
ij g gφ λ λ∇ = ∇ ∂ + ∇ ∂Y Y  
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obtained by operating on the local equations of Table 4.3 with the Laplacian. Similarly, 2φ∇  
can be obtained from Eq. (4.41). The resulting evolution laws are listed in Table 4.3. By doing 
this we enhance the coupling between the evolutions of nΞ  and 
2
n∇ Ξ  which will be 
thoroughly demonstrated in the subsequent sections.   
 
4.3.3 Specific Free Energy Function   
 
As it is clearly seen in the previous section, the complexity of a model is directly 
determined by the form of the Helmholtz free energy Ψ  and by the number of conjugate pairs 
of variables. Therefore the definition of Ψ  constitutes a crucial point of the formulation since 
it is the basis for the derivation of all the constitutive equations to be described in what 
follows. It is possible to decouple the Helmholtz free energy into a potential function for each 
of the internal state variable in such a way that an analytical expression for the 
thermodynamic potential is given as a quadratic form of its internal state variables. However, 
coupling is possible in the viscoplastic potential or the viscodamage potential if they depend 
on more than one variable (Henry and Haslach, 2002), which makes the evolution equations 
more complex. Moreover, Chaboche (1991) indicated that an energy function Ψ  with non-
quadratic kinematic hardening variables leads to abnormal results; however, coupling with 
temperature was not discussed there. As a matter of fact under high strain rate loading a 
significant temperature rise is produced due to adiabatic heating, which should be considered 
in the constitutive modeling. Experimental results also indicate that plastic deformation is not 
the dominating source of heat generation during dynamic deformation, but thermodamage 
coupling must be considered in the simulation for more accurate comparisons with 
experiments (Bjerke et al., 2002). Thus, a necessary multiplicative temperature coupling term 
can be introduced in the viscoplasticity and viscodamage hardening state variables for more 
realistic description of their evolution. The thermoelastic energy, teΨ , can then be postulated 
as follows:  
          
( ) ( ) ( ) ( )221 1 12 2
1
2
te e e e
ij ijkl kl ij ij r r r r
ij i j
E T -T T -T c T -T
k T T
T
ε ε β ε η
ρ ρ
ρ
Ψ = ,∇ − − −
− ∇ ∇
φ φ
        (4.43) 
 
On the other hand, the thermoviscoplastic and thermoviscodamage energies, tvpΨ  and tvdΨ , 
on the long-term manifold (neglecting the short-term manifolds) are assumed as follows: 
 
( )22 2 2 21 1 2 21 1 1 12 2 2 2
tvp
ij ij ij ija p b p a bρ ϑ ϑ α α ϑ α α ϑΨ = + ∇ + + ∇ ∇             (4.44) 
 
( )22 2 2 23 3 4 41 1 1 12 2 2 2
tvd
ij ij ij ija r b r a bρ ϑ ϑ Γ Γ ϑ Γ Γ ϑΨ = + ∇ + + ∇ ∇         (4.45) 
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where 2( ),∇φ φE  is the fourth-order damage elastic tensor, β  is the second-order tensor of 
the thermo-mechanical coefficients or sometimes referred to as the tangent conjugate of 
thermal dilatation (see e.g. Lubliner, 1990), c  is the coefficient of thermal expansion, rη  is 
the reference entropy, ka  and kb ( 1,..., 4)k =  are the material-dependent constants which are 
considered independent of temperature, rT  is the reference temperature, kδk =  is the heat 
conductivity second-rank tensor ( k  being the conductivity coefficient and δ  is the Kronecker 
delta), and ϑ  is the homologous temperature defined as ( )1 nmT Tϑ = − , where mT   is the 
melting temperature. n  is the temperature softening component, which might be assumed 
different for each hardening mechanism. 
The proposed definition of Ψ  allows the derivation of the constitutive equations and the 
internal dissipation described next. The constitutive equations for stress, Eq. (4.25)1, can be 
written from the thermodynamic potential Eq. (4.43) as follows: 
 
( ) ( )viij ijkl kl kl ij rE T -Tσ ε ε β= − −                                      (4.46) 
 



















                                   (4.47) 
 
Furthermore, by using Eqs. (4.2), (4.4), and (4.7), the nominal stress relation, Eq. (4.46) , can 
be written in the effective configuration as follows: 
 
( )eij ijkl kl ij rE T -Tσ ε β= −                                             (4.48) 
such that β  is defined as:  
 
 ij ikjl klMβ β=  (4.49) 
 
The constitutive equation for entropy, Eq. (4.25)2, can be written from the thermodynamic 
potential, Eqs. (4.43), (4.44), and (4.45), assuming the decoupling between the thermal effects 
induced through elasticity, viscoplasticity, and viscodamage such that: 
 
 te tvp tvdη η η η= + +  (4.50) 
where 
 ( ) ( )1te vir r ij ij ijc T -Tη η β ε ερ= + + −  (4.51) 
 
 ( )22 2 2 21 1 2 212
tvp
ij ij ij ija p b p a b Zη α α α αρ




 ( )22 2 2 23 3 4 412
tvd
ij ij ij ija r b r a b Zη Γ Γ Γ Γρ
 = + ∇ + + ∇ ∇  
 (4.53) 
 










= − =  ∂  
 (4.54) 
 
The constitutive equation for the heat flux vector q  can be obtained from Eq. (4.25)3 as 
follows: 
 
 i ij jq k T= − ∇  (4.55) 
 
which is the well-known Fourier heat conduction law. The negative sign indicates that the 
heat flow is opposite to the direction of temperature increase. 
The state laws of the assumed internal state variables, Eq. (4.25)4, are obtained using the 
equations outlined in Table 4.2 along with the thermodynamic potentials, Eqs. (4.43), (4.44), 
and (4.45), and are listed in Table 4.4. Those conjugates are linear relations in terms of their 
associated internal state variables due to the particular definition of tvpΨ  and tvdΨ  given by 
Eqs. (4.44) and (4.45), respectively. Furthermore, the specific internal energy e  can be found 
by substituting the specific free energy potentials given by Eqs. (4.43), (4.44), and (4.45), and 
the specific entropy given by Eqs. (4.50)-(4.53) into Eq. (4.18). It should be noted that the 
specific entropy and the specific internal energy functions preserve the additive 
decomposition previously assumed for Ψ . 
A systematic way to show the dependency between the derived local state laws and the 
state laws associated with their Laplacian is outlined in the subsequent section. 
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X a α ϑ=  ( )22gij ijX b α ϑ= ∇  
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K a rϑ=  ( )23gK b r ϑ= ∇  
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− =   ∂ − − 











− =   ∂∇ − − 
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4.3.4 Weak Non-Local Formulation Using the Gradient Approach 
 
As we mentioned in Section 3.1, the assumed internal state variables in the current work 
are no longer independent and special care must be taken to properly account for state 
variable coupling between nΞ  and 
2
n∇ Ξ . In order to enhance this coupling, one can start by 
defining the evolution of the pure non-local variable ( )nΞ x  at position x  as the weighted 
average of its local counterpart nΞ  over a surrounding volume V at a small distance Cl≤ζ  
from the considered point (Kroner, 1967; Pijaudier-Cabot and Bazant, 1987), such that (see 
Figure 4.1): 
  






Ξ = Ξ +∫h ζ ζx xx  (4.56) 
in which  
 
 ( ) ( )r
V
V dV= ∫h ζx  (4.57) 
 
Superimposed hat denotes the spatial non-local operator, cl  is an intrinsic characteristic length 
and ( )h ζ  is a weight function that decays smoothly with distance and in this work is given by 
( ) ( )h I h=ζ ζ , where I is an identity tensor. However, the identity tensor I may be suitably 
substituted by another tensor in order to induce further anisotropic behavior of the material 
(Voyiadjis and Dorgan, 2001). The evolution of the local variable nΞ  in Eq. (4.56) can be 
approximated by a Taylor expansion around x , such that: 
 
( ) ( ) ( ) ( ) ( )2 31 1
2 3n n n n n
Ξ + = Ξ +∇Ξ + ∇ Ξ + ∇ Ξ + ⋅⋅⋅
!









Figure 4.1 Conceptual representation of the nonlocality. 
 111
where i∇ denotes the i-th order gradient operator. Assuming only an isotropic influence of the 
averaging equation (i.e. the non-local weighting function h  is isotropic), as we stated 
previously, the integrals of the odd terms in Eq. (4.58) vanish. Moreover, Fleck and 
Hutchinson (2001) showed that the inclusion of the odd gradient terms in the plastic yield 
function is not physically sound since a term of this type could not arise from a variational 
principle and, fundamentally, is inherently inconsistent with the boundary condition 
requirements for solid bodies. If one assumes a more general tensorial character for h not 
necessarily confined to the expression in terms of an identity tensor, then one obtains a 
different weighting of the individual coefficients. 
 Furthermore, making use of Eqs. (4.56) and (4.58) and truncating the Taylor series after 
the quadratic term leads to the following expression for the non-local variable nΞ : 
 
 ( ) ( ) ( ) ( )21 1
2n n nr rV V
h dV h dV
V V
Ξ = Ξ + ∇ Ξ∫ ∫x xζ ζ ζζ  (4.59) 
 
This relation can be expressed as a partial differential equation such that: 
 
 ( ) 21




 Ξ = Ξ + ∇ Ξ  
 
∫ ζ ζζ  (4.60) 
 




  = ∫ ζ , gives the weak form of the non-local evolution of nΞ  as 
compared to the corresponding strong form presented in Eq. (4.56) as follows (note that in all 
equations that follow there is no sum in n  index when n  is repeated): 
 
 1 2 22n n n nlΞ = Ξ + ∇ Ξ            ( 1,..., 4n = )                       (4.61) 
such that: 
 1 2 212p p l p= + ∇  (4.62) 
 1 2 222ij ij ijlα α α= + ∇  (4.63) 
 1 2 232r r l r= + ∇  (4.64) 
 1 2 242ij ij ijlΓ Γ Γ= + ∇  (4.65) 
 
In Eqs. (4.61)-(4.65), the gradient parameters nl  ( 1,..., 4n = ) are length parameters 
required for dimensional consistency and they set the scales at which the gradients become 
important. They give rise to explicit length-scale measures. Those length measures are treated 
as constants in this study. However, those length measures can be functions of temperature 
and strain rate, which is not the subject of this study. Fleck and Hutchinson (2001) showed 
that the variety of plasticity phenomena at small-scale levels dictates the necessity of more 
than one length parameter in the gradient description. Hence, different length-scales that 
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characterize the plasticity and damage mechanisms are presented in this work. The evolution 
laws of nΞ  ( 1,..., 4n = ) and coresponding Laplacian 
2
n∇ Ξ  are given in Table 4.3. 
Note that the following equality holds (Ganghoffer et al., 1999): 
 
 n nΞ = Ξ  (4.66) 
 
that is the rate of any non-local quantity is equal to its non-local rate. This Lemma is 
imperative for the subsequent derivations. 
Following the equations listed in Table 4.4 for the viscoplasticity and viscodamage 
hardening conjugate forces, one can write the evolution equations of the corresponding non-
local conjugate forces at a given temperature as follows: 
 
 n n nc ϑΣ = Ξ           ( 1,..., 4n = )                               (4.67) 
 
where nc  ( 1,..., 4n = ) are material parameters that are characterized as hardening moduli. 
Moreover, nΣ  is additively decomposed into two parts: one corresponding to the local 
counterpart of nΞ  and the other is corresponding to the Laplacian counterpart, 
2
n∇ Ξ , such 
that (see Table 4.4): 
 
 gn n nΣ = Σ +Σ          ( 1,..., 4n = )                             (4.68) 
 
nΣ  and 
g
nΣ  ( 1,..., 4n = ) are given at constant temperature as follows (see Table 4.4): 
 
 n n na ϑΣ = Ξ            ( 1,..., 4n = )                             (4.69) 
 
 2gn n nb ϑΣ = ∇ Ξ          ( 1,..., 4n = )                             (4.70) 
 
However, substituting Eq. (4.61) into Eq. (4.67) yields: 
 
 1 2 22n n n n n nc c lϑ ϑΣ = Ξ + ∇ Ξ         ( 1,..., 4n = )                       (4.71) 
 






=   where  n nc a=       ( 1,..., 4n = ) (4.72) 
 
Taking the Laplacian of Eq. (4.69) and neglecting temperature gradients one obtains: 
 
 2 2n n na ϑ∇ Σ = ∇ Ξ          ( 1,..., 4n = )                                (4.73) 
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Comparing the above equation with Eq. (4.70) yields 
 




Σ = ∇ Σ          ( 1,..., 4n = )                                (4.74) 
 
Hence, Eq. (4.68) can be rewritten as follows: 
 




Σ = Σ + ∇ Σ         ( 1,..., 4n = )                               (4.75) 
 
or substituting for /n nb a  from Eq. (4.72) we obtain the above equation as follows: 
 
 1 2 22n n n nlΣ = Σ + ∇ Σ         ( 1,..., 4n = )                               (4.76) 
 
which shows a similar relation to that of their corresponding fluxes given by Eq. (4.61). The 
above results are summarized in Table 4.5. 
 The non-local evolution equation of the damage variable φ  can also be written as follows: 
 
 2ij ij ijaφ φ φ= + ∇  (4.77) 
 
where 1 252a l=  and the evolution equations of φ  and 
2∇ φ  are given in Table 4.3. Using Eq. 
(4.5) we write: 
 
 
Table 4.5 The non-local thermodynamic laws and the corresponding length parameters at a 
given temperature. 
 
 Local  Gradient Non-local  Length Paramaeter 
ISOTROPIC 
HARDENING 1R a pϑ=  
2
1















X a α ϑ=  22
g






= + ∇  2 2 22l b a=
 
ISOTROPIC 
HARDENING 3K a rϑ=  
2
3














H a Γ ϑ= 24
g






= + ∇  4 4 42l b a=
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 1 1 2 1ikjl ikjl ikjlM M a M
− − −= + ∇  (4.78) 
where  
 ( ) ( )1 12ikjl ik ik jl ik jl jlM δ φ δ δ δ φ
−  = − + −   (4.79) 
and 
 ( )2 1 2 212ikjl ik jl ik jlM φ δ δ φ
−∇ = − ∇ + ∇  (4.80) 
 
Table 4.5 shows that the variety of plasticity and damage phenomena dictates the necessity 
of more than one length parameter in the gradient description. However, the full utility of the 
proposed gradient-type theory hinges on one’s ability to determine the constitutive length-
scale parameters n   ( 1,...,5n = ) that scale the gradient effects. We tend to express these 
material length-scales in terms of macroscopic measurable material parameters, Eq. (4.72). 
Tsagrakis et al (2003) have done similar work, where they tend to express the plasticity 
isotropic hardening length parameter as 1 12l b µ=  where µ  is the shear modulus which is 
on the order of the hardening coefficient 1a . However, the material parameters nb  must be 
calibrated from micromechanical tests where size effects and plastic and damage 
heterogeneity are encountered. Examples of such tests are micro- and/or nano-indentation 
tests (Stelmashenko et al., 1993), micro-bending tests (Stolken and Evans, 1998), and micro-
torsion tests (Fleck et al., 1994). Whereas the hardening parameters na  can be identified from 
macroscopic tests such as the typical tension test.  
Based on the Taylor dislocation model, Nix and Gao (1998) have identified the plasticity 
isotropic hardening intrinsic length-scale parameter ( 1l ) as the square of dislocation spacing 
over the Burgers vector, i.e. 21 bλ= . In terms of the macroscopic quantities, this length is 
given as 21 ( / )yl b µ σ=  where yσ  is the flow stress which can be a function of strain rate and 
temperature (see Eq. (4.105)). In a recent work by Abu Al-Rub and Voyiadjis (2003) and 
Voyiadjis and Abu Al-Rub (2002), a micromechanical model that nonlinearly couples 
statistically stored dislocations (SSDs) and geometrically necessary dislocations (GNDs) is 
used to derive an analytical form for the length-scale parameter 1l  in terms of measurable 
microstructural physical parameters. It was shown that 1l  is proportional to the mean free-path 
distance between dislocations. Abu Al-Rub and Voyiadjis (2003), and Voyiadjis and Abu Al-
Rub (2002) also presented a method for identifying 1l  from micro- and nano-indentation 
experiments. That work, therefore, provides an initial effort for identification of the current 
material intrinsic length parameters from micro or nano experiments.  
Moreover, many authors tend to use a constant value for the length-scale parameter and 
neglecting its variation with the state of loading. For example, the damage zone ahead of the 
crack tip or the mean dislocation spacing will decrease with increasing strain rate and increase 
with decreasing temperature, which for small scale yielding is of the order of microns. This 
causes the intrinsic material length-scale to decrease with increasing strain-rates and to 
increase with temperature decrease. However, opposite behavior is anticipated for the gradient 
term; that is, gradients are inversely proportional to the length scale over which plastic and/or 
damage deformations occur. Therefore, the strain-rate effect and temperature variation are 
 115
crucial to the reliability of the proposed length-scale parameters. Particularly, in dynamic 
problems their inclusion becomes more necessary. Very limited numerical investigations and 
experimental studies have been carried out that incorporate the influence of strain-rate and 
temperature variation on the gradient plasticity and damage, or more specifically, on the size 
effect. Motivated by this crucial observation, Abu Al-Rub and Voyiadjis (2002) proposed the 
following evolution of the length scale associated with plasticity hardening, such that: 
  
 ( ) ( ){ }* *1 1 exp 1 qpo o oU kTν σ σ = − −    (4.81) 
 
where 1  as given by Nix and Gao (1998) or equivalently by 1 Aλ=  (Abu Al-Rub and 
Voyiadjis, 2003), where A  is a material constant and λ  is the mean free path distance 
between dislocations.  oν  is the fundamental vibrational frequency of the dislocation, p  and 
q  are material constants, k  is the Boltzmann’s constant, oU  is the referential activation 
energy, *σ  is the thermal stress, and *oσ  is the reference thermal stress.  
Similar correlation of the other material length parameters with measurable physical 
parameters is under investigation. Models that are based on fundamental physical laws that 
govern dislocation motion, micro-crack propagation, void growth, nucleation, and 
coalescence and their interaction with various defects and interfaces could be used to shed 
some insight on how the evolution of the damage and plasticity length-scales may look like. 
The work of Zbib and his co-authors falls within these desired models (e.g. Zbib et al., 1998; 
Zbib and Diaz de la Rubia, 2002; Taylor et al., 2002; Zbib and Aifantis, 2003 and the 
references quoted therein).  
 
4.3.5 Viscoplasticity and Viscodamage Potentials 
 
The next important step is the selection of the appropriate form of the viscoplastic potential 
function F  and the viscodamage potential function G  in order to establish the desired 
constitutive equations that describe the mechanical behavior of the material. It is clearly seen 
in the previous part of this work that the viscodamage evolution laws are strongly coupled 
with viscoplasticity. To maintain this strong coupling, two independent damage mechanisms 
are distinguished. One mechanism is coupled with viscoplasticity, while the other occurs 
independently of the viscoplastic deformation. The first mechanism is dominant in the case of 
shear stresses and the second is due to hydrostatic stresses. In order to be consistent and 
satisfy the generalized normality rule of thermodynamics, a proper analytical form for the 
viscoplastic and the viscodamage potentials need to be postulated in order to obtain the 




2 2 ij ij




2 2 ij ij
G g h K h Η Η= + +  (4.83) 
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where ik  and ih  ( 1,2i = ) are material constants used to adjust the units of the terms 
comprising the above equations. gX = X + X  is the non-local effective backstress tensor 
associated with the kinematic hardening and is expressed as follows: 
 
 ij ikjl klX M X=      (4.84) 
 
where the evolution of X  is given by Eq. (4.68) (see Table 4.5), from which one can write 
the following relations:  
 
 ij ikjl klX M X=     and     
g g
ij ikjl klX M X=  (4.85) 
 
M  is the non-local fourth-order damage tensor and is given in terms of the non-local damage 
variable φ  (Eq. (4.77)) as shown in Eq. (4.3).  
The isotropic hardening represents a global expansion in the size of the yield surface with 
no change in shape. Thus for a given yield criterion and flow rule, isotropic hardening in any 
process can be predicted from the knowledge of the function gR R R= +  and this function 
may, in principle, be determined from a single test (e.g. the tension test). Therefore, the 
effective isotropic hardening functions R , R , and gR  are related to the nominal isotropic 

























where r  is defined as the non-local accumulative viscodamage with r  given by Eq.(4.42)2, 





ij ijr dtφ φ= ∫  (4.88) 
 
Note that if A  is a quantity in the effective configuration, the following equality holds 
true: 
 
 A A=  (4.89) 
 
This Lemma simply implies that the non-local of any quantity in the effective configuration is 
equal to its effective non-local quantity, thus we get: 
 
 117
 R R= ,  ij ijX X=  (4.90) 
 
The assumed potential functions, F and G, indicate the need for two loading surfaces f  
and g , one for viscoplasticity and another for viscodamage, respectively. Thus, the coupled 
anisotropic viscodamage and viscoplasticity formulation is a two-surface model whereby 
anisotropic viscodamage is formulated in the spirit of viscoplasticity, complete with a 
viscodamage criterion and flow rules. However, it is possible to activate one or both of the 
surfaces depending on the corresponding criteria for viscoplasticity and viscodamage.  
 
4.3.6 Viscoplasticity Surface and Corresponding Hardening Rules   
 
• Viscoplasticity Surface 
 
Once a material is damaged, further loading can only affect the undamaged region. Thus, 
the damage function g  is defined in terms of the effective stresses and strains. By combining 
viscoplasticity with damage, it seems natural that viscoplasticity can only affect the 
undamaged material skeleton. Therefore, the yield function f  is also defined in terms of the 
effective stresses and strains. For the classical 2J  rate-independent plasticity, the static yield 
surface (at negligible plastic strain rate) sf  is assumed to be of a von Mises type with 
isotropic and kinematic hardening, which is defined as follows: 
 
 ( ) ( )223 , , 0s ypf J T R p p Tσ= − − ∇ ≤  (4.91) 
 
where ( ) ( )2 1 2 :J = − −τ τX X  is the second invariant of the resultant deviatoric stress 
tensor ( )−τ X , ypσ  is the initial yield strength (note that the subscript ‘yp’ does not indicate 
tensorial indices), p  is the effective accumulative viscoplastic strain, and τ  is the effective 
deviatoric stress tensor and is expressed in terms of the damage tensor Μ (given by Eq. (4.3)) 
and the corresponding damage state as follows (Voyiadjis and Kattan, 1999): 
 
 ij ikjl klMτ σ′=     with   
1
3ikjl ikjl rkrl ijM M M δ′ = −  (4.92) 
 
We now define the initial yield strength ypσ  as a function of temperature as follows: 
 
 ( )yp oT Yσ ϑ=  (4.93) 
 
where ( )1 nmT Tϑ = −  and oY  is the initial yield stress in the undamaged state at zero absolute 
temperature, zero viscoplastic strain, and static strain rate.  
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The extension of Eq. (4.91) to include the rate-dependent plasticity (viscoplasticity) 
implies that the stress state is no longer constrained to remain on the yield surface but one can 
have 0sf ≥ . Therefore, we define the overstress as: 
 
 ( )23v ypJ Rσ σ= − +  (4.94) 
 
where vσ  is the viscous stress in the effective configuration (or the overstress, i.e. the 
difference between the dynamic stress and its static counterpart) and  denotes the 
MacAuley brackets defined by ( | |) 2x x x= + . vσ  is the common notion of viscoplasticity 
(Perzyna, 1966), which implies that an inelastic process can only take place if, and only if, vσ  
is positive. In that case, 0sf ≥ . Therefore, we define the dynamic yield surface, f , as 
follows: 
 
 ( ) ( ) ( )2 2 223 , , , , , , 0yp vf J T R p p T p p p p Tσ σ= − − ∇ − ∇ ∇ ≡  (4.95) 
 
A conceptual representation of the above generalized or dynamic yield surface is shown in 
Figure 4.2.   





ij ijp ε ε=                                                          (4.96) 
 
where vpε  is the viscoplastic strain rate in the effective configuration. Moreover, one can 
adopt the energy-correlating hypothesis; each type of energy process in the damaged state is 
equal to the corresponding in the effective configuration. Thus, vpε  can be related to 
(1)vp vi=ε ε  (Eq. (4.39)1) through the use of the viscoplastic strain energy equivalence 
hypothesis (e.g. Lee et al., 1985; Voyiadjis and Thiagarajan, 1997; Voyiadjis and Deliktas, 
2000b), which states that the viscoplastic energy in terms of the effective and nominal stress 
and strain quantities must be equal. This gives the following relation, such that: 
 
 1 (1)vp viij ikjl klMε ε
−=  (4.97)  
 
where -1M  is the inverse of the fourth-order damage tensor given by Eq. (4.5). 
Substituting Eq. (4.39)1 into Eq. (4.97) and by making use of the effective stress definition 
(Eq. (4.2)) and the chain rule, we can write the viscoplastic strain rate in the effective 
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Since : 1.5f f∂ ∂ ∂ ∂ =σ σ , it can be easily shown that p  defined by Eq. (4.96) is related to 
vpλ  by: 
  
 vpp λ=  (4.99) 
 
Substituting Eq. (4.82) into the evolution law of p  from Table 4.3, making use of the chain 








 (4.100)  
 
Note that in obtaining the above equation we set 1f R∂ ∂ = −  since the evolution of R  is 
independent of the overstress function vσ , where R  characterizes the radius of the yield 
surface in the absence of the strain rate effect. Making use of the assumption of isotropy (i.e. 
neglecting the odd gradient terms) and neglecting higher-order terms, one obtains the 
following relation by either substituting Eq. (4.87)1 and vpλ  from Eq. (4.99) into the 




( ) ( )
2 2
2 2
1 12 11 11
p r pp p k R k R
r rr
 ∇ ∇
∇ = + − − ∇ 












Figure 4.2 Conceptual representation of the generalized yield surface in the effective 
configuration. 
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2R∇  is obtained by substituting Eq. (4.87)1 into Eq. (4.74) and making use of the Lemma 













In classical viscoplastic models of the Perzyna-type (Perzyna, 1963, 1966), which are 
considered as penalty regularization of rate-dependent plasticity (viscoplasticity), the non-
local consistency parameter 1 2 212
vp vp vplλ λ λ= + ∇  (note that the associated length parameter is 
the same as for p  since Eq. (4.99) holds true) in the effective configuration can be replaced 















where 1m  is the viscoplastic rate sensitivity parameter and 
vpη  is the viscosity or fluidity 
parameter, which is referred to as the relaxation time according to the notation given by 
Perzyna (1988). 
 By making use of Eqs. (4.103), (4.99), and (4.62), one can write an expression for the 
overstress function vσ  as follows: 
 
 11[ ] [ ]mvpv ypp Rσ η σ= +  (4.104) 
 
Substituting vσ  into Eq. (4.95) gives the following expression for the dynamic yield surface 
f  in the effective configuration: 
 
 1123 1 ( ) ] 0[ ][ mvpypf J R pσ η= − + + ≡  (4.105) 
 
This criterion is a generalization of the classical von-Mises yield criterion 0sf = , Eq. 
(4.91), for rate-dependent materials. The latter can be simply recovered by imposing 
0vpη = (no viscosity effect), so that one has the plasticity case 0sf f= ≤ . In the elastic 
domain, both sf  and f  are equivalent since, in that case, 0p = . Therefore, the admissible 
stress states are constrained to remain on or within the elastic domain, so that we obtain 
similar to rate-independent plasticity, 0f ≤ . However, during the unloading process for rate 
dependent behavior, 0f <  and for a particular strain-rate does not imply that the material is 
in the elastic domain, but it may also be in a viscoplastic state with a smaller strain-rate. 
Moreover, the well-known fact that, from the relation in Eq. (4.103), it can be noted that as 
the viscosity parameter vpη  goes to zero (rate-independent case), the consistency parameter 
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vpλ  remains finite and positive (though indeterminate) since vσ  also goes to zero. The 
extended criterion given by Eq. (4.105) will play a crucial rule in the dynamic finite element 
formulation described hereafter. It also allows a generalization of the standard Kuhn-Tucker 
loading/unloading conditions: 
 
 0f ≤ ,      0vpλ ≥ ,      0vp fλ =  (4.106) 
 
Thus, f  still satisfies the constraint equation, Eq. (4.36), and the maximum dissipation 
principle, Eq. (4.37)1. For this reason, the dynamic yield surface can expand and shrink not 
only by softening or hardening effects, but also due to softening/ hardening rate effects. 
Furthermore, it is noteworthy that ypσ  increases with strain-rate increase, Eq. (4.105), and 
decreases with temperature increase, Eq. (4.93). This agrees well with the experimental 
observations that show that the onset of yielding depends on both strain-rate and temperature 
(see e.g. Johnson and Cook, 1985; Zerilli and Armstrong, 1987). Thus, the assumed 
expression in Eq. (4.93) is valid for different types of loading rates. Moreover, the right-hand-
side of Eq. (4.105) defines the flow stress as a function of strain, strain-rate, and temperature 
and then converges to a great extent to the constitutive laws of Johnson and Cook (1985) and 
Zerilli and Armstrong (1987). 
  
• Viscoplasticity Hardening Rules 
 
The evolution of the viscoplasticity driving forces associated with their corresponding 
internal state variables chosen for the description of isotropic and kinematic hardening are 
derived next. The evolution equations are derived in the effective configuration to be directly 
substituted in the viscoplasticity surface function f , Eq. (4.105).  
Making use of R  and gR  relations in Table 4.5 and the time derivative of Eqs. (4.87) for a 
given temperature while maintaining the damage history constant (i.e. the damage internal 
state variable φ  and temperature T  are kept constant) and substituting p  for p  from Eq. 
(4.100) and 2 p∇  for 2 p∇  from Eq. (4.101) along with Eq. (4.102), one can write the 
following evolution equations for R  and gR , respectively, as follows: 
 
 
( ) ( )
1
12 11












( ) ( )21 1 1 1 1 13 1 2 11
R g gS b k R k R r k a r R
r
ϑ  = − − ∇ − − −
 (4.109) 
 
( ) ( )
1
2 12 11








The non-local evolution equation for the isotropic hardening in the effective configuration, 
R , can then be written according to Eq. (4.68) or from Table 4.5 as follows: 
 
 gR R R= +  (4.111) 
  
It is worthy to mention that when the rate and temperature independent response of a 
material is assumed, the micro-damage effects are neglected, and an associative hardening 
rule is used then the isotropic hardening law given by Eq. (4.110) reduces to that proposed by 
Mühlhaus and Aifantis (1991) and de Borst and Mühlhaus (1992).  
In order to derive the non-local kinematic hardening evolution equation associated with 
viscoplasticity, we first make use of the α  law in Table 4.3 along with the chain rule and Eq. 




















= − + ∂ 
 (4.113) 
 
Since f∂ ∂X = f−∂ ∂τ  = f−∂ ∂σ  as it is clear from Eq. (4.105), it can be easily shown by 
using Eqs. (4.98) and (4.99) that Eq. (4.113) can be rewritten as follows: 
 
 ( )2vpij minj mn mnM k X pα ε= −  (4.114) 
  
However, using the X  relation in Table 4.5 and operating on the X  relation of Eq. (4.85)1 
with the time derivative for a given temperature and keeping the damage history constant (i.e. 
the viscodamage effective tensor Μ  and the temperature T  are kept constant), we can write 
the following evolution equation for X  as follows: 
 
 ( )2 2 2vpij ikjl mknl mn mnX M M a k a pXε ϑ= −  (4.115) 
 
When the rate and temperature independent response of a material is assumed and the micro-
damage and non-local effects are neglected then the kinematic hardening law given by Eq. 
(4.115) reduces to that proposed by Armstrong and Frederick (1966).  
Again, with the assumption of isotropy (i.e. neglecting the odd gradient terms) and 
neglecting higher-order terms, either by utilizing Eqs. (4.82), (4.98), and (4.99) into the 
evolution law of 2∇ α  from Table 4.3 or by taking the Laplacian of Eq. (4.114), the following 
expression can be obtained: 
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 ( ) ( )2 2 2 2 22 2vp vpij minj mn mn mn minj mn mnM k X p p X M k X pα ε ε ∇ = ∇ − ∇ + ∇ +∇ −    (4.116) 
 
2∇ X  is obtained by substituting Eqs. (4.85) into Eq. (4.74) with consideration of the Lemma 
presented by Eq. (4.66) such that: 
 
 2 2 12
2
g
ij ij kilj krls rs
aX X M M X
b
−∇ = − ∇  (4.117) 
 
where M  and  2 1−∇ M  are given by Eqs. (4.3) and (4.80), respectively. 
Making use of Eq. (4.116) into the gX  relation from Table 4.5 along with Eq. (4.117) and 
the time derivative of gX  relation of Eq. (4.85)2 for a given temperature and keeping the 
damage history constant, one can then write the gradient-dependent evolution equation of 
viscoplasticity kinematic hardening in the effective configuration, gX , as follows: 
 
 (1) (2)g g gij ij ijX X X= +  (4.118) 
with  
( )(1) 2 2 2 12 2 2 2 2 2g vp gij ikjl mknl mn mn mn pmqn prqs rsX M M b k b X p k a X b M M X pε ϑ− = ∇ − ∇ − − ∇     (4.119) 











Note that since 0f = , Eqs. (4.118)-(4.121) are obtained by assuming that ( )2 f∇ ∂σ = 
( )2 f∂ ∇σ = 0 . This assumption implies that the considered point has yielded as well as the 
surrounding volume of a sphere of diameter cl  (i.e. the length parameter) and there is no 
change in the flow direction with position within cl . 
By taking the Laplacian of the identity 1: − =M M I , one can write the following relation: 
 
 2 2 1ikjl kmln irjs rmsnM M M M
−∇ = − ∇  (4.122) 
 
where 2 1−∇ Μ , M , and -1M  are given by Eqs. (4.80), (4.3), and (4.5), respectively.  
The non-local evolution equation for the kinematic hardening in the effective configuration, 
X , can now be expressed according to Eq. (4.68) or from Table 4.5 as follows: 
 
 gij ij ijX X X= +  (4.123) 
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 It is worthy to point out here that the derived evolution equations of the non-local 
viscoplasticity hardening laws ( R  and X ) contain both hardening terms that represent the 
strengthening mechanism and recovery terms that represent the softening mechanism. Both 
the hardening and recovery terms are affected by the static (thermal) recovery term ϑ  in such 
a way that the functional dependence of the hardening of materials could be multiplicatively 
decomposed into two functions, thermal (static) and stress (dynamic). Therefore, those 
evolution equations characterize the time and thermal effects due to the rate and temperature 
dependency. Freed and his co-authors (1990, 1991, 1993) showed that, at elevated 
temperature, thermal recovery of materials usually plays an important rule in the deformation 
process. In impact dynamic related problems, the thermomechanical response of the assumed 
internal state variables is strongly dependent on the temperature history. This requires 
existence of thermal recovery (softening) terms in the evolution equations of the internal state 
variables.   
 
4.3.7 Damage Evolution Criterion and Corresponding Hardening Rules 
 
• Damage Evolution Criterion 
 
The anisotropic viscodamage governing equations are viscoplasticity-like; analogous to the 
dynamic viscoplastic surface presented in the previous section (see Figure 4.2). The dynamic 
viscodamage surface g  is postulated as follows: 
 
 ( )( ) 0ij ij ij ijg Y H Y H l K L= − − − − − =  (4.124) 
 
where the non-local damage forces Y  and H  are, respectively, characterizing the 
viscodamage evolution and the viscodamage kinematic hardening laws, l  is the initial 
damage threshold as a function of temperature, which can have a form similar to Eq. (4.93) 
(i.e. ol l ϑ= ,  where ol  is the initial damage threshold at zero absolute temperature, zero 
damage strain, and static strain rate), K  is the non-local damage isotropic hardening function, 
and L  is the viscoplasticity overstress-like function which will be referred to as the overforce 
damage function in the following.  
At negligible strain rates, one retains the rate-independent case with sg  defined as the 
static damage surface, such that: 
   
 ( )( ) 0s ij ij ij ijg Y H Y H l K= − − − − ≤  (4.125) 
 
Moreover, analogous to the expression for vpλ  (Eq. (4.103)), one can postulate 














where 2m  is the viscodamage rate sensitivity parameter and 
vdη  is the relaxation time that 
corresponds to the damage growth. For generality, we assume here that the time-dependent 
behavior of both viscoplasticity and viscodamage mechanisms are controlled by different 
relaxation times associated with vpλ  and vdλ , which may not generally be the case. This is 
suggested to occur only for material behavior above a certain material threshold of wave 
speed. This is not the subject of the present work.  
 By making use of Eq. (4.126), we can write an expression for the overforce damage 
function L  as follows: 
 
 ( ) ( )21 mvd vdL l Kη λ= +  (4.127) 
 
Substituting L  into Eq. (4.124) gives the following expression for the dynamic damage 
surface g : 
 
 ( )( ) 211 ( ) 0[ ][ ]mvd vdij ij ij ijg Y H Y H l K η λ= − − − + + ≡  (4.128) 
 
The above postulated dynamic viscodamage function 0g =  is a generalization of the static 
damage surface 0sg ≤ , Eq. (4.125), for rate-dependent materials. In the undamaged domain, 
both sg  and g  are equivalent since, in that case, 0
vdλ = . Therefore, the admissible damage 
forces are constrained to remain on or within the undamaged domain ( 0g ≤ ). Similar to the 
viscoplastic surface, the static damage surface can be simply recovered by imposing 0vdη =  
(no viscous effect), so that one has the rate-independent damage case 0g ≤ . The model 
response in the viscodamage domain is then characterized by the Kuhn-Tucker 
complementary conditions as follows: 
 
 0g ≤ ,      0vdλ ≥ ,      0vd gλ =  (4.129) 
 
• Damage Hardening Rules 
 
In order to derive the hardening evolution equations associated with the viscodamage 
process, we follow the same procedure presented in the former section for viscoplasticity. By 
substituting Eq. (4.83) into the evolution law of r  form Table 4.3, the following relation is 
obtained: 
 
 ( )11vdr h Kλ= −  (4.130) 
 
Note that analogous to the derivation of Eq. (4.100) for the viscoplasticity case, one can set 
1g K∂ ∂ = −  since the evolution of K  is independent of the overforce damage function L . K  
characterizes the radius of the damage surface in absence of the strain rate effect. Making use 
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of the assumption of isotropy and by either taking the Laplacian of Eq. (4.130) or substituting 
Eq. (4.83) into the definition of 2r∇  from Table 4.3 and realizing that 2 0K g∇ ∂ =  with 
neglecting higher-order terms, we obtain: 
 
 ( )2 2 21 11vd vdr h K h Kλ λ∇ = ∇ − − ∇  (4.131) 
 
where 2K∇  is obtained from Eq. (4.74) with consideration of the Lemma presented by Eq. 






∇ =  (4.132) 
 
The evolution equations for the non-local viscodamage isotropic hardening function K  
can be obtained by first making use of Eqs. (4.130) and (4.131) into K  and gK  relations in 
Table 4.5 for a given temperature, such that the following expressions are obtained: 
 
 ( )3 11 vdK a h K λ ϑ= −  (4.133) 
 
 ( ) 23 1 1 31g vd g vdK b h K h a Kλ λ ϑ = − ∇ −   (4.134) 
 
The non-local evolution equation for the viscodamage isotropic hardening law, K , can then 
be written according to Eq. (4.68) or from Table 4.5 as follows: 
 
 gK K K= +  (4.135) 
 
Furthermore, the evolution equation for the non-local viscodamage kinematic hardening 
can be obtained by utilizing Eq. (4.83) into Γ  and 2∇ Γ  relations from Table 4.3, realizing 





ij ij ijh HΓ φ λ= −  (4.136) 
 
 ( )2 2 (2) 2 22 vd vdij ij ij ijh H HΓ φ λ λ∇ = ∇ − ∇ + ∇  (4.137) 
 
where 2∇ H  is obtained from Eq. (4.74) with consideration of the Lemma presented by Eq. 








∇ =  (4.138) 
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It can then be easily shown by utilizing, respectively, Eqs. (4.136) and (4.137) into H  and 
gH  laws from Table 4.5 for a given temperature that the following evolution equations are 
obtained: 
 
 ( )(2)4 2 4 vdij ij ijH a h a Hφ λ ϑ= −  (4.139) 
 
 2 (2) 24 2 4 2 4
g vd g vd
ij ij ij ijH b h b H h a Hφ λ λ ϑ = ∇ − ∇ −   (4.140) 
 
where 2 (2)∇ φ  is given by: 








 The non-local evolution equation for the viscodamage kinematic hardening law, H , can 
then be written according to Eq. (4.68) or from Table 4.5 as follows: 
 
 gij ij ijH H H= +  (4.142) 
 
It is noteworthy to mention again that since 0g = , Eqs. (4.139)-(4.141) are obtained by 
assuming that ( )2 g∇ ∂Y = ( )2g∂ ∇Y = 0 . As was previously pointed out for the viscoplasticity 
case that this assumption implies that the considered point is damaged as well as the 
surrounding volume of a sphere of diameter cl  (i.e. the length parameter) and the damage 
flow direction does not change with position within cl . 
Similar to the viscoplastic hardening evolution equations, the derived viscodamage 
evolution equations consider the dynamic recovery as well as the static recovery (thermal 
recovery). Besides, the static recovery occurs in both the hardening and the dynamic recovery 
terms. The hardening term in each of the assumed internal state variable accounts for 
strengthening mechanisms, while the recovery term accounts for softening mechanisms. 
Finally in order to obtain the non-local viscodamage force, first we expand the state laws 
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Hence the non-local viscodamage force is obtained as the sum of Eqs. (4.143) and (4.144), 
such that: 
 
 ( ) ( )11
2
e e e
ij rs mnkl kl rs mn r manb arbsijY a E T T M Jε ε ε β




It is worthy to emphasize that the assumed constitutive nature of the viscoplastic and 
viscodamage surfaces, f  and g , and their dependence on the internal variables and the 
second-order gradients of the internal variables is imperative, since they dictate, among other 
things, the length-scale of the problem and the phenomena that can be predicted by the 
proposed model.    
 
4.4. Rate-Type Constitutive Relation  
 
Operating on the stress relation, Eq. (4.46), with the time derivative yields: 
 
 ( ) ( )vi eij ijkl kl kl ijkl kl ij ij rE E T T Tσ ε ε ε β β= − + − − −  (4.147) 
 









































Making use of Eqs. (4.4), (4.8), (4.48), (4.49), and (4.145), we can then obtain, after some 
lengthy manipulations, for a general themo- elasto- viscoplastic and viscodamage flow 
processes the following relation: 
                                                                                                                                                                                  








ijkl mn r ibjvkl bv ipjq pqau bv abuvkl
abuv abuv kl








∂ ∂  ∂
= − + − = + ∂ ∂ ∂ 
 (4.151) 
 
It in noteworthy that the above incremental stress-strain relation can be found similarly 
using the stress-strain relation in the effective configuration (Eq. (4.48)). Furthermore, 
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substituting into Eq. (4.150) the evolution equations of viε  given by Eqs. (4.38) and (4.39) 
and the evolution equations of φ  given by Eq. (4.77) along with Eqs. (4.40), (4.41), and the 
relations from Table 4.3 yields the following incremental relation: 
 
 vp vd vp vdij ijkl kl ijkl ij
kl kl kl kl
f g f gE A T
Y Y
σ ε λ λ λ λ β
σ σ
   ∂ ∂ ∂ ∂
= − − − + −   ∂ ∂ ∂ ∂   
 (4.152) 
where vpλ  and vdλ  are given as: 
 2vp vp vpaλ λ λ= + ∇ ,     2vd vd vdaλ λ λ= + ∇  (4.153) 
 
4.5 Thermomechanical Coupling  
 
A local increase in temperature may influence the material behavior during deformation; 
necessitating the inclusion of temperature in the constitutive modeling of the material. 
Substituting the internal energy density, e , from Eq. (4.18) into the first law of 
thermodynamics, Eq. (4.16), yields the following energy balance equation: 
 
 ( ) , 0ij ij ext i iT T r qρ η η σ ε ρΨ + + − − + =  (4.154) 
 
Substituting Ψ  from Eq. (4.20) into the above equality and taking into account the results 




ij ij ext ij i j ij i jT r k T T k T TT
ρη σ ε ρ= −Π + + ∇ ∇ + ∇ ∇  (4.155) 
   
According to the definition given in Section 3.3 for the specific entropy η =  ( ), ,e kTη ℵε  
( 1,...,10k = ); operating on the entropy relation, Eq. (4.25)2, with the time derivative and 






p ij ij k k ij ij ext ij i j
k
c T T T r k T T
T
ρ σ ε β ε ρ
=
∂Σ = ϒ + −Σ ℵ − + + ∇ ∇ ∂ 
∑            (4.156) 
 
where pc T Tη= ∂ ∂  is the tangent specific heat capacity at constant pressure used to 
approximate the specific heat capacity at constant stress (which an expression can be found 
for it by using the specific entropy expression outlined in Section 3.3), and ϒ  is the fraction 
of the viscoinelastic work rate converted to heat which is incorporated into the heat balance 
equation for more accurate comparisons with experiments. Furthermore, the internal 
dissipation terms due to η =  ( )2η ,∇φ φ , i.e. ( )T T∂ ∂ − φY Y  and ( ) 2g gT T∂ ∂ − ∇ φY Y  are 
implicitly included in the definition of entropy given in Section 3.3. Therefore, it can be 
demonstrated that these terms should not be considered in Eq. (4.156).  
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The left-hand side of Eq. (4.156) represents the total thermal dissipation. The first term on 
the right-hand side represents the rate of viscoinelastic work converted to heat; the second 
term represents the rate of internal heat generation that encompasses all dissipative processes 
excluding the gross viscoinelastic deformation that is present during viscoplastic and 
viscodamage deformation; the third term is the reversible thermoelastic effect; the fourth term 
represents an external heat source; and the last term is due to the parabolic heat conduction. If 
the duration of the event is sufficiently short, the thermal conduction term becomes negligible, 
i.e. adiabatic conditions prevail.     
The rate type-equations, Eq. (4.152) and (4.156), take into account effects of the 
viscoplastic and viscodamage strain-induced anisotropy (i.e. kinematic hardening), flow stress 
(i.e. isotropic hardening), temperature and strain-rate sensitivity, anisotropic damage (i.e. 
softening generated by damage defects nucleation and growth mechanisms), 
thermomechanical coupling (i.e. thermal viscoplastic softening and thermal expansion), 
strong viscoplasticity and viscodamage coupling, and heterogeneity in the material behavior 
(i.e. the non-local influence).      
 
4.6 Computational Issues of the Gradient Approach 
 
Let ot , 1t , … , nt , 1n nt t t+ = + ∆ , … be convenient time instances along the time interval 
over which the dynamic response of the body is sought. Consider the time step 1n nt t t+∆ = − : 
at nt t=  where all quantities are known, which are the converged values of the previous step, 
and the solution must be computed at 1nt +  for a given body load increment, ∆b , and surface 
load increment, ∆ t .  
Let the dynamic evolution of an elasto-viscoplastic damaged body of volume V  and 
surface S  be governed at time step 1n + , in the small strain range, by the above derived 
constitutive relations and by the following momentum, initial, and linear compatibility 
relations: 
 
 1 1 1
T
n n nρ ρ+ + ++ =σC b u    in  V ;  1 1n n+ +=σt n  on tS  (4.157) 
 o=u u ,   o=u u     at ot t=  (4.158) 
 1 1n n+ +=ε C u  in V ;    1 1n n+ +=u U   on uS  (4.159) 
 
where, for algorithmic convenience, we have shifted to matrix vector notation. Equations 
(4.157) express the discrete dynamic motion in the volume V and equilibrium on the free part 
of the boundary tS  at time step 1n + . The superscript T denotes the transpose symbol. 
Viscoelasticity is not considered in this study; viscous damping effects are neglected. TC  is 
the differential operator, b  and t  are the body force and the surface traction vectors, 
respectively, ρ  is  the mass density, u  is the three-component displacement vector, a 
superimposed dot implies the derivative with respect to time t, and n  denotes the outward 
normal to the surface S. The initial conditions on displacements and velocities are given by 
Eqs. (4.158). Linear compatibility in volume V and on the constrained part of the boundary 
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uS  is described by Eqs. (4.159), where U  being the assigned displacement vector, such that 
t uS S S=∪  and  0t uS S =∩ .     
 Moreover, in order to devise a proper algorithm at the end of time step 1n + , we require 
that the viscoplasticity condition: 
 
 ( )2 2 2 21 1 1 1 1 1 1 1 1 1, , , , , , , , 0n n n n n n n n n nf p p p p T+ + + + + + + + + +∇ ∇ ∇ ∇ =σ ,α α φ φ  (4.160) 
 
and the viscodamage growth condition 
 
 ( )2 2 2 21 1 1 1 1 1 1 1 1 1 1, , , , , , , , , 0g vd vdn n n n n n n n n n ng r r Tλ λ+ + + + + + + + + + +∇ ∇ ∇ ∇ =,Γ Γ φ φY Y  (4.161) 
 
are satisfied (e.g. de Borst and Mühlhaus, 1992; de Borst et al., 1999, Voyiadjis et al., 2001).  
In the context of the finite element method, the discrete problem can be obtained via a 
spatial Galerkin projection of the semidiscrete (i.e. discrete in space and continuous in time) 
problem into a finite dimensional subspace of admissible continuous shape functions.  
Consequently, in the following sections we outline the procedure for solving the derived set of 
governing equations using the finite element method.  
 
4.6.1 Discretization of the Motion Equation 
 
• Backward-Difference Time Discretization 
 
In the proposed formulation the update of rate-dependent constitutive equations largely 
follows the time integration algorithm proposed by Peirce et al. (1984), which has been used 
in the context of viscoplasticity by LeMonds and Needleman (1986a, b) and Voyiadjis and 
Mohammad (1988, 1991). The essence of the rate tangent modulus method is to approximate 
a function of time in the interval, nt θ+ ∈ [ ]1,n nt t +  where θ ∈ [ ]0,1  as follows: 
 
 ( ) 11n n nZ Z Zθ θ θ+ += − +  (4.162) 
 
In the above equation, setting 0θ =  one obtains the fully explicit Euler scheme, whereas 
setting 1θ =  one gets the fully implicit scheme. The trapezoidal method is obtained by setting 
1 2θ = . Then it follows that at ( )nt n tθ θ+ = + ∆  the velocity and the acceleration, u  and u , 
respectively, can be written as: 
 
 ( ) 11n n nθ θ θ+ += − +u u u ,     ( ) 11n n nθ θ θ+ += − +u u u  (4.163) 
 
By integrating according to the backward difference scheme and solving for 1n+u  in Eqs. 
(4.163), one obtains: 
 
 ( )1 12 2 2
1 1 1
n n n n nt t
θ
θ θ θ+ +
−
= − − −
∆ ∆
u u u u u  (4.164) 
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Substituting 1n+u  into the momentum equation, Eq. (4.157)1, one obtains: 
 
 * *1 n+1 1
T







* ,     1 1 2 2 2
1 1 1
n n n n nt t
θ
θ θ θ+ +
− = + + + ∆ ∆ 
*b b u u u  (4.166) 
 
The above integration algorithm belongs to the popular class of time integrators termed the 
Newmark β -method using the generalized mid-point rule algorithm (e.g. Hughes, 1987; 
Zienkiewicz and Taylor, 1989). 
 
• Weak Form for the Momentum Equation 
 
The non-linear initial boundary value problem concerning the finite step t∆  must be 
solved with an iterative scheme. For simplicity in the notation, in what follows the index 1n +  
of the time step has been omitted and the subscripts i  and 1i +  refer to the iteration. Eqs. 
(4.165), (4.159), and (4.152) can be written at the 1i +  iteration of the current time step as 
follows: 
 
 * *1 1 1
T
i i ibρ ρ+ + ++ =σC u    in  V;    1 1i i+ += σt n   on tS      (4.167) 
 1 1i i+ +=ε C u  in V ;    1i+ =u U   on uS  (4.168) 
 vp vd vp vdi i i
i i i i
f g f g Tλ λ λ λ
   ∂ ∂ ∂ ∂







where the ∆ -symbol indicates the difference between the values of a variable at the end of 
1i +  iteration and i  iteration, e.g. 1i i+∆ = −σ σ σ . It has been assumed that the viscoplastic 
flow direction and the viscodamage growth direction is determined from the previous i  
iteration. Moreover, the degraded elastic-damage modulus, E , and thermo-mechanical 
second-order tensor, β , are assumed to equal their values at the end of the previous iteration; 
i.e. at i=φ φ .   
A weak form of the equation of motion, Eq. (4.167)1, is obtained by setting: 
 
 ( )* *1 1 1 0T T i i i
V
dVδ ρ ρ+ + ++ − =∫ σu C b u  (4.170) 
 
where δ -symbol denotes the variation of a quantity. 
Making use of integration by parts, the divergence theorem, and the substitution of the 
natural boundary conditions (Eq. (4.167)2), the linear compatibility relation (Eq. (4.168)1), 
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∫ ∫










u u u u t u b
u u
  (4.172) 
 
We then proceed as in the classical finite element method discretizing the displacement 
field u  and the temperature field T as follows: 
 
 =u N a ,   T eT =W T  (4.173) 
 
where N = 1[ ,..., ]nodenN N  and W = 1[ ,..., ]nodenW W  are both for k =  1,..., noden  and e =  
1,..., elemn . 
In the above, N  and W  are the displacement and temperature shape functions, 
respectively, and contain continuous interpolation functions of order Co . a  is the nodal 
displacement vector and eT  is the nodal temperature vector (the superscript e denotes element 
values). Consequently, we obtain from the linear kinematic relation, Eq. (4.168)1, the 
discretized form for the strains ε : 
 
 = Baε ,     =B CN  (4.174) 
 
where B  is the strain-displacement matrix.         
In a similar fashion the viscoplastic and viscodamage multipliers, vpλ  and vdλ , can be 
discretized following the de Borst approach for gradient-dependent models (cf. de Borst and 
Mühlhaus, 1992; de Borst et al., 1993; de Borst et al., 1999), where vpλ  and vdλ  are taken as 
independent variables. However, the discretization of vpλ  and vdλ  requires 1C  continuous 
interpolation functions contained in h = 1[ ,..., ]nodenh h  since the Laplacian of 
vpλ  and vdλ  
should be computed, such that: 
 
 vp T vpλ = h Λ ,     2 vp T vpλ∇ = q Λ  (4.175) 
 
 vp T vpλ = h Λ ,     2 vd T vdλ∇ = q Λ  (4.176) 
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where 2T = ∇q h , and vpΛ  and vdΛ  denote the additional nodal degrees of freedom associated 
with the viscoplastic and viscodamage multipliers, respectively.  
No attempt has been made until now to use the de Borst approach to discretize rate-
dependent problems. Furthermore, a combined gradient- and rate- dependent plasticity and 
damage model has not been proposed in the literature sofar. Failure to do so is due to the 
difficulty in enforcing the consistency condition for rate-dependent problems. The rate 
relation for the viscoplastic and viscodamage multipliers for rate-dependent problems can be 
expressed as an increment by: 
 
 vp T vpλ∆ = ∆h Λ ,     2 vp T vpλ∇ ∆ = ∆q Λ  (4.177) 
 
 vd T vdλ∆ = ∆h Λ ,     2 vd T vdλ∇ ∆ = ∆q Λ  (4.178) 
 
Using Eqs. (4.173)-(4.178) in Eq. (4.172) and requiring that the result is valid for any 
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∫ ∫








E N N a E h A h
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E h A h N W T
Y
N t N b B N N a
Λ
Λ  (4.179) 
 
where h  is given by: 
 
 a= +h h q  (4.180) 
 
4.6.2 Discretization of the Viscoplastic Condition  
 
In the same way as in the proceeding section we shall formulate the weak form of the 
viscoplasticity surface function, Eq. (4.160), at 1i +  iteration such that the viscoplasticity 
condition is satisfied in a distributed sense. However, the test function used in discretizing the 
viscoplastic surface function is vpδλ  (e.g. de Borst and Mühlhaus, 1992), such that: 
 
 ( )2 2 2 21 1 1 1 1 1 1 1 1 1, , , , , , , , 0vp i i i i i i i i i i
V
f p p p p T dVδλ + + + + + + + + + +∇ ∇ ∇ ∇ =∫ σ ,α α φ φ  (4.181) 
 
where ( ) ( ) ( )1i i+• = • + ∆ •  is the additive decomposition of each of the internal variables. 
Furthermore, the yield function 1if +  can be approximated in ( iσ , ip , 
2
ip∇ , ip , 
2
ip∇ , iα , 
2
i∇ α , iφ , 
2







2 2 = 0
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i i
i i i i i
T TT T
i i ii i
f f f f ff f p p p p
p p p p
f f f f f T
T
+
∂ ∂ ∂ ∂ ∂
≈ + ∆ + ∆ + ∇ ∆ + ∆ + ∇ ∆
∂ ∂ ∂∇ ∂ ∂∇
∂ ∂ ∂ ∂ ∂
∆ + ∇ ∆ + ∆ + ∇ ∆ + ∆
∂ ∂∇ ∂ ∂∇ ∂
σ
σ
α α φ φ
α α φ φ
 (4.182) 
 
where if  is the i-th residual of the viscoplastic function. However, emphasizing that we are 
applying the local iteration process within the time step t t+ ∆  (i.e. at step n + 1), one can then 
write p∆  and 2 p∇ ∆  as follows: 
 
 p p t∆ = ∆ ∆ ;   2 2p p t∇ ∆ = ∇ ∆ ∆    (4.183) 
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   ∂ ∂ ∂ ∂ ∂
≈ + ∆ + + ∆ + + ∇ ∆   ∂ ∂ ∆ ∂ ∂∇ ∆ ∂∇   
∂ ∂ ∂ ∂ ∂
+ ∆ + ∇ ∆ + ∆ + ∇ ∆ + ∆
∂ ∂∇ ∂ ∂∇ ∂
σ
σ
α α φ φ
α α φ φ
 (4.184) 
 
The evolution equations of the isotropic and kinematic hardening fluxes and their 
corresponding gradients given by Eqs. (4.100), (4.101), (4.114), and (4.116) are then 
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where pkQ  ( 1,..., 4k = ) are obtained from the previous i  iteration and are given as follows: 
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Upon substitution of Eq. (4.185) along with the finite element discretization equations of ∆u , 
T∆ , vpλ∆ , and vdλ∆ , Eqs. (4.173)-(4.178), into Eq. (4.181) and requiring that the result is 
valid for any admissible variation vpδΛ , we obtain: 
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It is noteworthy that the current formulation does not satisfy the viscoplastic condition 
0f =  in a point wise manner, but merely in a distributed sense (de Borst and Mühlhaus, 
1992). Therefore, the later condition 0i
V
f dV =∫h  is not satisfied at each iteration, but only 
until convergence is achieved at the end of the loading step. However, this approach is 
inevitably required in the gradient-enhanced models since the difficulty in calculating the 
Laplacian using the conventional return-mapping algorithms which are probably as good as 
the current formulation. Moreover, the following are the non-standard boundary conditions at 
the elasto-viscoplastic boundary vpSλ : 0
vpλ =  or  ( ) 0vpTvp λλ∇ =n , where vpλn  is the outward 
normal at vpSλ . These results can also be derived directly from a variational principle (e.g. 
Mühlhaus and Aifantis, 1991; de Borst and Mühlhaus, 1992).  
 
4.6.3 Discretization of the Viscodamage Condition 
 
Analogous to the discretization of the yield function, the finite element implementation of 
the viscodamage criterion is based on the following weak-form governing the generalized 
viscodamage consistency, Eq. (4.129), where the test function used is vdδλ , such that: 
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 ( )2 2 2 21 1 1 1 1 1 1 1 1 1 1, , , , , , , , 0vd g vd vdi i i i i i i i i i i
V
g r r T dVδλ λ λ+ + + + + + + + + + +∇ ∇ ∇ ∇ =∫ , , Γ Γ φ φY Y  (4.191) 
 
where ( ) ( ) ( )1i i+• = • + ∆ •  is the additive decomposition of each of the internal variables. 
Since the viscodamage driving forces Y  is a function of σ  and φ  (see Eq. (4.146)), we can 
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where ig  is the i-th residual of the viscodamage function. We emphasize again that we are 
applying the local iteration process within the time step t t+ ∆  (i.e. at step n + 1). We can then 
write vdλ∆  and 2 vdλ∇ ∆  as follows: 
 
 vd vd tλ λ∆ = ∆ ∆ ;   2 2vd vd tλ λ∇ ∆ = ∇ ∆ ∆    (4.193) 
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The evolution equations of the isotropic and kinematic hardening associated with the 
viscodamage fluxes and their corresponding gradients given by Eqs. (4.130), (4.131), (4.136), 
and (4.137) along with Eqs. (4.40)and (2.5) from Table 4.3 are then substituted into Eq. 
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Upon substitution of Eq. (4.195) along with the finite element discretization equations of 
∆u , T∆ , vpλ∆ , and vdλ∆  (Eqs. (4.173)-(4.178)) into Eq. (4.191) and requiring that the result 
is valid for any admissible variation vdδΛ , one obtains: 
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Analogous to the yield condition, the viscodamage condition 0g =  is not satisfied in a 
point wise manner, but merely in a distributed sense. Therefore, the later condition 
0i
V
g dV =∫h  is not satisfied at each iteration, but only at the end of the loading step. 
Moreover, the non-standard boundary conditions are the following at the viscodamage 
boundary vdSλ : 0
vdλ =  or  ( ) 0vdTvd λλ∇ =n , where vdλn  is the outward normal at vdSλ . 
Figure 4.3 shows the proper boundary conditions of an elastic-viscoplastic-viscodamage body 
occupying a volume V .   
 
4.6.4 Discretization of the Heat Equation 
 
To establish the actual heat generation that occurs during the highly transient dynamic 
events of the thermomechanically coupled finite element, discretization of the heat equation, 
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Eq. (4.156), is imperative. The heat balance equation, Eq. (4.156), can then be discretized 





0vi ei k k i ext i i pi
k
V T T T c Tρ ρ
=
ϒ ∆ + ∆ℵ − ∆ + + ∇ ∇ − ∆ =∑σ ε β ε r k  (4.201) 
 
where k k kV T T= ∂∑ ∂ −∑  ( 3,...,10k = ) and their expressions are similar to  those outlined 
in Table 4.4, but instead of ϑ  we substitute ( )T Tγ ϑ ϑ= ∂ ∂ − , and their magnitudes are 
obtained from the previous iteration i.  
Substituting the strain rate decomposition relation, Eq. (4.8), for e∆ε  into Eq. (4.201) 
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By making use of the evolution equation of viε  given by Eqs. (4.38) and (4.39), and the 
evolution equations of kℵ  ( 3,...,10k = ) given in Sections 3.6 and 3.7, (i.e. p , 
2 p∇ , α , 
2∇ α , r , 2r∇ , Γ , and 2∇ Γ ), Eq. (4.203) reduces to: 
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 ( )2 9 1 10 21td gQ V h K h∂ = − − + ∂ V HH  (4.208) 
 
Upon substitution the finite element discretization equations of T∆ , vpλ∆ , and vdλ∆  (Eqs. 
(4.173)-(4.178)) into Eq. (4.204) and requiring that the result is valid for any admissible 
variation eδT , we obtain: 
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4.6.5 Combined Discretization Equations 
 
Combining the discretized equations of linear momentum (Eq. (4.179)), viscoplasticity 
condition (Eq. (4.190)), viscodamage condition (Eq. (4.200)), and thermomechanical coupling 
equation (Eq. (4.209)) augments us with a set of linear algebraic equations in terms of the 
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dV= ∫K Β ΒE  (4.211) 
*M  is the modified consistent mass matrix given as 
 
 * * T
V
dVρ= ∫M N N  (4.212) 
while, 












c dVρ= −∫K h h  (4.214) 
 
and the off diagonal matrices are given by: 
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The external force and internal force vectors that appear on the right-hand side of Eq. 
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 T eT ext i
V V
dV dVρ= − − ∇ ∇∫ ∫f W r W k W T  (4.223) 
 
As usual, all vectors and matrices are assembled from the element contributions in the 
standard manner. A detailed description of ways of solving the present coupled system of 
equations with different implementations is presented by de Borst and Mühlhaus (1992), de 
Borst and Pamin (1996), de Borst et al. (1999), and Bammann et al. (1999).   
In the current chapter the systematic construction of a thermodynamic consistent gradient-
enhanced framework for heterogeneous materials, which provides a strong coupling between 
viscoplasticity and anisotropic viscodamage, is presented for dynamic problems. 
Thermodynamic consistency is restored through the derived constitutive equations in order to 
introduce and address issues such as the statistical inhomogeneity in the evolution related 
viscoinelasticity macroscopic variables, and temperature and strain-rate sensitivity. This 
framework is general enough to describe the evolution of viscoinelasticity in a material body 
accounting for physical discontinuities through the use of a non-local approach based on the 
gradient-dependent theory of viscoplasticity and viscodamage. The interaction of the length-
scales is a crucial factor in understanding and controlling the distribution and size of the 
material defects such as statistically stored and geometrically necessary dislocations, voids, 
and cracks influence on the macroscopic response. The behavior of these defects is captured 
not only individually, but also the enhanced strong coupling between the two dissipative 
processes takes into account the interaction between these defects and their ability to create 
spatial-temporal patterns under different loading conditions.    
 The proposed gradient approach introduces second-order gradients in the hardening 
variables (isotropic and kinematic) and in the damage variable. These higher-order gradients 
are considered physically and mathematically related to their local counterparts. Special care 
is used to properly account for the coupling between the state variable and its corresponding 
higher-order gradient.  
 Length-scale parameters are implicitly and explicitly introduced into the present dynamical 
formulism. Implicit length-scale measure is introduced through the use of the rate-dependent 
theory, while explicit length-scale measures are introduced through the use of the gradient-
dependent theory. 
A strong coupling between the two dissipative processes, viscoplasticity and viscodamage, 
is implemented. This strong coupling is assessed by using two separate viscoplasticity and 
viscodamage surfaces with coupled non-associated flow rules in such a way that both 
viscoplastic and viscodamage rules are dependent on the viscoplastic and viscodamage 
potentials. Two viscodamage mechanisms are considered here, one mechanism is coupled 
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with viscoplasticity, while the other occurs independent of viscoplastic deformation. The 
dissipation function of the latter occurs in both the elastic and viscoplastic domains. The 
constitutive equations for the damaged material are written according to the principle of strain 
energy equivalence between the virgin material and the damaged material. 
Computational issues of the current gradient-dependent formulation are introduced in a 
finite element context. A weak (virtual work) formulation of the non-local dynamic 
viscoplastic and viscodamage conditions is derived, which can serve as a basis for the 
numerical solution of the initial boundary value problems in the sense of the finite element 
method. Explicit expressions for the generalized tangent stiffness matrix and the generalized 
nodal forces are given. In addition, issues concerned with the formulation of the initial-
boundary value problems by the finite element analysis in relation to the formulation and the 
non-standard boundary conditions are presented. 
Although there has been a tremendous work to understand the physical role of the gradient 
theory, this research area is still in a critical state with controversy. This is to some extent due 
to the difficulty in calibration of the different material properties associated with the gradient-
dependent models, which are impossible to obtain for certain cases. But more important have 
been the difficulty of carrying out truly definitive experiments on critical aspects of the 
evolution of the dislocation, crack, and void structures. However, the proposed framework is 
generalized to that of viscoplasticity coupled with viscodamage, and one needs more studies 
to be performed in order to effectively assess the potential applications for this framework. 
Furthermore, it is believed that the calibration of a gradient-dependent model of 
viscoplasticity and viscodamage should not only be based on stress-strain behavior obtained 
from macroscopic mechanical tests, but should also draw information from micromechanical, 
gradient-dominant tests such as micro-indentation and/or nano-indentation tests, micro-
bending tests, mirco-torsion tests, accompained by metallographic studies and stereology 
based quantification methods using tomography images. The study in Chapters 7 and 8 aims 









In this chapter a finite deformation theory of the gradient viscoinelasticity is developed 
based on the gradient approach presented in Chapter 4. The motivation of this work stems out 
from the experimental tests of specimens made of ductile materials and heterogeneous 
materials loaded at low- and high-speed impacts (Belingardi and Vadori, 2002; Borvik et al., 
2002; Luo, 2001; Espinosa, 2001; Sierakowski, 1997; Zhou et al., 1996; Montagnani et al., 
1990; Johnson and Cook, 1985; Albertini and Montagnani, 1976; etc). Generally, these kinds 
of laboratory tests serve to verify the constitutive concepts and material parameters. In many 
of those tests the intensive nonlinearity induced in the material is attributed to the 
viscoplasticity and viscodamage morphologies. Furthermore, the softening behavior in those 
experiments mostly appears as the result of temperature rise and damage growth. Those 
experiments indicate that the failure mechanisms occur at localized zones of viscoplasticity 
and viscodamage where a lot of interactions of defects take place. In order to be able to 
capture such localized deformation zones and strain-softening material behavior, we aim here 
to introduce explicit and implicit length-scale measures in plasticity and damage governing 
equations through the use of the gradient-dependent and viscoplasticity theories coupled to 
the viscodamage theory. 
The second underlying motivation for this study is given by the work recently proposed by 
Voyiadjis and Park (1999) and Abu Al-Rub and Voyiadjis (2003). Voyiadjis and Park (1999)  
presented a framework for finite nonlinear continuum damage involving seven different 
deformation configurations. In accordance with their work, two irreversible strains were 
considered by Abu Al-Rub and Voyiadjis (2003): the viscoplastic and viscodamage strains. 
This theory is been dealt with for case of small deformations in Chapter 3. The viscodamage 
strain component tends to be considerable in engineering materials under impact loading 
processes as compared to the viscoplastic strain component. We will also use a similar 
approach with a more attractive physical interpretation of the viscodamage deformation 
mechanisms. The proposed approach is analogous to the finite elasto-plasticity (e.g. Nemat-
Nasser, 1992; Perzyna, 1995; Lubliner, 1990; Simo and Hughes, 1998) involving the 
multiplicative decomposition of the deformation gradient into elastic and inelastic parts. All 
configurations induced by the multiplicative decomposition are, as in finite elastoplasticity, 
macroscopic one. The damage evolution equations, however, are based on micromechanical 
considerations established through the use of gradient theory (for a detailed demonstration 
consult Lacy et al. (1999)). Therefore, the framework presented in this chapter is similar to 
that in Chapter 3 for small deformations and rate-independent problems.  
There are many models with weak coupling between plasticity/viscoplasticity and 
damage/viscodamage; hence, no consistent model realizing a strong coupling has been 
published yet (Hesebeck, 2001), which serves as our third motivation. In this chapter, the 
strong coupling between viscoplasticity and viscodamage will be implemented by using two 
independent viscodamage mechanisms similar to that presented in Chapters 3 and 4. One 
mechanism is coupled with viscoplasticity, while the other one occurs independent of 
viscoplastic deformation. To formulate that on the basis of the thermodynamic principles, the 
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two viscodamage processes are represented by two additive portions in the dissipation 
potentials. Because this work focuses on the development of coupled viscoplastic-
viscodamage governing equations based on thermomechanical postulates, the various 
possibilities to describe the viscoplasticity and anisotropic viscodamage shall be considered 
here.    
The objective of this chapter is to derive a general thermodynamic framework for the 
modeling of heterogeneous media that assess a strong coupling between viscoplasticity and 
viscodamage evolution for impact and large deformation related problems with considering 
the discontinuities on the macroscale level. The essential aspects of interest here can all be 
examined within the context of: (1) Finite strain kinematics; (2) Rapid time variations in 
temperature, strain, strain rate, and other field variables; (3) Viscodamage effects on moduli 
and strength (hardening/softening); (4) Strong viscoplasticity and viscodamage coupling; and 
(5) Numerical stability through using the regularization approaches (i.e., using viscoplasticity 
and viscodamage gradient-dependent theories). This can be effectively characterized through 
a thermodynamic framework for the development of a continuum thermo-elasto-viscodamage 
and thermo-elasto-viscoplastic based failure model. The constitutive equations are derived 
from the first and second laws of thermodynamics, the expression of Helmholtz free energy, 
the Clasius-Duhem inequality, the maximum dissipation principle, generalized normality, and 
the thermomechanical heat equation. All the thermodynamic equations are expressed in the 
spatial configuration. The evolution laws are impeded in a finite deformation framework 
based on the multiplicative decomposition of the deformation gradient and the additive 
decomposition of the spatial rate of deformation tensor into elastic, viscoplastic, and 
viscodamage parts. The nonlocality is introduced here through the viscoplasticity and 
viscodamage hardening variables. The first-order gradients in the gradient-dependent theory 
are disregarded and the second-order gradients are mainly considered in this work. The local 
viscoplasticity and viscodamage hardening variables and their corresponding second-order 
gradients are considered independent of each other allowing one to computationally introduce 
independently the macroscale and mesoscale levels of influence.  
The outline of this chapter is as follows: in Section 5.2, we outline a summary of the finite 
deformation kinematics and some of the fundamental definitions of nonlinear continuum 
mechanics. In Section 5.3, we outline a general thermodynamic framework for the elasto-
viscoplastic and elasto-viscodamage material behavior with thermal effects for impact related 
problems using the gradient-dependent theory. In Section 5.4 the rate-type constitutive 
relation is derived. Finally, in Section 5.5 the thermomechanical coupling equation is 
formulated. 
 
5.2 Finite Deformation Kinematics and Fundamental Definitions 
 
5.2.1 Fundamental Measure of Total Deformation 
 
 Here we summarize some of the fundamental definitions of nonlinear continuum 
mechanics (Simo and Hughes, 1998; Belytschko et al., 2000; Doghri, 2000) relevant to our 
subsequent developments. Our notation throughout is as follows: oC  and tC  are the 
manifolds, where we refer to a point X oC∈ as a point in the reference configuration of a 
continuum body and a point x tC∈  as a point in the current configuration (at time t ). 
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Assuming that the deformation is smooth regardless of damage, one can assume a one-to-one 
mapping such that: 
 
( )i ix x t= ,X    or ( )i iX X t= ,x                                    (5.1) 
 
which maps the reference configuration oC  onto the spatial configuration tC  at time t . The 










                                        (5.2) 
 
which is a linear transformation for each X oC∈  at time t . 
Note that in this work the subscripted letters after the variables indicate the tensorial nature 
of the variables unless specifically stated otherwise.   
For each oC∈X  there exists an orthogonal transformation ( )R X called rotation such that 
(polar decomposition): 
 
ij ik kj ik kjF R U V R= =                                                      (5.3) 
 
where U  and V  are the right and left stretch tensors, respectively.  
The change in the squared length of a material filament dX  is used as a measure of 
deformation such that for a Cartesian coordinate system:  
 
( ) ( )2 2
2
i i i i
ij i j




                                         (5.4) 
or  
( ) ( )2 2 2 ij i jdl dL e dx dx− =                                                      (5.5) 
 
where 2( )dL  and 2( )dl  are the material filaments in the reference configuration oC  and the 
spatial configuration tC , respectively. E  and e  are the material (or Lagrangian) and the 
spatial (or Eulerian) strain tensors, respectively, and are given by: 
 
( ) ( )1 12 2ij ki kj ij ij ijE F F Cδ δ= − = −                                           (5.6) 
and 
( ) ( )1 11 12 2ij ij ki kj ij ije F F cδ δ
− −= − = −                                          (5.7) 
 
where 2C =U  and 1 2−= =b c V are the right and left Cauchy-Green tensors, respectively, and 
ijδ  is the Kronecker delta. C  is defined with respect to the reference configuration while b is 
with respect to the current configuration. 
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For the spatial strain tensor e  and the material strain tensor E  we have: 
 
1 1
ij ki kl lje F E F
− −=                                                         (5.8) 
 








                                                               (5.9) 
    









                                                       (5.10) 
 
where the superimposed dot designates the time derivative. The symmetric part of l , denoted 
by d , is called the spatial rate of deformation tensor, and its skew-symmetric part is called the 
spin (or vorticity) tensor, ω . Thus one obtains: 
 
( )12ij ij jid l l= +                                                       (5.11) 
and 
( )12ij ij jil lω = −                                                       (5.12) 
 
Let us define the Lagrangian rate of deformation tensor D  and the Eulerian rate of 




D E C= =                                                     (5.13) 
 
1 11
2ij ki kl lj
d F C F− −=                                                  (5.14) 
 
Utilizing Eq. (5.13) into Eq. (5.14), d  is then related to D  by: 
 
1 1
ij ki kl ljd F D F
− −=                                                     (5.15) 
 
while the spatial deformation rate tensor d  is equal to the Cotter-Rivlin convected rate of the 
Eulerian (Almansi) strain tensor as follows: 
  
( )ij v ij ij ik kj kj kid L e e e l e l= = + +                                               (5.16) 
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where the symbol vL  denotes the well-known Lie derivative with respect to υ  (Marsden and 
Hughes, 1994). 
 
5.2.2 Rates of the Stress Tensors 
 
The first Piola-Kirchhoff stress tensor P  is a nonsymmetric nominal stress tensor obtained 
by performing a Piola transformation on the Cauchy stress tensor σ , i.e. 
 
1
ij ik kjP JF σ
−=                                                         (5.17) 
 
where J  denotes the Jacobian of the deformation and represents the ratio of the mass 








= = = F                                                 (5.18) 
 
where oρ  and ρ  are the mass densities of the reference and current configurations, 
respectively. Vd  and vd  are the differential initial volume and the differential volume after 
deformation, respectively. 
The symmetric (or second) Piola-Kirchhoff stress tensor S  is defined as follows: 
 
1 1 1 1 1
ij ik kj ik kl jl ik kl jlS F P JF F F Fσ τ
− − − − −= = =                                     (5.19) 
 
where J=τ σ  is termed the Kirchhoff stress tensor.  
The rate of the Kirchhoff stress tensor (the Lie derivative) is given as follows: 
 
( )v ij ik kl jl ij ik kj jk ikL F S F l lτ τ τ τ= = − −                                   (5.20) 
 
where τ  defines the material time derivative of the Kirchhoff stress tensor which is given by 










                                                   (5.21)   
 
The Jaumann-Zaremba stress rate of the Kirchhoff stress is defined as follows: 
 
o
ij ij ik kj kj ikτ τ ω τ ω τ= − +                                                    (5.22) 
 
Using Eqs. (5.11) and (5.12) along with Eq. (5.22), we can express the Jaumann-Zaremba 
stress rate, oτ , in terms of the Lie derivative of the Kirchhoff stress tensor ( vL τ ) and the 
spatial rate of deformation (d ) as follows:  
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( )oij v ij ik kj kj ikL d dτ τ τ τ= + +                                              (5.23) 
 
Note that both the first and second Piola-Kirchhoff stress tensors, P  and S , are relevant 
to the reference configuration oC , while the Kirchhoff and Cauchy stress tensors, τ  and σ , 
are relevant to the current configuration tC . Also note that the elastic components of the rate 
of deformation (d ) and the spin tensor (ω ) should be substituted in the stress rate tensors 
vL τ  and 
oτ . 
 
5.2.3 The Deformation Rate Additive Decomposition 
 
Motivated by the discussions outlined in Chapter 3 (Figures 3.1 and 3.2) and assuming 
small elastic and finite viscoplastic and viscodamage deformations under high-impact loading, 
we can postulate the additive decomposition of the total spatial deformation rate tensor (d ) 
into elastic ( ed ), viscoplastic ( vpd ), and viscodamage components ( dd ). The damage process 
is an irreversible deformation thermodynamically; however, the deformation due to damage 
itself can be partially or completely recovered upon unloading. Thus, the damage deformation 
component is also decomposed into elastic-damage (reversible) and viscoinelastic-damage 
(irreversible) parts. The recoverable part is attributed to crack closure upon unloading (but not 
healing), while the unrecoverable part is attributed to the lack of crack closure and void 
contraction that causes permanent deformation. Both cause degradation in the material 




ij ij ij ijd d d d= + +                                                    (5.24) 
and  
d ed id
ij ij ijd d d= +                                                       (5.25) 
 
where edd  and idd  are the elastic-damage and viscoinelastic-damage parts of the damage 
strain, respectively. The superscripts here do not imply tensorial indices but merely indicate 
the corresponding deformation configuration such as “e” for elastic, “vp” for viscoplastic, “d” 
for damage, “ed” for elastic-damage, and “id” for inelastic-damage. 
During the unloading process, two types of deformation rates are purely reversible: the 
ordinary elastic deformation rate ed  and the elastic-damage deformation rate edd . Thus, the 
total reversible elastic deformation rate Ed  upon unloading can be obtained by: 
 
E e ed
ij ij ijd d d= +                                                        (5.26) 
 
On the other hand, the total viscoinelastic rate of deformation Id  arises from the two 
irreversible sources: viscoinelastic damage and viscoplastic flow, such that: 
 
I id p
ij ij ijd d d= +                                                        (5.27) 
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hence Eq. (5.24) can be rewritten as: 
 
E I
ij ij ijd d d= +                                                        (5.28) 
  
The viscoinelastic damage may occur during only elastic deformations (in the absence of 
plastic deformations) under the condition that micro-cracks occur without the presence of a 
plastic process zone ahead of the crack tip. 
In order to insure a more realistic application of the principles of the damage mechanics, 
anisotropic damage will be assumed. In this case different levels of damage are related to the 
principle directions, and thus a simple scalar damage parameter is no longer sufficient to 
quantify damage in all directions. Instead, the anisotropic phenomenon of the microcracks 
distribution in the material is interpreted using a symmetric second-order damage tensor, ijφ .   
 The linear elastic constitutive equations for the damaged material are written according to 
the principle of elastic strain energy equivalence between the virgin material and the damaged 
material (Sidoroff, 1981). That is, the damaged material is modeled using the constitutive 
laws of the effective undamaged material in which the Kirchhoff stress tensor τ  is replaced 
by the effective stress tensor τ  (Murakami and Ohno, 1981): 
 
ij ikjl klMτ τ=                                                          (5.29) 
 
where M  is the fourth order damage-effect tensor. Many different expressions for M  exist in 
the literature. A comprehensive review of the most widely used expressions are presented by 
Voyiadjis and Park (1997). The following expression for M , which have been proposed by 
Cordebois and Sidoroff (1979), is used here due to its attractiveness in the mathematical 
formulations and its symmetrization ability of the effective stress tensor τ , such that: 
 
( ) ( ) 12ikjl ik ik jl ik jl jlM δ φ δ δ δ φ
−
 = − + −                                  (5.30) 
 
where ijδ  is the Kronecker delta.  
 The elastic-damage stiffness C  in the case of finite deformation is given by Voyiadjis and 
Park (1999) as follows: 
 
ijkl ikjl klpq prqsN N=C C                                                   (5.31) 
where 
( ) ( )1 1
2ikjl ikjl ik jl ik ik jl ik jl jl
N M a a δ φ δ δ δ φ−  = = = − + −                       (5.32) 
 
and C  is the fourth-order elastic modulus tensor given by: 
 
( )132ijkl ij kl ik jl ij klK Gδ δ δ δ δ δ= + −C                                       (5.33) 
 
where K  is the bulk-modulus and G  is the shear-modulus in the effective configuration. 
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The rate of the Kirchhoff stress tensor is defined in terms of the elastic deformation tensor 
as follows: 
 
( ) ev ij ijkl klL dτ = ℑ                                                          (5.34) 
 
where ℑ  is the effective spatial elasticity tensor related to the effective fourth-order tensor of 
elastic constants C  by the (push-forward) transformation as follows: 
 
ijkl ir js km ln rsmnF F F Fℑ = C                                               (5.35) 
  
Similarly, Eqs. (5.34) and (5.35) can be defined using the Jaumann-Zaremba stress rate tensor 
as follows: 
o e
ij ijkl kla dτ =                                                           (5.36) 
where 
ijkl ijkl il jk jl ika δ τ δ τ= ℑ + +                                              (5.37) 
 
5.2.4 Finite Elasto-Viscoplastic and Elasto-Viscodamage Deformations 
 
We showed in Chapter 3 that if the material is elastically unloaded before occurrence of 
viscoplasticity, permanent strains are observed. Those strains are irreversible damage strains, 
while the reversible damage strains are of two parts: elastic part and damage part. Then, if 
viscoplasticity occurs, both viscodamage and viscoplastic permanent deformations are 
anticipated (see Figure 3.3).            
The illustration of Figure 5.1 in three-dimension is similar to that of the one-dimension 
case (Figure 3.3). If  O  designates the initial state ( oC ), B  the current state ( tC ), and 
D → O  ( dvpC , vpidC , and vpC ) local intermediate, stress-free, unloaded state, then the 
deformation gradients are: F  for O → B , eF  for D → B , dF  between D  state and a 
viscodamage-free state D → O , and vpF  between state O  and a viscoplastic-free state 
between O  and C . Additionally, dF  can be decomposed into edF  for C → B , idF  between 
C  state and a viscodamage-free state between C → O . Thus, the deformation gradient 




∂ ∂ ∂ ∂
=
∂ ∂ ∂ ∂
x x x x
X x x X
                                                    (5.38) 
or 
e vp d= ⋅ ⋅F F F F                                                       (5.39) 
 
introducing tacitly the local intermediate natural state configurations. Following that we 
assume that elastic strains are small compared to viscoplastic and viscodamage strains. Also 











                                                     (5.40) 
or 
d ed id= ⋅F F F                                                           (5.41) 
 
Therefore, the total deformation gradient can be decomposed into total elastic part 
( .E e ed=F F F ) and inelastic part ( .I id vp=F F F ), such that: 
 
 .E I=F F F  (5.42) 
 
The determinate of the total deformation tensor J  (or the Jacobian of deformation, Eq. 
(5.18)) that characterizes the volumetric deformation can then be multiplicatively decomposed 
into elastic, viscoplastic, and viscodamage parts as follows: 
 
 e vp dJ J J J=  (5.43) 
where 
 
 ( )dete eJ = F ; ( )detvp vpJ = F ; ( )detd dJ = F  (5.44) 
 
5.3. Constitutive Modeling for Dynamic Impact Loading 
 
5.3.1 Thermodynamic Formulation 
 
In this section, the thermo-elasto-viscoplastic and thermo-elasto-viscodamage material 
behavior is considered. This means that the strain, strain rate, temperature material 
dependence, and the nonlinear material responses are considered. The dependent constitutive 
variables are functions of the Eulerian total elastic strain tensor ( Ee ), temperature (T ), 
temperature gradient ( T∇ ), the deformation gradient tensor (F ), the measure of volumetric 
















deformation ( ( )detJ = F ), and intn - of phenomenological internal state variables ( kℵ , 
int1,...,k n= int; 1n ≥ ). Hence, within the thermodynamic framework the thermoelastic 
Helmholtz free energy density at the current state of deformation can be written as (Duszek-
Perzyna and Perzyna, 1998): 
 
 ( ), , , , ;Eij i ij ke T T F JΨ = Ψ ∇ ℵ  (5.45) 
 
However, by considering the assumption of small elastic strains (usually accepted for metals 
and other materials subjected to high-strain rate loading), the specific free energy function Ψ  
may be written as follows (Murnagaham, 1937; Garcia Garino and Oliver, 1992; Celentano, 
2001): 
 
( ), , , ;Eij i ke T T JΨ = Ψ ∇ ℵ                                                 (5.46) 
 
Moreover, under severe loading conditions the elastic strains are comparably smaller. Thus, 
the elastic part of the deformation gradient can be assumed unity (i.e., eJ = I ). By adopting, 
also, the incompressibility assumption (i.e., pJ = I ), which is an acceptable postulate for 
metals, we can rewrite the specific free energy function Ψ  as follows: 
 
( ), , , ;E dij i ke T T JΨ = Ψ ∇ ℵ                                              (5.47) 
 
where det( )d dJ = F . This last simplified form of Ψ  is adapted in the formulation described 
below.  
Analogous to the additive decomposition of the deformation rate Ed  into elastic and 
elastic-damage components (Eq. (5.26)), the Eulerian total elastic strain tensor Ee  can be also 
decomposed as follows: 
 
E e ed
ij ij ije e e= +                                                            (5.48) 
 
This additive decomposition of the Almansi total elastic strain tensor can also be deduced 
from the multiplicative decomposition of the deformation gradient into elastic and elastic-
damage parts, .E e ed=F F F .    
Since the main objective is to develop the rate-type constitutive equations for a viscoplastic 
and viscodamage material, the effects of viscoplastic strain hardening/softening, viscodamage 
strain hardening/softening, micro-damage mechanism, and thermomechanical coupling have 
to be considered. In order to compensate for such mechanisms, a finite set of internal state 
variables kℵ  ( int1,...,k n= ) representing either scalars or tensorial variables are assumed, such 
that: 
 
( )2, ,k k ij n nφℵ =ℵ Ξ ∇ Ξ                                                    (5.49) 
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where φ  is the average damage density, nΞ  ( 1 4n = − ) are the viscoplasticity and 
viscodamage hardening variables, and 2 n∇ Ξ  are the corresponding higher-order gradients 
(Laplacian) of nΞ .   
We make use here of the postulate of the isotropic influence of the averaging of the 
evolution equations of the assumed internal state variables nΞ  over a representative volume 
element (RVE). The first-order gradients are disregarded and the second-order gradients are 
mainly considered in this work. Moreover, setting nΞ  and 
2
n∇ Ξ  as independent internal state 
variables allows us to computationally introduce independently the macro and mesoscales. It 
also allows these two different physical phenomena to be identified separately with different 
evolution equations. This approach is considered in this work. The set of the macro internal 
variables nΞ  is postulated as follows:    
 
( ), , ,n n ij ijp rα ΓΞ = Ξ                                                    (5.50) 
 
Those viscoplasticity and viscodamage hardening variables are introduced in the Helmholtz 
free energy density in order to provide sufficient details of the deformation defects (cracks, 
voids, mobile and immobile dislocation densities) and their interactions in order to properly 
(i.e. physically) characterize the material microstructure behavior (see Chapter 4 for complete 
description). These variables will provide an adequate characterization of these defects in 
terms of size, orientation, distribution, spacing, interaction among defects, and so forth. In 
addition, in order to be able to achieve this, the macroscale discontinuities influence need to 
be addressed and implemented properly.    
For the strain-softening regime of the material behavior, the non-homogenous states of 
deformation can appear as localized regions with large deformations. A suitable description of 
the evolution of such zones can be obtained with the use of a non-local or gradient theory, of 
which examples are given by Aifantis (1984); Mühlhaus and Aifantis (1991); Bazant et al. 
(1984); and Voyiadjis et al (2001). The gradient theory introduces in the material constitutive 
equations, higher-order deformation gradients with coefficients that represent length-scale 
measures that characterize microstructural links with the non-local continuum. An attempt is 
made here to account for the non-uniform macroscale viscodamage and viscoplastic 
distribution on the overall macroscale response by assuming the thermoelastic Helmholtz free 
energy density Ψ  to depend not only on the macroscopic response associated with the 
internal variables nΞ , but also on its macroscopic spatial higher-order gradients 
2
n∇ Ξ . Both 
nΞ  and 
2
n∇ Ξ  are considered independent of each other. This postulate is motivated through 
the fact that certain internal state variables such as the mobile and immobile dislocation 
densities do not necessarily have the same evolution equations (Bammann and Aifantis, 1982, 
1987). They have different physical interpretations that guide one to different evolution 
equations for nΞ  and 
2
n∇ Ξ . Thus, the set of internal state variables 
2
n∇ Ξ  are postulated as 
follows: 
 
( )2 2 2 2 2 2, , ,n n ij ijp rα∇ Ξ = ∇ Ξ ∇ ∇ ∇ ∇ Γ                                      (5.51) 
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where 2∇  denotes the Laplacian operator. The assumed dependence of the Helmholtz free 
energy on the distinct variables 2 n∇ Ξ  is also motivated by the necessity to include length-
scale measures into the equations of state that links the mesoscale interactions to the 
macroscale viscoplasticity and viscodamage, which cannot be captured by nΞ  variables only.  
The viscoplastic hardening presented by the internal state variables p  and α  accounts for 
the dislocation interactions. The isotropic hardening internal state variables p  and 2 p∇  are 
associated with the density of dislocations in the current state and characterized by 
statistically stored dislocations and geometrically necessary dislocations, respectively (Gao et 
al., 1999; Fleck and Hutchinson, 2001). The kinematic hardening variables α  and 2∇ α  
correspond to the incompatibility of viscoplastic deformation between various parts of the 
material (Lamaitre and Chaboche, 1990). Hence, the viscoplasticity hardening variables 
depend on the interaction of the statistically stored or mobile dislocation and geometrical 
necessary or immobile dislocation densities. On the other hand, the viscodamage hardening 
presented by the internal state variables r  and Γ  accounts for retardation of the (micro)-
crack growth at higher strain rates resulting from (micro)-crack growth arrested by other 
(micro)-defects (Voyiadjis and Deliktas, 2000b; Abu Al-Rub and Voyiadjis, 2002). The 
gradient of the assumed internal state variable is used to describe the corresponding non-local 
material behavior, i.e. it is used to overcome the deficiency of the classical continua to capture 
the length-scale effects due to localization of viscoplasticity and viscodamage. The damage 
variable φ  reflects the material degradation at a micromechanics scale due to nucleation and 
coalescence of voids, cavities, and microcracks in an averaged sense. The determination of 
the assumed internal state variables is the main challenges of the constitutive modeling. 
The proposed viscoplastic and viscodamage constitutive modeling is formulated within the 
framework of thermodynamic principles; that is, the use of balancing laws, the conservation 
of mass, linear and angular momenta, and the first and second laws of thermodynamics. Those 
fundamental laws of continuum mechanics in the spatial representation can be written as 
follows (Coleman and Gurtin, 1967; Lubliner, 1990; Lemaitre and Chaboche, 1990; 
Belytschko et al., 2000; Doghri, 2000): 
 
(i) Conservation of mass 
 
( ) 0idivρ ρ υ+ =     or   oJρ ρ=                                                (5.52) 
 
(ii) Balance of linear momentum 
 
 1 ij i idiv bJ
τ ρ ρυ  + = 
 
                                                    (5.53) 
 
(iii) Balance of moment of momentum 
ij jiτ τ=                                                            (5.54) 
 





ij ij k kou d h qτρ ρ
= + −                                              (5.55) 
 




ρη ρ + − ≥ 
 
                                              (5.56) 
 
and the Clausius-Duhem inequality, which can be derived from the previous laws of 
thermodynamics, such that:  
 
1 0iij ij io




− + + − ∇ ≥                                          (5.57) 
 
where oρ  is the reference mass density, ρ  is the current mass density, υ  is the spatial 
velocity vector, b  is the specific body force vector, u  is the internal energy density, h  is the 
external specific heat source, η  is the specific (per unit mass) entropy, q  is the heat flux 
vector, and 0J >  is the determinate of the deformation gradient tensor F . ∇  denotes the 
first order gradient ( /i ix∇ = ∂ ∂ ). Meanwhile, u , Ψ , T , and η  are related by: 
 
u TηΨ = −                                                             (5.58) 
 
Using the above equation into Eq. (5.57), one can rewrite the Clausius-Duhem inequality as 
follows:  
 
( ) 0o iij ij iqd T J TTτ ρ η− Ψ + − ∇ ≥                                    (5.59) 
 
Note that the time rate of a spatial field ( f ) is defined as the material-time derivative ( Df Dt ) 
and given as follows: 
 
 Df f ff =





The Lie derivative of Eq. (5.47) with respect to its internal state variables in the updated 
configuration is given by: 
 
( )E dij i v kE d
ij i k
d T T J L
e T T J
ψ ψ ψ ψ ψψ ∂ ∂ ∂ ∂ ∂= + + ∇ + + ℵ
∂ ∂ ∂∇ ∂ ∂ℵ
i
                          (5.61) 
 
where the superimposed dot (
i




2( ) ( ) ( ) ( )v k v ij v n v n
k ij n n
L L L Lφ
φ
∂Ψ ∂Ψ ∂Ψ ∂Ψ
ℵ = + Ξ + ∇ Ξ
∂ℵ ∂ ∂Ξ ∂∇ Ξ
                     (5.62) 
 
The last two terms of Eq. (5.62) are given by: 
 
( ) ( ) ( )v n v ij v ij
n ij ij




∂Ψ ∂Ψ ∂Ψ ∂Ψ ∂Ψ
Ξ = + + +
∂Ξ ∂ ∂ ∂ ∂
                      (5.63) 
and 
2 2 2 2 2
2 2 2 2 2( ) ( ) ( )v n v ij v ij
n ij ij




∂Ψ ∂Ψ ∂Ψ ∂Ψ ∂Ψ
∇ Ξ = ∇ + ∇ + ∇ + ∇
∂∇ Ξ ∂∇ ∂∇ ∂∇ ∂∇
i i
    (5.64) 
 
Note that in Eq. (5.61) the Lie derivative of the Almansi total elastic strain ( EvL e ) defines 
the total elastic spatial rate of deformation tensor ( Ed ). The material-time derivative of the 
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Substituting the rate of the Helmholtz free energy density (Eq. (5.61)) into the Clausius-
Duhem inequality (Eq. (5.59)), we obtain: 
 
0
o e o o d ed o d id
ij ij ij ij ij ij ij ijE E d d
ij ij
vp o o o i
ij ij i v k i
i k
d J d J d
e e J J
qd T T L J T
T T T
ψ ψ ψ ψτ ρ τ ρ ρ δ τ ρ δ
ψ ψ ψτ ρ η ρ ρ
   ∂ ∂ ∂ ∂ − + − − + −        ∂ ∂ ∂ ∂    
∂ ∂ ∂ + − + − ∇ − ℵ − ∇ ≥ ∂ ∂∇ ∂ℵ 
i
       (5.66) 
 
Assume that the axiom of entropy production holds, then the above inequality equation 

















;   o dP J
ψρ ∂= −
∂




       (5.67) 
 
The above equations describe the relation between the state variables (observable and 
internal) and their associated thermodynamic conjugate forces. These thermodynamic forces 
conjugate to their state variables are listed in Table 5.1, where kΣ = {Y , R , X , K , Η , 
gR , 
gX , gK , gΗ } are the conjugate forces corresponding to the viscoplastic and viscodamage 
internal variables kℵ ={φ , p , α , r , Γ , 
2 p∇ , 2∇ α , 2r∇ , 2∇ Γ }, respectively. The stress 
τ  is a measure of the elastic changes in the internal structure, while Y  is a measure of the 
elastic-damage changes in the internal structure resulting from crack closure and void 
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contraction during the unloading process. The conjugate forces R  and X  are measures of the 
viscoplastic changes in the internal structure, while K  and Η  are measures of the 
viscoinelastic-damage changes in the internal structure. P  is the thermodynamic pressure, 
where Eq. (5.67)4 is consistent with the definition of thermodynamic tension (which is 
opposite in sign to that of pressure) of Gibbsian thermodynamics (Narasimhan, 1992).    
The additive decomposition of the rate of deformation tensor (Eq. (5.24)) implies that the 
Helmholtz free energy function Ψ  can be written as the sum of elastic, viscoplastic, and 
viscodamage portions, such that: 
 




, , , ; , , , , , , , ,
, , , , , , ,
E d e E vp
ij i k ij i ij i ij ij
d d
i ij ij ij
e T T J e T T T T p p
T T J r r
φ α α
Γ Γ φ
Ψ ∇ ℵ = Ψ ∇ +Ψ ∇ ∇ ∇
+Ψ ∇ ∇ ∇
         (5.68) 
 
where eΨ  is the thermoelastic stored energy, while vpΨ and dΨ  are the energy stored due to 
material hardening.   
The complexity of a model is directly determined by the form of the Helmholtz free energy 
Ψ  and by the number of conjugate pairs of variables. It is possible to decouple the Helmholtz 
free energy into a potential function for each internal state variable in such a way that an 
analytical expression for the thermodynamic potential is given as a quadratic form of its 
internal state variables. However, coupling is possible in the viscoplastic potential or the 
viscodamage potential if they depend on more than one variable (Henry and Haslch, 2002), 
which makes the evolution equations to become more complex. Chaboche (1991) observed 
that an energy Ψ  with non-quadratic kinematic hardening variables leads to abnormal results, 
but coupling with temperature was not discussed there. In high velocity impact related 
problems, very high-strain rates combined with large deformations can produce a significant 
temperature rise due to adiabatic heating, where most of the work done on solids is usually 
dissipated in the form of heat resulting in local increase in temperature, which affects the 
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behavior of the material during deformation. This necessitates the inclusion of the temperature 
in the constitutive modeling of the material. Kapoor and Nemat-Nasser (1998) measured the 
energy converted to heat during inelastic flow using infra-red method for some metal alloys. 
The infra-red measurements showed that 70% of the work done is converted to heat. Bjerke et 
al. (2002) examined experimentally the role of plastic deformation in generating heat during 
dynamic compression and fracture of polycarbonate, where Split Hopkinson pressure bar 
(SHPB) experiments and opening mode dynamic mode fracture experiments were performed 
to measure the thermomechanical response of polycarbonate at various loading conditions. 
The results indicate that plastic deformation is not the main source of heat generation during 
the dynamic fracture, but it only accounts for about 8% of the measured heating and the other 
portion is due to thermofracture coupling providing that the deformation is the only source of 
material heating. Hence, the thermomechanical coupling in both viscoplasticity and 
viscodamage mechanisms needs to be considered in the material behavior modeling for more 
accurate comparisons with the experiments. A necessary explicit multiplicative temperature 
coupling term can be introduced in the hardening state variables for more realistic description 
of their evolution equations and well conformity with the experimental observations that show 
strong dependence of such states on temperature.  
The thermoelastic energy ( eΨ ) is postulated as follows:  
 
( ) 21 1 1 1
2 2 2
e E E E
ij ijkl kl ij ij r ij i jo o oe e e T T c T k T TT
β η
ρ ρ ρ
Ψ = ℑ − ∆ − ∆ − ∆ − ∇ ∇φ         (5.69) 
 
and the viscoplastic and viscodamage energies, vpΨ  and dΨ , on the long term manifolds 
(neglecting the short term manifolds) are respectively assumed to have the following 
analytical forms, such that: 
 
( )22 2 2 21 2 3 42
vp
ij ij ij ijo a p a p a a
ϑ α α α α
ρ
 Ψ = + ∇ + + ∇ ∇  
                 (5.70) 
 
( ) ( )22 2 2 25 6 7 82
d ig
ij ij ij ij v ro a r a r a a c T T
ϑ Γ Γ Γ Γ
ρ
 Ψ = + ∇ + + ∇ ∇ + −  
         (5.71) 
 
where ( )φℑ  is the fourth-order damage elastic tensor and is a function of φ . β  are the 
thermo-mechanical coefficients, c  is the coefficient of thermal expansion, rη  is the reference 
entropy, ( 1 8)ka k = −  are the material-dependent constants, k  is the heat conductivity 
coefficients tensors, rT T T∆ = −  is the temperature difference, ϑ  is the homologous 
temperature defined as ( )1 nmT Tϑ = − , where n  is the temperature softening component, rT   
is the reference temperature, and mT  is the melting temperature. vc  is the specific heat at 
constant volume (or the constant volume heat capacity), and igT  is chosen to have the form of 
ideal gas temperature that can be expressed as follows: 
 
 ( ) ( ) ( )( )( 1)exp 1 exp 1 1 1 1ig d dr r vT T c γη η ε γ ε−   = − + − + −        (5.72) 
 160
 
p vc cγ =  is the ratio of the specific heats, where pc  is the specific heat at constant pressure. 
Both vc  and pc  are related to the gas constant ℜ  by p vc cℜ = − . The above expression is 
postulated in order to derive an expression for the equation of state, which relates pressure to 
specific density. dε  is the nominal volumetric damage strain, which can be expressed in terms 
of dJ  as: 
 
 1 1d dJ
ε = −  (5.73) 
 
Note that in this chapter the foregoing material properties are taken as independent of 
temperature unless specifically stated otherwise.  
The proposed definition of Ψ  allows the derivation of the constitutive equations and the 
internal dissipation described next. Moreover, the definition of the different contributions of 
Ψ  given by Eqs. (5.69), (5.70), and (5.71) consider the density at the initial configuration oρ  
instead of its current value ρ . This simplification is consistent with most of the large strain 
models that exist in the literature (see Doyle and Ericksen, 1956; Duzek-Perzyna and Perzyna, 
1998; Celentano, 2001; etc). However, any density change in the evolution equations is given 
by the conservation of mass law (Eq. (5.52)). The constitutive equations for stress and 
entropy, Eqs. (5.67)1 and (5.67)2, can be written from the thermodynamic potential equations, 
Eqs. (5.69), (5.70), and (5.71), by neglecting higher-order derivatives, such that: 
 
E













β ρ ∂ Ψ= −
∂ ∂
                                 (5.75) 
and 
 e vp dη η η η= + +  (5.76) 
where 
 1 Ee r ij ijoc T eη η βρ
= + ∆ +  (5.77) 
 ( )22 2 2 21 2 3 412vp ij ij ij ijo a p a p a a T
ϑη α α α α
ρ
∂ = + ∇ + + ∇ ∇   ∂
 (5.78) 
 ( )22 2 2 21 2 3 412d ij ij ij ijo b r b r b b T
ϑη Γ Γ Γ Γ
ρ











=  ∂  
 (5.80) 
 
In Eq. (5.74) the instantaneous elasticity tensor ℑ  could be considered constant either on 
the spatial (updated) or in the material (reference) configuration. If it is considered constant in 
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the material configuration, ℑ  is obtained by “push forward” operation, while if it is 
considered constant on the spatial configuration, the elasticity tensor in the material 
configuration is obtained by performing a “pull back” operation (Car et. al, 2001). 
The constitutive equations for the heat flux vector q  and the pressure stress P  can be 
obtained from Eqs. (5.67)3 and (5.67)4, respectively, as follows: 
 
 i ij jq k T= − ∇  (5.81) 
 
which is the Fourier heat conduction equation. The negative sign indicates the heat flow is 
opposite to the direction of temperature increase. 
The thermodynamic pressure stress P  is given as follows: 
 
 ( )1 ig dvP c Tγ ε= −  (5.82) 
 
which gives the equation of state necessary for high-impact loading. The equation of state 
accounts for compressibility effects (changes in density) and irreversible thermodynamic 
processes.  
Coupling between elasticity and damage does exist indirectly since the elastic modulus is a 
function of the damage variable φ . Furthermore, coupling between viscoplasticity and 
viscodamage exists since the viscoplastic thermodynamic states are expressed in the current 
damaged configuration. The state laws of the assumed internal state variables, Eq. (5.67)5, are 
obtained from Table 5.1 and the thermodynamic potential equations Eqs. (5.69), (5.70), and 
(5.71) are expressed in Table 5.2 in terms of their associated internal state variables. The 
superscript ‘g’ in Table 5.2 indicates the thermodynamic conjugate force corresponding to the 
gradient internal variable. Other choices of the Helmholtz free energy function Ψ  lead to 
conjugate forces which differ in algebraic form but not in fundamental concept from the 
specific case considered here.  
Substituting Eqs. (5.67) into Eq. (5.66) modifies the Clausius-Duhem inequality to express 
the fact that dissipation energy Π  is necessarily positive, such that: 
 
int 0
I d d i i
ij ij ij ij i




∇ ∇ Π = + −Π − + ≥ 
  
i
                          (5.83) 
 





( ) ( )
( ) ( ) ( ) 0
g g
k v k ij v ij ij v ij
g g
ij v ij ij v ij ij v ij
L Rp R p X L X L
Kr K r H L H L Y L
α α
Γ Γ φ
Π = ∑ ℵ = − − ∇ − − ∇
− − ∇ − − ∇ + ≥
i
i
                 (5.84) 
 
Based on the previous assumption of Helmholtz free energy additive decomposition (Eq. 
(5.68)) the dissipation energy (Eq. (5.83)) can be rewritten as the summation of dissipation 
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energies due to mechanical dissipation (viscoplasticity and viscodamage) and thermal 
dissipation, such that: 
 
0vp d thΠ = Π +Π +Π ≥ ,                                                 (5.85) 
where 
       2 2( ) ( ) 0vp vp g gij ij ij v ij ij v ijd Rp R p X L X Lτ α αΠ = − − ∇ − − ∇ ≥
i
,                      (5.86) 
 2 2) ( ) ( ) 0d id d d g gij ij ij ij ij v ij ij v ij ij v ijd PJ d Kr K r H L H L Y Lτ δ Γ Γ φΠ = + − − ∇ − ( − ∇ + ≥
i
,    (5.87)   




∇ ∇ Π = − + ≥ 
  
i
.                                             (5.88)                           
 
This result requires that all inelastic work to dissipate away as heat, except for that energy 
which is stored because of the rearrangement of the material internal structure.   Note that not 
just dissipation occurs due to deviatoric stresses associated with vpd  and idd  but also due to 
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the pressure stress associated with dd . This result suggests that viscoinelastic-damage 
deformation is controlled by deviatoric as well as volumetric stresses, while the elastic-
damage deformation is mainly controlled by volumetric stresses.  Moreover, writing the 
dissipation potential function Π  as in the decoupled form shown in Eq. (5.85) does not mean 
that the corresponding physical mechanisms are decoupled. Coupling does occur in the 
viscoplastic potential given by Eq. (5.86) between viscoplasticity and viscodamage since the 
conjugate forces are expressed in the current deformed and damaged configuration of the 
material. Hence, two additive damage mechanisms are introduced in the dissipation function 
(Eq. (5.85)); one mechanism is coupled with viscoplasticity and the other occurs independent 
of viscoplastic deformation. Complementary laws can be related to the dissipation processes 
given by Eqs. (5.86) and (5.87). This implies the existence of the dissipation potential 
expressed as a continuous and convex scalar valued function of the flux variables. 
It is obvious that the definition of Ψ  and consequently of v kLℵ  ( 1 9k = − ) are essential 
features of the thermodynamic formulation in order to describe the thermomechanical/ 
microstructural behavior of the material involved in the deformation process. The evolution 
laws of Id  and φ  can be obtained by utilizing the calculus of several variables with Lagrange 
multipliers vpΛ  and dΛ . The dissipation function I vp dΠ = Π +Π  (Eq. (5.85)) is subjected to 
the two constraints, namely 0f =  and 0g =  (Voyiadjis and Kattan, 1992), such that: 
 
vp d vp df gΩ = Π +Π −Λ −Λ                                         (5.89) 
 
For generality purposes, we will assume here that the time-dependent behavior of both 
viscoplasticity and viscodamage mechanisms are controlled by different relaxation times 
associated with vpΛ  and dΛ , which may not generally be the case. This congruous is 
suggested to occur only for material impact behavior above a certain material threshold of 
impact speed. This is not the subject of the present work.  
Now we make use of the maximum viscoinelastic dissipation principle (Simo and Honein, 
1990; Simo and Hughes, 1998), which states that the actual state of the thermodynamic forces 
(τ , Y ) is that which maximizes the viscoinelastic dissipation function over all other possible 
admissible states. Thus, we maximize the objective function Ω  by using the necessary 












                                        (5.90) 
  
Substitution of Eq. (5.89) into Eq. (5.90) along with Eq. (5.85) yields the thermodynamic laws 
corresponding to the evolution of the total inelastic deformation rate ( Id ) and the 











                                            (5.91) 
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Considering the earlier postulate of the additive decomposition of the inelastic deformation 

















                                   (5.92) 
 
while Eq. (5.90)2 gives the viscodamage rate evolution law as follows: 
 








where f  and g  are respectively the dynamic viscoplastic and viscodamage loading surfaces 
outlined in the following section. Eqs. (5.91) and (5.93) show that a strong coupling exists 
between viscoplasticity and viscodamage in such a way that Id  is decomposed into 
viscoplastic ( vpd ) and viscoinelastic-damage ( idd ) components and both Id  and φ  are 
expressed in terms of the viscoplastic and viscodamage potentials.  
Now in order to obtain non-associative rules for the viscoplasticity and viscodamage 
hardening variables, one can assume the existence of a viscoplastic potential F  and a 
viscodamage potential G  such that they are respectively not equal to f  and g . This 
postulate is essential in order to obtain nonlinear viscoplastic and viscodamage hardening 
rules, which give a more realistic characterization of the material response in the deformation 
process. The complementary laws for the evolution of the other internal state variables can 
then be obtained directly from the generalized normality rule, which are summarized in Table 
5.3. Those evolution laws show strong viscoplasticity and viscodamage coupling. This strong 
coupling results, in one hand, from the fact that the viscoplasticity evolution equations are 
obtained in the current, deformed, and damaged state and, on the other hand, the damage 
evolution equations are expressed in terms of the viscoplastic and viscodamage potentials.  
It is noteworthy to mention that the Lagrangian parameters vpΛ  and dΛ , respectively, 
characterize the effective or equivalent viscoplastic and viscodamage deformations. 
Therefore, the evolution of the assumed gradient variables is associated with the gradients of 
vpΛ  and dΛ . This is clearly shown by the evolution equations of 2 p∇ , vLα , 
2r∇ , and vL Γ  
in Table 5.3.  
The non-local evolution of each of the assumed internal state variables ( v nL Ξ , ( 1 4n = − )) 
at position x  in the current configuration, can be expressed as the weighted average of its 
local counterpart v nL Ξ  over a surrounding volume v at a small distance CL≤ζ  from the 
considered point, such that: 
  
 ( ) ( )
v
1 v
vv n v n
L L dΞ = Ξ +∫h xζ ζ  (5.94) 
 
where cL  is an internal characteristic length and ( )h ζ  is a weight function that decays 
smoothly with distance and in this work is given by ( ) ( )h I h=ζ ζ  where I is an identity 
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tensor. However, the identity tensor I may be suitably substituted by another tensor in order to 
induce further anisotropic behavior of the material (Voyiadjis and Dorgan, 2001). Note that 
the superimposed hat designates a nonlocal quantity. The local variable v nL Ξ  in Eq. (5.94) 
can be approximated by a Taylor expansion around x , such that: 
 








v n v n v n v n
v n
L L L L
L
Ξ + = Ξ +∇ Ξ + ∇ Ξ +
∇ Ξ + ⋅⋅⋅
!
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                    (5.95) 
 
where i∇ denotes the i-th order gradient operator. Assuming only an isotropic influence of the 
averaging equation, as we stated previously, the integrals of the odd terms in Eq. (5.95) 
vanish. Furthermore, making use of Eqs. (5.94) and (5.95) and truncating the Taylor series 
after the quadratic term leads to the following expression for the nonlocal variable v nL Ξ : 
 
 ( ) ( ) ( ) ( )2
v v
1 1v v
v 2vv n v n v n
L h L d h L dΞ = Ξ + ∇ Ξ∫ ∫x xζ ζ ζζ  (5.96) 
 
This relation can be expressed as a partial differential equation such that: 
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2vv n v n v n
L L h d L
 
 Ξ = Ξ + ∇ Ξ  
 
∫ ζ ζζ  (5.97) 
 




h d  = ∫ z , Eq. (5.97) can be re-written at constant x  as follows: 
 
 2v n v n n v nL L c LΞ = Ξ + ∇ Ξ  (5.98) 
such that: 
 21p p c p= + ∇
i
 (5.99) 
 22( ) ( ) ( )v ij v ij v ijL L c Lα α α= + ∇  (5.100) 
 23r r c r= + ∇
i
 (5.101) 
 24( ) ( ) ( )v ij v ij v ijL L c LΓ Γ Γ= + ∇  (5.102) 
 
In Eqs. (5.98)-(107), ( 1 4n = − ) are constants proportional to length squared and weight each 
component of the gradient term identically, which gives rise for the explicit length-scale 
measures. If one assumes a more general tensorial character for h not necessarily confined to 
the expression in terms of an identity tensor, then one obtains a different weighting of the 
individual coefficients. This will give a weighting function with a tensorial nature nc  
containing several different integration constants. 
Following Eq. (5.98), one can write the evolution equations of the corresponding non-local 
state laws as follows: 
 
 gv n v n v nL L LΣ = Σ + Σ  (5.103) 
such that: 
 gR R R= +  (5.104) 
 
 ( ) ( ) ( )gv ij v ij v ijL X L X L X= +  (5.105) 
 
 gK K K= +  (5.106) 
 
 ( ) ( ) ( )gv ij v ij v ijL H L H L H= +  (5.107) 
 
The next important step is the selection of the appropriate form of the viscoplastic potential 
function 0F ≥  and the viscodamage potential function 0G ≥  in order to establish the desired 
constitutive equations that describe the mechanical behavior of the material. It is clearly seen 
in the previous part of this work that the viscodamage evolution laws are strongly coupled 
with viscoplasticity. To maintain this strong coupling, two independent viscodamage 
mechanisms are distinguished. One mechanism is coupled with viscoplasticity, while the 
other occurs independent of viscoplastic deformation. Similar argument was presented by 
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Hesebeck (2001), where he showed that the first mechanism is dominated in the case of shear 
stress and the second one for hydrostatic stress. In order to be consistent and satisfy the 
generalized normality rule of thermodynamics, a proper analytical form for the viscoplastic 
and the viscodamage potentials need to be postulated to obtain consistent evolution equations 
for the flux variables, such that: 
 
 221 2 3 4
1 1 1 1
2 2 2 2
g g g
mn mn mn mnF f k X X k X X k R k R= + + + +  (5.108) 
 
 225 6 7 8
1 1 1 1
2 2 2 2
g g g
mn mn mn mnG g k k k K k KΗ Η Η Η= + + + +  (5.109) 
 
where ik  ( 1 8i = − ) are material constants used to adjust the units of the equation, which are 
again independent of temperature. X  and gX  are the effective backstress tensors associated 
with the kinematic hardening and are expressed similarly to Eq. (5.29) as: 
 
 ij ikjl klX M X=     and     
g g
ij ikjl klX M X=  (5.110) 
 
The isotropic hardening represents a global expansion in the size of the yield surface with 
no change in shape. Thus for a given yield criterion and flow rule, isotropic hardening in any 
process can be predicted from the knowledge of the functions R  and gR , and those functions 
may in principle, be determined from a single test (e.g. the tension test). Therefore, the 
effective isotropic hardening functions R  and gR  are related to the nominal isotropic 
























ij ijr dtφ φ= ∫  (5.113) 
 
The assumed potential functions indicate the need for two loading surfaces f  and g , one 
for viscoplasticity and another for viscodamage, respectively. Thus, the coupled anisotropic 
viscoplastic and viscodamage formulation is a two-surface model whereby anisotropic 
viscodamage is formulated in the spirit of viscoplasticity, complete with a viscodamage 
criterion and flow rules. 
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5.3.2 Viscoplasticity Yield Criterion and Its Corresponding Flow Rules  
 
• Viscoplasticity Yield Criterion 
          
Once a material is damaged, further loading can only affect the undamaged material. Thus, 
the viscoplastic function f  is defined in terms of the effective stresses. For the classical 2J  
rate-independent plasticity, the static yield surface sf  (at negligible viscoplastic strain rate) is 
assumed to be of a von Mises type with isotropic and kinematic hardening, and defined as 
follows: 
 
 ( ) ( ) ( ) ( )' 223 , , 0g gs ij ij ij ypf J X X T R p T R p Tτ τ= − − − − − ∇ ≤  (5.114) 
 
where 2
' '1 2( ) : ( )g gJ = − − − −X X X Xτ τ  is the second invariant of the deviatoric stress 
tensor '( )g− −X Xτ , ( )yp Tτ  is the initial yield strength as a function of temperature, R  and 
gR  are the isotropic hardening functions, T  is the absolute temperature, and p  is the 
equivalent viscoplastic strain defined in the effective configuration. 'τ  is the effective 
deviatoric Kirchhoff stress tensor, X  and gX  are the effective backstress tensors associated 
with the kinematic hardening. 'τ  is expressed in terms of the viscodamage tensor Μ  (given 
by Eq. (5.30)) and the corresponding damage states as follows (Voyiadjis and Kattan, 1999): 
 
 'ij ijkl klMτ τ′=     with   
1
3ijkl ijkl rrkl ij
M M M δ′ = −  (5.115) 
 






ij ijp d d=                                                     (5.116) 
 
where vpd  is the viscoplastic deformation rate tensor in the effective configuration. 
The extension of Eq. (5.114) to include the rate-dependent plasticity (viscoplasticity) 
implies that the stress state is no longer constrained to remain on the yield surface but one can 
have 0sf ≥ . Therefore, we define the dynamic yield surface f  as follows: 
 
 ( )'23 0g gij ij ij yp vpf J X X R Rτ τ τ= − − − − − − ≡  (5.117) 
 
where vp sfτ =  is the viscous effective stress (or the overstress, i.e. the difference between 
the dynamic stress and its static counterpart) and x  denotes the MacAuley brackets defined 
by ( | |) 2x x x= + . Clearly, vpτ  is the common notion of viscoplasticity (Perzyna, 1966), 
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which implies that an inelastic process can only take place if, and only if, the overstress vpτ  is 
positive. From the assumed yield function f  the current effective yield stress can be defined 
as follows to account for high-strain rate and temperature effects: 
 
 ( ) ( ) ( ) ( )2 2 2, , , , , ,gyp vpT R p T R p T p p p p Tσ τ τ= + + ∇ + ∇ ∇  (5.118) 
 
where we define the initial yield strength ypτ  as follows: 
 
 ( )yp oTτ σ ϑ=  (5.119) 
 
where oσ  is the initial yield stress in the undamaged state, which is obtained at zero absolute 
temperature, zero viscoplastic strain, and static strain rate, and ( )1 nmT Tϑ = − . The evolution 
equations of the hardening functions R , gR , X , and gX  will be derived in the subsequent 
sections. 
The proposed dynamic yield criterion 0f =  (Eq. (5.117)) is a generalization of the 
classical von-Mises yield criterion 0sf ≤  (Eq. (5.114)) for rate-dependent materials. The 
latter can be simply recovered by imposing op p=  (rate-independent), so that one has the 
plasticity case 0f ≤ , where op  is the static strain rate (i.e. the smallest strain rate of the 
strain-rate range considered), and is called the control strain rate according to the notation of 
Perzyna (1988). In the elastic domain, both sf  and f  are equivalent since, in that case, 
0p = . Therefore, the admissible stress states are constrained to remain on or within the 
elastic domain ( 0f ≤ ). The viscoplastic parameter 0vpΛ ≥ , which is known as the 
viscoplastic consistency parameter, is assumed to obey the following Kuhn-Tucker 
loading/unloading conditions (Simo and Hughes, 1998): 
 







 < ⇒ Λ =
 
= ⇒ Λ = 










                         (5.120) 
 
Thus, f  still satisfies the constraint equation Eq. (5.89) and the maximum dissipation 
principle given by Eq. (5.90)1.  
 
• Viscoplastic Flow Rule vpd  
 
We can substitute in Eq. (5.92)1 different admissible forms for the Lagrange multiplier vpΛ  
without violating the constrained maximization problem presented by Eq. (5.90)1. However, 
the evolution equation for vpΛ  is now defined in a quiet similar way as in the classical 
viscoplasticity. Several evolution equations have been proposed in the literature to calculate 
the viscoplastic strain rate. Some of them are physically-based and others are 
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phenomenological. The most widely used in rate-dependent plasticity (viscoplasticity) are 
those based on the overstress concept (Zener and Hollomon, 1944a, 1944b; Malvern, 1951, 
1984; Perzyna, 1963, 1966, 1986, 1988, 1998). One of the first and most widely used 
phenomenological models for rate-sensitive plastic flow is due to Perzyna (1963, 1966, 1971, 
1986, 1988, 1998), which has been often considered in computational applications. On the 
other hand, Zener and Hollomon (1944a, 1944b) proposed that the functional dependence of 
the magnitude of the inelastic strain rate of metals could be multiplicatively decomposed into 
two functions: thermal (static) and stress (dynamic). Freed and Walker (1990, 1993) and 
Freed et al. (1991) showed that the Zener parameter is very general and includes many 
viscoplastic theories as special cases. In the spirit of Perzyna-type and Zener-type evolution 
equations for the viscoplastic strain rate, one can postulate the following admissible form for 












Λ =  
+ +  
 (5.121) 
 
where 1m  is the viscoplastic rate sensitivity parameter and vη  is the viscosity or fluidity 
parameter, sometimes referred to as the relaxation time according to the notation of Perzyna 
(1988). Note that the script ‘vp’ used as a superscript or subscript does not designate tensor 
indices but denotes the corresponding viscoplasticity.    
 We now utilize the hypothesis of viscoplastic dissipation equivalence (Lee et al., 1985; 
Voyiadjis and Thiagarajan, 1997; Voyiadjis and Deliktas, 2000b). This hypothesis assumes 
that the viscoplastic energy in terms of the effective and nominal stress and strain quantities 
must be equal. Thus, one can write the following relation, such that: 
 
 vp vpij ikjl kld N d=  (5.122) 
 
where N  is the inverse of the fourth-order damage tensor which is given by Eq. (5.32). 
By making use of the effective stress equation (Eq. (5.29)) and the effective viscoplastic 
deformation rate equation (Eq. (5.122)), we can write the viscoplastic deformation rate 










    
Since : 1.5f f∂ ∂ ∂ ∂ =τ τ , it can be easily shown that the effective rate of the accumulative 
viscoplastic deformation rate ( p ) defined by Eq. (5.116) is related to vpΛ  by: 
     
 vpp = Λ  (5.124) 
 
By making use of Eqs. (5.121) and (5.124), we write an expression for the overstress function 
vpτ  as follows: 
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 ( ) ( )11 m gvp vp ypp R Rτ η τ= + +  (5.125) 
  
Note that from Eq. (5.125) the classical von Mises criterion 0sf =  (Eq. (5.114)) for rate-
independent materials can be simply recovered by imposing 0vpη =  (no viscosity effect) on 
f  (Eq. (5.117)). Moreover, the well-known fact that, from the relation in Eq. (5.121), it can 
be noted that as the viscosity parameter vpη  goes to zero, the consistency parameter 
vpΛ  
remains finite and positive (though indeterminate) since vpτ  also goes to zero.  
Setting the dynamic yield function f  in the proposed form allows us to use effectively the 
well-known rate-independent radial-return algorithm to integrate the viscoplasticity governing 
equations. Applying the consistency condition, 0f = , gives vpΛ  as proposed in Eq. (5.121). 
 
• Viscoplasticity Hardening Rules 
 
Now, in order to derive the evolution of the viscoplasticity isotropic hardening functions 
R  and gR  in the effective state to be used in the dynamic yield function f , we make use of 
Eqs. (5.108), (5.111), (5.112), (5.117), and (5.124) into p  and 2 p∇
i
 equations in Table 5.3 





















By operating on R  and gR  relations in Table 5.2, and R  and gR  relations (Eqs. (5.111) 
and (5.112)) with the Lie derivative for a given temperature and keeping the damage history 
constant (i.e. the damage internal state tensor φ  and temperature T  are kept constant), one 
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Now in order to derive the kinematic hardening evolution equations associated with 
viscoplasticity, we make use of the vLα  expression in Table 5.3 along with the chain rule and 
Eq. (5.110)1, such that we obtain the following: 
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= −Λ + ∂ 
 (5.131) 
 
Since f f∂ ∂ = −∂ ∂τX  as it is clear from Eq. (5.114), it can be easily shown by using Eqs. 
(5.123) and (5.124) that Eq. (5.131) can be rewritten as follows: 
 
 ( )1( ) vpv ij minj mn mnL M d k pXα = −  (5.132) 
  
However, operating on the X  relation in Table 5.2, and X  relation Eq. (5.110)1 with the Lie 
derivative for a given temperature and keeping the damage history constant (i.e. the 
viscodamage effective tensor Μ  and temperature T  are kept constant), we write the 
following evolution equation for X  as follows: 
 
 ( )3 1 3( ) vpv ij ikjl mknl mn mnL X M M a d k a pX ϑ= −  (5.133) 
 
Note that when the infinitesimal deformations and rate and temperature independent 
response of a material are assumed and the micro-damage effects are neglected then the 
kinematic hardening law (Eq. (5.133)) reduces to that proposed by Armstrong and Frederick 
(1966).  
Similarly, by utilizing 2vL ∇ α  equation in Table 5.3 and the Lie derivative of 
gX  relation 
in Table 5.2, we write the gradient-dependent evolution equation of viscoplasticity kinematic 
hardening ( gvL X ) as: 
 
 24 2 4( )
g g
v ij ikjl mknl mn
mn
fL X M M a k a X pϑ
τ
 ∂
= − ∇ ∂ 
 (5.134) 
 
 It is noteworthy to point out here that the derived evolution equations of viscoplasticity 
hardening ( R , gR , vL X , and 
g
vL X ) contain hardening terms that represent the 
strengthening mechanism as well as recovery terms that represent the softening mechanism. 
Both the hardening and recovery terms are affected by the static (thermal) recovery term ϑ  in 
such a way that the functional dependence of the hardening of materials could be 
multiplicatively decomposed into two functions: thermal (static) and stress (dynamic). 
Therefore, those evolution equations characterize the time and thermal effects due to the rate 
and temperature dependency. Freed et. al (1991) pointed out that in viscoplasticity at elevated 
temperatures, thermal recovery of materials usually plays an important rule in the deformation 
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process. In impact related problems, the thermomechanical response of the assumed internal 
state variables is strongly dependent on the temperature history. This requires existence of 
thermal recovery (softening) terms in the evolution equations of the internal state variables.   
    
5.3.3 Damage Evolution Criterion and Its Corresponding Flow Rules 
 
• Damage Evolution Criterion 
 
By combining viscoplasticity with viscodamage, it seems natural that damage can only 
affect the undamaged material skeleton. Thus the viscodamage function g  is also defined in 
terms of the effective stresses. The anisotropic viscodamage calculation is formulated in the 
spirit of viscoplasticity; therefore, analogous to the dynamic viscoplastic yield surface 
presented in the previous section, the dynamic viscodamage surface g  which evolves from a 
static damage surface can be postulated as follows: 
 
( ) ( ) ( )2 2 22 ( ) , , ( , , , , ) 0g gij ij ijg J Y H H l T K r T K r T L T r r r r= − − − − − ∇ − ∇ ∇ =
i
   (5.135) 
 
where 2 ( )
gJ − −Y H H  denotes the second invariant of the damage force ( g− −Y H H ), ( )l T  
is the initial damage threshold as a function of temperature, and L  is the threshold damage 
force increment for microdamge nucleation, growth, and coalescence, which is dependent on 
the temperature, damage accumulation, and rate of damage accumulation.  
Similar expressions for ( )l T  and dΛ  can be postulated as presented by Eqs. (5.119) and 
(5.121), respectively, such that: 
 










Λ =  + + 
 (5.137) 
 
where ol  is the initial damage threshold at zero absolute temperature, zero damage strain, and 
static damage strain rate, and ( )1 nmT Tϑ = − . 2m  is the damage rate sensitivity parameter and 
vdη  is the viscosity parameter or the damage relaxation time, which can be different than vpη .  
By making use of Eq. (5.137), we write an expression for the overforce damage function L  as 
follows: 
 
 ( ) ( )21 m gvdL r l K Kη= + +  (5.138) 
 
The postulated dynamic viscodamage function 0g =  (Eq. (5.135)) is a generalization of the 
static damage surface as proposed by Voyiadjis and Deliktas (2000b) for rate-dependent 
materials. Similar to the yield surface, the static damage surface can be simply recovered by 
imposing 0vdη =  (rate-independent), so that one has the instantaneous damage case 0g ≤ . In 
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the undamaged domain, both the static and dynamic damage growth conditions are equivalent 
since, in that case, 0r = . Therefore, the admissible damage forces are constrained to remain 
on or within the undamaged domain ( 0g ≤ ). The model response in the viscodamage domain 
is then characterized as follows: 
 







 < ⇒ Λ =
 
= ⇒ Λ = 










             (5.139) 
 
• Damage Hardening Rules 
 
Now, in order to derive the hardening evolution equations associated with viscodamage 
process, we follow the same procedure presented in the previous section for viscoplasticity. 
The evolution equations for the viscodamage isotropic hardening functions K  and gK  are 
obtained by making use of Eqs. (5.109) and (5.135) into r  and  2r∇
i
 relations in Table 5.3 
along with the Lie derivative of K  and gK  equations in Table 5.2 for a given temperature, 
such that the following expressions are obtained: 
  
 ( )1 71K b k K rϑ= −  (5.140) 
and   
 ( ) 22 81g gK b k K rϑ= − ∇  (5.141) 
 
Moreover, the viscodamage kinematic hardening evolutions equations can be obtained by 
using vL Γ  and 
2











= −Λ +  ∂ 
 (5.142) 
and 








∇ = −∇ Λ +  ∂ 
 (5.143) 
 
Since gg g g∂ ∂ = ∂ ∂ = −∂ ∂H H Y   as it is clear from Eq. (5.135), it can be easily shown by 
taking the Lie derivative of H  and gH  equations in Table 5.2 for a given temperature that 
Eqs. (5.142) and (5.143) can be rewritten as follows: 
 
 3 5 3( )v ij ij
ij
















= − ∇  ∂ 
 (5.145) 
 
Similar to the viscoplastic hardening evolution equations, the derived viscodamage 
evolution equations consider the dynamic recovery as well as the static recovery (thermal 
recovery). Besides, the static recovery occurs in both the hardening and the dynamic recovery 
terms. The hardening term of each assumed internal state variable accounts for strengthening 
mechanisms, while the recovery terms account for softening mechanisms. 
 
5.4 Rate-Type Constitutive Relation  
 
As previously mentioned, the elasticity tensor ℑ  can be considered constant either in the 
material or current configuration. This leads to the definition of different materials. We are 
going to consider here that the elasticity tensor ℑ  is constant in the reference configuration 
oC . Therefore, operating on the stress relation Eq. (5.74) with the Lie derivative and keeping 
the damage history constant (i.e. the internal state variables φ  constant), we obtain for a 
general themo – elasto - viscoplastic and viscodamage flow processes the following relation: 
 
 ( )( ) vp idv ij ijkl kl kl kl ijL d d d Tτ β= ℑ − − −  (5.146) 
 
where ℑ  is the spatial elasticity-damage tensor related to the fourth-order tensor of elastic-
damaged constants C  (Eq. (5.31)) by the (push-forward) transformation as follows: 
 
ijkl ir js km ln rsmnF F F Fℑ = C                                               (5.147) 
  
Similarly, Eqs. (5.146) and (5.147) can be defined, respectively, using the Jaumann-Zaremba 
stress rate tensor as follows: 
( )o vp idij ijkl kl kl kl ija d d d Tτ β= − − −                                              (5.148) 
where 
ijkl ijkl il jk jl ika δ τ δ τ= ℑ + +                                              (5.149) 
 






ij ijkl kl ijg g
v yp kl vd kl
f L ga d T
R R l K K
ττ β
η τ τ η τ
 ∂ ∂ = − − −
+ + ∂ + + ∂  
 (5.150) 
 
5.5 Thermomechanical Couplings  
 
Substituting Ψ  from Eq. (5.58) into Eq. (5.55) yields the following energy balance 
equation in terms of the assumed conjugate forces: 
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 ( ) , 0ij ij i ioT T d h qρρ η η τ ρρΨ + + − − + =  (5.151) 
 
Substituting Ψ  (Eq. (5.61)) into the above equality and taking into account the results 
presented by Eqs. (5.67) and (5.84) yields the following: 
 
 ( ) int , 0o vp id oij ij ij i iT d d h Jqρ η τ ρ= + −Π + + =  (5.152) 
   
Operating on the entropy relation Eq. (5.67)2 with the Lie derivative and substituting the 
result into Eq. (5.152), we obtain: 
 
( ) ( )' int
2
vp id vp id Ek
p ij ij ij ij ij k ij ijo o o
o
ext
c T d d P d d T d T
T
r k T




= ϒ + + ϒ + − Π + ℵ −
∂
+ + ∇
   (5.153) 
 
where pc T Tη= ∂ ∂  is the specific heat at constant pressure and ϒ  is the fraction of the 
inelastic work rate converted to heat. 
The rate type-equations (Eqs. (5.150) and (5.153)) take into account effects of the 
viscoplastic and viscodamage strain-induced anisotropy (i.e. kinematic hardening), flow stress 
temperature and strain-rate sensitivity (i.e. isotropic hardening), anisotropic damage (i.e. 
softening generated by damage defects nucleation and growth mechanisms), 
thermomechanical couplings (i.e. thermal viscoplastic and viscodamage softening), strong 
viscoplasticity and viscodamage coupling, and heterogeneity in the material behavior (i.e. the 
non-local influence).      
A thermodynamically consistent nonlocal gradient-enhanced framework is presented here 
with strong viscoplasticity and anisotropic viscodamage coupling for impact related problems. 
Thermodynamically consistent constitutive equations are derived in order to introduce issues 
such as the statistical inhomogeneity in the evolution related viscoplasticity and viscodamage 
variables associated with the RVE, localization and size effects of deformation defects on the 
macroscopic response of heterogeneous materials, and temperature and strain-rate sensitivity.  
This model is general enough to describe the evolution of visco-inelasticity in a material 
body accounting for physical discontinuities through the use of a nonlocal approach based on 
the gradient-dependent theory of viscoplasticity and viscodamage. The interaction of the 
length-scales is a crucial factor in understanding and controlling the material defects such as 
mobile and immobile dislocation densities, voids, and cracks influence on the macroscopic 
response. The behavior of these defects is captured not only individually, but also the 
enhanced strong coupling between the two dissipative processes takes into account the 
interaction between these defects and their ability to create spatio-temporal patterns under 
different loading conditions.  An equation of state is presented in this chapter for high impact 
loading that accounts for compressibility effects (change in density) in terms of the nominal 
volumetric damage strain.  
 Length-scale parameters are implicitly and explicitly introduced into the present dynamical 
formulation. Implicit length-scale measure is introduced through the use of the rate-dependent 
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theory, while explicit length-scale measures are introduced through the use of the gradient-
dependent theory. 
The computational issue of this theoretical formulation with proper explanation of the 
proper boundary conditions associated with the gradients were discussed in Chapter 4. 
Calibration for the different material properties in the proposed approach may be difficult, or 
impossible for certain cases. However, the proposed framework is generalized to that of 
viscoplasticity coupled with viscodamage, and one needs more studies to be performed in 
order to effectively assess the potential applications of this framework. In the next chapter, we 
discuss in detail the numerical implementation of the proposed dual localization limiter i.e 
(viscosity and gradient) theory to the finite element method. Moreover, in Chapter 7 we 












The purpose of this Chapter is to demonstrate the regularization nature and significance of 
the viscoplasticity assumption in initial boundary value problems and the gradient-dependent 
theory as localization limiters, i.e. as means of preserving the well-posedeness and 
discretization sensitivity in initial boundary value problems for strain softening media. Of 
particular interest are ill-posed initial boundary value problems in elastoviscoinelastic solids 
that lack solutions with continuous displacements. Therefore, attention is focused on materials 
with negative (strain softening) hardenings. However, it is imperative to emphasize that for 
multidimensional constitutive descriptions of plastic flow, finite deformation, strain softening 
and/or perfect plasticity/damage models are neither necessary nor sufficient for ill-posedness 
(Wang and Sluys, 2000).  
Several computational frameworks are presented in this chapter for small-strain thermo-
elasto-viscoplasticity and small-strain gradient plasticity, and their direct and simple extension 
to finite deformations. The proposed unified integration algorithms are extensions of the 
classical rate-independent radial return scheme to the rate-dependent problems. These 
algorithms are very inexpensive and continuum and consistent tangent moduli can be obtained 
in closed forms. Furthermore, a trivially incrementally objective integration scheme is 
established for the rate constitutive relations. The proposed finite deformation scheme is 
based on a hypoelastic stress-strain representations and the proposed elastic 
predictor/viscoplastic corrector algorithm allows for total uncoupling of geometrical and 
material nonlinearities. 
In Chapter 4 we presented a computational technique for integrating the gradient-
dependent constitutive relations based on de Borst and co-authors pioneering work (de Borst 
and Sluys, 1991; de Borst and Mühlhaus, 1992; de Borst et al., 1993; Pamin 1994; de Borst 
and Pamin, 1996; de Borst et al., 1999). The plasticity and damage conditions depend on the 
Laplacian of an equivalent kinematic measure (hardening/softening state variables), and the 
consistency conditions result in differential equations with respect to the plastic/damage 
multipliers. These multipliers are then discretized in addition to the usual discretization of the 
displacements, and the consistency condition is solved simultaneously with the equilibrium 
equations. The disadvantage of this approach is that it requires considerable modifications to 
the existing finite element codes. However, in this chapter a simple computational algorithm 
for the gradient approach is proposed. This algorithm can be implemented in the existing 
finite element codes without numerous modifications. 
The outline of this chapter is as follows: in Section 6.2 we discuss the viscoplasticity as a 
localization limiter. Rate-dependent consistency condition is proposed for dynamic related 
problems. The computational algorithm for implementing such an approach in the well-
known finite element code ABAQUS (2003) is discussed thoroughly. Closed form 
expressions for the continuum and consistent elasto-viscoplastic moduli are derived. In 
Section 6.3, the extension of a small deformation material model to finite deformation 
problems is discussed. Numerical examples of material instability are presented in order to 
show the validity of the proposed viscoplasticity consistency approach. In Section 6.4, a 
 179
simple computational algorithm for the gradient-dependent approach is presented and shear 
band numerical examples are presented in Section 6.5. These examples show the applicability 
of the proposed gradient approach as a localization limiter.  
All the numerical results are obtained using ABAQUS (2003) finite element code with the 
aid of internal material subroutines UMAT for ABAQUS/Standard and VUMAT for 
ABAQUS/Explicit.    
 
6.2 Viscoplasticity as a Localization Limiter  
 
The dynamic inelastic behavior cannot be characterized using the classical inelasticity 
theory as it does not incorporate material length scales and consequently it cannot predict 
mesh-insensitivities. However, the developed elasto-viscoinelasticity theory can be used for 
this purpose. Rate dependency (viscosity) allows the spatial difference operator in the 
governing equations to retain its ellipticity and the initial value problem (the Cauchy problem) 
is well-posed. Viscosity introduces implicitly a length-scale parameter into the dynamic 
initial-boundary value problem (Duszek-Perzyna & Perzyna, 1998; Dornowski and Perzyna, 
2000), such that: 
 
 vpcλ η=  (6.1) 
 
where /c G ρ=  denotes the velocity of the propagation of the elastic waves in the material, 
and vpη  is the relaxation time for the mechanical disturbances which is directly related to the 
viscosity of the material. The proportionality factor λ depends on the particular initial-
boundary value problem under consideration and may also depend on the microscopic 
properties of the material. Sluys (1992) has also demonstrated that this viscous length scale 
effect can be related to the spatial attenuation of waves that have real wave speeds in the 
softening regime. 
The use of the theory of viscoinelasticity gives the possibility to obtain mesh-insensitive 
results. Since the rate-independent inelastic response is obtained as a limit case when the 
relaxation time is equal to zero; hence, the theory of viscoinelasticity offers the localization 
limiter (or regularization procedure) for the solution of dynamic initial-boundary value 
problems under different type of loadings. Due to that we can use the theory of 
viscoinelasticity to predict mesh objective results in dynamic related problems.  
In this section, the finite element implementation of the proposed model neglecting the 
damage effect and the gradient effect is elaborated. A new implicit stress integration 
algorithm and new expressions for the tangent stiffness matrix are derived based on the radial 
return method and backward Euler integration. The following set of constitutive equations for 
elasto-viscoplastic continuum, which were presented in the previous chapters, will be 
integrated numerically. The effect of viscodamage and higher-order gradients are neglected, 
such that 
 
 ( ): vp= −σ ε εE  (6.2) 









= − − − + + − ≡ 
 








= ∑X X  (6.4) 
 
 ( ) ( ) ( ) ( )2
3
k k vp k kC pγ= −εX X  (6.5) 
 
 [ ]R b Q R p= −  (6.6) 
 
 : :vppc T Rpρ = ϒ − −σ ε αX  (6.7) 
  
 vp vpλ=ε N  (6.8) 
 








 0f ≤ ,   0λ ≥ ,  0fλ = ,    0fλ =   (6.10) 
 
where the material constants are given by 23 2C a= , 2 2k aγ = , 1 1b k a= , 11/Q k= . 
It should be mentioned that the proposed rate- and temperature-dependent yield condition, 
Eq. (6.3), has a consistency condition (Kuhn-Tucker loading/unloading condition, Eq. (6.10)). 
This means that the stress remains on the yield surface, which is different from the well-
known overstress laws of Perzyna (1963, 1996, 1971, 1986) and Duvant-Lions (1972). The 
proposed model has the advantage in comparison with the overstress models that it can be 
easily implemented in the classical rate-independent plasticity. 
 The evolution law in Eq. (6.6) can not be used as an isotropic hardening law or isotropic 
softening law if the Q  parameter, which characterizes the hardening/softening saturation 
level, is expressed as in Chapter 2 (Chaboche, 1991), such that 
 
 ( ) ( )expM o MQ Q Q Q qp= + − −  (6.11) 
 
where MQ , oQ , and q  are material constants. Figure 6.1 shows how Eq. (6.6) with the aid of 
the above expression can be used as a hardening or softening law. 
 
6.2.1 Time Integration Procedure 
 
For the interval from step n  to 1n + , the backward Euler method enables the proposed 
constitutive model in Chapters 4 and 5 to be discretized as follows: 
 
( ) ( ) 13 1 11 1 1 1 1 12 : 1 ( ) ][1 ] 0[ ][
n
mvp n




σ η ++ + + + + +
 ∆
= − − − + + − ≡ ∆  




Figure 6.1 Behavior of the work-hardening-softening law Eq. (6.6).  
   (a) Hardening/Softening-1 corresponds to ( ) ( )expM o MQ Q Q Q qp= − + − − , 
           Hardneing/Softening-2 corresponds to ( ) ( )expM o MQ Q Q Q qp= + − , 
   Hardneing/Softening-3 corresponds to 0Q = , 
   Hardneing/Softening-2 corresponds to ( ) ( )expM o MQ Q Q Q qp= + − − . 
   (b)  ( ) ( )expM o MQ Q Q Q qp= + − −  for 10,q = −  -20, -25.   
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where the evolution equations of the isotropic hardening, kinematic hardening, temperature, 
and viscoplastic strain are given by: 
   








= ∑X X  (6.13) 
 
 ( ) ( ) ( ) ( ) ( )1 1
2
3
k k k vp k k
n n nC pγ+ += + ∆ − ∆εX X X  (6.14) 
 
 [ ]1 1n n nR R b Q R p+ += + − ∆  (6.15) 
 




nλ +∆ = ∆ε N  (6.17) 
 















where ( ):  stands for tensor contraction, and (1)vp vi=ε ε . Moreover, the external heat source 
extr , the heat conduction, and the thermomechanical coupling terms in the heat equation are 
neglected. When damage does not occur, we can simply set vpp λ∆ = ∆ . 
If the variables at time nt  (i.e. step n ), such as nσ , nε , nX , 
( )k
nX , nT , nR , etc., are 
assumed to have been determined and the values of ∆ε  and t∆  are given, then 1n+σ  that 
satisfies the discretized constitutive equations can be solved. In the following, an elastic 
predictor-plastic corrector method (radial return mapping algorithm) is used. However, here 
we will extend this method to the time-dependent case. 
In the first step, the elastic predictor problem is solved with initial conditions that are the 
converged values of the previous time step while keeping irreversible variables frozen. This 
produces a trial elastic stress state trσ  which, if outside the static yield surface sf  is taken as 
the initial conditions for the solution of the viscoplastic corrector problem. The scope of this 
second step is to restore the consistency condition by returning back the trial stress to the 
generalized yield surface f  (and not on the yield function sf  as is done in the rate-
independent case).  
 
6.2.2 Return Mapping Algorithm: Radial Return Method 
 
• Elastic Predictor 
 
The elastic predictor can be tentatively obtained by assuming the entire strain increment 





n n+ = + ∆σ σ εE  (6.19) 
 
For this tentative stress state, the yield criterion is given by: 
 
 ( ) ( ) 13 11 1 12 : 1 ( ) ][1 ] 0[ ][
n
mtr tr tr vp n




σ η+ + +
 ∆
= − − − + + − ≡ ∆  
τ τX X  (6.20) 
 
where  ( )11 1 13 trtr tr trn n nσ σ+ + += − Iτ . If 1 0trnf + ≤ , yielding does not occur in this step, and then 1trn+σ  
is accepted as 1n+σ . This means that the response is elastic and the trial stress and the state 
variables become the final stress and state variables.  
 




nf + > , 1
tr
n+σ  cannot be accepted as 1n+σ  due to yielding. Then 1n+σ  can be written 
using Eq. (6.19) as follows: 
 
 ( )1 1 1 1: :vp tr vpn n n n+ + + += − = − ∆σ ε ε σ εE E  (6.21) 
 
where : vp∆εE  is the plastic corrector. 
 
• Smoothing of the Stress State at Yield Point 
 
If the initial yield surface has been crossed during the initial trial stress increment, then a 
smoothing step is necessary to find the stress state at the yielding point. This is shown 
schematically in Figure 6.2. If 1
c
nσ +  denotes the stress state at the point where the assumed 




n n β+ = + ∆σ σ σ ;    0 1β≤ ≤  (6.22) 
 
where :tr∆ = ∆Eσ ε  is the trial stress increment and trβ∆σ  is the portion of the stress 
increment necessary to bring the trial stress state to the initial yield surface. In this, β∆ε  is 
the proportion of the strain increment at which the viscoplastic behavior is first encountered 
(i.e. when 0f =  is reached). Now the condition 1( , , , ) 0
c
n n n nf X R Tσ + =  leads to a quadratic 
equation for the determination of β . However, a simple approximate value of β  can be 












where ( , , , ) 0o n n n nf f X R Tσ= <  and 1 1( , , , ) 0
tr
n n n nf f X R Tσ += > . 
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 Due to the nonlinearity in the function f , however, 1 2( , , , ) 0
c
n n n nf X R T fσ + = ≠  and a 
















The portion of the strain increment for elastoplastic deformation is given by (1 )β− ∆ε  and is 
used as the new given strain increment. Thus, the remaining portion of the trial stress 
increment beyond the contact stress can be calculated as (1 ) :β− ∆E ε . We can then proceed 
to the next step in the following algorithmic development.   
 
• Nonlinear Scalar Equation 
 
It is seen from Eq. (6.21) that 1n+σ  can be readily obtained if 
vp∆ε  is found. For isotropic 
elasticity, with additive decomposition of total strain and associated flow, the problem can be 
reduced to solving a nonlinear scalar equation. Therefore, such an equation for the proposed 
model is sought in the following paragraphs. 
 Since the deviatoric part of the second term on the right of Eq. (6.21) is equal to 2 vpG∆ε  
due to the assumption of elastic isotropy and plastic incompressibility, then using Eq. (6.17) 








(Initial yield surface) 
(Updated yield surface) 
cσ
trσ
:tr∆ = ∆Eσ ε
trβ∆σ ( )1 trβ− ∆σ
 
Figure 6.2 Stress smoothing algorithm for an initially plastic point. 
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 1 1 12
tr vp
n n nG λ+ + += − ∆τ τ N  (6.25) 
 
Combining it with Eq. (6.13) gives 
 





n n n n n
k
G λ+ + + + +
=
− = − ∆ − ∑τ τX N X  (6.26) 
 
Eqs. (6.14) and (6.15) can be rewritten with the aid of Eq. (6.17) and vpp λ∆ = ∆  as follows 
 
 ( ) ( ) ( ) ( )1 1 1
2
3
k k k k vp
n n n nA C λ+ + +
 = + ∆ 
 
X X N  (6.27) 
 
  ( )1 1 vpn n nR B R bQ λ+ += + ∆  (6.28) 
where 




n k vpA γ λ+
=
+ ∆









Substituting Eq. (6.27) into Eq. (6.26) yields 
 





tr k k k vp
n n n n n n
k k
A G C λ+ + + + +
= =
 − = − − + ∆ 
 
∑ ∑τ τX X N  (6.30) 
 




− = −S X S X N  (6.31) 
 
With the aid of the above equality, we can rewrite Eq. (6.30) as follows: 
 
( ) ( ) ( ) ( )





tr k k tr k k vp
n n n n n n n n n
k k
A G A C λ+ + + + + + + +
= =
 
− = − − + ∆ 
 
∑ ∑τ τX N X N N     (6.32) 
 
Taking the tenor product of this equation with 1n+N  such that  1 1
tr
n n+ +=N N  and 
1 1: 1.5n n+ + =N N , we can then write Eq. (6.32) as follows 
 





tr k k k k vp
n n n n n n
k k
A G A C λ+ + + + +
= =
 
− = − − + ∆ 
 
∑ ∑τ τX X  (6.33) 
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Now, using the yield condition at the end of the increment Eq. (6.12), we obtain the following 
expression 
 
 11( ) ( ) 11 1 1
1
3 1 ( ) ][1 ][ ][
nvpM
mtr k k vp vp n
n n yp n
k m
TY G A C R
t T
λλ σ η ++ + +
=
 ∆ − + ∆ = + + −    ∆   
∑  (6.34) 
 
where ( ) ( )31 1 112
Mtr tr k k
n n n nk
Y A+ + +== − ∑τ X . This is the key equation for the numerical method. It 
represents an algorithmic consistency condition for the considered internal state variables. 


















∆ = ∆ = ∆ − ∆ 
 
∑ ∑  (6.35) 
 


















∆ = ϒ − − − ∆ 
 
∑τ X N X X  (6.36) 
 






















= ϒ − − − 
 
∑τ X N X X  (6.38) 
 
Substituting Eqs. (6.28) and (6.37) into Eq. (6.34), a nonlinear scalar equation for vpλ∆  is 














tr k k vp vp












 = − + ∆ − + + ∆ 
 
 + ∆∆




where both  ( )1
k
nA +  and 1nB +  are functions of 
vpλ∆ . Eq. (6.39) can be solved using a local 
Newton-Raphson method with one variable in each successive iteration. The iterative 
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The iterations are ended when a desired accuracy in the yield function 1nf TOL+ ≤  falls to 
within a prescribed error tolerance TOL . The convergence is guaranteed because W  is a 
convex function of vpλ∆ . See Figure 6.3 for a geometric interpretation of the elastic 
predictor/plastic corrector algorithm in the deviatoric stress space. 
 It should be noted that for integration points that have already yielded in the previous 
increment (iteration), that is 0β = , and during the local (within the material algorithm) or 
global (within the finite element method) Newton-Raphson iterative process, if the yield 
function f  falls below the effective yield stress Y  at the end of the previous increment 
(iteration), then that point is assumed to have unloaded elastically.  
To complete the algorithmic procedure discussed above, there only remains to be 
computed an explicit expression for the tangent stiffness to accelerate the convergence of the 
finite element solution. In the following we will derive expression for the continuum or 
elastoplastic tangent moduli to be used if small time steps are used. Furthermore, an 
expression for the consistent or algorithmic stiffness moduli will be derived to be used if large 
time steps are used. For large time steps, the consistent tangent moduli may differ 
significantly from the continuum elastoplastic tangent. Therefore, for finite values of the step 
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time size t∆ , use of the consistent tangent moduli is essential to preserve the quadratic rate of 
asymptotic convergence that characterizes the Newton-Raphson method (Simo and Hughes, 
1998).   
 
6.2.3 Continuum (Elasto-Viscoplastic) Tangent Stiffness 
 
In the following, the continuum or elastoplastic tangent stiffness 1
ep
n+ = ∆ ∆σ εD  will be 
derived for the above constitutive equations. For clarity we omit the subscript 1n +  from the 
increment of a state variables ( ) 1n+∆  in the following development since all the increments 
are provided at time step 1nt t += .  
The consistency condition, f∆ , can be written as 
 































n n n n
f f f f p ff R T
R p t T
∂ ∂ ∂ ∂ ∆ ∂
∆ ≡ ∆ + ∆ + ∆ + + ∆ =







Substituting ∆σ ,  ∆X , R∆ , and T∆  from Eqs. (6.21), (6.14), (6.15), and (6.37), 
respectively, into the consistency condition, we can obtain a closed form expression for the 
viscoplasticity multiplier vpλ∆  as 
 
 2 :vp G
H
λ∆ = ∆εN  (6.46) 
  
where H  is the hardening modulus and is given by 
 
 ( ) ( ) 13 :n n n n
n n
f f fH G C b Q R Z
R t p T
γ ∂ ∂ ∂= + − − − − −
∂ ∆ ∂∆ ∂
X N  (6.47) 
where 
 11[1 ( ) ][1 ( ) ]mvp nyp m
f p T T
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= ∑X X  
The elasto-plastic tangent stiffness, epD , is defined by the rate of Eq. (6.21) along with 









= − ⊗D E N N  (6.51) 
 
where ⊗  represents the dyadic tensor product.  
Eq. (6.47) shows how the relaxation time does affect the tangent operator. From Eqs. 
(6.47)-(6.50), the classical continuum tangent operator for elasto-plasticity can easily be 
recovered by setting 0vpη =  (no viscosity effect). 
 
6.2.4 Consistent (Algorithmic) Tangent Elasto-Viscoplastic Stiffness 
 
In the following, the consistent or algorithmic tangent stiffness 1 d d
alg
n+ = ∆ ∆σ εD  is 
derived for the above proposed constitutive model. 
 Differentiating Eqs. (6.17) and (6.21) gives 
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 ( )d : d d vp∆ = ∆ − ∆σ ε εE  (6.52) 
 
 1d d d
vp vp vp
nλ λ+∆ = ∆ + ∆ε N N  (6.53) 
 
 ( )1d : d dn+= ∆ − ∆τN XΖ  (6.54) 
where 








and I  is the fourth-order unit tensor.  
 Differentiating Eq. (6.46) with the aid of Eq. (6.54) yields 
 
 ( )( )1 12d : d d : : dvp n nGHλ + +∆ = ∆ − ∆ ∆ − ∆X NΖ τ ε ε  (6.56) 
 
 If  d∆τ  and d∆X  can be expressed in terms of d∆ε , the consistent tangent modulus can 
be easily obtained according to Eqs. (6.52)-(6.56). 
 Taking the deviatoric part of Eq. (6.52) and noting : d 2 dvp vpG∆ = ∆ε εE  and the deviatoric 
part of d∆ε  is : dd ∆I ε , the following equation can be derived 
 
 ( )d 2 : d dd vpG∆ = ∆ − ∆Iτ ε ε  (6.57) 
 
where 13
d = − ⊗I I δ δ , representing the deviatoric operation of a tensor. δ  is a second-order 
unit tensor. 








= ∑X X  (6.58) 
and 
 ( ) ( ) ( ) ( ) ( ) ( )1
2 2d d d
3 3
k k k k vp k k vp
n nA C A C+
 = + ∆ + ∆ 
 
ε εX X  (6.59) 
 

































∂  = + ∆ ∂∆  
∑X X ε  (6.62) 
 










= ∑  (6.63) 
 
 Substituting Eqs. (6.57) and (6.61) into Eq. (6.56) produces 
 










 + ∆ Z Xε
 (6.65) 
 
 Substituting Eqs. (6.54), (6.57), and (6.61) into Eq. (6.53) gives 
 
 ( )1 1 1d 2 : : dvp n nG −+ +∆ = ∆Pε εΠ  (6.66) 
where 
 ( ) ( ) ( )* *1 1 1 1 12 2 : :vp vpn n n n n nG C Gh λ λ+ + + + + = + + ∆ ⊗ − ∆ + ∆ I Z Z ZN XεΠ  (6.67) 
 
 ( ) ( )*1 1 1 1 12 : : :d vpn n n n n nh G λ+ + + + += ∆ + ⊗ − ∆P Z I ZN N Xε  (6.68) 
 
Substituting Eq. (6.66) into Eq. (6.52) gives 
 
 ( )2 1 1 1d 4 : : dn nG − + + ∆ = − ∆ PEσ εΠ  (6.69) 
 
Finally, an expression for the consistent tangent stiffness d dalg = ∆ ∆D σ ε  is derived as 
 
 ( )2 11 1 14 :algn n nG −+ + += − PD E Π  (6.70) 
 
For convenience, a step-by-step description of the algorithm discussed above is illustrated 
in the flow diagram presented in Figure 6.4. 
 
6.3 Extension to Finite Strain Hypoelasto-Viscoplasticity 
 
In this section, an objective stress update algorithm is proposed for finite hypoelasto-
viscoplasticity. The proposed procedure is implemented in such a way that the extension from 
the standard small strain FE code to the finite strain FE analysis is straightforward. The 
additional computational cost only includes some geometrical manipulations.   
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Figure 6.4 Flow chart of stress integration algorithm, combining the successive substitution 
with the Newton-Raphson method. 
nσ , nε , 
vp
nε , nX , 
( )k
nX , nT , nR ; known 
1n+∆ε , t∆ ; given 
1
tr
n+σ  (6.19) 
1 0
tr
nf + ≥  (6.20) 
NO 0vpλ∆ = , 1 1
tr
n n+ +=σ σ ; 
end  
YES 
Compute W  (6.39) and W ′  (6.41)-(6.44) and solve for 
1
vp











n+X  (6.27), 1n+X  (6.13), 1n+N  (6.18), 1nT +  (6.37), 1nR + (6.28)   
1
vp
n+∆ε  (6.17) 
Successive substitution 




n+X  (6.27), 1n+X  (6.13), 1nT +  (6.37), 1nR + (6.28) 
epD  (6.51) or algD  (6.70); end  
β  (6.24) , the new strain increment 1(1 ) nβ +− ∆ε , and 1
tr
n+σ  (6.19) 
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6.3.1 A Corotational Formulation 
 
One of the major challenges while integrating the constitutive equations in finite 
deformation context is to achieve the incremental objectivity, i.e. to maintain correct 
rotational transformation properties all along a finite time step. However, when we applied 
time discretization procedures to objective rate constitutive equations, usually the objectivity 
is achieved in the limit of vanishingly small time steps. In order to overcome this problem, a 
procedure that has now become very popular is first to rewrite the constitutive equations in a 
corotational moving frame. This corotational frame can be generated in the following way. 
Given a skew-symmetric tensor, = −Ω Ω , (e.g. ω , the spin tensor  =Ω ω , T=Ω R R , or 
the relative spin tenor  T= −Ω ω RR ), we may generate a group of rotations ρ , by solving 
 
 =ρ Ω ρ    with ( )nt t= = Iρ  (6.71) 
   
Now it is possible to generate a change of frame from the fixed Cartesian reference axes to the 
corresponding rotating axes (corotational axes). The Cauchy stress tensor σ  can then be 
transformed by ρ  as 
 
 ˆ T=σ ρ σ  ρ  (6.72) 
 
Differentiating the above equation with respect to time, we obtain 
 
 ( )ˆ T T ∇= − + =σ ρ σ Ω σ σ  Ω ρ ρ σ ρ  (6.73) 
 
where ∇σ  is a corotational objective rate of the Cauchy stress. We can also write the rate of 
the backstress as 
 
 ( )ˆ T T ∇= − + =ρ Ω   Ω ρ ρ ρX X X X X  (6.74) 
  
In literature many objective rates are introduced, such as: Jaumann, Truesdell, and Green-
Naghdi rates. From Eq. (6.73) we can obtain the Jaumann rate if =Ω ω , the Truesdell rate if 
T= −Ω ω RR , and the Gree-Naghdi rate if T=Ω R R . Moreover, Eq. (6.73) indicates that a 
somewhat complicated expression as an objective derivative becomes a rather simple time 
derivative under the appropriate change of coordinates. This suggests that the entire theory 
and implementation will take on canonically simpler forms if transformed to the ρ -system. 
For more details on this change of coordinates, see for example Simo and Hughes (1998). In 
the new reference frame, the evolution equations take the simpler form 
 
 ( )ˆ ˆ ˆˆ ˆˆ : :e vp= = −σ E d E d d  (6.75) 
 
The constitutive equations in Section 6.2 can still be used for finite deformations if no 
distinction between d  (rate-of-deformation tensor) and ε  (rate of small strain tensor), while 
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the scalar quantities remain unchanged. The rate-of-deformation tensor in the unrotated frame 
can then be written as 
 
 ˆ T= ρ  ρd d  (6.76) 
 
 ˆ T= ρ  ρX X  (6.77) 
 
 ˆ T= ρ  ρN N  (6.78) 
 
 ( )ˆ T T= =ρ ρ ρ  ρE E E  (isotropic tensor) (6.79) 
  
In order to complete the hypoelasto-viscoplastic constitutive equations in the context of 
finite deformation, the equations to integrate in the corotational frame are simply reduced to   
 
 ( )ˆ ˆˆ : vp= −σ E d d  (6.80) 
 
Assuming that the variables of the model at step n  and the incremental displacement field 
1n n+∆ = −u x x  at load step 1n +  are known, the trial elastic stress for a constant E  can then 
be given by 
 
 1 ˆˆ ˆ :
tr
n n t+ = + ∆σ σ E d  (6.81) 
 
or, in the Cartesian frame, we can write the trial stress as follows 
 
 ( )1 1 1 1 1 1ˆˆ :tr tr T T Tn n n n n n n n nt+ + + + + += = + ∆σ ρ σ ρ ρ ρ σ ρ ρE d  (6.82) 
 
Using the polar decomposition =F RU , we can write 
 
 ( )1 11ˆ 2
T T T− −= = +ρ  ρ ρ ρd d R UU U U R  (6.83) 
 
Eq. (6.82) can then be simplified in the following way. Let us assume that the reference 
configuration is the configuration at time nt t=  (update Lagrangian formulation). This implies 
that  
 
 n =ρ δ  (6.84) 
Moreover, let us assume that  
 
 ( ) ( )t t=ρ R  (6.85) 
 
which implies that Eq. (6.83) reduces to 
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 ( )1 11ˆ 2
− −= +d UU U U  (6.86) 
 
Midpoint rule results to 
 






∆ = ∆ + ∆d UU U U  (6.87) 
 
where ∆U  and 1
2
n+
U  in the above relation are 
 





12 n nn ++
= +U U U  (6.89) 
 
We can then express the trial elastic stress, Eq. (6.82), as follows 
 







n n n nn n
− −
+ + ++ +
 = + ∆ + ∆ 
 
σ σR E UU U U R  (6.90) 
 
In Eq. (6.90) we need to calculate the inverse of U . However, a simpler expression 
for the trial stress, which can be easily implemented using VUMAT or UMAT user material 
subroutines in the ABAQUS finite element code, can be obtained by adapting the following 
assumptions. Le us assume the following exponential map of ( )tU , such that (Simo and 
Hughes, 1998): 
 
 ( ) exp nt tt
t
− =  ∆ 
U C  (6.91) 
 
where C  is a constant tensor to be determined. Upon time differentiation of Eq. (6.91), we 
obtain 
 
 ( ) exp nt tt
t t
− =  ∆ ∆ 
CU C  (6.92) 
 






Cd  (6.93) 
 
The tensor C  is simply determined using the following compatibility conditions:  
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(a) in the reference configuration ( ), ntX : ( ) ( )expnt = =0 δU  
(b) in the current configuration ( )1, nt +x : ( ) ( )1 1expn nt + +=U C  
From these two conditions, rewriting ( )1 1n nt + +=U U , it results in that 
 
 ( )21 1 1 1 11 1ln ln ln2 2
T
n n n n n+ + + + += = =C U U F F  (6.94) 
 
which implies that C  is the (incremental) natural strain tensor between the reference 
configuration and the current one. Hence, the trial elastic stress tensor in Eq. (6.82) can be 
evaluated by the following simpler expression than that in Eq. (6.90), such that 
 
 ( )1 1 1 1:tr Tn n n n n+ + + += +σ σR E C R  (6.95) 
 
The final mapped stress is given in Eq. (6.97).  
In the above procedure, it is essential to realize that: 
 
• =F RU  are incremental tensors; 
• it can be seen from Eq. (6.87) and Eq. (6.94) that the proposed procedure is trivially 
incrementally objective. In the case of rigid body motion, 1n n+ =U U  and ˆ = 0d  or ln = 0U , 
thus the stress tensor will be updated exactly by the relation 1
T
n n+ =σ σR R , whatever the 
amplitude of the rotation; 
• the rotation tensor R  is directly and exactly computed from the polar decomposition and 
not from the (approximate) numerical integration of the rate equation =ρ Ω ρ  over the 
time interval , 1[ ]n nt t + ; 
• in the proposed procedure, R  only needs to be evaluated once per time step. This is 
deferent from the schemes proposed in Simo and Hughes (1998), where it needs to be 
evaluated twice per time step; 
• all kinematic quantities are based on the deformation gradient F  over the considered time 
step, a quantity that is readily available in a nonlinear finite element code like ABAQUS.   
 
Now if ( )1, , , 0trn n n nf R T+ ≤σ X , the process is clearly elastic and the trial stress is in fact the 
final state. On the other hand, if ( )1, , , 0trn n n nf R T+ >σ X , the Kuhn-Tucker loading/unloading 
conditions are violated by the trial stress which now lies outside the generalized viscoplastic 
yield surface. Consistency, as shown in Section 6.2, is restored by a generalization of the 
radial return algorithm to rate-dependent problems. The viscoplastic corrector problem may 
then be rephrased as (the objective rates reduce to as simple time derivative due to the fact 
that the global configuration is held fixed): 
 
 1 1: : 2
vp
n nt Gλ λ+ +∆ = − ∆ = −∆ = − ∆σ E d E N N  (6.96) 
 
such that the elastic-predictor/viscoplastic corrector step yields the final stress as 
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 1 1 12
tr
n n nG λ+ + += − ∆σ σ N  (6.97) 
 
Using the above procedure, we can use the computational algorithm in Section 6.2 in finite 
deformation context such that no distinction is made between the rate-of-deformation tensor 
and the rate of small strain tensor and that the trial elastic stress is calculated using Eq. (6.95) 
or Eq. (6.90). Therefore, once Eq. (6.39) is solved for λ∆  we can update the current stress in 
Eq. (6.97) and the other thermodynamic conjugate forces. Therefore, it should be emphasized 
that, to the exception of the nonlinear kinematic term d , the discretized constitutive equations 
are identical to those presented in Section 6.3 for its small strain counterparts. Thus, the above 
procedure provides a material-independent prescription for extending small-strain updates 
into finite deformation range within the framework of a hypoelastic formulation (i.e. within 
the framework of additive decomposition of the rate-of-deformation tensors).  
 
6.3.2 Finite Deformation Elasto-Viscoplastic Tangent Moduli 
 
Use of the consistent moduli, as opposed to the continuum moduli, is imperative in 
preserving the asymptotic rate of quadratic convergence in Newton-Raphson method for the 
global finite element problem. The proposed finite deformation scheme indicates that a 
somewhat complicated expression as an objective derivative becomes a rather simple time 
derivative under the appropriate change of coordinates. Therefore, the expressions for the 
continuum tangent moduli and the consistent tangent moduli derived in Sections 6.2.3 and 
6.2.4, respectively, can be used as they are in the proposed finite deformation context. 
However, conceptually (see Figure 6.5) for a graphical illustration, the continuum tangent 
operator epD  is given by 
 

















 t t t+∆∆ = −x x x  (6.100) 
 
whereas the consistent (algorithmic) tangent operator algD  is given by 
 
 d : dalg∇ = D dσ  (6.101) 
with 
 













σ σ  (6.102) 
 
where i  is the iteration number and 
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 ( 1) ( )i it t t t
+
+∆ +∆∆ = −x x x  (6.103) 
 
where all the values appearing in the continuum tangent operator are taken from equilibrated 
configurations, which is generally not the case for the consistent tangent operator.  
Therefore, it should be emphasized again that, to the exception of the nonlinear kinematic 
term d , the continuum or consistent tangent elasto-viscoplastic operators are identical to its 


















































Figure 6.5 Continuum and consistent tangent operators. Configurations represented by a solid 
line have a physical meaning, while dotted lines represent non equilibrated configurations that 
only have a numerical existence. (a) Continuum tangent operator, (b) consistent tangent 
operator. 
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procedure provides a material-independent prescription for extending small-strain updates 
into finite deformation range within the framework of a hypoelastic formulation.  
 
6.4 Numerical Examples Using Viscoinelasticity 
 
In this section, some numerical examples are presented to verify the implementation of the 
proposed viscoplasticity constitutive model using the commercial finite element software 
ABAQUS. The algorithmic model presented in the previous section is coded as a UMAT user 
material subroutine of ABAQUS/Standard (2003) and as a VUMAT user material subroutine 
of ABAQUS/Explicit (2003). ABAQUS/Standard is used for static as well as steady state 
dynamic problems and it is using implicit integration algorithms; while, ABAQUS/Explicit is 
mainly used for high transient dynamic problems and it is using explicit integration 
algorithms. For information about the way to implement material model in 
ABAQUS/Standard or ABAQUS/Explicit consult the reference manuals of ABAQUS (2003). 
 
6.4.1 Uniaxial Tension 
 
In the first subsection, the numerical example of classical uniaxial tension presented in 
Chapter 2 in Figure 2.10 is used to test the behavior of the proposed constitutive equations 
and the corresponding numerical algorithm. The material parameters are the same as those 
used in the numerical examples of Chapter 2 and listed in Table 6.1 as well as with additional 
material constants.  
From the physical stand point, it is important to realize that the introduction of viscosity in 
the elastic-plastic constitutive model introduces the notion of rate-dependent and delayed 
material response. The controlling time factor is not the relaxation time vpη  itself, but rather 
the relative time / vpt η . Figure 6.6 shows the response to simple tension for different values of 
the relaxation time vpη  and the reference temperature oT . It can be seen that as 
vpη  increases 
the material response is harder and as the temperature increases the material response is 
softer. Moreover, Figure 6.7 shows the stress-strain response at various strain rates and for 
various values of the rate-exponents 1m . Note that at high strain rates (
310 / secp = ) before 
relaxation (i.e. for 0vpη = ), the stress of the viscoplastic material exhibits a value 
substantially higher than that of 0vpη = , and that the lower the strain rate (e.g. 210 / secp = ), 
the more visco-plastic material resembles its underlying model of 0vpη = . Finally, note the 
Table 6.1 Material constants for 316 stainless steel. 
 
1 30,000C MPa=  8b =  0.9ϒ =  452 / .pC J kg K=  
1 60γ =  204E GPa=  295oT K=  
61 10vp sη
−= ×  
14oQ MPa=  490yp MPaσ =  1800mT K=   
300MQ MPa=  0.33ν =  1n =   
10µ =  37850 /kg mρ =  1 0.94m =   
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existence of a strain-rate dependent asymptotic response for different values of the rate-
exponent (see Figure 6.7(b)). 
 
6.4.2 Cyclically Loaded Notched Bar 
 
This example is chosen to demonstrate the capabilities of the viscoplasticity model in 
simulation of cyclic loading and ratcheting. An axisymmetric notched bar subjected to 
uniaxial stress cycling with non-zero mean stress is discussed. The geometry and finite 
0secvpη =
310 / secp =
1 3
2 10 / secp =
210 / secp =
610 secvpη −=
m1 increases 
m1 =2, 1, 0.5, 0.1 
(a) (b) 
Figure 6.7 Uniaxial stress-strain response obtained by VUMAT/ABAQUS. (a) At various 
strain rates. (b) At various strain-rate exponents.
Figure 6.6 Uniaxial tension behavior obtained by VUMAT/ABAQUS. (a) For increasing 
relaxation times 0,vpη =  0.001, 0.005, 0.01 sec, (b) for increasing temperature 0T = , 300, 
600, 900, 1200 K. 
(a) (b) 
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Figure 6.8 Axisymmetrical finite element mesh of a notched-bar subjected to cyclic loading. 
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element mesh of the problem are shown in Figure 6.8, and a 2D axisymmetrical four-noded 
element mesh is employed. Due to symmetry a quarter of the notched bar is shown in Figure 
6.8.  
Figure 6.9 shows the cyclic response to a strain control loading. It can be seen form this 
figure that the proposed integration algorithm is successful in simulating a nonlinear 
kinematic hardening behavior with smooth response as compared to the experimental 
observations.  
 
6.4.3 Necking of a Circular Bar 
 
Necking in a bar is a well-known test in theoretical/computational nonlinear solid 
mechanics and has been considered by many researchers. This problem poses the most severe 
test to an elastoplastic formulation. A circular bar, with a radius of 6.413mm and a length of 
Figure 6.10 Problem description of a necking of a circular bar. (a) The circular bar geometry, 
mesh, and boundary conditions. (b) Three dimensional shape corresponding to quarter of the 









53.334mm, is subjected to uniaxial tension up to a total axial elongation of 10mm and a rate 
of loading of 0.2 m/s (Figure 6.10). For an ideal case of a perfect specimen, necking can start 
in any section of the specimen. In order to replace such a problem with multiple solutions by a 
problem with unique solution a geometric imperfection of 1% radius reduction is introduced 
to induce necking in the central part of the bar. The material parameters are listed in Table 
6.2. 
Four different meshes consisting of 50, 200, 400, and 800 four-noded elements with 
reduced integration, corresponding to one quarter of the specimen, are considered in order to 
assess the accuracy of the discretization (Figure 6.11). Their corresponding initial and final 
deformed shapes are shown in Figure 6.12. Figure 6.13 represents the history of the 
deformation for the 400 elements mesh corresponding to 2.5, 5, 7.5, and 10 mm of total 
elongation. The results in Figure 6.12 show that the proposed viscoplasticity approach 
Figure 6.11 Necking of a circular bar. Finite element meshes of 50, 200, 400, and 800 
elements, respectively.  
 
Table 6.2 Material properties for the necking of a circular bar. 
 
1 193.8C MPa=  16.93b =  0.9ϒ =  452 / .pC J kg K=  
1 0γ =  206.9E GPa=  0oT K=  0.0025vp sη =  
265oQ MPa=  450yp MPaσ =  1800mT K=   
0MQ MPa=  0.29ν =  1.0n =   
0µ =  37850 /kg mρ =  1 1.0m =   
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presented in Sections 6.2 and 6.3 preserves the objectivity of the numerical results in material 
instability problems. Almost the same necking radii is observed for the four meshes. 
It is imperative to mention that with the small strain algorithm, no global softening 
behavior is observed. With the contribution of geometrical nonlinearity, however, one 
observes the global softening at around 10% deformation, even though, locally, the material 
shows hardening behavior (see Figures 6.13 and 6.17). 
The contours of the effective plastic strain and the Cauchy stress components rrσ  and zzσ  
for the four considered meshes are shown in Figures 6.14, 6.15, and 6.16, respectively, after a 
total of 10 mm of axial elongation. It is shown that objective results are obtained for different 
meshes, which are almost independent of mesh refinement (i.e. minor mesh dependency is 
encountered). This is due to the incorporation of an explicit length scale parameter in the 
governing equations through the use of the rate-dependency (viscosity). 
In Figure 6.17(a) and 6.17(b) we examine the mesh sensitivity of the numerical results to 
subsequent mesh refinement. Figure 6.17(a) shows the ratio of the current ( R ) to initial radius 
( oR ) at the necking section versus the ratio of the axial elongation ( L∆ ) to the initial length 
( L ) for the four meshes of 50, 200, 400, and 800 elements. Figure 6.17(b) shows the applied 
nominal stress versus the axial elongation. These figures corroborate the relative insensitivity 
of the numerical results to the mesh refinement. 
 It should be emphasized that in the work of Wang and Sluys (2000), their model showed 
that when necking takes place, the mesh dependence reappears despite the use of viscoplastic 
Figure 6.12 Necking of a circular bar. Deformed patterns of 10 mm total elongation to 50, 
200, 400, and 800 elements, respectively. The dashed lines represent the initial configuration. 
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regularization.  However, from Figure 6.17 no mesh sensitivity is encountered even at high 
strain levels. This also supports the efficiency of the proposed computational algorithm for 
rate-dependent dynamic or quasi-static problems.   
 
6.4.4 Strip in Tension-Shear Band Problem 
 
The role of the viscoplastic regularization in setting the character of the governing 
differential equations and in introducing a length scale is illustrated by considering shear band 
development in a simple plane strain strip subjected to low impact loading.  
The plastic deformation of polycrystalline solids incorporates microscopically localized 
deformation modes that can be precursors to shear localization. Localization of deformation 
into narrow bands of intense straining has been found to be an important and sometimes 
dominant deformation and fracture mode in metals, fractured and granular ceramics, 
polymers, and metallic glasses at high strains and strain rates. Once these localization bands 
form, the strains inside them can become very large without contributing much to the overall 
deformation of the body.  
Theoretically, for rate-independent solids localization is associated with loss of ellipticity 
of the equations governing incremental equilibrium. Furthermore, finite-element solutions 
exhibit inherent mesh dependence, and the minimum width of the band of localized 
deformation is given by the mesh spacing. This is clearly an undesirable state of affairs and 
Figure 6.13 Deformation history for the 400 elements mesh corresponding to 2.5, 5, 7.5, and 




Figure 6.14 Contours of the effective viscoplastic strain for (a) 50 element mesh, (b) 200 
element mesh, (c) 400 element mesh, and (d) 800 element mesh.    
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Figure 6.15 Contours of the Cauchy stress component in the radial direction rrσ  (N/m
2) of 
the (a) 50 element mesh, (b) 200 element mesh, (c) 400 element mesh, and (d) 800 element 





Figure 6.16 Contours of the Cauchy stress component in the axial direction zzσ  (N/m
2) of the 






































Figure 6.17 Necking of a circular bar. Numerical study of the sensitivity of the calculation 
with respect to the mesh refinement. (a) Necking ratio versus elongation. (b) stress versus 
elongation. 
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stems from the character of the continuum equations. This drawback in the classical 
inelasticity arises from the fact that they do not posses any information about the size of the 
localization zone and, therefore, a length scale has to be incorporated. The numerical results 
deal with the finite deformation behavior and localization of uniaxially loaded rectangular 
specimens with clamped straight ends. Calculations are performed for plane strain conditions 
and by the aid of the viscoplasticity theory presented here that includes implicitly a material 
length scale. Therefore, viscoplastic models such as the one discussed in this dissertation is 
well-suited for analyzing viscoplastic localization problems in solid mechanics. 
Now let us consider a two-dimensional initial boundary value problem for a specimen of 
length 100 mm and width 20 mm. The bottom side of the specimen is fixed and the topside is 
movable. The loading is enforced by a velocity profile shown in Figure 6.18 that acts at the 
free end of the specimen. Four mesh discretizations of 8×25, 15×50, 25×70 and 30×100 
meshes are used with eight-noded rectangular elements. The constitutive parameters used in 
the computation are listed in Table 6.2. A fundamental relaxation time of 0.01vpη = s is used. 
Time increments of the order 10-8 s are used in order to satisfy the stability criteria. The 
numerical analysis is performed in the environment of the finite element program 
ABAQUS/Explicit through the implementation of a VUMAT material subroutine. The 
simulation considered only the viscoplasticity behavior without damage. The results presented 
below are focused on the distribution of the effective viscoplastic strain at the final state of 
localization. Figures 6.19 and 6.19 show clearly the localized regions of intense shear at the 
end of localization ( 700ft sµ= ). Note that due to the inhomogeneity introduced by the 
clamped boundary conditions, no geometric imperfections are needed to initiate localized 
deformation modes. From Figures 6.19 and 6.20 we can easily observe the intense equivalent 
plastic strain distributions that show the width and the location of the shear band 











development. For other cases, not reported here, for large viscosity the plastic deformations 
are diffused over the whole specimen and the localization does not manifest itself. 
The deformed configurations shown in Figure 6.19 indicate the formation of a neck and a 
pronounced shear band of almost a mesh independent band width for the four finite element 
discretizations. Moreover, Figure 6.20 shows that the magnitude and the distribution of the 
equivalent plastic strain are almost independent of the mesh refinement. Figure 6.21 shows 
the equivalent viscoplastic strain field along the horizontal axis of the specimen at the center 
of the shear band. It can be seen that the coarse mesh (8×25) gives a slightly different 
distribution of the equivalent viscoplastic strain; while, as we refine the mesh identical results 
are obtained. Figure 6.22 shows the evolution of the shear band at different loading times. 
From a numerical point of view, the viscosity helps in constraining the deformation process at 
the initial state of inelasticity while the local strain rate is very high. When the shear band is 
fully developed, the influence of viscosity decreases. Therefore, the prediction of the 
deformation process is more accurate and robust with a consistency viscoplastic tangent 
stiffness.  
It is imperative to mention that it is seen from results that are not reported here that with 
increasing viscosity, the moment at which the results mesh independent is decreased. Also, 
for low very high viscosity no localization is observed, but necking behavior is observed. 
Figure 6.19 Study of mesh sensitivity. Deformation patterns for 8×25, 15×50, 25×70 and 
30×100 finite element discretizations.  
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Figure 6.20 Study of mesh sensitivity. Contour plots of the effective viscoplastic strain for 
8×25, 15×50, 25×70, 30×100 finite element discretizations.  
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Moreover, as we increase the deformation to very high strain values, we observe the 
development of shear band at the beginning and in a later stage a necking failure mode 
evolves. Quadratic rate of convergence remains during the complete deformation process.  
 
6.5 Gradient Theory as a Localization Limiter 
 
The purpose of this section is to show that introduction of higher-order gradients in the 
constitutive equations can regularize the boundary-value problem in the softening region. The 
use of classical rate-independent plasticity theory or local theory to solve both static and 
dynamic problems do not possess an intrinsic length-scale. This leads to numerical stability 
problems, such as mesh size and mesh alignment sensitivities, particularly, in problems 
exhibiting strain localization phenomena. However, several regularization approaches (i.e. 
localization limiters) have been proposed in the constitutive modeling to accommodate this 
problem. They include: viscoplastic, which was discussed in the previous section; thermal 
dissipation models; non-local models; and strain-gradient models.      
The enhanced gradient plasticity theories formulate a constitutive framework on the 
continuum level that is used to bridge the gap between the mesomechanical plasticity and the 
classical continuum plasticity. From computational standpoint, the effects of the higher-order 
gradients are to eliminate pathological mesh size effects on the solution, and to provide a 
finite length scale that sets the width of the regions in which the deformations localize. 
Figure 6.21 Equivalent viscoplastic strain along the width B for different finite element 
meshes.  
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105secft = 210secft =
350secft = 525secft =
Figure 6.22 Evolution of the equivalent viscoplastic strain for the 25x70 mesh. 
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Moreover, they are successful in explaining the size effects encountered in many micro- and 
nano- advanced technologies. The later effect will be studied thoroughly in Chapters 7 and 8.  
In this section we will develop a simple computational algorithm for the gradient approach 
that can be implemented in the existing finite element codes without large modifications as 
compared to the approach presented in Chapter 4. This algorithm is mainly set for problems 
were regular meshes are required. 
 
6.5.1 An Algorithm for Gradient-Dependent Plasticity 
 
The considerations below are limited to rate-independent elastic-plastic body under static 
or dynamic loadings. Linear kinematic relations are assumed. The objective is to derive an 
incremental-iterative algorithm for the gradient-dependent plasticity which satisfies the yield 
condition in a distributed sense. Unlike the standard algorithms of gradient-dependent 
plasticity (de Borst and Mühlhaus, 1992; de Borst and Pamin, 1996), the yield condition is 
satisfied at the end of every loading step similar to that of the equilibrium condition. 
The fundamental equations, required for the stress analysis of boundary value problems in 
elastoplastic solid materials, are as follows 
   
 ( ): p= −σ ε εE  (6.104) 
 
where the flow rule of associative plasticity is given as 
 
 p λ=ε N  with f∂=
∂σ
N  (6.105) 
 
λ  is a non-negative plastic multiplier, N  is the gradient to the yield surface f . The yield 
function f  is assumed to be of a von Mises type, such that 
 
 32 : 0f Y= − =τ τ  (6.106) 
 
where τ  is the deviatoric stress tensor and Y  is the yield strength. 
In the classical three-dimensional plasticity of a strain hardening/softening material, the 
yield strength is an explicit function of the initial yield strength ypσ  and the effective plastic 
strain p  as presented in Chapters 2 and 3, such that 
 
 ypY hpσ= +  (6.107) 
 
where h  is the hardening/softening modulus. However, in the nonlocal gradient plasticity 
theory as presented in Chapters 4 and 5, p  as an internal variable can be replaced by an 
averaged (nonlocal) quantity p  as follows: 
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= +∫hx xζ ζ  (6.108) 
 
where V  is the body volume, x  is the point of interest, ζ  is the size of the localized zone, 
and  ( )h ζ  is a weighting function which has a unit integral over the whole body volume, and 
fades a-way for the points outside the limits of the internal characteristic length scale . The 
above integral can be evaluated analytically by expanding ( )p +x ζ  into a Taylor series 
around the point 0x = . Choosing the error function as the weighting function ( )h ζ  and 
neglecting the higher than second-order terms, the following expression for p  can easily be 
derived as 
 
 2 2p p p p= + + ∇∇  (6.109) 
 
where p∇  is the first-order gradient of p  and 2 p∇  is the second-order (or Laplacian) of p . 
Most of the studies in the gradient-approach were focused on the role of 2 p∇  for regularizing 
the boundary-value problem (de Borst and Mühlhaus, 1992; de Borst et al., 1993; de Borst 
and Pamin, 1996; Voyiadjis et al., 2001, 2003; etc). However, there appears to be little reason 
to consider 2 p∇  when considering low temperature crystal plasticity (Fleck et al., 1994; 
Fleck and Hutchinson, 1997; Nix and Gao, 1998; Abu Al-Rub and Voyiadjis, 2004). 
Therefore, both of p∇  and 2 p∇  will be considered in the following. Moreover, more 
elaborate results will be discussed in Chapters 7 and 8 about the role of both p∇  and 2 p∇ .   
Thus, Eq. (6.107) can now be written as 
 
 ( )2 2ypY h p p pσ= + + + ∇∇  (6.110) 
 
and the nonlocal von Mises yield function (Eq. (6.106)) is written as follows: 
 
 ( )3 2 22 : 0ypf h p p pσ= − − + + ∇ =τ τ ∇  (6.111) 
 
 Numerical discretization and implementation of the above equations into finite element 
code (e.g. ABAQUS) is discussed below.  
 
6.5.2 Discretization of the Gradient-Dependent Constitutive Equations 
   
For the interval from time t  to t t+ ∆ , backward Euler method enables the proposed 
constitutive model (Eqs. (6.104) and (6.105)) to be discretized as follows: 
 
 ( ):t t t t t t t tλ+∆ +∆ +∆ +∆∆ = ∆ − ∆E Nσ ε  (6.112) 
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The effective plastic strain at t t+ ∆  can be written as 
 
 t t t t tp p p+∆ +∆= + ∆  (6.113) 
 
where for a von Mises yield condition (i.e. 2 : 3p pp = ε ε ), we can write  
 
 t t t tp λ+∆ +∆∆ = ∆    where   
t t




+∆ +∆∆ = ∫  (6.114) 
From the above equation, we can write t tp +∆ , t tp +∆∇ , and 
2
t tp +∆∇  as 
 
 t t t t tp p λ+∆ +∆= + ∆  (6.115) 
 
 
t t t t t
p p λ
+∆ +∆
= + ∆∇ ∇ ∇  (6.116) 
 
 2 2 2t t t t tp p λ+∆ +∆∇ = ∇ + ∇ ∆  (6.117) 
 
Thus, we are seeking to compute t tλ +∆∆ , t tλ +∆∆∇ , and 
2
t tλ +∆∇ ∆ .  
In the following, the elastic predictor-plastic corrector method discussed in Section 6.1 is 
adapted as a return mapping algorithm. If the variables at time t , such as tσ , tε , tp , are 
assumed to have been solved and the values of t t+∆∆ε  and t∆  are given, t t+∆σ  that satisfies 
the discretized constitutive equations can be solved. The elastic predictor-plastic corrector 
approach will be adapted, which has been generalized for rate-independent problems in 
Section 6.2. Therefore, we can write 
 
 ( ): :p trt t t t t t t t t t t tλ+∆ +∆ +∆ +∆ +∆ +∆= − = − ∆E E Nσ ε ε σ  (6.118) 
 
where trt t+∆σ  is the trial stress tensor and is expressed as 
 
 ( ): :tr et t t t t t t t+∆ +∆ +∆= + ∆ = + ∆E Eσ σ ε ε ε  (6.119) 
 
We can write 32 :τ τ =
3





AN σ  (6.120) 
 











1 0 0 0
1 0 0 0
1 0 0 0
0 0 0 3 0 0
0 0 0 0 3 0












   
A  (6.121) 
 
From which, we can rewrite Eq. (6.118) as follows 
 
 : Et t t t t t+∆ +∆ +∆= Bσ ε  (6.122) 
 
where t t+∆B  is the modified elastic tensor and 
E
t t+∆ε  is the modified elastic strain prediction 

















AB E    and   1 :E e trt t t t t t t
−
+∆ +∆ +∆= + ∆ = Eε ε ε σ  (6.123) 
 
6.5.3 Computation of the Gradient Plasticity Terms 
 
In this section, we will show how we can compute the gradient plasticity terms λ∆∇  and 
2 λ∇ ∆  using a simple and robust approach. 
Usually, in the classical plasticity theory as in Chapter 2, the consistency condition of the 
yield function is used to determine the current value of the plasticity multiplier λ . Moreover, 
the unloading/loading condition (Khun-Tucker condition) must be satisfied at each integration 
point m  in the finite element context. As we showed in Section 6.1 that the plastic multiplier 
mλ  at integration point m  is determined using this consistency condition by solving a 
nonlinear equation. 
However, here the nonlocal form of the yield condition Eq. (6.111) needs some 
adaptations. A solution is to enforce the consistency condition in the sense of distributions (de 
Borst and Mühlhaus, 1992; de Borst et al., 1993; de Borst and Pamin, 1996; Voyiadjis et al., 
2001, 2003; etc). In that case the condition is not satisfied at each iteration but only at the end 
of the loading step. This approach has been discussed thoroughly in Chapter 4, where we 
considered the plastic (inelastic) multipliers as independent global variables so there is a need 
for 1C  continuous conditions on the shape functions for the interpolation of the plastic 
(inelastic) multipliers in the finite element context. However, this approach is computationally 
expensive and large modifications are needed to the finite element code. Therefore, we are 
looking for a more simple and robust procedure for computation of the gradient plasticity 
terms. 
In the following, we will adapt the above method of enforcing the consistency condition in 
the sense of distributions; however, the plastic multipliers are not considered here as 
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independent global variables but as local internal variables. Therefore, we do not need to 
introduce shape functions of the 1C  class or penalty-enhanced oC  class functions for the 
interpolation of the plastic multipliers in the finite element. 
In classical plasticity, the plastic multiplier is calculated by restoring the consistency 
condition iteratively. However, for the nonlocal formulation, it is not possible because it 
depends on the strain gradient. To evaluate the gradients λ∆∇  and 2 λ∇ ∆  at integration 
point m , we need the values of λ∆  at point m  as well as the values at the neighboring points 
(nonlocality). The gradient at each integration point m  is evaluated from the derivatives of a 
polynomial function that interpolates the values of plastic multiplier at the neighboring points. 
Therefore, the gradient terms λ∆∇  and 2 λ∇ ∆  can be expressed in terms of nλ∆  with 









∆ = ∆∑∇  (6.124) 








∇ ∆ = ∆∑  (6.125) 
 
where GPN  is the number of Gauss integration points. The computation of coefficients mng  
and mng  is explained in what follows. 
Figure 6.23 shows a schematic illustration for the computation of the gradient terms from a 
regular finite element mesh, where the gradient terms are needed at the integration point of 
each element. For two dimensional problems four nodded element with nine integration points 
(full integration) is assumed. Eight elements (super element) are used to compute the gradient 
terms at each integration point. This means that 81 integration points are used to calculate the 
gradients at each integration point. Except for each corner and mid-boundary elements, their 
nine integration points are used to calculate the gradients. This illustration is valid for any 
element with any number of integration points. However, more integration points, higher 
accuracy is achieved in calculating the gradient terms. Moreover, this illustration is valid for 
one dimensional as well as for three-dimensional mesh discretizations. However, regular 
meshes are required and large precision loss for complicated problems, which limits the 
applicability of this approach. More elaborate studies are needed to generalize this approach 
to non-regular mesh discretization.  
 In order to determine the coefficients mng  and mng , a complete second-order polynomial 
function is used to evaluate the plastic multipliers around point m , such that 
 
 Tλ∆ = a v  (6.126) 
 
where a  is the coefficients vector and v  is the variables vector. For example for two-
dimensional problems: 1 2 3 4 5 6
T a a a a a a=   a  and 
2 21T x y xy x y =  v .  
To obtain the coefficients vector a , a minimization method by least squares is used. 
Moreover, the interpolation is made in the global coordinate system ( , , )x y z  of the generated 
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mesh with GPN  integration points. The coefficients vector a  can be expressed in the 
following form: 
 
 T= M aΛ  (6.127) 
 



































M  (6.128) 
 
and 1 2 GP
T
Nλ λ λ= ∆ ∆ ∆  Λ . 








Figure 6.23 A schematic illustration for the computation of the gradient terms from a regular 
finite element mesh: Four nodded element with nine integration points with super elements 
for calculation of the gradient terms.  
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 =M HaΛ  (6.129) 
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∑H  (6.130) 
 
It is obvious that H  is computed only one time for small deformation problems and needs to 
be updated at each loading increment for finite deformation problems. 
From Eqs. (6.126) and (6.129), we can compute the plastic multipliers vector and its 
gradient as follows: 
 







 ∆ = = = ∆ 
 










∆ = ∆ 
 
∑H v v∇ ∇  (6.132) 
  
For the integration point m , we can write expressions for  
 
 2 2 2( ) ( ) ( )x m y m z mmλ λ λ λ∆ = ∇ ∆ + ∇ ∆ + ∇ ∆∇  (6.133) 
and 




 ( )1 2 1 2 1 2
1
( ) ( ) ( )
GPN
T T T
n x m n y n n z m nm
n
λ λ− − −
=
∆ = ∇ + ∇ + ∇ ∆∑ v H v v H v v H v∇  (6.135) 
 




m n xx m n yy m n zz m n
n
λ λ− − −
=
∇ ∆ = ∇ + ∇ + ∇ ∆∑ v H v v H v v H v  (6.136) 
 
Comparing Eqs. (6.124) and (6.125) with Eqs. (6.135) and (6.136), respectively, we can then 
compute the coefficients mng  and mng  by 
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 1 2 1 2 1 2( ) ( ) ( )T T Tmn n x m n y n n z mg
− − −= ∇ + ∇ + ∇v H v v H v v H v  (6.137) 
 
 1 1 1T T Tmn n xx m n yy m n zz mg
− − −= ∇ + ∇ + ∇v H v v H v v H v  (6.138) 
 
The coefficients mng  and mng  depend only on the x , y , z  coordinates of the Gauss 
integration points. These coefficients are computed only once for small deformations and at 
each loading increment for finite deformations. 
 
6.5.4 Gradient Algorithm Scheme 
 
 Using Eqs. (6.111), (6.115), (6.116), (6.117), and (6.122) the nonlocal yield condition at an 
integration point m  can be expressed using the plastic multipliers by 
 
 ( ) ( )2 2, , , , , 0m m m m mm mf p p p fσ λ λ λ∇ = ∆ ∆ ∇ ∆ =∇ ∇  (6.139) 
 
The indication 1n +  is removed, in order to simplify writing of the equations. Using Eqs. 
(6.124) and (6.125), we can rewrite the above condition as 
 
 ( ) { }{ }( )2, , , , , 1,..., 0GPm m m nmf f n m n Nλ λ λ λ λ∆ ∆ ∇ ∆ = ∆ ∆ ≠ ∈ =∇  (6.140) 
  
In order to solve this nonlinear equation on mλ∆  and nλ∆  with { }1,..., GPn N∈ , we can use the 
first-order Taylor series expansion of f  at m  integration point. The iterative scheme 
(indication i ) at Gauss integration point m  and time step 1n +  can then be written as 
 
{ }{ }( ) { }{ }( )
{ }{ }( )
( 1) ( 1) ( ) ( )
( ) ( )
( 1)
1
, , , 1,..., , , , 1,...,
, , , 1,...,GP
i i i i
GP GPm n m n
i iN GPm n i
r
r r
f n m n N f n m n N
f n m n N







∆ ∆ ≠ ∈ = ∆ ∆ ≠ ∈ +
∂ ∆ ∆ ≠ ∈
∆
∂∆∑
   (6.141) 
 
where 
 ( 1) ( ) ( 1)i i ir r rλ λ δ λ




{ }{ }( )
( )
3( ) ( ) ( ) ( ) ( )
2
( )( ) 2 2 ( )
, , , 1,..., : :i i i i iGPm n m m m yp
ii i
m mm
f n m n N f
h p p p







The yield function in Eq. (6.140) can be divided into four parts at iteration ( )i : 
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( ) ( ) ( ) ( ) ( )( ) ( )( ) 2 ( ) ( ) ( ) 2 ( )1 2 3 4, , 0i ii i i i im m m m mm mf f f f fλ λ λ λ λ λ λ∆ ∆ ∇ ∆ = ∆ − ∆ − ∆ − ∇ ∆ =∇ ∇    (6.144) 
with 
 
 ( ) 3( ) ( ) ( )1 2 : : : :i i E i Em m m m mf λ∆ = B A Bε ε  (6.145) 
 




 ( ) ( )( ) ( )2 i im m mf h pλ λ∆ = + ∆  (6.146) 
 




mn n nm m m
n
f h p h g pλ λ λ
=
∆ = ∇ + ∆ = + ∆∑∇ ∇  (6.147) 
 




m m m mn n n
n
f h p h g pλ λ λ
=
∇ ∆ = ∇ + ∇ ∆ = + ∆∑  (6.148) 
 
The derivatives in Eq. (6.141) can then be written as 
 
 
( )( )1 ( ) ( ) ( ): : :
i
m i i i








N B N  (6.149) 
 
 








































where mnδ  is equal to 1 when m n=  else it is 0, and 
( )i




















Now, we can write the consistency condition in Eq. (6.141) at Gauss integration point m  
from Eqs. (6.143) and (6.149)-(6.152) as follows 
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i i i i i i
m m m m m mn mn n
n
f h h g gδ λ δ λ+ +
=
− + ∆ − + ∆ =∑N B N  (6.154) 
 
Let us define the following expressions: 
 
 ( ) ( ) ( ) ( ): :i i i im m m mR h= +N B N  (6.155) 
 
 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( )
1 11 11 12 12 1 1
( )
21 21 2 22 22 2 2( )
( )
1 1 2 2
GP GP
GP GP






N N N N N N N N N
R h g g h g g h g g
h g g R h g g h g g
h g g h g g R h g g
 + + + +
 + + + + =  
 
+ + + +  
G  
  (6.156) 
 
 ( 1) ( 1) ( 1) ( 1)1 2 GP
Ti i i i
Nδ δ λ δ λ δ λ
+ + + + = ∆ ∆ ∆ Λ  (6.157) 
 
 ( ) ( ) ( ) ( )1 2 GP
Ti i i i
Nf f f =  f  (6.158) 
 
Then we can express the iterative system of Eq. (6.154) in a matrix format at time t t+ ∆  by 
 
 ( ) ( 1) ( )i i iδ + =G fΛ  (6.159) 
 
The above linear-system of equations can be solved for ( 1)iδ +Λ , using a numerical iterative 
method such as the Gauss-Jordan iterative scheme. The plastic multipliers are obtained for the 












= −∑  (6.160) 
 
where TOL  is an error tolerance which could be set to a very small value in the order of 
1010− . Figure 6.24 shows a summarized flow chart of the proposed gradient algorithm.  
 
6.5.5 Nonlocal Gradient-Dependent Tangent Moduli 
 
In the following, the nonlocal elastoplastic tangent stiffness ept t t t t t+∆ +∆ +∆= ∆ ∆D σ ε  between 
time t  and t t+ ∆  will be derived for the above constitutive equations. The consistency t tf +∆∆  
condition can be written at integration point m  as 
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 22 0m m m mm
m m mm
f f f ff p p p
p p p
∂ ∂ ∂ ∂
∆ ≡ ∆ + ∆ + ∆ + ∇ ∆ =







Substituting Eqs. (6.111), (6.112), (6.114), (6.124), and (6.125) into the above consistency 
condition, we can obtain a closed form expression for the plasticity multiplier mλ∆  at 
integration point m  as 
 
 1 : :m m m
mH
λ∆ = ∆N E ε  (6.162) 
  
Note that the indication t t+ ∆  is removed for clarity. mH  is the nonlocal hardening modulus 








m m m mm mm mn n mn n
n m n n m nm m
h hH h g g g gλ λ
λ λ= ≠ = ≠
= + + + + ∆ + ∆
∆ ∆∑ ∑N E N (6.163) 
 
The elasto-plastic tangent stiffness at integration point m , epmD , is defined by Eq. (6.112) 
along with Eq. (6.162), such that: 
 
 ( )1 : :epm m m
mH
= − ⊗D E N E E N  (6.164) 
 
where ⊗  represents the dyadic tensor product. If we set 0=  then we retain the local elasto-
plastic tangent stiffness matrix.   
However, to preserve the quadratic convergence of the rate of Newton-Raphson method, 
small time increments are used or we can use the nonlocal consistent (algorithmic) tangent 
moduli. For this purpose we differentiate Eq. (6.112) at integration point m  as 
 
 ( )d : d d dm m m m m mλ λ∆ = ∆ − ∆ − ∆E N Nσ ε  (6.165) 
 
Using the chain rule, we can rewrite the above equation as: 
 
 d : d : d : dm mm m m m m m
m m
λ λ
  ∂∆ ∂
∆ = ∆ − ∆ − ∆ ∆   ∂∆ ∂∆  




or equivalently we can rewrite the above expression as 
 
 d : dalgm m m∆ = ∆Dσ ε  (6.167) 
 
where algmD  is the algorithmic tangent moduli and is given by 
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= − ⊗ − ∆  ∂∆ ∂∆ 




We can simply find an expressions for λ∂∆ ∂∆ε  and ∂ ∂∆N ε  by combining Eqs. (6.112), 
(6.120), and (6.162), such that 
 
 1 : : :
H
λ∂∆ ∂ = + ∆ ∂∆ ∂∆ 
ε
ε ε
NE N E  (6.169) 
 
 ( ) ( )3 1: : :
2Y H
∂  = − ⊗ ∂∆  




Substituting Eqs. (6.169) and (6.170) into Eq. (6.168) yields 
 
 ( ) ( )3 1: : : :
2
alg ep ep




= − ∆ + ⊗ ∆ 
 
D D D A E E N E ε  (6.171) 
 
For finite, especially large, loading steps the second operator algD  differs significantly from 
the continuous operator epD . As stated in Section 6.2.3 the way in which the element tangent 
stiffness matrix is constructed must be consistent with the algorithmic relationship between 
the stress increment and the strain increment.   
For convenience, a step-by-step description of the algorithm discussed above is illustrated 
in the flow diagram in Figure 6.24. The algorithm in Figure 6.24 can also be used for 
gradient-independent plasticity by setting the value of the length scale parameter  to zero. 
Note that an integration point m  is assumed to be in the plastic state when 0mf >  and in 
the elastic state when 0mf < . In the elastic elements 0mλ∆ = ; however, for spreading of the 
plastic zone it is important that the numerical solution allows || || 0mλ∆ >∇  and/or 
2 0mλ∇ ∆ >  
at the elastic-plastic boundary. The nonlocal yield strength mY  is then increased/decreased 
(depending on the sign of length scale parameter in Eq. (6.110) with negative-decreasing and 
positive-increasing) as a result of the hardening/softening process in the neighborhood. 
Moreover, for the elastic state we set the residual force f  to zero. Eq. (6.159) yields the 
desired solution 0δ =Λ  if the global matrix G  is non-singular. However, if plastic 
integration points appear in the structure, then in elastic points adjacent to the plastic zone we 
have 0≠f  and we have non-zero δΛ  from Eq. (6.159). The proposed algorithm has the 
feature, that these elastic integration points have 0λ∆ ≈  and || || 0mλ∆ >∇  and 
2 0mλ∇ ∆ > . As 
a result the yield strength Y  is increased/decreased and the plasticity at these elastic points is 
delayed (hardening) or enters the plastic region (softening). 
It can be also noted that it is not necessary to input the value of h  in Eq. (6.156) to a large 
value to constrain the value of λ∆  to zero for elastic integration points as had been suggested 
by de Borst and Mühlhaus (1992). In fact, this substitution adversely affects the accuracy of 
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Figure 6.24 Flow chart of the proposed stress integration algorithm for gradient-dependent 
plasticity theory. 
Known nσ , nε , 
p
nε , np , np∇ , 
2
np∇  [1,..., ]GPn N∈  at time t  
Given t t+∆∆ε  and the current 
global coordinates ( ,n nx y ) 
[1,..., ]GPn N∈ . trnσ  [1,..., ]GPn N∈ (6.119) 
0trnf ≥  (6.111) 
NO 
Set h E=  in 
(6.156) and calculate 
f  
YES 
Calculate nλ∆  [1,..., ]GPn N∈ by solving the linear system 





Update nσ  (6.122) [1,..., ]GPn N∈ , 
p
nε  (6.105), np  
(6.115), 
n
p∇ (6.124)(6.116), 2 np∇  (6.117)(6.125). 
Successive substitution 
ep
nD  (6.164) or 
alg
nD (6.171); end  
nβ  [1,..., ]GPn N∈  (6.24) , the new strain increment 
(1 )n nβ ε− ∆  and 
tr
nσ  (6.119) and calculate nf . 
Form the vector nf  and compute coefficients mng  
(6.137), mng  (6.138), and the matrix G  (6.156). 
Update nσ  (6.122), 
p
nε  (6.105), np  (6.115), np∇  
(6.124)(6.116), 2 np∇  (6.117)(6.125) at  time t t t= + ∆ . 
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the local return mapping and for some integration points it may cause containment of the 
plastic flow in the initially imperfect zones and prevent the regularization effect. In this study 
an artificial value of h  is taken equal to the Young’s modulus for integration points in the 
elastic state and substituted in the matrix G  to avoid singularity. 
Moreover, the yield condition Eq. (6.111) is not satisfied until convergence is achieved. It 
can happen that due to stress redistribution or nonlinear softening that mλ∆  results in a return 
mapping to the inside of the yield surface. In the present computational algorithm this does 
not cause the detection of unloading, but changes sign of the residual forces f , which results 
further in a proper correction (decrease) of mλ∆ .    
Due to introduction of additional gradients of the effective plastic strain into the yield 
function, we need to add suitable boundary conditions for the uniqueness of solution (see 
Chapter 4.3; Section 4.6). In elastic-plastic boundary ( epS ), as we mentioned earlier, the 
effective (equivalent) plastic strain vanishes (see Figure 4.3), 
 
 0p =   for   i epS→x  (6.172) 
 
Should the plastic zone spread over specimen boundaries, Mühlhaus and Aifantis (1991) 




   for   i pS→x  (6.173) 
 
as an additional boundary condition for all plastic boundaries ( pS ) with n  being the outward 
normal vector on the plastic surface pS . Pamin (1994) stated that this condition is not enough 






   for   i pS→x  (6.174) 
 
as the additional boundary to suppress the system singularity with m  being the tangent vector 
of the plastic boundary pS . 
 However, since the elastic-plastic boundary of a specimen is unknown during the loading 
increment (or iteration), we can set this boundary condition to the whole specimen 
boundaries. In the numerical examples considered in the next section, these boundary 
conditions of the proposed approach are trivial and do not affect the solutions.  
The above algorithm for gradient-dependent plasticity appears to have several advantages 
over the standard algorithm by de Borst and his co-workers with regard to the incorporation of 
the gradient-dependent plasticity model. The proposed computational algorithm can be 
implemented in the existing finite element codes without large modifications as compared to 
the computational approach of de Borst and his co-workers presented in Chapter 4. In contrast 
to the later approach, for calculation of the gradient terms we do not need to introduce shape 
functions of the 1C  class or penalty-enhanced oC  class functions (Mühlhaus and Aifantis, 
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1991; de Borst Mühlhaus, 1992; and de Borst et al., 1993; Pamin; 1994; de Borst and Pamin, 
1996; Ramaswamy and Aravas; 1998; Voyiadjis et al., 2004) for the interpolation of the 
effective plastic (inelastic) strain and the gradient terms. This is because the governing 
constitutive equations in the proposed approach are replaced directly by the difference 
equations of the field variables and no interpolation functions are needed for the effective 
plastic strain and the gradient terms. 
Finally, it should be emphasized that, if no distinction is made between the rate of small 
strain ε  and the nonlinear kinematic term d , the above described gradient-dependent 
algorithm can be used in a finite deformation context using the geometric nonlinear algorithm 
proposed in Section 6.3. Thus, the above procedure provides a material-independent 
prescription for extending small-strain updates into finite deformation range within the 
framework of a hypoelastic formulation. However, we should note that the gradient terms 
should be calculated in the current configuration if finite strain assumptions are employed.  
 
6.6 Shear Banding Examples 
 
We notice that in the absence of a physically motivated length scale which would govern 
the width of the shear band, such a scale is introduced in the problem by the mesh size. 
Therefore, in order to remedy the spurious mesh sensitivity of the numerical results an 
internal length scale is incorporated in the continuum description. The following examples 
will demonstrate the potential of the gradient computational approach presented in the 
previous section in solving the mesh sensitivity problem. The gradient computational 
algorithm is implemented in the special purpose user subroutine UMAT in the environment of 
the ABAQUS/Standard. For details about how to write a UMAT subroutine and implement it 
in ABAQUS consult ABAQUS (2003). 
 
6.6.1 Biaxial Compression 
 
The spurious mesh dependence of finite element predictions can be illustrated by the 
example of a simple plane strain specimen in biaxial compression (Figure 6.25). The 
specimen is placed on a smooth rigid plane and its upper edge is constrained to remain 
horizontal (i.e. smooth rigid plate is placed at the top) while a vertical deformation equivalent 
to a compressive force is applied (see Figure 6.25). The central point of the bottom plate is 
fixed to avoid rigid body displacement. The forces per unit area at both sides of the specimen 
are set to zero. Their horizontal displacement as well as the external additional double forces 
per unit area are assumed to be zero all along the boundaries. 
First, the standard plasticity model presented in Section 6.5 with 0=  is used. Three 
meshes with 15×30, 30×60, and 45×90 selectively integrated eight-noded elements with 3×3 
integration points (full integration) are analyzed. In the calculations H=60mm, B=30mm, 
Young’s modulus 187E GPa= , the tensile strength  122.5yp MPaσ = , the Poisson’s ratio 
0.49ν = , and the softening modulus 0.1h E= . To initiate a shear band an area in the bottom 
left-hand corner of the sample is assigned a slightly lower yield strength ypσ  (10% reduction) 
and the imperfect area is the same for each mesh (4×4 mm2). A 1mm displacement is imposed 
at the top. This benchmark example has been considered by Pamin (1994). Figure 6.26 shows 
that the shear band always occupies the smallest possible area. Upon mesh refinement 
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localization in a line is approached, which is not realistic. Moreover, Figure 6.27 shows plots 
of the effective plastic strain for the considered meshes. It can be seen that different values are 
obtained for different mesh, which is also not realistic. 
Now, if we repeat the calculations using an internal length scale 2.5mm= , mesh 
objective results are obtained (see Figures 6.28 and 6.29). Figure 6.28 presents the 
deformation patterns. From this figure it can be checked that the observed width of the shear 
Figure 6.25 Biaxial compression test configuration (with dimensions B × H and an 




Figure 6.26 Mesh-dependent results for 15×30, 30×60, and 45×90 meshes. Mesh dependence 
of deformation patterns for classical continuum of 0=  (non-physical response; the finer the 
mesh the smaller the band width). 
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Figure 6.27 Mesh-sensitivity results for 15×30, 30×60, and 45×90 meshes, respectively. 
Mesh dependence of effective plastic strain contours for classical continuum of 0=  (non-
physical response). 
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band is intrinsic and independent of the mesh size. Figure 6.29 presents contour plots of equal 
effective plastic strain values for the different discretizations.   
It should be also emphasized that, contrary to many researchers showing such patterns (e.g. 
de Borst et al, 1993; Pamin, 1994), the displacements in Figure 6.28 are not magnified. The 
inclusion of geometric nonlinearity is important to obtain realistic deformation patterns.   
 
6.6.2 Strip in Tension 
 
In the previous example, the evolution of the shear band in a plane biaxial compression test 
with strain softening gradient plasticity is investigated and the capability of the gradient 
theory in providing the mesh objective results is demonstrated. Now, the simulation of a strip 
in tension as shown in Figure 6.30 is carried out. The strip is constrained at the bottom, while 
a displacement of 0.06 mm is imposed at the top. In the calculations Young’s modulus 
20E GPa= , the tensile strength  20yp MPaσ = , the Poisson’s ratio 0.3ν = , and the softening 
modulus 0.25h E=  . Two meshes (mesh1: 10×20, mesh2: 20×40) are used with a four-noded 
quadrilateral plane-strain element. To avoid a homogenous solution, we slightly increase the 
width of the specimen towards the top, so that the shear band will be initiated at the bottom 
left and develops with an inclination angle of 45o, which is the analytical solution for a two-
dimensional infinite medium under plane-strain condition (Sluys, 1992).  
First, the influence of geometrical nonlinearity in the evolution of the shear band is 
investigated. In Figure 6.31(a) the displacement patterns for both meshes are plotted. We 
observe that the width of the shear band is determined by the element size by setting 0=  
(i.e. for classical strain softening model). Deformation is localized along a line of integration 
points. Mesh dependence is also obvious from the effective plastic strain plots in Figure 6.31 
(b). When the mesh is refined, the dissipated energy decreases. So, the 
Figure 6.28 Mesh-independent results for 15×30, 30×60, and 45×90 meshes. Deformation 
patterns for gradient-dependent continuum with 2.5mm=  (physical response: the width of 
the shear band is constant for different resolutions). 
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Figure 6.29 Mesh-sensitivity results for 15×30, 30×60, and 45×90 meshes. Mesh independent 
of effective plastic strain contours for gradient-dependent continuum with 2.5mm=
(physical response). 
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inclusion of geometrical nonlinearity in the dissipation of the strain softening material cannot 
solve the discretization dependence. 
In order to solve the mesh-sensitivity problem, a length scale parameter of 2.5mm is 
introduced to keep the field equations well-posed. In Figure 6.32(a), the displacement patterns 
are plotted. By comparison with the results of Figure 6.32(b), we observe that the shear band 
has a finite width which is almost independent of the finite element size. The inclination of 
the shear band is close to 45o. Also, similar distribution of the effective plastic strain contours 
can be observed from the two different meshes, which corroborates the mesh objectivity of 
results. Apparently, no visible discretization sensitivity is present in the results. 
Because formulation of the gradient dependent theory includes an internal length scale as a 
material parameter, numerical solutions employing a strain-softening model are no longer 
dependent on numerical discretization. However, one limitation to the discretization remains. 
The width of the localization zone needs to be many times (roughly 6) larger than the element 
size for proper calculation of the plastic strain. 
Apparently from the examples presented in this chapter, introducing of a material length 
scale in the classical continuum theory can preserve the well-posedeness of the governing 
equations and realistic responses are obtained. The numerical examples emphasize the 
regularization effect of the advocated rate-dependent and gradient-dependent constitutive 
relations of Chapters 4 and 5. The results converge to a unique solution upon mesh 
densification.  
Furthermore, to avoid substantial modification of the procedure of FEM implementation of 
a gradient-dependent model, the results of the gradient terms are obtained by a simple 
computational algorithm. Moreover, this algorithm is simple in computation and little effort is 
required to modify the normal FEM code. This approach provides high computation 
efficiency and no larger loss of precision compared to the normal FEM for general simple 
cases. However, a disadvantage of this approach is that uniform mesh discretization is 
Figure 6.30 Strip in tension; problem description. 





required, thus its application is limited. The extension of this approach to three-dimensional 
finite elements is straightforward. 
The proposed unified integration algorithms are for J2-flow materials. However, they can 
be generalized to more involved criterion than J2-flow materials. The gradient effects firstly 












































Figure 6.31 The mesh-dependent results when 0= ; (a) displacement patterns, (b) the 


















































Figure 6.32 The mesh-independent results when 2.5= ; (a) displacement patterns, (b) the 
effective plastic strain contours. 
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Finally, the uncertainty of the physical nature and mechanical role of the intrinsic length 
scale associated with gradient-dependent plasticity/damage theories and the interpretation of 
the physical meaning of gradients in deformation need further experimental work and 
theoretical studies. This subject is the main focus of next chapters. 
 
6.7 Combined Viscosity and Gradient Localization Limiters 
 
As soon as material failure dominates a deformation process, the material increasingly 
displays strain softening (localization) and the finite element computation is considerably 
affected by the mesh size and alignment and gives non-physical descriptions of the localized 
regions. This has been thoroughly demonstrated in the previous sections. However, in this 
section we will use a dual regularization method by incorporating explicit and implicit length 
scales through the use of gradient-dependent theory and viscoinelasticity, respectively. We 
believe that this enhancement should be adapted for transient dynamic problems under sever 
loading conditions such as a projectile impacting a target (impact damage). The two nonlinear 
material morphologies, damage and plasticity, are considered in the subsequent development. 
The consistent thermodynamically derived constitutive relations presented in the previous 
chapters are used. Therefore, gradient-enhanced constitutive viscoplastic and viscodamage 
equations that include explicit and implicit micro-structural length scale measures are 
presented in this section. The governing equations are appropriate for polycrystalline metals. 
It has been recognized that the metallic materials resistance subjected to high shock 
loading is an important aspect of the thermo-mechanical response. Many constitutive models 
that consider elastic-viscoplastic deformation at very high strain-rates have been proposed and 
employed to model high velocity impact phenomena (e.g. Steinberg et al., 1980; Johnson and 
Cook, 1983, 1985; Zerilli and Armstrong, 1987; Steinberg and Lund, 1989; Bammann et al., 
1990). It is noted none of these constitutive models address the problem of describing high 
shock compression and subsequent material degradation and fracture in which the latter is 
expressed as an evolving microflaw having a damage rate determined from micromechanical 
analysis (Eftis et al., 2003). Moreover, these models cannot consider the actual sizes, shapes, 
and orientations of the individual micro-voids and micro-cracks, which may have a 
predominant role in capturing the essential features of the ductile material micro-damage 
process. However, several authors have recently recognized the need for a micromechanical 
damage model in the simulation of the metal impact problem (e.g. Saczuk et al., 2003; 
Voyiadjis et al., 2003, 2004; Eftis et al., 2003). The applicability of these models for the high 
strain-rates and pressures encountered in hypervelocity impact problems was not evaluated. 
The proposed set of constitutive-microdamage equations in the following section can be 
used to model impact damage problem. They are developed in order to take into account the 
effects of high compression, temperature, and micro-degradation. The constitutive equations  
include thermo- elasto- viscoplasticity with anisotropic thermo- viscodamage; a dynamic 
yield criterion of a von Mises type and a dynamic damage growth criterion; the associated 
flow rules; thermal softening; non-linear strain hardening; strain-rate hardening; strain 
hardening gradients; and strain-rate hardening gradients. The gradient theory of rate-
independent plasticity and rate-independent damage that incorporates macroscale interstate 
variables and their higher-order gradients is considered here for rate-dependent plasticity and 
rate-dependent damage to properly describe the change in the internal structure and in order to 
investigate the size effect of statistical inhomogeneity of the evolution-related rate- and 
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temperature dependent materials. The idea of bridging length-scales is made more general and 
complete by introducing spatial higher-order gradients in the temporal evolution equations of 
the internal state variables that describe hardening in coupled viscoplasticity and viscodamage 
models, which are developed in Chapters 4 and 5. Furthermore, the constitutive equations for 
the damaged material are written according to the principle of strain energy equivalence 
between the virgin material and the damaged material. 
 
6.7.1 Gradient-Dependent Viscoinelastic Constitutive Relations   
 
The used constitutive relations used in this work are derived in Chapters 4 and 5 and 
summarized in Table 6.3. Using the plasticity and damage consistency conditions presented in 
Chapter 4 (Section 4.6), such that one can then write the viscoplasticity consistency condition 
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and pkQ  ( 1,..., 4k = ) are given by Eqs. (4.186)-(4.189). 
 Similarly the viscodamage consistency condition ( 0g = ) can be written as follows from 









d d vp d vp
i i i
i






+ + ∆ + ∆ + ∇ ∆ + ∂ 
∆ + ∇ ∆ =
E Z d
σ  (6.179) 
where  
 1 1 : . :
d d
p
g g fQ Q
c Tρ





 3 3 : . :
p p
p
g g gQ Q
c Tρ



















































i. Stress-strain relationship in the spatial configuration 
 












iii. Nonlocal Isotropic and kinematic hardening laws 
  
a. Plasticity 
  gR R R= +       [Eqs. (4.107) – (4.110)] 
  g∇ ∇ ∇= +X X X    [Eqs.  (4.115) – (4.122)] 
b. Damage 
gK K K= +      [Eqs. (4.133) and (4.134)] 
  g∇ ∇ ∇= +H H H     [Eqs. (4.139) – (4.141)] 
 
v. Yield and damage conditions 
  
  ( ) ( ) ( )13 12 : 1 ( ) ][1 ] 0[ ][ nmvpyp mf R p T Tσ η= − − − + + − ≤τ τX X ;  
  ( ) ( ) ( )21: 1 ( ) [1 ] 0[ ][ ] nmvd vd mg l K T Tη λ= − − − + + − ≤Y H Y H  
with g= +Y Y Y     [Eqs. (4.143) – (4.146)]  
 
vi. Kuhn-Tucker conditions  
 
0, 0 0vp vpf fλ λ≥ ≤ ⇔ =  
0, 0 0vd vdg gλ λ≥ ≤ ⇔ =  
  
vii. Temperature evolution (adiabatic condition) 
   
  : ( : )vipc T Pρ = ϒ + 1d dτ  
  
viii. Equation of State (Thermodynamic Pressure) 
 
( )1 igvP c Tγ ε= −   with   1 1d dJε = −  
 ( ) [ ] ( ) ( )( )( 1)exp 1 exp 1 1 1 1ig r r vT T c γη η ε γ ε−  = − + − + −       
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and dkQ  ( 1,..., 4k = ) are given by Eqs. (4.196)-(4.199). 
In order to avoid large modifications to the existing finite element code (e.g. ABAQUS) 
when implementing these complicated constitutive relations, we will adapt the gradient 
algorithmic approach presented in Section 6.5.3. This approach allows one to incorporate the 
nonlocal effect directly without numerical complications as compared to the well-known 
approach of de Borst, which was described in Chapter 4 thoroughly. Therefore, one can write 
Laplacian terms in Eqs. (6.175) and (6.179) as follows: 
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Substituting Eqs. (6.183) and (6.184) into Eqs. (6.175) and (6.179) yields the following: 
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Note that (m) indicates the integration point and (i) indicates the iteration number.  
Let us define the following expressions 
 
 ( ) ( ) ( )( ) ( ) ( ) ( )( )
( )









 ( ) ( ) ( )( ) ( ) ( ) ( )( )
( )











( ) ( ) ( ) ( )
1(1) 2(1) 11 2(2) 12 2( ) 1
( ) ( ) ( ) ( )
2(2) 21 1(2) 2(2) 22 2( ) 2( )
( ) ( ) ( ) ( )
2( ) 1 2( ) 2 1( ) 2( )
GP GP
GP GP
GP GP GP GP GP GP GP GP
p i p i p i p i
N N
p i p i p i p i
N Npp i
p i p i p i p i
N N N N N N N N
Q Q g Q g Q g
Q g Q Q g Q g
Q g Q g Q Q g
 +
 + =  
 
+  
G         (6.189) 
 
( ) ( ) ( ) ( )
3(1) 4(1) 11 4(2) 12 4( ) 1
( ) ( ) ( ) ( )
4(2) 21 3(2) 4(2) 22 4( ) 2( )
( ) ( ) ( ) ( )
4( ) 1 4( ) 2 3( ) 4( )
GP GP
GP GP
GP GP GP GP GP GP GP GP
p i p i p i p i
N N
p i p i p i p i
N Npd i
p i p i p i p i
N N N N N N N N
Q Q g Q g Q g
Q g Q Q g Q g
Q g Q g Q Q g
 +
 + =  
 
+  
G         (6.190) 
 
( ) ( ) ( ) ( )
1(1) 2(1) 11 2(2) 12 2( ) 1
( ) ( ) ( ) ( )
2(2) 21 1(2) 2(2) 22 2( ) 2( )
( ) ( ) ( ) ( )
2( ) 1 2( ) 2 1( ) 2( )
GP GP
GP GP
GP GP GP GP GP GP GP GP
d i d i d i d i
N N
d i d i d i d i
N Ndp i
d i d i d i d i
N N N N N N N N
Q Q g Q g Q g
Q g Q Q g Q g
Q g Q g Q Q g
 +
 + =  
 
+  
G         (6.191) 
 
( ) ( ) ( ) ( )
3(1) 4(1) 11 4(2) 12 4( ) 1
( ) ( ) ( ) ( )
4(2) 21 3(2) 4(2) 22 4( ) 2( )
( ) ( ) ( ) ( )
4( ) 1 4( ) 2 3( ) 4( )
GP GP
GP GP
GP GP GP GP GP GP GP GP
d i d i d i d i
N N
d i d i d i d i
N Ndd i
d i d i d i d i
N N N N N N N N
Q Q g Q g Q g
Q g Q Q g Q g
Q g Q g Q Q g
 +
 + =  
 
+  
G         (6.192) 
 
 
 1 2 GP
Tvp vp vp vp
Nλ λ λ ∆ = ∆ ∆ ∆ Λ  (6.193) 
 
 1 2 GP
Tvd vd vd vd
Nλ λ λ ∆ = ∆ ∆ ∆ Λ  (6.194) 
 
 ( ) ( ) ( ) ( )1 2 GP
Ti i i i
Nf f f =  f  (6.195) 
 
 ( ) ( ) ( ) ( )1 2 GP
Ti i i i
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 ( ) ( ) ( ) ( )1 2 GP
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We can then write Eqs. (6.185) and (6.186), respectively, as follows: 
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 ( ) ( ) ( ) ( )pp i vp pd i vd i p i∆ + ∆ = +G G f RΛ Λ  (6.199) 
 
 ( ) ( ) ( ) ( )dp i vp dd i vd i d i∆ + ∆ = +G G g RΛ Λ  (6.200) 
 
Combining Eqs. (6.199) and (6.200), we obtain  
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The above linear-system of equations can be solved for vp∆Λ  and vd∆Λ  using a numerical 
iterative scheme such as the Gauss-Jordan iterative method. The plastic and damage 
multipliers are obtained when the yield and damage conditions are fulfilled at the end of the 
















≤∑  (6.202) 
 
where TOL  could be set to a very small value in the order of 510− . 
The radial return algorithm for rate-dependent problems, which was presented in Section 
6.2.2 is used here for both plasticity and damage morphologies. The above algorithmic 
equations are implemented in the commercial finite element software ABAQUS/Explicit 
using the user material subroutine VUMAT.  
In this development we base the fracture criterion on the evolution of accumulated 
microdamage and the equation of state for the thermodynamic pressure. It means for    
 
 ij ij cφ φ φ φ= =    and/or    cutoffP P=  (6.203) 
 
the material loses its carrying capacity, where || ||cφ  is the critical damage when catastrophic 
failure in the material takes place and  cutoffP  is the pressure cutoff value when tensile failure 
or compression failure occurs. If either of the conditions in Eq. (6.203) is satisfied the stress 
filed is assumed zero at the corresponding point. This describes the main feature observed 
experimentally that the load tends to zero at the fracture point.  
 
6.7.2 Solving an Impact-Damage Problem 
 
Structures are generally subjected to impact loading which often brings failures and serious 
damages in their components. The September 11th attack demonstrated the response of tall 
steel buildings to the impact of a fast moving airplane. Millions of terrified spectators around 
the world watched as the Boeing 767 moving with a cruising speed of 240m/s (500 mph) hit 
the exterior wall of the World Trade Center, cut through it, and disappeared in the smoky 
cavity. How was it possible that the relatively weak, light, and airy airframe damaged the 
apparently heavy lattice of high strength steel columns?  
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Under high-strain rate loading a type of shear banding occurs which forms due to a rapid 
local heating resulting from the intense plastic shear deformations and propagation of shock 
waves. Since the strain-rate is high under impact loading, the heat generated by an intensive 
accumulation of localized plastic work does not have enough time to spread and hence the 
process is adiabatic. This results in local material softening; while the surrounding material 
continues to strain harden. Upon loading increase, the local zones deform more than the 
surrounding material and narrow bands of intense plastic shear strains are formed. This is 
known as adiabatic shear localization or thermal-plastic instabilities. Thermodynamically, 
there is no heat transfer out of the adiabatic shear bands during its formation, thus this is a 
widely accepted approximation for situations in which heat may diffuse away.  The local 
temperature increase may give a phase change in the material that appears in carbon steel as 
intense white bands of deformed Martensite if etched in Nital. Generally speaking, adiabatic 
shear bands are neither cracks nor slip planes, for mostly upon occurring of this phenomenon 
the integrity of the structure is reserved. But adiabatic shear bands usually are the precursors 
to fracture. In addition the evolution of elastic-viscoplastic waves due to impact loading may 
lead to the localization phenomena in solids. The stress and deformation due to the shock 
wave reflections and interactions are usually not uniformly distributed, and this kind of 
heterogeneity can cause strain localization or shear bands in the absence of geometrical or 
material imperfections (Glema et al., 2001). As a result, the fracture phenomena can occur as 
a result of an adiabatic shear band localization attributed to a plastic instability implied by 
microdamage and/or wave reflections and thermal softening during dynamic plastic and 
damage flow processes. This process leaves the projectile and the target in high energy states, 
which can cause either or both to fragment, melt, or vaporize, depending on the material 
properties, geometric parameters, and velocity of impact. 
Many researchers have investigated the material failure mechanism during high-energy 
impact conditions with the ultimate goal of designing better resistance for different structures 
(e.g. Johnson and Cook, 1985; Curran et al., 1987; Steinberg and Lund, 1989; Bammann et 
al., 1990; Zukas, 1990; Sierakowski, 1997; Hou et al., 2000; Naboulsi and Palazotto, 2000; 
Borvik et al., 2002; Li et al., 2002; Voyiadjis et al., 2004; Zhou et al., 1996, 2002). The recent 
advances in aerospace and war capabilities have made necessary the modification of the 
design of structures so that they can resist penetration and perforation by projectiles with 
much higher impact energies. In this respect, high performance materials need to be 
developed so that they can offer significant advantages over the currently used materials. 
Specific mechanical properties are targeted by the aid of these new materials such as high 
specific strength, high stiffness, and low coefficient of thermal expansion. Therefore, the 
hypervelocity impacting mechanism needs to be understood properly in order to be able to 
design materials of high ballistic resistant response. However, the exact mechanism by which 
the impacting target materials undergo fracture and ablation is a relatively complex process. 
Generally, strong shock wave-material interactions are generated and propagated along both 
the projectile and the target, which usually represents a short transverse fracture event. During 
the passage of shock waves evolved during the impact process, which can be viewed as waves 
of hydrostatic compression and tension, can lead to fracture at low global plastic strains. This 
causes a phenomenon of some importance in dynamic deformation which is the spalling 
fracture of solids (Figure 6.33). Spalling arises from the fact that shock waves, produced by 
the impact of a high-velocity projectile, bounce off the back wall of the target, reverse 
direction, and return as reflected tensile waves (Zukas, 1990). If those tensile stresses exceed 
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the local material spall strength, nucleation, growth, and coalescence of voids and/or cracks 
will occur. Usually, a chunk of material breaks away from the surface opposite to the 
impacted surface. Studies have shown that spall formation is nucleated most readily at the 
interfaces between inclusions and the surrounding matrix. As the impact velocity increases the 
target can be perforated with a debris cloud consisting of target and projectile material ejected 
from the rear of the target traveling at very high velocity.  
Impact velocities considered to be hyper range from approximately 2 km/s to as high as 30 
km/s, or more. Shock pressures at high impacts vary approximately between 200–104 GPa, 
with associated volume reductions caused by such pressures as high as 35–50 %, temperature 
increase of 400 – 8000 K, and deforming material strain-rates can be very high of order 106-
108 s-1. The initial rise of shock stress and temperature occurs within nanoseconds. 
The constitutive-microdamage equations presented in the previous section will be used in 
here for modeling projectile-target impact and the ensuing of damage for low impact 
velocities. It is assumed that the target is a polycrystalline metal, and that the shock-
compressed material will upon release of compression remain in the solid state.   
 
• Investigation of the Penetration Problem 
 
The subject of penetration into various targets by penetrators has been studied by many 
military engineers and scientists such as Robins, Euler and Poncelet in the last two centuries 
(Johnson, 1992). Heuze (1990) presented an overview on various analytical, numerical and 
experimental approaches to the general penetration problem. Among these approaches, 
phenomenological models usually treated penetration process as a rigid body penetrating into 
an elastic medium or elasto-plastic medium. In recent years, the study of penetration by metal 
penetrators into composite structures has captured the focus of many military researchers. 
Scaled penetration experiments with monitoring of stress wave in the penetration process 
presented valuable data for establishing practical models. In this regard, several empirical 
models have been established to relate penetration depth with penetrating velocity and 
material properties (e.g. Olsson, 2001; Yossifon, et al., 2002; and Borvik, et al., 2002). These 
models predict the penetration depths quite accurately, however, no damage mechanisms and 
thermodynamical analysis were presented; no strain rate effects and loading history effects 
were analyzed; no composite-penetrator interface properties were modeled and simulated; and 
Figure 6.33 Spalling fracture (Zukas, 1990). 
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no interactions between the penetrator and the microstructural features such as existing cracks 
and voids were considered. As a result, no assessment on the damage effects such as the 
severity of the cracked volumes can be evaluated by use of the existing models. Meanwhile, 
in the existing models, empirical parameters were introduced to account for effects of unclear 
physical factors. These empirical parameters do not have explicitly defined physical 
implication and are usually obtained through curve-fitting of experimental data. Due to the 
scaling effect (Canfield et al, 1996), the empirical parameters obtained through a set of 
experimental data may not be suited for another set of experiments. In other words, it is 
difficult to apply the results of scaled experiments to estimate those of full-scale situations. 
Phenomenologically, as illustrated in Figure 6.34, the penetration can be viewed as a 
process to generate a cone-shaped macro crack in the material, in which, the kinetic energy of 
the penetrator is dissipated.  
To account for the overall process, development of a phenomenological penetration model 
that can account for 1) the rate and loading history response of the target materials; 2) the 
microstructure-penetrator interaction; 3) rapid time variations in temperature, strain, strain 
rate, and other field variables; and 4) the properties of the interface between the target and the 
penetrator is imperative to interpret the scaled test results and to evaluate the consequences of 
full-scale tests. In this regard, the development of a rate-dependent material constitutive 
model that can account for the existing defects and the their evolution (plastic flow and 
damage growth), the development of a penetrator-target interface model, the development of 
theoretical procedures to quantify the existing microstructural defects and their evolution, and 
the development of theoretical procedures to calibrate the material constants that have clear 
physical meaning are imperative. Once a penetration model is developed, penetration tests can 
then be numerically simulated and visualized. For example, studies to optimize the penetrator 
(ie. missile) parameters such as the material, shape and penetration angle and studies to design 
stronger materials against penetration can be accomplished by computer simulation. Modeling 
and simulation becomes extremely important in studying the missile penetration capability 
and damage effects on ground and underground structures because full-scale tests are too 
expensive. 
 
Figure 6.34  Phenomenological Illustration of the Penetration Process 
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The computational model presented in the previous section is used here to model a blunt 
projectile impacting a target. This computational model is implemented in ABAQUS/Explicit 
(2003) using VUMAT user material subroutine. The objective of this numerical example is to 
investigate if the proposed constitutive equations are able to describe the structural response 
to projectile impact damage when different failure modes are expected to occur. This is done 
by conducting numerical simulation of the experimental tests presented by Borvik et al. 
(2002) for a blunt projectile made of hardened Arne tool steel impacting a circular plate made 
of Weldox 460 E steel. No attempts are made here in order to describe the many different 
algorithms involved in the numerical simulations. It is referred to the manuals of 
ABAQUS/Explicit (2003) for more detailed information regarding the numerical scheme, 
such as the contact-impact algorithm, the automatic mesh generator, the Arbitrary-
Lagrangian-Eulerian (ALE) adaptive meshing, and the element erosion algorithm.  
For simplicity, the projectile is modeled as a bilinear elastic-plastic strain rate-independent 
von Mises material with isotropic hardening, which is already implemented in 
ABAQUS/Explicit code. The model material constants of the target material of Weldox 460 E 
steel and for the projectile material of hardened Arne tool steel are listed in Table 6.4.  
In this simulation a 4-node 2D axisymmetric elements with one integration point and a 
stiffness based on hourglass control is used. Plot of the initial configuration, showing a part of 
the target plate and the blunt projectile just prior to impact, is shown in Figure 6.35. The 
target plate has a nominal thickness of 12mm and a diameter of 500mm, while the nominal 
length and diameter of the hardened projectile are 80mm and 20mm, respectively. In each run, 
the target plate is fully clamped at the support, while the projectile is given an initial velocity 
similar to the one used in the corresponding experiment conducted by Borvik et al. (2002). 
Table 6.4 Material constants for target and projectile materials. 
 
Target Material of Weldox 460 E steel 
1 30,000C MPa=  8b =  0.9ϒ =  452 / .pc J kg K=  
1 60γ =  200E GPa=  295oT K=  0.01vp vd sη η= =  
14oQ MPa=  490yp MPaσ =  1800mT K=  0.30
c
eqφ =  
300MQ MPa=  0.33ν =  1n =  160cutoffP GPa=  
10µ =  37850 /kg mρ =  1 2 0.94m m= =  1 2 5 mµ= =  
1.7γ =  0dl =  1 400a MPa=  11 0.1k MPa
−=  
1 0.005b N=  2 20a GPa=  12 15k GPa
−=  2 0.25b N=  
3 4 0a a= =  3 4 0= =  1 2 0h h= =  5 14 mµ=  
266 / .vc J kg K=  0rη =  = 0β   
Projectile Material of Hardened Arne Tool Steel 
204E GPa=  0.33ν =  37850 /kg mρ =  1900yp MPaσ =  
15tE GPa=  2.15%fε =    
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The initial size of the smallest element in the impact region was 0.25×0.2mm2 in all 
simulations, giving a total of 60 elements over the target thickness. In order to reduce the 
computational time, which is affected both by the element size and number, the mesh was 
somewhat coarsened towards the boundary. Owing to this coarsening the total number of 
elements in the target plate is not more than about 10,000 in the simulations. Contact was 
modeled using an automatic 2D single surface penalty formulation available in 
ABAQUS/Explicit. Frictional effects are neglected for the blunt projectile. Time increments 
of order 10-8 s are used to satisfy the stability criteria. 
Adaptive meshing technique has received most attention during last decade to solve high-
speed impact damage problems. The coupled ALE (Arbitrary-Lagrangian-Eulerian) is used to 
extend the domain of application in Lagrangian codes. The advantage of using adaptive 
meshing in high-speed impact damage penetration problems are many. It enables the 
simulation of large plastic flow in Lagrangian framework. It may also include the possibility 
to obtain a solution of comparable accuracy using much fewer elements, and hence less 
computational resources than with a fixed mesh. Also, it prevents severe mesh distortions and 
unacceptable small time steps in the simulations. However, the major disadvantage of this 
method is the possible introduction of inaccuracies and smoothening of the results during 
mapping of the history variables. Adaptive meshing is used in the following simulations, 
where 10 adaptive refinements are used in each run. Figure 6.36 shows a 3D revolution of the 
described problem showing adaptive meshing after penetration. 
Borvik et al. (2001) simulations have indicated the problem involving shear localization 
and plugging for blunt projectiles to be mesh size sensitive. However, the numerical solution 
using the present model is mesh size independent and converges monotonically towards a 
limit solution when the number of elements over the target thickness becomes sufficiently 
Projectile 
Hardened Arne tool-steel 
Target 
Weldox 460 E steel 
Figure 6.35 Finite element mesh plot of the axisymmetic initial configuration just before 
impact.  
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large. Therefore, the numerical results are improving as the element size is reduced until it 
stabilizes at some value; i.e. the mesh size dependency is not pathological. This is expected 
since the width of the shear band is known to be in the order of 10-100 µm (Bai and Dodd, 
1992). 
A direct comparison between the numerical and experimental residual velocity curves for 
blunt projectile is shown in Figure 6.37. As seen, the agreement with the experimental results 
is good. Moreover, Figure 6.38 shows that the perforation times obtained from the different 
numerical simulations are similar and close to the experimental values estimated from high-
speed camera images obtained by Borvik et al. (2002). Plots showing perforation of the target 
plate by a blunt projectile at impact velocity close to the ballistic limit reported by Borvik et 
al. (2002) of 210m/s are shown in Figure 6.39. Here, the contours of accumulated 
viscoinelastic strain are plotted on the deformed mesh. It can be seen that limited inelastic 
deformation occur outside the localized shear zone. These plots clearly demonstrated that the 
numerical model qualitatively captures the overall physical behavior of the target during 
penetration and perforation. Notice also that is these plots, only a part of the complete target 
plate is shown. 
The elements in the impacted area are significantly distorted but stable results are obtained. 
This delayed the damage evolution process and consequently the erosion of damaged 
elements. However, the upper nodes in a critical element do not penetrate the lower nodes, 
giving stable solution and no error termination is encountered. Figure 6.40 shows the element 
distortion in the target plate just after impact.    
 
 
Figure 6.37 A comparison between numerical and experimental results for the initial impact 







100 200 300 400 500 600














































100 200 300 400 500 600














Experimental (Borvik et al., 2002)
Figure 6.39 Perforation of the target plate by a blunt projectile of initial impact velocity of 
210 m/s using ALE meshing, plotted as contours of accumulated viscoinelastic strain at times 
(a) 30µs, (b) 60µs, (c) 90µs, (d) 120µs, (e) 150µs, (f) 180µs, (g) 210µs, and (h) 240 µs. The 















































































































































































Figure 6.40 Penetration of the target plate by a blunt projectile of initial impact velocity of 
300 m/s using ALE meshing, plotted as contours of accumulated viscoinelastic strain and 





The final cross-section of a target plate perforated by a blunt projectile at an impact 
velocity close to the ballistic limit is shown in Figure 6.41, which is very similar to the 
experimental cross-section obtained by Borvik et al. (2002).  
In general, it can be seen that close agreement between the numerical and experimental 
results is achieved. Hence, the computational methodology presented in this section seems to 
work well for ductile targets perforated by deformable blunt projectiles. More elaborate study 
using the current gradient-dependent viscoplastic and damage model is needed for simulating 
high-speed impacts of different target thicknesses and also using different projectile nose 
shapes (e.g. hemispherical and conical).   
 
Figure 6.41 Final cross-section of the target plate perforated by a blunt projectile of initial 
impact velocity of 300 m/s using ALE meshing and plotted as contours of accumulated 
viscoinelastic strain. The green indicates an accumulated damage between 0.25 and 0.30 








Material length scales or size effects (i.e. the dependence of mechanical response on the 
structure size) have been of great importance in many engineering applications. Experimental 
work on particle-reinforced composites has revealed that a substantial increase in the 
macroscopic flow stress can be achieved by decreasing the particle size while keeping the 
volume fraction constant (Lloyd, 1994; Rhee et al., 1994a, 1994b; Zhu and Zbib, 1995; Nan 
and Clarke, 1996; Kiser et al., 1996; Zhu et al., 1997). A similar strengthening effect 
associated with decreasing the diameter of thin wires in micro-torsion test and thickness of 
thin beams in micro-bending test has been reported by Fleck et al. (1994) and Stolken and 
Evans (1998), respectively. Moreover, micro- and nano-indentation tests have shown that the 
material hardness increases with decreasing indentation size (Stelmashenko et al., 1993; 
DeGuzman et al., 1993; Ma and Clarke, 1995; Poole et al., 1996; McElhaney et al., 1998; Lim 
and Chaudhri, 1999; Elmustafa and Stone, 2002, 2003; Swadener et al., 2002a, 2002b). 
Indentation of thin films shows an increase in the yield stress with decreasing the film 
thickness (Huber et al., 2002). Experimental and numerical studies show an increase in the 
flow stress with decreasing hole size for geometrically similar perforated plates under tension, 
i.e. plates with a hole or several holes (e.g. Imamura and Sato, 1986; Taylor et al., 2002; 
Tsagrakis and Aifantis, 2002). Furthermore, there are many other well-known problems that 
show strong size effects. Example of which is testing of polycrystalline materials shows an 
increase in both yield and flow stresses, or equivalently the hardness, with decreasing the 
grain diameter; the so-called Hall-Petch behavior. Other similar effects are depicted when the 
fracture toughness ICK  in fracture design codes decreases with increasing thickness, the size 
of the process zone ahead of a crack tip decreases with increasing yield stress, increase in 
strength with decreasing the size of the notch for U-notched geometrically similar tensile bars, 
etc. These experiments have thus shown increasing in strength with decreasing size at the 
micron and submicron scales. The mechanical properties, such as flow stress or hardness, in 
metallic materials whether in simple tension, torsion, bending, or indentation testing are thus 
size dependent. In all of these cases, the representative length scale  of the deformation field 
sets the qualitative and quantitative behavior of size effects. The classical continuum plasticity 
theory (Hill, 1950) cannot predict this size dependency since it does not possess an intrinsic 
material length-scale. On the other hand, it is still not possible to perform quantum and 
atomistic simulations on realistic time scale and structures. Moreover, the emerging area of 
nanotechnology exhibits important differences that result from continuous modification of 
characteristics with changing size. These differences cannot be explained by traditional 
models and theories. Much is known about the physical properties and behavior of isolated 
molecules and bulk materials; however, the properties of matter at the nanoscale cannot 
necessarily be predicted from those observed at larger or smaller scales. However, this 
problem can be resolved by regularizing or adding an intrinsic material length-scale to the 
continuum. A continuum plasticity theory (but not classical plasticity), therefore, is needed to 
bridge the gap between the classical continuum plasticity theory and the classical dislocation 
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mechanics. In all of the problems mentioned above, a continuum approach is appropriate 
since the collective nature of material defects is sufficiently large and faraway from 
individuality. 
In the last ten years a number of authors have physically argued that the size dependence of 
the material mechanical properties results from an increase in strain gradients inherent in 
small localized zones which lead to geometrically necessary dislocations that cause additional 
hardening (e.g. Stelmashenko et al., 1993; DeGuzman et al., 1993; Fleck et al., 1994; Ma and 
Clarke, 1995; Arsenlis and Parks, 1999; Busso et al., 2000; Gao and Huang, 2003). Material 
deformation in metals enhances the dislocation formation, the dislocation motion, and the 
dislocation storage. The dislocation storage causes material hardening. The stored dislocations 
generated by trapping each other in a random way are referred to as statistically-stored 
dislocations (SSDs), while the stored dislocations that relieve the plastic deformation 
incompatibilities within the polycrystal caused by non-uniform dislocation slip are called 
geometrically-necessary dislocations (GNDs). Their presence causes additional storage of 
defects and increases the deformation resistance by acting as obstacles to the SSDs (Gao et 
al., 1999b). SSDs are believed to be dependent on the effective plastic strain, while the 
density of GNDs is directly proportional to the gradient of the effective plastic strain (Kroner, 
1962; Ashby, 1970; Fleck and Hutchinson, 1997; Arsenlis and Parks, 1999). Accordingly, the 
theories of strain gradient plasticity have been proposed based on the concept of geometrically 
necessary dislocations in order to characterize the size effects. The smaller the length-scale, 
the larger the density of GNDs relative to the SSDs and, consequently, the larger the plastic 
strain gradients as compared to the average plastic strains. However, this area of study is still 
full of controversy and further experimental studies are needed. 
Inspired by the aforementioned size effect problems, a number of gradient-enhanced 
theories have been proposed to address these problems through the incorporation of intrinsic 
length-scale measures in the constitutive equations, mostly based on continuum mechanics 
concepts. The gradient plasticity theories have given reasonable agreements with the 
aforementioned size dependence encountered in composite material experiments (e.g. Fleck 
and Hutchinson, 1997; Shu and Fleck, 1999; Shu and Barrlow, 2000; Busso et al., 2000; 
Bassani, 2001; Xue et al., 2002a), micro- and nano-indentation experiments (e.g. Nix and 
Gao, 1998; Shu and Fleck, 1998; Begley and Hutchinson, 1998; Gao et al., 1999b; Huang et 
al., 2000a, 200b; Yuan and Chen, 2001; Abu Al-Rub and Voyiadjis, 2004) as well as with the 
micro-bend and micro-twist experiments (Gao et al., 1999b; Aifantis, 1999; Tsagrakis and 
Aifantis, 2002). 
Although there has been a tremendous theoretical work to understand the physical role of 
the gradient theory, this research area is still in its critical state with numerous controversies. 
This is due to some extent to the difficulty in calibration of the different material properties 
associated with the gradient-dependent models, which is impossible for certain cases. But 
more importantly is the difficulty of carrying out truly definitive experiments on critical 
aspects of the evolution of the dislocation patterns and crack and void structures. Furthermore, 
it is believed that the calibration of the constitutive coefficients of a gradient-dependent model 
should not only rely on stress-strain behavior obtained from macroscopic mechanical tests, 
but should also draw information from micromechanical, gradient-dominant tests such as 
micro/nano-indentation tests, micro-bending tests, and/or micro-torsion tests accompained by 
metallographic studies and stereology based quantification methods using tomography 
images. Thus, the full utility of gradient-based models hinges on the ability to determine the 
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constitutive length parameter that scales the gradient effects. The work reported here aims at 
addressing and remedying this situation.  
At present, it appears that only micro- and nano-indentation hardness has been measured 
extensively by many experimentalists and found to exhibit strong size dependence as the 
depth of indentation approaches micron or sub-micron scale, while very limited experimental 
work has been conducted for studying the size effects encountered in micro-bending of thin 
beams and micro-torsion of thin wires. The study of Begley and Hutchinson (1998) indicated 
that indentation experiments may be the most effective test for measuring the length-scale 
parameter . The material properties of gradient theories cannot be effectively determined 
using a typical tension test where uniform deformation is encountered, while in indentation 
tests significant work hardening takes place due to severe and non-uniform plastic and 
damage deformation concentrated in the localized region directly below the indentation, 
outside of which the material still behaves elastically (Hill, 1950; Johnson, 1985). However, it 
appears that very few researchers have considered the identification of the material intrinsic 
length  of gradient-enhanced theories from measurements of indentation tests. Begley and 
Hutchinson (1998) inferred  from hardness experimental data for a number of materials and 
found  to lie with the range of 0.25-1 mµ , with the smallest values for the hardest materials. 
Nix and Gao (1998) estimated the material length scale parameter  from the micro-
indentation experiments of McElhaney et al. (1998) to be 12 mµ  for annealed single crystal 
copper and 5.84 mµ  for cold worked polycrystalline copper. Yuan and Chen (2001) proposed 
that the unique intrinsic material length parameter  can be computationally determined by 
fitting the Nix and Gao (1998) model from micro-indentation experiments and they have 
identified  to be 6 mµ  for polycrystal copper and 20 mµ  for single crystal copper. There 
have also been some experimental efforts to determine the material length  by micro-torsion 
and micro–bending tests of thin specimens. Based on Fleck et al. (1994) micro-torsion test of 
thin copper wires and Stolken and Evans (1998) micro-bend test of thin nickel beams, the 
material length parameter is estimated to be 4 mµ  for copper and 5 mµ  for nickel. Aifantis 
and his co-workers (1999, 2002) gave an estimate for  by fitting Fleck et al. (1994) and 
Stolken and Evans (1998) experiments as 3.9 4.9 mµ−  for copper and  6.5 15.6 mµ−  for 
nickel. Furthermore, Wang et al. (2003) presented a theoretical analysis of different micro-
bend test specimens in order to show their suitability for the determination of intrinsic 
material length in strain gradient plasticity theory. Their analysis confirms the findings of 
Stolken and Evans (1998).  
In considering the microstructure with localization zones, the gradient-dependent behavior 
is expected to become important once the length-scale associated with the local deformation 
gradients become sufficiently large as compared with the controlling microstructural feature 
(e.g. mean spacing between inclusions relative to the inclusion size when considering a 
microstructure with dispersed inclusions, size of the plastic process zone at the front of the 
crack tip, the mean spacing between dislocations, the grain size and/or grain boundary 
thickness in polycrystalline materials, etc.). Thus, one major issue in strain-gradient plasticity 
is the determination of the intrinsic material length that scales with strain gradients. Recently, 
Voyiadjis et al. (2003a, 2003b) developed a general thermodynamic framework for the 
analysis of heterogeneous media that assesses a strong coupling between rate-dependent 
plasticity and anisotropic rate-dependent damage. They showed that the variety of plasticity 
and damage phenomena at small-scale level dictates the necessity of more than one length 
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parameter in the gradient description. They tend to express these material length measures in 
terms of macroscopic measurable material parameters. Similar phenomenological expressions 
have been assumed by Aifantis and co-authors (Konstantinidis and Aifantis, 2002; Tsagrakis 
and Aifantis, 2002). Nevertheless, an initial attempt has been made recently to relate  to the 
micro-structure of a material. Based on the Taylor model in dislocation mechanics, Nix and 
Gao (1998) identified  as 2 /SL b , where SL  is the average spacing between SSDs at plastic 
yield, and b  is the modulus of the Burgers vector. Abu Al-Rub and Voyiadjis (2004) found  
to be proportional to SL  and derived an evolution equation for  as a function of temperature 
and strain-rate. Section 7.2 focuses on identifying the material intrinsic length parameter  in 
plasticity gradient theories through establishing a bridge between the plasticity at the 
micromechanical scale with the plasticity at the macromechanical scale. A constitutive 
framework is formulated using a micromechanical model that assesses a nonlinear coupling 
between statistically stored dislocation and geometrically necessary dislocation densities. The 
employed micromechanical model, which is based on the Taylor’s hardening law, is used to 
link the strain-gradient effect at the microscopic scale with the stress-strain behavior of an 
equivalent continuum with homogenized plastic deformation at the macroscopic level. This 
constitutive framework yields expressions for the deformation-gradient-related intrinsic 
length-scale parameter  in terms of measurable microstructural physical parameters.  
Moreover, we present in Section 7.3 a method for identifying the material intrinsic length 
parameter from micro and nano-indentation tests using both spherical and pyramidal (e.g. 
Berkovich and Vickers) indenters. However, despite the fact that the indentation size effect 
(ISE) has been reported by many well-reputed experimental groups, there are still points of 
controversy in addressing this type of size effects. This study also shed some insight on 
interpretation of the ISE encountered in micro- and nano-hardness results from spherical and 
pyramidal indenters. By considering the GNDs generated by a conical indenter, Nix and Gao 
(1998) developed a relation that suggests a linear dependence of the square of the micro-
hardness to the inverse of the indentation depth. Swadener et al. (2002) utilized the basic 
precepts given by Nix and Gao (1998) for a conical indenter and developed an ISE model for 
spherical indenters which suggests a linear dependence of the square of the micro-hardness to 
the inverse of the diameter of the indenter. Therefore, Nix and Gao (1998) interpreted the ISE 
as an increase in the hardness values with decreasing in the depth of indentation, while 
Swadener et al. (2002a) showed a dependence of hardness on the diameter of the indenter 
rather than on the depth of indentation. This controversy in interpreting the ISE is successfully 
explained in this work. Furthermore, recent micro- and nano-indentation results show that the 
Nix and Gao and Swadener et al. models predictions deviate from the experimental results at 
small depths in the case of Berkovich and Vickers indenters (Lim and Chaudhri 1999; Saha et 
al. 2001) and at small diameters for the case of spherical indenters (Swadener et al. 2002a). 
Modification of the Nix and Gao and Swadener et al. models is proposed in this work in order 
to solve this deviation.  
In Section 7.4, by combining indentation size effect relations developed for both spherical 
and pyramidal indenters, we find a correlation between the measured hardness from both 
indenter geometries. This correlation is corroborated by previous experiments on iridium 
(Swadener et al., 2002a) and oxygen free copper (Lim et al., 1998, 1999).   
In addition, there are indications that a constant value of the material length-scale is not 
always realistic and that different problems could require different values. The change in 
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length-scale magnitude is physically sound since the continuous modification of material 
characteristics with time. In section 7.5 different expressions are proposed for the evolution of 
the length scale parameter with the course of deformation history. 
 
7.2 Analytical Determination of the Plasticity Length-Scale 
 
7.2.1 Hardening at the Macroscopic Scale 
 
Many researchers tend to write the weak form of the non-local conventional effective 
plastic strain ( p ), the conjugate variable of the plasticity isotropic hardening, in terms of its 
local counterpart ( p ) and corresponding high-order gradients (η ). However, the coupling 
between p  and η  was presented in many different mathematical forms. The following 
modular generalization of p  can be defined as follows: 
 
 ( ) ( )1 2 3
1
p f p gγ γ γη = +   (7.1) 
 
where  is a length parameter that is required for dimensional consistency and whose role 
will be examined in detail later in this paper. f  is a function of the effective plastic strain p  
and ( )g η  is the measure of the effective plastic strain gradient of any order. The 
superimposed hat denotes the spatial non-local operator. 1γ , 2γ , and 3γ  are phenomenological 
material constants, termed here as interaction coefficients, which are introduced in order to 
assess the sensitivity of the predictions to the way in which p  and η  are coupled. The work 
of Aifantis and his co-authors (see for example Aifantis, 1984, 1987; Zbib and Aifantis, 1988; 
Mühlhaus and Aifantis, 1991 and references quoted therein) falls within ( )g η η=  and 
1γ =  2γ =  3 1γ = . Two distinct expressions for the gradient term η  were proposed by Aifantis 
and his co-workers:  
 
 || || .p p pη = =∇ ∇ ∇   (7.2) 
and 
 2c pη = ∇  with c=  (7.3) 
 
where ∇  and 2∇  are, respectively, the forward gradient and Laplacian operators. The latter 
form has been used by de Borst and his co-workers and by many others in solving the 
localization problem (see for example de Borst and Mühlhaus, 1992; de Borst et al., 1993; de 
Borst and Pamin, 1996; and references quoted therein).  
A different strain-gradient plasticity theory of Cosserat type has been introduced by Fleck 
and co-workers (see for example Fleck et al., 1994; Fleck and Hutchinson, 1993, 1997, 2001; 
and references quoted therein). This type of strain-gradient theory falls within ( )g η η=  
and 1γ =  2γ =  3 2γ =  with η  expressed as  
 
 261
 1 2 3iik jjk ijk ijk ijk kjic c cη η η η η η η= + +  (7.4) 
 
The third-order tensor η  ( ijk jikη η= ) is defined as the second gradient of displacement u , 
such that = ∇∇η u , or alternatively defined as the first gradient of the plastic strain pε , such 
that p= ∇η ε  or , , ,
p p p
ijk ki j kj i ij kη ε ε ε= + − . 1c , 2c , and 3c  are material coefficients that scale the 
three quadratic invariants for the incompressible third order tensor η , which are determined 
by matching a series of distinct dislocation models consisting of plane strain bending, pure 
torsion, and two-dimensional axisymmetric void growth (Gao et al., 1999a, 1999b) which 




η η η=  (7.5) 
 
Smyshlyaev and Fleck (1996) and Fleck and Hutchinson (1997, 2001) have shown that the 










= ∑  (7.6) 
with 
 1(1) 5 ( )
S S S S
ijk ijk ij kpp ik jpp jk ippη η δ η δ η δ η= − + +  (7.7) 
 
 1(2) 6 ( 2 )ijk ikp jlm lpm jkp ilm lpm ijk jki kije e e eη η η η η η= + + − −  (7.8) 
 
 1 1(3) 6 5( 2 ) ( )
S S S
ijk ikp jlm lpm jkp ilm lpm ijk jki kij ij kpp ik jpp jk ippe e e eη η η η η η δ η δ η δ η= − − + − − + + +  (7.9) 
 
where ijδ  is the Kronecker delta, ijke  is the permutation tensor, and 
S
ijkη  is the fully symmetric 





ijk ijk jki kijη η η η= + +  (7.10) 
 
Fleck and Hutchinson (1997, 2001) showed that the effective strain gradient defined in Eq. 











= ∑  (7.11) 
where  
 2 21 2 3c c= + ,  
12 2
2 2 32c c= − ,   and  
5 12 2
3 1 2 32 4c c c= + −  (7.12) 
 
Substituting  1 0c = , 2 1 4c = , and 3 0c =  as reported in Gao et al. (1999a, 1999b) gives: 
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 11 2 3 2= = =  (13) 
 
The mechanism-based strain-gradient (MSG) plasticity theory and the Taylor-based 
nonlocal theory (TNT) of plasticity by Gao and his co-workers, which are based on the work 
of Fleck and his co-workers, correspond to the case of 1γ =  3 2γ =  and 2 1γ =  (see for 
example Nix and Gao, 1998; Gao et al., 1999a; Huang et al., 2000a; Gao and Huang, 2001; 
Hwang et al., 2002; and references quoted therein). Those types of strain-gradient theories 
have been used by many authors to solve the problem of size effects encountered in a variety 
of problems of mechanical behavior at small scales, including the strengthening of twisted 
wires of reducing diameter, the strengthening of bended beams of reducing thickness, particle 
reinforced composites, microelectromechanical systems (MEMS), indentation, crack tips, and 
void growth (see for example Begley and Hutchinson, 1998; Stolken and Evans, 1998; Saha 
et al., 2001; Gao et al., 1999a, 1999b; Huang et al., 2000b; Gao and Huang, 2001; Guo et al., 
2001; Chen and Wang, 2002b; Konstantinidis and Aifantis, 2002; Xue et al., 2002a, 2002b, 
2002c; Wang et al., 2003; Hwang et al., 2003; and references quoted therein). 
However, for simplicity, we will assume in this work that ( )f p p= , ( )g η η= , and 
1γ =  2γ =  3γ =  γ  (Fleck and Hutchinson, 1997; Begley and Hutchinson, 1998), such that p  




p p γ γγ η = +   (7.14) 
 
where γ  is the interaction coefficient. Eq. (7.14) ensures that p  →  p  whenever p η>>  
and that p  →  η  whenever p η<< . Two values of γ  are generally investigated in the 
literature: (a) 1γ =  which corresponds to a superposition of the contributions of the local 
plastic strain and the higher-order gradients of the plastic strain to the flow stress; and (2) 
2γ =  which, since the effective plastic strain scales with the norm of the plastic strain tensor, 
corresponds to a superposition of the effective plastic strain of the two types of local and non-
local parts. 
The homogenous flow stress fσ  without the effect of deformation gradients can be 
identified, in general, as follows (e.g. Nix and Gao 1998; Huang et al. 2000; Yuan and Chen 
2001): 
 
 ( )f o f pσ σ=  (7.15) 
 
where oσ  is a measure of the yield stress in uniaxial tension. For the majority of ductile 
materials, the function f  can be written as a power-law relation (e.g. Fleck and Hutchinson, 
1997; Kucharski and Mroz, 2001; Hwang et al., 2002), such that: 
 
 ( ) 1 mf p p=  (7.16) 
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where 1m ≥  is the hardening exponent which can be determined from a simple uniaxial 
tension test or indentation test. 
 
7.2.2 Hardening at the Microscopic Scale 
 
Two possible micromechanical models can be used for expressing the hardening at the 
micro-scale. Both are different in the way in which the statistically stored dislocations (SSDs) 




The critical shear stress that is required to untangle the interactive dislocations and to 
induce a significant plastic deformation is defined as the Taylor flow stress. The Taylor 
hardening law that relates the shear strength to the dislocation density has been the basis of 
the mechanism-based strain gradient (MSG) plasticity theory (e.g. Nix and Gao, 1998; Gao et 
al., 1999a; Huang et al., 2000a). It gives a simple description of the dislocation interaction 
processes at the microscale (i.e. over a scale which extends from about a fraction of a micron 
to tens of microns). One method to enhance the coupling between SSDs and GNDs is to 
assume that the they are linearly summed such that the overall shear flow stress, fτ , is 
expressed as follows (e.g. Ma and Clarke, 1995; Poole et al., 1996; Nix and Gao, 1998): 
 
 f TGbτ α ρ=  (7.17) 
 
where α  is an empirical constant usually ranging from 0.1 - 0.5 (Ashby, 1970), G  is the 
shear modulus, b  is the magnitude of the Burgers vector, and Tρ  is the total dislocation 
density due to different types of dislocations that cause material hardening. 
Many authors tend to express the total dislocation density, Tρ , as a linear sum of the SSD 
density, Sρ , and GND density, Gρ , (e.g. Ashby, 1970; Stelmashenko et al., 1993; DeGusman 
et al., 1993; Fleck et al., 1994; Ma and Clarke, 1995; Nix and Gao, 1998; etc), such that: 
 
 T S Gρ ρ ρ= +  (7.18) 
 
Other couplings between Sρ  and Gρ  are possible. Fleck and Hutchinson (1997) proposed that 
Tρ  can be expressed as the harmonic sum of Sρ  and Gρ , such that: 
 
 2 2T S Gρ ρ ρ= +  (7.19) 
 





µµ µρ ρ ρ = +   (7.20) 
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where µ  is a constant that can be interpreted as a material parameter similar to the γ  constant 
in Eq. (7.14). It is obvious from Eqs. (7.14) and  (7.20) that  µ  and γ  are related to each 
other. Furthermore, the above expression ensures that Tρ  →  Sρ  whenever G Sρ ρ<<  and 
that Tρ  →  Gρ  whenever S Gρ ρ<< . 
The tensile flow stress fσ  is related to the shear flow strength through the Taylor factor 




f f T S GZ Z Gb Z Gb
µµ µσ τ α ρ α ρ ρ = = = +   (7.21) 
 
where fσ  is equivalent to the effective stress, and the Taylor factor Z  acts as an isotropic 
interpretation of the crystalline anisotropy at the continuum level (Gao et al., 1999b); 3Z =  
for an isotropic solid and 3.08Z =  for FCC polycrystalline metals (Taylor, 1938; Bishop and 




Another approach to form the coupling between SSDs and GNDs is to assume that the 
overall shear flow stress, fτ , has two components; one arising from SSDs, Sτ , and a 
component due to GNDs, Gτ . The following general functional form for fτ  is then chosen as 





ββ βτ τ τ = +   (7.22) 
 
where β  is considered as a material constant, termed the interaction coefficient, and used to 
assess the sensitivity of predictions to the way in which the coupling between the SSDs and 
GNDs is enhanced during the plastic deformation process. Sτ  and Gτ  are given by the 
Taylor’s hardening law as follows: 
 
 S S S SGbτ α ρ=  (7.23) 
 
 G G G GGbτ α ρ=  (7.24) 
 
where Sb  and Gb  are the magnitudes of the Burgers vectors associated with SSDs and GNDs, 
respectively, and Sα  and Gα  are statistical coefficients which account for the deviation from 
regular spatial arrangements of the SSD and GND populations, respectively. For an 
impenetrable forest, it is reported that 0.85Sα ≈  (Kocks, 1966) and 2.15Gα ≈  (Busso et al., 
2000). 
This general form ensures that τ  →  Sτ  whenever S Gτ τ>>  and that τ  →  Gτ  whenever 
S Gτ τ<< . Two values of β  are generally investigated in the literature: (a) 1β =  which 
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corresponds to a superposition of the contributions of SSDs and GNDs to the flow stress (e.g. 
Columbus and Grujicic, 2002); and (b) 2β =  which, since the flow stress scales with the 
square root of dislocation density, corresponds to the superposition of the SSD and GND 
densities (e.g. Busso et al., 2000). Moreover, Eq. (7.22) constitutes the non-local 
micromechanical plasticity constitutive model due to the presence of GNDs. It is also 
imperative to emphasize that the validity of the Taylor relationship, Eq. (7.23) or (7.24), has 
been verified by numerous theoretical and experimental studies (see e.g. Hirsch, 1975). 
Therefore, we may indeed use it as a starting point.  
Expressing Eq. (7.22) in terms of Eqs. (7.23) and (7.24) yields a general expression for the 










β βατ α ρ ρ
α
  
 = +  
   
 (7.25) 
 
Alternatively, Eq. (7.25) can be redefined in terms of an equivalent total dislocation density, 












β αρ ρ ρ
α
  
 = +  




 f S S TGbτ α ρ=  (7.27) 
 
Using the basic functional form of the Taylor relationship as shown by Eq. (7.27), we 
devise different ways of coupling the SSD and GND densities under Tρ ; however, all are 
special cases of Eq. (7.26). For instance, Tρ  can be expressed as a linear sum of Sρ  and Gρ  
(Eq. (7.18)). Eq. (7.26) reduces to this case when S Gα α= , S Gb b= , and 2β = . Another 
possible coupling between the SSD and GND densities is presented in Eq. (7.19). Eq. (7.26) 
reduces to this case when S Gα α= , S Gb b= , and 4β = . Moreover, Eq. (7.20) can be obtained 
from Eq. (7.26) by setting S Gα α= , S Gb b= , and 2β µ= . Thus, all the mentioned 
possibilities of coupling between SSDs and GNDs are special cases of the general form in Eq. 
(7.26). 
The tensile flow stress fσ  is related to the shear flow strength through the Taylor factor Z  
(Eq. (7.21)), such that: 
 
 f f S S TZ Z Gbσ τ α ρ= =  (7.28) 
 
Both Models (Model-I in Eq. (7.21) and Model-II in Eq. (7.28)) are identical when 
S Gα α α= = , S Gb b b= = , and 2β µ= . Therefore, Model-II in Eq. (7.28) will be used to 
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build the link between the plasticity hardening at the macroscale and the hardening at the 
macroscale. This bridging will be demonstrated by the aid of the gradient-dependent theory in 
the following section.   
 
7.2.3 Bridging the Gap Between the Macro- and Microscale Hardening 
 
Generally, it is assumed that the total dislocation density, Tρ , represents the total coupling 
between the two types of dislocations which play a significant role in the hardening 
mechanism. Material deformation enhances dislocation formation, dislocation motion, and 
dislocation storage. Dislocation storage causes material hardening. As was previously 
outlined, SSDs are generated by trapping each other in a random way, while GNDs are stored 
in order to maintain the deformation compatibility within the polycrystalline metal. The 
presence of GNDs causes additional storage of defects and increases the deformation 
resistance by acting as obstacles to the SSDs and mobile dislocations. The SSDs are created 
by homogenous strain and are related to the plastic strain, while the GNDs are related to the 
curvature of the crystal lattice or to the strain gradients (Kroener, 1962; Ashby, 1970). Plastic 
strain gradients appear either because of geometry of loading and boundary conditions or 
because of inhomogeneous deformation in the material. Hence, GNDs are required to account 
for the permanent shape change. The non-local effective plastic strain in Eq. (7.14) is intended 
to measure the total dislocation density that accounts for both: dislocations that are 
statistically stored and geometrically necessary dislocations induced by the strain gradients 
(Gao et al., 1999b, Fleck and Hutchinson, 2001).   
However, since uniaxial tension tests exhibit homogenous deformation, Eq. (7.15) cannot 
be used to describe applications where the non-uniform plastic deformation plays an 
important role (e.g. twisting, bending, deformation of composites, micro- or nano-indentation, 
etc.). Eq. (7.15) cannot then predict the size dependence of material behavior after 
normalization, which involves no internal material length-scales. Consequently, Eq. (7.15) 
needs to be modified in order to be able to incorporate the size effects. This can be effectively 
done by replacing the conventional effective plastic strain measure p  by its corresponding 





f o p l
γγγσ σ η = +   (7.29) 
 
where fσ  can also be set equal to the effective or equivalent stress 3 / 2eff ij ijσ σ σ′ ′=  in case 
of the von-Mises type plasticity or 3 / 2eff ij ij kkσ σ σ ασ′ ′= +  in case of a Drucker-Prager 
plasticity ( ijσ ′  denotes the deviatoric component of the stress tensor ijσ ). 
The above strain gradient law, Eq. (7.29), exactly matches the Fleck-Hutchinson (1997) 
phenomenological law in the case of a single material length scale with γ  taken to be 2, but 
can be generalized to any arbitrary number larger than 1 without destroying the basic 






η χ χ=  (7.30) 
 
where ijχ  is the so-called curvature tensor (Fleck and Hutchinson, 1993) which is related to 




eχ η=  (7.31) 
 
Moreover, the Fleck and Hutchinson theory considers the strain gradients as internal 
degrees of freedom and requires thermodynamic work conjugate higher-order stresses, which 
need additional boundary conditions to be imposed. However, the proposed model in Eq. 
(7.29) gives an alternative framework which could model size-dependent plasticity without 
higher-order stresses or additional boundary conditions, so as to preserve the essential 
structure of classical plasticity. This approach has the advantages that it is simpler overall and 
can be easily implemented into existing finite element codes. 
It is imperative to note that the non-local effects associated with the presence of local 
deformation gradients at a given material point are incorporated into Eq. (7.28) through GND 
density (Busso et al., 2000). Thus, Eq. (7.28) constitutes the non-local micromechanical 
plasticity constitutive model. Moreover, at the microscale, where dislocation densities are 
used as the appropriate variables to describe plastic flow, the introduction of higher-order 
gradient terms in the conventional continuum mechanics (i.e. Eq. (7.29)) has led to the 
bridging of the gap between conventional continuum theories and micromechanical models. 
Eqs. (7.28) and (7.29) imply that plasticity is the macroscopic outcome from the combination 
of many dislocation elementary properties at the micro and mesoscopic scale. These two 
equations, therefore, represent the link of microscale plasticity to the macroscopic plasticity. 
The effective use of this link will be demonstrated in what follows. 
Arsenlis and Parks (1999), Gao et al. (1999a, 1999b), and Huang et al. (2000a) showed 
that gradients in the plastic strain field are accommodated by the GND density, Gρ , so that 




ρη =  (7.32) 
 
They showed that this expression allows η  to be interpreted as the deformation curvature in 
bending and the twist per unit length in torsion. r  is the Nye factor introduced by Arsenlis 
and Parks (1999) to reflect the scalar measure of GND density resultant from macroscopic 
plastic strain gradients. For FCC polycrystals, Arsenlis and Parks (1999) have reported that 
the Nye factor has a value of 1.85r =  in bending and a value of 1.93r =  in torsion. The Nye 
factor emphasizes the increased concentration of GNDs by affirming that the dislocation 
density accumulated in a grain at a certain strain is higher once the grain size decreases, which 
is inherent to the increased inhomogeneous deformation (i.e., strain gradients) within the grain 
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and the accompanying decreasing mean free path of the dislocations (Arsenlis and Parks, 
1999). The Nye factor is an important parameter in the predictions of the gradient plasticity 
theories as compared to the experimental results (Gao et al., 1999b).        
With the aid of Eq. (7.29), which expresses the flow stress in the macroscale, along with 
the Taylor’s hardening law, Eq. (7.28), in the microscale, we derive an analytical expression 
for the material intrinsic length  for isotropic hardening gradient plasticity as a function of 
the physical microstructural parameters. However, in order to do that a relation between the 
effective plastic strain ( p ) and the density of SSDs is required. During plastic deformation, 
the density of SSDs increases due to a wide range of processes that leads to production of new 
dislocations. Those new generated dislocations travel on a background of GNDs which act as 
obstacles to the SSDs. If SL  is the average distance traveled by a newly generated dislocation, 
then the rate of accumulation of strain due to SSDs scales with S S Sp L b ρ∝ . Bammann and 
Aifantis (1982) defined the plastic shear strain, pγ , as a function of the mobile dislocation 
density. However, a similar relation can then be assumed for the evolution of Sρ  in terms of 
pγ  for proportional loading (Abu Al-Rub and Voyiadjis, 2004), such that: 
 
 p S S Sb Lγ ρ=  (7.33)  
 
where SL  is the mean spacing between SSDs. Furthermore, Bammann and Aifantis (1982) 
generalized the plastic strain in the macroscopic plasticity theory, pε , in terms of the plastic 
shear strain, pγ , and an orientation tensor, M , as follows: 
 
 p pij ijMε γ=  (7.34) 
 
where M  is the symmetric Schmidt’s orientation second-order tensor. In expressing the 
plastic strain tensor at the macro level to the plastic shear strain at the micro level, an average 
form of the Schmidt’s tensor is assumed since plasticity at the macroscale incorporates a 
number of differently oriented grains into each continuum point (Bamman and Aifantis, 1982, 
1987). Moreover, average values are used for the magnitude of the Burgers vector, Sb , and 
the mean spacing between SSDs, SL .  
The flow stress fσ  is the conjugate of the effective plastic strain variable p  in macro-





ij ijp ε ε=  (7.35) 
 
Hence, utilizing Eqs. (7.33) and (7.34) into Eq. (7.35), we write p  as a function of SSDs as 
follows: 
 
 S S Sp b L Mρ=  (7.36) 
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which is referred to as the Orowan-like equation (Abu Al-Rub and Voyiadjis, 2004), where 
2 : 3M = M M  can be interpreted as the Schmidt’s orientation factor. It is clear from Eq. 
(7.36) that the Burgers vector and the dislocation spacing are two physical length measures 
which control plastic deformation.  
 Substituting Gρ  and Sρ  from Eqs. (7.32) and (7.36), respectively, into Eq. (7.28), yields 






S G G s
f S
S S S
b b L M rZ G p
L M b
ββ
β ασ α η
α
  
 = +  
   
 (7.37) 
 
Comparing Eq. (7.37) with Eq. (7.29) yields the following relations: 
 




σ α=                                           (7.38) 
 
with the intrinsic material length-scale  expressed as follows: 
 
SL=       where       ( ) ( )
2
G S G Sb b M rα α=                            (7.39) 
 
The phenomenological measure of the yield stress in uniaxial tension, oσ , and the 
microstructure length-scale parameter, , are now related to measurable physical parameters. 
Therefore, the form and magnitude of  depends on the dominant mechanism of plastic flow 
at the scale under consideration. It appears from Eq. (7.39)1 that the size effect and its 
implications on the flow stress and work-hardening is fundamentally controlled by dislocation 
glide. Also, the mapping between micro and macro plasticity results in 2γ β= , which is 
rational for the following reason. A possible coupling between Sρ  and Gρ  was presented as 
T S Gρ ρ ρ= +  with 2β = , and that Gρ  and Sρ  are linear in the gradient of the plastic strain 
(Eq. (7.32)) and the plastic strain (Eq. (7.33)), respectively. We conclude then that an 
appropriate scalar measure of hardening is given by Eq. (7.14) with 2 1γ β= = . Moreover, 
another possible coupling between Sρ  and Gρ  can be expressed as 
2 2 2
T S Gρ ρ ρ= +  with Sρ  
and Gρ  are obtained from Eqs. (7.33) and (7.32), respectively. Hence, we conclude that the 
hardening law (Eq. (7.29)) is appropriately expressed with 2 2γ β= = . Furthermore, the 
condition 2m =  is not unreasonable for some materials (Nix and Gao, 1998), particularly for 
some annealed crystalline solids. However, the origin of this condition, as it is concluded 
from the mathematical setup of Eqs. (7.28) and (7.29), comes out from the assumption that the 
Taylor’s flow stress is directly proportional to the square root of the dislocations density (i.e. 
2
f Tbτ ρ∝ ), which can be rewritten as 
1 m
Tρ  with 2m = . More generally, we assume that 
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2 1( ) mf Tbτ ρ∝  with 1m ≥ . This is not the subject of this work, but further study needs to be 
carried out to show the importance of this generalization. 
Moreover, by substituting SL M  from Eq. (7.38)3 into Eq. (7.39) we obtain a relation for 














It is imperative to mention that based on the Taylor relationship, Nix and Gao (1998) have 
identified  as the square of SSD spacing over the Burgers vector, i.e. 2SL b= , which shows 
that the length scale is proportional SL  as appears in Eq. (7.39). Therefore, SL  is the main 
physical measure that controls the evolution of the length scale in gradient plasticity theory. In 
terms of the macroscopic quantities, this length scale was given as 2( / )fb G σ= , which is 
similar to Eq. (7.40). Moreover, we note that Eq. (7.40) implies that the length-scale 
parameter may vary with the strain-rate and temperature for a given material for the case 
( , )o o p Tσ σ= , where 2 3
p p
ij ijp ε ε= . However, for most metals, the yield stress increases 
with the strain rate and decreases with temperature increase. This causes  to decrease with 
increasing strain-rates, but to increase with temperature decrease (Abu Al-Rub and Voyiadjis, 
2004).     
If we assume that the micro-mechanical hardening law is as presented in Eq. (7.28) with 
3.08Z = , we simply show that the length scale parameter in Eq. (7.39) or Eq. (7.40) can be 
written as 










For 0.5M =  and 2r =  then SL= , where SL  is the plasticity microstructural length scale. 
Moreover, if we set 3.08Z = , 0.3α = , 0.225b nm= , / oG σ = 100, then 3.8 mµ=  which is a 
physically sound value in the range of micrometers as reported by many authors in the 
material science committee. 
 
7.3 Identification of the Length-Scale from Hardness Experiments 
 
It is well-known by now that the micro- or nano-indentation hardness of metallic materials 
displays strong size effect. Indentation tests at scales on the order of a micron or a submicron 
have shown that measured hardness increases significantly with decreasing indent size. This 
has been attributed to the evolution of geometrically necessary dislocations associated with 
gradients. Next we present a simple procedure to identify the intrinsic material length 
parameter that scales the effect of GNDs using both spherical and pyramidal (Berkovich and 
Vickers) indenters.   
Tabor (1951) and Atkins and Tabor (1965) showed in their experiments that the elasto-
plastic material response in tensile testing could be correlated to the response in spherical (or 
Brinell) indentation. The fundamental parameters for indentation tests are: the force applied to 
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the indenter P , the residual contact radius of indentation pa , the contact pressure (hardness) 
2
pH P aπ= , the permanent indentation depth ph , the total indentation depth h , the residual 
indentation profile diameter pD , and the indenter geometry (i.e. the sphere diameter D ). The 
unloading process in the indentation experiment is most important for the proper specification 
of these geometric parameters. Thus, ph  and pa  should be used as measurable data in the 
hardness H  calculation as well as the residual indentation profile diameter pD D>  when 
using spherical indenters. 
In the following we will show a physically-based identification procedure for 
determination of the material length scale parameter  from hardness results.  
 
7.3.1 Using Spherical Indenter 
  
Consider now the indentation by a rigid sphere, as shown schematically in Figure 7.1. We 
assume that the density of geometrically necessary dislocations is integrated by the geometry 
of the indenter and the indentation is accommodated by circular loops of GNDs with Burgers 
vectors normal to the plane of the surface. We also assume that the densities of statistically 
stored dislocations and geometrically necessary dislocations are coupled as proposed by Eq. 
(7.26). Use is made of the simple model of GNDs developed by Stelmashenko et al. (1993), 
DeGuzman et al. (1993), Nix and Gao (1998), and Swadener et al. (2002) to determine the 
density of GNDs evolved under a spherical indenter. The present development follows to 
some extent the approach of Nix and Gao (1998) and Swadener et al. (2002). As the spherical 
indenter is forced into the surface of a single crystal, GNDs are required to account for the 
permanent shape change at the surface. Of course SSDs, not shown in Figure 7.1, would also 
be created and they would contribute to the deformation resistance. 
In early hardness experiments, it was concluded that the relation between the hardness, H , 
and the permanent indentation depth, ph , follows a power law. Making use of this 
observation, Tabor (1951) specified the mapping from the hardness-indentation depth curve 
( H h−  curve) to the tensile stress-plastic strain curve ( pσ − ), such that we can assume the 
following: 
 











where κ  is the Tabor’s factor of 2.8κ =  and c  is a material constant with a value of 0.4c =  
(Atkins and Tabor, 1965), while corresponding numerical results from Biwa and Storakers 
(1995) are: 3.07κ =  and 0.32c = . More generally a value between a 0.342c =  to 0.376 has 
been determined by Johnson (1985) for a strain-hardening coefficient from 1m =  to infinity. 
The relations in Eq. (7.42) were used by many authors (e.g. Robinson and Truman, 1977; 
Tangena and Hurkx, 1986; Oliver and Pharr, 1992; Huber and Tsakmakis, 1999; Kucharski 
and Mroz, 2001; Caceres and Poole, 2002) for determining the stress-strain response on the 
basis of spherical indentation tests. However, it should be remarked that the above reported 
numerical values for κ  and c  are appropriate only for work-hardened ductile materials and 
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for relatively large indentation depths (Lim and Chaudhri, 1999). Over the last ten years, the 
Tabor’s Eqs. (7.42) are extensively taken into reconsideration (see e.g. Shen and Chawla, 
2001; Caceres and Pool, 2002; and the references quoted therein). Nevertheless, we may take 
them as a starting point. 
It can be assumed that the spherical indenter is approximated by a paraboloid, and the 
indentation profile in the unloaded configuration can be described by (e.g. Biwa and 








= −    for  0 pr a≤ ≤  (7.43) 
 
where ph , pa , and pD  are measured in the unloaded configuration, which are characterized 
as the residual values after unloading. By taking the slope of Eq. (7.43) and comparing it with 
Figure 7.1, we can easily show that: 
 
Figure 7.1 Axisymmetric rigid spherical indenter. Geometrically necessary dislocations 
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Arrangement of GNDs in the w-direction













=  (7.44) 
 
where GL  is the mean spacing between individual slip steps on the indentation surface 
corresponding to the GND loops. Note that the individual dislocation loops of GNDs are 
being unequally spaced along the surface of the indentation. The dislocation loops are closely 
spaced near the indenter tip and the spacing between them increases as we move faraway 
from the tip of the indenter (i.e. 1/GL r∝ ). This agrees well with the experimental 
observations made by Chiu and Ngan (2002) who reported that the nucleation and evolution 
of GNDs are maximum at the tip of the indenter. If λ  is the total length of the injected loops, 
then between r  and r dr+  we have: 
 
 




λ π π= =  (7.45) 
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Moreover, the dislocation evolution during indentation is primarily governed by a large 
hemispherical volume V  defined by the contact radius pa  around the indentation profile. We 





V aπ=  (7.47) 
 
so that the density of geometrically necessary dislocations becomes 
 
 2G
G pV b D
λρ = =  (7.48) 
 
This relation shows that Gρ  underneath the spherical indenter is not a function of the 
indentation depth h  (or equivalently the contact radius), contrary to that of a sharp, conical 
indenter. This confirms the recent find by Swadener et al. (2002a) and Gerberich et al. (2002).  
Now considering the results derived from Model-II, the substitution of Eq. (7.37) into Eq. 
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 = +  
   
  (7.49) 
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Moreover, we can define the macro-hardness oH  as the hardness that would arise from 
SSDs alone in the absence of strain gradients, such that (Nix and Gao, 1998): 
 
 o S S S SH Z Z Gbκτ κα ρ= =  (7.50) 
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 (7.51) 
 
The density of SSDs ( Sρ ) can be obtained by substituting Eqs. (7.42)2 and (7.39) into Eq. 













=  (7.52) 
 
Making use of Eqs. (7.48) and (7.52) into Eq. (7.51), we now write the micro-hardness for 









ββ   
= +        
 (7.53) 
 
where *a  is given as: 
 
 *a ς=          with       2
cr
ς =    (7.54) 
 
Substituting Eq. (7.52) into Eq. (7.50) along with Eq. (7.40), we obtain a simple relation to 







κσ=  (7.55) 
 
The above equation matches to a large extent the hardness expression (the Meyer hardness 
(Tabor, 1996)) proposed first by Hill et al. (1989), and modified later by Field and Swain 
(1993), Adler and Dogan (1997), and Kucharski and Mroz (2001). Hill et al. (1989) provided 
a complete analysis of the sphere indentation problem for a non-linear elastic material 
satisfying the power law 1 moσ σ ε= , where ε  is the total strain, and demonstrated that the 



















Eq. (7.56) reduces to Eq. (7.55) when 2m = . A correction of Eq. (7.56) for elastic-plastic 
spherical indentation problem (i.e. materials satisfying the power-hardening law 1 mo pσ σ= ) 
was proposed by Field and Swain (1993), where they measured the contact radius pa  in Eq. 
(7.56) at the level of the undeformed surface. A different correction was provided by Adler 
and Dogan (1997) in order to account for variation of the indentation curvature during 
unloading, where pD  in Eq. (7.56) was specified in the unloaded configuration and the 
variation of pa  was neglected. However, Kucharski and Mroz (2001) considered the 
measurement of both pa  and pD  in the unloaded configuration. Moreover, Eq. (7.56) is 
usually used to identify the material parameters oσ  and m  by measuring the variation of oH  
with respect to pa . Using a log( )oH  - log( )p pa D  plot of Eq. (7.56), a linear diagram is 
obtained and its slope specifies the value of 1/m and its intercept is 1log( )m ocκ σ . 
 
• Interpretation of the Indentation Size Effect 
 
It is noted that both Eqs. (7.53) and (7.56) in addition to 2pH P aπ=  are functions of the 
residual contact radius, pa . Therefore, Eq. (7.53) cannot be used alone to characterize the 
indentation size effect (ISE) noticed in hardness experiments with spherical indenters. 
However, Lim and Chaudhri (1999), Tymiak et al. (2001), and Swadener et al. (2002a) have 
shown experimentally that for indentation of material with spherical indenters of few microns 
tip radii, the indentation hardness systematically increases with residual contact radius pa  and 
decreases with the residual indentation profile diameter pD . Lim and Chaudhri (1999) and 
Swadener et al. (2002a) tend to attribute the ISE to the different hardness values obtained for 
different spheres at the same value of the normalized contact radius p pa Dω =  (or 
equivalently at fixed effective plastic strain p cω= ). Therefore, for the same contact radius, a 
smaller sphere penetrates to a greater depth than a larger sphere. This crucial experimental 
fact suggests that Hill et al. (1989) relation given by Eq. (7.56) characterizes the macroscopic 
hardness and does not incorporate the effect of strain gradients; thus, it cannot be used to 
interpret the ISE. Xue et al. (2002b) confirmed Tymiak et al. (2001) and Swadener et al. 
(2002b) experimental results by conducting a numerical study using the mechanism-based 
strain gradient (MSG) plasticity theory of Gao et al. (1999a) and Huang et al. (2000a). The 
numerical results showed the decrease and increase of indentation hardness with increasing 
residual contact radius pa  for a fixed geometry of pyramidal and spherical indenters (i.e. for a 
fixed spherical indenter’s diameter D  and a fixed conical indenter’s angle θ ), respectively. 
Therefore, by substituting p pa Dω=  into Eq. (7.53), we obtain a relation that can 










ββ   
= +        
 (7.57) 
 
where *D  is a material specific parameter that characterizes the size dependence of the 
hardness and depends on the indenter geometry as well as on the plastic flow, such that it is 
given by: 
 






=  (7.59) 
 
and the macro-hardness oH  is given by  
 
 1 1m mo oH cκ σ ω=  (7.60) 
 
It is worth to mention that if 2β =  in Eq. (7.57), we retain the relation recently proposed 
by Swadener et al. (2002a), where they expand the Nix and Gao (1998) framework to include 
a wide variety of indenter shapes. Moreover, the characteristic form for the size dependence 
of the hardness presented by Eq. (7.57) gives a straight line when the data are plotted as 
( / )oH H
β  versus 2pD
β−  for a given ω . The intercept of this line is 1 and the slope is 2*D β . 
Moreover, Eq. (7.58) shows that *D  is a linear function of the length-scale parameter . 
Thus, *D  is a crucial parameter that characterizes the indentation size effect and its accurate 
experimental measure using spherical indenters yields a reasonable value for the material 
intrinsic length parameter as will be shown later in this section. oH , 
*D , and β  are thus the 
material properties used to obtain the hardness predictions. 
As we suggested earlier, Eq. (7.53) or Eq. (7.57) can be used to calibrate the length scale 
parameter  from spherical indentation tests provided that the contact radius pa  and the 
indentation profile of diameter pD  are specified in the unloaded configuration. However, 
from an experimental point of view, the indentation depths in the loaded and unloaded 
configurations, h  and ph , are usually measured in the spherical indentation tests for a given 
indentation load P  and spherical indenter diameter D , while the contact radius pa  is very 
difficult to measure. Thus, in order to be able to use Eq. (7.53) we need first to calculate the 
residual contact radius pa  from the measurable parameters h  and ph . Moreover, we need to 
specify the residual contact radius pa  in order to estimate the micro-hardness 
2
pH P aπ=  and 
the macro-hardness oH  in Eq. (7.53) for a spherical indenter. As such, it is desirable to find a 
relationship between the indentation depths h  and ph  and the contact radius pa . There are 
many geometric relationships available in the literature that are used to estimate pa . A review 
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of these relationships is given by Kucharski and Mroz (2001). This relationship, however, 
should be a function of the material properties since smaller yield strains and higher 
hardening exponents generally imply larger amounts of material flow, and hence, larger 
contact size (Begley and Hutchinson, 1998). For this purpose, we adopt the relations that were 
recently proposed by Kucharski and Mroz (2001) in order to calculate pa  and pD  in the 
unloaded configuration in terms of the measured parameters h  and ph , such that: 
 















where D  is the diameter of the spherical indenter and 2q  is a constant (mostly of the order of 
1.0) dependent only on the exponent m  and is defined by Tabor (1951) as follows: 
 




− =  + 
 (7.62) 
 
It has been argued by Swadener et al. (2002a) and Xue et al. (2002b) that the ISE for a 
spherical indenter is not related to the depth of indentation ph . Xue et al. (2002b) also 
suggested that the macro-hardness ( oH ) and the micro-hardness ( H ) increase with the 
contact radius pa . However, this is only valid for a fixed indenter diameter D  and not for a 
fixed ω , where the latter illustrates the ISE in spherical indentation as suggested above (i.e. 
different hardness values for different spheres). The substitution of pD  from Eq. (7.61) into 
Eq. (7.57) yields a relation that shows the depth dependence of micro-hardness on the 
indentation depth at a specific effective plastic strain p  (or equivalently at fixed ω ), in 









ββ   
= +        
 (7.63) 
 
where *h  is given as: 
 
 *h ζ=          with       2
2
crq
ωζ =    (7.64) 
 
Eq. (7.63) agrees with the finding of Stelmashenko et al. (1993), DeGuzman et al. (1993), Ma 
and Clarke (1995), Pool et al. (1996), McElhaney et al. (1998), Nix and Gao (1998) and many 
others followed (see the introduction), who showed that the indentation hardness obtained 
using a conical or pyramidal indenters increases with decreasing indentation depth ph . 
Moreover, this result agrees well with the experimental results of Tymiak et al. (2001) who 
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showed for different spherical tip radii of few microns the decrease in indentation hardness 
with indentation depth for (100) aluminum.  
To emphasize the above result, we easily show that the GND density ( Gρ ) nucleated and 
evolved underneath a spherical indenter (Eq. (7.48)) decreases with increasing the indentation 
depth ph  for a constant ω . By substituting pD  from Eq. (7.61) into Eq. (7.48) with 







G pq b h
ωρ =  (7.65) 
 
This qualitatively agrees well with the expression derived by Nix and Gao (1998) for the 
density of GNDs nucleated underneath a conical indenter ( 23 tan 2G G pb hρ θ= ) where θ  is 
the angle of indented surface that remains constant (for sharp constant angle indenters like a 
Berkovich or Vickers) similar to ω  for the spherical indenter, such that tan p ph aθ =  and 
p pa Dω = . Note that the superimposed bar designates data associated with a 
conical/pyramidal indenter. 
 
7.3.2 Using Conical/Pyramidal Indenter 
 
Following Begley and Hutchinson (1998), the indentation profile in the unloaded 
configuration can be described by: 
 
 ( ) ( )tan pw r r hθ= −   for  0 pr a≤ ≤  (7.66) 
 
where ph  is the indentation depth, θ  is the angle between the surface of the conical indenter 
and the plane of the surface. This angle is related to the indentation depth ph  and the radius of 
the contact area of the indentation pa  by tan p ph aθ = (see Figure 7.2). Both ph  and pa  are 
measured in the unloaded configuration and characterized as the residual values after 
unloading. The superimposed bar is used in the rest of this paper to distinguish the 
conical/pyramidal indenter parameters from those of the spherical indenter. 
If we assume that the individual dislocation loops of GNDs as being spaced equally along 










=  (7.67) 
 
where s  is the mean spacing between individual slip steps on the indentation surface. If L  is 
the total length of the injected loops, then between r  and r dr+  we have: 
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 dd 2 2 dp
G p
hrL r r r
s b a
π π= =  (7.68) 
 










π= =∫  (7.69) 
       
Moreover, it is assumed that the dislocation evolution during indentation is primarily 
governed by a large hemispherical volume V  that scales with the contact radius pa  around 
the indentation profile. We can then assume that all the injected loops remain within the 




V aπ=  (7.70) 
 






ρ θ= =  (7.71) 
 
Moreover, Based on the assumption of a self-similar deformation field (e.g. Hill et al., 
1989; Biwa and Storakers, 1995), it was shown by using the conical/pyramidal indenter that 
the displacement is proportional to the indentation depth ph . Based on this observation, Xue 
et al. (2002b) showed from numerical experiments that the strain field should depend only on 
the normalized indentation depth, /p ph a , and the normalized position ( x a , y a , /z a ), 
Figure 7.2 Axisymmetric rigid conical indenter. Geometrically necessary dislocations created 














where x , y , and z  are the Cartesian coordinates such that we assume that the effective 













where c  is a material constant on the order of 1.0 (Xue et al., 2002b).  
Considering Eqs. (7.72), (7.36), and (7.39), yield the following expression for the 












=  (7.73) 
 
Moreover, we can define the macro-hardness from pyramidal indenter oH  as in Eq. (7.50). 
Therefore, substituting Eqs. (7.71) and (7.73) into Eq. (7.51) with H H=  and o oH H= , a 
relation between the micro-hardness, H , the macro-hardness, oH , and the length-scale 









ββ   
= +        
 (7.74) 
 
where oH  and 
*h  are given as follows: 
 
 ( )11 tan mmo oH cκσ θ=  (7.75) 
 
 *h ζ=    with    3 tan
2c r
ζ θ=  (7.76) 
The characteristic form for the depth dependence of the hardness presented by Eq. (7.74) 
gives a straight line when the data are plotted as ( / )oH H
β  versus 2h β− , with an intercept of 
1 and a slope of * 2h β . The length-scale parameter * /h ζ=  can then be calculated using Eq. 
(7.76)1, where ζ  is determined in terms of the shape of the conical indenter (i.e. tanθ ) and 
the material properties (i.e. r  and c ) which are known. Therefore, by using Eq. (7.74) to fit 
the hardness experimental data obtained from indentation tests, we can simply compute the 
intrinsic length-scale parameter that characterizes the size effects using Eq. (7.76). 
By setting 2β =  in Eq. (7.74), we retain the relation originally proposed by Nix and Gao 
(1998), where they found a linear dependence of the square of the micro-hardness, 2H , to the 
inverse of the indentation depth, 1/ ph . Nix and Gao (1998), also, suggested that 
*h  and oH  
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are dependent and related through * 2 2 2(81 2) tan ( )S oh b G Hα θ= . Their relation, thus, gives 
a similar argument to that of Eq. (7.76) which suggests that *h  is dependent on the shape of 
the indenter as well as on the material property. Furthermore, Yuan and Chen (2001) modified 
the Nix and Gao (1998) relation by introducing another empirical term * 2( )hς  that is 
subtracted from the right hand side of Eq. (7.74) with 2β = , where *ς  is another material 
parameter that depends on both material property and the indenter geometry. However, they 
showed numerically that the effect of this additional parameter ( *ς ) is generally much smaller 
than *h  and it can be neglected in many cases. c  is a material constant on the order of 1.0 
which estimates the effective plastic strain under the conical/pyramidal indenter as 
( )p pp c h a=  tanc θ=  (Johnson, 1970; Tymiak et al., 2001; Xue et al., 2002b). Note that for 
a constant angle pyramidal indenter θ , p ph a  is constant, which implies that the plastic strain 
is independent of depth. However, p ph a  is not constant for spherical indenters as it is for 
perfectly sharp ones. Thus, unlike the spherical indenter, several conical or pyramidal 
indenters have to be used in order to determine the whole plastic behavior of the material. 
This emphasizes again the above suggestion that in order to characterize the ISE in hardness 
experiments by spherical indenters, the ratio of p pa Dω =  should be fixed or, equivalently, 
p cω=  should be constant; that is, setting the plastic strain to be independent of the sphere 
size. By doing this, we draw an analogy of the ISE in spherical indentation similar to that in 
conical/pyramidal indentation.     
Moreover, we can easily obtain a similar relation to Eq. (7.53) for conical or pyramidal 









ββ   
= +        
 (7.77) 
 
where *a  is given as: 
 
 *a ς=          with       3
2c r
ς =    (7.78) 
 
The expression in Eq. (7.77) shows that the pyramidal indentation hardness H  increases with 
decreasing the contact radius pa  (i.e. GNDs decreases with increasing contact radius, 
3 tan 2G G pb aρ θ= ). This result agrees well with the experimental observations for sharp 
indenters with constant indenter angle such as the Berkovich and Vickers indenters (e.g. Lim 
and Chaudhri, 1999; Tymiak et al., 2001; Gerberich et al., 2002; Swadener et al., 2002b, 
Elmustafa and Stone, 2002, 2003).      
As a result of the above discussion, the analogy between the ISE observed in micro- and/or 
nano-hardness experiments by conical/pyramidal and spherical indenters is shown in Table 
7.1. Note that the row before last in Table 7.1 shows that we can characterize the ISE by 
 282
using *1 /o pH H h h= +  (i.e for 2β = ) for either the micro-hardness or the nano-hardness, 
but not for both. This is called the bilinear ISE as noted for aluminum and alpha brass by 
Elmustafa and Stone (2002, 2003) for hardness results obtained using a pyramidal indenter. 
Elmustafa and Stone (2002, 2003) observed that when 2 *( / ) 1 /o pH H h h= +  is used to fit the 
experimental results, the data at deep indents (micro-hardness) exhibits a straight-line 
behavior, whereas for shallow indents (nano-hardness) the slope of the line severely changes, 
decreasing by a factor of 10, resulting in a bilinear behavior. However, the relation in the last 
row of Table 7.1 has been used successfully by Abu Al-Rub and Voyiadjis (2004) to fit both 
micro- and nano-hardness values (i.e. for deep and shallow indents, respectively) obtained 
using pyramidal indenters. Different positive values of β  for different materials have been 
used to fit the data. We believe that β  is a material property that contributes as an 
“interaction coefficient” which assesses the proper coupling between the SSD density ( Sρ ) 
and the GND density, Gρ , (see Eq. (7.26)) during indentation or, equivalently, the coupling 
between the effective plastic strain, p , and its gradient, η , (see Eq. (7.14)). This coupling 
cannot be simply linear (i.e. obstacles of a similar strength) as advocated by many authors 
(e.g. Kocks et al., 1975; Ma and Clarke, 1995; Poole et al., 1996; Nix and Gao, 1998). Similar 
argument has been made by Fleck and Hutchinson (1997), Begley and Hutchinson (1998), 
Stolken and Evans (1998), and Zaiser and Aifantis (2003). However, no attempt has been 
Table 7.1 Indentation size effect (ISE) in conical/pyramidal and spherical indenters. 
 
Property Conical/Pyramidal Indenter * Spherical Indenter 
 
ISE [Hardness ↑ ↔  depth ↓ ] fixed θ  or p  fixed ω  or p  
Effective plastic strain, p  ( / ) tanp pp c h a c θ= =  ( / )p pp c a D cω= =  
Effective plastic strain gradient, η  23 tan / 2 prhη θ=  
2 22 / pq rhη ω=  
Length-scale parameter, * /h ζ=  3 tan / 2crζ θ=  22 / q crζ ω=  
Macro-hardness, oH  1 1(tan )m mo oH cκσ θ=  
1 1( )m mo oH cκσ ω=  
Micro- or nano-hardness, H  
(Bilinear ISE) 
*1 /o pH H h h= +  
*1 /o pH H h h= +  
Micro- and nano-hardness, H  * 21 ( / )o pH H h h
ββ= +  * 21 ( / )o pH H h h
ββ= +  
* Note that the superimposed bar, which is used to distinguish conical parameter from 
spherical, has been removed. 
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made until now to study the effect of β  on solving the size effect problems with the aid of 
the gradient theory.    
It should also be stated here that the above interpretation of the ISE is based on the 
evolution of the GNDs, while from time to time in the literature; several important factors in 
experiments (e.g. interfacial friction, indenter pile-up or sink-in, loading rate, oxidation layer, 
etc.) have been though to be responsible for the ISE. Excellent review of these factors is given 
by Xue et al. (2002b). However, careful experimental studies have excluded these factors 
from being completely responsible for the ISE (Xue et al., 2002b).  
 
7.3.3 Identification of the Length-Scale 
 
• Using Spherical Indenter 
 
The above identification theory is first applied to the micro- and nano-indentation results 
obtained by Swadener et al. (2002a) for spherical indentation of annealed iridium. The contact 
radii pa  were measured by atomic force microscopy (AFM). The spherical indentation was 
conducted using 14, 69, 122, 318, and 1600 mµ  spheres for which plots of the mean values of 
hardness versus the normalized contact radius ( p pa Dω = ) were presented. The plots 
showed a monotonic increase in hardness with increasing ω . However, the experimental 
results showed a decrease in hardness with increasing pD  at the same value of ω  and thus at 
the same value of the effective plastic strain (since p cω= ). This illustrates the ISE as 
proposed by Eq. (7.57) for spherical indenters. 
It is worth to mention that all the experiments used here in identifying the length-scale 
parameter were conducted at room temperature. Furthermore, it was also reported that no 
damage occurred in the material beneath the indenter such that the measured micro- and nano-
hardness data provides a true measure of the plastic properties of the material. Micro- and 
nano-hardness thus provide a convenient tool for the identification of the plasticity intrinsic 
material length-scale, provided damage is avoided.  
Following the procedure proposed above for identification of the material length 
parameter, the hardness results obtained from micro- and nano-indentation tests can be 
displayed as a plot of ( / )oH H
β  versus 2pD
β−  such that the slope of the resulting straight line 
is 2*D β  (see Eq. (7.57)). Figure 7.3 shows the ISE for 0.025ω =  (1% effective plastic strain) 
for the five spherical tips. In this figure a comparison of the present model with the Swadener 
et al. (2002) model is also shown. It is obvious that the present model with 0.9oH GPa= , 
0.85β = , * 52D mµ=  (different than 2β =  and * 500D mµ=  of Swadener et al., 2002, 
model) agrees well with the experimental results for small and large spheres; while the 
Swadener et al.’s model overestimates the hardness at small values of pD  and it fits the data 
well for pD > 100 mµ . The dimensionless parameter 100ξ =  given by Eq. (7.59) for 0.4c = , 
0.025ω = , and 2r =  can now be used to estimate the material length parameter to be 
0.52 mµ=  using Eq. (7.58) with * 52D mµ= .        
The above identification procedure is also applied to the nano-indentation hardness results 
of Lim et al. (1998, 1999) for spherical indentation of polycrystalline annealed and work-
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hardened oxygen free copper (OFC). The projected contact areas of the nano-indentations 
were measured using AFM and were used for determining the nano-hardness values. The 
variation in the hardness with pa D  was determined using spherical indenters of diameters 
14, 60, 120, 400, and 1000 mµ . The value of pD  was not reported there, but is assumed here 
to be 1.1 D . Figure 7.4 shows the ISE for 0.025ω =  (1% effective plastic strain) for different 
spheres. The comparison of the present model (Eq. (7.57)) and the Swadener et al.’s model 
with the experimental results shows, once again, that the proposed model with β  having 
different values than 2 fits the results very well, while the Swadener et al.’s model 
overestimates the hardness values at small indentation diameters of 40pD mµ< . A plot of 
( / )oH H
β  versus 2pD
β−  using the present model is also shown in Figure 7.4. Two different 
sets of data have been used to fit the experimental results for OFC: 0.12oH GPa= , 0.88β = , 
* 79D mµ=  for annealed OFC and 0.87oH GPa= , 0.8β = , 
* 0.114D mµ=  for work-
hardened OFC. Note that oH  corresponds to the saturation value when the hardness H  does 
not change as the indentation size increases. Using 100ξ = , as determined above for annealed 
iridium, implies that 0.79 mµ=  and 1.14nm=  for annealed and work-hardened OFC, 
respectively. A summary of the fitting results is included in Table 7.2. 
As suggested by Eq. (7.39), the material length parameter is proportional to the mean 
spacing between the SSDs ( SL ) or equivalently to the density of the SSDs ( Sρ ). We may, 
therefore, question the difference between the estimated values of  for both annealed and 
Figure 7.3 Indentation size effect in annealed iridium measured with spherical indenters 
(Swadener et al., 2002a): comparison of experiments at 0.025ω =  ( 1%p = ) with the 
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work-hardened OFC although they are obtained at the same plastic strain value of 1%. 
However, we note that  for the work-hardened OFC is smaller than that for the annealed 
OFC. This indicates that the spacing between the SSDs is reduced in the heavily work-
hardened specimen due to the higher presence of prior dislocation density caused by the 
method of specimen preparation. Lim and Chaudhri (1999) reported that they cold-worked the 
OFC to a large strain value of approximately 60%. This means that the work-hardened 
specimen initially contains higher dislocation density, or equivalently smaller mean spacing 
between dislocations, and thus smaller material length parameter. The presence of prior 
dislocations, thus, affects the estimation of the material length parameter to yield higher 
hardness values. The shear stresses required to move dislocations in the work-hardened OFC 
will be higher than that required for the annealed OFC (owing to the interactions of nucleated 
dislocations with prior dislocations caused by work-hardening); thus, the nano-hardness of the 
latter is smaller than that of the former which is confirmed by the experimental results in 
Figures 7.4(a) and 7.4(b). Moreover, from compression tests of annealed and work-hardened 
OFC (Lim and Chaudhri, 1999), it is noticed that the work hardening results in an increase in 
the flow stress of 0.29 GPa for work-hardened OFC compared to the flow stress of the 
annealed OFC at 1% plastic strain. This indicates that materials with smaller  are harder, 
and require greater loads to create the same contact area. This is consistent with both the 
experimental behavior and anticipated behavior of the constitutive description, which dictates 
that the additional amount of hardening during deformation increases as  increases.  
Furthermore, the material length of work-hardened OFC is close to the conventional 
plasticity limit (i.e. 0= ), indicating that the size effect in work-hardened OFC is not 
significant as compared to that in annealed OFC. This is supported by the ISE results 
presented in Figure 7.4. At 1000pD mµ>  the measured hardness for the annealed OFC is still 
decreasing with increasing pD  and has not yet reached a plateau value corresponding to a 
macroscopic hardness ( oH ), whereas at 400pD mµ>  the measured hardness for cold-worked 
OFC reaches a value with no further decrease in hardness and corresponds to a macroscopic 
hardness of 0.87oH GPa= . Thus, for OFC with this degree of cold-work, very little 
additional work hardening occurs during indentation. This observation is also supported by 
the hardness results for the annealed iridium presented in Figure 7.3, where the value of oH  is 
somewhat overestimated. Even at 3500pD mµ> , the measured hardness is still decreasing 
with increasing pD  and has not yet reached a plateau value corresponding to oH . We can thus 
conclude that the size effect is more significant in annealed specimens than in cold-worked 
specimens. Therefore, the indentation size effect is expected to be influenced by prior 
dislocations and the additional work hardening that occurs during indentation, which is 
compensated for by using the interaction coefficient β . This is further elaborated in Section 
7.5. 
As shown in Figures 7.3 and 7.4, predictions from the Swadener et al. (2002) model 
overestimates hardness for small values of pD . This discrepancy can be largely corrected by 
changing the value of the interaction coefficient β , which is equal to 2 in Swadener et al. 
model. The interaction coefficient β  compensates for the proper coupling between the SSDs 
and GNDs during indentation. This coefficient may resolve a number of discrepancies if 
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Figure 7.4 Indentation size effect in oxygen-free copper (OFC) measured with spherical 
indenters (Lim et al., 1998, 1999): comparison of experiments at 0.025ω =  ( 1%p = ) with 
the proposed model and Swadener et al. (2002) model. (a) Annealed OFC. (b) Work-hardened 
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addressed properly. Therefore, the most likely source of impediment in the Swadener et al.’s 
model is due to the assumption that the SSD and GND densities are coupled in a linear sense 
(i.e. obstacles are of a similar strength). 
In addition, Nix and Gao (1998) interpreted the ISE as an increase in the hardness values 
with decreasing in the depth of indentation, while Swadener et al. (2002a) showed a 
dependence of hardness on the diameter of the indenter rather than on the depth of 
indentation. This controversy in interpreting the ISE is explained earlier in this work (see 
Table 7.1). It is shown that the ISE in spherical indenters can still be interpreted as an increase 
in hardness with decreasing indentation depth, or equivalently with increasing contact radius, 
which is given by Eqs. (7.63) and (7.53). This is clearly demonstrated in Figure 7.5 for the 
three sets of indentation data (obtained at 0.025ω = ) associated with annealed iridium, and 
annealed and work-hardened OFC. The experimental data in Figures 7.5(a) and 7.5(b) are 
fitted very well by the proposed model given by Eqs. (7.63) and (7.53) with 0.4c = , 2r = , 
1q = , and the corresponding  values are given in Table 7.2. With confidence, we may thus 
conclude that the ISE is interpreted as a decrease in the hardness with increase in the indent 
size for various indenter geometries.      
 
• Using Pyramidal/Conical Indenter 
 
All the experiments used here in identifying the length-scale parameter  were conducted 
at room temperature and using a Berkovich triangular pyramidal indenter for which the 
nominal or projected contact area varies as (McClintock and Argon, 1966): 
 
 2 224.5cA h aπ= =  (7.79) 
 
Using this relation together with tan p ph aθ =  yields: 
 
 tan 24.5 0.358θ π= =  (7.80) 
 
Following the method proposed by Nix and Gao (1998), the hardness results obtained from 
micro-indentation tests can be displayed as a plot of ( / )oH H
β  versus 2h β−  as shown for the 
Table 7.2 Values of the material length-scale parameter  from the fitted micro- and nano-
indentation experiments by using the spherical indenter. 
 
Spherical Indenter at 0.01p =  
Material β  
oH  (GPa) *D  ( mµ ) ζ   *D ζ= ( mµ ) 
Annealed Irridium  
(Swadener et al. 2002) 0.85 0.90 52.0 100 0.52
 
Annealed OFC 
(Lim et al. 1998, 1999) 0.88 0.12 79.0 100 0.79 
Work-hardened OFC 
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Figure 7.5 Indentation size effect in iridium and oxygen-free copper measured with spherical 
indenters (Lim et al., 1998, 1999; Swadener et al., 2002a): comparison of experiments at 
0.025ω =  ( 1%p = ) with the proposed model. (a) Hardness versus indentation depth (Eq. 

















  110 Single Crystal Ag
  100 Single Crystal Ag
Experimenta Data (Ma and Clarke 1995)
(H/340)2.12=1+(0.813/h)1.06
(H/361)1.9=1+(0.398/h)0.95
Figure 7.7 Comparison of the experimental results and the prediction of Eq. (7.74) to 
determine the intrinsic material length scale  for silver. 
Figure 7.6 Comparison of the experimental results and the prediction of Eq. (7.74) to 
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(111) single crystal copper and cold-worked polycrystalline copper in Figure 7.6, for (100) 
and (110) single crystals of silver in Figure 7.7, and annealed and work-hardened alpha brass 
in Figure 7.8. 
Table 7.3 shows the calculated values of  for the six sets of indentation data described by 
Eq. (7.74) in Figures 7.6, 7.7, and 7.8. The ζ  parameter is calculated by using Eq. (7.76)2 
assuming that 1.0c =  (Xue et al., 2002b) and the Nye factor 2r =  (Arsenlis and Parks, 
1999). The calculation of , however, depends strongly on the material parameters c  and r . 
The resulting values for the material intrinsic length-scale outlined in Table 7.3 are in the 
range of some micrometers, which confirms well with the observations of Nix and Gao 
(1998), Begley and Hutchinson (1998), Stolken and Evans (1998), and Yuan and Chen 
(2001). Moreover, we can note that  for the cold worked sample is smaller than the value for 
the annealed sample, indicating that spacing between statistically stored dislocations is 
reduced in the hardened-worked material. Similar result were reported by Nix and Gao 
(1998), and Stolken and Evans (1998). 
Lim and Chaudhri (1999) and Swadener et al. (2002) have conducted an experimental 
investigation of indentation size effect using pyramidal indenters on OFC and iridium, 
respectively. We can estimate the material length parameter  from those hardness results by 
following the procedure that is briefly outlined above (see Eqs. (7.74)-(7.76) and Table 7.1) 
and thoroughly described in Abu Al-Rub and Voyaidjis (2004) for identification of  
obtained from conical/pyramidal indentation tests. The hardness results obtained from nano- 














Experimental Data (Elmustafa and Stone 2002)
(H/1060)2.1=1+(0.604/h)1.05
(H/1325)2=1+(0.359/h)
Figure 7.8 Comparison of the experimental results and the prediction of Eq. (7.74) to 
determine the intrinsic material length scale  for alpha brass. 
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Figures 7.9 and 7.10. Also in these figures, plots of the present model as ( / )oH H
β  versus 
2
ph
β−   and the Nix and Gao (1998) model predictions are shown. The values of oH , 
*h , β  
used to fit the experimental results are shown in these figures. The prediction of our model 
agrees well with the micro- and nano-hardness data, while the Nix and Gao (1998) model 
prediction diverges significantly from the nano-hardness results for 1ph mµ< . This confirms 
that the inclusion of the interaction coefficient β  largely corrects the discrepancy in Nix and 
Gao’s model prediction. If an intrinsic lattice stress is included, as suggested by Qui et al. 
(2001), or an additional hardness term is added, as suggested by Swadener et al. (2002b), they 
provide only a marginal improvement of predictions of the Nix and Gao (1998) model.  
The dimensionless parameter 1.343ζ =  is calculated using Eq. (7.76)2 assuming that 
0.2c =  (corresponds to 7% effective plastic strain as reported by Johnson (1970)), the Nye 
factor 2r =  (Arsenlis and Parks, 1999), and tan 0.358θ =  (McClintock and Argon, 1966). 
The calculation of , therefore, depends strongly on the material parameters c  and r . The 
resulting values for the material intrinsic length-scale, outlined in Table 7.4, are in the range 
of sub micrometers. This confirms well with the observations of Begley and Hutchinson 
(1998), Nix and Gao (1998), Stolken and Evans (1998), and Yuan and Chen (2002). 
Moreover, we can note that  for the cold-worked sample is smaller than the value for the 
annealed sample, indicating that spacing between statistically stored dislocations is reduced in 
the hardened-worked material. However, it can be seen from Figures 7.10(a) and 7.10(b) that 
for low indentation depths of 150-200nm, the nano-hardness values of both the work-
hardened and the annealed OFC are almost the same (Lim and Chaudhri, 1999). This may 
indicate that at small indentation depths, the size of the nucleated dislocation cells (i.e. 
patterns), which can be assumed proportional to the mean free path of dislocations ( SL ), are 
Table 7.3 Calculation of the length-scale parameter  from the fitted micro-hardness data 
using conical indenter. 
 




   ( mµ ) 
ζ  
*h ζ=  
( mµ ) 
(111) single crystal Cu 




worked) 2.00 834 0.444 0.268 
1.66 
(5.84)1 (6.00)2 
(100) single crystal Ag 2.12 340 0.813 0.268 3.03 (0.34-0.39)3 
(110) single crystal Ag 1.90 361 0.398 0.268 1.49 (0.19-0.22)3 
Alpha brass (annealed) 2.10 1060 0.604 0.268 2.25 
Alpha brass (cold-worked) 2.00 1325 0.359 0.268 1.34 
 
1 Nix and Gao (1998)  2 Yuan and Chen (2001)  3 Begley and Hutchinson (2001) 
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the same for both work-hardened and annealed OFC. Hence, the length scale measures, which 
control the indentation size effect in both work-hardened and annealed OFC, at these small 
indents are expected to be the same. Thus, the shear stresses required for nucleation and 
expansion of these dislocation cells, or equivalently the nano-hardness values (Eq. (7.42)1), 
are the same. Also, at those indents the prior dislocation densities have little effect on the 
nano-hardness values or the material length parameter. However, for 200ph nm>  it can be 
seen from Figure 7.10 that the nano-hardness for both work-hardened and annealed OFC 
decreases gradually but, for all indentation depths, the nano-hardness of the worked-hardened 
OFC is larger than that of the annealed OFC. Accordingly, the length scale measures for both 
work-hardened and annealed OFC at 200ph nm>  are different. However,  for the latter is 
bigger than that of the former indicating that the interaction of the nucleated dislocation 
patterns with prior dislocations becomes significant. This suggests that the length scale 
parameter depends on the plastic strain level as suggested by Aifantis (1999) and Abu Al-Rub 
and Voyiadjis (2004), as well as on the prior dislocation density. This will be discussed 
thoroughly in Section 7.5.  
 It can be seen from the results presented in Figures 7.3-7.10 that as the indentation size 
becomes much larger than the material-length scale parameter, the gradient effects become 
smaller and the corresponding hardness does not exhibit any indentation size effect. 
Moreover, the linearity of the data when plotted as ( / )oH H
β  versus 2ph
β−  with different 
Figure 7.9 Indentation size effect in annealed iridium measured with a Berkovich indenter 
(Swadener et al., 2002a) and comparison of experiments with the proposed model and Nix 
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Figure 7.10 Indentation size effect in oxygen free copper (OFC) measured with ( ∆ ) Vickers 
and ( Ο ) Berkovich indenters (Lim et al., 1998, 1999) and comparison of experiments with the 
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values of β  implies that a linear addition law of Sρ  and Gρ  is inappropriate at the micro- 
and nano-scales. Recently, Zaiser and Aifantis (2003) adapted this simple linear addition law 
to derive a gradient plasticity law based on dislocation dynamics and concluded that GND 
density does not simply add up to the SSD density, which confirms our finding.  
 
7.4 Correlation of Hardness from Spherical and Pyramidal Experiments 
 
Hardening affects both the conical/pyramidal hardness and the spherical hardness, but in a 
different manner. Johnson (1970) has shown that the hardness measured by a Berkovich or a 
Vickers indenter corresponds to an effective plastic strain of 7% (i.e. at 0.07p = ), while the 
hardness values measured by spherical indenters are determined at an effective plastic strain 
of 1% (i.e. at 0.01p = ). However, a correlation of the indentation size effect measured with 
the two indenter geometries (spherical and conical/pyramidal) can be determined by equating 
the hardness values evaluated from each indenter. The purpose of this section is therefore to 
bring hardness values measured by a conical indenter into the range of a spherical hardness 
data. Therefore, we seek a relation between the diameter of a spherical indenter, pD , and the 
indentation depth of a conical/pyramidal indenter, ph . By requiring that the hardness 
measured by the spherical indenter (i.e. H  given by Eq. (7.57)) and that of a 
conical/pyramidal indenter (i.e. H  given by Eq. (7.74)) be the same, we can easily show that 
pD  and ph  are related as follows: 
 
 ( ) 2
2
2 * * 21p pD D h h
β ββ βχ χ
− − = − +   (7.81) 
 
where o oH Hχ =  is a macroscopic parameter expressed as the ratio of the spherical 
macroscopic hardness to that of the conical/pyramidal indenter. Note that the interaction 
coefficient β  is assumed to be the same for the two indenter geometries when the hardness 
value is the same (this assumption is concluded by fitting the proposed model with the 
experimental results in Figures 7.3 and 7.9 and Figures 7.4 and 7.10). Yet, Eq. (7.81) is not 
Table 7.4 Values of the material length-scale parameter  from the fitted micro- and nano-
indentation experiments by using pyramidal indenter. 
 
Pyramidal Indenter* at 0.07p =  
Material β  
oH  (GPa) *h  ( mµ ) ς   *h ς=  ( mµ ) 
Annealed Irridium  
(Swadener et al. 2002) 0.85 2.5 0.226 1.3 0.17 
Annealed OFC 
(Lim et al. 1998, 1999) 0.88 0.44 0.486 1.3 0.37 
Work-hardened OFC 
(Lim et al. 1998, 1999) 0.80 0.87 0.017 1.3 0.013 
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satisfactory in obtaining pD  from the measured ph  since a relation between 
*D  and *h  is 
required. 
The macroscopic parameter χ  can be obtained from Eqs. (7.60) and (7.75) along with the 
effective plastic strain which is given by p cω=  for the case of pyramidal indenters and 
tanp c θ=   for the case of spherical indenters, such that: 
 
 ( )1 mp pχ =  (7.82) 
 
p  and p  can also be expressed in terms of the SSD density, Sρ , by using Eq. (7.36). 
Furthermore, by assuming that the mean free path between SSDs ( SL ) is inversely 
proportional to the square root of the density of SSDs (i.e. 1S SL ρ∝ ) and making use of 
Eq. (7.39) in order to express SL  in terms of  or , we can write a relation between the 
material lengths of conical/pyramidal and spherical indenters,  and , respectively, as 
follows: 
 
 mχ −=  (7.83) 
 
Making use of Eqs. (7.58) and (7.59) for expressing  in terms of *D  (i.e. *D ξ= ) and 
Eqs. (7.76)1 and (7.76)2 for expressing  in terms of *h  (i.e. *h ζ= ) along with Eqs. 








 =  
 
 (7.84) 
   
By substituting *D  given by the above equation into Eq. (7.81), we obtain a relation that can 
be used to estimate pD  for a spherical indent from a measured ph  value of a 








ββ β βχ χ
ω
−
− −   = − +    
 (7.85) 
     
Hence, the above equation can be used to bring the hardness values measured with a 
pyramidal indenter into the range of the spherical data by knowing *h  and β  that are 
calibrated from the pyramidal hardness experimental data with the aid of Eqs. (7.74)-(7.76). 
Figure 7.11 shows this correlation for annealed iridium by using Eq. (7.85) and plotting the 
hardness measured by spherical indenters (Swadener et al., 2002a) at 0.025ω = . From Tables 
7.2 and 7.4, the values 0.4c = , 0.2c = , 0.85β = , 0.36χ = , and * 0.226h mµ=  are used to 
find the pD  value that corresponds to ph  measured by the Berkovich indenter. Moreover, the 
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proposed correlation agrees very well with the predictions of our model, Eq. (7.57), given 
* 52D mµ=  and 0.85β =  as listed in Table 7.2, which corroborates the proposed correlation. 
The above correlation, Eq. (7.85), is also applied to the results obtained by Lim et al. 
(1998, 1999) for spherical and pyramidal indentation of OFC, which were presented in 
Figures 7.4 and 7.10 for 0.025ω = . The values of the parameters to be used in Eq. (7.85) are 
as outlined in Tables 7.2 and 7.4 for both annealed and work-hardened OFC. It can be seen 
from Figure 7.12 that the proposed correlation brings the spherical and pyramidal indenter 
results into agreement. In addition, using the values of oH , 
*D , and β  for OFC from Table 
7.2, we show in Figure 7.12 that the hardness predicted by Eq. (7.57) agrees well with the 
correlated results. Note that the proposed model with the interaction coefficient β  agrees 
well with micro-hardness results, as well as with the nano-hardness results.  
 
7.5 On the Evolution of the Material Intrinsic Length-Scale 
 
It was noted from previous results, which are summarized in Table 7.2, that the hardest 
materials have the smallest values of ; the material intrinsic length of the work-hardened 
(hard) OFC is much smaller than that of the annealed (soft) OFC. A similar observation has 
been emphasized by Begley and Hutchinson (1998), Nix and Gao (1998), Stolken and Evans 
(1998), Yuan and Chen (2002), and recently by Abu Al-Rub and Voyiadjis (2004). In 
addition, the calibrated values of  from spherical indentation are different than those from 
Figure 7.11 Correlation of the indentation size effect in annealed irridium measured with a 
spherical indenter at 0.025ω =  ( ∆ ), correlated from a Berkovich indenter Eq. (7.85) (□) 
(data from Swadener et al., 2002a), and comparison of experiments with the proposed model 
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Figure 7.12 Correlation of the indentation size effect in oxygen-free copper (OFC) measured 
with a spherical indenter at 0.025ω =  ( ∆ ), correlated from Vickers (◊) and Berkovich (□) 
indenters Eq. (7.85) (data from Lim et al., 1998, 1999), and comparison of experiments with 
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pyramidal indentation.  was determined at a specific plastic strain level of 0.01 in the case of 
spherical indentation and 0.07 in the case of pyramidal indentation. However, it was found 
that  from spherical indentation are smaller than those from pyramidal indentation (see 
Table 7.2), except for those of work-hardened OFC that exhibits less ISE. This suggests that 
 generally decreases as the plastic strain level increases as was also assumed by Aifantis 
(1999) and Abu Al-Rub and Voyiadjis (2004). This reflects the decrease of the gradient 
influence with the increase of the effective plastic strain; corresponding to the gradual failure 
of microstructural plastic deformation carriers. Furthermore, this is consistent with the fact 
that the free slip distance SL  of dislocations decreases with hardness increase and that  is 
related to SL , which confirms the finding in Eq. (7.39) that reveals that  is proportional to 
SL . In fact, Gracio (1994) speculated that in copper, SL  decreases when the plastic strain 
increases and being equal to the grain size at the beginning of the deformation, and saturating 
towards values on the order of micrometer after a strain of only about 0.1. Moreover, Begley 
and Hutchinson (1998) showed that  has different values for different hardening exponents 
m . Stolken and Evans (1998) also showed that  does not change if m  is constant. Aifants 
and co-workers (1999, 2002) proposed a phenomenological relation for the gradient 
coefficient as a function of the plastic strain and m . The suggestions of these authors are 
confirmed by the results in the previous sections, where the results showed a dependence of  
on the plastic strain level, as well as on the hardening level. The hardening exponents are 
8.9m = , 2m = , and m → ∞  for the annealed iridium, annealed and work-hardened OFC, 
respectively. It can be seen from Table 7.2 that  is the highest for the annealed OFC, 
followed by that of annealed iridium, and finally that of work-hardened OFC. Thus, we 
conclude that as m  decreases  increases; that is, the material intrinsic length-scale increases 
as the amount of additional work-hardening after deformation increases.  
Gracio (1994) approximated the evolution of mean dislocation spacing SL  with the 











where d  is the grain size, and δ  is the external characteristic size. Thus, from Eq. (7.39)1, we 











It is worth noting that the above expression includes the case of a constant  when 0p = , 
such that  is proportional to the grain size d  (i.e. d=  when 0p = ). 
In order to confirm the above conclusions, the ISE can be plotted for different plastic strain 
levels (i.e. different values of p pa Dω =  if using the spherical indenter or of tan p ph aθ =  
if using the pyramidal indenter). Figure 7.13(a) shows the ISE for annealed iridium by 
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Figure 7.13 The indentation size effect in annealed iridium. (a) Measured with a spherical 
indenter at 0.025ω =  (□), 0.05ω =  (◊), 0.075ω =  ( ∆ ), 0.1ω =  (○) (data from Swadener et 
al., 2002), and comparison of experiments with the present model Eq. (7.57) (solid lines). (b) 
Variation of intrinsic material length-scale ( ) and the interaction coefficient ( β ) with the 








10 100 1000 10000










    0.02
    0.03








l  = 0.87exp(-60.8 p )







0 0.01 0.02 0.03 0.04 0.05












spherical indenters (Swadener et al., 2002a) for ω = 0.025, 0.05, 0.075, 0.1 (or for effective 
plastic strains of 0.01, 0.02, 0.03, 0.04, respectively), which are fitted by Eq. (7.57). With the 
aid of Eqs. (7.58) and (7.59), we can estimate  for each ω , such that the variation of  with 
the effective plastic strain is shown in Figure 7.13(b). Similarly, Figure 7.14(a) shows the ISE 
for annealed OFC by spherical indenters (Lim et al. 1998, 1999) for ω = 0.025, 0.05, 0.01, 
0.15 (or for effective plastic strains of 0.01, 0.02, 0.04, 0.06, respectively). The intrinsic 
material length-scale can then be assumed to decrease from an initial value o  at yield to a 
final value of 0→  at saturation (corresponds to the conventional plasticity limit) at a rate 
characterized by a constant coefficient 1k , such that: 
 
 ( )1expo k p= −  (7.88) 
 
This two-parameter function is thought to give enough freedom for the evolution of the 
material intrinsic length-scale, and is consistent with the experimental trends presented in 
Figures 7.13(b) and 7.14(b). The coefficient 1k  is characterized by the hardening exponent 
m . In addition, the case of a constant length-scale o=  at yield ( 0p = ) indicates that size 
effect is present even in the elastic domain, where o=  corresponds to the effect of prior 
dislocation density, which can be a combination of Sρ  and Gρ , that is nucleated during the 
specimen preparation. For instance, in tensile tests the decrease in the initial yield stress with 
size (Stolken and Evans, 1998) could be explained by the presence of initial gradients 
inherited in the material structure due to prior dislocation density, whose magnitudes are 
scaled by o . On the contrary, the phenomenological expression assumed by Aifantis (e.g. see 
Tsagrakis and Aifantis, 2002; Konstantinidis and Aifantis, 2002) for the gradient coefficient is 
proportional to (1 ) 1mp −  suggests that 0=  when 0p = , and consequently it cannot explain 
the size effect on the yield point. On the other hand, 1k  determines the rate at which the size 
effect starts to diminish toward the conventional plasticity limit. From Figures 7.13 and 7.14, 
it can be seen that 1k  depends on the work-hardening level in the material through the 
hardening exponent m , where 1k  for annealed iridium of 8.9m =  is bigger than that of 
annealed OFC of 2m = . Thus, 1k  increases as m  decreases. Moreover, it is worth to mention 
that Pamin (1994) showed that the dependence of  on the deformation level is necessary for 
the stability of the numerical implementation of the gradient-type theories. 
Similar argument to that of the length-scale parameter can be concluded for the interaction 
coefficient β , such that the following evolution can be assumed: 
 
 ( )2expo k pβ β= −  (7.89) 
 
Figures 7.13(b) and 7.14(b) show reasonable fits of the above expression to the calibrated 
values. It can be seen that the smaller the interaction coefficient β  the more significant the 
interaction between SSDs and GNDs. 
Moreover, the aforementioned conclusion in Section 7.3, which states that Eq. (7.39) or 
(7.40) implies that both the strain-rate effect and temperature variation are crucial to the 
 301
Figure 7.14 The indentation size effect in annealed oxygen-free copper. (a) Measured with a 
spherical indenter at 0.025ω =  (○), 0.05ω =  ( ∆ ), 0.1ω =  (□), 0.15ω =  (◊) (data from Lim 
et al., 1998, 1999), and comparison of experiments with the proposed model Eq. (7.57) (solid 
lines). (b) Variation of intrinsic material length-scale ( ) and the interaction coefficient ( β ) 
with the effective plastic strain ( p ), and comparisons with the corresponding Eqs. (7.88) and 
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reliability of the estimated length-scale parameter , motivates the following argument. Until 
the present neither a numerical investigation nor an experimental study has been carried out 
for the influence of strain-rate effect and temperature variation on the strain-gradient 
plasticity, or more specifically, on the size effect exhibited by the presence of geometrically 
necessary dislocations. For example, the plastic zone ahead of the crack tip will decrease with 
increasing yield stress, which for small scale yielding is of the order of microns. Therefore, 
the consideration of strain-rate effect and temperature variation on gradient plasticity, 
particularly in dynamic problems, becomes more necessary. Existing theories of gradient 
plasticity, however, have failed to explain such behavior. Eq. (7.39) or (7.39) show that  is 
not constant for a given material but is required to change as the flow stress in the absence of 
strain gradient changes. This is crucial for the classical viscoplasticity theory since it cannot 
predict size effect, too. Therefore, the consideration of the evolution of the material intrinsic 
length parameter with time, , in dynamic problems becomes more necessary. Moreover, 
there are indications that a constant value of the material length-scale is not always realistic 
and that different problems could require different values (see for example the work of 
Aifantis (1999) and Tsagrakis and Aifantis (2002)). Some authors argued the necessity of a 
length-scale parameter in the gradient theories that change with time in order to achieve an 
efficient computational convergence while conducting multiscale simulations (Pamin, 1994).  
The rate and temperature dependence of  for metal crystals can be explained by different 
physical mechanisms of dislocation motion. Taking the time derivative of the general relation 
for , Eq. (7.39), yields: 
 
 Sυ=  (7.90) 
 
where S SLυ =  is the average dislocation speed. In obtaining the above equation, it was 
assumed that the slip system does not change with time such that the time derivative of the 
Burgers’ vector magnitude b , the Schmidt’s orientation factor M , and the Nye factor r  is 
zero. We might think that this assumption is limiting in that plastic strains even in small 
deformation theory will cause a material rotation and then strain-gradients evolution, as stated 
by Eq. (7.30) which is taken from the work of Fleck and Hutchinson (1997). Therefore, such 
an assumption implies that there is no change in the geometrically necessary dislocations; 
thus, the absence of strain-gradient changes. However, this assumption is imperative since we 
need to study the effect of strain-rates and temperature variations on  such that  is not 
constant for a given material but is required to change as the flow stress in the absence of 
strain gradient changes (see Eq. (7.29)).  
Since plastic flow occurs by the motion of dislocations, the rate at which it takes place 
depends on how fast the dislocations move, how many dislocations are moving in a given 
volume, how much displacement is carried by each dislocation, and how much rotation each 
crystal undergoes. The theory of crystal dislocations shows that if a dislocation (in this case a 
statistically stored dislocation) is moving through rows of barriers formed by obstacle 
dislocations (in this case geometrically necessary dislocations), then its velocity can be 











where the total transient time of a dislocation is equal to the sum of the waiting time wt  spent 
at the obstacle and the travel time between obstacles tt . If the ratio /w tt t  increases then the 
strain-gradients become more important and the dislocation velocity Sυ , in Eq. (7.91), can be 
approximated by the expression 
 
 S SLυ ν=  (7.92) 
 
where 1/ wtν =  is the frequency of successful jumps or the rate at which the SSDs overcome 
the GNDs. This is defined from statistical considerations as follows (e.g. Bammann and 















where oν  is the fundamental vibrational frequency of the dislocation (considerably lower than 
the vibrational frequency of the atom), k  is the Boltzmann’s constant, T  is the absolute 
temperature, and U  is the activation energy which may depend not only on the applied 
thermal stress *σ  but also on the temperature and the internal structure. Expressions for the 
activation energy for various types of obstacles are given by Kocks et al. (1975), where a 












 = −  
   
 (7.94) 
   
Substitution of Eqs. (7.92), (7.93), and (7.94) into Eq. (7.90) along with Eq. (7.39) gives the 













     = − −        
 (7.95) 
 
This equation shows that  is temperature dependent. Moreover, it is well known that the 
flow thermal stress *σ  of most metallic materials increases with strain-rate, which also makes 
Eq. (7.95) strain-rate dependent. There are different empirical and physically based dynamic 
constitutive models that have been proposed to estimate the dynamic thermal flow stress *σ  
for metallic materials at high-strain rates, which incorporate strain, strain rate, temperature, 
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damage history, plastic strain rate history, dislocation dynamics, grain size, and other intrinsic 
variables (e.g. Johnson and Cook, 1985; Zerilli and Armstrong, 1987; Steinberg and Lund, 
1989; Meyers et al., 2002). These models can be combined with Eq. (7.95) to study the size 
effect phenomena in dynamic problems. Furthermore, when plasticity occurs (i.e. * *oσ σ= ),  
becomes oν=  where  is given as the estimate identified from micro-hardness results. 
Additional experimental measurements and numerical investigations are needed to fully 
verify the proposed procedure for the identification of the material intrinsic length-scale . 
Moreover, more studies are needed to identify the length-scale measures associated with the 
damage and fracture mechanisms. Therefore, no one yet may claim the final determination of 
the actual material intrinsic length-scale due to the lack of experimental procedures to do so 
and the lack of solid physical interpretations of the material intrinsic length-scale. Therefore, 
this is still an open question to researchers: What is the physical interpretation of the material 
intrinsic length-scale? 
In the next chapter we will discuss more the size effect problem and the physical nature of 
the length scale and its capability in predicting the size effects in microbending of thin films 









Material length scales or size effects (i.e. the dependence of mechanical response on the 
structure size) have been of great importance in many engineering applications. Moreover, the 
emerging area of nanotechnology exhibits important differences that result from continuous 
modification of material microstructural characteristics with changing size, whereby the 
smaller is the size the stronger is the response. There are many experimental observations 
which indicate that, under certain specific conditions, the specimen size may significantly 
affect deformation and failure of the engineering materials and it is required a length scale for 
their interpretation. An extensive review of the experimental observations of size effects has 
been summarized in Chapter 7. This dependence of mechanical response on size could not be 
explained by the classical continuum mechanics since no length scale enters the constitutive 
description. However, the gradient plasticity theory has been successful in addressing the size 
effect problem. This success stems out from the incorporation of a micro-structural length-
scale parameter in the governing equations for the material description. 
The gradient theory has been applied to interpret size-dependent phenomena including, 
shear banding, micro- and nano-indentation, twist wires, bending of thin films, void growth, 
crack tip plasticity, fine-grained metals, strengthening in MMC, multilayers, etc. However, 
the full utility of gradient-type theories in bridging the gap between modeling, simulation, and 
design of modern technology hinges on the ability to determine accurate values for the 
constitutive length-scale parameter that scales the effects of strain gradients. The study in 
Chapter 7 indicated that indentation experiments might be the most effective test for 
measuring the length-scale parameter . Other tests also have been used to determine . 
Based on Fleck et al. (1994) micro-torsion test of thin copper wires and Stolken and Evans 
(1998) micro-bend test of thin nickel beams, the material length parameter is estimated to be 
4 mµ=  for copper and 5 mµ=  for nickel. In Chapter 7 a dislocation mechanics-based 
analytical model of a solid being indented with a spherical or pyramidal indenter is proposed 
to obtain values for the length scale parameter. The values of  inferred from micro and 
nano-hardness results for a number of materials lies with the range of about 1/4 -5 mµ , with 
the hardest materials having the smallest values of . In spite of the fact of the crucial 
importance of the length-scale parameter in gradient theory, very limited work focused on the 
physical origin of this length-scale parameter. Therefore, the critical importance of the length-
scale parameter has not properly been dealt with in the literature until now. Based on the 
Taylor model in dislocation mechanics which incorporates a nonlinear coupling between the 
statistically stored dislocations (SSDs) and geometrically necessary dislocations (GNDs), it 
was found in Chapter 7 that  is proportional to the mean path of the dislocation ( SL ).  
However, it is questionable whether a unique value of the internal length scale can describe 
the size effect for different problems. There are indications that a fixed value of the material 
length-scale is not always realistic and that different problems could require different values 
(see for example the work of Aifantis (1999) and Tsagrakis and Aifantis (2002)). Moreover, 
the findings of Abu Al-Rub and Voyiadjis (2004) and Nix and Gao (1998) that the material 
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length scale is proportional with the mean free path suggests that the material length scale is 
not a fixed material parameter but changes with the deformation microstructure because of the 
variation of the mean free path with dislocations evolution. The change in length-scale 
magnitude is physically sound because of the continuous modification of material 
characteristics with deformation. Begley and Hutchinson (1998) showed that  has different 
values for different hardening exponents m . Stolken and Evans (1998) also showed that  
does not change if m  is constant. Abu Al-Rub and Voyiadjis (2004) showed a dependence of 
 on the plastic strain level, as well as on the hardening level. Tsagrakis and Aifantis (2002) 
and Zbib and Aifantis (2003) have used different values of the length scale parameter for 
copper material to fit the Fleck et al. (1994) micro-torsion test results and different values for 
nickel to fit Stolken and Evans (1998) micro-bend test results. Haque and Saif (2003) showed 
that the length scale parameter is not fixed and depends on the grain size. Some authors also 
argued the necessity of a length-scale parameter that changes with accumulated plastic strain 
in the gradient theories in order to achieve an efficient computational convergence while 
conducting multiscale simulations (e.g. Pamin, 1994).  
In this Chapter, we introduce a modified gradient-dependent plasticity model for ductile 
materials with a variable material length scale parameter in Section 8.2. This model assesses 
the sensitivity of predictions to the way in which the local and nonlocal parts of the gradient 
plasticity theory are coupled. In Sections 8.3-8.5, we use the current gradient plasticity models 
of Aifanits (Aifantis, 1984), Fleck-Hutchinson (Fleck and Hutchinson, 1993), and Gao (Gao 
et al., 1999a) to predict the experimentally obtained size effect in microbending of thin 
Annealed Nickel, LIGA Nickel and Aluminum beams and microtorsion of thin Copper wires. 
Moreover, in Section 8.6 we propose a semi-empirical expression for the length scale 
parameter as a function of plastic strain, grain size, and hardening exponent. We also show 
that the modified gradient plasticity model with a non-fixed length scale provides accurate 
predictions of the size effects in microbending of thin beams and microtorsion of thin wires. 
 
8.2 Modified Gradient Plasticity Theory 
 
In Chapter 7, we expressed the weak form of the non-local conventional effective plastic 
strain ( p ), the conjugate variable of the plasticity isotropic hardening, in terms of its local 
counterpart ( p ) and the corresponding high-order gradients (η ) as follows:  
 
 ( ) ( ) 2 31
1
n
np f p g
γ γγ η = +  
 (8.1) 
 
where  is a length parameter that is required for dimensional consistency and whose role 
will be examined in detail later in this Chapter. f  is a function of the effective plastic strain 
p  and ( )ng η  is the measure of the effective plastic strain gradient of any order. The 
superimposed hat denotes the spatial weak non-local operator. The power n  relates to the 
order of the gradient used to represent η  (i.e. if the first order gradient is used then 1n = ). 
Since the exact form of coupling between strain hardening and strain gradient hardening is not 
known, 1γ , 2γ , and 3γ  are assumed as phenomenological material constants, which are 
termed in Chapter 7 as interaction coefficients. These coefficients are introduced in order to 
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assess the sensitivity of the predictions to the way in which p  and η  are coupled. In Chapter 
7, we also showed that these interaction coefficients set the proper coupling between the 
statistically-stored dislocation density, which is proportional to the effective plastic strain p , 
and the geometrically-necessary dislocation density, which is proportional to the effective 
plastic strain gradient η . Moreover, it was shown that by incorporating these interaction 
coefficients in the gradient plasticity theory a refinement is introduced to the Nix and Gao 
(1998) and Swadener et al. (2002) indentation size effect models in predicting the hardness 
values from nano-indentation tests.  
The homogenous flow stress fσ  excluding the effect of deformation gradients can be 





f ref o pσ σ σ= +  (8.2) 
 
where refσ  is the initial yield stress in uniaxial tension, oσ  is a measure of the hardening 
modulus in uniaxial tension, and 1m ≥  is the hardening exponent. 
However, since uniaxial tension tests exhibit homogenous deformation with no strain 
gradients, Eq. (8.2) cannot be used to describe applications where the non-uniform plastic 
deformation plays an important role (e.g. twisting, bending, deformation of composites, 
micro- or nano-indentation, etc.). Eq. (8.2) cannot then predict the size dependence of 
material behavior after normalization, which involves no internal material length-scales. 
Consequently, Eq. (8.2) can be modified in order to be able to incorporate the size effects by 
replacing the conventional effective plastic strain measure p  by its corresponding non-local 
measure p  defined in Eq. (8.1), such that we consider a more general hardening relation: 
 




f ref o nf p g
γγγσ σ σ η = + +  
 (8.3) 
 
where fσ  can also be set equal to the effective or equivalent stress 3 / 2eff ij ijσ σ σ′ ′=  for the 
case of the von-Mises type plasticity or 3 / 2eff ij ij kkσ σ σ ασ′ ′= +  for the case of a Drucker-
Prager plasticity ( ijσ ′  denotes the deviatoric component of the stress tensor ijσ ).  
As stated in Chapter 7, we retained Aifantis gradient model from Eq. (8.3) (e.g. Aifantis, 
1984, 1987; Zbib and Aifantis, 1988; Mühlhaus and Aifantis, 1991; de Borst and Pamin, 
1996) if 1 1γ = , 2γ =  1, 3 1/ mγ = , 
1( ) mf p p= , and ( )n ng η η= . We retained Fleck-
Hutchinson’s gradient model (e.g. Fleck et al., 1994; Fleck and Hutchinson, 1993, 1997, 
2001) if 1 2mγ = , 2γ = 3 2γ = , 
1( ) mf p p= , and ( )n ng η η= . We also retained Gao’s 
gradient model (e.g. Nix and Gao, 1998; Gao et al., 1999a; Huang et al., 2000a; Gao and 
Huang, 2001; Hwang et al., 2002) if 1 2γ = , 2 1γ = , 3 2 mγ = , 
1( ) mf p p= , and 
( )n ng η η= . However, the proposed model in Eq. (8.3) is a clear departure from all the 
current gradient plasticity theories, which are based on the ideal assumption of all the 
obstacles being equally strong and equally spaced along a straight or curved contacting line. 
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However, the real situation in experiments suggests that the hardening law cannot be taken as 
a simple sum of the densities of statistically stored dislocations (SSDs) and geometrically 
necessary dislocations (GNDs). This has been the basis in proposing the model given by Eq. 
(8.1). 
In the following sections we will discuss some typical analytical solutions for simple 
geometries, in particular, bending of thin beams and torsion of thin wires. Moreover, the 
following expression for the nonlocal term in Eq. (8.3) will be used in obtaining these 
solutions, such that: 
 
 1( ) mf p p=  (8.4) 
and 
 ( ) 21 2n ng η η η= +         (8.5) 
 
where the effect of the first-order gradient 1 pη = ∇  and the second-order gradient 
2
2 pη = ∇  
of the effective plastic strain are incorporated as is outlined in Chapter 6. 
 
8.3 Bending of Thin Beams 
 
Stolken and Evans (1998), Shrotriya et al. (2003), and Haque and Saif (2003) performed 
bending tests of ultra-thin beams with different thicknesses and observed that the bending 
strength of beams significantly decreased with the beam thickness increase. This size effect 
cannot be explained using the classical plasticity theory which does not possess an intrinsic 
material length scale. In this section, we use the generalized gradient plasticity model to 
investigate the strength of thin beams in pure bending. For simplicity, we assume that the 
beam is under plane-strain deformation and is made of an incompressible solid. 
Let 1x  be the neutral axis of the beam and the bending occurs in the 1x - 2x  plane. The 
curvature of the beam is designated by κ , the thickness is h , and the width in the out-of-
plane ( 3x ) direction is b . The displacement field of the beam under plane-strain bending (the 
out-of-plane width in the 3x  direction is much larger than the thickness in the 2x  direction) is 
as follows: 
 
 1 1 2u x xκ= − ,      ( )2 22 1 2 2u x xκ= − + ,      3 0u =  (8.6) 
 
The associated non-vanishing strain components are given by: 
 
 11 22 2xε ε κ= − =  (8.7) 
 
We can then express the effective strain, 23 ij ijp ε ε= , and the effective strain gradients, 
1 i ip pη = ∇ ∇  and 
2





p xκ= ,        1
2
3
η κ= ,      2 0η =  (8.8) 
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The monotonically increasing bending curvature κ  results in proportional loading under 
which the flow theory of the generalized gradient theory coincides with the deformation 






σ ε′ =   (described later as Eq. (8.18)), gives the non-







σ σ′ ′= − =  (8.9) 
 














σ =  (8.10) 
  









f ref o x
γ γ γ
σ σ σ κ κ
    = + +    
     
 (8.11) 
 
The pure bending moment M can be determined from the integration of the normal stress 11σ  













= ∫  (8.12) 
 
Substituting Eq. (8.11) into the above equation with the aid of variable substitution (i.e. 













M y y dy
bh
γ γ γσ σ βε ε
    
= + +    
     
∫  (8.13) 
 
where 2s hε κ=  is the surface curvature and hβ = . In the limit of h >> , M  degenerates 
to that for classical plasticity, such that: 
 





















with 1 2 3 1γ γ γ= = =  (since no coupling is necessary when the strain gradients vanish). 
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8.4 Torsion of Thin Wires 
 
A systematic experiment in reference to the size dependence of material behavior in micro-
torsion of high-purity thin copper wires has been reported by Fleck et al. (1994). In these 
experiments it is observed that the scaled shear strength increases by a factor of 3 as the wire 
diameter decreases from 170 to 12 mµ . However, Fleck et al. (1994) observed that in simple 
tension tests the corresponding increase in work-hardening with decrease of wire size is 
negligible. This size effect in torsion cannot be explained by the classical continuum plasticity 
theory, which possesses no intrinsic material length scale. In this section we use the 
generalized gradient plasticity model proposed in the last section to investigate strength of 
thin wires in torsion. 
 The Cartesian reference frame is set such that 1x  and 2x  are in the plane of the cross-
section of the wire, and 3x  axis coincides with the axis of the wire. The twist per unit length is 
designated κ  and the radius of the wire is a . The displacement field as in the classical torsion 
problem can be assumed as follows: 
 
 1 2 3u x xκ= − ,      2 1 3u x xκ= − ,      3 0u =  (8.15) 
 
The associated strain components are given by: 
 
 113 31 22 xε ε κ= = − ,      
1
23 32 12 xε ε κ= = ,      11 22 33 0ε ε ε= = =  (8.16) 
 
where the strain filed is obtained by adopting the assumption of incompressibility. Due to the 
postulated proportional loading in the torsion problem, we can use the deformation theory of 
plasticity which coincides with the flow theory of plasticity. In the deformation theory of 
plasticity there is no formal distinction between elastic and plastic components of strain and 
the change in the plastic strain can be formally integrated. We can then express the effective 
strain, 23 ij ijp ε ε= , and the effective strain gradients, 1 i ip pη = ∇ ∇  and 
2
2 pη = ∇ , using 




p rκ= ,        1
1
3
η κ= ,      2
1 1
3 r
η κ=  (8.17) 
 
where 2 21 2r x x= +  is the radius in polar coordinates ( ), ,r zθ . The deformation theory of 
plasticity assumes the same structure of the classical plasticity theory such that the deviatoric 








σ ε′ =  (8.18) 
 
The non-vanishing deviatoric stresses are then defined as follows: 
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σ σ ε′ ′= =  (8.19) 
 








f ref r r
γ γ γγ
σ σ κ κ
      = + + +            
 (8.20) 
 
The torque can be obtained from the integration over the cross-section induced by the shear 








π σ= ∫  (8.21) 
 
Substituting Eq. (8.20) into the above equation with the aid of variable substitution (i.e. 














Q y y dy
a y
γ γγ γσπ β βσ ε ε
       = + + +      
        
∫  (8.22) 
 
where s aε κ=  is the surface angle of twist and aβ = . In the limit of a >> , Q  
degenerates to that for classical plasticity, such that: 
 




















   (8.23) 
 
where 1 2 3 1γ γ γ= = =  (since no coupling is necessary when the strain gradients vanish). 
 
8.5 Comparing with Experiments 
 
In this chapter, the gradient plasticity models of Aifantis and co-workers, Fleck and co-
workers, Gao and co-workers are referred to as AGP model, FGP model, and GGP model, 
respectively, whereas the present generalized gradient plasticity model is referred to as VGP 
model. 
The use is made of four sets of micro tests reported by Stolken and Evans (1998) of micro-
bending of thin 99.994% pure Annealed Nickel films, Shrotriya et al. (2003) of micro-
bending of thin LIGA Nickel films, Haque and Saif (2003) of micro-bending of nano 
99.999% pure Aluminum films, and Fleck et al. (1994) of micro-torsion of 99.99% pure 
Copper wires. Note that it was reported by the experimentalists that no damage occurred in 
the material such that the measured strength data provides a true measure of the plastic 
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properties of the specimen. Micro-bending and micro-torsion are thus provides a convenient 
tool for the identification of the plasticity intrinsic material length-scale, where damage is 
avoided.  
 Figure 8.1 compares the predictions of AGP, FGP, and GGP with the micro-bending test 
of thin Ni films by Stolken and Evans (1998), with foil width 2.5b mm= , length 6L mm= , 
and thicknesses 12.5h = , 25, and 50 mµ . The experimental results are fitted with 
1167o MPaσ = , 1m = , and 103refσ = , 75, 56 MPa  for 12.5h = , 25, and 50 mµ , 
respectively. Bazant and Guo (2002) argue that the asymptotic behavior at small sizes is 
unreasonably strong in GGP and FGP models because of the presence of third-order stresses 
in these models. Therefore, the third-order stresses in GGP and FGP models are neglected in 
this study as Bazant suggested.  
Moreover, if we use the AGP model where ( ) ( )( )nf o nf p gσ σ η= +  and 
( )n ng pη = ∇ , ( ) 2 2n ng pη = ∇  or ( ) 2 2n ng p pη = + ∇∇ , it cannot predict the size 
effect in microbending for linear hardening materials. However, Tsagrakis and Aifantis 
(2002) modified AGP model in order to overcome this problem such that: 
 
 ( ) 21 2
q
f ref o f p c p c pσ σ σ  = + + + ∇ ∇  (8.24) 
 
where 1
qc =  and ( ) ( )122 m mc p p −=  . This equation is a special case of the generalized 
gradient plasticity presented in Eq. (8.3), where 
  
 ( ) ( ) 2 2qn ng p pη = + ∇∇     and    1γ =  2γ =  1, 3 1 mγ =                          (8.25) 
 
Figure 8.1 shows good predictions of the microbedning size effect with 0.64q = . 
Figure 8.2 compares the predictions of AGP, FGP, and GGP models with the micro-
bending test of thin LIGA Ni foils by Shrotriya et al. (2003), with foil width 0.2b mm= , 
length 1.50L mm= , and thicknesses 25h = , 50, 100, and 200 mµ . The experimental results 
are fitted with 1030o MPaσ = , 1m = , 0.64q = , and 400refσ = , 305, 218, 191 MPa  for 
25h = , 50, 100, 200 mµ , respectively.  
Figure 8.3 compares the predictions of AGP, FGP, and GGP models with the micro-
bending test of thin 99.99% pure Aluminum films by Haque and Saif (2003), with film width 
10b mµ= , length 275L mµ= , and thicknesses 0.1h = , 0.2, and 0.485 mµ . The 
experimental results are fitted with 5717o MPaσ = , 2.22m = , 0.68q = , and 0ref MPaσ = . 
Figure 8.4 compares the predictions of AGP, FGP, and GGP models with the micro-torsion 
test of thin Copper wires by Fleck et al. (1994), with wire diameters 2 12a = , 15, 20, 30, and 
170 mµ . The experimental results are fitted with 226o MPaσ = , 5m = , 1q = , and 0refσ =  
MPa . 
Figures 8.5 and 8.6 show the effect of incorporating the second-order gradient term 2 p∇  
on the predictions of microtorsion size effect. The results in Figures 8.5 and 8.6 suggest that 
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Figure 8.1 Comparison of the microbending experiments of Annealed Nickel (Stolken and 
Evans, 1998) and the predicted moment-curvature values by (a) AGP model, (b) GGP model, 
and (c) FGP model for different specimen sizes (□ 12.5h mµ= , ○ 25h mµ= , ∆ 50h mµ= ). 
Solid lines are the predictions from gradient plasticity theories for different values of the 
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Figure 8.2 Comparison of the microbending experiments of LIGA Nickel (Shrotriya et al., 
2003) and the predicted moment-curvature values by (a) AGP model, (b) GGP model, and (c) 
FGP model for different specimen sizes (∆ 25h mµ= , □ 50h mµ= , ○ 100h mµ= ,  
◊ 200h mµ= ). Solid lines are the predictions from gradient plasticity theories for different 
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Aluminum (Haque and Saif, 2003)
FGP predictions
(c) 
Figure 8.3 Comparison of the microbending experiments of Aluminum (Haque and Saif, 
2003) and the predicted moment-curvature values by (a) AGP model, (b) GGP model, and  
(c) FGP model for different specimen sizes (∆ 0.1h mµ= , □ 0.15h mµ= , ○ 0.485h mµ= ). 
Solid lines are the predictions from gradient plasticity theories for different values of the 
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Figure 8.4 Comparison of the microtorsion experiments (Fleck et al., 1994) and the predicted 
torque-twist values for Copper by (a) AGP model, (b) GGP model, and (c) FGP model for 
different specimen sizes (* 2 12a mµ= , ○ 2 15a mµ= , ∆ 2 20a mµ= , ◊ 2 30a mµ= ,  
□ 170h mµ= ). Solid lines are the predictions from gradient plasticity theories using  
first-order gradient ( 1 pη = ∇ ) for different values of the material length scale.  
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material strengthening is associated with a first-order gradient in strain. There appears to be 
little reason to incorporate higher order strain gradients when considering the existence of 
geometrically necessary dislocations in the material microstructure. Most of the experimental 
observations have indicated that size effect is associated with the presence of geometrically 
necessary dislocations, which are proportional to the first order gradient of strain. The 
predictions show non-uniformity in the variation of the material length scale parameter if the 
effect of the second-order gradients is to be considered. Aifantis and his co-workers assume 
strengthening is associated with terms of order 2 p∇  and 4 p∇ . In bending these higher order 
gradients vanish and no size effects are predicted. Moreover, it can be seen from Figures 8.5 
and 8.6 that the length scales oscillate in magnitude with monotonic changes in diameter size. 
In the numerical analysis of micro-indentation, Yuan and Chen (2001) found in the area near 
the indenter tip, the Laplacian of the equivalent plastic strain strongly oscillates and are over 
hundreds times of the strain itself. Similar phenomena can be found in crack tip field analysis 
of ductile materials. This suggests that using a constant material length scale makes numerical 
computations extremely difficult. In the analysis of strain-softening, Pamin (1994) suggested 
that the gradient coefficient associated with the Laplacian of the equivalent plastic strain 
should be a function of the effective plastic stain for robust convergence in the numerical 
solution. 
The values for the material length scale from microbedning and microtorsion tests are 
summarized in Tables 8.1 and 8.2, respectively. It can be seen from the predictions of all of 
the present gradient plasticity theories shown in Figures 8.1-8.4 and Tables 8.1 and 8.2 that 
different values of the length scale are used in order to the predict the size effect results in 
Figures 8.1-8.4; i.e. the value of the length scale parameter changes as the specimen size 
change. Although the values are of the same order, no unique value could be found that can be 
used to simulate the size effect behavior for different specimen sizes of the same material. 
Therefore, the results in Figures 8.1-8.4 or Tables 8.1 and 8.2 suggest that the length scale 
Table 8.1 Values of the material length scale parameter of AGP, GGP, and FGP models from 
micro-bending tests of thin beams. 
 
By fitting experimental results of Stolken and Evans (1998) 
h  ( mµ ) d  ( mµ ) AGP ( mµ ) GGP ( mµ ) FGP ( mµ ) 
12.5 29-33 8.1 5.9 22.5 
25 38-54 6.8 4.5 28.3 
50 58-84 10.5 7.5 50.0 
By fitting experimental results of Shrotriya et al. (2003) 
25 0.5 10.8 7.5 38.8 
50 0.5 20.0 12.5 65.0 
100 0.5 28.0 20.0 110.0 
200 0.5 60.0 40.0 230.0 
By fitting experimental results of Haque and Saif (2003) 
0.1 0.05 10.5 23.0 27.5 
0.2 0.08 5.0 7.0 8.0 
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Figure 8.5 Comparison of the microtorsion experiments (Fleck et al., 1994) and the predicted 
torque-twist values for Copper by (a) AGP model, (b) GGP model, and (c) FGP model for 
different specimen sizes (* 2 12a mµ= , ○ 2 15a mµ= , ∆ 2 20a mµ= , ◊ 2 30a mµ= , □ 
170h mµ= ). Solid lines are the predictions from gradient plasticity theories using second-
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Figure 8.6 Comparison of the microtorsion experiments (Fleck et al., 1994) and the predicted 
torque-twist values for Copper by (a) AGP model, (b) GGP model, and (c) FGP model for 
different specimen sizes (* 2 12a mµ= , ○ 2 15a mµ= , ∆ 2 20a mµ= , ◊ 2 30a mµ= , □ 
170h mµ= ). Solid lines are the predictions from gradient plasticity theories using first- and 
second-order gradients ( 1 pη = ∇  and 
2
2 pη = ∇ ) for different values of the material length 
scale.  
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parameter  in gradient-dependent plasticity is not a fixed material parameter but it depends 
on the material substructure and its evolution during deformation. We thus conclude that 
different values of the length scale parameter are needed to predict the strength for different 
sizes and using a fixed value of the material length-scale in the current gradient plasticity 
theories is not realistic. 
Moreover, Figures 8.1-8.4 show that a linear coupling between the local part ( p ) and the 
nonlocal part (η ) in the current gradient-dependent plasticity theories (i.e. setting 1γ =  2γ =  
3 1γ = ) is not always realistic. Figures 8.1-8.3 show that the size effect in microbending of 
thin beams can be predicted best by setting 1γ =  3 2γ =  and 2 1γ = . Whereas, Figure 8.4 
shows that the size effect in microtorsion of thin wires can be predicted best by setting 1γ =  
2γ =  3 2γ = . This suggests that the ideal assumption of the SSD and GND densities being 
coupled in a linear sense is a gross assumption and gives poor predictions of the size effects in 
some structural problems. Therefore, the real situation in experiments suggests that the 
hardening law should enhance a nonlinear coupling between the local part and the nonlocal 
part in the current gradient plasticity theories in order to be able to predict the size effects 
reasonably.    
 
8.6 A Non-Fixed Material Length Scale 
 
It is concluded from the previous section that the current gradient plasticity theories do not 
give sound interpretations of the size effects in microbending and microtorsion tests if a 
definite and fixed length scale parameter is used. There are several microstructural features 
that affect the magnitude of the length scale parameter. 
Figure 8.7 shows a very important observation about the variation of the material length 
scale parameter in the current gradient plasticity theories. Figure 8.7 illustrates the effect of 
the mean number of grains of diameter d  through the specimen macroscopic characteristic 
Table 8.2 Values of the material length scale parameter of AGP, GGP, and FGP models from 
micro-torsion test of Copper thin wires by Fleck et al. (1994). 
 
Diameter 2a  ( mµ ) 12 15 20 30 170 
Grain Size d  ( mµ ) 5 7 9 12 25 
AGP ( mµ ) 22.8 16.5 8 7.5 4.3 
GGP ( mµ ) 66 45 15 15 8.5 first-order gradient 
FGP ( mµ ) 732 262.5 43 42 40 
AGP ( mµ ) 6.9 6.4 5.2 6.3 11 
GGP ( mµ ) 12 10.5 7 9 18.7 second-order gradient 
FGP ( mµ ) 39.6 26.3 12.4 14.9 31.5 
AGP ( mµ ) 6 5.3 4.3 4.1 3.4 
GGP ( mµ ) 10.8 9.8 5.5 6.8 6.8 
first-and 
second order 
gradient FGP ( mµ ) 38.4 24.8 10.7 12.6 21.3 
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size D  (i.e. the ratio /D d  where D h=  for micro-bending specimens and 2D a=  for micro-
torsion specimens) versus the non-dimensionalized material length-scale ( / D ) predicted by 
gradient plasticity models. It can be concluded from this figure that for a constant 
characteristic size D  the length scale parameter  increases as /D d  decreases, or 
equivalently, as the grain size d  increases (i.e. d∝ ).  
Figure 8.8 shows the variation of the non-dimensional strength versus the non-dimensional 
length scale / D . This figure indicates that the strength size effect increases with increasing 
of the length scale or decreasing of the macroscopic dimension D . Thus, we conclude that  
decreases with increasing D . This conclusion can be also inferred from Figure 8.7 if the grain 
size is set constant such that 1 D∝ . 
Taking into consideration the two concluded features of the length scale parameter, which 
are inferred from Figures 8.7 and 8.8, we can generally state that the length scale parameter 
decreases with increasing in the mean number of grains through the specimen size; i.e. 
d D∝ . Thus, we conclude that / D  decreases with increasing D . This conclusion can be 
also inferred from Figure 7 if the grain size is set constant such that / 1/D D∝ . 
Figure 8.7 Effect of the mean number of grains through the specimen characteristic size 
versus the non-dimensionalized material length-scale predicted by gradient plasticity theories 

























































Furthermore, the above conclusion can be inferred if the non-dimensional strength is 
plotted against the mean number of grains /D d  (Figure 8.10). It is shown from Figure 8.8 
that the size effect is larger with increasing ; whereas, Figure 8.10 shows that the size effect 
is larger with decreasing /D d . Therefore, from the results in Figures 8.8 and 8.10, it can be 
also concluded that d D∝  and we need an evolution for the length scale parameter in terms 
of /d D . 
As shown in Figure 8.11, for small strains the effect of the strain gradient term rapidly 
increases with the strain field and at large strain levels the effect of the strain gradient term 
diminishes. Since the accommodation of the strain gradient in the deformation field requires 
the presence of GNDs, the strain gradients effect on strengthening, quantified by the value of 
, diminishes with increasing strain and vanishes when GNDs cannot be sustained within the 
grain boundaries. This implies that at high strain values the microstructural changes are 
retarded and lower size effects are encountered. As a consequence, the length scale changes 
with the course of deformation and the size effect is significantly affected by the 
microstructural changes and features. Moreover, in torsion of a solid wire the length scale 


























































Figure 8.8 Effect of the non-dimensionalized material length-scale predicted by gradient 
plasticity theories versus the normalized strength for (a) Annealed Nickel, (b) LIGA Nickel, 
(c) Aluminum, and (d) Copper.  
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Eq. (8.22). In most known applications the intrinsic material length parameters are assumed 
constant, which will lead the shear stress to be singular as 0r →  in torsion. This result 
implies that the gradient plasticity theory should possess a length scale parameter that is not 
fixed but changes with strain. 
According to this demonstration the length scale should vary with the deformation 
micromechanical features. The results in Figures 8.7-8.11 showed that the length scale 
parameter of gradient plasticity theory should be a function of the strain ( p ) and mean 
number of grains through the macroscopic characteristic size of the structure (i.e. the ratio 
/D d ). In the following we will consider a dislocation mechanics-based interpretation of the 





















































Figure 8.9 Schematic illustration of the length scale dependence on the /D d  ratio. (a) If D  
is fixed, then 1 2 3< <  and ( / )d D∝ . (b) If d  is fixed, then 1 2 3< <  and ( / )d D∝ .
 324
grains through the characteristic size, and the material hardening. The very existence of such a 
length scale parameter can only be due to the presence of an internal structure which defines 
the overall character of the nonhomogeneities of plastic deformation and internal stresses.  
In Chapter 7, based on the Taylor model in dislocation mechanics, we identified that the 
physical feature of the material length scale is to be the average distance between dislocations 
(Abu Al-Rub and Voyiadjis, 2004) such that  
 
SL=       with       ( ) ( )
2
G S G Sb b M rα α=                            (8.26) 
 
where SL  is the mean path of the dislocation, Sb  and Gb  are the magnitudes of the Burgers 
vectors associated with SSDs and GNDs, respectively, Sα  and Gα  are statistical coefficients, 
r  is the Nye factor ( 2r ≈  Arsenlis and Parks, 1999), and M  is the Schmidt’s orientation 
factor (usually taken equal to 1/2).  
Begley and Hutchinson (1998) and Abu Al-Rub and Voyiadjis (2004) inferred from the 
values of  that were obtained from micro- and nano-indentation tests for a number of 
Figure 8.10 Effect of the mean number of grains through the specimen characteristic size 
versus the normalized strength for (a) Annealed Nickel, (b) LIGA Nickel, (c) Aluminum, and 















































materials that the hardest materials are having the smallest values of . This is consistent with 
the fact that the mean free path of dislocation ( SL ) decreases with the hardness increase, and 
that  is related to the mean free path distance. If we consider the case of S Gb b= , S Gα α= , 
2r = , and 1/ 2M = , then Eq. (8.26) reduces to SL= . This means that the material length 
scale is on the order of the mean free slip distance. Therefore, as a scale measure we may use 
the mean distance between adjacent dislocations. Note that this distance has a lower bound, 
because positive and negative dislocations will annihilate each other if they come too close to 
each other (e.g. a few nm).  
Gracio (1994) speculated that SL  decreases when the plastic strain increases and being 
equal to the grain size at the beginning of the deformation, and saturating towards values on 
the order of micrometer at large strains. Thus, we concluded from Eq. (8.26) that the length 
scale parameter is not fixed but depends on the accumulation of the plastic strain. However, if 
a solid is not a single crystal, but a polycrystalline aggregate, then we have the additional 
scale of grains; i.e. the relevant length is the mean grain diameter d . Moreover, Begley and 
Hutchinson (1998) showed from comparisons with micro-indentation results that  increases 
as the hardening exponent m  decreases. Stolken and Evans (1998) also showed that  does 
Figure 8.11 Experimental variation of the normalized strength with deformation for (a) 
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not change if m  is constant. Abu Al-Rub and Voyiadjis (2004) showed that  decreases with 
increase in the plastic strain level ( p ) and the hardening exponent ( m ). Haque and Saif 
(2003) showed that  is not a fixed parameter and depends on the mean grain size d . This is 
in line with the dependence of the mean free path distance SL  on the plastic strain p , the 
hardening exponent m , and the grain size d . A relation that includes all of these material 









This equation is plotted in Figure 8.12 for different values of p , d , /D d , and m  with 1= . 
Eq. (8.27) shows that the length scale parameter decreases with strain, increases with grain 
size, and decreases with the hardening exponent. This relation is simple and gives feasible 
interpretations of the length scale in terms of strain, grain size, mean number of grains 
through size D , and hardening as compared to the above experimental observations. 
Figure 8.12 The material length scale parameter dependence on (a) the plastic strain p , (b) 
the grain size d , (c) the mean number of grains through specimen size D , and (d) the 

































































Moreover, Eq. (8.27) shows that the intrinsic material length-scale decreases from an initial 
value d=  at yield to a final value of 0→  at very high values of D  or p  (corresponds to 
the classical, local plasticity limit). 
Moreover, it can be shown that for plastic flow localization phenomena (e.g. shear bands) 
this length scale in Eq. (8.27) could be the space period (wavelength) of deformation 
localization. Some authors tend to express the wavelength of deformation localization as a 
function of strain and grain size (Zuev et al., 2003). Therefore, the variation in the length 
scale parameter of the plastically deforming medium may be related to one of the most 
complicated problems concerned with elucidation of the specific features of deformation 
localization.  
For microbending and microtorsion tests, the dependence of the material length scale on 
the course of deformation, grain size, and hardening exponent turns out to be universal 
enough. Figures 8.13 and 8.14 indicate that the proposed formula given by Eq. (8.27) gives  
reasonable remedy to the current gradient-dependent plasticity theories.  
Moreover, Figures 8.13 and 8.14 show that the coupling between the local part ( p ) and 
the nonlocal part (η ) in gradient-dependent plasticity theories varies from one problem to 
another. There is a dependency on the type of strain gradients produced in the given problem 
ranging from shear strains to normal strains. The results in Figure 8.13 are obtained by setting 
the interaction coefficients 1γ =  3 2γ =  and 2 1γ = , while the results in Figure 8.14 are 
obtained by setting 1γ =  2γ =  3 2γ = . 
This chapter indicates the indispensability of introducing a proper constitutive law for the 
length scale parameter, as well as the proper coupling between the local and nonlocal parts in 
the current gradient plasticity theories in order to properly address the size effect problem. 
As the strain gradient plasticity theories involve the gradient of the plastic strain in the 
constitutive equations, the order of governing equations becomes higher such that additional 
boundary conditions must be imposed. The proposed model in this work gives an alternative 
framework which could model size-dependent plasticity without higher-order stresses and 
strains, so as to preserve the essential structure of the classical plasticity. This approach has 
the advantages that it is overall simpler and can be easily implemented into existing finite 
element codes as was demonstrated in Chapter 6. 
The various theories of gradient plasticity differ significantly in their mathematical 
structure. The actual forms of terms and the values of the parameters depend on the problem 
investigated. It is not possible at present to propose a ‘general’ gradient plasticity theory. 
Moreover, it can be emphasized that incorporating the size effect into a phenomenological 
theory of plastic flow is not necessarily a matter of adding one or more additional parameters 
to an existing theory. It may require the reformulation of the entire theoretical framework.  
Although the focus here has been on the role of gradient plasticity theory in predicting the 
size effect accommodated by the presence of deformation gradients, it should be emphasized 
that size effect associated with macroscopically homogeneous deformation (i.e. no gradients), 
as in simple tension, cannot be explained by the current gradient theories. Nonlocal theories 
that account for such size effect have not been developed yet.  Numerical approaches using 
discrete dislocations and molecular dynamics have been recently used to address such 
problems. However, these numerical techniques are computationally intense and prohibitive 
in addressing full fledged engineering problems. In addition these approaches are either 
 328
Figure 8.13 Comparison of the microbending experiment and the predicted moment-
curvature values by the VGP model for different specimen sizes “h”. Solid lines are the 
predictions from gradient plasticity theories for different grain size values “d“. The dashed 
lined are the predictions if strain gradients effects were neglected. Microbending tests by (a) 
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simplistic in capturing the complexities involved in the dislocation theory, or lack a physical 
bases for interpreting the physical understanding of the microstructure at the grain size level. 
 
Figure 8.14 Comparison of the microtorsion experiment (Fleck et al., 1994) and the predicted 
torque-twist values for Copper by the VGP model for different specimen sizes “2a”. Solid 
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SUMMARY, CONCLUSIONS, AND FUTURE PERSPECTIVES 
 
This chapter is organized as follows. Section 9.1 summarizes the work done in this 
dissertation. Section 9.2 outlines the conclusions, significance, and potential impact that this 
work may have in the fields of size effects and design of future technology at the meso-, 
micro-, and nano-scales. Finally, Section 9.3 proposes the beginning of a new wave of 




Classical (local) continuum plasticity/damage theories possess no material/intrinsic length 
scales. In spite of the fact that classical theories are quite sufficient for most 
structural/material applications, there is ample experimental evidence which indicates that, in 
certain specific applications, there is significant dependence on additional length/size 
parameters. Some of these instances, which are considered in this dissertation, include the 
dependence of hardness on the size of indenter, the dependence of torsional response on the 
wire-diameter, the dependence of bending response on the beam thickness, the development 
and evolution of damage in various types of materials, and the failure and localization of 
solids. Generally, the smaller is the structure, the higher the material strength will be, which 
cannot be interpreted using the local continuum mechanics. Thereby motivating the need to 
introduce nonlocal gradient-dependent continuum models that have length scales present in 
them. 
This dissertation explored an important and under-researched topic of the so-called 
bridging of length scales, in which the careful characterization of mechanical response 
requires that the developed material model “bridges” the representations of events that occur 
at two or more scales. An interdisciplinary research is conducted; reflecting a combination of 
concepts, methods, and principles that span several areas of solid mechanics, computational 
mechanics, materials science, mathematics, and structures. Research in this dissertation 
focuses on several areas of multi-scale constitutive modeling and mathematical 
characterization of material response under various quasi-static and dynamic loading 
conditions. First, this dissertation focuses on providing deeper understanding of the 
dependence of mechanical response on the structure size (i.e. the problem of size effects and 
length scales). An enhanced gradient (nonlocal) coupled plasticity and damage theories are 
developed on the continuum level and used to bridge the gap between the micromechanical 
and classical continuum inelasticity. The thermodynamical consistency of gradient-dependent 
plasticity/damage constitutive relations is discussed thoroughly in this work. Implicit and 
explicit incorporation of material length scales is achieved through the development of 
coupled viscoinelasticity (rate-dependent plasticity/damage) and nonlocal gradient-dependent 
constitutive relations, respectively. By employing simplified assumptions of the proposed 
general gradient framework, the proposed concepts are implemented in the well-known 
implicit commercial finite element software ABAQUS/Standard using the material 
subroutines UMAT and in the in-house code DNA. Several new numerical algorithms are 
developed and implemented in order to integrate the highly nonlinear differential equations 
effectively and to optimize the computational performance. The proposed theory is successful 
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in explaining the size effects encountered in many micro- and nano- advanced technologies 
due to the incorporation of intrinsic material length scales into the constitutive modeling. 
Particularly, it is shown to be successful in solving the problem of size effect encountered in 
micro- and nano-indentation tests, twisting of thin wires, bending of thin beams, and shear 
band widths in localization problems. Moreover, the proposed nonlocal theories are extended 
to rate-dependent plasticity and rate-dependent damage in order to investigate the size effect 
of statistical inhomogeneity for the evolution-related rate-, temperature-, and pressure- 
dependent materials. This extended theory is implemented in the explicit finite element 
software ABAQUS/Explicit using the material subroutine VUMAT. The proposed model is 
successful in solving the numerical stability problems, such as mesh size sensitivity. A new 
equation of state is also developed in order to simulate the localization and formation of shear 
bands in structures subjected to high-speed impact loading conditions.  
It is also emphasized that the experimental determination of the material length scale for 
various materials is of primary importance. This dissertation provides an initial effort in this 
direction, where we discuss the issue of size effect and the analytical and experimental 
identification of the material length scale. Based on the Taylor’s hardening law, a 
micromechanical model that assesses a nonlinear coupling between the statistically stored 
dislocations (SSDs) and geometrically necessary dislocations (GNDs) is used in order to 
derive an analytical form for the deformation-gradient-related intrinsic length-scale parameter 
in terms of measurable microstructural physical parameters. This work also presents a method 
for identifying the length-scale parameter from micro- and nano-indentation experiments 
using both spherical and pyramidal indenters.  
Finally, this dissertation addresses the proper modification required for the full utility of 
the current gradient plasticity theories in solving the size effect problem. A generalized 
gradient plasticity model with a non-fixed length scale parameter is proposed. This model 
assesses the sensitivity of predictions to the way in which the local and nonlocal parts are 
coupled and a length scale parameter that changes during the course of deformation with 
proposed microstructural features. This model is successful in predicting the size effect 
encountered in microtorsion tests of thin wires and microbending tests of thin films. 
 
9.2 Concluding Remarks 
 
The following conclusions and comments are drawn from the work in this dissertation: 
 
(1) In Chapters 3, 4, and 5 it is recognized that the initiation and propagation of the micro-
void/micro-crack depend on both the amplitude and distribution of the inelastic 
strains/stress triaxiality in the vicinity around the micro-void/crack. It means that 
evolution of the material damage is practically a nonlocal process. These observations 
imply that there is a need for such a micro-mechanical approach to incorporate intrinsic 
length parameters into the constitutive relations.  The incorporation of spatial higher-order 
gradient terms introduces a “missing” length scale into the classical continuum theories 
allowing the size effect to be captured. However, the phenomenological nature of the 
proposed gradient-dependent theories leads to numerous material parameters which are 




(2) The derived material constitutive relations in Chapters 4 and 5 and the proposed 
computational algorithms in Chapter 6 introduce properly the localization limiting of 
scale-dependent continuum: the results of finite element simulations are almost insensitive 
to mesh refinement, since the width of the shear bands (fracture process zone) is 
determined by the internal length scale incorporated in the proposed theories. However, 
one limitation to the discretization remains. The width of the localization zone needs to be 
many times (roughly 6) larger than the element size for proper calculation of the plastic 
strain. This means that the meshes used in localization problems must be fine enough. 
Upon further mesh refinement convergence to a meaningful solution is guaranteed. In 
addition, the element size needs to be larger than the grain size (at least six times) of the 
material in order to ensure that the analysis is within the bounds of continuum mechanics 
theory. 
 
A simple computational algorithm is proposed for the implementation of the gradient-
dependent model in existing finite element codes without the need for great modification of 
the procedure of the FEM implementation as compared to the computational approach of de 
Borst and his co-workers (e.g. de Borst and Mühlhaus, 1992; de Borst et al., 1993; de Borst 
and Pamin, 1996), which is outlined in Chapter 4. In contrast to the later approach, for 
calculation of the gradient terms we do not need to introduce shape functions of the 1C  class 
or penalty-enhanced oC  class functions for the interpolation of the effective plastic (inelastic) 
strain and the gradient terms. This is because the governing constitutive equations in the 
proposed approach are replaced directly by the difference equations of the field variables and 
no interpolation functions are needed for the effective plastic strain and the gradient terms. 
Moreover, this algorithm is simple for computation; little effort is required to modify the 
normal FEM code; high computation efficiency; no larger loss of precision compared to the 
normal FEM for general simple cases. However, a disadvantage of this approach is that 
uniform mesh discretization is required, thus its application is limited.  
 
(3) The material length scale has the potential to predict the size effects in material failure 
 
(4) It is recognized that the size effect is related to micro-structural characteristics in the 
material and due to effects of the micro-structural characteristics the material may behave 
differently from that at different scale levels (nonlocality). The size-dependent strength in 
crystalline materials is believed to be associated with geometrically necessary dislocations 
by nonuniform straining. Generally, it is assumed that the total dislocation density can be 
divided into two kinds, the geometrically necessary dislocations as well as the statistically 
stored dislocations. Statistically stored dislocations are dependent on the equivalent plastic 
strain, while the geometrically necessary dislocations are directly proportional to the 
gradient of equivalent plastic strain. In accordance with Taylor’s relation the flow stress 
depends on both dislocation densities. 
 
(5) The definition and magnitude of the intrinsic length scale are keys to the development of 
the theory of plasticity/damage that incorporates size effects. However, the full utility of 
the gradient-type theories hinges on one’s ability to determine the intrinsic material length 
that scales with strain gradients. The intrinsic material length scale, , is identified in 
terms of physical, microstructural, and measurable features of the material. In Chapter 7 it 
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is found that  is a function of the average distance between statistically stored 
dislocations SL  (characterizes the characteristic length of plasticity phenomenon), the Nye 
factor r  (characterizes the microstructure dimension such as the grain size, grain 
boundary thickness, obstacle spacing and radius), the Schmidt’s orientation factor M  
(characterizes the lattice rotation), the Burgers vector b  (characterizes  the displacement 
carried out by each dislocation), and the empirical constant α  (characterizes the deviation 
from regular spatial arrangement of the SSD or GND populations). 
 
(6) It is shown that the gradient-dependent theory can be used for the interpretation of 
indentation size effect (ISE) in micro- and nano-hardness when using pyramidal and 
spherical indenters. Micro-and nano-indentation tests can thus be used for the 
experimental determination of the gradient length-scale parameter. The ISE in hardness 
experiments by pyramidal and spherical indenters is interpreted in such a way that the 
effective plastic strain should be constant. The ISE in spherical indentation can still be 
interpreted as an increase in hardness with decreasing in indentation depth, or equivalently 
with increasing contact radius, as interpreted by the Nix and Gao (1998) model for 
pyramidal indenters. We are also able to correlate reasonably and successfully the nano- 
and micro-hardness from spherical and pyramidal indenters by using the gradient 
plasticity theory.  
 
(7) Materials with smaller  are harder and require greater loads in order to create the same 
contact area, which dictates that the additional amount of hardening during deformation 
increases as  increases. Thus, the hardest materials have the smallest values of . It is 
concluded that the size effect is more significant in annealed specimens than in cold-
worked specimens. Therefore, the indentation size effect is expected to be influenced by 
both prior dislocations and the additional work hardening that occurs during indentation. 
 
(8) The Nix and Gao (1998) model and the Swadener et al. (2002) model predictions deviate 
from the hardness experimental results, at small depths for the case of conical/pyramidal 
indenters and at small diameters for the case of spherical indenters. This deviation can be 
largely corrected by utilizing a proper value for the interaction coefficient β , which 
compensates for the proper coupling between the statistically stored dislocation (SSD) and 
geometrically necessary dislocation (GND) densities during indentation. Therefore, the 
most likely impediment in the Nix and Gao (1998) model and Swadener et al. (2002) 
model is the assumption that the SSD and GND densities are coupled in a linear sense; i.e. 
the ideal assumption of all the obstacles being equally strong and equally spaced along a 
straight or curved contacting line. However, the real situation in experiments suggests that 
the hardening law cannot be taken as a simple sum of the densities of SSDs and GNDs. 
Furthermore, it is shown that the smaller the interaction coefficient β , the more 
significant the interaction between the SSDs and GNDs. In addition, the introduction of 
the interaction coefficient β  into the mechanism-based plasticity constitutive models 
introduces an initial insight toward extending the strain-gradient plasticity theories to 
include size effects on the nano-scale.  
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(9) A fixed value of the material length-scale is not always realistic and that different 
problems could require different values. The current gradient plasticity theories do not 
give sound interpretations of the size effects in micro-bending and micro-torsion tests if a 
definite and fixed length scale parameter is used. The experimental results from size effect 
tests (micro/nano indentation, microtorsion of thin wires, microbending of thin beams) 
showed that the intrinsic material length-scale  is not constant and evolves with the 
course of deformation. A semi-empirical evolution law for  in terms of the grain size 
( d ), the specimen size (D), the equivalent strain, and the hardening level have been 
proposed. Moreover, a linear coupling between the local and nonlocal terms in gradient 
plasticity theory is not always realistic and that different problems could require different 
couplings.  
 
(10) The size effect increases with the material length scale ( ), decreases with the strain 
history ( p ), decreases with the specimen size ( D ), decreases with the grain or particle 
size ( d ), and increases with the mean number of grains through D  (i.e. /D d  ratio).  
 
(11) It is concluded that both the Laplacian and the first-order strain gradient terms have the 
ability of strengthening the material and slowing down the material failure by diffusing 
areas of localized strain thus creating a more uniform strain field. However, it appears 
inappropriate to incorporate the Laplacian when considering the existence of 
geometrically necessary dislocations in the material microstructure. In bending the 
Laplacian vanishes and no size effects are predicted. Moreover, it causes the material 
length scale to oscillate in magnitude with monotonic changes in specimen size. 
 
9.3 Recommendations and Future Perspectives 
 
For the immediate future, the following is a sample of research directions that may be 
identified as necessary and potentially profitable: 
 
(1) Since the localization problems involve high strain gradients, adaptive meshing techniques 
are encouraged to be used. 
 
(2) The need of micomechanical basis of softening damage. 
 
(3) Rate of loading and temperature effects on scaling and size effects in plasticity and 
damage. 
 
(4) Size effect on ductility of softening structures. 
 
(5) Acquisition of size effect test data for all kinds of ductile and brittle materials. 
 
(6) Incorporation of size effect into design procedures and code recommendations for modern 
engineering structures (e.g. for MEMS, NEMS, coatings, thin films, etc), and fiber 
composites (e.g. for aircrafts and ships). 
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Moreover, more studies are needed to identify the length-scale measures associated with 
the damage and fracture mechanisms. Therefore, no one yet may claim the final determination 
of the actual material intrinsic length-scale due to the lack of experimental procedures to do so 
and the lack of solid physical interpretations of the material intrinsic length-scale. Therefore, 
this is still an open question to researchers: What is the physical interpretation of the material 
intrinsic length-scale?  
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