Abstract. Correcting for motion is an important consideration in infant functional near-infrared spectroscopy studies. We tested the performance of conventional motion correction methods and compared probe motion and data quality metrics for data collected at different infant ages (5, 7, and 12 months) and during different methods of stimulus presentation (video versus live). While 5-month-olds had slower maximum head speed than 7-or 12-month-olds, data quality metrics and hemodynamic response recovery errors were similar across ages. Data quality was also similar between video and live stimulus presentation. Motion correction algorithms, such as wavelet filtering and targeted principal component analysis, performed well for infant data using infant-specific parameters, and parameters may be used without fine-tuning for infant age or method of stimulus presentation. We recommend using wavelet filtering with iqr ¼ 0.5; however, a range of parameters seemed acceptable. We do not recommend using trial rejection alone, because it did not improve hemodynamic response recovery as compared to no correction at all. Data quality metrics calculated from uncorrected data were associated with hemodynamic response recovery error, indicating that full simulation studies may not be necessary to assess motion correction performance.
Introduction
Functional near-infrared spectroscopy (fNIRS) is an important tool in elucidating the neural underpinnings of many aspects of perceptual and cognitive development in the first years of life (for recent reviews, see Refs. [1] [2] [3] . However, the use of fNIRS with awake, behaving infants is complicated by the fact that infants are generally allowed to move freely during experimental sessions to facilitate compliance with the experiment. Consequently, infant fNIRS data are often collected with a high degree of participant movement during recordings. Additional constraints such as low trial numbers due to short infant attention spans highlight the need for good motion correction for this important application of fNIRS.
Most work in motion correction for fNIRS data using a simulation approach has focused on adults [4] [5] [6] [7] or neonates 8 who are often sleeping during the recording. However, it is unclear if motion correction algorithms developed for those relatively high signal-to-noise ratio cases are applicable to data collected from infants who are awake. While there is no a priori reason that the mechanics of spike motion artifacts would differ between adults and infants, the fact that infants cannot be instructed to avoid moving and, therefore, have a high level of artifact in the data suggests that even if the same motion correction methods can be applied to infant data as to adult data, there may need to be some tuning of the parameters for the methods to perform well. One recent study tested motion correction for real fNIRS data collected from children ages 6 to 12 years during a language task. 9 Hu and colleagues examined the heterogeneous nature of artifacts in the data and showed that fNIRS data of child participants contain generally more movement artifacts than fNIRS data of adult participants. They also showed that stacking motion correction algorithms (i.e., using moving average and wavelet filtering) was most effective for child data. 9 Aside from general differences between movement artifacts in infant, child, and adult fNIRS data, motor development in infants and young children may impact the quantity and scale as well as the shape of motion artifacts in participant groups of different infant ages. In this study, we, therefore, combined quantifying motion using an accelerometer during video stimulus presentation with a simulation approach to test the utility of conventional motion correction methods on infant fNIRS data. We focused on wavelet filtering and targeted principal component analysis (tPCA) motion correction due to their good performance in previous simulation studies. [4] [5] [6] [7] [8] Wavelet motion correction is particularly appealing because it can often preserve all trials in a session, which can be critical for infant data. 4, 6, 8 On the other hand, tPCA allows us to examine only periods of data that have been identified as coinciding with motion artifacts, which is advantageous because it may not incidentally remove the desired functional signal from the data resulting in a more accurate estimation of the true hemodynamic response function (HRF). 7 We also tested the impact of using more than one motion correction algorithm, in this case tPCA and wavelet filtering, on infant data.
Moreover, given that NIRS is less susceptible to movement artifacts than other imaging tools, it may be possible to use fNIRS to measure the infant brain while reacting to "live" stimuli. For example, live stimulus presentation designs could allow investigation of the developing brain in a more naturalistic and noisy task setting with experimentally standardized, directly observable face-to-face interaction sequences. 10 Live application has been shown to be successful in adult fNIRS studies (e.g., Refs. 11-13) and is a very promising and new development in the field that could contribute to our essential understanding of the early developing brain in its natural context, 10 such as early mother-child interaction. However, it remains to be tested whether live stimuli yield significantly more motion artifacts than video stimuli in infant data and whether motion correction well suited for infant data collected during standard conditions, e.g., video stimulus presentation, are applicable to infant data collected during live stimulus presentation.
This study had three main aims: first, we quantified fNIRS probe motion and data quality metrics during video stimulus presentation for infants over the first year of life. Our participants included infants at 5, 7, and 12 months of age (n ¼ 20 per age group). Second, we used infant fNIRS data collected during video stimulus presentation at all three ages combined with simulated hemodynamic responses to test the ability of conventional motion correction methods to eliminate movement artifacts and compared performance of infant-specific tuning parameters. The motion correction methods tested are basic trial rejection, wavelet filtering, and tPCA as well as stacking of motion correction algorithms, i.e., consecutive application of first tPCA and then wavelet filtering. Third, we applied these motion correction methods to infant fNIRS data collected during live stimulus presentation in a separate sample of 6-to 8-month-old infants (n ¼ 10). Here, we compared live stimulus presentation versus video presentation in age-similar samples to, first, quantify and compare data quality metrics and, thereafter, test the performance of motion correction algorithms and parameters on live interaction data.
Methods

Infant fNIRS Datasets
Video stimulus presentation and data collection
Separate groups of 5-month-old (N ¼ 20; 9 females, mean age: 152.00 AE 4.62 days), 7-month-old (N ¼ 20; 9 females, mean age 213.15 AE 4.20 days), and 12-month-old (N ¼ 20; 7 females, mean age 366.80 AE 4.01 days) participants were randomly selected for analysis. The present sample is a subset of an infant sample recruited from an Institutional Review Board (IRB)-approved registry of local births set up by the Laboratories of Cognitive Neuroscience at Boston Children's Hospital/Harvard Medical School (Boston, Massachusetts) to participate in a longitudinal study on emotion processing (for example, Ref. 14 or results presented elsewhere). Infants were typically developing, born full term, with no known prenatal or perinatal complications.
A Hitachi ETG-4000 continuous-wave fNIRS system with wavelengths of 695 and 830 nm was used to collect the hemodynamic responses. Hat design included 46 channels, which spanned over the frontal and bilateral temporal cortices. The probe layout and hat design are shown in Fig. 1(a) . Sourcedetector distances were ∼3 cm, and the system sampling frequency was 10 Hz. All infants, regardless of age, were measured using the same hat. A triaxial accelerometer (TSD109C1, BIOPAC Systems Inc., Goleta, California) was attached to the frontal panel [displayed in green in Fig. 1(a) ] and used to quantify probe/head motion over the course of the experiment. Accelerometer sampling frequency was 1000 Hz.
During the experiment, infants were seated on a parent's lap while they viewed the presentation screen ∼63 cm away. fNIRS and accelerometer data were recorded during a 2-min video presentation. The video was a standard video of infant toys. The Boston Children's Hospital IRB approved the experimental study protocol, and the infant's parent gave informed consent before starting the study session. The infant's parent was paid $20 (USD), parking expenses were refunded, and infants received a toy after their study participation.
Live stimulus presentation and data collection
Participants tested were 6 to 8 months old (N ¼ 10; 6 females, mean age 230.20 AE 17.51 days). Data from additional, N ¼ 2, infants were collected but excluded for the following reasons: infant did not sit through at least three trials per stimulus category (N ¼ 1) or technical malfunction during the experiment (N ¼ 1). For this separate study, infants were recruited by the University Hospital RWTH Aachen, Germany, in cooperation with maternity clinics in the catchment area of Aachen, Germany, to participate in a study on early mother-child interaction (for example, Ref. 15 or results presented elsewhere). Infants were typically developing, born full term, with no known prenatal or perinatal complications.
A Hitachi ETG-4000 continuous-wave fNIRS system with wavelengths of 695 and 830 nm was used to collect the hemodynamic responses. Hat design included 22 channels that spanned over the frontal cortex. The probe layout and hat design are shown in Fig. 1(b) . Source-detector distances were ∼3 cm, and the system sampling frequency was 10 Hz. All infants, regardless of age, were measured using the same hat design (EasyCap for fNIRS, EASYCAP GmbH, Germany) but with different hat sizes. No accelerometer data were collected in this study.
During the experiment, infants were seated in a baby's high chair across from the mother and female stranger, respectively, while they viewed the live stimulus presentation ∼60 cm away. fNIRS data were recorded during a live face-to-face interaction with mother versus stranger. The live stimuli consisted of 16-s blocks of stressful versus nonstressful face-to-face interaction sequences (still-face versus happy-face expressed by mother versus stranger) each followed by an 8-s rest block (no live stimulus presentation). Each stimulus block was repeated three times. Infants first interacted with their mother and then with the stranger. The total duration of live stimulus presentation was ∼6 min. The IRB of the University Hospital RWTH Aachen approved the experimental study protocol, and the infant's parents gave informed consent before starting the study session. The infant's mother was paid 20 EUR, travel and parking expenses were refunded, and infants received a toy after their study participation. 
Motion Correction Methods
We tested the performance of the following four motion correction methods: basic trial rejection, wavelet filtering, tPCA as well as "stacking" of tPCA and wavelet filtering, and compared their performance against no-motion correction. Most motion correction algorithms require selection of an algorithm-specific tuning parameter that can significantly affect the performance of the motion correction. Thus, we also tested what tuning parameters are well suited for infant data and if parameters need to be adjusted for infant age.
Basic trial rejection
Trial rejection is one of the most commonly used motion correction methods for functional fNIRS data, 6 especially for infant fNIRS research, but to the best of our knowledge it has not been rigorously tested in pediatric populations. Stimulus trials that coincide with motion artifacts (identified channel-by-channel and flagged across channels) are removed and not included in the calculation of the subject average. In a first step, motion artifacts are identified based on temporal features of the signal timecourse within each channel using automated artifact detection. Here, usually a specific set of parameter thresholds is applied to identify signal change indicative of spike motion artifacts: for example (i) changes in absolute amplitude of the signal (ampThresh) or (ii) changes relative to the standard deviation of the signal timecourse (stdThresh) within a predetermined time period (tMotion) and time window (AEtMask), which is masked around the identified motion artifact. In a second step, stimulus trials are removed. The performance strongly depends on the number of motion artifacts identified and the size of the data sample, i.e., the total number of stimulus trials collected per subject. In this work, we used a lenient trial rejection threshold to preserve as much data as possible due to the low trial numbers typically present in infant data.
Wavelet filtering
The wavelet filtering described by Molavi and Dumont 8 employs the Wavelab 850 toolbox for MATLAB ® . Wavelet filtering is a motion correction method that is applied to the signal timecourse within each channel independently. In this work, we evaluated the performance of the wavelet algorithm and tested the sensitivity of the tuning parameter iqr, which relates to the interquartile range of the wavelet coefficient distribution. It is commonly used to detect and remove motion artifacts, and increasing the iqr will delete fewer motion artifacts. Molavi and Dumont 8 set the probability threshold α to 0.1, α ¼ 0.1 is equivalent to iqr ¼ 1.5. The performance of the wavelet filtering depends strongly on the amount of variance in the data. 
Targeted principal component analysis
The tPCA described by Yücel et al. 7 is a motion correction method that is applied to the signal timecourse across all channels. In contrast to standard PCA, 16 tPCA employs PCA only on segments of data identified as coinciding with motion artifacts (which are identified by using automated artifact detection in a prior step). The tuning parameter commonly used to detect and remove motion artifacts is (i) the amount of variance (nSV, in %) or (ii) the number of components (N PCA ), decreasing it will delete fewer motion artifacts. In this work, we evaluated the performance of the tPCA algorithm as described by Yücel et al. 7 and tested the sensitivity of the parameter stdThresh, which is one of the parameter thresholds used to identify motion artifacts in the data. The performance of the tPCA depends strongly on how motion artifacts are determined based on changes in shape and/or frequency of the signal timecourse. Yücel et al. 7 used the following parameter thresholds: tMotion = 0.5 s, tMask = 1 s, stdThresh = 20, ampThresh = 5, and nSV = 0.97 (97%), and the tPCA is repeated up to a maximum of three iterations (as further iterations did not improve the results; see Ref. 7).
Data processing streams
To address the three main aims of this study, we assessed motion correction methods applied to (a) the fNIRS timecourse data for all age groups in the video and live conditions and (b) the fNIRS timecourse data from the video conditions (all age groups) combined with simulated hemodynamic responses. These two complementary approaches allowed us to test how the motion correction methods affect the data without making assumptions about the shape of the hemodynamic response and to quantify how accurately the methods can recover a known hemodynamic response. The processing steps for applying each motion correction method on infant fNIRS datasets (video: 5 months, 7 months, 12 months, and live) are shown in Fig. 2 . Data processing was performed using the Homer2 package 17 in MATLAB ® (MathWorks, Natick, Massachusetts). Datasets collected during video presentation included a total of 120 s of fNIRS timecourse data. We, therefore, matched the timecourse length of video presentation and live interaction data; specifically, we used 120 s of live interaction data that included mother-infant stressful versus nonstressful interaction sequences only.
Hemodynamic responses were simulated using a gamma function in MATLAB ® (MathWorks, Natick, Massachusetts). Simulated hemodynamic responses were added to the optical density (OD) timecourses of each channel in each dataset. Similar to a standard infant fNIRS block design, we constructed the simulated HRF (see Fig. 7 ) with a time-to-peak of 6 s and a duration of 16 s, which when converted in to chromophore concentration change [using the modified Beer-Lambert law 18, 19 with a differential pathlength factor (DPF) = 5 20 ] showed a maximum increase in oxyhemoglobin (oxyHb) of 1 μm and a maximum decrease in deoxyhemoglobin (deoxyHb) of 0.4 μm. This change in chromophore concentration matches average hemodynamic responses that we see in infant fNIRS data collected during a standard experimental block design (for example, Ref. 14) . In this simulation study, five hemodynamic responses were added at random intervals to the 120-s infant fNIRS recordings collected during video stimulus presentation in all 46 channels with an intertrial interval (ITI) between 2 and 10 s. We generated the same set of random interstimulus intervals for all channels per subject and a different set of random ITIs for every subject. Hemodynamic responses were 16-s long and spaces between responses were 2-to 10-s long.
The processing steps for the simulation study are described in detail as follows and are shown in Fig. 2(b) ; the processing steps for quantifying data quality metrics are shown in Fig. 2 
(a).
Before conversion into change in OD, channels in each dataset were excluded for artifact, if the magnitude of the raw optical intensity signal was >98% or <2% of the total range for longer than 5 s during the recording as this usually indicated problems, such as low light levels or railing, that are not fixable with motion correction methods. Each dataset was then passed through five different processing streams (no correction, trial rejection, wavelet, tPCA, and stacking). In the first processing stream, we did not apply motion correction before calculating the data quality metrics or HRF recovery error metric. In the second processing stream, we applied basic trial rejection only, as described already, using the motion artifact detection implemented in Homer2 as hmrMotionArtifact with the following set of parameter thresholds: tMotion = 1 s, tMask = 1 s, stdThresh = 25, and ampThresh = 1 to identify motion artifacts and remove affected trials before calculation of the HRF recovery error metric. In the third and fourth processing streams, we implemented the two motion correction algorithms: wavelet filtering and tPCA, respectively, as described already. Wavelet filtering (implemented in Homer2 as hmrMotionCorrectWavelet) and tPCA (implemented in Homer2 as hmrMotionCorrectPCArecurse) were performed with a range of infant-specific tuning parameters, which were selected in accordance with values tested in previous publications, to test parameter sensitivity. We tested iqr = [0.1, 0.5, 1.0, 1.5] for wavelet filtering and stdThresh = [10, 15, 20, 25] for tPCA. For tPCA, we used the following set of additional parameter thresholds: tMotion = 0.5 s, tMask = 1 s, ampThresh = 5, and nSV = 0.97 (97%) as evaluated by Yücel et al. 7 After implementation of each motion correction algorithm, we either directly calculated the data quality metrics or applied basic trial rejection to identify residual motion artifacts (using the motion artifact detection implemented in Homer2 as hmrMotionArtifact with parameter thresholds: tMotion = 1 s, tMask = 1 s, stdThresh = 25, and ampThresh = 1) and remove affected trials before calculating the HRF recovery error metric. In the fifth processing stream, we applied first tPCA and then wavelet filtering before metric calculation. We refer to consecutive implementation of both algorithms as "stacking." Stacking was performed testing a single combination of tuning parameters that performed best in processing stream three and four, namely stdThresh = 15 for tPCA and iqr ¼ 0.5 for wavelet filtering.
For all processing streams, the resulting data were bandpass filtered, using a third-order Butterworth filter between 0.05 and 0.8 Hz to eliminate slow drift and cardiac artifact, followed by conversion of the OD data to change in chromophore concentration (using the modified Beer-Lambert law 18, 19 with a DPF = . Last, for calculation of the HRF recovery error metric, stimulus trials were averaged in a window from 2-s prestimulus onset to 16-s poststimulus onset using the prestimulus time for baseline correction to recover the mean HRF for every channel per dataset. For reasons of brevity, we only report oxyHb results although the deoxyHb results were similar (data not shown).
Metrics for comparison
Probe motion parameters. We quantified infant fNIRS probe/head motion for all age groups in the video conditions using an accelerometer. Accelerometer data were numerically integrated and combined over three dimensions to get a composite measure of head speed at each timepoint. Median and maximum head speed were calculated for the total time of video stimulus presentation for each subject, per age groups separately. A motion trace for an example 7-month-old participant is shown in Fig. 3 .
Data quality metrics.
We assessed data quality metrics of the calculated oxyHb channel timecourses for all age groups in the video and live conditions. We estimated and report median percent (percent noise) and range of percent of the dataset identified as motion (using the automated artifact detection hmrMotionArtifact with parameter thresholds: tMotion = 1 s, tMask = 1 s, stdThresh = 25, and ampThresh = 1). Moreover, we estimated: (i) within-subject standard deviation (stdev) and (ii) within-subject range (range) of the oxyHb channel timecourses for each dataset, per age groups separately in the video and live conditions, before and after motion corrections. We calculated the stdev and range of oxyHb timecourses for each channel and reported median of withinsubject stdev and range of oxyHb timecourses aggregated over channels. These data quality metrics should reflect motion artifacts but may also be impacted by other sources of noise in the data, such as physiological oscillations in cerebral hemodynamics. 21 Hemodynamic response recovery error metric. To test accuracy of each motion correction method on the simulated data, we calculated the root-mean-squared-error (RMSE) of true, simulated HRF versus recovered HRF over the hemodynamic timecourse for each channel (and all chromophores), per age groups separately. We report the mean of the withinsubject RMSE aggregated over channels.
Statistical analysis. Statistical testing was performed using SPSS version 24.0 (IBM SPSS Statistics for Mac, Armonk, New York: IBM Corp). For each metric, differences between age groups for video conditions were tested using a one-way analysis of variance (ANOVA) with between-subjects factor infant age (5 months versus 7 months versus 12 months) and probe motion parameters, uncorrected data quality metrics, data quality metrics after motion correction, and RMSE per motion correction method, respectively, as dependent variable. These analyses tested the hypotheses that age impacted motion during the experiment, data quality, or motion correction performance. Moreover, we computed Pearson's correlations between probe motion parameters and uncorrected data quality metrics and the RMSE per motion correction method over all age groups in the video conditions. These analyses explored whether the different coarse measures of participant movement were associated with each other and whether our measures of participant movement were associated with the HRF recovery error. If associations were found between probe motion parameters and HRF recovery error, it would indicate that the motion correction methods were unable to completely remove the impact of motion on the fNIRS signals. Differences between video and live conditions in age-similar samples (7 months versus 6 to 8 months) in the uncorrected data quality metrics were tested using two-tailed, two-sample t-tests. We expected infants to move more during the live interaction task than during video presentation and, therefore, to see a higher prevalence of motion artifacts and reduced data quality in the infant fNIRS timecourse data for live conditions. To quantitatively assess motion correction performance for all age groups in the video and live conditions, we compared uncorrected data quality metrics versus data quality metrics after motion correction using two-tailed, paired t-tests. We also tested accuracy of each motion correction method on the simulated data by comparing RMSE per motion correction method versus RMSE for no-motion correction (or trial rejection only) using two-tailed, paired t-tests. We expected a decrease in metric values, specifically e.g., smaller stdev and range of oxyHb timecourses or lower RMSE compared to no correction, to indicate better motion correction performance. However, it should be noted that small stdev and range may indicate that hemodynamic response features have been eliminated from the data along with noise. Therefore, RMSE was used to evaluate overall performance of motion correction algorithms, and the relationship between RMSE and the stdev and range was assessed to determine if these easily calculated metrics can be used as shorthand for a simulation study and also for comparison between video and live data.
Results
Quantification of Infant fNIRS Probe Motion and Data Quality Metrics
Infant probe motion during video presentation was quantified over the whole course of the experiment by finding the median and maximum head speed. Median and maximum head speed per age are shown in Fig. 4 For 5-month-olds, overall median = 5.5% (range = 12.9%) of the dataset per subject was identified as motion; for 7-montholds, overall median = 6.3% (range = 97.2%) of the dataset per subject was identified as motion; and for 12-month-olds, overall median = 8.9% (range = 99.5%) of the dataset per subject was identified as motion. Across age groups, no differences in percent noise [Fð2;57Þ ¼ 2.053, p > 0.14] were found. Infant fNIRS data quality was further quantified by estimating two coarse measures of variability in the timecourse data; specifically, we calculated within-subject standard deviation (stdev) and range of oxyHb timecourses. Data quality metrics 
Link between infant fNIRS probe motion and data quality metrics
We explored whether infant probe motion parameters and (uncorrected) fNIRS data quality metrics were linked. Pearson's correlations are presented in Table 1 . Across age groups (N ¼ 60) in video conditions, infant median and maximum head speed and stdev and range of oxyHb timecourses showed a moderate, positive correlation; however, correlations were nonsignificant after correction for multiple comparisons. Percent noise was not correlated with median and maximum head speed.
Motion Correction Performance
Data quality metrics after motion correction
Analyses of data quality metrics after motion correction (wavelet, tPCA, and stacking) were computed within age groups separately, results are presented in Table 2 . Performance of motion correction algorithms and parameters was quantitatively assessed by comparing data quality metrics (stdev and range of oxyHb timecourses) before versus after motion correction. Data quality metrics per motion correction method are shown in Fig. 6 . For all infant ages, wavelet filtering significantly reduced stdev and range oxyHb in all cases (all parameters, two-tailed, paired t-tests ps < 0.001). tPCA significantly reduced stdev and range oxyHb in all cases for 5-and 7-month-olds (all parameters, ps ≤ 0.001 to 0.05). For 12-month-olds, tPCA with stdThresh 10 and 15 significantly reduced stdev and range oxyHb (ps ≤ 0.01 to 0.03); however, tPCA with stdThresh 20 and 25 only by trend (ps ≤ 0.04 to 0.08). Stacking, in all cases and for all age groups, significantly reduced stdev and range oxyHb (all parameters, ps < 0.001). Across infant ages, no differences in stdev oxyHb (one-way ANOVA, ps > 0.20) and range oxyHb (one-way ANOVA, ps > 0.31) per motion correction method were found. Figure 7 shows the true, simulated HRF and the impact of the different motion correction methods on the recovered HRF for an example, 7-month-old participant and channel.
Simulated hemodynamic response recovery error metric
To assess accuracy of motion correction methods (no correction, trial rejection, wavelet, tPCA, and stacking), we compared true, simulated HRF versus recovered HRF and calculated the recovery error (RMSE) over the hemodynamic timecourses for each channel per dataset, within age groups separately. RMSE per motion correction method is shown in Fig. 8 . Motion correction performance was quantitatively assessed by comparing RMSE per motion correction method versus no correction. Results are presented in Table 3 . Trial rejection did not improve HRF recovery. In fact, for 5-and 12-month-olds, RMSE of basic trial rejection versus no correction did not differ (two-tailed paired t-test, ps > 0.09), and for 7-month-olds, the RMSE of basic trial rejection was significantly increased compared to no correction (p ¼ 0.015). On the other hand, for all infant ages, wavelet filtering regardless of strictness of parameter yielded a significant decrease in RMSE compared to no correction in all cases (ps ≤ 0.001 to 0.018). tPCA did not perform as consistently well as wavelet motion correction on the infant data. For 5-and 7-month-olds, stdThresh parameter 10 and 15 significantly decreased RMSE compared to no correction (ps ≤ 0.001 to 0.01). For 12-month-olds, these parameters only by trend decreased the RMSE compared to no correction (ps > 0.05 to 0.07). In all cases, tPCA with stdThresh 20 and 25 did not improve HRF recovery (ps > 0.13 to 0.91). Stacking, however, yielded a significant decrease in RMSE compared to no correction in all cases and for all age groups (ps ≤ 0.001 to 0.02). Across infant ages, no differences in HRF recovery error per motion correction method were found (one-way ANOVA, ps > 0.18).
Link between infant fNIRS probe motion, data quality metrics, and hemodynamic response recovery error metric
We explored whether infant fNIRS probe motion parameters and (uncorrected) data quality metrics were linked to the HRF recovery error. Pearson's correlations are presented in Table 1 . Across age groups (N ¼ 60) in video conditions, median and maximum head speed were not correlated with RMSE per motion correction method (FDR-corr. ps > 0.05). Percent noise as well as stdev and range of oxyHb uncorrected timecourse data, however, was significantly, positively correlated with RMSE per motion correction method (FDR-corr. ps < 0.001). This indicates that prevalence of motion artifacts and coarse measures of variability in the uncorrected fNIRS data, but less so coarse measures of probe/head motion, may function as Table 1 Bivariate correlation. Linking probe motion parameters (median and maximum head speed) and data quality metrics (percent noise, within-subject standard deviation, and range of uncorrected oxyHb timecourse data) to hemodynamic response recovery error. a proxy for accuracy of HRF recovery when using motion correction.
Infant fNIRS Data Collected During Live Stimulus Presentation
Data quality metrics
Differences in infant fNIRS timecourse data collected during live versus video stimulus presentation were examined by estimating and comparing data quality metrics (specifically, e.g., percent noise, within-subject stdev, and range of the oxyHb timecourses) in age-similar samples. Data quality metrics for live interaction versus video presentation are shown in Fig. 9 . For infant data collected during live stimulus presentation, overall median = 4.1% (range = 11.2%) of the dataset per subject was identified as motion, which was not different from percent noise identified in 7-month-old infant data collected during video presentation [two-tailed, two-sample t-test tð28Þ ¼ 1.046, p > 0.30]. Further, in age-similar samples, no differences in stdev [tð28Þ ¼ −0.346, p > 0.73] or range [tð28Þ ¼ 0.288, p > 0.77] oxyHb between infant live interaction and video data were found. This indicates that prevalence of motion artifacts and data quality did not differ dependent on method of stimulus presentation. 
Data quality metrics after motion correction
Performance of motion correction algorithms and parameters (wavelet, tPCA, and stacking) for live interaction data was quantitatively assessed by comparing data quality metrics before versus after motion correction, results are presented in Table 4 ; data quality metrics per motion correction algorithm and parameter are shown in Fig. 10 . For live interaction data, wavelet filtering significantly reduced stdev and range oxyHb in all cases (all parameters, two-tailed, paired t-tests ps < 0.001). tPCA with stdThresh 10, 15, and 20 also significantly reduced stdev and range oxyHb (ps ≤ 0.001 to 0.04); however, tPCA with stdThresh 25 did not (ps > 0.11 to 0.14). Stacking significantly reduced stdev and range oxyHb in all cases (ps < 0.001).
Taken together, this shows that motion correction in almost all cases significantly reduced stdev and range in infant fNIRS data collected during live stimulus presentation, indicating motion correction was well suited and performed similarly well as for infant fNIRS data collected during video stimulus presentation.
Discussion
Infant fNIRS Probe Motion and Data Quality
Infants' head motion during a standard infant fNIRS task, i.e., 2-min video presentation, over the first year of life was shown to be fairly constant as reflected in the median speed metric but was slow. Median head motion did not change with infant age. However, 7-and 12-month-old infants showed higher maximum head speed over the course of the video presentation compared to 5-month-old infants, which could be due to increasing motor development in the second half of the first year of life. Notably, percent noise as well as the within-subject standard deviation and range of the fNIRS timecourse data did not change with infant age, indicating that age-dependent differences in fastest head motion during video presentation did not impact uncorrected fNIRS data quality. Specifically, we did not see more motion artifacts, such as spikes, in the uncorrected timecourse data for older infant participants. While we found measured probe motion parameters and uncorrected data quality metrics to be positively correlated, our findings mitigate concerns that differences in maximum speed in older compared to younger infant ages might result in more motion artifacts and poor data quality in older infants.
Motion Correction Performance
We showed that on average over different groups of infant ages using any motion correction algorithm was better than using no correction or basic trial rejection at eliminating motion artifacts and improving hemodynamic response recovery. This finding was not dependent on infant age, indicating that motor development over the first year of life did not affect motion correction performance. Moreover, we found that metrics calculated from the infant fNIRS timecourse data themselves were most informative of hemodynamic response recovery performance. While we found a positive correlation between these data quality metrics and measured motion parameters in the uncorrected timecourse data, median or maximum head speed did not relate to hemodynamic response recovery performance after motion correction. This finding suggests that it could be sufficient to correct fNIRS data using motion correction algorithms that do not include additional motion parameters instead of using methods derived from simultaneous collection of accelerometer data (such as Refs. 22 and 23), reducing experimental complications for infant studies. Trial rejection alone did not improve hemodynamic response recovery as compared to using no correction at all. This finding is particularly important since basic trial rejection is one of the most commonly used motion correction approaches for fNIRS data. 6 Yet, it does not seem well suited for infant data. Previous simulation studies testing motion correction methods for adult data 4,6 also show that trial rejection does not perform well and may fail to improve hemodynamic response recovery. While basic trial rejection is still widely used, especially in infant fNIRS research, it performed no better than not applying motion correction at all. Hence, we do not recommend using basic trial rejection as the only motion correction strategy independent of sample characteristic.
On the other hand, any motion correction algorithm should perform roughly the same for groups of different infant ages and will in almost all cases significantly improve hemodynamic response recovery compared to using no-motion correction at all. Our recommendations do not appear to differ from recommendations for other, older developmental 9 or adult populations. 4, 6, 7 Wavelet filtering, regardless of infant age, seems to perform well. We found overall good performance of wavelet motion correction for infant data and suggest using wavelet filtering with an iqr of 0.5 as a balance between eliminating noise in infant data and underestimating the magnitude of the recovered hemodynamic response; however, a range of parameter values seemed acceptable. Further, using wavelet motion correction may perform better than using tPCA, especially for 12-monthold infants. Performance of tPCA motion correction for infant data overall was more sensitive to choice of parameter value than wavelet motion correction. We recommend using tPCA with a stdThresh of 15, but stdThresh parameter values between 10 and 15 seemed generally acceptable. While tPCA yielded slightly more nuanced effects, in most cases, it did perform well for infant data, except maybe for 12-month-old infant data. It remains, however, unclear as to why tPCA was not as well suited for 12-month-old infant data. Differences in elements of participant movement, such as maximum head speed, that could potentially have caused tPCA to perform worse, were not significantly related to the hemodynamic response recovery error, and 12-month-olds did not differ from other infant age groups in prevalence of spike motion artifacts and uncorrected within-subject standard deviation or range in the oxyHb timecourses, which relate to the hemodynamic response recovery error. With regard to tPCA in particular, the current findings raise the question as to whether tPCA might perform even better, if the standard deviation of timecourse data itself was used as parameter threshold, instead of using a parameter that is based on a multiplicative factor of the standard deviation. This approach would place a threshold on acceptable standard deviations in the OD data instead of allowing timecourses with uniformly high standard deviations throughout.
We found no specific harm or benefit to stacking motion correction algorithms for infant data, e.g., as tested in this work by applying first tPCA and then wavelet filtering. Stacking removes data identified as motion and makes the timecourse data look cleaner by lowering the standard deviation and range, nonetheless low standard deviation and range of oxyHb timecourses may indicate that hemodynamic response features have been eliminated from the data along with noise and the hemodynamic response recovery when stacking was not improved compared to wavelet filtering (or tPCA) only.
Taken together, the general risk for underestimation of the hemodynamic response is higher using stricter tuning parameters and this is even more so the case when stacking, which demonstrates the more general challenge of finding a good balance between removing the most noise in the data versus preserving the most signal when choosing motion correction strategies and parameters. We found that features of the uncorrected timecourse data, such as the within-subject standard deviation of oxyHb timecourses, relate significantly to the hemodynamic response recovery error and, thus, could be used as proxy for how well motion correction may perform on the data. We suggest that uncorrected standard deviation of the timecourse data could be used to guide the decision of how strict the motion correction and parameter values should be.
Motion Correction for Live Interaction Data
Overall, infant data collected during live stimulus presentation may not need to be treated differently when correcting for participant movement than infant data collected during more standard experimental settings, such as during video stimulus presentation. While we did not directly compare probe/head motion parameters between live and video conditions, we found no differences in data quality metrics of oxyHb timecourse data indicating method of stimulus presentation did not differentially impact prevalence of motion artifacts in the data or data quality in general. This finding is particularly interesting as we also analyzed participant physiology during live and video stimulus presentation in age-similar samples [specifically, we extracted heart rate (HR) responses from the fNIRS recordings using an established algorithm for infant data 24 ], and we found significant differences in absolute HR between method of stimulus presentation but no differences in HR responses to stimuli. Infant absolute HR during live face-to-face interaction with the mother was significantly higher than during video presentation, which could be indicating higher overall physiological arousal during the live design. [25] [26] [27] Interestingly, variability in infant overall physiological arousal over the course of the experiment was fairly consistent and this did not vary dependent on method of stimulus presentation. While we see higher levels of infant overall physiological arousal during live stimulus presentation, which could cause more participant movement, we did not find higher levels of percent noise or greater withinsubject standard deviation and range in the uncorrected live fNIRS timecourse data. While there is no accelerometer data from the live design, we speculate that the infants may have found the live interaction more engaging and remained still for longer periods during the recording leading to high-quality live data. The current findings highlight the need for thoughtful experimental designs in infant studies, especially with regard to good headgear design [e.g., optimal optode-scalp coupling (see also Ref. 7) ] to be able to collect usable data, and underscore in particular that live stimulus presentation designs in infants can be done without increasing noise in the data as compared to standard experimental designs using video stimulus presentation. Moreover, this work is the first to support that conventional motion correction methods are well suited for infant fNIRS data collected during live stimulus presentation. Overall, using motion correction algorithms significantly lowered withinsubject standard deviation and range in the oxyHb timecourse data after motion correction. We found that smaller uncorrected standard deviation in the oxyHb timecourse data relates significantly to better hemodynamic response recovery performance suggesting that using motion correction algorithms for live interaction data would also improve hemodynamic response recovery.
Limitations and Future Directions
We have chosen not to adjust motion correction parameters on an individual participant or channel level but to focus on hemodynamic response recovery for group analysis. On a group level, it is better to preserve as much data (and trials) as possible and to make trial-level adjustments. However, if the goal of the fNIRS study is not to report group results but instead to examine individual differences, then motion correction algorithm evaluation may need to be approached differently. This should be addressed in future simulation studies. Further, with this work, we cannot answer the question of whether motion correction would impact the statistical inferences made from the data. Future work could address this by testing trial rejection of random trials versus noisy trials (in addition to comparing versus no correction) to better understand how rejection of trials might impact analysis power. For example, Emberson et al. 28 found that while short channel information (from surface vasculature in infants) significantly impacted information in long channels, removing it did not result in significant differences in statistical inferences made from the experiment. Yet, removing short channel information may be more important when employing other experiments, e.g., task designs, including live stimulus presentation, during which infant overall physiological arousal can be significantly higher, and hence surface vasculature may significantly confound the functional brain signal. While we have attempted to conduct a simulation analysis with conditions that are typically used in infant data, other approaches to evaluating motion correction for infant data could yield complementary useful information. Future directions could include looking at the shape of the HRF itself for example as implemented by Hu et al. 9 and Brigadoi et al.; 4 however, this approach could be complicated in live interaction data by potential differences in the shape of the HRF due to age/development and the additional physiological arousal associated with live stimulus presentation. Other potential useful analyses would include testing motion correction methods using the accelerometer timecourse instead of the summary statistic for hemodynamic response recovery, as done by Virtanen et al., 22 or testing the performance of different stacking strategies and sensitivity of parameters.
To the best of our knowledge, this work is the first simulation study testing the performance of conventional motion correction methods for infant data. In sum, present results yield that motion correction algorithms, such as wavelet filtering and tPCA, perform well using infant-specific parameters and parameters may be used without fine-tuning for infant age or method of stimulus presentation. Live stimulus presentation constitutes a development in the field and a promising application of fNIRS, which promotes investigation of the early developing brain in a more naturalistic context, such as the early mother-infant interaction, an advantage no other infant-friendly imaging technique can offer. 
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