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1. IKTRODUCTION 
In a sequence of earlier papers 13, 4, 61, dual linear, quadratic, and 
convex programs have been generalized by arbitrarily constraining some 
of the primal and dual variables. Most results known for these dual 
problems carry over to their generalized counterparts, which are symmetric 
max min (min max) problems. Integer and mixed-integer programs are 
the most important special case of these generalized dual problems. 
In the present paper, which summarizes the main results of [5] (but 
is self-contained), an alternative (nonsymmetric) dual to a mixed-integer 
nonlinear program is introduced, such that the dual inequality set is 
independent of the integer-constrained primal variables, while the dual 
objective function is linear in these variables (Section 2). This suggests 
an algorithm based on solving the dual rather than the primal problem, 
which is described in Section 3. Finally, we briefly relate our results to 
other work (Section 4). 
2. DUALITY 
Consider the mixed-integer nonlinear program (P) : 
max fk y), 
where f is a scalar function, F is an m-component vector function of 
XER~, YER”, and XC Rn is the set of n-vectors with nonnegative 
integer components. 
Let u E Rm, and let the Lagrangian function 
* The main results of this paper mere presented at the SIAM National Meeting 
in Toronto, June 14-18, 1968. 
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L(x, y> 26) f f(X> y) - UF(% y) (1) 
be differentiable in x, and twice differentiable in y. 
We associate with (P) the problem (D), defined for our purposes to 
be the dual of (P) (in [5] we have called this the “alternative dual”): 
max min g = L(& y, u) - (k y) Pt,J(k y, .u) + xl7J(k y, .u) 
.x t,v,u 
CD) ~,W y> 4 < 0, 
XEX; 6 y, u 3 0. 
Here t E R”; VtL (V,L) is the vector of partial derivatives of L with 
respect to the components of t (of y), while V,,,L = (V,L, V,L). 
We observe that the inequality set of (D) is independent of the integer- 
constrained variables x, and the objective function of (D) is linear in x. 
Let 2 and W denote the constraint sets of (P) and (D), respectively. 
Further, let VUzL(i, 9, .Z;) denote the (Hessian) matrix of second partial 
derivatives of L(t, y, u) in y, evaluated at (i, 9, ~2). 
We define the following regularity condition for the pair of problems 
(P) and (D): 
M. If (P) has an optimal solution (2, p), the set F(Z, y) < 0 satisfies 
the Kuhn-Tucker [13] constraint qualification at y = 9. 
p. If (D) has an optimal solution (a, 8, 9, 4), the matrix VU2L(t”, 9, ti) 
is nonsingular. 
THEOREM 1. Let f(x, y) and each component of - F(x, y) be concave 
on the set ((x, y) E Rn x Rplx, y > 0}, and assume that (P) and (D) meet 
the regularity condition. Then 
(i) if (x, 9) solves (P), there exists G such that (2, Z, jj, a?), where f = 3, 
solves (D) ; 
(ii) if (i, i, 9, 4) solves (D), then 2 = I, and (2, 9) solves (P). 
(iii) in both cases (i) and (ii), 
max{f(xJ~)l(xp~) EZl = max min {g((x, t, y, u) E W}. 
x bY,U 
Proof. (P) can be written in the form (P’): 
(2) 
(P’) max{max{f(t, y) IF(t, y) < 0, 
xex t,y>o 
t - x = O}}. 
For any given x E X, let P’(x) denote the nonlinear program in the 
braces (in the continuous variables t, y). The dual of P’(x) is the 
problem D’(x) (see Wolfe [16], Mangasarian [El): 
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min f(t, Y) - uF(t, Y) - v(t - 4 - (4 y)Ot,,V(t, Y) - uF(t, Y) - v(t - 41, 
t,Y,wJ 
D’(x) V‘t.y V(t> y) - Wt, y) - v(t - 41 < 0, 
t, y> 26 3 0, 
where v E Rn. 
But D’(x) can be written as 
min L(t, y, 26) - (t, y)C7t,&(t, y, u) + 8x, 
t.y,u,o 
Substituting in the objective function for 
zJ= ~,qt,Y,u) +r, y b 0, 
where Y E Rn. we obtain 
min L(t, y, u) - (t, y) V,,J(t, y, u) + x17J(t, y, .u) + xy, 
f,Y,W 
D"(x) B,W, y, 4 < 0, 
t, y, u, Y 3 0. 
But, since Y 3 0 and x > 0 by definition, we have xd = 0 for any 
optimal solution (l, 9, 6, +) to D”(x). The latter is therefore equivalent 
to the problem 
Now assume that (5, 9) solves (P). Then (E, g), where E = 5, solves 
the nonlinear program P’(Z) in the (continuous) variables (t, y). In view 
of the differentiability and concavity of L(x, y, U) and of the regularity 
condition CI, there exists (U, f) such that (& 7, G, 7) solves D”(X) (Wolfe 
[18, Theorem 21). Furthermore, 3P = 0 and (i, g,z1) solves D(X). 
We assert that (2, E, 3, ~2) solves (D). Assume that this is not true. Then, 
since (E, F, ti) solves D(X), there exists 2 E X such that, denoting by W’ 
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the constraint set of D(x), we have 
max min{g((x, t, y, u) E IV} = min(g(2) j (t, y, zt) E IV’> > g, 
x G?,G f,Z’,lk 
where ,EJ is the objective function value of D(X) at the optimum. 
Let (2, 9, 6) be the vector for which g(Z) attains its minimum over IV’. 
Then (2, 9, 3, F), where P = 0, solves D”(Z). In view of the regularity 
condition fi, the vector (t, 9) then solves P’(Z) (Huard [ll, Theorem l]), 
with 
max{f(Z, y) IF(K y) d 0, Y 2 O} = min(g(4 [(t, y, u) E W’} > S 
Y f,Y>U 
which contradicts the assumption that (X, 7) solves (P), i.e., that (X, ?, g) 
solves (P’). This proves statement (i). 
To prove (ii) assume that (a, 2, 9, ~2) solves (D). Then (2, 9, ~2, i), with 
+ = 0, solves D”(a). Applying the duality theorem of Huard [ll], we 
find that (i, 9) solves P’(i). Hence either (2, 2, 9) solves (P’), and thus 
(2, 9) solves (P), or there exists X E X such that 
max{f(Z, y) (F(% Y) < 0, y 3 0} > f(C 9). 
But in this case, applying Wolfe’s duality theorem to P’(S) and denoting 
by g the objective function value of D(2) at the optimum, we find that 
which contradicts the optimality of (2, 2, 9, ~2) for (D). This proves 
statement (ii). 
Statement (iii) follows directly from the proof of (i) and (ii). 
Remark 1. The regularity condition cc can be replaced by the Arrow- 
Hurwicz-Uzawa [l] or the Slater [17] or any other constraint qualification 
under which the duality theorem of [18] holds. On the other hand, if the 
regularity condition fi is replaced by the weaker “low-value property” 
requirement introduced by Mangasarian and Ponstein [16], then the “strict” 
converse duality statement (ii), based on [ll 1, has to be replaced by a 
weaker converse duality statement of the type in [16]. In all these cases 
the theorem can still serve as a basis for the algorithm described in Section 3. 
Remark 2. If Rn x RP reduces to RD, i.e., P is a nonlinear program 
in the (continuous) variables y, (D) becomes the dual nonlinear program 
considered in [18, 151. If R” x Rp reduces to Rfi, i.e., (P) is a pure-integer 
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nonlinear program in x, its dual (D) defined above becomes a mixed-integer 
max min problem (DO) in nonnegative variables, otherwise unconstrained, 
and linear in the integer-constrained variables : 
(Do) maxminL(t, U) + (x - t)V,L(t, u). 
SEX t.rr>o 
3. THE ALGORITHM 
The method we are going to discuss solves the problem (P) introduced 
in Section 2 by solving its dual (D). Th’ is, on the other hand, is achieved 
by solving a sequence of problems D(x), defined by a sequence of vectors 
x E X. We shall assume that X is bounded, and that L(x, y, 24) satisfies 
the assumptions of Section 2 (differentiability, concavity, regularity), 
which also implies that W # 0. By “solving” a problem D(x) we mean 
finding an optimal solution or an &-solution (in the sense defined, for 
instance, in [19]), or establishing the fact that D(x) has no finite optimum. 
For the following, whenever we say “optimal solution,” we shall mean 
an optimal solution or an &-solution in the sense above. 
Now suppose we solve D(x) for x = x1,. . . , x*, (1,. . , q} = Q (xk E X, 
kEQ). For each k E Q, either tc or /? holds: 
u. D(xk) has an optimal solution (P, y”, u”). 
p. g(.@) is unbounded from below on W’. 
For case /3, if F(t, y) is linear in y, we have 
THEORE~I 2. If g(x”) is unbounded from belozw on W’ and there exists 
(t”, y’i, %“) E W’ such that tk = xp, then there exists 7P 3 0 satisfying 
V,u”F(t”, yk) > 0 (3) 
and 
- vkF(tk, y”) + (t”, y”) V,,,vkF(tk, y”) - xkV,vkF(tL, y”) < 0. (4) 
Proof. If D(x”) has no finite optimum, then the convex program 
P’(x”), which was shown in the proof of Theorem 1 to be dual to D(xk), 
is infeasible, that is, the system, F(t, y) < 0, t = xk, y 3 0, has no 
solution. If F is linear in y, that is, of the form 
W, Y) = F,(t) . Y + F,(t) 
where F, is m x p and F, is nz x 1, the above system can be restated as 
F,(x”) .y < - F,(xk), y > 0. 
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If there is no y satisfying this system, then according to Farkas’ 
theorem of the alternative, there exists a E Rm such that 
VFi(X’2) 3 0, ‘0 b 0, v[- F,(x”)] < O 
or, in terms of F(x”, y), there exists v E Rm satisfying 
V&V, y) > O, v 2 0, v [-F(xk, y) + Y V,FW, y) 1 < 0 
for any y E R*. 
Now let (P, yk, uk) E W’ and tk = xk. Then the last statement implies 
the existence of vk 3 0 satisfying (3) and (4). Q.E.D. 
Having solved D(x) for x = xk E X, k E Q = (1,. . . , q), let Q = Qi U Qz, 
with 
QI=WQI+") h as an optimal solution (t’“, yk, u”)} 
Q2 = {k~Qlg(x”) is unbounded from below on W’}. (5) 
For k E Q2, let (tk, yk, .uk) E W’ be any solution that makes g(x”) 
smaller than max{g(xh) Ih E Qi> ( or any finite solution, if Qi = 0). Further, 
if F(t, y) is linear in y and there exists (t, y, M) E W’ such that t = xt, let 
(t”, yk, 24”) E w’, tk = xk, ak > 0, and 
(6) 
(t”, yk, v”) satisfies (3) and (4) 
For each k E Q, let gk denote the value of g(X”) for (t, y, G) = (t”, yk, u”), 
i.e., let 
g” f L(tk, y”, u”) - (t”, yL)vt&(tk, yk, u”) + y”vtL(t”, y”> u”). (7) 
Further, let 
g* C 1 
- m, if Qi = 0. 
THEOREM 3. Any x E X (if one exists) such that 
min{g(x) \(t, y, u) E W’} > g” 
i,>‘,ZL 
satisfies the constraints 
xv,Lp, yk, 24”) > g” - g” + tvtL(tk, y”, u”), 
and (if F is linear in y and Q2’ # 0) 
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- xV,vkF(tk, y”) > +F(t”, y”) - (t”, y”) V,,,vkF(tk, y”), ~EQ, (11) 
where tk, yk, uk, vk, and gk aye defined by (5), (B), and (7). 
Proof. Suppose x E X does not satisfy (10) for@ E Q. Since (tp, yp, up) E 
W’, this implies 
inf{g(x) l(t, y, u) E W’} ,( L(tP, yJ1, u”) - (t”, y”)Vi,J(tp, yp, up) 
l,Y.~~ 
+ xv,_Lp, y*, u”) 
<g”, 
which contradicts (9). 
Now suppose I; is linear in y, Q2’ # 0, and x E X does not satisfy (11) 
for p E Q2. Then, since (t”, yn, up j- Avfl) E W’ for any A 2 0, we have 
inf(g(4 j (t, y, u) E W’} < L(tp, y *, u” + ltv”) - (t”, y”) vtJp, y”, u” + Av”) 
+ xv&t”, y”, up + Au”) 
= Lp,y”, u”) - (t”,yqvt,Jp, yg, u”) 
+ XV&p, yp, UP) 
+ A I- @JvP> y”) + (t”, Y”) V,,,w, y”) 
- NtF(t”>_~“)l. (12) 
But then, in view of (6) and of Theorem 2, the right-hand side (and 
hence the left-hand side) of (12) can be made arbitrarily small by increasing 
A, which again contradicts (9). Q.E.D. 
In the following we shall denote by (10, 11) the constraint set of 
Theorem 3 [that is, (lo), (11) whenever Qa’ is well defined, and (10) 
otherwise]. 
COROLLARY 1. If there is no x E X satisfying the set (10, 1 l), then either 
(i) Qi = 0 and (P) has no feasible solution; OY 
(ii) Qi # 0 and (xkO, tka, ykO, uko) defined by (8) is an optimal solution 
to D. 
Proof. (i) If Qi = 0, g(x) is unbounded from below on W’ for any 
VEX. Hence [18, Theorem l] P(x) has no feasible solution for any 
x E X, i.e., (P) is infeasible. Statement (ii) follows directly from Theorem 3. 
Q.E.D. 
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The following two-phase algorithm is based on the results above (a 
special case of this algorithm, for mixed-integer quadratic programs, is 
described in [B]): 
Phase I. Find xk E X satisfying the constraint set (10, 11). (At 
the start this constraint set is vacuous; thus x1 E X is arbitrary). If 
there is no such XI; E X, the procedure ends with the result shown in 
Corollary I. Otherwise go to Phase II. 
Phase II. Solve D(xL). If it has an optimal solution, generate a 
constraint (10) and, if g” > g*, update g* (i.e., set g* = gL). If g(x”) has 
no lower bound on IV’, generate a constraint (10) and (if F is linear in y 
and Qs’ # 0) a constraint (11). Then go to Phase I. 
THEOREM 4. In a finite number of iterations the algorithm. consisting 
of Phases I and II ends with the set (10, 11) having no feasible solution 
XEX. 
Proof. X is finite, and no x E X can be generated twice: each newly 
generated x E X satisfies the current constraint set and is used to generate 
a new constraint which it violates (by construction). Q.E.D. 
The procedure above can be implemented in several ways. The Phase 
I search for a vector x E X satisfying the current constraint set (10, 11) 
should not be started each time from the beginning (a vector x E X dropped 
as infeasible for the current constraint set does not become feasible 
by the addition of new constraints). Rather, the successive applications 
of Phase I should constitute successive stages of a single search process 
over X. If X = (0, l}“, the implicit enumeration techniques (see IS] 
and subsequent developments 19, 14, S]) known for linear programs 
in O-l variables, with their various exclusion tests, can be used here. If 
X is the set of nonnegative integers, then a technique of the type described 
in [S] can be used to replace the integer variables by O-l variables. 
As to Phase II, the most convenient way of solving D(xk) is usually 
the following. Solve the convex programming problem P(x”) obtained 
from (P) by setting x = zk. Let the optimal solution of P(x”) be y”. 
Then solve the linear program in u obtained from D(xk) by setting (t, y) = 
(xk, y”). If for some k E Q this linear program is infeasible because P(9) 
does not satisfy the constraint qualification at the optimum, the current 
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9 can simply be dropped and another x E X generated. This will not 
affect the convergence of the procedure, provided one makes sure that 
xii is not repeated. 
In order to avoid having an excessively large number of constraints 
(10, 1 l), after a while one may stabilize the number of constraints by 
dropping an old constraint whenever a new one is added. Convergence 
of the procedure can still be preserved, if the implicit enumeration 
procedure which is used to generate the elements of the finite set X is 
itself nonredundant (i.e., finite). 
This procedure is perfectly valid (in fact, considerably simplified) in 
the special case when all the variables of (P) are integer-constrained. The 
inequality set of (D) is then vacuous, and (D) becomes the problem (DO) 
shown in Remark 2 following Theorem 1. Also, F can be considered 
linear in _JJ. Since the concavity of I_(t, U) in t implies the relation 
L(t, u) + (x - t)V,L(t, u) 3 L(x, Z&)9 (13) 
which holds as an equality for t = x, Phase II reduces to solving the 
problem D”(xL) in u: 
Do(@) min L(x~, U) s min{f(x”) ~ uF(x”) lu > O}. 
IL>0 
Whenever F(xk) < 0, uk = 0 solves DO(+), and a constraint (10) which 
now becomes 
XV&k) > g* ~ f(x”) + XV&k) (14) 
is generated for Phase I. Whenever F,(x”) > 0 for i E M+ c M, L(x”, u) 
has no lower bound on (U E R”~u 3 O}. Then the vector u/C such that 
ZQ = 1 for i E M+ and uik = 0 for i $ M+ defines a constraint of type 
(11) for Phase I. 
4. RELATIOK TO OTHER WORK 
This method can be viewed as a generalization for the nonlinear case of 
the ideas underlying the mixed-integer linear programming method of 
Benders [7] or the closely related technique of Lemke and Spielberg [14]. 
While Benders’ partitioning procedure is generally used for solving 
mixed-integer linear programs, it is in fact slightly more general than that. 
Benders partitions a mixed-variables program into two subproblems: a 
linear program (say, Pi) and a more general problem (say, P2, which may 
be, for instance, an integer program, whether linear or not); then he 
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solves the original problem by solving a sequence of subproblems Pl, P2. 
But this partitioning method is subject to the following limitations (also 
valid for the Lemke-Spielberg algorithm) : 
1. The objective function and each constraint has to be separable with 
respect to the continuous variables, i.e., no term containing both integer 
and continuous variables is allowed. 
2. The objective function and the constraints have to be linear in the 
continuous variables. 
3. If the objective function and/or the constraints are not linear in 
the integer variables, then the subproblem P2 will be a pure integer 
nonhear program for which a solution method has yet to be found. 
The algorithm described in this paper does not have any of these 
limitations: limitations 1 and 2 are not required, and 3 does not apply: 
our correspondent of Benders’ subprohlem P2 is a pure integer linear 
program. 
Furthermore, whereas Benders’ partitioning method becomes meaning- 
less when applied to a pure integer linear program (it replaces the integer 
program with itself), the algorithm discussed in Section 3 replaces an 
integer nonlinear program by an integer linear program. 
We shall now discuss the relationship between our method and the 
cutting plane method of Kelley 1121 for nonlinear programming, which, 
as Kelley has shown, can be combined with Gomory’s [lo] cutting plane 
method for integer programming. The constraints (10, 11) generated in 
our procedure are hyperplanes that cut off portions of the set X containing 
the current x, hence they can also be regarded as “cutting planes.” But 
tllere are some basic differences: 
1. Kelley’s method generates a sequence of points outside the feasible 
set, which converges on a feasible point. The first point which is feasible, 
is also optimal; but no feasible point is available before the end of the 
procedure. In this sense it is a “dual” method. The same is true when 
Kelley’s method is combined with Gomory’s to solve an integer nonlinear 
program (in this case, of course, “feasible” means a solution which is 
also integer in the required components). 
On the other hand, the method described in this paper generates a 
sequence of feasible and (occasionally) infeasible (but integer in the required 
components) points, with a subsequence of feasible points such that 
each feasible point in the subsequence is strictly “better” than the previous 
one. At each stage, a currently “best” feasible solution is available. 
In this sense this is a “primal” method. 
Lz,aeav Algebra and Its Ap~licatms 4(19-/l), 341-352 
(MIXED-) INTEGER NOLULINEAR I’ROGRAMMING 351 
2. Kelley’s cutting hyperplanes define a convex set S’ containing the 
original constraint set S. The role of each newly generated hyperplane 
is to cut off a portion of the set S’ - S containing the current (infeasible) 
solution. Similarly, Gomory’s hyperplanes are meant to cut off a portion 
of the set S’ - S” (where S” is the convex hull of the feasible integer points). 
Thus, both types of hyperplanes cut off sets of points lying outside the 
feasible (integer-feasible) set. 
In our procedure, two types of hyperplanes are generated. Both of 
them are hyperplanes in n-space, rather than (n + $)-space, i.e., in the 
space of integer-constrained variables rather than the space of all variables; 
and they are used as constraints on the (and only on the) integer-constrained 
variables x E X. The main role belongs to the hyperplanes of type (lo), 
which are meant to cut off portions of X containing points x that cannot 
yield, in conjunction with any y, a feasible solution better than the 
best one currently available. When hyperplanes of the type (11) are 
generated, they are meant to cut off portions of X containing points 
which cannot yield, in conjunction with any y, a feasible solution. 
3. In Kelley’s procedure, a cutting plane is generated by replacing 
a constraint function by its first-order Taylor series approximation in 
the neighborhood of the current solution. In our notation this would be 
The dualproblemdoesnot playanyroleinthederivationof thisconstraint. 
To give a comparable interpretation to the cutting planes generated 
in our procedure, consider the Lagrangian expression associated with the 
primal problem 
L(L, y, u) = f&y) - "F&y). 
If the current integer point 5 (in n-space) is such that the function 
L(X, y, u) in (y, u) has a saddle point at (9, .U), we generate a cutting plane 
by requiring the first-order Taylor series approximation of L(x, 7, ti) 
(considered as a function in x defined on {xlz 3 0}) in the neighborhood 
of x = X = Z to satisfy 
L(C 3, .u) + (x - X)BJ$, y, zt) > g”, (IOa) 
where g* is defined by (8). It is easy to see that (lOa) is the same as (10). 
A similar interpretation can be given to the inequalities (11). 
In the case of both types of cuts, (10) and (ll), the point (Z, y, zZ) or 
(f, g, V) is generated by solving the dual problem D(x) for x = X. 
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