ABSTRACT. Let ~ = (~m)rnEZ be an arbitrary element of the sequence space /OO(Z), and let Ll. be the difference operator on /OO(Z): Ll.~ = am+! -~rn)rnEZ' The object of this investigation is the best possible value
1. Introduction. In 1914, Hadamard [1] showed that if the twice differentiable real-valued function / on ( -00, 00) is bounded along with its second derivative, then (1.1)
where P-j = sup{ I/(J)(x )1: -00 < x < oo}, j = 0,1,2. This result was the analog of a similar inequality derived earlier by Landau [2] for functions / on (0, (0), viz., (1. 2) wherep-j = sup{l/(J)(x)l: ° ~ x < oo}, j = 0,1,2.
The ciassical inequality (1.1) was generalized to higher-order derivatives first by Silov [3] for derivatives up to order five and, subsequently, by Kolmogorov [4, 5] for derivatives of arbitrary order. In [5] , Kolmogorov showed that if the n times continuously differentiable real-valued function / on (-00, 00) is bounded along with its nth derivative (n = 2,3, ... ), then (1. 3) ILk ~ K(n, k )ILbn-k)/nIL~/n, k = 1, ... , n -1,
where ILj = sup{lf(J)(x)l: -00 < x < oo}, j = 0, ... , n. The constants K(n, k) are best possible; they are given by Later, it was observed by Ljubic [6, 7] that inequality (1.3) is a particular instance of a more general class of inequalities involving the norms of powers of linear operators. Thus, if D is the differential operator with maximal domain in Loo(R), the best possible constant K(n, k) in (1.3) is given by The same observation motivated Gindler and Goldstein [8, 9] in their investigations of inequalities involving the norms of powers of dissipative operators on Banach spaces.
The discrete analog of D is the difference operator I:::. on the sequence space [oo(Z).
If ~ = (~) mE Z denotes the general element of [OO(Z), then I:::.~ is the vector with components (1.9) mE Z. In the present article, we are interested in the analogs of Kolmogorov's best constants K(n, k) for the difference operator 1:::.. Denoting them by C(n, k), we have License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use These constants have been investigated previously by Ditzian [10] and, more recently, by Ditzian and Newman [11] .
In §2 we explore some corollaries of Kolmogorov's results for the best constants K (n, k). In §3 we show that the discrete constants C( n, k) are at least equal to the corresponding K (n, k), and exactly equal if k = n -1. In §4 we construct lower bounds for the discrete constants C( n, k) and show that C( n, k) is generally greater than the corresponding K(n, k). In §5 we derive several inequalities for the quotient Qn,k(~)' In §6 we compute the values of C(n, k), k = 1, ... , n -1, for n = 2, ... ,5. Here, [x] denotes the largest integer contained in x. Thus, En has n -1 continuous derivatives on R and is strictly monotone between its extreme values, which occur at the integers if n is odd and at the half integers if n is even, with (2.3) if n is odd, if n is even. The constant M J in (1.5) is equal to the quantity (j!)-lIIEnll; hence,
Because the tables in Kolmogorov's article [5] contain several errors, we give the first few values of K (n, k) n, which is rational, and all values of K (n, k) for n = 2, ... , 12 in Tables 1 and 2 , respectively. As n ~ 00, we have the asymptotic results
In particular, (2.9)
Given the bounds [14, Equation (23.1.15)] for the Bernoulli and Euler numbers, one may obtain better bounds for the individual K(n, k), (2.11) Kb
e(n-k)/n' n with (2.13)
if j is odd, if j is even.
3. General results. The following general results are due to Ditzian [10] and are included here for the sake of completeness.
PROOF. Let h be fixed, h > O. We use the extremal En for the differential operator Din LOO(R) to define the sequence Hh) E lOO(Z),
This sequence has the property that h-kll~kHh)1I ~ IIE~k)1I as h ~ 0 for k = 
In particular, Dn-lf is the piecewise linear interpolant of ~n-l~,
and Dnf the piecewise constant interpolant of ~nt
m Therefore, IIDn-1 fll = II~n-l~11 and IIDnfll = lI~n~lI. Furthermore, IIfll ~ II~II, because the B-splines are nonnegative functions that sum to one at every point of R. Thus, using Kolmogorov's result for D with k = n -1, we find that (3.6) In fact, we shall show in §6 that C(3, 1) = 21/3. We have implemented this procedure and computed lower bounds eben, k) for values of n up to 12, choosing the elements ~m from the set {-I, 0, I}. The sequences thus obtained were not unique: In some cases, it was possible to select a sequence with only finitely many nonzero elements; in other cases, an infinite but periodic one resulted. Table 3 contains several examples. In each example, the core is at the center; a type f indicates a finite sequence, a type p a periodic one.Values of eben, k) thus obtained are given in Table 4 . A superscript * indicates that the given value is greater than the corresponding value of K (n, k ).
Lower bounds for C(n, k
The algorithm can be worked out analytically for k = 1 with the result
if n is odd, if n is even.
The value of eben, 1) thus obtained always exceeds the value of K(n, 1). 
Greater lower bounds Cb(n, k) may be obtained if the constraint II~kgll = 2k is relaxed. The periodic sequences 
The 3-periodic sequence (4.2) was chosen on the basis of numerical experiments; the 4-periodic sequence (4.3) already appeared in Table 3 for k = 1; the 4-periodic sequence (4.4) was constructed so that ~g(3) = g (2) . The value of Qn k at these vectors depends on the parities of nand k; see Table 5 .
A value of Qn,k less than or equal to one is useless as a lower bound for C(n, k), in view of (2.10) and Theorem 1.
By comparing the entries of Table 5 and selecting the greatest one in each row, we obtain a lower bound for C(n, k) that may, in fact, be greater than the lower bound Cb( n, k) given in Table 4 . The result of this exercise is summarized in the following lemma. Table 4 , whichever is greater.
We observe that (4.9) Table 4 can now be updated; the result is Table 6 . Again, a superscript* indicates that the value of Cb(n, k) is greater than that of K(n, k).
Having established these results, we can now investigate when K (n, k) is strictly less than C( n, k).
The proof is based on establishing the strict inequality KlI(n, k) < Cb(n, k) between the upper bound KlI(n, k) of K(n, k), given by (2.12), and the lower bound Cb(n, k) of C(n, k), given by (4.8).
(i) n odd, k even. Notice that n -k must be odd, with n ~ 3 and n -k ~ 3. 
The first inequality is satisfied as soon as
which is always the case if kin satisfies the inequality in (4.12), and the second inequality is satisfied as soon as
which is also always the case if kin satisfies the inequality in (4.13).
(ii) n even, k odd. Again, n -k must be odd, with n ~ 4 and n -k ~ 3. Using the estimates fn-k ~ f3 = 15/14 and l1n ~ 114 = 244/243, we see that it suffices to establish the inequality (4.14)
This inequality is satisfied if
which is always the case: The quantity in the right member is greater than one, because (15/14)y'2 > (4/'IT).
(iii) n odd, k odd. This time, n -k must be even; furthermore, n ~ 3. Because l1n ~ 113 = 15/16, it suffices to establish the inequality
The inequality is satisfied if kin satisfies (4.10).
(iv) n even, k even. Again, n -k must be even; furthermore, n ~ 4. Using the estimate l 1 n -k ~ 114 = 244/243, we see that it suffices to establish the inequality
The inequality is satisfied if k / n satisfies (4.11). 0 The fact that we do not have a good expression for the lower bound of C(n, k) if n -k is even precludes us from extending the theorem to all (n, k). Qn.k(~) . In this section we derive several inequalities for the quotient Qn ka). We restrict ourselves again to pairs (n, k) with n = 3,4, ... and 
Inequalities for
k = 1, ... , n -2.Qn,k(~) ~ K(n,k) + n -~ + 1 Qn,k+2(OII~n~112/n for k = 1, ... , n -2,Dn-'f(x) = L (~n-'~L_n+,Bj,'+1(X).
j=m-I
Suppose I is even. If we split off the term with j = m -n + 1/2 and use the property that the B-splines sum to 1, we obtain the identity
j=m-I/2+1
N ext, we observe that for P = 0, ... , 1/2 -1. Hence, at x = m + 1, the two sums above can be combined into one:
The linear combination of the (n -I)th differences that occurs under the summation sign can be expressed in terms of (n -I + 2)th differences
((~n-i+20m_n+P+r_l +(~n-I+2~)m_n+l_p_l_r) r=1
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Thus (5.9)
p=O r=1
x BO,l+1( P + ~).
The right-hand side of (5.9) is less in absolute value than the quantity The sum inside the braces can be evaluated I(Lln-I~)m_n+I/21 ~ IIDn-1fll + I ;411ILln-I+2~11.
As the right-hand side is independent of m, we can take the supremum over all m and arrive at the inequality (5.13) IILln-I~11 ~lIDn-lfll + I ;411ILln-I+2~11.
Here, IID n -1 fll can be estimated by K(n, n -1)llflll/nIiDn/ll(n-I)/n, according to Kolmogorov, and this bound, in turn, is equal to K(n, n --1)IILln~II(n-I)/n. Thus, (5.14)
IILln-I~11 ~ K(n, n _l)IILln~II(n-I)/n + I ;411ILln-I+2~11. 
Here, Cpn is the binomial coefficient G). The terms with p = (n -1)/2 and p = (n + 1)/2 have equal coefficients, but opposite signs. Combining them into one single term involving (~~)I+(n-l)/2' we obtain the identity Since the right-hand side of (5.23) is independent of I, we can take the supremum over I and find that 
The inequality (5.19) follows upon division of both sides of (5.25) by lI~n~1I1/n. 
The vector of the fourth differences of a vanishes except for five elements: 
La,(~ngL = -em + 2)2(~n-2gL +(~n-4g)_m -2(~n-4g)2 +(~n-4g)m+4. As the reference point for the indices of the elements of ~ is arbitrary, the same estimate holds for any element of .:In-2~, so taking the supremum over all elements we obtain the inequality (5.43)
The statement of the lemma follows upon division of both sides of this inequality by 
As the reference point for the indices of the elements of ~ is arbitrary, the same estimate holds for any element of ~n-3~. Taking the supremum over all elements, we obtain the inequality 
Values of C(n, k).
In this section we compute C(n, k), k = 0, ... , n -1, for n = 2, ... ,5. The results are summarized in Table 7 . The entries for k = n -1 are the same as in Table 2 , in accordance with Theorem 2. 6.1. C(3, 1) = 2 1 / 3 = 1.25992. From Lemma 3 we know that C(n, k) ~ 2 1 / 3 , so it suffices to establish the reverse inequality.
Let ~ be an arbitrary vector of unit length in [OO(Z) . From (5.15) we have the estimate (6.1) () ( 9) 6.3. C(4,2) = (1)1/2 = 1.15470. From Lemma 3 we know that C(4, 2) ~ (1)1/2, so it suffices to establish the reverse inequality.
Let ~ be an arbitrary vector of unit length in /OO(Z). From (5.15) we have the estimate (6.7) from (5.18) the estimate (6.8) and from (5.33), taking m = 0,1,2, the estimates (6.9) Q4,2(~) < tIILl4~112/4 + 1/IILl4~112/4, (6.10) and (6.11) respectively. The inequality
(iv) from (6.9) if ~ < IILl4~11 < 12, and (v) from (6.8) 
Hence, Q42(~) is uniformly bounded by (~)1/2 over the entire range of IILl4~11. It follows th~t C(4,2) < (4)1/2.
We observe that, although Ditzian and Newman give the correct value of C(4,2) in [11] , their proof is incomplete. from (5.18) the estimate (6.13) and from (5.19 ) the estimate (6.14)
Q5,lU) < foIILl5~114/5 + ~/IILl5~111/5. We observe that the constant term in the right member of (6.22) is only slightly less than 2 1 / 5 , so the interval over which (6.22) can be used to estimate Q5.3a) by 2 1 / 5 is very small; in fact, it extends only up to the point 11.l5~11 = 24(256 1 / 5 -225 1 / 5 )5/2 = 0.026543.
On the other hand, (6.23) yields Q5 3a) ~ 2 1 / 5 only for 11.l5~11 ;:;. 2 14 / 3 = 25.39842. Q 5,3 (~) therefore remains to be estimated over a rather wide gap, for which a variety of inequalities is needed.
The inequality (5.33) requires good estimates for Q5,1(H We found the following ones useful, besides (6.14): Thus we obtain from (5.33), taking m = 0 and using (6.14) and (6.24), the inequalities (6.26) and (6.27) respectively; also from (5.33), taking m = 1 and using (6.24) and (6.25) 
