Abstract: Multicasting and Broadcasting are important communication techniques in wireless adhoc networks to disseminate control messages and other important information during emergencies, battlefield operations, disaster relief efforts, etc. In this paper we propose an adaptive multi-source broadcasting protocol using Random Linear Network Coding. One key feature of this protocol is its multi-source operation, coding packets from different sources in the same generation. The protocol also efficiently controls the number of re-transmissions based on neighborhood information, limits the size of generations by introducing the concept of Generation Distance (GD) for multisource operation, supports early decoding, and adaptively calculates the time-out for generations based on the generation size and transmission rate (packets/sec). Simulation results show that inter-mixing of packets from different sources results in improved Packet Delivery Ratio (PDR) as well as lower latency, compared to the already proposed single-source schemes. We also investigated its adaptive performance compared to a baseline flooding protocol and show that our protocol delivers consistently high PDR and low latency in both single-source and multi-source scenarios for a range of network densities and traffic rates.
I. INTRODUCTION
In many wireless applications, there is a requirement to flood information to all nodes in the network. Simple flooding results in significant packet loss and network congestion. More efficient broadcasting techniques have been proposed and are categorized as Probability-Based Methods, AreaBased Methods and Neighbor Knowledge Methods [1] [2] .
Recently researchers started to exploit the inherent characteristics of the wireless media, such as its broadcast nature [3] to design new ways of wireless communication. One emerging area is Network Coding (NC). It has been shown that the multicast capacity can be achieved by mixing packets from different flows [4] . With NC, the sending nodes or the intermediate nodes not only act as a relay but they additionally process packet, combining (encoding) a number of packets they have received into one or several outgoing packets. Various analytical models and simulations have shown that network coding can improve the efficiency, throughput, complexity, robustness and security of the network [5] [6] . Various NC-based techniques have been proposed namely XOR-based NC, Reed-Solomon-based NC and Random Linear Network Coding (RLNC).
These NC techniques have been applied to various applications, such as multicasting and broadcasting in wireless networks, peer to peer file distribution [7] , security and robustness to attacks [8] , video surveillance [9] , etc.
Our proposed scheme uses RLNC for wireless broadcast. Very little work addresses multi-source RLNC based broadcast [10] , yet the capability of disseminating information from multiple sources to all nodes is important in applications such as providing a common operational picture during disaster recovery or battlefield operations, to name a few. To the best of our knowledge, the key elements of our protocol that make it a novel scheme are as following: 1. The scheme works well for both single-source and multisource environments, allowing packets from different sources to be coded in the same generation. 2. It can effectively control the generation size growth issue in multi-source environments using a concept we call Generation Distance (GD). 3. Using neighbor knowledge and generation size, our scheme calculates the number of rebroadcasts that are sufficient for all the nodes to decode the coded packets. Hence, it is adaptive to varying network densities, making it very suitable for adhoc networks in which there is no control over the number of nodes in the network. 4. A generation list is maintained by each source containing all the generations seen so far for a limited period of time to reduce the possibility of randomly generating multiple generations with the same ID at the same time. 5. The protocol supports early decoding of packets.
Duplicate decoding of packets for a generation is avoided by nodes by maintaining a list of decoded packets for that generation. The remainder of the paper is organized as following. Section II gives a brief introduction to RLNC. In Section III we review the related work on broadcasting using RLNC. Section IV discusses the details of our proposed scheme. Results and analysis are presented in Section V and conclusion and a discussion of future work wrap up the paper in Section VI.
II. BRIEF INTRODUCTION TO RLNC
In Random Linear Network Coding, the output flow at the given node is obtained as a linear combination of its input flows. Typically three different operations are performed by RNLC. Encoding, re-encoding at intermediate nodes and decoding.
K consecutive bits of a packet can be divided into L = K/s symbols, where a symbol has s bits. These symbols can be interpreted as taken from a Galois Field GF(2 This can be expressed in matrix form as X = C * B. Note that encoding can be performed recursively to already encoded packets and this process is referred to as re-encoding. This operation may be repeated at several nodes in the network. In order to decode the original packets, nodes need to solve the system B = C -1 × X. The number of received packets needs to be at least as large as the number of original packets (assuming these packets are linearly independent) to fully decode all packets.
It is important to limit the size of the matrix that is used for encoding and decoding. For that purpose packets are grouped together in blocks called a Generation. Only packets of the same generation can be encoded together, limiting any decoding matrix to the generation size. It has been shown that the size and composition of a generation has a significant impact on the performance of NC [12] .
III. RELATED WORK ON RLNC BROADCAST
The original work on network coding for multicasting in wired networks was done by Ahlswede et. al. [4] . They showed that, as the symbol size approaches infinity, the source can multicast information at a rate approaching the min-cut between the source and any receiver. The work was further extended by Koetter and Medard [13] , showing that codes with a simple and linear structure were sufficient to achieve that capacity in lossless wired networks.
In [14] , the authors gave a theoretical overview of network coding in both lossless and lossy networks for single source unicast and multicast operation. Their analysis shows that, for lossless networks, NC provides no advantage compared to standard routing in the case of unicast traffic. However for multicast traffic, NC provides considerable gain. The heuristic implementation of their theoretical work led to a protocol called CodeCast [9] , discussed later.
Ho et. al. [11] showed that RLNC achieves single source multicast capacity with probability exponentially approaching 1 with the length of the code. They demonstrated their results in two scenarios: a distributed network operation and networks with dynamically varying connections.
In [15] , the delay performance of network coding for a treebased single source multicast problem was studied and compared to various Automatic Repeat reQuest (ARQ) and Forward Error Correcting (FEC) techniques in terms of the effective number of retransmissions per packet.
[10] gave a theoretical analysis and simple algorithms for energy efficient broadcast in. Energy efficiency is directly related to battery life, which is of importance in wireless adhoc as well as sensor networks.
[16] explored unicast communication in wireless adhoc networks using RLNC for probabilistic routing (Delay Tolerant Networking) in an extremely performance challenging environment. The simulation results showed that their proposed RLNC-based probabilistic routing algorithm achieves high reliability and robustness, compared to a simple probabilistic routing scheme for both static and mobile nodes.
In [9] , an algorithm (CodeCast) was proposed for multimedia applications, especially for surveillance (i.e. for transmitting video images collected from various cameras to the patrolling security agents in an industrial environment). The main focus was on delay constraints and delivery ratio for single source wireless multicast. The images should be delivered successfully within the delay constraints. Their results showed that CodeCast achieved 100% delivery and an overhead reduction of 50%, compared to a traditional MANET multicast protocol called ODRMP.
The authors in [17] observed the effect of packet loss and propagation delay using RLNC. Their work again addressed single source broadcast in wireless adhoc networks. They showed through simulations that network density and generation size play important roles in the performance of RLNC-based broadcast.
[18] discussed multisource wireless broadcast using RLNC. An algorithm was developed for multi-player video game broadcast for wireless networks called Network Coded PiggyBack (NCPB). The proposed algorithm was compared with IEEE 802.11 broadcast, Piggy-Backed Retransmission (PBR) and Multi-Point Relays (MPR) in terms of packet delivery ratio and delay. The simulations were carried out for lossy static as well as mobile scenarios involving multiple sources.
To the best of our knowledge, only a few papers [10] [12] [18] are related to multi-source wireless broadcast. None of these papers have addressed issues related to generation management when multiple sources insert their packets into the same generation independently. Similarly, none of the proposed protocols have developed a multi-source algorithm that can adapt the number of transmissions based on the node density and data transmission rates. Most papers evaluated their performance based on changing the probability of rebroadcasting or introducing a threshold-based forwarding factor. Our proposed protocol addresses these shortcomings. We show through simulations that cross-source coding improves both PDR and latency compared to applying single source schemes to generate and manage separate generations per source. We also show that the protocol is adaptive to network density and data rates, providing good performance over a range of network scenarios without the need to finetune specific network-related parameters.
IV. PROPOSED SCHEME Our protocol follows the basic idea of RLNC as discussed in Section II. We named this protocol Adaptive Random Linear Network Coding with Controlled Forwarding (ARLNCCF). Only the unique features of our protocol that make it adaptive and support cross-source coding are discussed in the following section.
A. Hello Messages and Number of Retransmissions
Each node periodically sends Hello messages with its own neighborhood information stored in the Hello packet. Each node thus obtaines the two-hop neighborhood information. If we assume node "m" as a starting point, the set of neighbors of m is given by Nr(m) and the neighbors of neighbors of m are given by NrN 1 (m), NrN 2 (m)…. NrN n (m), where, NrN n (m) is the set of neighbors of the n th neighbor of m. Based on the neighbor's neighbor information, the node will compute the neighboring node with the minimum number of neighbors, i.e. Min (NrN n (m), for all n) . It computes N T (i), the number of transmissions required for generation i, as: (NrN n (m) , for all n)⎤ The node will transmit N T (i) packets for that generation. In case of dense network, not every node needs to retransmit coded packets. So for dense networks, where the ratio is < 1, N T will become the probability to rebroadcast: 
C. Generation Resize
Since our main aim is to develop a multi-source protocol and nodes are free to insert their packets in any generation, subject to the GD, there are always cases where nodes insert their packet in the same slot of a given generation, based on their local view/knowledge of that generation. Receiving nodes maintain an ordered list of source addresses and sequence numbers for each locally saved generation. Once a coded packet is received, the node reorders the information in the received packet based on its local ordered list. If a native packet is found to be part of the received coded packet with a different 2-tuple for the same slot, the packet is moved to an empty slot in that generation. If no space is available, the generation size is increased by 1 and the conflicting packet is added to the end.
D. Generation Timeout
Motivated by the generation timer concept introduced in [9] [17], our protocol also has a timer T associated with each generation. The required number of encoded packets is rebroadcasted after the timer expires. However, there is still a chance that the node receives more innovative packets after T has expired. In that case a single packet is rebroadcasted for each received innovative packet if N T >1. The timer value is calculated as:
T = Generation Size / Data rate (packets per second)
We assume that the nodes have capability to estimate the data rate for each source. If different sources have different sending rate, the estimated rate is averaged for all flows.
E. Generation Distance (GD)
In order to limit the possibility of increasing the generation size, especially at high data rates and with a large number of sources, we introduce the concept of a generation distance (GD). It works as following: 1. The source, creating a new generation, sets the generation distance to 0 for that generation. Rebroadcasted packets for that generation have this value set to 1 in the packet header. 2. When a node receives a coded packet, it compares its generation distance value for that generation with the value in the packet. If the packet value is less than the locally stored value, the locally saved value is replaced with the packet value, to maintain the minimum hop distance. 3. If the source inserts its packet into another generation, not created locally, the value remains unchanged and the reencoded packets for that generation have the value incremented by 1. 4. A source always prefers a locally created generation as a candidate for inserting new packets. If none is available, than a generation with minimum generation distance is preferred, as long as the GD value is less than a set threshold. Otherwise, the source node generates a new generation.
F. Generation ID -Avoid Duplication
The Generation ID is randomly generated by the source node and it should be unique in the network. We use 2 bytes for the generation ID field in order to reduce the probability that the same ID is randomly generated by different nodes in a given frame of time. To further reduce the probability of duplicate ID's in the network, each node maintains the list of all the IDs seen so far in a given frame of time. If the node generates a new ID, it will be checked against the list. If that ID is already in the list, a new ID is generated repeatedly until we find one that is not in the list.
G. Partial and Full Decoding
Since each source can insert packets independently, there is the possibility for receiving nodes to partially decode the generation. The generation is partially decoded once the rank of a sub-matrix is full. All decoded native packets are recorded to avoid the possibility of duplicate decoding.
V. RESULTS AND ANALYSIS
We have implemented our protocol in NS-2 using C++. The MAC protocol used is IEEE 802.11 and we have used the default parameters set in NS-2 (i.e., 2 Mbps MAC data rate, 250 m transmission range, 550 m carrier-sense range, omnidirectional antenna and two-ray ground propagation model, etc). The generation size is set to 4. This value is found to be suitable for our multi-source scenarios, where there is possibility of increase in generation size. We generate Constant Bit Rate (CBR) traffic with a packet size of 256 bytes.
A. Simulation Scenarios
Our main aim in this paper is to investigate the performance of cross-source coding and to verify the adaptability of the protocol. To test the multi-source scenario performance with and without cross-source coding, 100 nodes were placed in a 500m * 500m area. The GD threshold is set to 1 as each node is a source and setting it to a higher value causes the generation size to grow large. The simulation is run for 20 second simulation time. Each node generates one packet only for Case 1 and 4 packets for Case 2. On average, 5 packets are generated per second for Case 1 and 20 packets/sec for Case 2.
To verify the adaptability to network density, we selected the basic flooding algorithm for comparison. For each case, the simulations are run for 500 second simulation time and averaged over 5 different runs. Nodes are randomly placed in a 500m * 500m area. We increase the number of nodes in the same area from 5 to 100, increasing the network density from sparse to very dense. Similarly, the data rates are varied from 1 kbps to very aggressive rates of 100 kbps (50 packets/sec) for single source and up to 50 kbps per source for 4 sources scenarios. These data rates are significantly higher than the rates used in [17] , where their proposed RLNC-based probabilistic broadcast algorithm experiences high packet loss for data rates as low as 6 packets/sec.
B. Results and Analysis

Cross-Source Coding Performance
In Case 1, all 100 nodes generate only 1 packet during the simulation. ARLNCCF can effectively combine packets from neighboring nodes in the same generation. On average, the generation size increases from 4 to 8 with GD set to 1 in that scenario. If we do not support cross-source coding, since the node generates only one packet, network coding is completely ineffective: when the generation times out, there is only a single packet in the local queue and the protocol defaults to a simple routing phenomenon. Note that this is true both for scenarios where nodes generate only a single packet or, more likely, scenarios where nodes generate packets at a rate lower than the generation timeout. As a final experiment, we also compare a scenario with fewer sources, based on our second set of experiments. Table 3 compares PDR and latency for a data rate of 25 kbps/source, 50 nodes and 4 sources. The benefit of using cross-source coding is clearly evident in terms of both PDR and latency.
There is in particular a big impact on the latency. Previous protocols, dealing with single source scenarios (no crosssource coding) wait until a generation worth of packets is accumulated before coded packets are sent. For a generation size of 4, for example, the source will encode four packets in 4 different ways and send those 4 coded packets out. Now all other nodes need to receive all 4 packets to decode the native packets comprising this generation. Extending this scenario to a multi-source setting, there may be many partially filled generations at different sources. Also, a receiver may have a number of partial generations from different sources that are not yet complete and can therefore not be decoded. There is no possibility of earlier decoding. For our scheme, as soon as a single packet arrives from the upper layer it is encoded with existing packets and sent out as we allow multiple sources to add their packets into the same generation. At the receiver side, with the support of partial decoding, packets may be decoded and passed to the application layer before a complete generation worth of packets is received, also reducing latency. 
Adaptive Performance
We tested the adaptive performance of ARLNCCF for single source and 4 source scenarios and compared the PDR and latency with a base-line flooding protocol. We are not tuning/manually setting any parameters, rather each node is calculating the required number of retransmissions and timeout periods based on their local information. Other papers have mostly tested the performance of their algorithm by keeping some of the parameters constant like probability of retransmissions or forwarding factors which is not expected to work well in dynamically changing environments. It is mentioned in the literature that RLNC performance is greatly dependent upon the node density [17] . We tested our protocol's performance by varying the number of nodes in the network in the same area from 5 nodes to 100 nodes (data rate fixed at 50kbps) and varying data rates from 1 kbps to 100 kbps (number of nodes fixed to 50) for a single source case. The results show that our protocol is adapting well to each case. For a very low data rate of 1 kbps flooding shows a slightly better performance, as there is no delay in packet forwarding. As soon as a packet arrives, it is forwarded again if it was received for the first time. However ARLNCCF incurs an additional delay factor: packets get queued in generations, until they are re-encoded and rebroadcasted upon a generation timeout. The results for single source scenarios are summarized in Fig. 2 . The drop in latency for flooding at higher data rates or a higher number of nodes is simply an artifact of the much reduced PDR. Locally delivered packets are always received, lowering the average per-packet latency. Nevertheless, ARLNCCF shows superior PDR and latency in almost all cases, and stays consistently high, independent of network density or data rate.
Results for scenarios with 4 sources are shown in Fig 3. The data rate is varied from 1 kbps to50 kbps (number of nodes set to 50) and number of nodes varied from 25 to 100 nodes (data rate set to 25 kbps per source). Similar to the single source scenarios, the performance is ARLNCCF is consistently high for different network densities. However, the performance of ARLNCCF starts to deteriorate at data rates of 50 kbps and higher. At these data rates, many packets are dropped in the interface queue of each source due to network congestion (we used the default queue size of 50 packets). However for up to 25 kbps per source, our protocol performs consistently well, and even at higher data rates continues to outperform flooding. 
VI. CONCLUSION AND FUTURE WORK
Our simulation results demonstrate the potential of ARLNCCF to efficiently support wireless broadcast in adhoc networks in an adaptive manner. We have shown through simulations that cross-source coding does have a significant positive impact on PDR and latency. The major impact is on the latency. Similarly, the adaptive features of ARLNCCF allow it to exhibit consistently strong performance across a wide range of network densities and source data rates. In future work will compare the behavior and performance of ARLNCCF with more controlled-flooding based algorithms proposed so far, such as SMF and PDP. We also plan to test the performance with mobility and shadowing. Quantifying the NC-related costs (coding operations, memory requirements) relative to the performance gains is an interesting future research item. Finally, we will compare ARLNCCF with other NC-based broadcast protocols. 
