In this study we disentangle two dimensions of banks' systemic risk: the level of bank tail risk and the linkage between a bank's tail risk and severe shocks in the financial system. We employ a measure of the systemic risk of financial institutions that can be decomposed into two subcomponents reflecting these dimensions. Empirically, we show quantitatively how bank characteristics are related to bank tail risk and systemic linkage. The interrelationship between bank characteristics and these dimensions determine the relation between bank characteristics and systemic risk. Certain characteristics that are irrelevant to the soundness of a financial institution taken in isolation turn out to be important for the level of systemic risk, and vice versa. Our analytical framework helps to evaluate differences in direction and scope of policy under the micro-and macro-prudential objectives of regulation.
Introduction
Before the global financial crisis, prudential regulation focused predominantly on the soundness of financial institutions taken in isolation. The performance of financial institutions during the global financial crisis raised the interest for understanding systemic risk in the financial industry. Regulators have realized that not only the probability of individual bank failures is relevant for financial stability, but also whether bank failures occur simultaneously. With the concern of system-wide distress in mind, the debate on banking regulation has been broadened towards a macroprudential approach: limiting banks' systemic risk. In this paper, we decompose banks' systemic risk on the crosssectional level into two dimensions: the level of a bank's tail risk and the linkage between the bank's tail risk and severe shocks in the financial system.
1 This is important for understanding the interaction between micro-and macroprudential regulation: estimating banks' systemic risk and its subcomponents is a first step towards identifying how the characteristics of bank business models are related to systemic risk via these two dimensions. Empirically, some characteristics that are irrelevant to bank tail risk turn out to be important for banks' systemic risk, and vice versa.
In our study the systemic risk of a financial institution is conceptualized as its sensitivity to severe shocks in the financial system. A financial system consisting of banks that are more sensitive to systemic shocks is also more likely to exhibit simultaneous bank failures, or, a systemic banking crisis. Banks' total tail risk can be attributed to both shocks in the financial system and other shocks. For banks with the same level of tail risk, a bank whose tail risk is more related to shocks in the financial system should be considered to be more systemically risky, because, compared to its peers, such a bank is expected to suffer larger losses in case of a systemic crisis. Hence, whether banks are sensitive to systemic shocks depends on whether systemic shocks accounts for a relatively large fraction of their tail risk. We call this systemic linkage. Conversely, for banks with the same level of systemic linkage, the one with a higher level of tail risk should be con- sidered to be more systemically risky. To conclude, from our discussion two dimensions of banks' systemic risk arise: the level of a bank's tail risk and the bank's systemic linkage.
The decomposition of systemic risk reveals a connection between microprudential and macroprudential regulation. While microprudential regulation considers only the banks' tail risk, macroprudential regulation has to take both banks' tail risk and banks' systemic linkage into consideration. In other words, "correlations and common exposures" across institutions, which are irrelevant to microprudential regulation, are important for macroprudential regulation; see Borio (2003 , Table 1 ). Macroprudential regulators have to pay attention to both dimensions and balance banks' tail risk and banks' systemic linkage according to their importance.
Our conceptualizations of systemic risk and systemic linkage do not have a directional flavor: they simply measure the co-movement, regardless of the direction of shock propagation. From a regulator's point of view, even if a bank only passively suffers from large systemic shocks, it should be regulated more tightly since such banks are more likely to fail along with a large part of the financial system, which imposes a larger cost on the economy due to financial instability; see e.g. Acharya and Yorulmazer (2007) , Acharya (2009) and Wagner (2010) .
To illustrate the decomposition of systemic risk, we demonstrate an example in Figure 1 . Figure 1 plots banks' size against our systemic risk measure and the two subcomponents measuring bank tail risk and systemic linkage. The systemic risk measure equals the sum of its two subcomponents. We observe downward and upward trends in the size-tail risk and size-systemic linkage interrelationship, respectively. Since the latter dominates the former, on the aggregate level, larger banks exhibit higher systemic risk. From such a decomposition analysis, one may not only conclude that size relates to systemic risk, but also that the relation is mainly a consequence of the relation to the systemic linkage dimension. On the tail risk dimension, large banks taken in isolation would appear to be less risky. This decomposition might partly explain why microprudential regulation was hardly concerned with bank size before the global financial crisis, while bank size arises as an indicator in the macroprudential debate; see e.g. FSB (2011). We will explore similar decompositions for other characteristics of bank business models, providing more insight as to how these characteristics are related to systemic risk.
Empirically, we measure the systemic risk of financial institutions by estimating the sensitivity of banks' equity returns to severe shocks in the financial system. More precisely, conditional upon extremely adverse shocks in the financial system, we estimate the coefficient in a linear relation between a bank's returns and shocks in the financial system. There is a strong analogy between this coefficient and other systemic risk measures. Theoretically, we show how the estimated coefficient quantifies all cross-sectional variation in the Marginal Expected Shortfall (MES), which is the systemic risk measure proposed by Acharya et al. ( , 2012 ). An advantage of the coefficient we estimate is that it can be decomposed into two subcomponents that reflect the bank's tail risk and the linkage between the bank's tail risk and severe shocks in the financial system. This serves our purpose of examining the interrelationship between bank characteristics and the two dimensions of systemic risk.
Since the coefficient describes the relation between the bank and system-wide shocks conditional upon large adverse shocks in the financial system, the systemic risk measure has to be estimated from relatively few observations. The problem of estimating such a relation among financial returns has been studied by Van Oordt and Zhou (2011) . They 4 propose a method to estimate the relation based on Extreme Value Theory (EVT).
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Van Oordt and Zhou (forthcoming) apply this methodology in an asset pricing framework and show that estimates are relatively persistent over time and that historical estimates help to predict which stocks suffer relatively large losses in market crashes. By applying the same model in a banking context, it can be interpreted as a systemic risk measure. We further run panel regressions on our systemic risk measure and its subcomponents with respect to characteristics of bank business models to identify through which dimension bank characteristics are related to systemic risk. Quantitatively, we show how these two effects balance each other in determining the level of systemic risk.
Our study contributes to two strands of literature. First, we contribute to the literature on measuring systemic risk. To name a few examples; see the CoVaR measure of Adrian and Brunnermeier (2011) , the volatility contribution of Lehar (2005) , the distress insurance premium of Huang et al. (2009 Huang et al. ( , 2012 , the CoRisk measure of Chan-Lau (2010), the measure based on principal component analysis of Billio et al. (2012) and the Shapley value developed by Drehmann and Tarashev (2013) . 3 Compared to the existing measures, our measure has the aforementioned decomposition into the bank's tail risk and the linkage between the bank's tail risk and severe shocks in the financial system.
Second, we contribute to the literature on identifying which bank characteristics are related to systemic risk. For macroprudential policy purposes, it is useful to measure systemic risk and identify indicators of systemic risk at the bank level. Academic literature has provided several measures of systemic risk and there is a growing literature on identifying bank characteristics that are related to systemic risk; see e.g. Brunnermeier et al. (2012) , Vallascas and Keasey (2012) , López-Espinosa et al. (2012 , 2013 , Girardi and Ergün (2013) and Anginer et al. (2014) . Comparing with these examples, besides identifying bank characteristics related to systemic risk, we also identify whether the relation is through the bank's tail risk or through the linkage between the bank's tail risk and severe shocks in the financial system. This insight is important to 2 Early applications of multivariate EVT on the financial system focus on estimating tail dependence; see e.g. Hartmann et al. (2007 ), De Jonghe (2010 and Zhou (2010) .
3 A broader survey on 31 systemic risk analytics can be found in Bisias et al. (2012) .
5 gain a better understanding of the connection between microprudential and macroprudential regulation. It also helps to identify areas in which micro-and macroprudential objectives may potentially lead to differences in the direction and scope of regulation.
The paper is organized as follows. Section 2 discusses the methodology. Section 3
gives a description of the data. We discuss our empirical results in Section 4. Section 5 provides some concluding remarks.
Methodology
In this section we discuss our framework on how to decompose banks' systemic risk into banks' tail risk and the linkage between the banks' tail risk and severe shocks in the financial system. The subsections discuss successively the systemic risk measure, the estimation methodology, the decomposition of systemic risk into bank tail risk and systemic linkage, and the estimated regression models.
Systemic risk measure
We measure banks' systemic risk by evaluating their sensitivity to shocks in the financial system. A natural measure for this would be the coefficient from a linear relation between indicators of the status of one bank and the system; see e.g. Nijskens and Wagner (2011) .
However, the relation between financial institutions and the financial system may be quite different for small fluctuations and severe shocks; see e.g. Bartram et al. (2007) and Knaup and Wagner (2012) . Usually, systemic risk in the banking literature refers to large, adverse shocks in the financial system, and not to the everyday occurrence of small fluctuations. Therefore, we consider a linear relation between the equity returns of a financial institution and the financial system conditional upon extremely adverse shocks in the financial system.
Let R i and R s denote the stock return of bank i and the return on an equity investment in the financial system. We measure systemic risk by the coefficient β 
where V aR s (p) is the Value-at-Risk of an equity investment in the financial system, which is exceeded with some small probabilityp, and where ε i represents the shocks from other sources which are assumed to be independent of the shocks in the financial system represented by R s . The linear tail model is only assumed in case of extremely adverse shocks in the financial system, i.e., only if R s < −V aR s (p). Hence, we do not make any assumption about the relation between the bank and the financial system during tranquil periods.
The coefficient β T i could be regarded as a systemic risk measure by construction: banks with a higher β T i are expected to suffer from larger capital losses in case of an extremely adverse shock in the financial system. Here we do not distinguish whether these shocks are from outside the system or endogenously developed within the financial system. There is a strong analogy between the coefficient β T i and the MES measure discussed by Acharya et al. ( , 2012 . With MES i defined as the expected return of bank i conditional upon a severe shock to the financial system, it is straightforward to get from the assumed linear tail model in Eq. (2.1) that, for p <p,
Since the expected shortfall of the return on the financial system, ES s (p), is invariant across different banks, the dispersion in the MES i measure across institutions is solely attributed to the cross-sectional differences in β 
Estimation
The main difficulty in estimating coefficient β T i is the low number of observations corresponding to extremely adverse shocks in the financial system. Given the small probabilitȳ p, only a few observations correspond to the tail scenario R s ≤ −V aR s (p). Therefore, one runs the risk of large estimation uncertainty when estimating β We assume the heavy-tailedness of financial returns as documented in the literature; see e.g. Jansen and De Vries (1991) and Embrechts et al. (1997) . Assume R i and R s follow heavy-tailed distributions with tail indices ζ i and ζ s , respectively.
4 Under the weak conditions ζ s < 2ζ i and β 
where V aR i (p) and V aR s (p) are the Value-at-Risks (VaRs) of R i and R s with probability level p and τ i (p) is the level of tail dependence between R i and R s defined as
Empirically, all components in Eq. (2.3) can be estimated by existing estimators in EVT. The estimator of β T is thus given by combining the estimators of its components as follows. With n observations on the pair (R i , R s ), we consider the tail region as the k worst observations. 5 The coefficient β T i is then estimated bŷ 
Decomposition
The β T i and its estimator can be decomposed into two components that represent measures of systemic linkage and individual risk, respectively. From Eq. (2.3), we observe that the sensitivity to extreme shocks is determined by two components,
and
The first component,
, is the quotient between the VaR of bank i and that of the financial index. This component measures the level of bank tail risk without carrying information on whether the tail risk of a particular bank is related to severe shocks in the financial system. In our sample, this component bears the value 1.51 on average. This means that an equity investment in an average institution bears 51% more tail risk than the same investment in the financial index. Since the denominator V aR s (p) is homogeneous across all financial institutions, the cross-sectional variation in this component is solely due to the variation in the tail risks of individual banks, the
The second component, τ i (p) 1/ζs , measures the relation between the tail risk of an individual bank and severe shocks in the financial system. Cross-sectional differences 5 To guarantee the consistency ofβ T i , theoretically, k is a sequence depending on n such that k := k(n) → ∞ and k(n)/n → 0 as n → +∞. In practice, samples are finite and k is fixed at a certain level. For all our estimations, we use an estimation window of four years of daily returns and fix k = 40. This corresponds to k/n ≈ 4%.
in this component are solely due to the variation across different banks in the measure of tail dependence, the τ i (p)s. Similar to the correlation coefficient, the level of τ i (p) is independent of the distribution of the bank's tail risk, i.e., the distribution of R i .
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Therefore, it contains information only on the dependence between extreme shocks in the financial system and severe losses suffered by a particular bank, without being affected by the level of individual risk of that bank. Hence, it bears information on systemic linkage only. Further, it is notable that the component τ i (p) 1/ζs can be interpreted as the fraction of banks' tail risk that is associated with severe shocks in the financial system.
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We intend to assess how bank characteristics are related to a banks' sensitivity to severe shocks in the financial system, in particular, by being related to either a bank's individual tail risk and/or the dependence between the bank's tail risk and severe shocks in the financial system. We address such a distinction by applying the aforementioned decomposition ofβ 
From the discussion above, the subcomponent SL i measures the systemic linkage of bank i to the system while the subcomponent IR i measures the individual risk of bank i. In total, the log of the estimated systemic risk measure,β T i , equals the sum of the systemic linkage measure and the bank's tail risk measure.
Regression models
To explore the empirical relation between systemic risk and bank characteristics, we estimate three regression models using the measures of systemic risk, systemic linkage and bank tail risk as dependent variables. Formally, with the bank characteristics of bank 6 It is easily verified that the level of τ i (p) in Eq. (2.4) is unaffected by any monotonic transformation (with a strictly increasing function) of the marginal distribution of the bank returns, the R i s.
7 Suppose the tail risk of bank 1 is completely associated with severe shocks in the financial system (no other sources of risk). Then V aR 1 (p) = β T 1 V aR s (p). Hence, in general, β T i V aR s (p) could be interpreted as the "quantity of banks' tail risk that is associated with severe shocks in the financial system". From
of banks' tail risk V aR i (k/n) can be interpreted as the "quantity of banks' tail risk that is associated with severe shocks in the financial system". i preceding period t denoted as X it−1 , we estimate the coefficients in the following models from panel data on bank holding companies
(2.7)
where α 1t , α 2t and α 3t are time fixed effects and where υ it , ξ it and ν it are the error terms.
To take full advantage of the cross-sectional dispersion among the financial institutions in our panel, we do not include bank fixed effects. 8 To deal with the serial correlation among observations of the error terms over time and the cross-sectional correlation across banks at the same point in time we estimate standard errors that are clustered on both the bank and time level.
Note from Eq. (2.6) that the dependent variable in the model in (2.7) is the sum of those in (2.8) and (2.9). Hence, theoretically it holds that the coefficients for the relation between a certain bank's characteristics and the log of β T it , the θ, equals the sum of the coefficients for the relation between bank characteristics and the bank's tail risk, the γ, and the coefficients for the relation to systemic linkage, the δ.
9 With the estimated coefficientsγ andδ it is possible to assess via which dimensions bank characteristics are related to an individual institution's sensitivity to extreme shocks in the financial system. In addition, we can assess how these two interrelationships balance each other in the relation between bank characteristics and the level of systemic risk.
Data
We use equity returns to calculate the systemic risk measure and its subcomponents. For that purpose, we collect stock market data from CRSP on US Bank Holding Companies from 1991 to 2011. At the end of each quarter, we use four years of historical daily equity returns to estimate the three dependent variables, theβ T it and its two subcomponents. To guarantee that selected banks are liquidly traded on the equity market, each selected bank must have at least 60% non-zero daily returns in all estimation windows. The financial index covers firms in banking, insurance, real estate and trading, and is collected from the website of Kenneth French.
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Panel (a) in Table 1 shows the descriptive statistics on β T and its subcomponents.
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We observe that across all banks in all periods, the averageβ T is 0.91. In an extreme market downturn, the average loss in bank equity returns is thus comparable with the loss in the financial index. The coefficientβ T ranges from 0.13 to 3.71, demonstrating large differences in the sensitivity of banks' capital losses to large shocks in the financial system. Therefore, it is important to investigate which bank characteristics help to differentiate the coefficient β T in the cross-section. The component τ i 1/ζs can be interpreted as the fraction of banks' tail risk that is associated with their systemic risk. We observe this fraction at 63% on average, while ranging from 18% to 92%. This illustrates the role that systemic linkage plays in the variation of β positive, a large fraction of the variation in systemic risk is not explained by the level of bank tail risk alone. This shows that the two provide different information on bank risk, which hints that sometimes different steps may be necessary to pursue the microand macroprudential objectives of regulation. The difference between bank tail risk and 10 Available at http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html; "38 Industry Portfolios". The financial index provides daily value weighted returns and is based on firms with SIC-codes 6000-6999.
11 Instead of reporting the descriptive statistics of the dependent variables in the regression models, we report those of the original measures β T it , τ 1/ζs and
as discussed in Subsection 2.2. This is because these three measures have a direct economic interpretation. In the panel regressions, we use the log transformation to ensure the additive feature of the regression coefficients in Eqs. (2.7)-(2.9). systemic risk depends on the linkage between bank tail risk and severe shocks in the financial system. Figure 2 , panel (b) shows that the relation between bank tail risk and systemic linkage is relatively weak. In other words, the two subcomponents provide almost orthogonal information regarding banks' systemic risk: it cannot be taken for granted that bank characteristics related to bank tail risk are related to systemic linkage in the same way.
The characteristics of bank business models are constructed from the publicly available FR Y-9C reports in line with the definitions of Baele et al. (2014) . 12 More specifically, at the end of each quarter we calculate the following indicators categorized into four groups. (i) Main characteristics of bank business models: the size of banks measured by the logarithm of total assets, the CAMEL ratios and the growth rate of total assets.
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(ii) Indicators of banks' income sources (as a ratio to total income): non-interest income share, fiduciary activities income share, service charges on deposit accounts share, trading revenue share and other non-interest income share. (iii) Indicators of banks' loan 12 For a detailed description of the construction of the bank characteristics with references to the labels of each item in the FR Y-9C reports; see Baele et al. (2014, Appendix A) .
13 Here the CAMEL ratios are Capital (tier 1 risk-based capital ratio), Asset quality (non-performing loans ratio), Management (cost to income ratio), Earnings (return on total equity) and Liquidity (liquid assets ratio).
decomposition: the loans to total assets ratio, the real estate loan share, the agricultural loan share, the commercial and industrial loan share, the consumer loan share and other loan share. Except the loans to total assets ratio, these indicators are calculated as shares of total loans. (iv) Indicators of banks' funding structure: deposits to total assets ratio, interest-bearing core deposits, large time deposits share and non-interest-bearing deposits share. Except the deposits to total assets ratio, these indicators are calculated as a share of total deposits.
For each bank holding company in our sample, we match its stock market data with the corresponding characteristics of bank business models. The link between stock market data and the FR Y-9C reports is based on the match provided by the Federal Reserve Bank of New York in 2012.
14 We regress the systemic risk measure and its subcomponents on the characteristics of bank business models in the quarter preceding the four-year estimation window. 16 We end up with 11,597 bank-quarter observations. Table 1 , panels (b) -(d) report the descriptive statistics on the characteristics of bank business models used in our panel regressions. In general, the descriptive statistics look similar to those of the sample used by Baele et al. (2014) . To eliminate the potential impact of outliers, all variables are constructed after winsorizing at 1% and 99% quantiles of the whole sample. All variables except total assets are in ratios. For total assets, we take the logarithmic transformation of its level in thousands of USD. Following Baele et al.
(2014, Appendix A), to estimate each model after controlling for the endogeneity of bank size due to its relation to other bank characteristics, we first regress the logarithm of total assets on the other regressors (except its own growth rate), and then use the residual as our right-hand side variable for bank size.
14 Available at http://www.ny.frb.org/research/banking_research/datasets.html. 15 In Subsection 4.5 we provide results when regressing the estimated β T it s on bank characteristics averaged over the 16 quarterly observations within the four-year estimation window.
16 In Subsection 4.5 we verify the impact of excluding observations corresponding to zero β T it estimates.
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Empirical results
In the baseline specification we estimate the relations in Eqs. (2.7)-(2.9) for the CAMEL ratios, bank size, asset growth, the non-interest income share, loans to assets and deposits to assets. Table 2 provides these baseline results. Tables 3-5 contain the estimates for models with further decompositions into different sources of non-interest income, different loan types and different types of deposits, respectively.
Size
The relation between size and systemic risk has been an important issue in the liter- In line with these studies, we find that larger banks tend to exhibit significantly higher sensitivities to severe shocks in the financial system. The findings in Table 2 , Model (1) support an increase in this sensitivity of about 6%(≈ 2 0.080 − 1) for banks with twice as many total assets. In line with the findings of Stiroh (2006b), Pais and Stork (2013) and Tabak et al. (2013) , we find that this increase is not due to a positive association between size and bank tail risk. We observe a small but significant negative association between size and individual banks' riskiness. Banks with twice as many assets tend to have a level of tail risk that is, on average, approximately 2% lower; see Table 2 , Model (3). Instead, it is the stronger dependence between large banks and the financial system in case of tail events that induces a positive association between size and the sensitivity to severe shocks in the financial system, a relation which was previously documented by
De Jonghe (2010) and Pais and Stork (2013) . The results in Table 2 , Model (2) support an 8% higher level of tail dependence for banks with twice as many assets.
Non-interest income
We find a strong positive relation between banks' reliance on non-interest income and their sensitivity to severe shocks in the financial system. An increase in the non-interest income share by 1%-point corresponds to an increase in the sensitivity to severe shocks We do not observe a positive relation between the non-interest income share and the level of bank tail risk, while several other studies report a positive relation between non-interest income and volatility; see e.g. Stiroh (2006a) and Lepetit et al. (2008) . 17 In Table 3 we explore a decomposition of non-interest income. The results for Model (3) show that service charges to deposit accounts and income from fiduciary activities, such as wealth management, are responsible for the negative relation between the non-interest income share and bank tail risk. In contrast, we observe no significant relation between bank tail risk and trading revenue or bank tail risk and other non-interest income, which includes, for example, investment banking, venture capital revenues and net gains on loans sales. Nevertheless, the tail risks of banks with more trading revenue and other non-interest income are much stronger related to large shocks in the financial system. Therefore, these activities are strongly positively related to banks' systemic risk; see also Brunnermeier et al. (2012) . Hence, whether banks involve into these activities is relevant from a macroprudential point of view, which is the basic principle for the introduction of the "Volcker Rule" to curb risks from proprietary trading or positions in hedge funds and private equity funds at US banks.
Traditionality of balance sheets
In the traditional business model, banks attract deposits and invest in loans. Following this traditional banking model, banks' balance sheets are thus usually characterized by relatively high loans-to-assets and high deposits-to-assets ratios. If traditional activities are more isolated from the risk in the financial system, then the traditionality of bank balance sheets would be associated with a lower systemic linkage, and potentially, with lower systemic risk.
From Table 2 , Model (1) we observe in general a weak negative link between institutions' loans-to-assets ratios and their sensitivity to severe shocks in the financial system.
However, the relation is not significant. The decomposition of systemic risk provides more insight into the relation to the loans-to-assets ratio. Banks that concentrate their business models towards lending are significantly associated with higher levels of tail risk, but with a lower level of dependence on the financial system in stress events. Banks with a 10%-point higher loans-to-assets ratio are associated with a 2.5% higher level of tail risk and with a 2.7% lower level of systemic linkage. The balance of the two relations explains why banks with high loans-to-assets ratios tend to be relatively insensitive to severe shocks in the financial system. The relation to tail risk is further emphasized by the coefficient of the non-performing-loans ratio as a proxy of the loan portfolio's riskiness.
In line with the positive association between non-performing-loans ratios and the level of volatility documented by e.g. Stiroh (2006a), we find that higher non-performing-loans ratios are associated with higher levels of bank tail risk. Nevertheless, this proxy of risk is significantly negatively related to the measure of systemic linkage.
For the deposits-to-assets ratio we find similar result on the relation to systemic linkage. Banks with a 10%-point higher deposits-to-assets ratio are associated with a 2.5% lower level of tail dependence on the financial system and a 1.5% lower level of tail risk at individual institutions. In sum, banks with higher deposits-to-assets ratios exhibit a lower level of sensitivity to severe shocks in the financial system. This result is also consistent with the study of López-Espinosa et al. (2012), who document that short-term wholesale funding increases systemic risk as measured by ∆CoVaR. Hence, we conclude that institutions with more traditional balance sheets (higher loans-to-assets and deposits-to-assets ratios) in general tend to be less sensitive to severe shocks in the financial system. Tables 4 and 5 show estimated models with further decompositions of the loan portfolio and the deposit base, respectively. The coefficients for loan types in Table 4 report the effect relative to the impact of loans secured with real estate, which account for 63% of the loan portfolios on average. The regression results show that agricultural loans can be considered to be having the most conservative risk profile. Banks with relatively large investments in agricultural loans as a substitute for real estate loans tend to have lower tail risk and tend to be relatively independent of shocks in the banking system. Investment in commercial and industrial loans tends to be associated with the largest increase in the sensitivity to severe shocks in the financial system. The coefficients for different types of deposits in Table 5 report the effect relative to the impact of interest bearing de-posits, which account for 67% of the deposits on average. The results for Model (1) show that banks with more non-interest bearing deposits and large time deposits tend to be more sensitive to large shocks in the financial system, although via different dimensions.
Banks with a larger share of large deposits tend to exhibit more tail risk, while their interrelationship with the financial system in case of tail events tends to be less intense.
To 
Capital buffers
Bank capital may act as a loss-absorbing buffer. Given the risk of the asset portfolio, higher capital ratios are thus likely to be associated with lower bank tail risk. Nevertheless, with capital regulations based on risk-weighted assets, Rochet (1992) shows that the interrelationship between bank capital and bank risks can be ambiguous if the risk weights on the assets are not proportional to their actual market risks. Further, higher capital may have an unintended effect of enabling banks to take more tail risk; see Perotti et al. (2011) . Consequently, the interrelationship between bank capital and systemic risk may also be ambiguous.
Most empirical studies establish a negative relation between systemic risk and banks' capital ratios (or a positive relation to its reciprocal, leverage). Vallascas and Keasey (2012) find a significant negative relation between systemic risk and bank capital. This negative relation is further supported by evidence of a positive relation between leverage and systemic risk in the study of Brunnermeier et al. (2012) and weak evidence in the studies of López-Espinosa et al. (2012) and Girardi and Ergün (2013) . Stiroh (2006b) documents an insignificant relation between banks' capital ratios and their market betas.
Our findings on systemic risk are consistent with the general pattern in the empirical literature. We find that banks with higher capital ratios are associated with a significantly lower sensitivity to extreme shocks in the financial system. An increase of the capital tier 1 ratio by 1%-point is associated with a significant decrease of the sensitivity to extreme shocks by about 1.8%. The driver of this decrease in sensitivity to extreme shocks is that banks with high capital ratios are associated with a weaker linkage to the system in case of tail events. This is consistent with the findings of Vallascas and Keasey (2012) From the results we also observe that banks that are able to generate more profits, and therefore have better ability to build up new capital buffers from retained earnings, are considered by investors to be bearing less tail risk. An increase in Return-on-Equity by 1%-point generally tends to reduce the perceived individual risk and the bank's sensitivity to large shocks in the financial system by 0.4%. The negative relation between bank profitability and tail risk is further supported by the findings of Ellul and Yerramilli (2013) . Moreover, the results are somewhat in line with the positive relation between competition (and hence fewer profit opportunities) and both individual and systemic risk as documented by Anginer et al. (2014) .
18 Both the actual capital buffers and the profitability are negatively related to systemic risk. However, the interrelationhip with 18 We refer to the study of Boyd and De Nicoló (2005) for a discussion of the literature on this topic.
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the different dimensions of systemic risk differs. Apparently, investors perceive banks with higher actual capital buffers as bearing more tail risk and evaluate banks with the ability to build new capital buffers as being less risky. Nevertheless, both are associated with a lower sensitivity to large shocks in the financial system.
Robustness checks
In this subsection we discuss several departures from our baseline methodology. The results from the robustness checks are provided in Table 6 . We show alternative results for the baseline model specification in Table 2 , Model (1).
In Model (1) we replace the bank characteristics in the quarter preceding the estimation horizon by bank characteristics averaged over the four-year estimation horizon of the systemic risk measure. The most notable change following this alternative specification is the larger impact of profitability and asset growth on systemic risk. A potential explanation is that contemporaneous profitability and asset growth are associated with systemic risk, but their past values are noisy proxies for their future values.
In the baseline analysis, we exclude observations corresponding to zero beta estimates because we take the natural logarithm of this variable. Such estimates occur in practice for approximately 1.2% of the observations. Truncation of the dependent variable theoretically may bias the estimated coefficients towards zero. As a robustness check we repeat the estimation of the model forβ as dependent variable, the main difference is that the coefficient for total assets growth turns out insignificant. This suggests that caution is required when regarding asset growth 21 as an indicator of systemic risk.
As a further robustness check, we directly include log(Assets) as an explanatory variable in Model (4). This changes the interpretation of the coefficients of the other variables relative to the baseline specification. In the baseline specification, the coefficients report the relation between bank characteristics and systemic risk if bank size is assumed to respond to changes in the other variables. The specification with log(Assets) shows the relation if bank size is assumed to be fixed. The results are qualitatively unchanged, although the magnitude of the coefficients change. Most notable are the smaller coefficients for non interest income and the capital ratio. This suggests that a considerable part of the relation of systemic risk to non interest income and capital ratios is because banks with lower capital ratios and higher non interest income share larger size tends to have larger size. Nevertheless, the coefficients remain significant (weakly significant in case of the capital ratio), which shows that the relations to bank size do not account completely for their relations to systemic risk.
Finally, Figure 1 shows that systemic risk may be nonlinearly related to size, which is line with the finding of De Nicoló (2000) on bank size and risk. Therefore, we estimate the relation for small and large banks separately. Model (5) excludes bank-year observations for banks with the magnitude of total assets belonging to the top 20% in that particular year. Model (6) is estimated with bank-year observations for banks with a magnitude of total assets belonging to the top 20%. For most variables we observe a smaller impact on systemic risk among larger banks. For example, the positive relation between size and systemic risk is less pronounced among larger banks. The same holds true for bank capital, bank profitability, cost-to-income and non-interest income. A few variables have a stronger relation to systemic risk among large banks. The size of the loan book has a significantly positive relation to systemic risk among larger banks, while it is insignificant among smaller banks.
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In this paper, we analyze how bank characteristics are related to systemic risk through two distinguished dimensions: systemic linkage and tail risk. By employing a novel systemic risk measure, the coefficient β T i , we decompose systemic risk into two subcomponents reflecting these two dimensions. By running panel regressions on the systemic risk measure and its two subcomponents, we identify several characteristics of bank business models that are related to systemic risk and assess how this relation is established via the two dimensions. Figure 3 illustrates both: the benefits of decomposing systemic risk into the two dimensions, and some of our main empirical findings. The figure shows a scatter based on the estimated coefficients in Table 3 , Models (2) 
Relation to bank tail risk
The figure shows the relation between different bank characteristics and systemic risk. Dots further to the right (left) of the vertical axis imply a stronger positive (negative) relation between that particular characteristic and individual bank tail risk. Dots further above (below) the dashed diagonal signify a positive (negative) relation between that particular characteristic and systemic risk. A larger distance from the diagonal signifies a stronger relation. The figure is based on a scatter of the estimated coefficients in Table 3 , Models (2) and (3). On the vertical and horizontal axes are the coefficients for SL in Model (2) and the coefficient for IR in Model (3), respectively. The magnitude of the coefficients is normalized by the standard deviation of the relevant variable.
ratio and a structurally low profitability are effective indicators of a high level of tail risk.
Further, from a purely microprudential point of view, bank characteristics close to the vertical axis are somewhat irrelevant for regulation. However, from a macroprudential point of view it is also important whether indicators are far away from the diagonal. For example, trading revenue and other non-interest income are very close to the vertical axis and would not be regarded as an effective indicator for differentiating banks' tail risks.
Moreover, large banks are generally associated with lower tail risk. However, in Figure   3 , these indicators are far above the diagonal. Consequently, trading revenue, other non-interest income and bank size have a relatively strong positive relation to banks' systemic risk.
If it is the purpose of regulation to safeguard both the stability of banks taken in isolation and the stability of the financial system as a whole, the focus should not be on bank characteristics related to a bank's individual tail risk only, but also on characteristics related to the bank's systemic linkage. Whether bank characteristics are relevant to a bank's systemic risk depends on how their relation to the bank's tail risk and their relation to systemic linkage precisely balance. This study is a first step in a research agenda to assess this issue. We illustrate the framework with an analysis of the interrelationship between systemic risk and some main bank characteristics. The summary of our analysis in Figure 3 shows that some characteristics have a similar relation to both tail risk and systemic risk. For those characteristics, micro-and macroprudential objectives have similar implications. However, the analysis also reveals that differences in policy implications and differences in the scope of regulation may arise due to the two regulatory objectives. In these cases it will be necessary for the regulator to choose the right balance between the micro-and macroprudential objectives of regulation. The definitions of the dependent variables are provided in Eqs. (2.5) and (2.6). The dependent variables are calculated from 16 quarters of daily stock market returns, with a quarterly rolling window. The explanatory variables are observations from the quarter preceding the estimation horizon. They are all ratios, except bank size. Bank size is the residual from a regression of the logarithm of total assets on the other regressors. The "partial R-squared" is calculated as 1 −
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, where R 2 is the R-squared in the table and where R 2 D is the R-squared from a regression with only dummies for the fixed effects. Significance at the 10%, 5%, and 1% levels is denoted by *, **, and ***, respectively. The definitions of the dependent variables are provided in Eqs. (2.5) and (2.6). The dependent variables are calculated from 16 quarters of daily stock market returns, with a quarterly rolling window. The explanatory variables are observations from the quarter preceding the estimation horizon. They are all ratios, except bank size. Bank size is the residual from a regression of the logarithm of total assets on the other regressors. The "partial R-squared" is calculated as 1 −
, where R 2 is the R-squared in the table and where R 2 D is the R-squared from a regression with only dummies for the fixed effects. Significance at the 10%, 5%, and 1% levels is denoted by *, **, and ***, respectively. The definitions of the dependent variables are provided in Eqs. (2.5) and (2.6). The dependent variables are calculated from 16 quarters of daily stock market returns, with a quarterly rolling window. The explanatory variables are observations from the quarter preceding the estimation horizon. They are all ratios, except bank size. Bank size is the residual from a regression of the logarithm of total assets on the other regressors. The "partial R-squared" is calculated as 1 − D is the R-squared from a regression with only dummies for the fixed effects. Significance at the 10%, 5%, and 1% levels is denoted by *, **, and ***, respectively. Table 2 after several departures from our baseline methodology. In this table, Model (1) provides the results when regressing the estimated β T it s on bank characteristics averaged over the 16 quarterly observations within the four-year estimation window. Model (2) provides the estimation results if the left-hand side variable logβ T it is replaced byβ T it , while including observations withβ T it = 0 (in the baseline methodology these observations are removed due to the natural logarithm). Bank fixed effects are included in Model (3). In Model (4) we replace the original variable for bank size by 'log(Total Assets)'. Model (5) excludes bank-year observations for banks with the magnitude of total assets belonging to the top 20% in that particular year. Model (6) is estimated only on bank-year observations for banks with the magnitude of total assets belonging to the top 20%. The "partial R-squared" is calculated as 1 − D is the R-squared from a regression with only dummies for the fixed effects. Significance at the 10%, 5%, and 1% levels is denoted by *, **, and ***, respectively.
