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MORITA EQUIVALENCE OF FORMAL POISSON STRUCTURES
HENRIQUE BURSZTYN, INOCENCIO ORTIZ, AND STEFAN WALDMANN
Abstract. We extend the notion of Morita equivalence of Poisson manifolds to the setting of formal
Poisson structures, i.e., formal power series of bivector fields pi = pi0+λpi1+ · · · satisfying the Poisson
integrability condition [pi, pi] = 0. Our main result gives a complete description of Morita equivalent
formal Poisson structures deforming the zero structure (pi0 = 0) in terms of B-field transformations,
relying on a general study of formal deformations of Poisson morphisms and dual pairs. Combined
with previous work on Morita equivalence of star products [4], our results link the notions of Morita
equivalence in Poisson geometry and noncommutative algebra via deformation quantization.
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1. Introduction
Poisson manifolds are often regarded as geometric analogues of (or “first-order approximations” to)
noncommutative algebras, as suggested by the physical idea of quantization, and this principle has
inspired important advances in Poisson geometry (see e.g. [10,19] and references therein). Along these
lines, the notion of Morita equivalence [26], native to the theory of rings and algebras, has a geometric
version for Poisson manifolds [34]. Just as Morita equivalence of rings is characterized by the existence
of special types of bimodules, used to establish equivalences of categories of representations, Morita
equivalence of Poisson manifolds is defined in terms of geometric bimodules known as dual pairs [33].
Although these parallel Morita theories bear clear analogies (see e.g. [9,20]), an explicit link between
them has been elusive. The main purpose of this paper is to develop new aspects of the Morita
theory of Poisson structures in order to make such link more transparent and tangible.
Date: June 19, 2020.
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More concretely, a way to relate Poisson structures to noncommutative algebras is via deformation
quantization [1,2], a procedure that constructs algebras of “quantum observables” on a given manifold
by means of formal associative deformations of its classical algebra of smooth functions, called star
products. In this theory, Kontsevich [18] has shown that formal Poisson structures play a central
role as the geometric counterparts of star products. The main motivating question behind our work
is whether there is a precise sense in which deformation quantization relates Morita equivalences
in Poisson geometry and noncommutative algebra. (The problem of relating Morita equivalences
in different categories has been considered in other contexts as well, see e.g. [11, 21, 27, 28].) To
address this question, this paper presents an extension of the geometric notion of Morita equivalence
of Poisson manifolds to the formal setting. Our main results and how they relate to deformation
quantization will be explained next.
Main results and outline of the paper. A formal Poisson structure on a manifold P is a formal
series of bivector fields π =
∑∞
j=0 λ
jπj ∈ X
2(P )[[λ]] defining a Poisson bracket on the ring C∞(P )[[λ]].
Since π0 is necessarily a Poisson structure, formal Poisson structures are naturally regarded as formal
deformations of ordinary Poisson structures. Particular examples are formal symplectic structures,
i.e., formal series ω =
∑∞
j=0 λ
jωj of closed 2-forms with ω0 symplectic; in this case, the nondegeneracy
of ω0 implies that ω can be formally inverted to define a formal Poisson structure.
We introduce Morita equivalence of formal Poisson structures in Section 2 as a deformation of
the original notion of Morita equivalence for Poisson manifolds from [34]. Given smooth manifolds
P1 and P2 carrying formal Poisson structures π
(1) and π(2), respectively, their Morita equivalence
is defined by the existence of a formal equivalence bimodule, which consists of a formal symplectic
manifold (S, ω =
∑
∞
j=0 λ
jωj) fitting into a diagram
(C∞(P1)[[λ]], π
(1))
Φ(1)
−→ (C∞(S)[[λ]], ω)
Φ(2)
←− (C∞(P2)[[λ]], π
(2)), (1)
where Φ(1) =
∑∞
j=0 λ
jΦ(1)j (resp. Φ
(2) =
∑∞
j=0 λ
jΦ(2)j ) is a Poisson (resp. anti-Poisson) map, their
images Poisson commute in C∞(S)[[λ]], and the underlying zeroth order diagram (obtained by setting
λ = 0),
(P1, π
(1)
0 )
J1←− (S, ω0)
J2−→ (P2, π
(2)
0 ),
is an equivalence bimodule (hence defines a Morita equivalence) in the ordinary sense of [34]. Here,
for i = 1, 2, Ji : S → Pi is the classical map such that J
∗
i = Φ
(i)
0 : C
∞(Pi) → C
∞(S). With this
definition in place, our goal is to describe Morita equivalence within the subset of formal Poisson
structures on a manifold P which vanish in zeroth order.
A key ingredient to formulate our main result is the notion of gauge transformation of Poisson
structures [31], also called B-field transforms [15]. Given a Poisson manifold (P, π) and a closed
2-form B ∈ Ω2(P ), consider the associated bundle maps π♯ : T ∗P → TP and B♭ : TP → T ∗P , and
assume that π and B are compatible in the sense that id+B♭π♯ : T ∗P → T ∗P is an isomorphism. In
this case, the gauge transformation of π by B is a new Poisson structure τB(π) defined by
(τB(π))
♯ = π♯(id+B♭π♯)−1,
see also [5, 8]. In the formal setting, we have a similar picture: if π =
∑∞
j=0 λ
jπj is a formal Poisson
structure and B =
∑∞
j=0 λ
jBj is a formal series of closed 2-forms on P , assuming that π0 and B0 are
compatible, we obtain a new formal Poisson structure τB(π).
When we restrict our attention to formal Poisson structures on P vanishing in zeroth order, gauge
transformations are well-defined for any closed B =
∑
∞
j=0 λ
jBj (since the bivector π0 = 0 is compat-
ible with any B0 ∈ Ω
2(P )). Denoting by FPois0(P ) the set of equivalence classes of formal Poisson
structure vanishing in zeroth order (modulo formal diffeomorphisms) and by H2dR(P ) the second de
Rham cohomology, it was shown in [4] that there is an induced action
H2dR(P )[[λ]] × FPois0(P )→ FPois0(P ), ([B], [π]) 7→ [τB(π)], (2)
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where H2dR(P )[[λ]] is viewed as an additive group. Our main result fully characterizes Morita equiv-
alence in terms of gauge transformations:
Theorem 1.1. Two formal Poisson structures π and π′ on P , vanishing in zeroth order, are Morita
equivalent if and only if there exists a diffeomorphism ψ ∈ Diff(P ) such that π and ψ∗π
′ lie in the
same orbit of the action of H2dR(P )[[λ]] on FPois0(P ) by gauge transformations.
Hence Morita equivalence and gauge transformations of Poisson structures coincide (modulo dif-
feomorphisms) in this formal context, in contrast with the classical setting (cf. [5, Sec. 5]).
The core of the paper is devoted to the proof of Theorem 1.1, and we briefly outline its main
ingredients. From the very definition of equivalence bimodules (1) for formal Poisson structures, it
is clear that their existence leads to the following natural deformation problem:
Problem 1.2. Given a classical Morita equivalence
(P1, π1)
J1←− (S, ω0)
J2−→ (P2, π2), (3)
a formal Poisson structure π(2) = π2 +
∑∞
j=1 λ
jπ(2)j and a formal symplectic structure ω = ω0 +∑∞
j=1 λ
jωj , can one find formal deformations Φ
(2) = J∗2 +
∑∞
j=1 λ
jΦ(2)j , π
(1) = π1 +
∑∞
j=1 λ
jπ(1)j and
Φ(1) = J∗1 +
∑∞
j=1 λ
jΦ(1)j defining an equivalence bimodule as in (1)?
We begin the analysis of this problem in Section 3 by dividing it into two parts, both treated in a
completely algebraic framework.
• We first consider deformations of Poisson morphisms. Given Poisson algebras A and B, with
Poisson brackets π0 and σ0, and a Poisson morphism φ0 : (A, π0)→ (B, σ0), if we fix formal
Poisson structures π = π0 +
∑
∞
j=1 λ
jπj and σ = σ0 +
∑
∞
j=1 λ
jσj , we consider the problem of
finding a Poisson morphism
Φ: (A[[λ]], π)→ (B[[λ]], σ), (4)
with Φ = φ0+
∑
∞
j=1 λ
jφj . We identify the cohomologies governing this deformation problem
and describe existence and uniqueness results in Propositions 3.6 and 3.7.
• The second part concerns commutants. Given a Poisson map as in (4), let A′ be the Poisson
commutant of φ0(A) in (B, σ0) and C be the Poisson commutant of Φ(A[[λ]]) in (B[[λ]], σ);
the problem is then deforming the inclusion A′ → B into an isomorphism (of commutative
rings) Φ′ : A′[[λ]] → C ⊆ B[[λ]]. Since C has a natural Poisson structure, this isomorphism
induces a formal Poisson structure π′ on A′[[λ]] deforming that of A′, leading to the following
diagram of Poisson maps with Poisson commuting images:
(A[[λ]], π)
Φ
−→ (B[[λ]], σ)
Φ′
←− (A′[[λ]], π′). (5)
Conditions for finding Φ′ and the uniqueness properties of the resulting formal Poisson struc-
ture π′ are presented in Propositions 3.9 and 3.10.
In Section 4, we return to the geometric setting of Problem 1.2 but focusing on formal Poisson
structures that vanish in zeroth order. With this additional assumption, the classical bimodule (3)
is a self-equivalence of the trivial Poisson manifold (P, π0 = 0), and those have been proven in [6, 8]
to be of the form S = T ∗P and ω0 = ωcan + ρ
∗B0, where ωcan is the canonical symplectic form on
T ∗P , ρ : T ∗P → P is the natural projection, and B0 is a closed 2-form on P . With this description
and a geometric interpretation of the cohomological conditions arising in (4) and (5), we prove in
Theorem 4.4 that, in this case, the deformations in Problem 1.2 are unobstructed and unique, in a
natural sense. We show, as a consequence, that for any given formal Poisson structure π = λπ1+ · · ·
on P and B ∈ Ω2(P )[[λ]] closed, we obtain a formal equivalence bimodule
(C∞(P )[[λ]], π)
Φ
−→ (C∞(T ∗P )[[λ]], ωB)
Φ′
←− (C∞(P )[[λ]], πB),
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where ωB = ωcan + ρ
∗B, Φ and Φ′ are deformations of ρ∗, and πB a formal Poisson structure on P
(vanishing in zeroth order) determined by π and B (cf. (5)). This construction leads to a map
γ : H2dR(P )[[λ]]× FPois0(P )→ FPois0(P ), ([B], [π]) 7→ [π
B ], (6)
defining an action that completely characterizes Morita equivalence of formal Poisson structures in
FPois0(P ), as explained in Theorem 4.6. We call it the classifying action.
In Section 5, we complete the proof of Theorem 1.1 by showing, with tools from [14], that the
classifying action agrees with the action (2) of B-fields on formal Poisson structures.
Link with deformation quantization. We now explain how Theorem 1.1, combined with other
results in the literature, allows us to establish a concrete link between Morita equivalences in Poisson
geometry and algebra through deformation quantization.
A star product on a manifold P is a formal associative deformation of the algebra of (C-valued)
smooth functions on P , i.e., a product on C∞(P )[[λ]] of the form f ⋆ g = fg +
∑∞
k=1 λ
kCk(f, g),
where each Ck : C
∞(P ) × C∞(P ) → C∞(P ) is a bidifferential operator. Two star products are
equivalent if they are isomorphic via id+
∑∞
k=1 λ
kTk, for differential operators Tk : C
∞(P )→ C∞(P );
we denote the set of equivalence classes of star products on P by Def(P ). Poisson geometry enters
the picture through the fact that any star product ⋆ quantizes a Poisson structure on P given by the
semi-classical limit of its commutators: {f, g} := 1λ(f ⋆ g − g ⋆ f)|λ=0.
A celebrated result of Kontsevich [18] asserts that there are as many classes of star products
quantizing a given Poisson structure on P as there are classes of formal Poisson deformations of this
Poisson structure; more precisely, there is a bijective correspondence
K : FPois0(P )
∼
→ Def(P ), (7)
with the property that star products in the class K(π) quantize the Poisson structure π1 such that
π = λπ1 + · · · . Hence, once geometric Morita equivalence is extended to formal Poisson structures,
it makes sense to use K to compare it with algebraic Morita equivalence of star products.
To tackle this problem, recall that the Morita equivalence classes of star products on P are charac-
terized as orbits of a natural action of the group Diff(P )⋉H2(P,Z) on Def(P ) [3, Theorem 4.1]. The
main contribution of this paper is to show a similar picture for formal Poisson structures (see Theo-
rem 4.6): Morita equivalence classes in FPois0(P ) are orbits of an action of Diff(P )⋉H
2
dR(P,C)[[λ]];
additionally, Theorem 1.1 gives an explicit description of this action in terms of gauge transforma-
tions. As a final ingredient, [4, Theorem 3.11] relates these results by asserting that the map (7) is
(Diff(P )⋉H2(P,Z))-equivariant, i.e., it intertwines gauge transformations on FPois0(P ) by 2-forms
in the image of the natural map 2πiH2(P,Z)→ H2dR(P,C) with the action on Def(P ). The conclusion
is that, under Kontsevich’s quantization map K, Morita equivalence of formal Poisson structures by
B-fields in 2πiH2(P,Z) corresponds to Morita equivalence of star products, so the notions coincide
upon an integrality condition.
Acknowledgments. H. Bursztyn and I. Ortiz thank CNPq, Faperj, INCTMat and FPUNA for
financial support. Several institutions have hosted us during various stages of this project, including
IMPA, U. Wu¨rzburg, U. Buenos Aires, Erwin Scho¨dinger Institute and UFRJ. We have benefited
from discussions with A. Cabrera and R. L. Fernandes.
2. Morita equivalence of formal Poisson structures
We start by recalling some definitions and setting up the notation used throughout the paper.
Smooth functions and tensors on a manifold P will be considered with ground field K = R or C.
2.1. Preliminaries. A Poisson structure on a manifold P will be denoted by either a Poisson bivector
field π ∈ X2(P ) or by its corresponding Poisson bracket {·, ·} on C∞(P ), {f, g} = π(df, dg). Given
f ∈ C∞(P ) its hamiltonian vector field is Xf = π
♯(df) = idfπ, so that LXf g = {f, g}. A Poisson map
ϕ : (P1, π1)→ (P2, π2) is complete if, whenever Xf is a complete vector field for f ∈ C
∞(P2), then
so is Xϕ∗f . A map ϕ : (P1, π1)→ (P2, π2) is anti-Poisson if ϕ : (P1, π1)→ (P2,−π2) is Poisson.
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We denote by C∞(P )[[λ]] the space of formal power series in λ with coefficients in C∞(P ), and we
use similar notation when C∞(P ) is replaced by the space of multivector fields X•(P ) or differential
forms Ω•(P ); these spaces will be always regarded as modules over K[[λ]]. We consider the (λ-linear)
extensions of the de Rham differential to Ω•(P )[[λ]] and Schouten bracket to X•(P )[[λ]].
For a formal vector field X =
∑∞
j=1 λ
jXj ∈ λX(P )[[λ]], the formal series
exp(LX) = id+ LX +
(LX)
2
2!
+ · · · (8)
is called a formal diffeomorphism on P , where LX =
∑
∞
j=1 λ
jLXj is the Lie derivative along
X. Formal diffeomorphisms form a group (thanks to the Baker-Campbell-Hausdorff formula) that
naturally acts on C∞(P )[[λ]], Ω•(P )[[λ]] and X•(P )[[λ]] preserving their ring structures (as well as
the de Rham differential on Ω•(P )[[λ]] and Schouten bracket on X•(P )[[λ]]).
For manifolds P and S, consider C∞(P )[[λ]] and C∞(S)[[λ]] with their commutative products.
Any morphism of commutative rings Φ : C∞(P )[[λ]]→ C∞(S)[[λ]] is a formal series Φ =
∑
∞
j=0 λ
jφj
of linear maps φj : C
∞(P ) → C∞(S). Moreover, φ0 : C
∞(P ) → C∞(S) is a morphism of algebras,
hence of the form φ0 = J
∗ for a smooth map J : S → P . If S = P and φ0 = id, then Φ = exp(LX)
for a formal vector field X.
Lemma 2.1. Let Φ = J∗ +
∑∞
k=1 λ
kφk : C
∞(P )[[λ]] → C∞(S)[[λ]] be a morphism of commutative
rings so that J : S → P is a surjective submersion. Then there exists a formal vector field Z ∈
λX(S)[[λ]] such that Φ = exp(LZ)J
∗.
Proof. First recall that any linear map φ : C∞(P )→ C∞(S) which is a derivation along J∗, i.e., which
satisfies φ(fg) = φ(f)J∗g + J∗fφ(g), is an element in Γ(J∗TP ). If J is a surjective submersion, by
considering a horizontal lift Γ(J∗TP )→ X(S), we can find a vector field Z ∈ X(S) with φ = LZ ◦ J
∗.
By expanding in λ the condition Φ(fg) = Φ(f)Φ(g) for all f, g ∈ C∞(P ), we obtain
φk(fg) =
∑
i+j=k
φi(f)φj(g), (9)
with φ0 = J
∗. Note that, for k = 1, we have that φ1 is a derivation along J
∗, so we can find
Z1 ∈ X(S) such that φ1 = LZ1 ◦ J
∗. For Z(1) = λZ1, it follows that Φ agrees with exp(LZ(1))J
∗
modulo λ2. Suppose now that we have vector fields Z1, . . . , Zk−1 ∈ X(S) such that Φ agrees with
exp(LZ(k−1))J
∗ modulo λk, where Z(k−1) = λZ1 + . . . + λ
k−1Zk−1. Denoting the k
th order term of
exp(LZ(k−1))J
∗ by Ek, equation (9) implies that φk − Ek is a a derivation along J
∗, so there is a
vector field Zk on S such that φk − Ek = LZk ◦ J
∗. Setting Z(k) = λZ1 + . . . + λ
kZk, one directly
checks that φk = Ek +LZk ◦ J
∗ agrees with kth order term of exp(LZ(k))J
∗, and hence Φ agrees with
exp(LZ(k))J
∗ modulo λk+1, so the result follows by induction.

On a manifold P , a formal Poisson structure is a formal series π =
∑∞
j=0 λ
jπj ∈ X
2(P )[[λ]] such
that [π, π] = 0, where [·, ·] is the Schouten bracket (extended to formal bivector fields λ-bilinearly).
It is clear from the integrability equation that, if πj = 0 for j < k, then πk is an ordinary Poisson
structure. Just as in the ordinary setting, a formal Poisson structure can be viewed as a Poisson
bracket on the ring C∞(P )[[λ]].
Two formal Poisson structures π(1) and π(2) on P are equivalent if there exists a formal vector
field X ∈ λX(P )[[λ]] such that π(2) = exp(LX)π
(1). In terms of the corresponding Poisson brackets
{·, ·}(i), i = 1, 2, this amounts to saying that
exp(LX) : (C
∞(P )[[λ]], {·, ·}(1))→ (C∞(P )[[λ]], {·, ·}(2))
is bracket preserving. Note that if π(1) and π(2) are equivalent, then they agree in zeroth order:
π(1)0 = π
(2)
0 . For a given Poisson structure π0 on P , we denote by FPoisπ0(P ) the set of formal Poisson
structures on P deforming π0, up to equivalence.
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A formal Poisson structure π on P also gives rise to a linear map
π♯ : Ω1(P )[[λ]]→ X(P )[[λ]], α 7→ iαπ. (10)
Given f ∈ C∞(P )[[λ]], its hamiltonian vector field is defined as the formal vector field π♯(df).
A special class of formal Poisson structure is given by formal symplectic structures, i.e., formal
series of closed 2-forms ω = ω0+
∑
∞
k=1 λ
kωk with ω0 symplectic. In this case the corresponding map
ω♭ : X(P )[[λ]] → Ω1(P )[[λ]], X 7→ iXω,
can be formally inverted, since in zeroth order it is given by the invertible map ω♭0 : X(P ) → Ω
1(P ),
and its inverse is a map (10) determining a formal Poisson structure on P . More generally, if ω0 is a
symplectic form on P , with corresponding Poisson bivector field π0, then this formal inversion estab-
lishes a bijective correspondence between formal Poisson deformations of π0 and formal symplectic
forms ω0 +
∑∞
k=1 λ
kωk.
Remark 2.2. Under this correspondence, equivalent formal Poisson structures are identified with
cohomologous formal symplectic forms, so when π0 is symplectic we have FPoisπ0(P )
∼= λH2dR(P )[[λ]]
[22] (see also [16, Prop. 13])
A Poisson map Φ: (C∞(P1)[[λ]], π
(1)) → (C∞(P2)[[λ]], π
(2)) is always given by a formal series
Φ =
∑∞
k=0 λ
kφk, with φk : C
∞(P1) → C
∞(P2); the map φ0 is necessarily a morphism of Poisson
algebras,
φ0 : (C
∞(P1), {·, ·}
(1)
0 )→ (C
∞(P2), {·, ·}
(2)
0 ),
hence must be of the form φ0 = ϕ
∗ for a Poisson map ϕ : (P2, π
(2)
0 )→ (P1, π
(1)
0 ).
2.2. Morita equivalence of Poisson manifolds. Given Poisson manifolds (Pi, πi), i = 1, 2, let us
consider a diagram of the form
(P1, π1)
J1←− (S, ω0)
J2−→ (P2, π2), (11)
where (S, ω0) is a symplectic manifold, J1 is a Poisson map, and J2 is an anti-Poisson map. We will
call it a (P1, P2)-bimodule if the subalgebras J
∗
i C
∞(Pi), i = 1, 2, Poisson commute in C
∞(S).
The notion of Morita equivalence of Poisson manifolds, introduced in [34], relies on special types
of bimodules, satisfying additional regularity conditions:
Definition 2.3. An equivalence bimodule is a diagram as in (11) such that the maps J1 and J2
are surjective submersions, complete, with connected and simply-connected fibers, and the subbundles
tangent to their fibers are symplectic orthogonal complements of each other.
Recall that, for a Poisson algebra A with Poisson subalgebra B ⊆ A, the commutant of B in
A is the Poisson subalgebra Bc := {a ∈ A | {a,B} = 0}. For equivalence bimodules, the Poisson
subalgebras J∗i C
∞(Pi) ⊆ C
∞(S), i = 1, 2, are commutants of one another (see [25]); these bimodules
are special cases of the “dual pairs” of [33, Sec. 8]).
Definition 2.4. Two Poisson manifolds (P1, π1) and (P2, π2) are Morita equivalent if there is an
equivalence bimodule
(P1, π1)
J1←− (S, ω0)
J2−→ (P2, π2). (12)
Not every Poisson manifold can be part of an equivalence bimodule; as shown in [13], this can
only happen if the Poisson manifold is integrable (in the sense that it admits an integration by a
symplectic groupoid). But within integrable Poisson manifolds, Morita equivalence does define an
equivalence relation [34,35]. For more on Poisson Morita equivalence, see e.g. [6].
We now pass to the formal context.
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2.3. Morita equivalence in the formal setting. Let (Pi, π
(i)), i = 1, 2, be formal Poisson mani-
folds. As in the classical case, a bimodule is a diagram
(C∞(P1)[[λ]], π
(1))
Φ(1)
−→ (C∞(S)[[λ]], ω)
Φ(2)
←− (C∞(P2)[[λ]], π
(2)), (13)
where ω =
∑∞
k=0 λ
kωk is a formal symplectic structure on S, Φ
(1) is a Poisson morphism, Φ(2) is an
anti-Poisson morphism, and the Poisson subalgebras Φ(1)(C∞(P1)[[λ]]) and Φ
(2)(C∞(P2)[[λ]]) Poisson
commute in (C∞(S)[[λ]], ω).
Setting λ = 0, we obtain a geometric diagram
(P1, π
(1)
0 )
J1←− (S, ω0)
J2−→ (P2, π
(2)
0 ), (14)
where J1 (resp. J2) is a Poisson (resp. anti Poisson) map agreeing with Φ
(1) (resp. J∗2 = Φ
(2)) in
zeroth order.
Definition 2.5. A bimodule as in (13) is a (formal) equivalence bimodule if its underlying
geometric diagram (14) is an equivalence bimodule in the sense of Definition 2.3.
Two formal Poisson manifolds (P1, π
(1)) and (P2, π
(2)) are Morita equivalent if they fit into an
equivalence bimodule as in (13). In particular, the zeroth order Poisson manifolds (P1, π
(1)
0 ) and
(P2, π
(2)
0 ) are Morita equivalent in the ordinary sense.
As in the original setting, Morita equivalence is not defined for all formal Poisson structures,
and it seems a difficult problem to characterize the subclass where Morita equivalence defines an
equivalence relation (the integrability of the Poisson structures in zeroth order is clearly necessary,
but our results in Section 3 identify obstructions indicating that this condition is not enough). Within
formal Poisson structures vanishing in zeroth order, which is the focus of this paper, Theorem 1.1
ensures that Morita equivalence is a well defined equivalence relation.
Making use of Lemma 2.1, we can rephrase the definition of Morita equivalence of formal Poisson
structures as follows.
Definition/Proposition 2.6. Two formal Poisson manifolds (P1, π
(1)) and (P2, π
(2)) are Morita
equivalent if and only if there is an equivalence bimodule
(P1, π
(1)
0 )
J1←− (S, ω0)
J2−→ (P2, π
(2)
0 ),
along with a formal symplectic form ω = ω0 +
∑∞
k=1 λ
kωk on S and formal vector fields Z
(i) ∈
λX(S)[[λ]] so that Φ(1) = exp(LZ(1))J
∗
1 : (C
∞(P1)[[λ]], π
(1))→ (C∞(S)[[λ]], ω) is a Poisson morphism,
Φ(2) = exp(LZ(2))J
∗
2 : (C
∞(P2)[[λ]], π
(2))→ (C∞(S)[[λ]], ω) is an anti-Poisson morphism, and{
Φ(1)(C∞(P1)[[λ]]),Φ
(2)(C∞(P2)[[λ]])
}
ω
= 0. (15)
As in the geometrical case, equivalence bimodules in the formal setting have the following property.
Proposition 2.7. Let
(C∞(P1)[[λ]], π
(1))
Φ(1)
−→ (C∞(S)[[λ]], ω)
Φ(2)
←− (C∞(P2)[[λ]], π
(2))
be an equivalence bimodule. Then the subalgebras Φ(1)(C∞(P1)[[λ]]) and Φ
(2)(C∞(P2)[[λ]]) are com-
mutants of one another in (C∞(S)[[λ]], ω).
Proof. Let us write Φ(1) = exp(LZ(1))J
∗
1 and Φ
(2) = exp(LZ(2))J
∗
2 . We will use the fact that
J∗1 (C
∞(P1)) and J
∗
2 (C
∞(P2)) are commutants of one another in (C
∞(S), ω0) and property (15)
to show the result.
Let Ai = C
∞(Pi)[[λ]], for i = 1, 2, and let A
′
i be the Poisson commutant of Φ
(i)(Ai) inside
(C∞(S)[[λ]], ω). Note that condition (15) means that exp(LZ(1)) maps J
∗
1 (A1) (injectively) into A
′
2.
Now let F = F0 + λF1 + · · · ∈ A
′
2. Then {F,Φ
(2)(g)}ω = 0 for all g ∈ C
∞(P2), which in zeroth order
means that {F0, J
∗
2 (g)}ω0 = 0 for all g ∈ C
∞(P2). It follows that F0 = J
∗
1 f0, for some f0 ∈ C
∞(P1).
and hence F − exp(LZ(1))J
∗
1 f0 = λFˆ1 + · · · ∈ A
′
2. Repeating the argument, we see that Fˆ1 = J
∗
1 f1,
with f1 ∈ C
∞(P1). By iterating this argument, we conclude that F = exp(LZ(1))J
∗
1 f , for some
f ∈ A1. Hence, Φ
(1)(A1) = A
′
2, and by symmetry we also have that Φ
(2)(A2) = A
′
1. 
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2.4. Morita equivalence and B-fields. Given an equivalence bimodule
(C∞(P1)[[λ]], π
(1))
Φ(1)
−→ (C∞(S)[[λ]], ω)
Φ(2)
←− (C∞(P2)[[λ]], π
(2)), (16)
one can naturally modify it by formal Poisson diffeomorphisms of P1, P2 or S. For example, a formal
diffeomorphism exp(LZ) on S gives rise to a new equivalence bimodule
(C∞(P1)[[λ]], π
(1))
Ψ(1)
−→ (C∞(S)[[λ]], σ)
Ψ(2)
←− (C∞(P2)[[λ]], π
(2)), (17)
with Ψ(i) = exp(LZ)Φ
(i), i = 1, 2, and σ = exp(LZ)ω. We will see now a less trivial way to modify
equivalence bimodules using gauge transformations rather than maps.
In the classical geometric setting [31], given a Poisson structure π on P and a closed 2-form
B ∈ Ω2(P ) such that id+B♭π♯ : T ∗P → T ∗P is invertible, we obtain a new Poisson structure τB(π)
on P defined by the bundle map (τBπ)
♯ := π♯(id + B♭π♯)−1 : T ∗P → TP . This operation is called
gauge transformation of π by B, while the closed 2-form B is referred to as B-field. If we now have
an equivalence bimodule
(P1, π1)
J1←− (S, ω)
J2−→ (P2, π2)
and a closed 2-form B ∈ Ω2(P1) with id + B
♭π♯1 invertible, it is proven in [5, Section 3] that ωB =
ω + J∗1B is symplectic and
(P1, τB(π1))
J1←− (S, ωB)
J2−→ (P2, π2)
is an equivalence bimodule. Our goal is to extend this result to the formal setting.
In the formal context, B-fields will be formal series B =
∑∞
j=0 λ
jBj ∈ Ω
2(P )[[λ]] of closed 2-forms.
For a formal Poisson structure π =
∑∞
j=0 λ
jπj, we consider the map (id + B
♭π♯) : Ω1(P )[[λ]] →
Ω1(P )[[λ]]. Notice that this map is invertible if and only if it is in zeroth order, i.e., if and only if
(id+B♭0π
♯
0) is invertible. In this case, as shown in [4], we obtain a new formal Poisson structure τB(π)
on P via the property
(τB(π))
♯ := π♯(id+B♭π♯)−1 : Ω1(P )[[λ]]→ X(P )[[λ]]. (18)
We observe that Poisson maps behave well with respect to B-fields.
Lemma 2.8. Consider a Poisson morphism Φ = exp(LZ)J
∗ : (C∞(P )[[λ]], π) → (C∞(S)[[λ]], ω),
where π is a formal Poisson structure and ω is a formal symplectic structure. Let B =
∑∞
j=0 λ
jBj
be a B-field on P with id+B♭0π
♯
0 invertible and ωB = ω+exp(LZ)(J
∗B). Then ωB is symplectic and
Φ: (C∞(P )[[λ]], τB(π))→ (C
∞(S)[[λ]], ωB) is a Poisson morphism.
Proof. Composing Φ with the formal diffeomorphism exp(−LZ), we see that there is no loss in
generality in assuming that Φ = J∗ for a smooth map J : S → P . The fact that id + B♭0π
♯
0 is
invertible guarantees that ω0+ J
∗B0 is nondegenerate ( [5, Section 3]); since this is the zeroth order
term of ωB = ω+J
∗B, it follows that ωB is symplectic. So the corresponding map ω
♭
B = ω
♭+(J∗B)♭ =
(id+ (J∗B)♭(ω♭)−1)ω♭ is invertible, which ensures that
id+ (J∗B)♭(ω♭)−1 : Ω1(S)[[λ]]→ Ω1(S)[[λ]]
is invertible.
The fact that Φ = J∗ : (C∞(P )[[λ]], π) → (C∞(S)[[λ]], ω) is a Poisson morphism can be phrased
as the condition that, for any α ∈ Ω1(P )[[λ]], J∗(ω
♭)−1J∗α = π♯(α) (here J∗ denotes “J-relation” of
vector fields, naturally extended to the formal context). On the other hand, if X is a formal vector
field on P such that X = J∗Y , for Y ∈ X(S)[[λ]], then (J
∗B)♭(Y ) = J∗B♭(X). It then follows that
(id+ (J∗B)♭(ω♭)−1)J∗ = J∗(id+B♭π♯), or, by taking inverses,
(id+ (J∗B)♭(ω♭)−1)−1J∗ = J∗(id+B♭π♯)−1. (19)
Taking α = (id + B♭π♯)−1β for β ∈ Ω1(P )[[λ]], the condition that Φ = J∗ : (C∞(P )[[λ]], π) →
(C∞(S)[[λ]], ω) is a Poisson morphism says that
J∗(ω
♭)−1J∗(id+B♭π♯)−1β = π♯(id+B♭π♯)−1β = (τB(π))
♯(β).
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On the other hand, using (19), we have that the left-hand side of this equation is
J∗(ω
♭)−1(id+ (J∗B)♭(ω♭)−1)−1J∗β = J∗(ω
♭ + (J∗B)♭)−1J∗β = J∗(ω
♭
B)
−1J∗β.
It follows that J∗(ω
♭
B)
−1J∗β = (τB(φ))
♯(β) for all β ∈ Ω1(P )[λ]], which is the condition for Φ =
J∗ : (C∞(P )[[λ]], τB(π))→ (C
∞(S)[[λ]], ωB) being a Poisson morphism. 
The following result provides many examples of Morita equivalent formal Poisson structures gen-
erated by B-fields.
Theorem 2.9. Consider an equivalence bimodule
(C∞(P1)[[λ]], π
(1))
Φ(1)
−→ (C∞(S)[[λ]], ω)
Φ(2)
←− (C∞(P2)[[λ]], π
(2)) (20)
and a B-field B =
∑∞
j=0 λ
jBj on P1 such that (id+B
♭
0(π
(1)
0 )
♯) is invertible. Write Φ(1) = exp(LZ(1))J
∗
1 .
Then
(C∞(P1)[[λ]], τB(π
(1)))
Φ(1)
−→ (C∞(S)[[λ]], ωB)
Φ(2)
←− (C∞(P2)[[λ]], π
(2)) (21)
is an equivalence bimodule, where ωB := ω + exp(LZ(1))(J
∗
1B).
For the proof, we start with a lemma. For h ∈ C∞(S)[[λ]], denote by Xh and X
B
h its hamiltonian
vector fields relative to the symplectic forms ω and ωB, respectively.
Lemma 2.10. For all f ∈ C∞(P2)[[λ]], we have XΦ(2)(f) = X
B
Φ(2)(f)
.
Proof. Condition (15) of an equivalence bimodule says that, for any f ∈ C∞(P2)[[λ]],
{Φ(2)(f),Φ(1)(g)}ω = iX
Φ(2)(f)
d(exp(LZ(1))J
∗
1 g) = iXΦ(2)(f)
(exp(LZ(1))J
∗
1dg) = 0
for all g ∈ C∞(P1)[[λ]], and the last equality implies that iX
Φ(2)(f)
(exp(LZ(1))J
∗
1α) = 0 for any
differential form α on P1. In particular, iX
Φ(2)(f)
(exp(LZ(1))J
∗
1B) = 0. It follows that
iX
Φ(2)(f)
ωB = iX
Φ(2)(f)
ω = dΦ(2)(f),
and hence XΦ(2)(f) = X
B
Φ(2)(f)
. 
We now prove Theorem 2.9.
Proof. The zeroth order diagram corresponding to (21) is
(P1, τB0(π
(1)
0 ))
J1←− (S, ω + J∗1B0)
J2−→ (P2, π
(2)
0 ),
i.e., the gauge transformation by B0 of the zeroth order equivalence bimodule corresponding to (20).
The fact that this is again an equivalence bimodule is verified in [5, Section 3].
To conclude that (21) is an equivalence bimodule, we must now check that: (1) Φ(1) is a Poisson
morphism, (2) Φ(1)(C∞(P1)[[λ]]) and Φ
(2)(C∞(P2)[[λ]]) Poisson commute with respect to ωB , and
(3) Φ(2) is an anti-Poisson morphism. Condition (1) follows directly from Lemma 2.8. We note that
(2) and (3) are direct consequences of Lemma 2.10, which shows that, for any f ∈ C∞(P2)[[λ]] and
h ∈ C∞(S)[[λ]], we have
{Φ(2)(f), h}ω = LX
Φ(2)(f)
h = LXB
Φ(2)(f)
h = {Φ(2)(f), h}ωB .
So for g ∈ C∞(P2)[[λ]] and h = Φ
(2)(g),
Φ(2)({f, g}(2)) = −{Φ(2)(f),Φ(2)(g)}ω = −{Φ
(2)(f),Φ(2)(g)}ωB ,
which proves (3). Similarly, for g ∈ C∞(P1)[[λ]],
0 = {Φ(2)(f),Φ(1)(g)}ω = {Φ
(2)(f),Φ(1)(g)}ωB ,
which proves (2). 
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3. Deformation of Poisson morphisms
As a first step in analyzing Problem 1.2, we consider the problem of deforming a Poisson morphism,
focusing on its cohomological obstructions. Our discussion here will be purely algebraic.
Let A be a commutative algebra over a field K = R or C (more generally, K could be a field of
characteristic zero). We denote by Der(A) the space of derivations of A. We recall that Der(A[[λ]]) =
Der(A)[[λ]], and for X ∈ λDer(A)[[λ]], exp(X) : A[[λ]] → A[[λ]] is a ring automorphism (and any
ring automorphism Φ =
∑∞
k=0 λ
kφk with φ0 = id is of this form); in case X is also a derivation of
a Poisson bracket on A[[λ]], then exp(X) is a Poisson automorphism. As in the geometric setting,
two formal Poisson structures π(1) and π(2) on A[[λ]] are equivalent if there exists X ∈ λDer(A)[[λ]]
such that exp(X)π(1) = π(2). Given a Poisson structure π0 on A, we denote by FPoisπ0(A) the set of
equivalence classes of formal Poisson structures deforming π0.
Let A and B be Poisson algebras over K with Poisson brackets π0 = {·, ·}A and σ0 = {·, ·}B ,
respectively. Throughout this section we fix a Poisson morphism
φ0 : (A, {·, ·}A)→ (B, {·, ·}B). (22)
We are interested in the problem of deforming φ0 into a new Poisson morphism, once deformed
Poisson structures on A and B are fixed:
Problem 3.1. Given formal Poisson deformations π of π0 and σ of σ0, find a derivation X ∈
λDer(B)[[λ]] such that
Φ := exp(X)φ0 : (A[[λ]], π) → (B[[λ]], σ) (23)
is a Poisson morphism.
We observe that there are some natural degrees of freedom in solving the previous problem. We
say that a derivation V ∈ Der(B)[[λ]] is vertical if V ◦φ0 = 0; note that the vertical derivations form
a Lie subalgebra of all derivations. Given a solution X to Problem 3.1, it is clear that the derivation
X determined by
exp(X) = exp(Y ) exp(X) exp(V ), (24)
where Y, V ∈ λDer(B)[[λ]], V is vertical and Y is a Poisson derivation of σ, is a new solution to the
problem. In this case we say that the solutions X and X are equivalent.
We now discuss the existence and uniqueness of solutions to Problem 3.1.
3.1. The cohomology controlling the problem. The undeformed Poisson morphism φ0 gives
rise to a Lie algebra morphism
(A, {·, ·}A)→ (EndK(B), [·, ·]), a 7→ {φ0(a), ·}B . (25)
So we can see B as a left Lie-algebra module over (A, {·, ·}A). We consider the following standard
Chevalley-Eilenberg complex: for k = 0 set C0CE(A,B) := B, and for k ∈ N, the k-cochains are
CkCE(A,B) :=
{
D : A×k → B
∣∣∣ D is multilinear and antisymmetric} . (26)
The Chevalley-Eilenberg differential δ is given, for D ∈ CkCE(A,B) and a0, . . . , ak ∈ A, by
(δD)(a0, . . . , ak) (27)
:=
k∑
j=0
(−1)j
{
φ0(aj),D(a0, . . . , âj , . . . , ak)
}
B
+
∑
i<j
(−1)i+jD
(
{ai, aj}A, a0, . . . , âi, . . . , âj , . . . , ak
)
.
The corresponding cohomology will be denoted by H•CE(A,B).
Remark 3.2. We stress that the Chevalley-Eilenberg cohomologies that we consider throughout are
with respect to the undeformed Poisson structures π0 and σ0 on A and B, respectively.
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Remark 3.3. The spaces CkCE(A,B) can be given the structure of a (say, left) B-module via
(bD)(a1, . . . , ak) := bD(a1, . . . , ak), (28)
for b ∈ B, D ∈ CkCE(A,B), and ai ∈ A. Using φ0, they also have a left A-module structure via
(aD)(a1, . . . , ak) := φ0(a)D(a1, . . . , ak), (29)
where a ∈ A. In general, the differential is not compatible with these module structures.
The Chevalley-Eilenberg complex plays a central role in the study of deformations of Lie brackets
and Lie-algebra morphisms [29, 30]. In order to handle Poisson algebras, we need to consider a
subcomplex taking into account the Leibniz rule of Poisson brackets. So we focus on the special class
of cochains given by multiderivations of the associative product along φ0, i.e., for D ∈ C
k
CE(A,B), we
require the additional condition
D(a1, . . . , ala
′
l, . . . , ak) = φ0(al)D(a1, . . . , a
′
l, . . . , ak) +D(a1, . . . , al, . . . , ak)φ0(a
′
l), (30)
for a1, . . . , ak, a
′
l ∈ A and l = 1, . . . , k. Let C
k
CE,der(A,B) denote the subset of C
k
CE(A,B) satisfying
(30). The differential δ restricts to this subset, so we have a subcomplex (CkCE,der(A,B), δ). The
corresponding cohomology will be denoted by H•CE,der(A,B). Note that the inclusion at the level of
cochains induces a map H•CE,der(A,B)→ H
•
CE(A,B).
Given another Poisson morphism ψ : B → C, we have a map φ∗0 : C
•
CE(B, C)→ C
•
CE(A, C),
(φ∗0D)(a1, . . . , ak) = D(φ0(a1), . . . , φ0(ak)). (31)
A direct computation shows that this map is a chain map. Moreover, taking into account that φ0 is
a morphism of commutative products, we see that the above map restricts to a chain map
φ∗0 : C
•
CE,der(B, C)→ C
•
CE,der(A, C). (32)
Taking C = B and ψ = idB, we get a chain map φ
∗
0 : C
•
CE,der(B,B) → C
•
CE,der(A,B). Notice that
C1CE,der(B,B) = Der(B).
We will need the concept of horizontal lift in this purely algebraic setting:
Definition 3.4 (Horizontal lift). A horizontal lift along φ0 : A → B is an A-linear map
h : C1CE(A,B)→ C
1
CE(B,B) = Der(B), D 7→ D
h, (33)
such that for all D ∈ C1CE(A,B),
φ∗0D
h = D. (34)
Here the A-linearity is also understood along φ0, i.e.,
(aD)h = φ0(a)D
h (35)
for all a ∈ A and D ∈ C1CE(A,B). It follows from the definition that two horizontal lifts h1 and h2
differ by vertical derivation.
In the geometric context of interest, these horizontal lifts will be defined by usual horizontal lifts
along surjective submersions given by a connection (see Section 4).
3.2. Existence of deformations. We now discuss the existence of a derivation X solving Prob-
lem 3.1; we will do that assuming that we have a horizontal lift along φ0 as in Definition 3.4.
We will look for a solution Φ = exp(X)φ0 of the problem in the usual inductive way. Suppose
that we have found X(k) ∈ λDer(B)[[λ]] such that Φ(k) := exp(X(k)) solves Problem 3.1 up to order
k, i.e., we have
Φ−1(k)σ
(
Φ(k)φ0(a1),Φ(k)φ0(a2)
)
= φ0(π(a1, a2)) + λ
k+1Rk+1(a1, a2) + · · · (36)
for all a1, a2 ∈ A, and some bilinear map Rk+1 : A×A → B.
Lemma 3.5. The map Rk+1 defined by Equation (36) is a 2-cocycle in C
•
CE,der(A,B).
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Proof. Since π and σ are both antisymmetric in each order of λ, this also holds for Rk+1. Moreover,
σ and π satisfy the Leibniz rule and Φ(k) is an automorphism of the associative algebra B[[λ]], thus
the left hand side in (36) also satisfies the Leibniz rule. So the same holds for Rk+1. As for closedness,
we compute, for a1, a2, a3 ∈ A:
Φ−1(k)σ
(
Φ(k)φ0(a1), σ
(
Φ(k)φ0(a2),Φ(k)φ0(a3)
))
= Φ−1(k)σ
(
Φ(k)φ0(a1),Φ(k)
(
φ0(π(a2, a3)) + λ
k+1Rk+1(a2, a3) + · · ·
))
= Φ−1(k)σ
(
Φ(k)φ0(a1),Φ(k)φ0(π(a2, a3))
)
+Φ−1(k)σ
(
Φ(k)φ0(a1),Φ(k)
(
λk+1Rk+1(a2, a3) + · · ·
))
= φ0
(
π(a1, π(a2, a3))
)
+ λk+1Rk+1(a1, π(a2, a3)) + · · ·
+Φ−1(k)σ
(
Φ(k)φ0(a1),Φ(k)
(
λk+1Rk+1(a2, a3) + · · ·
))
,
where we used the defining Equation (36) of Rk+1 for the first and last equalities. Taking the cyclic
sum over a1, a2, a3, using the Jacobi identity for π and for σ (recall that Φ(k) is an automorphism, so
it turns σ into a formal Poisson bracket again), and the fact that Φ(k) is the identity at zeroth order,
we obtain
0 = λk+1
(
Rk+1
(
a1, π(a2, a3)
)
+Rk+1
(
a2, π(a3, a1)
)
+Rk+1
(
a3, π(a1, a2)
))
+ λk+1
(
σ
(
φ0(a1), Rk+1(a2, a3)
)
+ σ
(
φ0(a2), Rk+1(a3, a1)
)
+ σ
(
φ0(a3), Rk+1(a1, a2)
))
+ · · · .
To obtain the term of order λk+1 from this equation, we have to expand the deformed Poisson
structures π and σ and take their zeroth order terms, which are the original brackets on A and B.
Thus we get
0 = Rk+1(a1, {a2, a3}A) +Rk+1(a2, {a3, a1}A) +Rk+1(a3, {a1, a2}A)
+ {φ0(a1), Rk+1(a2, a3)}B + {φ0(a2), Rk+1(a3, a1)}B + {φ0(a3), Rk+1(a1, a2)}B,
which is precisely the condition δRk+1 = 0. 
Proposition 3.6 (Existence). Suppose that we have a horizontal lift. If H2CE,der(A,B) = {0}, then
there exists a derivation X ∈ λDer(B)[[λ]] such that Φ = exp(X)φ0 solves Problem 3.1.
Proof. We construct a solution inductively. First notice that X(0) = 0 does the job for k = 0. In this
case Φ(0) = idB and we have
R1(a1, a2) = σ1
(
φ0(a1), φ0(a2)
)
− φ0(π1(a1, a2)).
Now suppose we have found X(k) such that Equation (36) holds. We look for Xk+1 ∈ Der(B) such
that, for Φ(k+1) := Φ(k) exp(λ
k+1Xk+1), we have an analogous equation to (36) up to one order higher.
Then
Φ−1(k+1)σ
(
Φ(k+1)φ0(a1),Φ(k+1)φ0(a2)
)
= Φ−1k+1Φ
−1
(k)σ
(
Φ(k)Φk+1φ0(a1),Φ(k)Φk+1φ0(a2)
)
= (id− λk+1Xk+1 + · · · )Φ
−1
(k)σ
(
Φ(k)
(
(id+ λk+1Xk+1 + · · · )φ0(a1)
)
, a1 ← a2
)
,
where a1 ← a2 in the second argument of σ means that we repeat the first argument with a1 replaced
by a2. Expanding the right-hand side and using the defining equation of Rk+1, the fact that Φ(k) and
Φ−1(k) are the identity in zeroth order, and that φ0 is a Poisson morphism between {·, ·}A and {·, ·}B ,
we obtain
Φ−1
(k+1)
σ
(
Φ(k+1)φ0(a1),Φ(k+1)φ0(a2)
)
=Φ−1
(k)
σ
(
Φ(k)φ0(a1),Φ(k)φ0(a2)
)
− λk+1Xk+1σ
(
φ0(a1), φ0(a2)
)
+ λk+1σ
(
φ0(a1),Xk+1φ0(a2)
)
+ λk+1σ
(
Xk+1φ0(a1), φ0(a2)
)
+ · · ·
=φ0(π(a1, a2)) + λ
k+1Rk+1(a1, a2)− λ
k+1Xk+1φ0{a1, a2}A
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+ λk+1{φ0(a1),Xk+1φ0(a2)}B + λ
k+1{Xk+1φ0(a1), φ0(a2)}B + · · · .
Hence to solve Problem 3.1 up to order k + 1 we need to find Xk+1 satisfying
Rk+1(a1, a2) = Xk+1φ0{a1, a2}A − {φ0(a1),Xk+1φ0(a2)}B − {Xk+1φ0(a1), φ0(a2)}B,
for all a1, a2 ∈ A, which is just the equation
−Rk+1 = δφ
∗
0Xk+1. (37)
Since Rk+1 is closed in C
2
CE,der(A,B), the condition H
2
CE,der(A,B) = {0} implies that there exists
ξk+1 ∈ C
1
CE,der(A,B) with −Rk+1 = δξk+1. Then any horizontal lift Xk+1 := ξ
h
k+1 of ξk+1 satisfies
(37). 
3.3. Uniqueness of deformations. In this section we provide conditions for the uniqueness of
solutions of Problem 3.1, up to the natural notion of equivalence (24).
For a Poisson structure σ on the ring B[[λ]], any element H = H0 + λH1 + · · · ∈ B[[λ]] defines an
inner Poisson derivation XH of (B[[λ]], σ) by
XHb = σ(H, b). (38)
We refer to such inner derivations as Hamiltonian derivations, noticing that they form a Lie ideal
inside the Poisson derivations. In particular, the Baker-Campbell-Hausdorff series of two Hamiltonian
derivations is again Hamiltonian, a fact we will frequently use.
We can now state our main uniqueness result.
Proposition 3.7 (Uniqueness). Assume that H1CE,der(A,B) = {0}. If X,X ∈ λDer(B)[[λ]] are two
solutions to Problem 3.1, then
exp(X) = exp(XH) exp(X) exp(V ) (39)
for V ∈ λDer(B)[[λ]] a vertical derivation and XH = σ(H, ·) with H ∈ λB[[λ]]. In particular, any
two solutions to Problem 3.1 are equivalent.
Proof. Suppose that we have found Y(k), V(k) ∈ λDer(B)[[λ]] such that V(k) is vertical, Y(k) is a
derivation of σ and exp(Y(k)) exp(X) exp(V(k)) agrees with exp(X) up to order k. Notice that Y(0) =
V(0) = 0 solves the case k = 0, which is the starting point for our recursive construction.
The fact that exp(Y(k)) exp(X) exp(V(k)) agrees with exp(X) up to order k means that there is a
Z(k+1) ∈ λ
k+1Der(B)[[λ]] such that
exp(Y(k)) exp(X) exp(V(k)) exp(−X) = exp(Z(k+1)) = id+ λ
k+1Zk+1 + · · · . (40)
Now we look for a vertical derivation Vk+1 ∈ Der(B)[[λ]] and a Poisson derivation Yk+1 ∈ Der(B)[[λ]]
with respect to the deformed Poisson structure σ such that the maps exp(X) and
exp(λk+1Yk+1) exp(Y(k)) exp(X) exp(V(k)) exp(λ
k+1Vk+1)
agree up to order k + 1. Computing the analogue of Equation (40) up to one order higher gives
exp(λk+1Yk+1) exp(Y(k)) exp(X) exp(V(k)) exp(λ
k+1Vk+1) exp(−X)
= (id+ λk+1Y 0k+1 + · · · ) exp(Y(k)) exp(X) exp(V(k))(id+ λ
k+1V 0k+1 + · · · ) exp(−X)
= exp(Y(k)) exp(X) exp(V(k)) exp(−X) + λ
k+1(Y 0k+1 + V
0
k+1) + · · ·
= id+ λk+1Zk+1 + λ
k+1(Y 0k+1 + V
0
k+1) + · · · .
So the zeroth order terms Y 0k+1 and V
0
k+1 need to satisfy
Y 0k+1 + V
0
k+1 = −Zk+1. (41)
Since exp(Y(k)) is an automorphism of σ we know that exp(Y(k)) exp(X) exp(V(k))φ0 solves Prob-
lem 3.1. Thus we compute
exp(Z(k+1))σ
(
exp(−Z(k+1)) exp(Y(k)) exp(X) exp(V(k))φ0(a1), a1 ← a2
)
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= exp(Y(k)) exp(X) exp(V(k)) exp(−X)σ
(
exp(X)φ0(a1), exp(X)φ0(a2)
)
= exp(Y(k)) exp(X) exp(V(k))φ0(π(a1, a2))
= σ
(
exp(Y(k)) exp(X) exp(V(k))φ0(a1), a1 ← a2
)
. (42)
Expanding the left hand side of this equation we get
exp(Z(k+1))σ
(
exp(−Z(k+1)) exp(Y(k)) exp(X) exp(V(k))φ0(a1), a1 ← a2
)
= (id+ λk+1Zk+1 + · · · )σ
(
(id− λk+1Zk+1 + · · · ) exp(Y(k)) exp(X) exp(V(k))φ0(a1), a1 ← a2
)
= σ
(
exp(Y(k)) exp(X) exp(V(k))φ0(a1), exp(Y(k)) exp(X) exp(V(k))φ0(a2)
)
+ λk+1
(
Zk+1φ0{a1, a2}A − {Zk+1φ0(a1), φ0(a2)}B − {φ0(a1), Zk+1φ0(a2)}B
)
+ · · ·
= σ
(
exp(Y(k)) exp(X) exp(V(k))φ0(a1), a1 ← a2
)
− λk+1(δφ∗0Zk+1)(a1, a2) + · · · .
Hence, comparing with the right-hand side of (42), we see that
δφ∗0Zk+1 = 0.
So the condition H1CE,der(A,B) = {0} implies that we can find Hk+1 ∈ B such that δHk+1 = φ
∗
0Zk+1,
i.e.,
{Hk+1, φ0(a)}B = −φ
∗
0Zk+1(a) = −Zk+1(φ0(a)).
Observe that Hk+1 ∈ C
0
CE,der(A,B) = B = C
0
CE,der(B,B). It follows from the previous equation that
V 0k+1 := δHk+1 − Zk+1 ∈ C
1
CE,der(B,B) vanishes along φ0, so it is a vertical derivation. Then we have
{Hk+1, ·}B + V
0
k+1 = −Zk+1,
so we fulfill (41) by taking Y 0k+1 := {Hk+1, ·}B. Now, we put Vk+1 := V
0
k+1 and Yk+1 := σ(Hk+1, ·),
which is a Hamiltonian (hence Poisson) derivation of σ agreeing with Y 0k+1 in zeroth order of λ. 
3.4. Commutants. As a second step to analyze Problem 1.2, we return to the Poisson morphism
φ0 : (A, {·, ·}A)→ (B, {·, ·}B) as starting point, and consider the commutant of φ0(A) inside B,
A′ := (φ0(A))
c :=
{
b ∈ B
∣∣ {b, φ0(a)}B = 0 for all a ∈ A} . (43)
We will keep using the notation π0 = {·, ·}A, σ0 = {·, ·}B . Since A
′ is a Poisson subalgebra of B, it
acquires a Poisson structure π′0. Denoting by φ
′
0 : A
′ → B the inclusion map, we obtain a diagram of
Poisson morphisms
(A, π0)
φ0
−→ (B, σ0)
φ′0←− (A′, π′0) (44)
with Poisson commuting images. We are interested in studying deformations of this diagram. Having
studied the deformation problem for φ0 in Problem 3.1, we now consider the right leg of the diagram.
The set-up in this section is that we have formal Poisson deformations π of π0 and σ of σ0, and a
Poisson morphism Φ: (A[[λ]], π)→ (B[[λ]], σ) deforming φ0. We will be concerned with the following
two issues.
(A) Find a morphism of rings Φ′ : A′[[λ]]→ B[[λ]] deforming φ′0 such that
σ(Φ′(a′),Φ(a)) = 0
for all a ∈ A[[λ]] and a′ ∈ A′[[λ]].
(B) Find a formal Poisson deformation π′ of π′0 for which Φ
′ is a Poisson morphism into (B[[λ]], σ)
With such Φ′ and π′ we obtain a diagram of Poisson morphisms
(A[[λ]], π)
Φ
−→ (B[[λ]], σ)
Φ′
←− (A′[[λ]], π′) (45)
with Poisson commuting images deforming (44). We will see below that solving (A) automatically
solves (B), so we start focusing on (A).
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Let
C :=
{
b ∈ B[[λ]]
∣∣ σ(b,Φ(a)) = 0 for all a ∈ A[[λ]]} (46)
be the commutant of the image Φ(A[[λ]]) with respect to σ. We conveniently reformulate (A) as
follows.
Problem 3.8. Find a derivation X ′ ∈ λDer(B)[[λ]] such that Φ′ = exp(X ′)φ′0 : A
′[[λ]] → B[[λ]]
satisfies Φ′(A′[[λ]]) ⊆ C, i.e.,
σ
(
exp(X ′)φ′0(a
′),Φ(a)
)
= 0 (47)
for all a ∈ A, a′ ∈ A′.
Solving Problem 3.8 has the following consequences (which in particular solves (B)).
Proposition 3.9. Let X ′ ∈ λDer(B)[[λ]] be such that exp(X ′)φ′0(A
′[[λ]]) ⊆ C. Then
(i) the map
exp(X ′)φ′0 : A
′[[λ]]→ C (48)
is a ring isomorphism;
(ii) there is a unique Poisson structure π′ on A′[[λ]] such that Φ′ = exp(X ′)φ′0 : (A
′[[λ]], π′) →
(B[[λ]], σ) is a Poisson morphism;
Proof. Part (i) follows from the exact same argument as in the proof of Prop. 2.7.
Since C is a Poisson subalgebra of (B[[λ]], σ), the isomorphism (48) in (i) defines a Poisson structure
on A′[[λ]] as desired. 
We will say that two solutions X ′ and X ′′ to Problem 3.8 are equivalent if there is a derivation
ξ ∈ λDer(A′)[[λ]] such that
exp(X ′)φ′0 = (exp(X
′′)φ′0) ◦ exp(ξ). (49)
With this notion, we have the following uniqueness results.
Proposition 3.10. The following holds.
(i) Any two solutions to Problem 3.8 are equivalent.
(ii) The equivalence class of π′ in Prop. 3.9 (ii) is independent of the choice of derivation X ′.
Proof. Let X ′ and X ′′ be two solutions to Problem 3.8. Given a′ ∈ A′[[λ]], by part (i) of the previous
proposition there is a unique a′′ ∈ A′[[λ]] such that
exp(X ′′)φ′0(a
′′) = exp(X ′)φ′0(a
′),
and the map a′ 7→ a′′ defines an automorphism of A′[[λ]] starting at identity, so a′′ = exp(ξ)(a′) for
some derivation ξ ∈ λDer(A′)[[λ]].
Regarding (ii), suppose that X ′′ is another derivation as in Proposition 3.9, defining a Poisson
structure π′′ on A′[[λ]]; then it follows from the equivalence of solutions in (i) that there is a derivation
ξ ∈ λDer(A′)[[λ]] satisfying (49), which implies that exp(ξ) : (A′[[λ]], π′)→ (A′[[λ]], π′′) is a Poisson
isomorphism, and hence π′ and π′′ are equivalent. 
We now discuss conditions for the existence of solutions to Problem 3.8. We will look for the
desired derivation X ′ ∈ λDer(B)[[λ]] inductively. Suppose that X ′(k) solves Problem 3.8 up to order
k, meaning that, for all a′ ∈ A′ and a ∈ A,
σ
(
exp(X ′(k))φ
′
0(a
′),Φ(a)
)
= λk+1Fk+1(a
′, a) + · · · , (50)
for some bilinear map Fk+1 : A
′ ×A → B. Note that X ′(0) = 0 solves the problem at order k = 0, so
it serves as our starting point.
Lemma 3.11. For each a′ ∈ A′, consider the map D := Fk+1(a
′, ·) : A → B. Then D ∈ C1CE,der(A,B)
and δD = 0.
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Proof. The fact thatD belongs to C1CE,der(A,B) (i.e., it is a derivation along φ0) is a direct consequence
of the Leibniz rule for σ.
Consider a1, a2 ∈ A and a
′ ∈ A′. We use the Jacobi identity for σ, the defining Equation (50) for
Fk+1 and the fact that Φ is a Poisson morphism to compute
σ
(
Φ(a1), σ
(
Φ(a2), exp(X
′
(k))φ
′
0(a
′)
))
= σ
(
σ
(
Φ(a1),Φ(a2)
)
, exp(X ′(k))φ
′
0(a
′)
)
+ σ
(
Φ(a2), σ
(
Φ(a1), exp(X
′
(k))φ
′
0(a
′)
))
= σ
(
Φ(π(a1, a2)), exp(X
′
(k))φ
′
0(a
′)
)
− σ
(
Φ(a2), λ
k+1Fk+1(a
′, a1) + · · ·
)
= −λk+1Fk+1(a
′, π(a1, a2)) + · · · − λ
k+1{φ0(a2), Fk+1(a
′, a1)}B + · · ·
= −λk+1Fk+1(a
′, {a1, a2}A)− λ
k+1{φ0(a2), Fk+1(a
′, a1)}B + · · · .
On the other hand, expanding the left-hand side, we have
σ
(
Φ(a1), σ
(
Φ(a2), exp(X
′
(k))φ
′
0(a
′)
))
= σ
(
Φ(a1),−λ
k+1Fk+1(a
′, a2) + · · ·
)
= −λk+1{φ0(a1), Fk+1(a
′, a2)}B + · · · .
Hence, the map D satisfies
δD(a1, a2) = {φ0(a1),D(a2)}B − {φ0(a2),D(a1)}B −D({a1, a2})
= {φ0(a1), Fk+1(a
′, a2)}B − {φ0(a2), Fk+1(a
′, a1)}B − Fk+1(a
′, {a1, a2}A)
= 0.

To construct a solution up to order k + 1, take X ′k+1 ∈ Der(B) and notice that
σ
(
exp(λk+1X ′k+1) exp(X
′
(k))φ
′
0(a
′),Φ(a)
)
= σ
(
(id+ λk+1X ′k+1 + · · · ) exp(X
′
(k))φ
′
0(a
′),Φ(a)
)
= σ
(
exp(X ′(k))φ0(a
′),Φ(a)
)
+ λk+1{X ′k+1φ
′
0(a
′), φ0(a)}B + · · ·
= λk+1Fk+1(a
′, a) + λk+1{X ′k+1φ0(a
′), φ0(a)}B + · · · .
Hence, we need that X ′k+1 satisfies
{φ0(a),X
′
k+1φ
′
0(a
′)}B = Fk+1(a
′, a), (51)
for all a′ ∈ A′ and a ∈ A. Fixing a′ and, letting b = X ′k+1φ
′
0(a
′) and D = Fk+1(a
′, ·), this last
equation reads
δb = D. (52)
With the set-up of Problem 3.8, we consider the following additional assumptions:
(1) There exists an A′-linear map ϕ1 : C
1
CE,der(A,B)→ C
0
CE,der(A,B) with the property that δD =
0 implies that D = δϕ1(D);
(2) There is a horizontal lift along φ′0 (in the sense of Definition 3.4), i.e., an A
′-linear map
C1CE,der(A
′,B)→ C1CE,der(B,B), D 7→ D
h, satisfying Dh(φ′0(a
′)) = D(a′) for all a′ ∈ A′.
Note that (1) immediately implies the vanishing of H1CE,der(A,B); in the geometric setting of
interest, the map ϕ1 will naturally arise as part of a chain homotopy.
Proposition 3.12. Suppose that (1) and (2) hold. Then there exists a derivation X ′ ∈ λDer(B)[[λ]]
such that exp(X ′)φ′0(A
′[[λ]]) ⊆ C (hence solving Problem 3.8)
Proof. We must solve (47) and, for that, according to the inductive procedure, it is enough to find
X ′k+1 ∈ Der(B) satisfying (51). Using Lemma 3.11 and (1), we have that Fk+1 satisfies, for each fixed
a′ ∈ A′,
Fk+1(a
′, ·) = δ(ϕ1(Fk+1(a
′, ·))).
Comparing with (52), it suffices to find X ′k+1 such that X
′
k+1(φ
′
0(a
′)) = ϕ1(Fk+1(a
′, ·)) for all a′.
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Just as in Lemma 3.11, the Leibniz rule for σ in (50) ensures that
Fk+1(a
′
1a
′
2, ·) = φ
′
0(a
′
1)Fk+1(a
′
2, ·) + φ
′
0(a
′
2)Fk+1(a
′
1, ·),
so, since ϕ1 is A
′-linear, the map Y : A′ → B, a′ 7→ ϕ1(Fk+1(a
′, ·)), satisfies
Y (a′1a
′
2) = φ
′
0(a
′
1)Y (a
′
2) + φ
′
0(a
′
2)Y (a
′
1),
i.e., Y ∈ C1CE,der(A
′,B). Now (2) guarantees that there exists X ′k+1 = Y
h ∈ C1CE,der(B,B) = Der(B)
such that X ′k+1(φ
′
0(a
′)) = Y (a′) = ϕ1(Fk+1(a
′, ·)), as desired. 
3.5. Uniqueness of the construction. We have seen that, starting with a Poisson morphism
φ0 : (A, π0)→ (B, σ0), solutions to Problems 3.1 and 3.8 lead to deformations (45) of the “bimodule”
(A, π0)
φ0
−→ (B, σ0)
φ′0←− (A′, π′0), (53)
where we recall that A′ is the Poisson commutant of φ0(A) in B equipped with its natural Poisson
structure and φ′0 the inclusion map. We now discuss simple properties of these “deformed bimodules”.
For each i = 1, 2, let
(A[[λ]], π(i))
Φ(i)
−→ (B[[λ]], σ(i))
Φ(i)
′
←− (A′[[λ]], π(i)
′
) (54)
be a diagram of Poisson morphisms with Poisson commuting images whose underlying zeroth order
diagram is (53).
Proposition 3.13. Suppose that there are Poisson isomorphisms ψ : (A[[λ]], π(1)) → (A[[λ]], π(2))
and Ψ: (B[[λ]], σ(1)) → (B[[λ]], σ(2)) with Φ(2) ◦ ψ = Ψ ◦ Φ(1). Then there is a Poisson isomorphism
ψ′ : (A′[[λ]], π(1) ′)→ (A′[[λ]], π(2) ′) such that Φ(2)′ ◦ ψ′ = Ψ ◦ Φ(1)′.
Proof. Let Ci be the Poisson commutator of Φ
(i)(A[[λ]]) in (B[[λ]], σ(i)), which has a Poisson structure
given by the restriction of σ(i), i = 1, 2. As before (c.f. the proof of Proposition 2.7), since φ′0 is
injective, the maps Φ(i)′ : (A′[[λ]], π(i) ′)→ Ci, i = 1, 2, are Poisson isomorphisms. The result follows
once we verify that Ψ(C1) ⊆ C2, since in this case we define ψ
′ = (Φ(2)′|C2)
−1 ◦Ψ ◦ Φ(1)′.
Now note that if b satisfies σ(1)(b,Φ(1)(a)) = 0 for a ∈ A[[λ]], then
0 = σ(2)(Ψ(b),Ψ(Φ(1)(a))) = σ(2)(Ψ(b),Φ(2)(ψ(a))),
which directly implies that if b ∈ C1, then Ψ(b) ∈ C2. 
For the given Poisson morphism φ0 : (A, π0) → (B, σ0), suppose that Problems 3.1 and 3.8 admit
unique solutions (up to equivalence) for any formal Poisson deformations π and σ of π0 and σ0,
respectively (sufficient conditions are described in Propositions 3.6, 3.7 and 3.12). Then the previous
proposition implies the existence of a well-defined map
FPoisσ0(B)× FPoisπ0(A)→ FPoisπ′0(A
′), ([σ], [π]) 7→ [π′], (55)
defined as follows. For representatives π and σ, we choose a solution Φ = exp(X)φ0 to Problem 3.1,
then choose a solution Φ′ = exp(X ′)φ′0 to Problem 3.8, which in turn defines, according to Proposi-
tion 3.9, a unique Poisson structure π′ on A′[[λ]] such that
(A[[λ]], π)
Φ
−→ (B[[λ]], σ)
Φ′
←− (A′[[λ]], π′)
is a diagram of Poisson maps with commuting images. Proposition 3.10, part (ii), along with Proposi-
tion 3.13 above, ensure that the equivalence class of π′ is independent of the choice of representatives
π and σ, or specific maps Φ and Φ′.
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4. The geometric set-up
In this section we begin our study of Morita equivalence of formal Poisson structures vanishing in
zeroth order. The objects of interest are thus equivalence bimodules
(C∞(P1)[[λ]], π
(1))
Φ(1)
−→ (C∞(S)[[λ]], ω)
Φ(2)
←− (C∞(P2)[[λ]], π
(2)), (56)
with π(1)0 = π
(2)
0 = 0. Setting λ = 0, we see that in zeroth order we have a Morita equivalence of the
trivial Poisson manifolds (P1, 0) and (P2, 0). In such a case, it is a direct verification that P1 and P2
must be diffeomorphic, so we may as well assume that P1 = P2 = P . It follows that the zeroth order
bimodule underlying (56) is a self Morita equivalence of (P, 0),
(P, 0)
J1←− (S, ω0)
J2−→ (P, 0).
As shown in [6,8], such bimodule is necessarily isomorphic to one where S = T ∗P , J1 = ρ : T
∗P → P
is the natural projection, and
ω0 = ωB0 := ωcan + ρ
∗B0,
where ωcan is the canonical symplectic form on T
∗P and B0 is a closed 2-form on P . So in order to
study equivalence bimodules as in (56), we will start with the Poisson map
ρ : (T ∗P, ωB0)→ (P, 0) (57)
and use the results of Section 3 to analyze Problems 3.1 and 3.8 in this case; i.e., we will set
A = C∞(P ) with the zero Poisson bracket, B = C∞(T ∗P ) with Poisson bracket σ0 determined by
ωB0 , and φ0 = ρ
∗ : A → B. For this specific geometric example, we will replace Poisson algebras
by the corresponding manifolds in the notation, so we will denote the complex (C•CE,der(A,B), δ) and
cohomology H•CE,der(A,B) by (C
•
CE,der(P, T
∗P ), δ) and H•CE,der(P, T
∗P ).
4.1. Vanishing of cohomology. To calculate the cohomology H•CE,der(P, T
∗P ), let us first spell
out the complex (C•CE,der(P, T
∗P ), δ) in our geometric situation. Following Section 3.1, elements in
CkCE,der(P, T
∗P ) are k-linear, skewsymmetric maps
D : C∞(P )× . . .× C∞(P )→ C∞(T ∗P )
satisfying
D(f1, . . . , flf
′
l , . . . , fk) = ρ
∗(fl)D(f1, . . . , f
′
l , . . . , fk) +D(f1, . . . , fl, . . . , fk)ρ
∗(f ′l ),
and hence CkCE,der(P, T
∗P ) = Γ(ρ∗ ∧k TP ). The differential (27) becomes
(δD)(f0, . . . , fk) =
k∑
j=0
(−1)j
{
ρ∗(fj),D(f0, . . . , f̂j, . . . , fk)
}
σ0
=
k∑
j=0
(−1)j
{
ρ∗(fj),D(f0, . . . , f̂j, . . . , fk)
}
can
,
where we have used that the Poisson structure on P is trivial and {ρ∗(f), ·}σ0 = {ρ
∗(f), ·}can for all
f ∈ C∞(P ) (cf. Lemma 2.10).
Consider the natural C∞(P )-module structure on C•CE,der(P, T
∗P ) via ρ∗.
Lemma 4.1. The differential δ is C∞(P )-linear.
Proof. For D ∈ CkCE,der(P, T
∗P ) and f, f1, . . . , fk+1 ∈ C
∞(P ), we have
δ(fD)(f1, . . . , fk+1) =
k+1∑
j=1
(−1)j+1
{
ρ∗fj, (fD)(f1, . . . , f̂j , . . . , fk+1)
}
can
=
k+1∑
j=1
(−1)j+1
{
ρ∗fj, ρ
∗fD(f1, . . . , f̂j, . . . , fk+1)
}
can
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=
k+1∑
j=1
(−1)j+1
{
ρ∗fj,D(f1, . . . , f̂j , . . . , fk+1)
}
can
ρ∗f
+
k+1∑
j=1
(−1)j+1 {ρ∗fj, ρ
∗f}can︸ ︷︷ ︸
=0
D(f1, . . . , f̂j , . . . , fk+1)
= f(δD)(f1, . . . , fk+1),
so δ(fD) = fδD. 
The vanishing of cohomology is shown in the next result.
Proposition 4.2. For k ≥ 1, there exists a sequence h of C∞(P )-linear maps hk : C
k
CE,der(P, T
∗P )→
Ck−1CE,der(P, T
∗P ) satisfying δh+ hδ = id. In particular, HkCE,der(P, T
∗P ) = {0} for k ≥ 1.
The idea of the proof is that the chain homotopy h will be shown to exist locally, and it will then
be globalized using a partition of unity. We start with the local picture.
Let U ⊆ P be an open subset with coordinates (q1, . . . , qn), and with induced coordinates
(q1, . . . , qn, p1, . . . , pn) on T
∗U = U × Rn. We will use the multi-index notation Ik for a strictly
increasing set of indices i1 < . . . < ik of length k, so we write dq
Ik := dqi1 ∧ . . . ∧ dqik and likewise
for dpIk ,
∂
∂qIk
and ∂∂pIk
. Then cochains D ∈ CkCE,der(U, T
∗U) can be uniquely written as
D =
∑
Ik
DIk
∂
∂qIk
,
for DIk ∈ C∞(T ∗U). On T ∗U , denote by Ω•V (T
∗U) the algebra of vertical differential forms, defined
in degree k by forms of type
η =
∑
Ik
ηIkdpIk
for ηIk ∈ C∞(T ∗U). The vertical de Rham differential dver is given by the usual de Rham differential
in the pj variables, so that on functions f ∈ C
∞(T ∗U) it acts as dverf =
∑
j
∂f
∂pj
dpj , and this defines
the vertical complex (ΩV (T
∗U), dver).
Consider the map Ψ: C•CE,der(U, T
∗U)→ Ω•V (T
∗U) defined for each degree k by∑
Ik
DIk
∂
∂qIk
7→
∑
Ik
DIkdpIk .
Considering the natural C∞(U)-module structures on both complexes (via ρ∗ : C∞(U)→ C∞(T ∗U)),
it is clear that Ψ is an isomorphism of C∞(U)-modules.
Lemma 4.3. The map Ψ is a cochain map: dver ◦Ψ = Ψ ◦ δ.
Proof. For D =
∑
Ik
DIk ∂
∂qIk
∈ CkCE,der(U, T
∗U), we have
δD = D˜ =
∑
Ik+1
D˜Ik+1
∂
∂qIk+1
,
where
D˜Ik+1 =
k+1∑
l=1
(−1)l−1{qil ,D(qi1 , . . . , q̂
il , . . . , qik+1)}can =
k+1∑
l=1
(−1)l−1
∂Di1...îl...ik+1
∂pil
.
Therefore
Ψ(δD) =
∑
Ik+1
(
k+1∑
l=1
(−1)l−1
∂Di1...îl...ik+1
∂pil
)
dpIk+1 . (58)
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On the other hand,
dver(Ψ(D)) =
∑
Ik
∑
r /∈Ik
∂DIk
∂pr
dpr
 dpIk . (59)
To prove the lemma, it suffices to verify that, for each multi-index Ik+1, the coefficients of dpIk+1
in the expressions (58) and (59) coincide. Given Ik+1 = (i1, . . . , ik+1), we use the notation I
l
k for the
multi-index of length k given by (i1, . . . , îl, . . . , ik+1), for l ∈ {1, . . . , k + 1}.
For a fixed Ik+1 = (i1, . . . , ik+1), in order to find the coefficient of dpIk+1 in the expression (59) of
dver(Ψ(D)) we must collect the terms defined by pairs (Ik, r /∈ Ik) satisfying the condition Ik ∪{r} =
Ik+1, since in this case dprdpIk agrees with dpIk+1 up to a sign. But such pairs (Ik, r) can be
equivalently written as (I lk, il), for l = 1, . . . , k + 1. Since
k+1∑
l=1
∂DI
l
k
∂pil
dpildpIk =
k+1∑
l=1
(−1)l−1
∂DI
l
k
∂pil
dpIk+1 ,
we see that the coefficients of dpIk+1 in (58) and (59) agree, and the result follows. 
We now proceed to the main proof.
Proof. (of Proposition 4.2) The first step is observing that the proposition holds locally. To see that,
let hdR : Ω
•(Rn)→ Ω•−1(Rn) be the usual de Rham homotopy operator on Rn (see e.g. [32]), which
satisfies dhdR + hdRd = id. Take a local chart U ⊆ P , so that T
∗U = U × Rn. We have an induced
homotopy operator hver : Ω
•
V (T
∗U) → Ω•−1V (T
∗U) by viewing vertical forms as forms on the fibers
R
n = {(p1, . . . , pn)} parametrized by q = (q
1, . . . , qn) ∈ U and taking hdR fiberwise, for each fixed q.
It follows that hver is C
∞(U)-linear and satisfies dverhver + hverdver = id. By Lemma 4.3 we have a
C∞(U)-linear isomorphism of complexes Ψ: (C•CE,der(U, T
∗U), δ)→ (Ω•V (T
∗U), dver), which we use to
turn hver into a C
∞(U)-linear homotopy operator h : C•CE,der(U, T
∗U)→ C•−1CE,der(U, T
∗U) as desired.
To prove the global result, consider an atlas {Uα} of P , and let {ϕα} be a (locally finite) partition
of unity subordinate to it. For each α, we have a C∞(Uα)-linear homotopy operator
hα : C
•
CE,der(Uα, T
∗Uα)→ C
•−1
CE,der(Uα, T
∗Uα)
satisfying δαhα + hαδα = id. Since the differential δα is just the restriction of δ (in the sense that
δα(D|Uα) = (δD)|Uα), for each α we have
ϕαid = ϕα(δαhα + hαδα) = δ(ϕαhα) + (ϕαhα)δ
where we have used the C∞(Uα)-linearity of δα (Lemma 4.1).
Now let h :=
∑
α ϕαhα (which is well defined since the partition of unity is locally finite). It is
clear that it is C∞(P )-linear and δh+ hδ = id. 
4.2. The classifying action. We now collect various consequences of Proposition 4.2 concerning
formal deformations of the Poisson map (57) into a formal equivalence bimodule; we will verify that
Problems 3.1 and 3.8 can be directly solved in this geometric context.
Recall that we are considering the Poisson morphism φ0 = ρ
∗ : C∞(P ) → C∞(T ∗P ) defined by
the natural projection ρ : T ∗P → P , where T ∗P is equipped with the Poisson structure σ0 defined
by the symplectic form ωB0 = ωcan + ρ
∗B0, with B0 a closed 2-form on P , and P carries the zero
Poisson structure. We have the following result.
Theorem 4.4. Given any formal symplectic structucture ω = ω0 +
∑∞
k=1 λ
kωk on T
∗P with ω0 =
ωB0 , and formal Poisson structure π on P with π0 = 0, there exist formal vector fields X,X
′ ∈
λX(T ∗P )[[λ]] and formal Poisson structure π′ on P , with π′0 = 0, such that
(C∞(P )[[λ]], π)
Φ
−→ (C∞(T ∗P )[[λ]], ω)
Φ′
←− (C∞(P )[[λ]], π′) (60)
is an equivalence bimodule, where Φ = exp(LX)ρ
∗ and Φ′ = exp(LX′)ρ
∗.
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Proof. The choice of any horizontal distribution on T ∗P (i.e., complementary to the distribution
tangent to ρ-fibers) determines a horizontal lift operation Γ(ρ∗TP )→ X(T ∗P ). (Note that it extends
to a C∞(P )-linear map
C•CE,der(P, T
∗P ) = Γ(ρ∗ ∧• TP )→ X•(T ∗P ) = C•CE,der(T
∗P, T ∗P )
so it is a horizontal lift in the sense of Definition 3.4.) Since H2CE,der(P, T
∗P ) vanishes by Proposi-
tion 4.2, Proposition 3.6 implies the existence of a formal vector field X such that
Φ = exp(LX)ρ
∗ : (C∞(P )[[λ]], π) → (C∞(T ∗P )[[λ]], ω)
is a Poisson morphism. Let us fix a choice ofX and look at the other leg of the diagram by considering
commutators.
The Poisson commutator of ρ∗C∞(P ) in C∞(T ∗P ), with Poisson structure defined by ωB0 , agrees
with itself. So, in the notation of Section 3.4, we have A′ = C∞(P ), φ′0 = ρ
∗ and π′0 = 0. Let us
consider conditions (1) and (2) used in Proposition 3.12. In the present case, condition (2) simply
becomes the existence of a horizontal lift Γ(ρ∗TP ) → X(T ∗P ), as before. Condition (1), in turn,
holds by Proposition 4.2. As a consequence, Proposition 3.12 implies the existence of a formal vector
field X ′ such that the image of Φ′ = exp(LX′)ρ
∗ Poisson commutes with the image of Φ with respect
to ω. Moreover, by Proposition 3.9, the choice of X ′ uniquely determines a formal Poisson structure
π′ on P so that Φ′ : (C∞(P )[[λ]], π′) → (C∞(T ∗P )[[λ]], ω) is Poisson (or anti-Poisson, with a sign
change). This completes the proof. 
The results in Section 3 also describe the sense in which X, X ′ and π′ in the previous the-
orem are unique. If X is another formal vector field such that exp(LX)ρ
∗ : (C∞(P )[[λ]], π) →
(C∞(T ∗P )[[λ]], ω) is a Poisson morphism, then it must satisfy
exp(LX) = exp(LXH ) exp(LX) exp(LV ),
with XH a formal hamiltonian vector field with respect to ω and V ∈ λX(T
∗P )[[λ]] vertical (i.e.,
V ◦ ρ∗ = 0). This follows from Propositions 3.7 and 4.2. On the other hand, another formal vector
field X
′
such that exp(LX′)ρ
∗ has image in the commutator of Φ must satisfy
exp(L
X
′)ρ∗ = (exp(LX′)ρ
∗) ◦ exp(Y ),
for some Y ∈ λX(P )[[λ]], by Proposition 3.10. A given X ′ determines a unique formal Poisson struc-
ture π′ on P for which Φ′ : (C∞(P )[[λ]], π′)→ (C∞(T ∗P )[[λ]], ω) is a Poisson map by Proposition 3.9,
and its equivalence is independent of the choice of X ′, as shown in Proposition 3.10.
As seen in Section 3.5, see (55), the result in Theorem 4.4 and its uniqueness properties lead to a
natural map
FPoisσB0 (T
∗P )× FPois0(P )→ FPois0(P ),
where σB0 is the Poisson structure associated with ωB0 . Since this map depends on an initial choice
of symplectic form ωB0 = ωcan + ρ
∗B0 on T
∗P , we denote it by γB0 to make the dependence on B0
explicit. By means of the identification FPoisσB0 (T
∗P ) = λHdR(T
∗P )[[λ]] from Remark 2.2 and the
isomorphism H2dR(P )
∼= H2dR(T
∗P ) given by pullback by ρ, we write
γB0 : λH
2
dR(P )[[λ]] × FPois0(P )→ FPois0(P ). (61)
Concretely, this map is described as follows: given representatives
∑
∞
k=1 λ
kBk and π of classes
in λH2dR(P )[[λ]] and FPois0(P ), the resulting class in FPois0(P ) is defined by any formal Poisson
structure π′ fitting into an equivalence bimodule (60), with
ω = ωB0 + ρ
∗
( ∞∑
k=1
λkBk
)
= ωcan + ρ
∗B0 + ρ
∗
( ∞∑
k=1
λkBk
)
.
As we remarked, the closed 2-form B0 is fixed in this construction (while Bk, k ≥ 1, are only
considered up to exact forms). But we have the following observation.
Lemma 4.5. The map γB0 only depends on the cohomology class of B0.
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Proof. If B0 − B
′
0 = dθ for θ ∈ Ω
1(P ), then fiber-translation by θ defines a symplectomorphism
ψθ : (T
∗P, ωB0)→ (T
∗P, ωB′0) such that ρ ◦ ψθ = ρ. So for any closed b ∈ λΩ
2(P )[[λ]], we have
ψ∗θ(ωB′0 + ρ
∗b) = ωB0 + ρ
∗b.
It directly follows that, if π and π′ fit into an equivalence bimodule (60) with ω = ωB0 + ρ
∗b, then
they also fit into an equivalence bimodule with formal symplectic form ωB′0 + ρ
∗b on T ∗P , showing
that γB0([b], [π]) = γB′0([b], [π]) = [π
′]. 
As a consequence of the previous lemma, we see that the map (61) gives rise to a well-defined map
γ : H2dR(P )[[λ]] × FPois0(P )→ FPois0(P ), γ([B], [π]) = γB0([b], [π]), (62)
where B =
∑∞
k=0 λ
kBk and b =
∑∞
k=1 λ
kBk. It is also evident from the way this map is defined that
if πB is a representative of the class γ([B], [π]), then πB and π are Morita equivalent.
It turns out that γ actually defines an action of the abelian group HdR(P )[[λ]] on the set FPois0(P )
(this can be verified as a consequence of Theorem 5.2 below). We call γ the classifying action, since
its orbits classify Morita equivalent formal Poisson structures in FPois0(P ), in the sense described
by the next result. Recall that the natural action of the group of diffeomorphisms Diff(P ) on formal
Poisson structures on P (by pushforward at each order) descends to an action of Diff(P ) on FPois0(P ),
ψ∗([π]) = [ψ∗π].
Theorem 4.6. Two formal Poisson structures π and π′ on P , with π0 = π
′
0 = 0, are Morita equiv-
alent if and only if their classes in FPois0(P ) satisfy [π
′] = ψ∗γ([B], [π]) for some [B] ∈ H
2
dR(P )[[λ]]
and ψ ∈ Diff(P ).
Proof. If πB is a representative of γ([B], [π]), then it is Morita equivalent to π. Since a representative
π′ of ψ∗γ([B], [π]) is Poisson isomorphic to π
B , it is also Morita equivalent to π.
For the converse, suppose that π and π′ are Morita equivalent by means of an equivalence bimodule
(C∞(P )[[λ]], π)−→(C∞(S)[[λ]], ω)←−(C∞(P )[[λ]], π′),
with underlying zeroth order equivalence bimodule (P, 0)
J1←− (S, ω0)
J2−→ (P, 0). As shown in [6,
Sec. 6.2] (see also [8]), we have identifications S = T ∗P , ω0 = ωcan+ρ
∗B0, for some closed B0 ∈ Ω
2(P ),
J1 = ρ, and J2 = ψ ◦ ρ, for some ψ ∈ Diff(P ). Since each ωk, k ≥ 1, is closed, it is cohomologous to
ρ∗Bk, for a closed Bk ∈ Ω
2(P ), and hence ω is cohomologous to a formal symplectic form
ωB = ω0 + ρ
∗
( ∞∑
k=1
λkBk
)
= ωcan + ρ
∗B,
with B = B0 +
∑∞
k=1 λ
kBk ∈ Ω
2(P )[[λ]] closed. It follows (c.f. Remark 2.2) that there exists
Z ∈ λX(P )[[λ]] such that
exp(LZ) : (C
∞(T ∗P )[[λ]], ω)→ (C∞(T ∗P )[[λ]], ωB)
preserves Poisson brackets. As a result, π and π′ fit into an equivalence bimodule of the form
(C∞(P )[[λ]], π)
Φ
−→ (C∞(T ∗P )[[λ]], ωB)
Ψ
←− (C∞(P )[[λ]], π′),
with Φ0 = ρ
∗ and Ψ0 = ρ
∗ ◦ ψ∗. Then the following is also an equivalence bimodule:
(C∞(P )[[λ]], π)
Φ
−→ (C∞(T ∗P )[[λ]], ωB)
Φ′
←− (C∞(P )[[λ]], ψ∗π′),
for Φ′ = Ψ ◦ (ψ−1)∗, but now Φ′0 = ρ
∗. So this last bimodule is exactly like the one in (60) (see
Lemma 2.1), showing that [ψ∗π′] = γ([B], [π]), or [π′] = ψ∗γ([B], [π]). 
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5. Description of the classifying action via B-fields
5.1. The main result. We now prove our main result, stated in Theorem 1.1, relating Morita
equivalence to the action of B-fields. The last ingredient that we need is the existence of suitable
self equivalence bimodules for formal Poisson structures vanishing in zeroth order:
Lemma 5.1. Any formal Poisson structure π on P , with π0 = 0, admits a self equivalence bimodule
of the following type:
(C∞(P )[[λ]], π)
Φ
−→ (C∞(T ∗P )[[λ]], ω)
Φ′
←− (C∞(P )[[λ]], π),
where ω = ωcan +
∑∞
k=1 λ
kdθk, Φ = ρ
∗ and Φ′ = exp(LY )ρ
∗.
This lemma will be a direct consequence of Proposition 5.4, proven in the next subsection. We
will assume it here to prove our main result.
Recall that, given a B-field, i.e., a formal series B =
∑∞
k=0 λ
kBk ∈ Ω
2(P )[[λ]] of closed 2-forms,
and a formal Poisson structure π with π0 = 0, we can define a new formal Poisson structure τB(π), as
explained in Section 2.4, see (18) (the condition π0 = 0 makes the necessary invertibility of id+B
♭
0◦π
♯
0
automatic). This defines an action of H2dR(P )[[λ]] on FPois0(P ), see (2).
Theorem 5.2. The classifying action γ is given by γ([B], [π]) = [τ−B(π)].
Proof. Take representatives B and π of classes in H2dR(P )[[λ]] and FPois0(P ), consider the formal
Poisson structure τ−B(π) and a self-equivalence bimodule
(C∞(P )[[λ]], τ−B(π))
ρ∗
−→ (C∞(T ∗P )[[λ]], ω)
Φ′
←− (C∞(P )[[λ]], τ−B(π)),
as in Lemma 5.1. By Theorem 2.9, the following is also an equivalence bimodule:
(C∞(P )[[λ]], π)
ρ∗
−→ (C∞(T ∗P )[[λ]], ω + ρ∗B)
Φ′
←− (C∞(P )[[λ]], τ−B(π)).
By Lemma 5.1 ω is cohomologous to ωcan, so ω + ρ
∗B is cohomologous to ωcan + ρ
∗B, and there is
a Poisson isomorphism exp(LZ) : (C
∞(T ∗P )[[λ]], ω + ρ∗B)→ (C∞(T ∗P )[[λ]], ωcan + ρ
∗B). We then
obtain an equivalence bimodule
(C∞(P )[[λ]], π)
Φ̂
−→ (C∞(T ∗P )[[λ]], ωcan + ρ
∗B)
Φ̂′
←− (C∞(P )[[λ]], τ−B(π)),
where Φ̂ = exp(LZ)ρ
∗ and Φ̂′ = exp(LZ)Φ
′. By the very definition of γ, this means that τ−B(π) is a
representative of the class γ([B], [π]). 
In conclusion, the action (2) of B-fields on FPois0(P ) agrees (up to a conventional sign) with the
classifying action (62), so Theorem 1.1 is a direct consequence of this result together with Theo-
rem 4.6.
5.2. Proof of Lemma 5.1. It will be convenient to use a Dirac-geometric viewpoint to Poisson
structures (see e.g. [7, 24]), suitably adapted to the formal context.
For a smooth manifoldM , consider the bundle TM := TM⊕T ∗M and its space of smooth sections
Γ(TM) = X(M)⊕ Ω1(M) equipped with the C∞(M)-bilinear pairing
〈X ⊕ ξ, Y ⊕ η〉 := ιXη + ιY ξ
and the Courant-Dorfman bracket
[[X ⊕ α, Y ⊕ β]] := [X,Y ]⊕ (LXβ − ιY dα).
These structures define the canonical Courant-algebroid structure on TM [12, 23], with anchor map
given by the projection TM = TM ⊕ T ∗M → TM .
Here we will consider the same structures on Γ(TM)[[λ]] = X(M)[[λ]] ⊕ Ω1(M)[[λ]], viewed as
a C∞(M)[[λ]]-module. The definitions of 〈·, ·〉 and [[·, ·]] are given by the same formulas, extended
by linearity in the formal parameter λ (see [4, Section 3.2]). These objects can be used to describe
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Poisson structures as in the usual case. A formal bivector field π =
∑∞
k=0 λ
kπk defines a submodule
of Γ(TM)[[λ]] given by its graph,
gr(π) = {(π♯(α), α) |α ∈ Ω1(M)[[λ]]}.
The pairing 〈·, ·〉 vanishes on gr(π), and the condition on π being Poisson is equivalent to gr(π) being
involutive for the Courant-Dorfman bracket.
Symmetries of the formal Courant structure. We need to collect some facts about symmetries of
Γ(TM)[[λ]], which are direct adaptations of the results e.g. in [15, Sec. 2.1] (see also [17]) for the
standard Courant algebroid TM . A symmetry, or automorphism, of Γ(TM)[[λ]] is a pair (F, φ), where
φ : C∞(M)[[λ]]→ C∞(M)[[λ]] is an isomorphism of commutative algebras and
F : Γ(TM)[[λ]]→ Γ(TM)[[λ]]
is aK[[λ]]-linear map preserving the relevant structures: for e, e1, e2 ∈ Γ(TM)[[λ]], and g ∈ C
∞(M)[[λ]],
F (ge) = φ−1(g)F (e), φ〈F (e1), F (e2)〉 = 〈e1, e2〉, and [[F (e1), F (e2)]] = F ([[e1, e2]]). A class of exam-
ples is given by formal diffeomorphisms of M : for X ∈ λX(M)[[λ]], we let
F (Y ⊕ β) = exp(−LX)(Y )⊕ exp(−LX)(β), φ = exp(LX)
We denote this automorphism by exp(−LX), if there is no risk of confusion. Another type of example
is given by B-fields: for a closed B ∈ Ω2(M)[[λ]], we take
F (Y ⊕ β) = Y ⊕ (β + iYB), φ = id.
This automorphism is denoted by τB , since its effect on formal Poisson structures agrees with gauge
transformations (in the sense that τB(gr(π)) = gr(τB(π))). We will be interested here in automor-
phisms with φ = exp(LX) for some X ∈ λX(M)[[λ]]; analogously to [15, Prop. 2.2], such symmetries
are necessarily given by compositions of formal diffeomorphisms and B-fields.
An infinitesimal symmetry, or derivation, of Γ(TM)[[λ]] is a pair (D,X), where
D : Γ(TM)[[λ]]→ Γ(TM)[[λ]]
is a K[[λ]]-linear map and X ∈ X(M)[[λ]] such that, for e, e1, e2 ∈ Γ(TM)[[λ]] and g ∈ C
∞(M)[[λ]],
D(ge) = gD(e) + LX(g)e, D [[e1, e2]] = [[D(e1), e2]] + [[e1,D(e2)]], and LX〈e1, e2〉 = 〈D(e1), e2〉 +
〈e1,D(e2)〉. The following are two key examples: any X ∈ X(M)[[λ]] defines a derivation (D,X)
by D(Y ⊕ β) = [X,Y ] ⊕ LXβ, while any closed b ∈ Ω
2(M)[[λ]] defines a derivation (D, 0) with
D(Y ⊕ β) = −0⊕ iY b.
Derivations arise as infinitesimal generators of 1-parameter subgroups of automorphisms (Ft, φt),
D = − ddt
∣∣∣
t=0
Ft, and from this perspective the infinitesimal counterparts of symmetries (F, φ) with
φ a formal diffeomorphism are the derivations (D,X) with symbol X ∈ λX(M)[[λ]] vanishing in
zeroth order. Similarly to [15, Sec. 2.1], one can check that all such derivations are given by pairs
(X, b) ∈ λX(M)[[λ]] ⊕Ω2(M)[[λ]] with db = 0, acting by the sum of the effects of X and b:
(X, b)(Y ⊕ β) = [X,Y ]⊕ (LXβ − iY b). (63)
The corresponding 1-parameter subgroup of automorphisms of Γ(TM)[[λ]] is explicitly given by
Ft = exp(−tLX)τBt , where Bt =
∫ t
0
exp(sLX)bds. (64)
The bimodule condition. Let us consider the diagram
(C∞(P1)[[λ]], π
(1))
Φ(1)
−−→ (C∞(S)[[λ]], ω)
Φ(2)
←−− (C∞(P2)[[λ]], π
(2)), (65)
where π(1) and π(2) are formal Poisson structures, ω is a formal symplectic structure, and Φ(i) =
exp(Z(i))J∗i for Z
(i) ∈ λX(S)[[λ]] and Ji : S → P a surjective submersion, for i = 1, 2. Following [14],
we will describe a convenient criterion ensuring that this diagram is a bimodule, in the sense of
Section 2.3.
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For a surjective submersion J : S → P and a formal Poisson structure π on P , we will denote by
J !gr(π) ⊆ X(S)[[λ]] ⊕ Ω1(S)[[λ]]
the C∞(S)[[λ]]-submodule defined by elements X ⊕ α satisfying the following pointwise condition:
for each z ∈ S, with q = J(z), there exists ξ ∈ T ∗q P [[λ]] such that
(TzJ)
∗ξ = αz and TzJ(Xz) = π
♯
q(ξ). (66)
Note that this is a natural adaptation to the formal context of the notion of “backward image” of
Dirac structures, see e.g. [5, 7]. One of its main properties, verified as in the usual context, is that
J !gr(π) is closed under the Courant-Dorfman bracket (see e.g. [7, Prop. 5.6], [24, Prop. 2.13]). For
Φ = exp(LZ)J
∗, with Z ∈ λX(S)[[λ]], we define
Φ!gr(π) := exp(LZ)J
!gr(π).
The main observation is the following (c.f. [14]):
Lemma 5.3. Suppose that in diagram (65) we have dim(S) = dim(P1) + dim(P2) and
τ−ω((Φ
(1))!gr(π(1))) = (Φ(2))!gr(π(2)). (67)
Then diagram (65) is a bimodule.
Proof. The assertion that (65) is a bimodule means that (1) Φ(1) is a Poisson morphism, (2) Φ(2) is
anti-Poisson, and (3) their images Poisson commute. Note first that condition (67) is equivalent to
τω((Φ
(2))!gr(π(2))) = (Φ(1))!gr(π(1)), so if the assumptions in the lemma imply that Φ(1) is Poisson, by
changing the roles of Φ(1) and Φ(2) they also imply that Φ(2) is anti-Poisson. Hence it suffices to check
that (1) and (3) hold.
Since we can always change the diagram (65) by a formal diffeomorphism on S (as in (17)) and
the validity of the lemma is independent of this change, there is no loss in generality in assuming
that Φ(1) = J∗1 . We will make this assumption and write Φ
(2) = exp(LZ)J
∗
2 , so (67) reads
τ−ω(J
!
1gr(π
(1))) = exp(LZ)J
!
2gr(π
(2))). (68)
The main observation for the proof of the lemma is that the map ω♭ ◦ exp(LZ) : X(S)[[λ]] →
Ω1(S)[[λ]] restricts to an isomorphism
ω♭ ◦ exp(LZ) : Γ(ker(TJ2))[[λ]]→ Γ(Ann(ker(TJ1)))[[λ]], (69)
while exp(−LZ) ◦ ω
♭ restricts to an isomorphism
exp(−LZ) ◦ ω
♭ : Γ(ker(TJ1))[[λ]]→ Γ(Ann(ker(TJ2)))[[λ]]. (70)
Let us verify that (69) is an isomorphism. Let Y ∈ X(S)[[λ]] be such that TJ2(exp(−LZ)Y ) =
0. Then exp(−LZ)Y ∈ J
!
2gr(π
(2)) (c.f. (66)), so Y ∈ exp(LZ)J
!
2gr(π
(2)). By (68), Y ⊕ iY ω ∈
J !1gr(π
(1)), which implies that, at each point z ∈ S, iY ωz = J
∗
1 ξ for ξ ∈ T
∗
J1(z)
P1[[λ]]. Hence
ω♭(Y ) ∈ Γ(Ann(ker(TJ1)))[[λ]], so we obtain the map (69). By the dimension condition in the lemma,
the injective map ω♭0 : ker(TJ2) → Ann(ker(TJ1)) is an isomorphism. So (69) is an isomorphism in
zeroth order, hence it is an isomorphism. The verification that (70) is an isomorphism is analogous.
We now check that (68) implies that Φ(1) = J∗1 is a Poisson morphism. Take β ∈ Ω
1(P1)[[λ]], and
let X ∈ X(S)[[λ]] satisfy iXω = J
∗
1β. We must verify that, at each point,
TJ1(X) = (π
(1))♯(β). (71)
Since ω♭(X) ∈ Γ(Ann(ker(TJ1))), by the isomorphism (69) we know that
exp(−LZ)X ∈ Γ(ker(TJ2))[[λ]] ⊆ J
!
2gr(π
(2)).
Hence
X ∈ exp(LZ)J
!
2gr(π
(2)) = τω(J
!
1gr(π
(1))),
which means that X⊕ iXω ∈ J
!
1gr(π
(1)). Since iXω = J
∗
1β (and β is unique since J1 is a submersion),
this implies that (71) holds (c.f. (66)).
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To verify that the images of Φ(1) = J∗1 and Φ
(2) = exp(LZ)J
∗
2 Poisson commute, recall that the
Hamiltonian vector field XΦ(2)(g) satisfies ω
♭(XΦ(2)(g)) = dΦ
(2)(g) = exp(LZ)J
∗
2dg, so
exp(−LZ)ω
♭(XΦ(2)(g)) ∈ Γ(Ann(ker(TJ2)))[[λ]].
By the isomorphism (70), XΦ(2)(g) ∈ Γ(ker(TJ1))[[λ]], and so
{Φ(1)(f),Φ(2)(g)}ω = −J
∗
1df(XΦ(2)(g)) = 0.

The construction of the self equivalence bimodule. Let π be a formal Poisson structure on a manifold
P that vanishes in zeroth order. We now have the ingredients to prove the existence of self-equivalence
bimodules
(C∞(P )[[λ]], π) −→ (C∞(T ∗P )[[λ]], ω) ←− (C∞(P )[[λ]], π)
as in Lemma 5.1.
Fix a linear connection ∇ on the cotangent bundle ρ : T ∗P → P , denote by hor the corresponding
horizontal lift, and consider the formal vector field Z ∈ λX(T ∗P )[[λ]] defined at ξ ∈ T ∗P by
Zξ = horξ(π
♯(ξ)).
Proposition 5.4. The following is an equivalence bimodule:
(C∞(P )[[λ]], π)
ρ∗
−→ (C∞(T ∗P )[[λ]], ω)
exp(LZ)ρ
∗
←−−−−−− (C∞(P )[[λ]], π), (72)
where ω :=
∫ 1
0 exp(sLZ)ωcands.
Proof. Let θcan ∈ Ω
1(T ∗P ) be the tautological 1-form on T ∗P , so that ωcan = −dθcan. The inner
derivation [[Z ⊕ θcan, ·]] of Γ(TM)[[λ]] coincides with the derivation defined by the pair (Z, dθcan) as
in (63). So it generates a 1-parameter subgroup of automorphisms Ft = exp(−tLZ)τBt , where
Bt = −
∫ t
0
exp(sLZ)ωcands.
Recall that (θcan)ξ = ρ
∗ξ and Tρ(Zξ) = π
♯(ξ), so Z ⊕ θcan ∈ ρ
!gr(π). From the involutivity
of ρ!gr(π) with respect to the Courant-Dorfman bracket, it follows that the derivation [[Z ⊕ θcan, ·]]
preserves ρ!gr(π) ⊆ Γ(TM)[[λ]], hence so does its corresponding flow:
Ft(ρ
!gr(π)) = exp(−tLZ)τBt(ρ
!gr(π)) = ρ!gr(π),
which is equivalent to τBt(ρ
!gr(π)) = exp(tLZ)ρ
!gr(π). Setting t = 1, we obtain the condition
τ−ω(ρ
!gr(π)) = exp(LZ)ρ
!gr(π),
for ω = −B1. The result now follows from Lemma 5.3. 
Note that Lemma 5.1 is a direct consequence of this proposition since the explicit formula for ω
implies that ω = ωcan +
∑∞
=1 λ
kdθk, for θk = −
∫ 1
0
(sLZ)
k
k! θcands.
References
1. F. Bayen, M. Flato, C. Fronsdal, A. Lichnerowicz, and D. Sternheimer, Deformation theory and quantization. I.
Deformations of symplectic structures, Ann. Physics 111 (1978), no. 1, 61–110. MR 0496157 2
2. , Deformation theory and quantization. II. Physical applications, Ann. Physics 111 (1978), no. 1, 111–151.
MR 0496158 2
3. H. Bursztyn, Semiclassical geometry of quantum line bundles and Morita equivalence of star products, Int. Math.
Res. Not. (2002), no. 16, 821–846. MR 1891209 4
4. H. Bursztyn, V. Dolgushev, and S. Waldmann, Morita equivalence and characteristic classes of star products, J.
Reine Angew. Math. 662 (2012), 95–163. MR 2876262 1, 2, 4, 8, 23
5. H. Bursztyn and O. Radko, Gauge equivalence of Dirac structures and symplectic groupoids, Ann. Inst. Fourier
(Grenoble) 53 (2003), no. 1, 309–337. MR 1973074 2, 3, 8, 9, 25
6. H. Bursztyn and A. Weinstein, Picard groups in Poisson geometry, Mosc. Math. J. 4 (2004), no. 1, 39–66, 310.
MR 2074983 3, 6, 18, 22
MORITA EQUIVALENCE OF FORMAL POISSON STRUCTURES 27
7. H. Bursztyn, A brief introduction to Dirac manifolds, Geometric and topological methods for quantum field theory,
Cambridge Univ. Press, Cambridge, 2013, pp. 4–38. MR 3098084 23, 25
8. H. Bursztyn and R. L. Fernandes, Picard groups of Poisson manifolds, J. Differential Geom. 109 (2018), no. 1,
1–38. MR 3798714 2, 3, 18, 22
9. H. Bursztyn and A. Weinstein, Poisson geometry and Morita equivalence, Poisson geometry, deformation quantisa-
tion and group representations, London Math. Soc. Lecture Note Ser., vol. 323, Cambridge Univ. Press, Cambridge,
2005, pp. 1–78. MR 2166451 1
10. A. Cannas da Silva and A. Weinstein, Geometric models for noncommutative algebras, Berkeley Mathematics
Lecture Notes, vol. 10, American Mathematical Society, Providence, RI; Berkeley Center for Pure and Applied
Mathematics, Berkeley, CA, 1999. MR 1747916 1
11. L. O. Clark and A. Sims, Equivalent groupoids have Morita equivalent Steinberg algebras, Journal of Pure and
Applied Algebra 219 (2015), no. 6, 2062–2075. 2
12. T. J. Courant, Dirac manifolds, Trans. Amer. Math. Soc. 319 (1990), no. 2, 631–661. MR 998124 23
13. M. Crainic and R. L. Fernandes, Integrability of Poisson brackets, J. Differential Geom. 66 (2004), no. 1, 71–137.
MR 2128714 6
14. P. Frejlich and I. Ma˘rcut¸, On dual pairs in Dirac geometry, Math. Z. 289 (2018), no. 1-2, 171–200. MR 3803786
4, 24, 25
15. M. Gualtieri, Generalized complex geometry, Ann. of Math. (2) 174 (2011), no. 1, 75–123. MR 2811595 2, 24
16. S. Gutt, Variations on deformation quantization, Confe´rence Moshe´ Flato 1999, Vol. I (Dijon), Math. Phys. Stud.,
vol. 21, Kluwer Acad. Publ., Dordrecht, 2000, pp. 217–254. MR 1805893 6
17. S. Hu, Hamiltonian symmetries and reduction in generalized geometry, Houston journal of mathematics, 35 (2009),
no. 3, 787–811. 24
18. M. Kontsevich, Deformation quantization of Poisson manifolds, Lett. Math. Phys. 66 (2003), no. 3, 157–216.
MR 2062626 2, 4
19. L. I. Korogodski and Y. S. Soibelman, Algebras of functions on quantum groups. Part I, Mathematical Surveys and
Monographs, vol. 56, American Mathematical Society, Providence, RI, 1998. MR 1614943 1
20. N. P. Landsman, Bicategories of operator algebras and Poisson manifolds, Mathematical physics in mathematics
and physics (Siena, 2000), Fields Inst. Commun., vol. 30, Amer. Math. Soc., Providence, RI, 2001, pp. 271–286.
MR 1867561 1
21. , Operator algebras and Poisson manifolds associated to groupoids, Comm. Math. Phys. 222 (2001), no. 1,
97–116. MR 1853865 2
22. P. B. A. Lecomte, Application of the cohomology of graded Lie algebras to formal deformations of Lie algebras, Lett.
Math. Phys. 13 (1987), no. 2, 157–166. MR 886153 6
23. Z.-J. Liu, A. Weinstein, and P. Xu, Manin triples for Lie bialgebroids, J. Differential Geom. 45 (1997), no. 3,
547–574. MR 1472888 23
24. E. Meinrenken, Poisson geometry from a dirac perspective, Letters in Mathematical Physics 108 (2018), no. 3,
447–498. 23, 25
25. J. Montaldi, J.-P. Ortega, and T. S. Ratiu, The relation between local and global dual pairs, Math. Res. Lett. 11
(2004), 355–363. 6
26. K. Morita, Duality for modules and its applications to the theory of rings with minimum condition, Sci. Rep. Tokyo
Kyoiku Daigaku Sect. A 6 (1958), 83–142. MR 0096700 1
27. J. Mrcˇun, Functoriality of the bimodule associated to a Hilsum-Skandalis map, K-Theory 18 (1999), no. 3, 235–253.
MR 1722796 2
28. P. S. Muhly, J. N. Renault, and D. P. Williams, Equivalence and isomorphism for groupoid C∗-algebras, J. Operator
Theory 17 (1987), no. 1, 3–22. MR 873460 2
29. A. Nijenhuis and R. W. Richardson, Jr., Deformations of homomorphisms of Lie groups and Lie algebras, Bull.
Amer. Math. Soc. 73 (1967), 175–179. MR 0204575 11
30. , Deformations of Lie algebra structures, J. Math. Mech. 17 (1967), 89–105. MR 0214636 11
31. P. Sˇevera and A. Weinstein, Poisson geometry with a 3-form background, Progr. Theoret. Phys. Suppl. (2001),
no. 144, 145–154, Noncommutative geometry and string theory (Yokohama, 2001). MR 2023853 2, 8
32. F. W. Warner, Foundations of differentiable manifolds and lie groups, vol. 94, Springer Science & Business Media,
2013. 20
33. A. Weinstein, The local structure of Poisson manifolds, J. Differential Geom. 18 (1983), no. 3, 523–557. MR 723816
1, 6
34. P. Xu, Morita equivalence of Poisson manifolds, Comm. Math. Phys. 142 (1991), no. 3, 493–509. MR 1138048 1,
2, 6
35. P. Xu, Morita equivalent symplectic groupoids, Symplectic geometry, groupoids, and integrable systems (Berkeley,
CA, 1989), Math. Sci. Res. Inst. Publ., vol. 20, Springer, New York, 1991, pp. 291–311. MR 1104935 6
28 HENRIQUE BURSZTYN, INOCENCIO ORTIZ, AND STEFAN WALDMANN
IMPA - Instituto Nacional de Matematica Pura e Aplicada, Estrada Dona Castorina 110, Rio de
Janeiro, 22460-320, Brazil
E-mail address: henrique@impa.br
NIDTEC-FPUNA, P.O.Box: 2111 SL, CEP: 2160, San Lorenzo, Paraguay.
E-mail address: inortiz08@gmail.com
Department of Mathematics, Julius Maximilian University of Wu¨rzburg, Emil-Fischer-Straße 31,
97074 Wu¨rzburg, Germany
E-mail address: stefan.waldmann@mathematik.uni-wuerzburg.de
