The recently developed stable inversion theory for nonminimum phase nonlinear systems is applied to output tracking for multilink exible robot manipulators. The stable inversion theory and a numerical solution to stable inverses are brie y reviewed. Forward dynamics of a two-link exible manipulator with tip position as the output is then given using the assumed modes method. From that, an inverse model is derived and a two-point boundary value condition is set up. This condition guarantees that the inverse solution for a given desired tip trajectory will be stable regardless of the fact that a exible manipulator is a nonminimum-phase system. The stable inverse is incorporated into an output tracking controller that uses only joint-angle feedback. Excellent tracking is achieved with no transient or steady-state errors and no internal vibration buildup.
12
Inversion of nonlinear real-analytic systems was established by Hirschorn 13 and Singh. 14 All of these inversion algorithms produce causal inverses for a given desired output and a xed initial condition, but unbounded control and state trajectories will be produced for nonminimum-phase systems. This fundamental dif culty has been noticed for a long time.
This paper, an extended version of Ref. 15 , develops a new tracking control strategy for multilink exible robot manipulators. The controller uses a feedforward signal generated by stable inversion 16 anda stabilizingsignalfrom a feedbackstabilizer.This designavoids the transient problem in the nonlinear regulation approach and the internal-dynamicsinstabilityproblemin classicalinversion.As a result, remarkably accurate output tracking together with closed-loop stability will be achieved. The remainder of the paper is organized as follows. Section II brie y reviews the stable inversion theory and a numerical solution to stable inverses.Section III describes the forward dynamics of a two-link exible manipulator and derives its stable inverse dynamics. In Sec. IV, conditions for applying stable inversion are veri ed and the effectiveness of stable inversion to output tracking for nonminimum-phasesystems is demonstratedby simulation. A conclusion is given in Sec. V.
II. Stable Inversion
Consider multivariable nonlinear control systems of the form
(1)
where the system state x is de ned on an open neighborhoodof the origin of R n and the input u 2 R m and the output y 2 R m . Smoothness of f . /, G. /, and h. / is assumed. Without loss of generality, we also assume that f .0/ and h.0/ D 0. For such systems, a stable inversion problem is posed as follows. 16 Given a smooth reference output trajectory y d .t / with compact support, nd a control input u d .t/ and a state trajectory x d .t / such that 1) u d .t / and x d .t / satisfy the differential equation 
A. Two-Point Boundary Condition
To nd x d .t/ and u d .t / for a given y d .t /, the following steps can be used. First, set y.t /´y d .t / in the output equations (2) . Second, differentiate each output equation until at least one input variable appears explicitly. This step will give us m equations of the form
where each N b i .x/ is a 1£m row vector. Next, we do a change of state variables. Let » contain all of the derivativesof the output variables: 
the m equations in Eq. (3) collectively become
and differentiating´in Eq. (5) leads to
where
Because we have set y.t /´y d .t /, we have
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Solving for u from Eq. (6), we obtain (assuming local invertibility 16 )
Substituting this into Eq. (7) leads to the so-calledreferencedynamics,
It is noticed that the´dynamics is the part of the system made unobservable from the output by the particular state feedback (10) . Finally, if a bounded and convergent solution´d .t / can be obtained from Eq. (11) , it can be used in Eq. (10) to obtain u d .t/:
The inverse change of state variables by Eq. (5) then gives x d .t /:
Note that, when y d .t /´0 (and, consequently, » d´0 ), Eq. (11) becomes Ṕ D P.0; 0;´/ (14) which is the so-called zero dynamics.
For t outside [t 0 ; t f ], the compact support of y d .t /, the reference dynamics (11) becomes the autonomous zero dynamics (14) . Assume that´D 0 is a hyperbolic equilibrium point of the zero dynamics. It has been shown that any boundedand convergentsolutioń d .t / of Eq. (11) must satisfy the following two-point boundary value (TPBV) problem 16 :
subject to´d
where W u is the invariant unstable submanifold and W s the stable submanifold of the zero dynamics (14) . That is, before t 0 the reference dynamics remains on the unstable submanifold, whereas after t f it remains on the stable submanifold. In the linear case, such submanifolds correspond to the stable and unstable eigenspaces. Both submanifolds of the zero dynamics are, respectively, tangent to their corresponding eigenspaces of the linearized zero dynamics near´D 0.
B. Iterative Solution to the TPBV Problem
The key to obtaining x d .t / and u d .t / is to solve for a bounded and convergent´d .t / from Eqs. (15) and (16) , the TPBV problem. An iterative linearization approach to such a solution is described as follows.
In each iteration, the differentialequation (15) 
The boundarycondition (18) 
On the other hand, the condition´d .t 0 / 2 E u can be characterized by´d .t 0 / expressed as a linear combination of unstable right eigenvectors and generalized eigenvectors. That is,
for some vector z u . Combining this with Eq. (20) yields an equivalent equality condition for´d .t 0 / 2 E u ,
Similar derivation at t f can be made to replace´d .t f / 2 E s by
The linear problem [Eqs. (17) and (22) (23) (24) (25) ] is then solved, and the solution is taken to be the new approximationof the current iteration. The iteration continues until the solutions in the adjacent two iterationsare satisfactorilyclose to each other. Solving the boundary value problem in Eqs. (17) and (22-25) is done following a technique from linear-quadraticoptimal control and is carried out in the following steps.
First, apply a change of state variable,
Because C s´d D 0 in Eq. (22) characterizesthe unstable eigenspace of the zero dynamics, therefore, 1 D C s´d is, roughly speaking, the stable part of´d . Similarly, 2 D C u´d is the unstable part. The inverse transformation is given bý
(27) Differentiating 1 and 2 using Eqs. (17), (26), and (27), we get
and the boundary conditions in Eqs. (22-25) 
Differentiating both sides of Eq. (30) yields
Substituting the values of P 1 and P 2 from Eqs. (28) and (29) and comparing the coef cients of 1 .t / leads to
with nal conditions speci ed in Eq. (31).
Third, backward and forward integrate.Because Eq. (32) contains only known functions except S.t /, it can be integrated backward in time to get S.t /. Once this is done, Eq. (33) can also be integrated backward in time to solve for v.t /. With S.t/ and v.t / as known functions, Eq. (28) can be rewritten as
and it can be integrated forward in time with 1 .t 0 / D 0 to obtain 1 .t /. With these, the algebraic equation (30) can be used to obtain 2 .t /. The nal step is to use the inverse transformation in Eq. (27) to obtain´d .t / that will be the solution of the current iteration.
Even though all stable inversion results are local and we have chosen a local linearization approach to construct stable inverses, the stable inverse solution can be, but does not have to be, always locally constructed.
III. Forward and Inverse Dynamics
Consider a two-link exible robot manipulator shown in Fig. 1 . Both joints of the links are considered to be revolute, and input torque is applied at these joints. Each link is assumed to be slender such that the Euler-Bernoulli beam assumption is valid. Horizontal planar maneuver is assumed so that we neglect out-of-plane de ection of both links.
A. Forward System Dynamics
For rigid-body mechanical systems and single-link exible robot arms, dynamic modeling can be easily handled by applying Lagrange's principle. 17 However, the dynamics of multilink articulated exible structuresis more complicated.Some researchershave used a nite element method to numerically construct the dynamic equations. 18 Others have used the assumed modes approach. 19;20 In this paper, the assumed modes method is also used to parameterize the continuous deformation of both exible links. The following discussion on forward dynamics is included for the sake of xing notations. Detailed derivation of the forward dynamics is omitted due to the availability of the relevant references.
Let z i measure the distance of a point at link i in the direction of the undeformed link position and w i the deformation for the i th link for i D 1 and 2. Let ¾ i j .z i / be the j th admissible function for the i th link and q i j .t/ the correspondinggeneralized coordinates. Then the distributed de ection of the i th link, w i , is approximated by
The admissible functions are chosen to be the ones for the clampedfree beams, 21 and two exible modes are assigned to each link, n i D 2. One simple choice of the admissible functions is of the form Denote the system's generalized coordinates 
By Lagrange's method, the equations of motion can be written as follows:
T is the vector of joint torque and
T is the torque distribution matrix. K is the stiffness matrix
The damping matrix C is taken to be proportional to the stiffness matrix K by a damping ratio ®:
Ã/ is the 6 £ 6 positive de nite symmetric inertia matrix, and H .Ã; P Ã/ the part containing centrifugal and Coriolis terms.
There are many ways to choose the system output. Depending on which point along the links is selected as the output, the whole system can be either minimum phase or nonminimum phase. If the output is selected to be the joint angles, i.e., the sensorsand actuators are collocated, the system is known to be minimum phase. A more meaningful choice of the output is the tip position, and this choice renders the system nonminimum phase. We choose
When elastic deformation of the rst link is small, the output variables are approximately the tip angular positions of the links. It can be seen that both output components chosen are practically measurable. For small elastic deformation,
By substitutingEqs. (35) and (42) into Eq. (41), we obtain the output equation
Equation (38) together with Eq. (43) constitutes the forward dynamics of the two-link exible robot manipulator system.
B. Inverse Dynamics
Inverse dynamics usually consists of reference dynamics (11) and an output equation (10) . For a exible manipulator system, the inverse dynamics can be simply derived as follows.
Rewrite the forward dynamics (38) and (43) as follows: 
where 
Equations (49) and (50) characterize the inverse dynamics of the two-link exible manipulator system.
C. Linear TPBV Problem for Flexible Manipulators
To ensure a stable solution from the inversedynamics, a two-point boundary condition (16) needs to be imposed on the exible mode q. However, instead of Eq. (16), we directly derive the linear TPBV problem (17) and (18) for our exible manipulators,based on which the iterative procedure described in Sec. II.B can be carried out to nd stable inverses. First, we need to nd the linearized equation for the reference dynamics (49). A notation for convenienceis in order. Let .x/ be a k m £ l m matrix function of x 2 R n and N x 2 R n be a column vector. The derivative of at a point x 0 in the direction of N x is de ned as
Using this notation and neglecting higher-orderterms, the rst term M 1 R q in the reference dynamics equation (49) can be linearized as
where the superscript 0 stands for evaluation along q 0 and/or P q 0 (solution of the preceding iteration) no matter which is applicable. Because it can be easily veri ed that
where Q x 2 R n , we obtain
Both M 2 and M 3 are constantmatrices.For the term H 2 .y d ; P y d ; q; P q/, we have
Similar to the derivation for the rst term M 1 R q, we can get the linearized form of M 4 R y d as
Thus, combining Eqs. (54-56), the linearized inverse dynamics can be expressed as
Then Eq. (57) is the same as Eq. (17) in second-order form. Second, the linear boundary conditions (22) (23) (24) (25) are to be derived. Instead of updating the transformation matrices C s and C u at each iteration, in this simulation we compute one C s and one C u for all iterations. The matrix A.t / in Eq. (58) T deg. It is found later in the simulation by computing the eigenvalues of A.t 0 / and A.t f / that, at both t 0 and t f , the zero dynamics has ve stable eigenvalues and three unstable ones. Thus, following the procedure in Sec. II.B, the transformationmatrices C s and C u would be of dimension 5 £ 8 and 3 £ 8, respectively.
IV. Digital Simulation Study
In this simulation study, we demonstrate the effectiveness of our proposedtracking control design using stable inversion.First, a simulation setup is presented. Then, some conditions are veri ed to ensure the applicabilityof stable inversion.This is followed by a tracking controllerdesign.Finally, some simulation results are presented. The reference trajectory is selected following considerations given by Bayo and Paden. 22 First, the accelerationpro le should not have exceedingly high-frequency components. The reason is that, if the acceleration changes too rapidly, then the calculated torque pro le will contain high peak impulse, which may excite the natural frequencies of the exible manipulators. Second, the maximum acceleration limit should be chosen so as not to saturate the actuator. With these considerations, we have chosen the reference tip trajectory for link two as shown in Fig. 2 , in which the accelerationpro le is a sinusoidal function. A similar reference trajectory pro le has been chosen for link one.
A. Simulation Setup

B. Veri cation of System Properties
To apply the stable inversion approach, two conditions need to be veri ed 16 : the system should have a locally well-de ned relative degree and its zero dynamics should have a hyperbolic equilibrium point at the origin.
Before we verify these, we rst show the nonminimum-phase propertyof the system. Otherwise, the output trajectory tracking can be accomplished using the classical inversion approach. 13 To make notationssimple, we assume that the two links are identical.Let l, m, T deg and derivatives of y d of all orders to zero (an equilibrium point). Then, a standard linearization on the obtained zero dynamics yields linearized zero dynamics as follows:
Equations (60) and (61) imply that the product of all eigenvalues of the system is negative. Because the total number of the eigenvalues is an even number, we conclude that there exists at least one positive real eigenvalue for the linearized zero dynamics (59). The nonminimum-phase property, thus, is veri ed. It is noticed from the preceding argument that the nonminimum-phase property is independent of ®, the damping ratio. Thus, even in the case when structural damping is neglected (® D 0), the exible manipulator system is still nonminimum phase.
To verify the hyperbolicity of the zero dynamics, we further assume that m e and h D 0 for notational simplicity. First, zero eigenvalues can be easily excluded from the fact that det A 3 6 D 0. Next, suppose the zero dynamics has pure imaginary eigenvalues §iw ith¸6 D 0. Substituting them into the characteristicequation of the zero dynamics leads to
Equation ( such that 
It can be easily veri ed that M r , the coef cient matrix of R y, is invertible under the same assumptions as made in the veri cation of the hyperbolicity, thus verifying the existence of a locally wellde ned relative degree. Both output components have relative degree two at the equilibrium point µ D [0; 90] T deg. It can further be veri ed that the preceding argument is still valid over the range of 5 · µ 2 · 90 deg. The range is selected such that it covers the reference trajectory chosen in the following simulation study.
C. Controller Structure
The controller structure of our stable inversion method is shown in Fig. 3 . From the stable inverse dynamics with speci ed boundary conditions, we compute the desired state trajectory x d and the nominal control input u d . The feedback stabilizing signal u s is superimposedon the feedforwardu d to obtain the total control input to drive the manipulator. Because the exible modes of the arm are not measurable, the controller uses only the rigid-angle measurement for feedback, which could be easily read from encoders installed on both joints.
The rst column of Table 2 necessary. However, the topic of general nonlinear stabilization is out of the scope of this paper.In this study,a simple linear joint-angle feedback control is implemented:
The gain matrices are selected to stabilize the two linearizations of the forward dynamics at t 0 and t f . The eigenvalues of the linearization of the forward dynamics (38) at µ D [0; 90] deg and q D 0 after stabilization are given in the second column of Table 2 . The overall feedforward plus feedback control law, thus, has the following form:
See Refs. 23 and 24 for more analysis on stabilization and tracking performance of controllers using stable inversion.
D. Simulation Results
In this subsection, we present the digital simulation results and study the performance of our stable-inversion-basedtracking controller. The iterative numerical procedure discussed in Sec. II is used. For the given reference trajectory, the nominal control input The numerical procedure stops when it leads to a relative error of 0:0005% in q between the third and the fourth iterations. It takes a few minutes on a DEC workstation with the algorithm coded in Matlab. Figure 4 shows the joint torque u d needed to produce the desired tip trajectories. As expected, the torque needs to be applied to preshape the links some time before the tip starts moving due to the nonminimum-phase property of the system.
Using the control law (66), computer simulation of the closedloop dynamics is carried out in Matlab. Figure 5 shows that the tips follow the desired trajectories exactly without any undershoot or overshoot. 
V. Conclusion
Stable inversion of nonlinear nonminimum-phasesystems is successfully applied to the tip trajectory tracking for a two-link exible robot manipulator. Simulation results demonstrate that the stable inversion approach is very effective for obtaining stable and remarkably accurate output tracking for exible manipulators. This approach is expected to perform equivalentlywell for other realistic nonminimum-phase nonlinear systems.
It is noticed that stable-inversion-basedoutput tracking uses the same controller structure of feedforward plus feedback as that used by nonlinear regulation. Hence, the approach is also a model-based approachand has the same robustness issues as nonlinear regulation does. To handle the model uncertainty,either a robust feedback controller needs to be designed or some robust stable inverse solutions be computed. The robustness issue of inverse solutions is an issue of the stable inversion theory itself and is currently under study.
