Abstract. This paper introduces a general methodology for performing distributed search in the Semantic Web. We propose to define this task as a three steps process, namely resource selection, query reformulation/ontology alignment and rank aggregation/data fusion. For the second problem, we have implemented oMAP, a formal framework for automatically aligning OWL ontologies. In oMAP, different components are combined for finding suitable mapping candidates (together with their weights), and the set of rules with maximum matching probability is selected. Among these components, traditional terminological-based classifiers, machine learning-based classifiers and a new classifier using the structure and the semantics of the OWL ontologies are proposed. oMAP has been evaluated on international test sets.
Introduction
Information Retrieval (IR) studies the problem of finding a (ranked) set of documents that are relevant for a specific information need of a user. One of the premises of the Semantic Web is that it provides the means to use metadata that help determining which documents are relevant. In a Semantic Web-based version of IR, not only the sheer amount of data, but also the differences among the local metadata vocabularies, call for a distributed approach. In this paper, we propose a three-step framework for distributed, Semantic Web-enabled Information Retrieval. The first step is resource selection, because on the Semantic Web it is unlikely that for any given query the full Web has to be queried. The second step, query reformulation and ontology alignment deals with the differences in the vocabularies used by the user and the selected information resources. The third and last step, aggregation and data fusion integrates the ranked results from the individual resources into a single ranked result list. In this paper, we focus on the second step for which we describe an efficient model that is compared with other approaches using the independent OAEI 1 benchmarks.
The paper is organized as follows. We briefly present in the next section our main problem: distributed search over the Semantic Web. Then, we introduce in Section 3 oMAP, a framework whose goal is to automatically align all the entities defined in two OWL ontologies. These mappings are then used for the query reformulation process. The mappings are obtained by combining the prediction of different classifiers. We describe the set of classifiers used: terminological, machine learning-based and we present a new one, based on the structure and the semantics of the OWL axioms. We have evaluated oMAP on an independent test set provided by an international ontology alignment contest and we show our results with respect to the other competitors in Section 4. Finally, we provide some related work and give our conclusions and future work in Section 5.
Motivating Problem
In Information Retrieval the task of Distributed IR (DIR) [3] is the task, given an information need, of accessing (and retrieving from) in an effective way distributed information resources 2 . DIR has been proposed to overcome the difficulties of centralized approaches. For instance, information resources become more and more "proprietary" and not crawl-able. That is, more and more the content information resources (e.g. Web repositories, Digital Libraries) cannot be crawled anymore and, thus, indexed by a centralized Web retrieval engine. Documents may be accessed by issuing a specific query to the information resource only and remain mostly hidden to Web search engines. DIR is an effective solution to this problem as it aims at, given an information request, to discover the relevant information resources and to query them directly. So, in DIR we do not require to crawl and index documents, but just to select relevant resources and submitting appropriately a query to them. In the following, we show how DIR can be reformulated in the context of the Semantic Web.
Towards Distributed Search in the Semantic Web
In order to effectively cope with very large amounts of knowledge, the task of distributed search in the Semantic Web may be defined in terms of three different sub-tasks. Let us assume that an agent A has to satisfy an information need Q A expressed in a query language Q A , whose basic terms belong to an ontology O A , defined using the ontology language O A . Let us assume also that there are a large number of ontology-based Web resources S = {S 1 , . . . , S n } accessible to A, where each Web resource S i provides access to its Web pages by having its own ontology O i , ontology language O i and query language Q i (see Figure 1) .
Then, the agent should perform the following three steps to satisfy its information need:
1. Resource selection: The agent has to select a subset of some relevant resources S ⊆ S , since it is not reasonable to assume that it will access and query all the resources; 
2.
Query reformulation: For every selected resource S i ∈ S the agent has to re-formulate its information need Q A into the query language L i provided by the resource; 3. Data fusion and rank aggregation: The results from the selected resources have to finally be merged together.
That is, an agent must know where to search, how to query, and how to combine the information and ranked lists provided back from querying different and heterogeneous resources. As information resources continue to proliferate, these problems become major obstacles to information access. This is an ineffective manual task for which accurate automated tools are desired.
As noted previously, the problem of DIR has already been addressed in the context of textual IR. Our approach to DIR in the Semantic Web is incremental and tries to follow the way IR addressed the issue. The tasks of automated resource selection and the one of query reformulation seem to be the more problematic ones, while the data fusion and rank aggregation issue may be solved apparently by applying directly existing techniques [19] . Therefore, the latter will not be discussed further in this paper.
In IR, both the automated resource selection and the query-reformulation tasks are fully automatic and do not require human intervention. In order to make resource selection effective and automatic, in DIR, an agent has to compute an approximation of the content of each information resource. Based on this approximation, the agent is then able to select resources and perform query reformulation effectively. The approximation is computed by relying on the so-called query-based resource sampling methodology (see, e.g. [4] ). This method consists of computing automatically an approximation of the content of a resource, relying on a sampling technique. Roughly, it consists of a series of quasi-random queries submitted to the information resource. In the context of textual IR, it has been shown that the retrieval of a few documents is a sufficient representation of the content of information resource [4] . In automated resource selection, this approximation is then used to decide whether a resource may contain relevant information with respect to the agents' information need [3] . For ontology-based information resources such an approximation may contain the ontology the information resource relies on and some annotated documents (called instances) retrieved using quasi-random queries.
For the query reformation task, the agent relies on so-called transformation rules, which dictates how to translate concepts and terms of the agent's vocabulary into the vocabulary of the information resource. Once the set of rules is given, the query transformation is relatively easy. What is difficult is to learn these rules automatically. In the context of the Semantic Web, these rules are essentially rules which map an entity (concept or property) in the agent's ontology into one or several entities of the information resource's ontology. Therefore, the major difficulty is in learning these ontology mappings automatically. Again, to do this, we may rely on the approximation computed so far through query-based sampling. The ontology of the agent, the ontology of the information resource and some annotated documents will allow the agent to learn these mappings automatically. This task is called Ontology Alignment in the Semantic Web. Furthermore, from a DIR perspective, these mappings are often established only to a degree of probability to which the mapping is true. [16] also shows that this degree cannot be neglected during the DIR process without loosing in retrieval effectiveness.
In summary, while numerous works deal with one of the three sub-tasks described above for distributed textual IR, to the best of our knowledge, very few works address the issue of distributed search in the context of the Semantic Web, where documents are well-structured and annotated semantically using terms belonging to a (formal) ontology. In this paper we tackle the second task, namely the problem of query reformulation in general and automatically learning mapping rules in particular, in the context of OWL-annotated resources. The first task (resource selection) will be addressed in future work.
Query Reformulation
In the context of database schema matching, [16] proposes to rely on Probabilistic Datalog (pDatalog for short) [12] to express mapping rules and use it for query reformulation. We show that we can use it in our context as well. pDatalog, for which an effective implementation exists, is an extension to Datalog, a variant of predicate logic based on function-free Horn clauses. Queries and mapping rules are probabilistic rules (see examples below). The mapping rules we consider are of the form
stating that the source entity S i may be aligned to the target entity T j with the probability α j,i . For instance, by relying on Figure 2 , we may establish the mappings:
The first rule establishes that the probability that the creator x of document d is the also the author of d is 78%, while in the remaining 22% the creator is the editor. The third rule is similar. So, for instance, for the agent's ontology ("Ontology2") and the resource's ontology ("Ontology1"), if the agent's information need is "find a periodical paper whose author is Straccia and the document is about IR", then this request can be represented by the agent by means of the pDatalog rule
The reformulation of the query with respect to the information resource based on "Ontology1", using the mapping rules, gives us the query:
(where 0.702 = 0.78 · 0.9), i.e. find all journal papers created by Straccia and about IR. This is exactly the query to be submitted to the information resource based on "Ontology1". Once the query is submitted to the information resource, for instance using PIRE [16] , the degree of relevance of a retrieved document is multiplied with the degree of the corresponding rule. The documents are ranked then according to this final score. Note that without the weight of the rules, we would erroneously give the same preference to documents authored or edited by Straccia, i.e. the weights give more importance to documents matching "author" than those matching "editor" As the example above shows and as already stated previously, once the weighted mappings are established the query reformulation is rather easy. In the following, we will describe how to establish the mappings automatically.
oMAP: An Implemented Framework for Automatically Aligning OWL Ontologies
oMAP [23] is a framework whose goal is to automatically align two OWL ontologies, finding the best mappings (together with their weights) between the entities defined in these ontologies. Our approach is inspired by the data exchange problem [11] and borrows from others, like GLUE [6] , the idea of using several specialized components for finding the best set of mappings. We draw in section 3.1 the general picture of our approach. Then, we detail several classifiers used to predict the weight of a possible mapping between two entities. These classifiers are terminological (section 3.2) or machine learningbased (section 3.3). Finally, we propose a classifier working on the structure and the formal semantics of the OWL constructs, thus using the meaning of the entities defined in the ontology (section 3.4).
Overall Strategy
Our goal is to automatically determine "similarity" relationships between classes and properties of two ontologies. For instance, given the ontologies in Figure 2 , we would like to determine that an instance of the class Conference is likely an instance of the class Congress, that the property creator should subsume the property author, or that the class Journal is disjoint from the class Directions. Theoretically, an ontology mapping is a triple M = (S, T, Σ), where S and T are respectively the source and target ontologies, and Σ is a finite set of mapping constraints of the form:
where S i and T j are respectively the source and target entities. The intended meaning of this rule is that the entity S i of the source ontology is mapped onto the entity T j of the target ontology, and the confident measure associated with this mapping is α i,j . Note that a source entity may be mapped onto several target entities and conversely. But, we do not require that we have a mapping for every target entity.
Aligning two ontologies in oMap consists of three steps:
1. We form a possible Σ, and estimate its quality based on the quality measures for its mapping rules; 2. For each mapping rule T j ← S i , we estimate its quality α i,j , which also depends on the Σ it belongs to, i.e. α i,j = w(S i , T j , Σ); 3. As we cannot compute all possible Σ (there are exponentially many) and then choose the best one, we rather build iteratively our final set of mappings Σ using heuristics.
Similar to GLUE [6] , we estimate the weight w(S i , T j , Σ) of a mapping T j ← S i by using different classifiers CL 1 , . . . , CL n . Each classifier CL k computes a weight w(S i , T j , CL k ), which is the classifier's approximation of the rule T j ← S i . For each target entity T j , CL k provides a rank of the plausible source entities S i k . Then we rely on a priority list on the classifiers, CL 1 ≺ CL 2 ≺ . . . ≺ CL n and proceed as follows: for a given target entity T j , select the top-ranked mapping of CL 1 if the weight is non-zero. Otherwise, select the top-ranked mapping provided by CL 2 if non-zero, and so on.
In the following we present several classifiers that are currently used in our framework. It is worth noting that some of the classifiers consider the terminological part of the ontologies only, while others are based on their instances (i.e. the values of the individuals). Finally, we end this section by introducing a new classifier that fully uses the structure and the semantics of ontology definitions and axioms.
Terminological Classifiers
The terminological classifiers work on the name of the entities (class or property) defined in the ontologies. In OWL, each resource is identified by a URI, and can have some annotation properties attached. Among others, the rdfs:label property may be used to provide a human-readable version of a resource's name. Furthermore, multilingual labels are supported using the language tagging facility of RDF literals. In the following, we consider that the name of an entity is given by the value of the rdfs:label property or by the URI fragment if this property is not specified. String distance name. This classifier CL ED computes some similarity measures between the entity names (once downcased) such that the Levenshtein distance [15] (or edit distance), which is given by the smallest number of insertions, deletions, and substitutions required to transform one string into the other. The prediction is then computed as:
Same entity names. This binary classifier CL
Another possible variant is:
We can then threshold this measure and consider only the mappings T j ← S i such that w(S i , T j , CL ED ) ≥ 0.9.
Iterative substring matching. This classifier CL IS proposed by [22] also considers the commonalities and differences between the two strings but in a more stable and discriminating way. The prediction is computed as:
and uLen Si , uLen Tj represents the length of the unmatched substring from the initial strings S i and T j scaled with the string length, respectively, -winkler(S i , T j ) stands for the improvement of the result using the method introduced by Winkler in [26] .
WordNet distance name. This classifier CL W N computes another similarity measure between the entity names using the WordNet R 6 relational dictionary. The prediction is obtained by 
Machine Learning-Based Classifiers
An ontology often contains some individuals. It is then possible to use machine learning-based classifiers to predict the weight of a mapping between two entities. In the following, we define, for each instance of an OWL ontology, u as a set of strings obtained by gathering: (i) the label for the named individuals, (ii) the data value for the datatype properties and (iii) the type for the anonymous individuals and the range of the object properties.
For example, using the abstract syntax of [14] , let us consider the following individuals :
Individual (x1 type (Conference) value (label "3rd European Semantic Web Conference") value (location x2)) Individual (x2 type (Address) value (city "Budva") value (country "Montenegro"))
Then, the text gathered u 1 for the named individual x 1 will be ("3rd European Semantic Web Conference", "Address") while u 2 for the anonymous individual x 2 will be ("Address", "Budva", "Montenegro").
We describe in the following typical and well-known classifiers that we used in oMAP: the kNN classifier and the Naive Bayes [20] . kNN classifier. The algorithm of the k-nearest neighbors is based on the calculus of the distances between an unknown form and all the forms of a reference base. It is particularly popular for text classification [20] . In our CL kN N classifier, each class (or property) S i acts as a category, and training sets are formed from the instances x (which have u as value) of S i :
For every instance y ∈ T j and its value v, the k-nearest neighbors TOP k have to be found by ranking the values (S i , x, u) ∈ Train according to their similarity RSV 8 (u, v). The prediction weights are then computed by summing up the similarity values for all x which are built from S i , and by averaging these weights w(y, v, S i ) over all instances y ∈ T j :
Here, tf (m, u) (resp. tf (m, v)) denotes the number of times the word m appears in the string u (seen as a bag of words).
Naive Bayes text classifier. The classifier CL NB uses a Naive Bayes text classifier [20] for text content. Like the previous one, each class (or property) S i acts as a category, and training sets are formed from the instances x (which have u as value) of S i :
For example, the triple (Conference, x 1 , u 1 ) will be considered, where x 1 and u 1 are defined above. For each (y, v) ∈ T j , the probability Pr (S i |v) that the value v should be mapped onto S i is computed. In a second step, these probabilities are combined by:
Again, we consider the values as bags of words. With Pr (S i ) we denote the probability that a randomly chosen value in k S k is a value in S i . If we assume independence of the words in a value, then we obtain:
Together, the final formula is:
If a word does not appear in the content for any individual in S i (Pr (m|S i ) = 0), we assume a small value to avoid a product of zero.
A Structural Classifier
Besides these well-known algorithm in information retrieval and text classification, we introduce a new classifier, CL Sem , which is able to use the semantics of the OWL definitions while being guided by their syntax. In other words, this classifier computes similarities between OWL entities by comparing their syntactical definitions. It is used in the framework a posteriori. Indeed, we rely on the classifier preference relation
According to this preference relation, a set Σ of mappings is determined. This set is given as input to the structural classifier. Then the structural classifier tries out all alternative ways to extend Σ by adding some
In the following, we note with w (S i , T j , Σ) the weight of the mapping T j ← S i estimated by the classifiers of the previous sections, where S i (resp. T j ) is a concept or property name of the source (resp. target) ontology. Note that in case the structural classifier is used alone, we set: w (S i , T j , Σ) = 1. The formal recursive definition of CL Sem is then given by: 
where:
We give in the Table 1 the values for w Q and w op we used. 
Evaluation
The problem of aligning ontologies has already produced some interesting works. However, it is difficult to compare theoretically the various approaches proposed since they base on different techniques. Hence, it is necessary to compare them on common tests. This is the goal of the Ontology Alignment Evaluation Initiative (OAEI 10 ) since two years, who set up contests and benchmark tests for assessing the strengths and weakness of the available tools. We have thoroughly evaluated oMAP with the data of the OAEI 2005 campaign [24] . We present below the updated results of our new approach with respect to the other competitors of this contest for two different scenarios: systematic benchmark tests based on bibliography data (section 4.1), and the alignment of three large web directories (Google, Looksmart and Yahoo) which fits perfectly with our web distributed search scenario (section 4.2). oMAP is freely available at: http://homepages.cwi.nl/~troncy/oMAP and all these results can be reproduced.
Aligning Bibliographic Data: The OAEI Benchmarks
The benchmarks tests are systematic benchmarks series produced for identifying the areas in which each alignment algorithm is strong and weak. Taking back the tests of the 2004 contest [25] and extending them, there are based on one particular ontology dedicated to the very narrow domain of bibliography and a number of alternative ontologies of the same domain for which alignments are provided. The overall score of oMAP for this task is quite good (see Table 2 , the results of the other competitors are based on [1] ). However, oMAP has poor performance for the tests 25x and 26x where all labels are replaced with random strings. Actually, the terminological and machinelearning based classifiers give wrong input to our structural classifier. This classifier is then not able to counterbalance this effect and give also wrong alignments. It is the typical case where the other classifiers should be turn off and the structural classifier should work alone. In this specific case, the computing time increases but the performances are much better.
Aligning Web Categories
The directory real world case consists of aligning web sites directory using the large dataset developing in [2] . These tests are blind in the sense that the expected alignments are not known in advance. As explained in [1] , only recall results are available. The results for web directory matching task are presented on the Table 3 (the results of the other competitors are based on [1] ). The web directories matching task is a very hard one, since the best systems found 
Related Work and Conclusion
In this paper, we have proposed a three-step framework for distributed, Semantic Web-enabled Information Retrieval. For the second step, namely query reformulation and ontology alignment, we have described oMAP, an efficient tool for automatically aligning OWL ontologies, whereas the first step, namely resource selection, will be addressed in future work. oMAP uses different classifiers to estimate the quality of a mapping. Novel are the use of machine learning-based classifiers and a classifier which uses the structure of the OWL constructs and thus the semantics of the entities defined in the ontologies. We have implemented the whole framework and evaluated it on the OAEI benchmark tests with respect to the other competitors. The alignment problem for ontologies, as well as the matching problem for schemas, has been addressed by many researchers so far and are strictly related. Some of the techniques applied in schema matching can be applied to ontology alignment as well, taking additionally into account the formal semantics carried out by the taxonomies of concepts and properties and the axioms of the ontology. Among the works related to ontology alignment, FOAM [7, 8] propose to combine different similarity measures from pre-existing hand-established mapping rules. Besides the validity of these rules could be generally put into question, this method suffers from not being fully automatic. [17] has developed an interesting approach: from anchor-pairs of concepts that seem to be close (discovered automatically or proposed manually), their hors-context similarity are computed analyzing the paths in the taxonomy that link the pairs of concepts. This method has been implemented into the Anchor-Prompt tool which has, until now, one of the best performance. [10] have adapted works on similarity calculus for object-based knowledge representation languages to the Semantic Web languages. A global similarity measure taking into account all the features of the OWL-Lite language has been proposed, capable to treat both the circular definitions and the collections. For a complete state of the art on the numerous ontology alignment approaches proposed, see [5, 21] .
Our future work will concentrate on the major issue left out so far, namely automated resource selection. To this end, we plan to extend methods for querybased sampling and automated resource selection from the textual IR resources to ontology-based information resources. Furthermore, the oMAP framework could still be improved. The combination of a rule-based language with an expressive ontology language like OWL has attracted the attention of many researchers [13] and is considered now as an important requirement. Taking into account this additional semantics of the ontologies appear thus necessary. Additional classifiers using more terminological resources can be included in the framework, while the effectiveness of the machine learning part could be improved using other measures like the KL-distance. While to fit new classifiers into our model is straightforward theoretically, practically finding out the most appropriate one or a combination of them is quite more difficult. In the future, more variants should be developed and evaluated to improve the overall quality of oMAP.
