Accurate localization of brain activity recorded by magnetoencephalography (MEG) requires that the forward problem, i.e. the magnetic field caused by a dipolar source current in a homogeneous volume conductor,be solved precisely. We have used the Galerkin method with piecewise linear basis functions in the boundary element method to improve the solution of the forward problem. In addition, we have replaced the direct method, i.e. the LU decomposition, by a modern iterative method to solve the dense linear system of equations arising from the boundary element discretization. In this paper we describe a precorrected-FFT method which we have combined with the iterative method to accelerate the solution of the forward problem and to avoid the explicit formation of the dense coefficient matrix. For example, with a triangular mesh of 18 000 triangles, the CPU time to solve the forward problem was decreased from 3.5 h to less than 5 min, and the computer memory requirements were decreased from 1.3 GB to 156 MB. The method makes it possible to solve quickly significantly larger problems with widely-used workstations.
Introduction
One of the most promising clinical applications of magnetoencephalography (MEG) (Hämäläinen et al 1993) is the localization of epileptic foci in the brain. The epileptic foci may be located deep in the brain, in which case the traditional spherical conductor model for the brain is no longer adequate (Tissari 1994) . A realistic brain-shaped conductor model is needed, and this can be obtained from magnetic resonance images (Tissari 1994) . Here, we suppose that the source can be described by a dipolar source current.
In MEG, it is sufficient to include only the brain in the volume conductor model, because the skull almost isolates the brain from the surrounding tissues such as the scalp (Hämäläinen and Sarvas 1989) . In addition, the brain tissue is supposed to be of homogeneous conductivity. Thus, the volume conductor may be described by a single-surface triangular network with homogeneous conductivity.
The approach taken to model the brain tissue conductivity determines the numerical approach to be used in the solution of the forward problem on which the source localization is based. Instead of modelling the surface of the brain and using the boundary element method (BEM) (Chen and Zhou 1992) , the volume of the brain can be modelled with volume elements and a finite element method (FEM) (Bathe 1982 ) must be used. The BEM approach results in a dense system of linear equations, whereas the FEM approach leads to a sparse system of linear equations. The numerical solution of these two equations is crucially different.
In our previous studies we have found out that the Galerkin method with piecewise linear basis functions in the BEM improves significantly the accuracy of the forward problem solution, especially for the tangential component of the magnetic field, if compared with the collocation method with the same basis functions. We also found out that at realistic MEG measurement distances from the brain, the Galerkin method reaches a given accuracy with lower computational costs than the collocation method. Moreover, with larger number of unknowns, significantly more accurate results are obtained with the Galerkin method than with the collocation method with the same computational costs (Tissari and Rahola 2003) . Our results complement the results published by Mosher et al (1999) , who have also studied the Galerkin method.
In our latest paper we have studied modern iterative methods to replace the traditionally used LU decomposition method in the solution of the forward problem. For our program we chose the BiCGSTAB iterative method (van der Vorst 1992) . In this previous paper, we presented measurement results for the speed of the solution methods for unit spheres of various number of unknowns and a set of realistic brain-shaped conductor models. The modern iterative methods eliminated the need to compute the LU decomposition of the coefficient matrix.
In the present paper we continue our previous work by applying a precorrected-FFT method to accelerate the solution of the forward problem by computing matrix-vector products approximately and quickly. As the dense coefficient matrix is not formed explicitly, the computer memory requirements are reduced. The precorrected-FFT method has been earlier studied for the electrostatic analysis of integrated circuits and systems (Phillips and White 1997) . The kernel of the integral equation arising from the biomagnetic inverse problem is a vector-value kernel. According to our knowledge the precorrected-FFT method has not been previously applied to a similar kernel.
The main motivation for the study and implementation of the precorrected-FFT method is to evaluate the source localization accuracy in the inverse problem using realistically shaped conductor models with the Galerkin discretization method. In this task an accurate forward problem solution is needed as a reference field. The precorrected-FFT method makes it possible to solve the forward problem for a fine triangular network, i.e. for a large number of unknowns, quickly and accurately with modest computer memory requirements. In addition, the accuracy of the forward problem solution for superficial dipoles can be improved using a large number of triangles in the conductor model.
In general, two approaches are used to solve the biomagnetic inverse problem (Hämäläinen et al 1993) . First, a current dipole is used to explain the measured magnetic field. The dipole is found by a nonlinear least squares search. Second, a distributed source is assumed and the lead field theory is used to solve an underdetermined linear system. When using the nonlinear least squares search the forward problem is solved typically tens of times. In the lead field approach to compute the inner products of the lead fields, the forward problem needs to be solved even thousands of times. Both of these approaches are based on the solution of the forward problem. Thus, the precorrected-FFT method with the iterative solver is useful for both approaches.
In this paper we present in brief the biomagnetic inverse problem in section 2. In section 3 we provide some background knowledge to our approach to solve the forward problem using the Galerkin method and the iterative solver. The precorrected-FFT method is described in detail in section 4. In section 5 we study the performance of the precorrected-FFT method using unit spheres of various number of equilateral triangular elements. We examine the interpolation error, explicit memory and CPU time requirements and the relative error of the forward problem as a function of the number of unknowns. We compare the computation times and the computer memory requirements of the precorrected-FFT method and the direct method as a function of the accuracy obtained.
Integral equation of the biomagnetic inverse problem
The integral equation for the potential V ( r) for a homogeneous single-surface volume conductor to be solved in the biomagnetic inverse problem (Hämäläinen et al 1993) is
The point r is on the surface of the conductor, and dS = n · dS, where n is the outward unit normal and dS is the element of area. The conductivity of the region inside the surface S is σ . The coefficient of the potential inside the integral is the solid angle subtended at r by the surface element dS at r . The infinite medium potential V ∞ ( r) is generated by the primary current as if it were located in an infinite homogeneous volume conductor of unit conductivity σ 0 .
The surface of the homogeneous volume conductor is described by a triangular mesh of M elements. The potential on it is calculated numerically, and finally, the magnetic field is calculated analytically from the computed potential V i by
where B ∞ ( r) is the infinite medium magnetic field and the coefficients a i ( r) depend on the triangular mesh (Ferguson et al 1994) . This is called the forward problem on which the source localization is based.
Galerkin method and iterative solver
We have used the Galerkin discretization method to improve the accuracy of the forward problem solution and the iterative solver to solve the matrix equation quickly. In our previous papers the coefficient matrix was still formed explicitly. In this section we will provide in brief some background knowledge about these methods. In the next section we will describe in detail the precorrected-FFT method which is combined with the iterative method, i.e. used in each iteration to compute the matrix-vector products. When the precorrected-FFT method is applied, the coefficient matrix is no longer formed explicitly.
Discretization by the Galerkin method
The integral equation is discretized using the method of weighted residuals. We have used the Galerkin method (Chen and Zhou 1992) with piecewise linear basis functions. The potential x on the surface of the conductor is obtained by solving the following system of equations given in matrix notation:
The elements of the matrices C and F and the vector b are given by
where H i ( r) are the piecewise linear basis functions. The integrals in the matrix elements are computed by numerical integration. The practical assembly of the matrices C and F is described in detail in Tissari and Rahola (2003) . The matrix C is a sparse matrix whose elements C ki are nonzero only if the vertices k and i share an edge in the triangular mesh. The matrix F is a dense matrix whose assembly requires large amounts of memory and consumes much computer time.
Iterative solver
A system of linear equations such as equation (3) is traditionally solved by the LU decomposition which is a direct method. However, it is very laborious to perform the LU decomposition especially for a large matrix. We have studied several iterative solvers to solve equation (3) , and we have chosen to use the biconjugate gradient stabilized (BiCGSTAB) algorithm (van der Vorst 1992).
In the modern Krylov subspace iterative methods, such as the BiCGSTAB algorithm, the method generates iterates x k starting from an initial guess x 0 . When solving for a linear system Ax = b, the iterates are updated on the basis of successive matrix-vector products y = Ax. The BiCGSTAB needs two matrix-vector products per iteration. The iteration is stopped when the norm of the residual b − Ax k is small enough. As the stopping criterion, we used a scaled version of the residual called the normwise backward error (Chaitin-Chatelin and Frayssé 1996) defined by
where α is an estimate of the norm of the matrix. In the code we used the value α = 1 and stopped the iteration when the normwise backward error reached the value of 10 −8 . This is equivalent to solving the linear system to a relative accuracy of 10 −8 . For more information on iterative methods, see Barrett et al (1993) , while van der Vorst (1992) gives a detailed description of the BiCGSTAB algorithm.
Because the potential is determined by the integral equation (1) only up to an additive constant, the coefficient matrix C − F is singular. The singularity can be removed by adding to each row of the matrix the requirement that the sum of all potential values be zero. The process is called deflation (Barnard et al 1967) . It is performed here by adding the matrix Cee T to the original matrix C − F:
where
T is a column vector of ones, and N is the number of unknown potentials. The correct deflation is essential to the convergence of iterative methods. The deflation in the case of the Galerkin method and the BiCGSTAB algorithm has been dealt with in more detail in our previous paper .
In conjunction with our studies on iterative solvers, we also studied the preconditioning to accelerate the convergence of the iteration. We found that preconditioning the linear system by multiplying it with the matrix C −1 speeds up the convergence and does not increase significantly the computational costs. The multiplication by C −1 is performed approximately by using the incomplete LU decomposition of the matrix C . The convergence is independent of the number of the discretization points.
Precorrected-FFT method
The precorrected-FFT method (Phillips and White 1997) is used here to compute approximately and quickly matrix-vector products of the dense matrix Fx in the iterative solver described above when the matrix equation
The explicit formation of the dense matrix F is avoided, and thus computer memory requirements as well as the preprocessing time are significantly diminished. In addition, the iterative solution time is shortened as the matrix-vector products can be computed quickly with the FFT. The precorrected-FFT method is described here in a practical level. All the details needed to implement the method are available in Phillips and White (1997) .
The precorrected-FFT method is used to compute matrix-vector products quickly in each iteration of the iterative method. In modern iterative methods, the iterates are updated based on information from successive matrix-vector products y = Ax. The vector x is the current iterate of the iterative method and A is the coefficient matrix. The result vector y is used in computing the next iterate. The coefficient matrix is only accessed by these matrix-vector products. Therefore, an approximate solution can be obtained by replacing the exact (explicit) matrix-vector product by an approximate one. The precorrected-FFT method computes the matrix-vector product approximately and makes the explicit formation of the coefficient matrix unnecessary. It also utilizes interpolation operators and the fast Fourier transform (FFT) to rapidly compute the matrix-vector products. The accuracy of precorrected-FFT method is controlled by adjusting method parameters.
The use of the precorrected-FFT method in the application is based on the observation that the interactions between all unknowns found in equation (3) for the matrix F can be described by a convolution in a homogeneous grid. Therefore, the unknowns on an irregular mesh, i.e. the triangular mesh of the conductor surface, are interpolated to a three-dimensional homogeneous grid. The convolution can be computed quickly in the grid, and thus the homogeneous grid works as an auxiliary platform for the computation. Finally, the result is transformed back to the triangular mesh from the homogeneous grid.
The matrix F arises from a vector-valued kernel
The FFT is computed separately for each component of the kernel. The interpolation is the only approximation performed in the computation of matrix-vector products by the precorrected-FFT method. The calculation of nearby interactions is exact, because the interpolation error for neaby interaction is corrected in the method as will be explained later. Thus, only part of the interpolation error is seen in the results.
Preprocessing
The preprocessing phase of the method contains procedures which do not depend on the values of the unknowns and are needed to be computed only once. The preprocessing consists of the following procedures:
(i) Formation of the homogeneous grid.
(ii) Computation of the three-dimensional kernel of equation (9) The homogeneous grid is shown in figure 1 . The region enclosing the triangular mesh is divided in each coordinate direction into m cells, which contain p grid points in each coordinate direction. The total number of grid points for each coordinate direction is h = (p − 1) * m + 1. For the three-dimensional FFT the grid is enlarged to 2h points in each direction. The FFT is most efficient when its length is a product of small prime factors (Press et al 1986) . We have used lengths of the form 2 n 3 q 5 k where n, q and k are integers. Thus, the number of grid points in each coordinate direction is increased to the nearest number of the form given above, and the values of these extra points of the enlarged grid are set to zero. Typically, the number of grid points is smaller than the number of unknowns in the triangular mesh; in other words, the grid is coarser than the triangular mesh.
The unknown potentials on the triangular mesh are often called charges in the context of the precorrected-FFT method to facilitate the understanding of the interpolation of the unknowns from the triangular mesh to the homogeneous grid. In conjunction with the Galerkin method, the charges in the nodes of the triangles are first replaced by the charges at the numerical integration points (Bathe 1982) on the triangles used to compute the matrix elements F ki in equation (5). In the construction of the interpolation matrix, the vector-valued kernel in equation (9) is replaced by a scalar kernel of the form
because this gives a stable interpolation unlike the vector-valued kernel. The interpolation operators in each cell are constructed so that far away from the cell, the potential caused by the charges on the mesh and the interpolated charges on the grid is approximately the same. The potentials caused by the charges and the interpolated charges are compared at M test points r t on a spherical surface whose radius is a few times the radius of the sphere enclosing the cell (see figure 1) . The interpolating charges v k in the p 3 grid locations r k in the cell are solved for each unit charge in the mesh location r i from a system of equations in the least squares sense by singular value decomposition. This gives one row of the interpolation matrix for the cell. The interpolation of the unknowns is performed separately for each grid cell, where all the charges on the triangles located in the cell are interpolated to the p 3 charges at the grid points of the cell. As a result, an interpolation matrix is obtained. The transpose of the same matrix can be used to transform the resulting charges from the grid onto the triangles. The interpolation of the unknowns from the mesh to the grid is the only approximate phase in the method, and the error caused by this is shown in the next section.
The charge interpolation from the triangular mesh to the grid causes the biggest errors in the final result for the charges located near each other. This is corrected by computing, for each cell, the exact interactions F ki for the charges x k located in the cell or in its closest neighbour cells using equation (5). The terms of the precorrection matrix are the differences of the exact interactions and the interactions calculated using the interpolation operators and the grid interactions. This precalculated correction has given the attribute precorrected to the method. This is the most laborious preprocessing step of the method.
The number of grid points in each cell p affects strongly the accuracy of the charge interpolation and also the speed of the method. Another method parameter is the number of cells m which mostly affects the speed through the length of the FFT.
Fast matrix-vector product
In the iterative method the matrix-vector product is computed several times. The computation of the matrix-vector product Fx by the precorrected-FFT method consists of the following steps:
(i) The interpolation of the values of x from the triangular mesh onto the grid using the precomputed interpolation matrix. (ii) The FFT is performed for the values of x on the grid, then multiplied by the FFT of the kernel which is obtained in the preprocessing phase. The product of the FFTs is transformed by the inverse FFT. This gives the result of the matrix-vector product on the grid. (iii) The result is interpolated from the grid onto the triangular mesh using the transpose of the interpolation matrix. (iv) The interpolation error in the nearby interactions is corrected by applying the precomputed correction matrix. This step is called the precorrection.
To complete the matrix-vector product (C − F + Cee T )x for an iteration, contributions from the sparse matrix C as well as the deflation matrix are added to the approximate matrixvector product Fx obtained by the precorrected-FFT method.
Results
In this section we analyse the accuracy and the computational requirements of the method as a function of the method parameters and the number of unknowns. We use the relative error
where x i refers to the analytic solution,x i refers to the numerical one and i refers to measurement locations. The measurement locations for the potential are the integration points (Bathe 1982) on the triangles and for the magnetic field 182 points uniformly distributed on a spherical surface of radius 1.3R. We measured the relative error in the solution of the forward problem for a tangential dipolar source current at a radial distance of 0.85R in a sphere of radius R.
All the calculations were performed on a single R12000 MIPS processor (300 MHz) of a Silicon Graphics Origin using optimization options when compiling the Fortran 90 program. The LAPACK library (Anderson et al 1992) was used for the LU decomposition. The SCSL library provided by Silicon Graphics was used for the FFT. All the computations were done using double precision arithmetic.
Optimization of the method parameters
The method parameter m determines the number of cells in each coordinate direction into which the computational volume, i.e. the minimum volume enclosing the triangular mesh, is divided. This parameter affects mainly the total computational time. We have always chosen m so that the computational time is minimized. However, the computational time is about the same for a wide range of m. When the number of cells is decreased, a larger ratio of the volume is to be computed exactly which reduces the efficiency of the method.
The other method parameter p describes how many charges are located in a cell in each coordinate direction. This parameter determines the accuracy of the final results as it affects the interpolation of the charges on the triangles onto the grid. The accuracy requirements determine the value of p. The value of p affects strongly the computation time and memory requirements.
Interpolation error
The interpolation error is caused by the interpolation of the charges on the triangles to the grid. This is the only approximation in the computation. The iterative method can be thought to give no extra error. We computed the interpolation error as the relative difference of the results obtained using the explicitly formed matrix and the precorrected-FFT methods for the calculation of the matrix-vector product in the iterative method. The interpolation error in the potential is 10 −2 for p = 2, 8 × 10 −4 for p = 3 and 6 × 10 −5 for p = 4. The error is virtually independent of the number of unknowns, i.e. the size of the triangular network, and the parameter m.
We define the iteration error as the relative difference between the forward solutions obtained using the direct method and the iterative method with the precorrected-FFT method. This iteration error, which is due to the interpolation error, is independent of the dipole location as shown in figure 2 as a function of the dipole radial coordinate for radial and tangential dipoles. The iteration error is roughly given by the interpolation error multiplied by the condition number of the coefficient matrix (Golub and van Loan 1989) . Thus, the precorrected-FFT method does not affect the behaviour of the accuracy of the forward problem solution as a function of the dipole depth, which is determined by the discretization method, which in this case is the Galerkin method (Mosher et al 1999) .
There are several intrinsic program parameters which may destroy the accuracy of the precorrected-FFT method if they are not chosen tightly enough. These parameters determine the numerical error of the program. One of these intrinsic program parameters is the number of test points in the construction of the interpolation operators, which was 50 or 72 in our program. The second intrinsic parameter is the radius of the sphere containing the test points. In our program the radius was three times the radius of a sphere enclosing a cell. The third intrinsic parameter is the tolerance of the singular value decomposition which determines the accuracy of the least square fit. This was set to 10 −4 . The values of all these three parameters were set properly to limit the numerical error to a resonable level, and finally the values were varied around the values given here to verify that they do not have an affect on the final interpolation accuracy.
Memory and CPU time requirements for various number of unknowns
The time consumed in the preprocessing of the precorrected-FFT method and in the iterative solution with various p values as well as the time consumed in the various phases of the direct method, i.e. the matrix formation, the LU decomposition and the solution using the LU decomposition, are shown in table 1 as a function of the number of unknowns which is here equal to the number of vertices in the triangular mesh. The number of triangles is roughly twice the number of vertices. The iterative solver converged with six or seven iterations regardless of the number of unknowns and the p value. The time for the computation of the preconditioner is not included in the preprocessing time for the precorrected-FFT method. The time taken to compute the preconditioner is less than 1% of the preprocessing time, and thus it is negligible.
The preprocessing phase dominates both the direct and the precorrected-FFT method. However, the preprocessing takes a clearly shorter time in the precorrected-FFT method than in the direct method with a large number of unknowns. The matrix-vector product by the FFT method is somewhat slower with small number of unknowns than the solution with the LU decomposition, but becomes faster with a large number of unknowns.
The total solution time for u dipoles is T mat + T LU + uT solve for the direct method and T p (p) + uT it (p) for the precorrected-FFT method. The iterative solution for a dipole located close to a previously computed dipole is faster than given in table 1 because the initial guess for the iteration is already close to the final solution and the iteration will converge more rapidly.
The time for the matrix formation behaves like N 2 , the LU decomposition like N 3 and the solution with the LU decomposition like N 2 , where N is the number of unknowns. The matrix-vector product and the preprocessing of the FFT method behave like N log N.
The benefit in the total time consumed for the solution of a single forward problem is clearly more for p = 2 than for p = 4. However, the precorrected-FFT method is always clearly faster than the direct method with a large number of unknowns.
In table 2, memory requirements to solve a forward problem are shown. From tables 1 and 2 it can be seen that the precorrected-FFT method reduces significantly the computation time and memory requirements to solve a single forward problem compared to the direct method. With p = 2 the precorrected-FFT method is useful with all number of unknowns, with p = 3 the method is useful starting with about 1000 unknowns and with p = 4 the method reduces the memory needs starting with a little more than 2000 unknowns and the computation time starting with a little less than 6000 unknowns. If the forward problem is to be solved for a large number of dipoles, the LU solution time T solve and the iteration time T it (p) become important. From table 1 it can be seen that the iteration time T it (2) is smaller than the LU solution time T solve for about 13 000 unknowns and the iteration times for larger p values are about the same order as the LU solution time. With a large number of unknowns, the precorrected-FFT method is faster than the direct method for a single dipole and for a large number of dipoles.
The interpolation error restricts the accuracy obtainable by the precorrected-FFT method with a certain value of the method parameter p. Thus, the choise of p is determined by the accuracy needed.
Relative error of the forward problem as a function of the number of unknowns
In addition to the interpolation error, the accuracy of the forward problem solution depends on the dipole location in the radial direction (Mosher et al 1999) and the density of the triangular network, i.e. the number of unknowns (Tissari and Rahola 2003) . The behaviour of the forward problem solution accuracy as a function of the dipole depth is determined by the discretization method, which in this case is the Galerkin method.
In figure 3 the total relative error in the potential as a function of the number of unknowns is shown for the direct method, the iterative method with the explicit matrix-vector product and the iterative method with the precorrected-FFT matrix-vector product with p = 2, p = 3 and p = 4. The corresponding curves for the tangential component of the magnetic field at a distance of 1.3R from the centre of the spherical conductor of radius R are shown in figure 4. All the data are for a dipole at a distance of 0.85R from the centre of the sphere.
From figure 3 it can be seen that the interpolation error restricts the accuracy in the potential when the precorrected-FFT method with p = 2 is used with the number of unknowns more than 1000. For p = 3 or p = 4 there is no reduction in the accuracy in the potential up to 23 000 unknowns.
The interpolation error seems to restrict the accuracy in the tangential component of the magnetic field especially for p = 2 but also for p = 3. However, the accuracy still increased for p = 3 when the number of unknowns was 23 000. Thus, the final plateau was not yet reached. The precorrected-FFT method with p = 4 was as accurate as the direct method. The forward problem for 23 000 unknowns which corresponds to 46 000 triangles could not be solved using the direct method.
In the relative error in the radial component of the magnetic field, there is no difference among the direct method, the iterative method with the explicit matrix-vector product or the iterative method with the precorrected-FFT matrix-vector product with p = 2, p = 3 and p = 4. The reason for this behaviour is that for the spherical conductor, the volume currents do not affect the radial component of the magnetic field (Hämäläinen et al 1993) . The radial and the tangential components of the magnetic field can be solved with the same relative accuracy when a large number of unknowns are used. With a small number of unknowns, the relative error of the radial component is clearly smaller than that of the tangential component.
The previous results are for a dipole at a radial location of 0.85R. More generally, for a superficial dipole the accuracy of the forward problem solution is poorer than for a deep dipole, thus the interpolation error with p = 2 may not restrict the accuracy for the superficial dipole but may restrict the accuracy for the deep dipole. In that case the precorrected-FFT method can be successfully used for the superficial dipole with p = 2, and the full benefit of the method can be exploited. For example, for a single dipole located at a distance of 0.95R the accuracy in the tangential component of the magnetic field of the forward problem is 2 × 10 −2 with 2252 unknowns. This can be computed by the precorrected-FFT method in 42 s instead of 714 s for the direct method. The memory requirements are reduced from 98 MB to 41 MB. With the number of unknowns being about four times larger, the accuracy can be increased about nine times, and p must be increased to 3. In that case, the computation time can be reduced from 12 712 s to 1223 s, and the memory needs from 1288 MB to 202 MB. As another example, for a single deeper dipole at a distance of 0.5R, the accuracy in the tangential component of the magnetic field of the forward problem is 10 −3 with 2252 unknowns. This can be computed by the precorrected-FFT method with p = 3 in 270 s instead of 714 s. The memory requirements are reduced from 98 MB to 66 MB. With the number of unknowns being about four times larger, the accuracy can be increased about nine times, and p must be increased to 4. In that case, the computation time can be reduced from 12 712 s to 6709 s, and the memory needs from 1288 MB to 268 MB.
Computational time as a function of the relative error
The total time consumed for the calculation of a forward problem for a dipole at a distance of 0.85R is shown in figure 5 as a function of the relative error in the potential. The total time includes the preprocessing time and the iteration time for a single dipole. The relative error is the sum of the discretization error of the Galerkin method and the interpolation error of the precorrected-FFT method. At another radial location of the dipole, the results are different from the example shown here. In figures 6 and 7 the total time as a function of the relative error in the tangential and the radial component of the magnetic field is shown. The magnetic field is computed at a distance of 1.3R from the centre of the spherical conductor of radius R. Essentially, the total time is the time consumed in the preprocessing. The results are compared to the corresponding results of the direct method.
For this dipolar source, the precorrected-FFT method is useful when better than 10 −2 accuracy is needed in the radial component of the magnetic field and when better than 10
accuracy is needed in the tangential component. For the calculation of the potential with as poor an accuracy as 10 −1 , the method is useful. The more demanding the accuracy requirements, the more pronounced the advantage obtained by the precorrected-FFT method. 
Memory requirements as a function of the relative error
The computer memories needed by the direct method and the precorrected-FFT method with various p values are shown in figures 8 and 9 as a function of the relative error in the potential and the tangential component of the magnetic field for the dipole at a distance of 0.85R. Significant memory savings can be achieved using the precorrected-FFT method when an accuracy better than 10 −1 is needed for the potential and an accuracy better than 10 −3 is needed for the tangential component of the magnetic field at a distance of 1.3R from the centre of the spherical conductor of radius R. The more accurate forward problem results needed, the more gained by using the precorrected-FFT method instead of the direct method. In figure 10 , where the memory needed is shown as a function of the relative error in the radial component of the magnetic field, it is possible to see the pure decrease in memory requirements because the precorrected-FFT method gives the same accuracy as the direct method for the radial component of the magnetic field.
Discussion
In this paper we have studied the benefits of the precorrected-FFT method for the BEM formulation of the biomagnetic forward problem. A modern iterative method is used to solve the dense linear system of equations. The precorrected-FFT method is used to avoid the explicit formation of the dense matrix and to compute quickly the matrix-vector products in the iterative method. We have compared the method to the commonly used direct method with the LU decomposition in a spherical conductor.
We have restricted our studies to the single-layer equation sufficient for the forward problem in the MEG source localization (Hämäläinen and Sarvas 1989) . The precorrected-FFT method can be used for the multilayer equations, but the iterative method may converge more slowly because of significant differences in the conductivity of the different layers. The iterative solvers must be separately studied for the multilayer models.
We have applied the precorrected-FFT method to the matrix equation obtained from the Galerkin method with piecewise linear basis functions. The method can be applied similarly to a matrix equation arising from the collocation method with various basis functions. The behaviour of the accuracy of the forward problem solution as a function of the dipole depth is determined by the discretization method, which in this case is the Galerkin method with the linear basis functions, not the precorrected-FFT method. It may be possible to further improve the accuracy of the forward problem solution by using higher order geometrical elements and basis functions with the Galerkin method. These together with a large number of elements may improve the solution of the forward problem for superficial dipoles. The precorrected-FFT method combined with the iterative solver can still be utilized with these improvements.
The precorrected-FFT method reduces significantly the computation time and the memory requirements. For example, with a triangular mesh of 18 000 triangles the CPU time to solve the forward problem was decreased from 3.5 h to less than 5 min, and the computer memory requirements from 1.3 GB to 156 MB. The method makes it possible to use a large number of unknowns to improve the accuracy of the forward problem solution as well as to quickly solve significantly larger problems with widely-used workstations. The parameter p can be tuned to obtain the full advantage of the method.
The construction of the matrix and the computation of the LU decomposition dominate in the direct method in a source localization process in which a current dipole is found by a nonlinear least squares search. Correspondingly, the preprocessing dominates in the precorrected-FFT method. These dominating phases of the computation need to be computed only once for a conductor model. Thus, the localization process in which the forward problem is computed typically tens of times does not take essentially longer than a single forward problem solution examined here. Yvert et al (2001) and Ermer et al (2001) have recently published two methods to accelerate the solution of the forward problem. The methods are based on the fast interpolation of lead fields for an arbitrary dipole from precomputed and stored ones for a large number of dipoles located inside the brain. A drawback of these methods is a huge precomputation which is to be performed not only for each subject but also for each measurement configuration. However, when the precomputations have been performed the forward problem solution can be obtained very quickly. Yvert and Ermer's methods could gain from the precorreted-FFT method with the iterative solver when performing the precomputations.
It is still unknown how accurately the forward problem has to be solved in practice to achieve a sufficient dipole localization accuracy. It may be possible that for a certain accuracy, more triangles are needed with a brain-shaped conductor model than are needed with a spherical conductor. Thus, it may be possible to use the precorrected-FFT method with a lower p value to obtain an adequate accuracy, and thus to gain even more with the method.
We have successfully used the iterative solver with the precorrected-FFT method with brain-shaped conductor models to study how much the Galerkin method with a large number of unknowns improves the source localization results and what are the computational costs .
