Abstract. This paper gives three versions of the small gain theorem with restrictions for uncertain time-varying nonlinear systems. The result can be viewed as an extension of the small gain theorem with restrictions for time-invariant nonlinear systems or the small gain theorem without restrictions for time-varying nonlinear systems. The result can be applied to study the stabilization problem or the output regulation problem of uncertain nonlinear systems.
the function β(s, t) belongs to class K with respect to s and, for each fixed s, the function β(s, t) is decreasing with respect to t, and β(s, t) → 0 as t → ∞.
Consider the following time-varying uncertain nonlinear systeṁ x = f (x, u, d, t), y = h(x, u, d, t) t ≥ t 0 ≥ 0 (1) where x ∈ ℜ n is the plant state, u ∈ ℜ m the input, y ∈ ℜ p the output, t 0 the initial time, the functions f : System (1) is said to be (uniformly) robust input-to-state stable (RISS) with restrictions X ⊂ ℜ n and ∆ > 0 on the initial state x(t 0 ) and the input u respectively if there exist class KL function β and class K function γ, independent of d(t), such that, for any initial state x(t 0 ) ∈ X and any input function u(t) ∈ L m ∞ satisfying u [t0,∞) < ∆, the solution of (1) exists and satisfies, for all t ≥ t 0 , x(t) ≤ max{β( x(t 0 ) , t − t 0 ), γ( u [t0,t] )}. Definition 1.2. System (1) is said to be robust input-to-output stable (RIOS) with restrictions X and ∆ on the initial state x(t 0 ) and the input u respectively if there exist class KL function β and class K function γ, independent of d(t), such that, for any initial state x(t 0 ) ∈ X, any input function u(t) ∈ L m ∞ satisfying u [t0,∞) < ∆, the output of (1) exists and satisfies, for all t ≥ t 0 , y(t) ≤ max{β( x(t 0 ) , t − t 0 ), γ( u [t0,t] )}. Definition 1.3. System (1) is said to be semi-uniformly RISS with restrictions X and ∆ on the initial state x(t 0 ) and the input u respectively if there exist class K functions γ 0 and γ u , independent of d(t), such that for any initial state x(t 0 ) ∈ X and input u ∈ L m ∞ satisfying u [t0,∞) < ∆, the solution of (1) exists and satisfies, for all t ≥ t 0 ,
Remark 1.1. In [17] , it was shown that, for the class of time-invariant systems, ISS is equivalent to semi-uniformly ISS. Such equivalence is called separation property. This equivalent relation can also be extended to ISS with restrictions and semi-uniformly ISS with restrictions (Appendix B of [6] ). Unfortunately, the separation property does not hold for the time-varying nonlinear systems [2] . Definition 1.4. System (1) is said to satisfy robust asymptotic gain (RAG) property with restrictions X and ∆ on the initial state x(t 0 ) and the input u respectively if there exists a class K function γ u , independent of d(t), such that for any initial state x(t 0 ) ∈ X and input u ∈ L m ∞ satisfying u a ≤ ∆, the solution of (1) exists and satisfies, for all t ≥ t 0 ,
Definition 1.5. The output function of (1) is said to satisfy robust asymptotic L ∞ stability (RALS) with restrictions X and ∆ on the initial state x(t 0 ) and the input u respectively if there exist class K functions γ 0 and γ u , independent of d(t), such that for any initial state x(t 0 ) ∈ X and input u ∈ L m ∞ satisfying u [t0,∞) < ∆, the output of (1) exists and satisfies, for all t ≥ t 0 ,
Definition 1.6. System(1) is said to satisfy output robust asymptotic gain (o-RAG) property with restrictions X and ∆ on the initial state x(t 0 ) and the input u respectively if there exists class K function γ u , independent of d(t), such that for any initial state x(t 0 ) ∈ X and input u ∈ L m ∞ satisfying u a ≤ ∆, the output of (1) exists and satisfies, for all t ≥ t 0 ,
Small Gain Theorem with Restrictions for Uncertain Nonlinear
Time-varying Systems.
2.1. The Case of Time Invariant Nonlinear Systems. Consider the feedback interconnection as depicted in Figure 1 ,
Inter-connection of (6) and (7) where, for i = 1, 2,
, and f i (0, 0, 0) = 0,
And suppose the following assumption holds.
is the unique solution of the equations
The following small gain theorem with restrictions for time invariant nonlinear systems was established in Appendix B of [6] . 
, the solution of (6) exists and satisfies, for all t ≥ 0,
, the solution of (7) exists and satisfies, for all t ≥ 0,
Suppose the following estimates hold for the outputs y 1 and y 2
the system composed of (6) and (7) is ISS with restrictionsX 1 ×X 2 ,∆ 1 and∆ 2 on x(0), u 1 and u 2 respectively, viewing x = col(x 1 , x 2 ) as state and u = col(u 1 , u 2 ) as input, i.e., there exist class KL function β and class K function γ, such that, for any initial state x(0) ∈X 1 ×X 2 , and any input functions
∞ satisfying u 2[0,∞) <∆ 2 , the solution of (6) and (7) under connection (8) exists and satisfies, for all t ≥ 0,
where,
Remark 2.1. Theorem 2.1 is slightly different from Theorem B.3.1 [6] where 
there exists a class K ∞ functionβ such that
Consider the interconnection of the following two systems as depicted in Figure   2 ,ẋ
subject to the following interconnection:
where, for i = 1, 2, 
The system composed of (10) and (11) 
Inter-connection of (10) and (11) have a unique solution of the form y = h(x, u, d, t) where (11) is RISS with restrictions X 2 , ∆ 2 and ∆ u 2 on x 2 (t 0 ), v 2 and u 2 respectively, i.e., there exist class KL functions
, the solution of (10) exists and satisfies, for all t ≥ t 0 ,
, the solution of (11) exists and satisfies, for all t ≥ t 0 ,
Further assume that subsystem (10) is RIOS with restrictionsX 1 , ∆ 1 and ∆ u 1 on x 1 (t 0 ), v 1 and u 1 respectively and subsystem (11) is RIOS with restrictionsX 2 , ∆ 2 and ∆
, the output of (10) exists and satisfies, for all t ≥ t 0 , (15) and for any
, the output of (11) exists and satisfies, for all t ≥ t 0 ,
Suppose that the small gain condition (17) holds. Then the system composed of (10) and (11) with connection (12) is RISS and RIOS with restrictionsX 1 ×X 2 ,∆ 1 and∆ 2 on x(t 0 ), u 1 and u 2 respectively, viewing
as state, y = col(y 1 , y 2 ) as output and u = col(u 1 , u 2 ) as input, i.e., there exist class KL functions β and β, class K functions γ and γ, independent of d(t), such that, for any initial state x(t 0 ) ∈X 1 ×X 2 , and any input functions
∞ satisfying u 2[t0,∞) <∆ 2 , the solution and output of (10) and (11) with connection (12) exist and satisfy, for all t ≥ t 0 ,
Proof. First it is noted that the inequality γ 1 • γ 2 (r) < r, r > 0 and the following one, γ 2 • γ 1 (r) < r, r > 0 imply each other [5] .
Step1: In this step, we will show that if
}, the solution of the inter-connected system exists and is bounded for all t ≥ t 0 . For this purpose, we will consider the following two cases.
(i) ∆ 1 , ∆ 2 , ∆ 1 and ∆ 2 are infinite.
Toward this end, we will first prove that the outputs y 1 and y 2 exist for all t ≥ t 0 and are bounded in a standard way such as the proof of Theorem 10.6.1 [5] . Suppose this is not the case, for every number R > 0, there exists a time T > t 0 such that the solutions are defined on [0, T ] and either
Without loss of generality, we only consider the case where
It follows from (15) and (16) that
Substituting (19) into (18) gives that
it holds that
which contradicts y 1 (T ) > R. Therefore the outputs are bounded for all t ≥ t 0 .
Since the subsystems (10) and (11) are RISS with restrictions, the solution of the inter-connected system is bounded for all t ≥ t 0 .
(ii) At least one of ∆ 1 , ∆ 2 , ∆ 1 and ∆ 2 is finite.
Toward this end, we will first prove that the outputs y 1 and y 2 exist for all t ≥ t 0 and are bounded in a way motivated from the proof of Theorem 1 [20] .
For any given x(t 0 ) ∈X 1 ×X 2 , let p(x(t 0 ), λ) be a continuous path inX 1 ×X 2 from the origin to x(t 0 ) with the property that p(x(t 0 ), 0) is the origin and p(x(t 0 ), 1) = x(t 0 ), and let y 
Denote that 
By continuity of solutions, there exists λ ′ > λ * such that (22) holds, contradicting that λ * < 1. Hence λ * = 1. Since T can be arbitrarily large,
In both cases, the solution of the inter-connected system exist and is bounded for
Step2: We will show the system composed of (10) and (11) is RIOS with restric-
as state, y = col(y 1 , y 2 ) as output and u = col(u 1 , u 2 ) as input.
By symmetry of y 1 and y 2 , it follows from (21) that
Hence,
where, δ 3 = max{2δ 1 (s), 2δ 2 (s)} and
Relying upon (23) and (24), the restrictionsX 1 ×X 2 on the initial state x(t 0 ) and∆ 1 ,∆ 2 on the inputs u 1 , u 2 respectively can be computed as follows:
(ii) If ∆ 1 , ∆ 2 , ∆ 1 , ∆ 2 are infinite,
From (13) and (14), we could obtain that
For any time t 1 ≥ 0, it holds that
and for τ ∈ [ t1 2 , t 1 ], it follows that
Substituting (27) into (26) gives that
Denoting z 1 (t 1 ) = y 1 (t 0 + t 1 ) gives that
Since γ 1 • γ 2 (r) < r (r > 0), we invoke Lemma 2.1 to conclude that there exists a class KL functionβ 1 such that z 1 (t 1 ) ≤ max{β 1 (x ∞ , t 1 ), M 1 }. It follows that
By symmetry of y 1 and y 2 , there exists some class KL functionβ 2 such that
Toward this end, consider the following two cases of y ∞ in (25).
for any class K function δ 4 satisfying
As a result, (30) gives
In both cases, we have obtained the following inequality:
By symmetry of y 1 and y 2 , we could obtain the following inequality:
Next, we will show that the system composed of (10) and (11) is RIOS with suitable defined restrictions and gain function γ. Combing (30) and (31) gives that y(t) ≤ y 1 (t) + y 2 (t)
We have x ∞ ≤ δ 4 ( x(t 0 ) ). As a result, (34) gives that
where, β(s, t) = max{2β 1 (δ 4 (s), t), 2β 2 (δ 4 (s), t)}.
Since the solution y(t) depends only u(τ ) on t 0 ≤ τ ≤ t, the supremum on the right hand side of (36) can be taken over [t 0 , t], which yields
Hence, the system composed of (10) and (11) is RIOS with restrictionsX 1 ×X 2 , ∆ 1 and∆ 2 on x(t 0 ), u 1 and u 2 respectively, viewing x = col(x 1 , x 2 ) as state, y = col(y 1 , y 2 ) as output and u = col(u 1 , u 2 ) as input.
Step3: We will show that the system composed of (10) and (11) is RISS with restrictionsX 1 ×X 2 ,∆ 1 and∆ 2 on x(t 0 ), u 1 and u 2 respectively, viewing x = col(x 1 , x 2 ) as state, y = col(y 1 , y 2 ) as output and u = col(u 1 , u 2 ) as input.
Substituting (21) into (14) gives that
By symmetry of x 1 and x 2 , it holds that
Combing (37) and (38) gives that
From (13), for any time t 1 ≥ 0, we could obtain
Substituting (41) into (40) gives
where, β * 1 (s, t) = max{β 1 (s,
By symmetry of x 1 and x 2 , it holds that there exist class KL function β * 2 and class K function γ * 2 such that
Combing (42) and (43) gives
Toward this end, consider the following two cases of x ′ ∞ in (39).
Sinceγ(s) < γ * (s) for all s > 0, in both cases, we have obtained the following inequality
Since the solution x(t) depends only on u(τ ) on t 0 ≤ τ ≤ t, the supremum on the right hand side of (45) can be taken over [t 0 , t], which yields
Hence, the system composed of (10) and (11) is RISS with restrictionsX 1 ×X 2 , ∆ 1 and∆ 2 on x(t 0 ), u 1 and u 2 respectively, viewing x = col(x 1 , x 2 ) as state, y = col(y 1 , y 2 ) as output and u = col(u 1 , u 2 ) as input. This completes the proof. However, as mentioned in Remark 1.1, the separation property does not hold for the time-varying systems. As a result, we have adopted the technique of [2] and [3] to prove steps 2 and 3 of Theorem 2.2.
3. Semi-Uniform ISS Small Gain Theorem with Restrictions for Uncertain Nonlinear Time-varying Systems. In many cases, it is easier and sufficient to ascertain the semi-uniform ISS property than the ISS property for a time-varying nonlinear system. Therefore, it is interesting to infer the semi-uniform ISS property of a feedback connected system assuming each subsystem has the semi-uniform ISS property.
Theorem 3.1. Under Assumption 2.2, assume that subsystem (10) is semiuniformly RISS and RALS with restrictions X 1 , ∆ 1 and ∆ u 1 on x 1 (t 0 ), v 1 and u 1 respectively, i.e., there exist class K functions γ
, the solution and output of (10) exist and satisfy, for all t ≥ t 0 ,
Also assume that subsystem (11) is semi-uniformly RISS and RALS with restrictions X 2 , ∆ 2 and ∆ u 2 on x 2 (t 0 ), v 2 and u 2 respectively, i.e., there exist class
, the solution and output of (11) exist and satisfy, for all t ≥ t 0 ,
Suppose that the small gain condition
holds. Then the system composed of (10) and (11) is semi-uniformly RISS and RALS with restrictionsX 1 ×X 2 ,∆ 1 and∆ 2 on x(t 0 ), u 1 and u 2 respectively, viewing x = col(x 1 , x 2 ) as state, y = col(y 1 , y 2 ) as output and u = col(u 1 , u 2 ) as input, i.e., there exist class K functions γ 0 , γ u , γ 0 and γ u , independent of d(t), such that, for any initial state x(t 0 ) ∈X 1 ×X 2 , and any input functions
∞ satisfying u 2[t0,∞) <∆ 2 , the solution and output of (10) and (11) exist and satisfy, for all t ≥ t 0 ,
and,
(i) If ∆ 1 , ∆ 2 are finite,
Proof. The proof can be obtained by using the same technique used in the proof of Theorem 1 of [20] and is thus omitted.
Corollary 3.1. Consider the interconnection of the following two systemṡ
subject to the interconnection constraint:
where, the notations are the same as those in Theorem 3.1.
Assume that subsystem (57) is semi-uniformly RISS with restrictions X 1 and ∆ u 1 on x 1 (t 0 ) and u 1 respectively, i.e., there exist class K functions γ 0 1 , γ 1 ≡ 0 and γ u 1 , independent of d(t), such that, for any
, the solution and output of (57) exist and, for all t ≥ t 0 , (46) and (47) holds.
Also assume that subsystem (58) is semi-uniformly RISS with restrictions X 2 , ∆ 2 and ∆ u 2 on x 2 (t 0 ), v 2 and u 2 respectively, i.e., there exist class K functions γ 0 2 , γ 2 and γ u 2 , independent of d(t), such that, for any
, the solution and output of (58) exist and, for all t ≥ t 0 , (50) and (51) hold.
Then the system composed of (57) and (58) is semi-uniformly RISS with restrictionsX 1 ×X 2 ,∆ 1 and∆ 2 on x(t 0 ), u 1 and u 2 respectively, viewing x = col(x 1 , x 2 ) as state, y = col(y 1 , y 2 ) as output and u = col(u 1 , u 2 ) as input, i.e., there exist class
, such that, for any initial state
∞ satisfying u 2[t0,∞) <∆ 2 , the solution and output of (57) and (58) exist and satisfy, for all t ≥ t 0 ,
Asymptotic Small Gain Theorem with Restrictions for Uncertain
Nonlinear Time-varying Systems. In this section, we will present the asymptotic small gain theorem with restrictions for uncertain nonlinear time-varying systems.
The proof is quite similar to that of Theorem 2 of [20] and is thus skipped. 
, the solutions of (10) and (11) exist and satisfy, for all t ≥ t 0 , Then, under connection (12), the system composed of (10) and (11) is RAG and o-RAG with restrictions X 1 ×X 2 ,∆ 1 and∆ 2 on x(t 0 ), u 1 and u 2 respectively, viewing x = col(x 1 , x 2 ) as state, y = col(y 1 , y 2 ) as output and u = col(u 1 , u 2 ) as input, i.e., there exist class K functions γ u and γ u , independent of d(t), such that, for any initial state x(t 0 ) ∈ X 1 × X 2 , and any input functions u 1 (t) ∈ L m1 ∞ satisfying u 1 a ≤∆ 1 and u 2 (t) ∈ L m2 ∞ satisfying u 2 a ≤∆ 2 , the solution of (10) and (11) 
