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I. INTRODUCTION
T HE problem of restoring an image acted upon by a degrading point spread function (PSF), is a fundamental concept of image processing. Common degradations result from such factors as atmospheric turbulence, distortions in the optical imaging system, lack of focus, and object or camera motion [1] , [2] . Removal of degradations is becoming increasingly important as image analysis and acquisition systems find more applications in society.
The problem of restoring an original image, when given the degraded image, with or without knowledge of the degrading point spread function (PSF) or degree and type of noise present is an illposed problem [3] - [5] and can be approached a number of ways such as those given in [6] - [8] . Common approaches to this problem can be divided into two categories, inverse filtering or transform related techniques, and algebraic techniques. Transform related restoration techniques involve analyzing the degraded image after an appropriate transform has been applied. By acting directly on the transformed image before applying an inverse transform, or using the transformed image information to develop an inverse filter, an image may be partially restored. Inverse filtering is highly sensitive to noise while Wiener filtering, although less sensitive to noise, involves the calculation Manuscript received October 29, 1998 ; revised July 19, 1999 Publisher Item Identifier S 1045-9227(00)01200-5.
of the correlation matrices of the original image and the noise. Methods based on other image transforms include the wavelet transform techniques [9] , [10] and "projection onto convex sets" (POCS) [11] , both of which are able to handle the restoration of images degraded by space variant distortion. Algebraic techniques involve attempting to find a direct solution to the distortion by matrix inversion techniques, or techniques involving an iterative method to minimize a degradation measure. Iterative image restoration techniques often attempt to linearly or nonlinearly restore an image by minimizing some measure of degradation such as maximum likelihood [1] , [12] , or constrained least square error [1] , [2] , by a wide variety of techniques. As are also some other iterative methods such as the Kalman filter [13] - [15] which may also be used to restore an image degraded by spatially variant distortion [16] , [17] . However, most of the aforementioned methods do not take one important characteristic of the image and noise in to consideration in that the image is treated as a single stationary/linear identity. This results in suboptimal processing. The minimization approach to image restoration is very amendable to neural-network implementation. Additional benefits offered by neural networks are their extremely parallel nature [18] . As will be shown in this paper, a particular benefit arising from the use of neural networks comes from the ability to train the neural weights to take account of spatially variant PSF's, or nonstationary noise and image characteristics.
In this paper the degradation measure we consider minimizing is the constrained least square error measure [2] . However, the work can be easily generalized to others such as MMSE, pseudoinverse, etc., due to structural similarities. This error measure usually incorporates a regularization term which acts to suppress noise at the expense of restored image sharpness. If the regularization term is weighted too weak in the error measure, the resultant restored image will contain noise artifacts. On the other hand if the regularization measure is weighted too strongly in the error measure, the resultant restored image will be blurred. Various methods have been employed to chose the optimal value of regularization parameter for image restoration [19] - [21] .
In [22] , the authors used fuzzy logic control to adaptively vary the regularization parameter to achieve the optimal balance between removing edge ringing effects and suppressing noise amplification. Their method was based on gray level range within the neighborhood of each pixel and was tailored for gamma camera images where Poisson noise dominates. In [23] , the authors used a model-based neural network approach to adaptively vary the restoration parameter. In this paper we will delve more deeply into this concept and are most concerned with improving the visual quality of the restored images from an optical camera and hence will concentrate on varying the regularization parameter toward this end. We are also concerned with an often overlooked, yet important issue, preforming the restoration in the shortest possible time under space variant conditions.
We propose a method to adaptively determine the regularization parameter, , through a training concept using neural networks. We first show that the previously proposed neural-network method based on gradient descent can only find suboptimal solutions in this adaptive approach and mathematically verify a fact which has been observed in restoration practice, namely, the fact that this method would generally use a small value of regularization parameter for textured regions, and a large value for smooth regions. Then we introduce a regional processing approach based on local statistics. The utilization of local statistics in some ways matches the processing structure of biological vision systems in that it emphases on edges. In addition, previous work in varying neural weights to take account of a spatially variant PSF is expanded to combine the adaptive constraint concept developed.
This paper is organized as follows: Section II introduces the basic and fast neural-network algorithms used in this investigation, and Section III presents the determination of the adaptive constraint parameter into a neural network. Section IV merges spatially variant restoration with the adaptive constraint scheme. Section V describes implementation considerations. Section VI presents some experimental data from this investigation, and Section VII summarizes this paper.
II. NEURAL-NETWORK IMAGE RESTORATION
In this section we will examine the current neural-network algorithms for image restoration in the literature and show that by using an advanced neuron model, a faster restoration can be achieved without any reduction in restoration quality.
A. Problem Formulation
All linear image degradations can be described by their impulse response. Consider a PSF of size by acting on an image of size by . By lexicographically ordering the original image, degraded image, and noise image into column vectors of size , we may state the problem as a matrix operation [1] , [2] (1) where and are the lexicographically organized degraded and original image vectors. is the additive noise component and is a matrix operator whose elements are an arrangement of the elements of the degrading PSF such that the matrix multiplication of with performs the same operation as convolving the original image with the degrading PSF. In general, may take any form. In this paper the degradation measure we consider minimizing is the constrained least square error measure [2] ( 2) where is the restored image estimate, is a constant, and is a smoothness constraint operator. Since is often a low-pass distortion, is chosen to be a high-pass filter. The second term in (2) is the regularization term. The more noise that exists in an image, the greater the second term in (2) will be, hence minimizing this term will involve reducing the noise in the image at the expense of restoration sharpness. Choosing becomes an important consideration when restoring an image. Too great a value of will oversmooth the restored image, whereas too small a value of will not properly suppress noise. In addition, using a single value of for all pixels in the image can only produce a suboptimal restoration. In smooth, low contrast regions of the image the effects of noise are more disturbing to human visual perception than they are in high contrast regions of the image.
B. Image Restoration by Neural Networks
Neural-network image restoration approaches are designed to minimize a quadratic programming problem [24] - [28] . The general form of a quadratic programming problem can be stated as follows.
Minimize the energy function associated with a neural network given by (3) comparing this with (2), , , and are functions of , , , and , and other problem related constraints. In terms of a neural-network energy function, the ( )th element of corresponds to the interconnection strength between neurons (pixels) and in the network. Similarly, vector corresponds to the bias input to each neuron.
For an image where each pixel is able to take on any integer intensity between zero and , we assign each pixel in the image to a single neuron able to take any real value between zero and . Equating the formula for the energy of a neural network with (2) the bias inputs and interconnection strengths can be found such that as the neural network minimizes its energy function, the image will be restored. From [24] , setting , the interconnection strengths and bias inputs were shown to be (4) (5) where is the interconnection strength between pixels and , and is the bias input to neuron (pixel) . In addition, is the ( )th element of matrix from (1) and is the th element of matrix from (2) . In this paper we consider a sequential neural-network algorithm in which each pixel's energy contribution is minimized individually during a single iteration. In the paper by Paik and Katsaggelos [25] , it was shown that the network described by the above sets of bias inputs and interconnection strengths would converge to a fixed point after a finite number of iterations and that the fixed point would be a local minimum of in (2) in the case of a sequential algorithm. This result is valid regardless of whether the distortion is space-variant or in-variant.
C. Neuron Energy Minimization Schemes
In previous neural-network algorithms, [24] , [25] , each pixel is visited sequentially and has its state changed in steps of 1 until its contribution to the overall energy function is minimized. The neurons often oscillate about their final value, and during the initial energy minimization iterations a neuron may require 100 or more state changes in order to minimize its energy contribution. At each state change, the change in energy contribution must be rechecked and if this change is not zero, then the next state change must be calculated. A faster method to minimize the energy contribution of each neuron being considered is suggested by examination of the mathematics involved. Following the calculation of a neuron's input, the energy contribution of that neuron can be minimized by adding a correction factor to the current neuron state. The factor is given by (6) where is the input to neuron . It can be shown that both approaches will result in the same energy minimum and hence the same final state of each neuron after it is updated. Hence the theorems proven by Paik and Katsaggelos [25] can be shown to be valid for the algorithm presented in this paper also. Based on this optimization, the proposed algorithm is presented below.
Algorithm 1 repeat for do (7) where (8) if then where until . Note that the above algorithm is much faster than the previous algorithms proposed in [24] , [25] , and [27] due to the fact that this algorithm minimizes the current neurons energy contribution in one step rather than through numerous iterations as did the algorithms presented in [24] and [25] . Paik and Katsaggelos [25] showed that a sequentially updating algorithm with bias inputs and interconnection weights given by (4) and (5) would converge to a fixed point, which is a local minimum of in a finite number of iterations. It should also be noted that the updating method of this algorithm is similar to the Gauss-Seidel iterative method in that we make use of the updated values of pixels to the top and left of the current pixel when updating this pixel.
III. ADAPTIVE PROCESSING
In this section we examine the problem of adaptively varying the regularization parameter during image restoration. We show that a previously proposed method based on gradient descent will produce suboptimal results. We then examine a method based on the consideration of local regional statistics.
Images are by nature ensembles of nonstationary processes. For this reason, solutions based on any stationary model can only produce a suboptimal restoration. An optimal restoration can only be achieved by treating statistically dissimilar regions of an image with different restoration strategies or parameters. When implementing an adaptive regularization parameter scheme, an important consideration is on what basis should the regularization value be determined. In this section, we study the space-invariant case. The result will be generalized to the space variant case in the next section.
To substantiate this issue, we first generalize the quadratic model in (2) to (9) where (10) is a diagonal matrix to reflect the adaptive processing nature.
We investigate two methods for determining the regularization parameter. The first is the gradient-based method. The second is based on local statistics in the framework of an intelligent neural network.
A. The Gradient-Based Method
First we will show that although the gradient descent algorithm given in the previous section reduces the energy level, it by no means provides an optimal solution in adaptive restoration.
Equations (4) and (5) indicate that differences in the regularization parameter effect only the weights of the neural network, not the initial values or the bias inputs, while (8) gives the energy change resulting from a change of neuron state . Substituting (7) into (8) It should be noted that is the input to each neuron and is the same sign as if is to be negative. It is important to note that we are only considering the cases where is negative since when , there will be no pixel value update at this pixel .
Definition 1: The greatest energy minimization (GEM) method for selecting the constraint value for each pixel is defined as choosing for each pixel in each iteration the value of from a range of allowable values, , which best minimizes (11). Theorem 1: If the GEM method is used to select a suitable value from a range of possible values where and in Definition 1, then will always be chosen. Theorem 2: If the GEM method is used to select a suitable value, then either or will be chosen (where and are as mentioned in Definition 1) unless all available values would produce the same resultant decrease in energy.
To prove the above theorems, we must rearrange (11) . Expanding (11) using (4) we get (12) where and It should be noted that and
Consider the which maximizes the energy reduction for pixel . Let this factor be defined as . To compute , we differentiate (12) relative to and obtain (14) The substitution of (14) into (12) gives (15) We can confirm from (14) that always has the same sign as and that is always negative for positive values of , which is as expected.
The graph of versus is sketched in Fig. 1 . We can see from (15) that for all acceptable values of , . This proves Theorem 1 and implies that a great energy reduction can always be obtained by choosing a very large value of . If we allow energy considerations alone to dictate the choice of , the results would be poor. An acceptable range of values must be set. Since and are always positive, and is always negative, (15) has a maximum at . Since (15) has a global maximum we observe that if the set of acceptable values is finite and constrained between and , then (15) indicates that under most circumstances, the best energy reduction will be obtained by choosing either or , and not any intermediate values of . Only under the conditions of will numerical errors pos- The next question is which values will be chosen in low and high variance regions of the image to maximize the energy reduction. To clearly answer this question it is necessary to examine how the factors and vary as a function of image statistics. This is examined in the Appendix. From this analysis, a number of conclusions can be drawn. When is low and is high, the largest value gives the best energy minimization, however when is high and is low, the smallest value of produces the best energy minimization.
Observation 1: In high texture regions of the image or near edges, both and can be expected to be large. However the contribution from factor will be less significant for two reasons.
• The factor in (15) is multiplied by which is always .
• The factor , corresponding to a double application of a high-pass filter, suggests that in the presence of gradual edges, will not be very large. Since noise is added to the image after blurring, the presence of noise will contribute most to the value of . Therefore we can expect that , and so the best energy reduction would be obtained by choosing the lowest value of available.
Observation 2: In low texture regions of the image can be expected to be small. Factor may also be small, however the presence of noise in the initial estimate should make 's effect on (15) override that of . Hence in low texture regions of the image, choosing the largest available produces the best energy minimization.
This analysis has been verified in practice. Fig. 2 shows the selection of values during the first iteration for an image degraded by a 5 5 Gaussian PSF of standard deviation 2.0, with additive noise of variance 18.49. The darker regions in Fig. 2 denote the selection of large values.
B. Local Statistics Analysis
The above analysis tells us that gradient descent is not an optimal approach for choosing in adaptive regularization. However, it leads us to the observation that in low texture regions, a high value of results in a visually pleasing result, while in high texture regions, a low value works best. These observations encourage us to use local statistics, since these are a good measure of the image roughness to locally determine the value (16) where is a function of the local image statistics at . Since has almost exactly the same value for all pixels, , in a statistically homogenous area, the value is also almost exactly the same. Therefore the structure of the processing model is further modified such that, instead of assigning each pixel a different , we assign each statistically homogenous area a .
Assume that there are homogenous areas. By first properly rearranging the pixels in such a way that the pixels in a homogenous area are consecutively indexed in to form a new vector , (9) can be rewritten as (17) where with being the vector consisting of the pixels in the th homogenous area (18) with , , and being the submatrix (vector) of , , and , corresponding to , and with being the identity matrix. Define and , , then mathematical manipulation of (17) leads to (19) Apparently, represent the intra-connection within area , and represent the inter-area contributions from areas and to area . Equation (19) is the extension of a biologically motivated neural network: the network of networks [31] , which, to a first degree approximation, imitates the fact that natural vision systems pay little attention to individual pixels in an image, but instead to statistically homogenous areas and the edges separating them as basic visual identities. Now the important issue is selecting the for each homogenous area. In this work, a curve fitting approach is proposed. In this approach the largest and the smallest values of , , and , are identified and the corresponding and are determined. Experiments quickly led to the conclusion that the explicit form of (16) is a log-linear function (20) It was found that if the variance in a region gradually increases by equal steps, then the change in variance level is much more noticable when the overall variance levels are low rather than when the overall variance levels are high. Humans are less able to discern an increase in noise levels in high variance regions than they are for low variance regions. A log-linear relationship is therefore suggested. Fig. 3 shows this effect. In this figure, six images with a constant level of pixel intensity have noise of increasing variance added to them. The increasing level of noise between each image and its neighbor on the right is readily noticable for the first three images when variance levels are low, compared to the last three when variance levels are high. The difference in apparent noise level between the last two images is the weakest of the entire set of images, despite the fact that the increase in variance between these two images is the greatest of the set.
The above observations lend weight to the use of constant values for each iteration based on those during the first iteration. Since the selected during the first iteration can often produce visually pleasing results (large in background and small on the edges), these should be held constant throughout the restoration procedure. The values may not act as favorably for later iterations in the algorithm. For example, the increasing variance levels in the areas surrounding edges in the image may increase during the restoration such that factor becomes large enough to cause a large value of to be applied to edges of the image, hence producing the opposite effect to that which we are trying to achieve. Equation (15) indicates that selecting values for each pixel in the image based on energy minimization considerations may produce acceptable results if the associated values are not changed after the first iteration. However this technique still has some problems. The most important is the use of only either of the extreme values of in any range of supplied. Instead of considering the image as either "low variance" or "high variance" and selecting from two choices of , it would be desirable to have a way of dividing the image into a range of variance levels and selecting the correct value from a range of acceptable values. The variance method has the advantage that it does not require the current pixel to be acted upon by each possible set of weights to compute the regularization parameter required. Another advantage to the variance method is the ability to fine tune the variance-relationship, to suit a particular type of image being examined. For this reason the method considered in this paper is to choose the regularization parameter for each pixel from the set of acceptable values using (20) .
IV. DEALING WITH SPATIAL VARIANCE
In this section we show how the previous neural-network model can be applied to the problem of spatially variant restoration with very little additional computational overhead.
In the previous section the weights of the neural network were varied spatially due to the adaptive regularization parameter. We have also considered spatial variance due to the point spread function [29] . In [29] , the authors showed efficient restoration of an image degraded by a cyclic variation of Gaussian PSF's, with different standard deviations.
The method employed in [29] to handle spatial variance was to incorporate the spatial variance into the changes of the weights, assuming the variations are known a priori. A fixed was used for this. In this section we consider the integration of the adaptive technique into the restoration of images degraded by spatially variant PSF's.
In the case of completely random spatial variance and adaptive , there are different sets of weights since the set of weights connected to a neuron (pixel) is completely different from that to the others. However, if patterns of spatial-variance can be discovered, the number of unique sets of weights can be significantly reduced. We will analyze the cyclic spatially variant case in detail.
The cyclic spatially variant distortion we consider is that obtained by the use of PSF's, . The pixels in any one row of the image are acted upon by the same PSF, however the PSF applied to each row is varied cyclically through the sequence (21) The sequence has a period of , and hence unique sets of weights are required to restore the image when the same regularization parameter is chosen for every pixel. When additional sets of weights are created to implement an adaptive regularization parameter scheme, the following equations apply.
Taking as the number of choices of regularization parameter to be used in the restoration, then the sets of weights to be used to restore a row blurred by the th element of sequence form the set (22) where is the set of weights required to restore a row degraded by PSF using the th choice of regularization parameters being considered. The restoration problem becomes a problem of selecting the correct set of weights from the super set of (23) Restoration of the image was accomplished by selecting the relevant set , based on the row coordinate of the current pixel being examined, then selecting the optimal within that set based on the selection schemes described in Section III. Section VI describes an experiment performed to implement the spatially-variant restoration scheme with an adaptive regularization parameter as described above. By precomputing all the relevant weighting masks for an image and assigning each pixel an optimal mask before restoration is commenced, an image suffering spatially variant distortion can be restored using an adaptive approach with very little additional overhead compared to a spatially invariant approach.
A more difficult case is when the spatial variance is completely random or unknown. Then the exact formulation of the weights becomes an impossibility. An intuitive suggestion is to use the power of the adaptive technique to compensate for the lack of knowledge and perform an adaptive blind (or semiblind) restoration. An example in Section VI shows that this is indeed an effective solution.
V. IMPLEMENTATION CONSIDERATIONS
In the previous sections we presented the concept and analysis of the adaptive regularization parameter and the training of the neural network in image restoration. We also introduced a practical approach to simplify implementation. The th row of the weighting matrix describes the interconnection strengths between neuron and every other neuron in the network from the "viewpoint" of neuron . Note that will not necessarily equal when using an adaptive regularization technique. The weighting matrix is by , which is clearly a prohibitively large amount of data which requires storage. However the mathematical discussion in Section III implies a short cut.
By examining (4) we observe that in the case of , it can be seen that when calculating the input to each neuron, only pixels within a certain rectangular neighborhood of the current pixel contribute nonzero components to the neuron input. In addition it can be seen that the nonzero interconnection strengths between any given pixel and a neighboring pixel depend only on the position of the pixels relative to each other in the case of spatially invariant distortion. Using the above observations, the input to any neuron (pixel) in the image can be calculated by applying a mask to the image centred on the pixel being examined. The case of spatially variant distortion requires more weighting masks to be created, however in the analysis above each unique set of weights requires only one weighting mask to describe it. For a by distortion, each weighting mask contains only terms. A 5 5 degrading PSF acting on a 250 by 250 image requires a weight matrix containing 3. 9 10 elements, yet a weighting mask of only 81 elements. In addition, by considering the finite regions of support of the degrading and filtering impulse functions represented by and , the weighting masks and bias inputs to each neuron may be calculated without storing matrices and at all. They may be calculated using only the impulse responses of the above matrices.
In this investigation we associated each set of weights with a range of variance values computed in a certain neighborhood of size by , of the current pixel. In a similar way to the method described above, a variance threshold was set, below which the pixel being examined would not be updated. This is due to the fact that for extremely low variance regions of an image blurring may not be noticable, in this case restoration can only serve to enhance noise and waste restoration time. The value of the variance threshold depends upon the degree of blurring suffered by the image.
A further practical consideration is the number of choices of regularization value. One would expect that a large value of will give a better restoration quality, however large values of would slow down the constraint precomputing stage of the algorithm and waste memory. It is desirable to have as low a value of as possible. In practice setting is usually sufficient, giving the algorithm the choice of doing nothing or selecting one of three constraint values for regions for high, medium, or low texture levels.
When we consider using variance to determine the regularization parameter, we expect that precomputation of the parameter, based on the degraded image statistics would produce at least similar results to computing the parameter in each iteration. High variance regions in the degraded image should remain high variance in the restored image, and low variance regions should likewise remain low variance, hence by this argument the chosen values of regularization parameter in the first iteration should remain approximately the same throughout the restoration procedure.
In practice, precalculating the optimal set of weights for each pixel has further advantages. A faster restoration results with only a relatively small additional computation at the start of the process.
VI. EXPERIMENTAL RESULTS
To test the adaptive regularization parameter algorithms presented in the paper, we structured a series of experiments. The first experiment examined the effects of noise on the performance of the algorithm, the second implemented the adaptive constraint algorithm with an image degraded by space-variant distortion, and the third experiment examines the processing efficiency. In addition a real-world case is also provided to demonstrate the effectiveness of the method.
A. Error Measurement in Terms of Simple Human Perceptual Criteria
Classical image error measures such as mean square error or signal to noise ratio (SNR) compare images on a pixel to pixel basis, and in effect make statements about the power of the noise signal created by the subtraction of the two images to be compared. This kind of information is mathematically useful. However these measures favor slow variations in the image and bear very little relationship to the manner in which humans view the differences between two images. Humans tend to pay more attention to sharp differences in intensity within an image, for example edges or noise in background regions. Hence an error measure should take into account the concept that low variance regions in the original image should remain low variance regions in the enhanced image, and high variance regions in the original image should likewise remain high variance regions in the enhanced image. This implies that noise should be at a minimum in background regions, where it is most noticable, but noise suppression should not be as important in highly textured regions where image sharpness should be the dominate consideration. To rectify this problem we will make use of a novel image error measure developed by the authors recently [30] . This error measure attempts to quantify the statistical differences between regions in an image rather than the differences between individual pixels. This measurement is termed local standard deviation mean square error (LSMSE). LSMSE is calculated by comparing the local standard deviations in the neighborhood of each pixel in the images we wish to compare. The mean square error between these two standard deviations gives an indication of the degree of similarity between the two images.
Define the local standard deviation in the by neighborhood of pixel in image as (24) where is the local mean of the by neighborhood of pixel in image . Using the above conventions, we define the LSMSE between two images and as (25) LSMSE in effect requires the matching of homogeneous statistical regions between the two images to be compared. Hence background regions should remain as noise free as possible and highly textured regions should not be over smoothed by the enhancement procedure.
B. Experimental Setup
In experiments one and two, the images in Fig. 4 were blurred using a Gaussian PSF. The choice of the correct range of regularization parameter to use in each case was determined by restoring each image with a constant value of regularization parameter and finding the optimal value. Once the optimal value was found, the image was restored using both regularization parameter selection methods, using values of above or below the optimal value chosen previously. , the number of choices of regularization parameter, was set to five. The following constraint matrix, , was used: 
C. Effects of Noise
Two different images were used to compare various algorithms. Each image was degraded by the same PSF. For this experiment, a PSF of size was used with a standard deviation of 2.0. Various levels of white noise, with variances approximately equal to four and 18, were added to each degraded image. This resulted in eight images to analyze. Table I shows the SNR and LSMSE between the original and the degraded images, images restored with a constant value of , the greatest reduction technique for selecting , the adaptive constraint technique of Kang and Katsaggelos [32] , and with an adaptive value based on local image variance and (20) . Fig. 5 shows regularization parameters used in the experiment plotted against the level of local variance. The values of were associated with variance thresholds in a way consistent with (20) . From Figs. 6 and 7, the images restored using the adaptive image restoration methods appear clearer and more visually pleasing despite an decrease in SNR when compared to the images produced by the nonadaptive algorithm. Table I indicates that using variance as a criteria to chose the value of regularization parameter produces images with an improved LSMSE as noise levels increase. 
D. Spatially Variant Distortion
An image was created using a cyclic variation of 7 7 Gaussian PSF's. Using the analysis in Section VI, was set to be four. Table II details the degrading PSF's used to blur the image as per (21) .
Noise of variance 4.28 was added to the blurred image. The degraded image is shown in Fig. 8(a) . This image was restored using four techniques. The first technique was a nonadaptive spatially invariant approach. A regularization parameter value of 0.0007 was used and the spatially variant distortion was approximated as a spatially invariant distortion by using a 7 7 Gaussian PSF of standard deviation 2.55. This image is shown in Fig. 8(b) . The second technique was the suggested adaptive semiblind restoration approach. The same approximation of the PSF as in the previous experiment was used, however the regularization parameter was varied for each pixel using the same local variance levels and values as in the low noise example in the previous experiment. This image is shown in Fig. 8(c) .
The image was then restored using a nonadaptive spatially variant restoration method, with a regularization parameter value of 0.0007. This image is shown in Fig. 8(d) . In the final approach, the degraded image was restored using a spatially variant, adaptive constraint method. The regularization value was selected in the same manner as image 8(d) . This image is shown in Fig. 8(e) . The results are shown in Table III. Note that by using an adaptive approach we can compensate for a lack of knowledge regarding the degrading PSF. In the cases where the degraded images are restored by the space-invariant approach, we can see that using the adaptive technique produces a much clearer image with a lower LSMSE. In all cases, using the adaptive approach produces a clearer image with a lower LSMSE. It is interesting to note that the adaptive semi blind method produced a sharper image and a smaller LSMSE than the nonadaptive method using exact blurring information.
E. Efficiency
In this experiment the time taken to restore an image was compared among the four different cases from the previous experiment. Each algorithm was run three times on a SUN Ultra 1 Fig. 8(a) ) restored using an adaptive spatially variant technique. It is worth noting that the execution times of the adaptive regularization parameter algorithms are similar to the execution times of the nonadaptive algorithms. The adaptive algorithms require the calculation of five times the number of weighting masks as the nonadaptive algorithms and also require prerestoration calculations of local variance to precompute the regularization parameter for each pixel. The reason for the similar execution times is that the time lost through setting up the adaptive parameters of the network is offset by the time gained through the nonadjustment of pixels in low variance regions of the image. The most important fact that we can observe from Table IV is that the time difference required for a fully adaptive, spatially variant restoration is only double of the time required for the much simpler nonadaptive spatially invariant restoration. In fact as the size of the image increases we would expect the time required for adaptive spatially variant restoration to approach the time required for nonadaptive, spatially invariant restoration. This is due to the fact that the extra time required for the adaptive spatially variant restoration is primarily taken up by the initial extra weighting mask creation.
F. An Application Example
The above neural-network algorithm was applied to the problem of restoring images with an unknown level of blur. Images were supplied to us showing some flowers. The image of the flowers had been blurred as a result of being too close to the camera. To extract further details from the flowers in the image the above neural-network algorithm was used to enhance the images. Fig. 9(a) shows one of the original degraded images. Fig. 9(b) shows the image 9(a) restored using the nonadaptive algorithm. Note that the restored image is sharper than the original image, but some noise has also been amplified as well as some ringing effects. Fig. 9 (c) shows 9(a) restored using the adaptive algorithm. The level of sharpness is comparable to the results of the nonadaptive approach, however the level of background noise and ringing effects have been greatly reduced. In this case the adaptive restoration algorithm has been successful at enhancing the detail present in the image, especially the structure around the center of the flower.
VII. SUMMARY
In this paper the use of an adaptive regularization parameter in constrained deconvolution methods was considered. Since the human visual system favors the detection of edges and boundaries, rather than more subtle differences in intensity in homogenous areas, noise artifacts may be less disturbing in high contrast regions than in low contrast regions. It is then advantageous to use a stronger constraint in smooth areas of an image than in high-contrast regions. While traditional restoration methods find it difficult to implement an adaptive restoration spatially across an image, neural-network-based image restoration methods are particularly amendable to spatial-variance of the restoration parameters.
This paper presents a neural-network-based-algorithm able to adaptively vary its restoration parameters spatially across the image to be restored. We particularly concentrated on varying the regularization parameter to take into account high and low contrast regions of the image.
A method based on using local image statistics to select the optimal value of regularization parameter is considered. This method imitates the human visual system and produces superior results when compared to nonadaptive methods.
In the final part of this paper, the work is expanded upon to adaptively restore images degraded by a spatially variant PSF. It is shown that adaptive regularization techniques can compensate for an insufficiently known degradation in the case of spatially variant distortions. Moreover, an adaptive spatially variant restoration is shown to be able to be completed in the same order of magnitude of time as a much simpler nonadaptive spatially invariant restoration. A practical example is also provided to demonstrate the power of the method in real-world applications.
APPENDIX ANALYSIS OF FACTORS IN THE GRADIENT DESCENT METHOD

A. Factor
Factor is given by where The factor is the value of pixel after a double application of the degrading PSF to the image estimate. Using the approximate formula for , then is symmetric therefore . Note that since is the value of pixel after a single application of the degrading PSF to the degraded image, which is itself the result of applying the degrading PSF to the original image. Therefore in effect (A1) where is the estimate of the original when noise is not considered. The algorithm would eventually return as the restored image when . Hence we obtain (A2) where is the column vector whose element is the value of factor computed at neuron during the th iteration of the algorithm.
Considering (A2), it is obvious that the entries in may be positive or negative and will approach zero as the image estimate approaches the original image in the event of no noise. We can expect to have its greatest values in the initial iteration of the algorithm.
If the initial image estimate is , then
As long as the additive noise is not too severe, the double application of the low-pass degrading PSF given by will remove most of the noise in the smooth regions of the image. Since is a high-pass filter, factor would tend to be large in high variance regions and small in low variance regions of the image.
B. Factor
For factor we have , which can be rewritten as (A4)
Since
, factor is hence the value of pixel, , after a high-pass filter has been applied twice to the image estimate. On edges and high texture regions we would expect the magnitude of factor to be large. However since the high-pass filter is applied twice, noise and very sharp edges would produce a larger magnitude of than more gradual edges in the image. It is important to note that may be positive or negative depending on whether the value of is higher or lower than the mean of its neighbors, however will tend to zero in low variance regions of the image.
C. Factors and
Factors and are given by and Both these factors are constant.
