Math. Soc., Providence, RI, 1992], is the natural framework for these results. From this point of view Max-Plus convexity and B-convexity are isomorphic Maslov semimodules structures over isomorphic semirings. Therefore all the results of this paper hold in the context of Max-Plus convexity.
Introduction
Nash equilibria and general equilibrium in ordered spaces have been studied from different angles, for example, Aliprantis, Florenzano and Tourky [2] work in ordered topological vector spaces, Luo in topological semilattices [11] , Vives [16] in complete lattices. B-convexity borrows from both topological ordered vector spaces and from semilattices. From the first it keeps multiplication by positive scalars and from the second the max-operation (x, y) → x ∨ y (which could very well be a min). The basic example is furnished by the positive cone of an ordered topological vector space, or by abstract cones (which will not be considered in this paper). B-convexity leads to a class of so-called B-convex sets, they are semilattices; usually, even if we are in a vector space, they are not convex. Contrary to the purely semilattice setting, B-convexity has a reach and natural analytic counterpart made of appropriate convex or concave maps and Hahn-Banach like theorems, geometric and analytic [1, 5] or [4] . We will work in the finite-dimensional setting of R n with its natural partial order. Neither the framework nor the results are as general as they could be. The passage from B-convexity to Max-Plus convexity is made explicit in the last section. Both structures are instances of Maslov semimodules for which most of the results proved in this paper hold. The proofs in the context of Maslov semimodules require very different methods; they should constitute the subject matter of a forthcoming paper. Let R n + = {(x 1 , . . . , x n ) ∈ R n : min{x i } 0}. For t ∈ R + and x ∈ R n + , tx is the usual multiplication by a scalar; for x and y in R n + we let x ∨ y be the element of R n + defined by (x ∨ y) j = max{x j , y j }. One can easily see that:
(A) (x, y) → x ∨ y is associative, commutative and idempotent, and also continuous, and x ∨ 0 = x for all x ∈ R n + . (B) For t ∈ R + , the map t → tx is continuous and order preserving, and for all t 1 , t 2 in R + and for all x and y in R n + , (t 1 t 2 )x = t 1 (t 2 
x) and t (x ∨ y) = (tx) ∨ (ty).
A finite-dimensional B-space is, by definition, a subset X of R n + such that:
(BS) 0 ∈ X, ∀t 0 and ∀x ∈ X, tx ∈ X and ∀x, y ∈ X x ∨ y ∈ X. For a subset B of X the following properties are equivalent (see [3] A subset of X for which (B1), or (B2), holds is called B-convex. Clearly, (B1) holds for increasing sets (S is increasing if x y and x ∈ S implies y ∈ S). A set S is a radial set (in the terminology of [14] ), if, for all t ∈ ]0, 1] and all x ∈ S, tx ∈ S. A radial set S which is also a semilattice (x, y ∈ S implies x ∨ y ∈ S), is B-convex.
In a B-space, increasing sets and radial sets which are also semilattices are B-convex. Sets of the form
Since an arbitrary intersection of B-convex sets is B-convex, an arbitrary set S ⊂ X is always contained in a smallest B-convex subset of X, we call that set the B-convex hull of S, it is denoted by [[S]]. We describe in some details the structure of B-convex sets. First, from (B2) one has the following characterisation (see Fig. 1 
):
The B-convex hull of S is the set of all elements of the form t 1 x 1 ∨ · · · ∨ t m x m with x i ∈ S and max 1 i m {t i } = 1,
The set B m = {(t 0 , . . . , t m ) ∈ [0, 1] m+1 : max{t 0 , . . . , t m } = 1} is the standard m-dimensional bimplex (see Fig. 4 ), it is compact and B-convex in R We recall that a set A is contractible if there exists a continuous map h :
The following assertions are easily established:
Fig . 2 . B-convex hull of 3 points. To see that a B-convex set B is contractible one fixes x 0 ∈ B and takes h(x, t) = K(x 0 , x, t). This construction can be found in [3] .
A finite-dimensional B-space X ⊂ R n + will always be endowed the metric d(x, y) = max 1 i n |x i − y i |. As one can easily verify, 
. This can be seen in the following way: first, for m = 2, notice that
], the conclusion follows from the arbitrariness of the point p and the general statement follows by induction.
In the second section we will show that B-convex sets have all the required topological properties of usual convex sets, that is the fixed point property for single valued continuous maps, for upper-semicontinuous maps (Kakutani like fixed point theorem), and KKM like theorems. We have shown elsewhere that Carathéodory, Helly and Radon theorems hold for B-convex sets. Equipped with those results we will be able to obtain a Ky Fan like inequality, existence of Nash equilibria, and, under assumptions of B-convexity, we will obtain existence of equilibria for abstract economies.
Fixed points and related matters in B B B-convexity
Our starting point is a generalization of the classical theorem of Knaster-Kuratowski-Mazurkiewicz, which might not be as well-known as it should be, we call it the Multiple KKM principle. For the reader's convenience we prove it and then, in a straightforward way, we show that the formulation also holds for B-convex sets.
Theorem 2.1 (Multiple KKM).
( 
. , k} and 0 i m j , be subsets of a product of simplices such that for all sets of faces
Δ m i ,J i , i = 1, . . . , k, one has Δ m 1 ,J 1 × · · · × Δ m k ,J k ⊂ k j =1 i∈J j F i,j .
Then, if all the F i,j are closed or if they are all open,
There is an index i ∈ J j such that p ∈ F i,j , which implies that 
· · · × Δ m k . By the first part applied to the closed sets G i,j we have
for which the assumptions of (A), for bimplices instead of simplices, hold let G i,j be the inverse image of
All the assumptions of (A) hold for the sets G i,j , there intersection is therefore not empty and, consequently, that of the F i,j neither. 2 
Corollary 2.2 (B-KKM). Let X be a B-space and A 0 , . . . , A m subsets of X, either all open in X or all closed in X.

If there exist points a i ∈ A i such that for all set of indices
Our next result is an extension of the Generalized KKM Principle of Lassonde and Schenkel [9] to B-spaces (see Fig. 5 ). We recall that, given a multivalued map F : Y → Z, and a subset A ⊂ Y the set F (A) = a∈A F (a) is the image of A (the sets F (a) are the images of F ) and, given z ∈ Z the set F −1 (z) = {y ∈ Y : z ∈ F (y)} is the fiber over z. 
Theorem 2.3 (Generalized KKM Principle). Let
Then for all nonempty finite subsets A j of Z j , one has 
and also 
Proof. Conditions
for at least one index j , but then A j ⊂ X j \ F 
Theorem 2.6 (Browder). A multivalued map Φ : K → B with nonempty B-convex images and open fibers, from a compact topological space K to a B-convex set B, has a continuous selection.
Proof. There exists a finite set A ⊂ B and continuous maps f a : a∈A g a (x)a. Then g is a continuous map from K to B and g(x) ∈ Φx for all x ∈ K. 2 We gave little details since the proof of Theorem 2.6 is totally similar the proof of the usual Browder's selection theorem. From Theorems 2.5 and 2.6 we have the B-convex version of the Fan-Browder Fixed Point Theorem. Proof. Using Theorem 2.9, instead of Theorem 2.7, one can proceed as in the proof of Corollary 2.8. 2
Theorem 2.7 (Fan-Browder's Fixed Point Theorem). Let B be a compact B-convex set and Φ : B → B a multivalued map with nonempty B-convex values and open fibers. Then there exists
x ∈ B such that x ∈ Φx.
Ky Fan inequality and Nash equilibria
There is a profusion of abstract convexities which yield fixed point theorems, most of them are of a purely topological nature (convex sets have good topological properties, for example, they could be contractible, homotopically trivial or acyclic), but they have no functional counterpart (apart from quasiconvex maps which can be defined as maps whose sublevel sets are convex, there are no natural and nontrivial convex maps). On the other hand, abstract convexities can be studied from the functional side, taking more or less the analytic Hahn-Banach Theorem as the starting point (this is the prevalent approach in optimization, for example, [14] or [13] ), but then, there is very little information, or emphasis, on what the associated convex sets are. B-convexity has both a rich topological structure suitable for fixed point results (as this paper shows) and an analytic structure associated to natural classes of B-convex (concave) maps and corresponding separation theorems as shown in [1, 4] or [5] . It has also been shown that the basic geometric-combinatorial properties of convexity (i.e., Helly, Carathéodory and Radon Theorems) hold in B-convexity. From the results of the previous sections we obtain without much effort existence of Nash equilibria and Ky Fan like inequalities for B-(quasi)convex (concave) maps but, first, we give some details on the nature of those maps. A map f : B → R defined on a B-convex set is B-quasiconcave if for all (t, x, y)
B-quasiconvex maps are defined by
B-quasiconvex (concave) maps as well as B-convex (concave) maps were defined in [3] and [5] . Recall that a map f : B → R is monotone if x y implies f (x) f (y). Since, for all x and y and for all maps f , min{f (x), f (y)} f (y) and y tx ∨ y we have:
A monotone map is always B-quasiconcave.
A condition stronger that B-quasiconcavity is the following: (B-concavity) for all x and y and for all t ∈ [0, 1], f (tx ∨ y) max{tf (x), f (y)}. B-concave maps have the following properties: A map f defined on a B-space is B-concave if and only if:
(a) it is increasing, that is x y implies f (x) f (y), and (b) it is sub-homogeneous, that is, for all t ∈ [0, 1] and for all x, tf (x) f (tx).
. These B-concave maps are the ICR maps of Rubinov [14] . From Corollary 2.4 (Generalized Ky Fan) applied to a single map one obtains Ky Fan's Inequality. 
Then, there exists y 0 ∈ B such that sup x∈B F (x, y 0 ) 0. That point has the required property. 2
As a consequence of the following lemma we will see that, if in Theorem 3.2 the B-quasiconcavity assumption on the maps f i is replaced by monotonicity, then continuity is no longer necessary.
Lemma 3.3. A nonempty compact semilattice of a finite-dimensional B-space has a largest element.
Proof. By compactness there is a point x ∈ B such that x 1 + · · · + x n is maximum. For all x ∈ B, x ∨ x ∈ B, therefore x 1 + · · · + x n max{x 1 , x 1 } + · · · + max{x n , x n }. The reverse inequality being obvious equality holds. Also, for all i, max{x i , x i } x i and from the previous equality the strict inequality cannot hold for all i. 2 
Equilibria for abstract economies
In this last section we show that the Shafer-Sonnenschein Theorem holds under B-convexity assumptions. First, we recall Berge's Maximum Principle, see, for example, [8] . We will also need the following proposition. 
Let us see that, for all i, we also have Ω i x ∩ P i x = ∅. For a contradiction, let us assume, without loss of generality, that there exists a point u in Ω 1 x ∩ P 1 x . From u ∈ P 1 x we get f 1 (x , u ) > 0, and therefore, from u ∈ Ω 1 x , we obtain f 1 (x , u) > 0 for all u ∈ A 1 x , which implies A 1 x ⊂ P 1 x . By hypothesis the set P 1 x is B-convex, and therefore,
Max-Plus convexity
Let M n = (R ∪ {−∞}) n and denote by 1 n the vector of R n whose coordinates are all equal to 1. We recall that a subset C of M n is Max-Plus convex if, for all x and y in C and all t ∈ [−∞, 0], (x + t1 n ) ∨ y ∈ C. Max-Plus and Bconvexity are examples of Maslov semimodules structures. Idempotent analysis, or the study of Maslov semimodules, has applications in optimization, optimal control, and game theory. The basic algebraic structures of semirings and of Maslov semimodules over a semiring are presented in [10] , applications can be found in [7] and [12] . We will not go here in the full generality of Maslov's semimodules; that should be the subject matter of a forthcoming study. We only wish here to point to the fact that Max-Plus convexity and B-convexity are isomorphic topological Maslov's semimodules structures and, consequently, all that has been proved in the framework of B-convexity holds, with obvious lexical modifications, in Max-Plus convexity.
To be more precise, for x and y in M n let d M + (x, y) = e x − e y ∞ where e x = (e x 1 , . . . , e x n ), with the convention e −∞ = 0, and, for u ∈ R n + , u = max 1 i n x i . The map x → e x is a homeomorphism from M n with the metric d M + to R n + endowed with the metric induced by the norm · ∞ ; its inverse is the map ln(x) = (ln(x 1 ), . . . , ln(x n )) from R n + to M n , with the convention ln(0) = −∞. One can easily show that a subset C of M n is Max-Plus convex if an only if, for all n ∈ N \ {0}, for all (x 1 , . . . , x n ) ∈ C n and for all (t 1 , . . . , t n ) ∈ [−∞, 0] n such that max{t 1 , . . . , t n } = 0 one has n i=1 (x i + t i 1 n ) ∈ C (see Fig. 6 ). The Max-Plus convex hull of a subset of M n is the smallest Max-Plus convex set which contains it.
One can now see that the following two assertions hold, and are equivalent:
(1) A subset C of M n is Max-Plus convex if and only if the set {e x : x ∈ C} is a B-convex subset of R n + . (2) A subset C of R n + is B-convex if and only if the set {ln(x): x ∈ C} is a Max-Plus convex subset of M n .
In other words the map x → e x is order preserving homeomorphisms which sends Max-Plus convex sets to B-convex sets.
Conclusion
Max-Plus convexity and B-convexity are isomorphic and homeomorphic structures; to be more precise one could say that they are isometric topological Maslov semimodules, over isomorphic semirings, respectively R ∪ {−∞} and R + . But only as finite-dimensional algebraic-topological structures. Discrete versions of Max-Plus convexity have no natural counterpart in B-convexity. On the other hand, infinite-dimensional Maslov semimodules structures naturally occur, either in Max-Plus or B-convexity.
The proofs given in this paper heavily rely on coordinates, and therefore on the finite dimension of the structures involved. One could have obtained these results using different means borrowed from [6] or [15] . But the techniques used in those papers are much more involved than the direct proofs presented here, which have the further advantage of being somewhat similar to the classical proofs under usual convexity assumptions.
