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ABSTRACT 
Estimates are made of  the effect of  perturbations of  the power series coeff icients on the coeff icients 
of  corresponding Pad6 approximants. Thenotor ious i l l  condit ioning of  the Pad6 equat ions in certain 
" ideal" cases is shown to be a symptom of  an inherently ill condit ioned problem. 
1. INTRODUCTION 
Assume that a function, S(z), exists with a Maclaurin ex- 
pansion 
oo  
S(z) = k~O ckzk (1.1) 
The [re, n] Pad6 approximant, Sm, n (z), is defined to be 
the rational function 
m i p.z 
Pm (z) i=0 1 
Sm, n (z) -- qn(Z) -- --n---~. (1.2) 
j= 0 qJ a.zJ 
such that 
[j=~0qjzJl[k~0 ckzk]-i=~ 0 pizi=0(zm+n+l).  (1.3) 
Equation (1.3) reduces the determination of the de- 
nominator coefficients to solving 
[b, S] ~ = 0 (1.4) 
where 
= (q0'ql ..... qn )T,  
b i = Cm+ i , {sij} = Cm+i_ j 1 ~ i, j ~ n 
and cj = 0 fo r j<  O. 
By convention the coefficient q0 may be set to unity 
and the coefficients n {qi}i_ 1 are then determined by 
s ~ = -b (1.S) 
where 
~= (ql ..... qn )T" 
The numerator coeffidents, p, may then be obtained 
using 
p = R 9m (1.6) 
where 
qm = (q0 'q l  . . . . .  qm) T with q j= 0 i f j>n ,  
and R is the lower triangular matrix, {rij ) = ci_ j
1.,~i, j~  n, with cj = 0 for j<  0. 
Thus it may be seen that the calculation of Sm,n(Z )
requires the values of the first (re+n+1) coefficients of 
the Maclaurin series (1.1) and that the {Pj)~=0 may be 
regarded as functions of the (cj} forj E C m = [0,m+n+l] 
n and the (qi}i=l as functions of the {Ck) for 
k ~ C n = [max (0,m-n+1), re+n- l ] .  
The coefficient matrix, S, in (1.5) may be extremely ill 
conditioned and various approaches have been advocated 
for obtaining a reliable and accurate solution when 
using real arithmetic [6,11]. In section 2 it is shown 
that the ill conditioning of the linear system is just a re- 
flection of the ill conditioning of the original problem 
with respect o small perturbations in the power series 
coefficients. This means that small changes in the power 
series coefficients (for example those introduced when 
exact coefficients are represented as floating point 
numbers) may lead to large changes in the coefficients 
of the Pad6 approximant no matter how these coefficients 
are calculated. Numerical examples of this phenomenon 
are presented in section 3. Computational estimates of 
the magnitude of these induced changes in the Pad6 
coefficients using currently available software are con- 
sidered in section 4. 
2. SENSITIVITY OF THE PADI~ COEFFICIENTS TO 
SMALL CHANGES IN THE DEFINING POWER 
SERIES 
The perturbation ~Pk (Sqk) in the k th numerator (de- 
nominator) coefficient corresponding to a perturbation, 
o, in the power series coefficient, Or, may be quantified 
by 
apk and 6q(k r) Oqk (2.1) 
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Thus by considering the denominator coefficients as func- TABLE 1. Growth of I1~111 and I1~11: for f(z) = z -1 loge(l+z)~ 
tions of the power series coefficients {c i} i E C n, partial 
s~(r) +Tf l+g =_0 
where 
Tij = 8m+i-j,r'  fii = am+i : '  8i,j 
and ~r) = aq_!i r e C n. 
ac r 
Similarly, from (1.6), 
~(r7 = R ~i(r) +v a 
where Vij = ~i-j,r' 13! r) = aPi r E C an 





The effect on the Pad6 approximant, (1.2), may also be 
considered. Assuming that z is fixed, the perturbation 
8Sm, n(Z) may be approximated by
8 Sm, n(Z) ~ o aSm, n(Z7 (2.4) 
ac r 
where aSm, n (Z)=13Q-QP,P= m pizl ' 
ac r Q2 i~ 0 
aPi 
i=O a-~cr zl' 
with similar expressions for Q and (~. 
Formulae (2.2) and (2.3) quantify the sensitivity of the 
Pad~ approximant coefficients and (2.4) gives the 
sensitivity of the approximant. 
3. NUMERICAL EXAMPLES 
In this section the effects of a perturbation, o  of the 
power series coefficient, Cm, are considered for the case 
of diagonal Pad~ approximants (i.e. m=n in (1.2)7. 
Equations (2.27 and (2.37 now become 
S ~(m) = T fl (3.1) 
and 
~(m) = R ~(m) +d (3.2) 
where d = (0,0 ..... 0,qm )T. 
Numerical experiments were carried out using the func- 
tions (1 +z) 1/2, (l+z) -1/2, z-1 loge(l+z) and e z [7]. 
The range of values ofo used was 10 -k for k=8,10,12, 
14. All floating point calculations were performed on an 
iCL 2960 running the EMAS operating system and using 
the FORTRAN 77 compiler. Quadruple precision 
arithmetic mplemented with a 14 byte mantissa 
(approximately 33decimal digits) was used throughout. 
Care was taken to minimize the loss of accuracy when 
power series coefficients were transformed into floating 
point. 
1113(m)l11 m 
1 0.83 e 00 
0.96 e 01 
0.99 e 03 
0.32 e 05 
0.11 e 07 
0.36 e 08 
0.12 e I0 
0.44 e 11 
0.16 e 13 
lisa(re)Ill 
0.13 e 01 
0.39 e 02 
0.13 e 04 
0.45 e 05 
0.14 e 07 
0.46 e 08 
0.17 e 10 
0.61 e 11 
0.21 e 13 
The vectors p, g, ~ and ~ were computed exactly for 
various values of m using the multiple precision arith- 
metic facilities in ALTRAN [3]• The values of the 
numerator and denominator coefficients for the perturbed 
problem were calculated using quadruple precision 
versions of the LINPACK Gauss elimination routines 
SGECO and SGESL [5]. The routine SGECO factors the ' 
coefficient matrix into its upper and lower triangular fac- 
tors and SGESL solves the system for a given right hand 
side. In addition, SGECO returns an estimate, KL(S), of 
the condition umber, K(S) where 
K(S) = [IS-11[~ [[SII 1 (3.3) 
This estimate is always an underestimate and Dongarra 
et al [5] give the following bounds 
rK(S)< KL(S) • K(S 7 
where r = 0(.1). 
For all the functions considered the val. ues of both 
[[~][1 and [[gill increased rapidly as m was increased. 
Table I gives these values for m--1 to 9 for the func- 
tion z -1log e (1 + z). This shows that changes of 10 -10 
in the defining power series coefficients may cause large 
absolute changes in the coefficients of the Pad~ 
approximant. In fact for smaller values of o considered 
8p(km)-- and 8q(km)-- deemed by (2.1) are reasonable a pos 
teriori estimates to the changes produced in the Padd 
coefficients. 
From (2.2) 
s § = -T  ~ - I; = - r  
=~ I[~[[ 1¢ [[s-l[[~ [[r[] 1 (3.4) 
In general, the dominant factor in both (3.3) and (3.4) 
is [[S-1111 , thus it may be expected that the condition 
number estimate returned by SGECO will be a reason- 
able estimate of the value of []~[[1" 
Taylor [10] gives some theoretical bounds on K(S) for 
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TABLE 2. Condition number estimates for 










I1~111 K(S) KL(S ) KT(S ) 
0.13 e 01 0.10 e 01 0.10 e 01 0.51 e 01 
0.39 e 02 0.50 e 02 0.44 e 02 0.41 e 02 
0.45 e 05 0.81 e 05 0.60 e 05 0.52 e 04 
0.46 e 08 0.91 e 07 0.73 e 08 0.89 e 06 
0.61 e 11 - 0.85 e 11 0.17 e 09 
- - 0.98 e 14 0.35 e 10 
- - 0.43 e 22 0.25 e 16 
- - 0.19 e 31 0.19 e 22 
TABLE 3. Effects of  a perturbation,o, n c 9 for the 











coeffs of x i poles 
o=0 o=10 -10 o=0 o=10 -10 
1.00 1.00 -1.01 40.52 
4.23 1.92 -1.10 -1.02 
7.41 -1.39 -1.27 -1.12 
6.92 -6.57 -1.59 -1.33 
3.71 -6.93 -2.20 -1.75 
1.14 -3.43 -3.48 -2.66 
1.90 e -1 -8.45 e -1 -6.93 -5.08 
1.48 e -2  -9.38 e -2  -2 .24e l  -1.60 e l  
3.70 e -4  -3.30 e -3  - - 
Gram matrices. In particular he gives the bound, KT(S), 
for the n th order Hilbert segment 
KT(S ) ~ 16---n (3.5) 
n~ 
A comparison of these estimates along with the true 
value of  IIS-1111 , calculated using ALTRAN, is given in 
table 2. 
The first two columm of table 3 compare the denomina- 
tor coefficients o f the [8,8 ] approximant to z -1 log e (1 +-z) 
for o = 0 and o = 10 -10, and illustrate the large absolute 
changes which may occur in the coefficients. 
In sharp contrast he effects of these perturbations on 
the evaluation of  the Pad6 approximant for a given value 
of  z are usually quite small. This effect has been noted 
by Luke [7] who also gives numerical examples. The 
quantity 8 Sm, m (z), (2.4), was evaluated for various 
values of  z and table 4 shows the results for the function 
TABLE 4. Values of 8 Sm, m (z) for f(z) = z -1 loge(l+z ) 
m 0.25 
1 0.67 e 0 
2 0.71 e 0 
3 0.60 e 0 
4 0.54 e 0 
5 0.48 e 0 
6 0.42 e 0 
7 0.38 e 0 
8 0.34 e 0 
9 0.30 e 0 
Z 
0.50 1.00 5.00 10.00 
0.47 e 0 0.24 e 0 -0.36e-1 -0.40e-1 
0.64 e 0 
0.43 e 0 
0.36 e 0 
0.27 e 0 
0.22 e 0 
0.17 e 0 
0.14 e 0 
0.11 e 0 
0.94 e0  0.69 e 1 0.12 e 2 
0.72 e 0 0.28 e 2 0.70 e 2 
0.92 e 0 
0.87 e 0 
0.95 e 0 
0.94 e 0 
0.97 e 0 
0.97 e 0 
0.14 e 3 0.52 e 3 
0.64 e3  0.37 e4  
0.30 e 4 0.26 e 5 
0.14 e 5 0.19 e 6 
0.63 e 5 0.14 e7 
0.29 e 6 0.11 e 8 
z -1log e (1 +z). Inside the region of  convergence of the 
Maclanrin series the values are generally hss than unity 
and decrease as m increases; outside that region the 
values increase with m. This behaviour is typical of  all 
the functions considered. 
Small errors in the defining coefficients, which in turn 
lead to Larger changes in the numerator and denominator 
coefficients, may cause defects [1,2] to occur in regions 
which were previously pole free. The example presented 
in the last two columns of table 3 illustrates this point. 
For the unperturbed case all the roots are safely in the 
left half plane, the small perturbation to c 9 causes a 
pole to appear around 0.52. The effects of  this pole are 
very localized and are highly unlikely to cause trouble 
numerically. A discussion on the use of  Pad6 approxi- 
mants to estimate the position of  poles and zeros of  
analytic functions is'given by Pindor [8]. 
4. THE NUMERICAL CALCULATION OF PADE 
APPROXIMANTS 
In this section several methods for solving the linear 
systems (1.4) and (1.5) are considered. If computation- 
al results are to be regarded as reliable an estimate of  
the sensitivity of  the original data I1~1]  defined by (2.1) 
is required. Since, in general the dominant erm of (2.2) 
is IIS-1111 , an estimate of  the form rK(S) where r is the 
maximum error in the power series coefficients hould 
give an order of  magnitude stimate of  the sensitivity. 
This error estimate may be misleading if the coefficient 
matrix S is not properly scaled (see [5] for more details). 
As well as the general Gauss elimination routines LIN- 
PACK offers two other methods for solx6ng (1.4) and 
(1.5). 
(i) The system, (1.5) may be recast in the form : 
H "g ---- -_~ (4.1) 
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where {h..} = c • • defines a symmetric matrix 13 re+n+1-1-J 
and _~, ~ are the vectors b, ~ defined in (1.4) and (1.5) 
but with their elements in the reverse order. 
System (4.1) may be solved using the method of Bunch 
and Parlett [4], which takes account of the symmetry of 
the matrix to reduce both the storage required and the 
operations count. The method is implemented by LIN- 
PACK routines SSICO and SSISL which, like the general 
Gauss routines return an estimate of the condition um- 
ber, KBp (S). 
ii) The underdetermined homogeneous system, (1.4), 
may be solved using singular value decomposition [9,p. 317]. 
The right singular vector corresponding to the zero sin- 
gular value is the required approximation to ~ in (1.4). 
The required normalization is then obtained by dividing 
through by the calculated value of q0" An estimate of the 
condition umber, KSvD(S ), may be obtained by 
_ °max 
KSvD(S) 
where Omax, amin, are the maximum and minimum sin- 
gular values respectively. The LINPACK routine, SSVDC, 
implements he singular value decomposition. 
In all the numerical experiments reported below qua- 
druple precision versions of the LINPACK routines were 
used to solve the systems associated with diagonal 
approximants. With the power series coefficients correct 
to machine precision then as a rule of thumb ([5] p.I 9). 
ff K(S) = 10 k then the solution of the linear system com- 
puted in t-digit (decimal) arithmetic will have no more 
than t-k accurate figures, provided S is properly scaled. 
Table 5 compares the condition umber estimates ob- 
tained with the actual number of digits lost for the 
function z-1 log e (1+ z). The condition umber estimates 
give a good indication of the underlying Sensitivity and, 
with the exception of the exponential function, this 
was true of all the functions considered. 
The results obtained for the exponential function 
demonstrate hat the coeffcient matrix may need to be 
scaled. The first two columns of table 6 show the num- 
ber of digits lost and the value of KL(S ) for the unscaled 
problem. If the rows are scaled, prior to conversion to 
floating point, so that the maximum row element is 
unity, then the condition umber estimate is reduced, 
(see columns three and four of table 6), but is still an 
overestimate. With the exception of the exponential 
function scaling the coefficient matrix in this way had 
little or no effect on the condition umber estimates. 
The results obtained using all three algorithms were 
generally very similar. The exception being the exponen- 
tial function for which the method of Bunch and Parlett 
and singular value decomposition both lead to a far 
greater loss of accuracy for higher order approximants 
than the straightforward Gauss elimination. Table 7 
shows the maximum number of digits lost in the de- 
nominator coefficients for each method when applied 
to the exponential function. 
Finally, the lower operations count of Bunch and Par- 
lett's method was only translated into a faster execution 
TABLE 5. Digits lost v. condition umber estimates for 































TABLE 6. Comparison of scaled and unscaled coefficient 


























TABLE 7. Comparison of the accuracy of methods on 
the unscaled problem for f(z) = e z 
Number of Digits Lost 
SGECO/SGESI SSICO/SSISL SSVDC 
2 2 3 
5 5 8 
8 10 14 








15 19 30 
20 27 >33 
speed for orders greater than ten. The singular value 
decomposition was approximately five times slower 
than Gauss elimination. 
5. CONCLUSION 
The coefficients of a Pad6 approximant have been 
shown to be very sensitive to small changes in the 
defining power series coefficients, and ill-conditioning 
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of the Pad~ equations i a reflection of this sensitivity. 
If real arithmetic is used to calculate the coefficients of 
a Pad~ approximant and the approximant is of high 
enough order, the rounding error introduced by repre- 
senting the power series coefficients as floating point 
numbers may be magnified to such an extent hat few 
significant figures will result; although the effects on the 
value problem are generally very slight. 
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