Abstract-The current study presents an improved genetic algorithm(GA) for the flexible job shop scheduling problem (FJSP). The coding is divided into working sequence level and machine level and two effective crossover operators and mutation operators are designed for the generation and reduce the disruptive effects of genetic operators. The algorithm is tested on instances of 10 working sequences and 10 machines. Computational results show that the proposed GA was successfully and efficiently applied to the FJSP. The results were compared with other approaches, such as traditional GA and GA with neural network. Compared to traditional genetic algorithm, the proposed approach yields significant improvement in solution quality.
I. INTRODUCTION
The flexible Job-shop scheduling problem (FJSP) is a generalization of the classical JSP, where operations are allowed to be processed on any set of available machines. FJSP is more difficult than the classical JSP because it introduces a higher decision level beside the sequencing one, i.e., the job routes. The machine among the available ones that will be used to process each operation must be chosen to determine the job routes [1, 2] .
ChaoYong Zhang et al. proposed a new enhanced neighborhood structure to solve a JSP using the tabu search approach. This new neighborhood structure can be combined with the appropriate move evaluation strategy and parameters. Computational results show that the proposed approach dominates all others in terms of both solution quality and performance in rectangular problems [3] . Ye Li and Yan Chen presented a kind of genetic algorithm to solve the agile JSP, where the initial population was generated randomly. Two-row chromosome structure was adopted based on working sequence and machine distribution. The relevant crossover and mutation operation also designed [4] . Taıcir Loukil et al. proposed a multi-objective simulated annealing approach to tackle the production scheduling applied in a flexible (or hybrid) job-shop with particular constraint problem. The different objectives, such as considered simultaneously, among the makespan, and the mean completion time, the maximal tardiness, the mean tardiness, should be considered simultaneously [5] . J. Heinonen and F. Pettersson applied a hybrid ant colony optimization (ACO) algorithm to a well known job-shop scheduling problem. The ACO tried to preserve and improve existing solutions, and a post-processing algorithm is applied to the tour of an ant upon its completion [6] . Young Su Yun proposed a new genetic algorithm (GA) with fuzzy logic controller (FLC) for dealing with preemptive job-shop scheduling problems (p-JSP) and non-preemptive job-shop scheduling problems (np-JSP) [7] . Borstjan and Peter proposed an alternative method to avoid infeasibility by incorporating a repairing technique into the mechanism for applying moves to a schedule [8] . Lars Mö nch et al considerd modified genetic algorithm for complex job shops. The considered job shop environment contains parallel batching machines, machines with sequence-dependent setup times and reentrant process flows [9] . Davis (1985) proposed the first GA-based technique to solve scheduling problem, and GA has been used with increasing frequency to address scheduling problems. The GA utilizes a population of solution in its search, making it more resistant to premature convergence on local minima [10, 11] . Jose Fernando Goncalves et al. presented a hybrid GA for the JSPs. The chromosome representation of the problem was based on random keys. The schedules were constructed using a priority rule in which the priorities are defined using a GA. The computational results validated the effectiveness of the proposed algorithm [12] . Masato Watanabe proposed the modified GSA (mGSA) for solving the JSP that did not need such crossover operator. The mGSA was shown to have better performance than existing GAs [13] . Lars Monch et al. considered a modified shifting bottleneck heuristic approach for complex job shops. The considered job shop environment contained parallel batching machines, machines with sequence-dependent setup times and reentrant process flows. The shifting bottleneck heuristic was used to decompose the overall scheduling into scheduling problems for single tool groups. The suggested genetic algorithm is hybridized with dispatching rules to allow for a relatively quick solution scheme [14] . Alain Cardon et al. proposed an original solution based on GAs that allowed the determination of a set of good heuristics for a given benchmark. Their model described a way to obtain new scheduling with agent negotiations. Their model aimed to reduce the delay in an existing solution and to obtain better scheduling at the end of the planning [15] . Young Su Yun proposed a new GA with fuzzy logic controller (FLC) for dealing with preemptive JSPs and non-preemptive job-shop scheduling problems. The proposed algorithm considered the preemptive cases of activities among jobs under single machine scheduling problems [16] . Raid Al-Aomar described a parameter design approach that incorporated Taguchi's robustness into the GA search for optimal stochastic outputs of discrete event simulation. The proposed approach aimed to provide the settings to model control parameters, in which a certain model that had the best performance and was less sensitive to variations in model random (noise) factors is produced [17] . Pezzella, Morganti and Ciaschetti presented a genetic algorithm for the Flexible Job-shop Scheduling Problem. The algorithm integrated different strategies for generating the initial population, selecting the individuals for reproduction and reproducing new individuals. Computational result proved that genetic algorithms were effective for solving FJSP [18] .
Previous studies on the application of GAs to JSPs stated that GAs highly dependent on how the chromosomes are decoded. The current study creates a university mathematical model for FJSPs. The proposed model aims to minimize makespan. A genetic optimization process based on GA will be developed, which includes initialization population and two level coding and crossover and mutation operators based on working sequence coding and machine distribution coding. The neighborhood structure is extended and the globally optimal solution is obtained. The algorithm was then used to solve the FJSP problem of 10 working sequences and 10 machines. The Gantt chart of the processing route was created, and the completion time of all jobs was minimized.
II. MODING THE JOB-SHOP SCHEDULING PROBLEM
The FJSP is a generalization of the classical JSP. In the static JSP, finite machines process finite jobs. Each job consists of a predetermined sequence of task operations, each of which needs to be processed without preemption for a given period on a given machine. Tasks of the same job cannot be processed concurrently and each job must visit each machine only once. Each operation cannot commence until the processing is completed or if the precedent operation is still being processed. A schedule is the assignment of operations to time slots on a machine. The makespan is the maximum completion time of the jobs and the objective of the JSSP is to find a schedule that minimizes the makespan.
In the current study, the flexible case where stages might be skipped was considered. Each job is a chain of operations, each of which has to be processed on a given machine at a given time. Indicate which task is referred to determine if the completion time of the very last operation is minimal. The chain order of each job has to be maintained and each machine can only process one job at a time. No job can be preempted; an operation must be completed once it starts; two operations of a job can not be processed simultaneously; no more than one job can be handled on a machine at a time; all operations have the same priority level; there is no setup and idle time; there is no break time; all machines are available at zero in the usage time; machine efficiency is 100%; the money value is not considered. The following additional definitions and notations will help in formulating the problem:
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GA is a local search algorithm that follows the evolution paradigm. Starting from an initial population, the algorithm applies genetic operators to produce offsprings (corresponds to exploring theneighborhood in local search terminology), which are presumably more fit than their ancestors. At each generation (iteration), every new individual (chromosome) corresponds to a solution, i.e., a schedule of the given FJSP instance. The strength of GA with respect to other local search algorithms can be attributed to the fact that more strategies can be adopted in a GA framework together to find individuals to add to the mating pool, both in the initial population and in the dynamic generation phases. Then, a more variable search space can be explored at each algorithm step. The overall structure of the proposed GA can be described as follows:
Step 1. Coding: The two-level coding is proposed, where the first level is the working sequence coding and the other level is the machine coding. Each chromosome represents a solution for the problem.
Step 2. Initial population: The initial chromosomes are obtained using a combination of two assignment sequences (global minimum and random permutation of jobs and machines) and a mix of three dispatching rules for sequencing.
Step 3. Fitness evaluation: The makespan is computed for each chromosome in the current generation.
Step 4. Selection: At each iteration, the best chromosomes are chosen for reproduction using one of three different methods, i.e., binary tournament, n-size tournament and linear ranking.
Step 5. Offspring generation: The new generation is obtained by changing the assignment of the operations to the machines (assignment crossover, assignment mutation, and by changing the sequence of operations (POX crossover and PPS mutation). These rules preserve the feasibility of new individuals. New individuals are generated until a fixed maximum number of individuals are reached. In the proposed approach, only the new individuals form the mating pool for the next generation, at each algorithm step.
Step 6. Stop criterion: Fixed number of generations is reached. The algorithm ends when the stop criterion is satisfied, and the best chromosome, together with the corresponding schedule, is given as output. Otherwise, the algorithm iterates through steps 3-5 again.
A. Coding based on Working Sequence and Machine
Defining an appropriate genetic representation (coding) is the first step in constructing the GA. A good representation is crucial because it significantly affects all the subsequent steps of the GA. Many representations for the JSP problem have been developed. 
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1) Coding based on Working Sequence
A chromosome is scanned from left to right, and the k-th working sequence is expressed by the kth working sequence number. For example, suppose a chromosome is given as [1 2 2 1 3 1 2 3] in Table 1 , where 1 implies operation of job 1 J , 2 implies operation of job 2 J , and 3 implies operation of job 3 J . Job 1 J appears thrice in the chromosome, thus implying that the working sequence is 1, 2, and 3.
2) Coding Based on Machine
If the number of the machine type t(t > 1), the genes in each chromosome will be divided into t parts, each representing one type of machine. Each operation can only be assigned to the machines that are able to handle it. For example, suppose S 1 = {M 11 , M 12 , M 13 }, and three machines are chosen in the first working sequence in Table 1 . If g 1 =1, then machine M 11 is used in the first working sequence. Eight working sequences, and a chromosome is given as [2 1 2 3 1 2 3 2 ] in Table 1 , where the working machine number is [2 2 3 5 2 3 4 4] in the eight working sequences.
B. Fitness and Selection
The fitness function of each chromosome is defined to determine which chromosome will reproduce and survive into the next generation. The objective function should be optimized. The probability of survival of a chromosome increases when the fitness of the chromosome increases. In this study, the fitness function is defined as the function of the objectives function expressed as follows:
C. Crossover
Since the sequencing and assignment problems allow permutation encoding, various permutation crossover operators have been developed. The crossover process is used for breeding a pair of children chromosome from a pair of parent chromosomes using a crossover method. A binary vector of equal length as the permutation is filled at random. This vector defines the order in which the operations are successively drawn from parents 1 and 2. Thus, the parent and offspring permutations and the binary vector are considered in a list.
1) The Crossover Based on Working Sequence
Parent1 and Parent2 are selected as parent: 11 
2) The Crossover Based on Machine Distribution
In this example, a one-point crossover is considered. A crossover point is selected from two parents randomly. Example of crossover that distributes machine from parent is as follows: Position 7 is selected randomly. Two parents both have the operation 12 o , 13 o 35  34  87  99  111 55  161  139  180  130  88  228  13  14  15  16  17  18  19  20  21  22  23  24  Start time 180  225  139  180  228 272 272  297  161  230  246  228  End time  225  246  149  272  272 297 359  395  230  311  317  265  25  26  27  28  29  30  31  32  33  34  35  36  Start time 111  317  333  265  359 127 359  333  412  400  420  324  End time  127  333  385  324  405 196 400  412  491  420  474  411  37  38  39  40  41  42  43  44  45  46  47  48  Start time 385  412  491  455  503 420 405  569  491  481  503  481  End time  451  455  503  481  569 481 496  611  534  490  598  515  49  50  51  52  53  54  55  56  57  58  59  60  Start time 534  490  598  651  569 672 544  515  607  631  548  727  End time  548  544  651  672  607 727 619  609  631  666  557  822  61  62  63  64  65  66  67  68  69  70  71  72  Start time 534  666  651  716  672 768 631  795  619  822  864  855  End time  577  716  734  768  768 795 714  864  662  855  909  881  73  74  75  76  77  78  79  80  81  82  83  84  Start time 855  909  892  662  609 768 68  711  917  917  864  1012  End time  892  917  951  711  648 864 809  718  1012 945  957  1083  85  86  87  88  89  90  91  92  93  94  95  96  Start time 864  945  716  1034 951 941 1112 1189 1034 1083 948  957  End time  941  1034 793  1112 979 948 1189 1217 1076 1110 1027 1034  97  98  99 
D. Mutation
The mutation operation is critical to the success of the GA because it diversifies the search directions and avoids convergence to the local optima. A parent is selected and an operation is obtained randomly. For examples, an operation 23 o is inserted between 11 o and 31 o because the same operation has successive sequences.
IV. COMPUTATIONAL RESULT
The GA procedure described in Section 3 was implemented, and tested on instances of 10 working sequences and 10 machines. Consider an initial population of 40, iteration of 50, probability of mutation of 0.6, and probability of crossover of 0.8. The process time is brought randomly. The results are as follows. As can be seen in Table 3 , 601 indicates that job 6 is processed at working sequence 1, the start time is 0, and the end time is 35. Thus, 301 indicates that job 3 is processed at working sequence 1, the start time is 0, and the end time is 35, and so on. For example, in the fifth machine, job 6 is processed at working sequence 3 and the time form 111 min to 139 min, which have 10 working sequences and the end working sequence is that job 10 is processed at working sequence10, and the time form 1186 min to 1128 min. above shows a makespan of the above example is showed that the makespan is 1228. When the iterative number is 6 in Figure 1 , the optimal solution is 1228, and the iterative number for the population to attain stabilization is 15. In reference 18, the algorithm integrates different strategies for generating the initial population, selecting the individuals for reproduction and reproducing new individuals. We used their instance set which compare their GA with it, see Table IV.   TABLE IV. WORKING TIME OF FJSP [18] Job From the proposed GA, and tested on instances of 3 working sequences and 4 machines. The process time is brought at table 2. The results are as follows.
As can be seen in Table 6 , 101 indicates that job 1 is processed at working sequence 1, the start time is 0, and the end time is 4. Thus, 102 indicates that job 1 is processed at working sequence 2, the start time is 4, and the end time is 5, and so on. When initial assignments is Assignment Rule 1 [18] , the makespan is 11 from table 6 and figure 3, and when initial assignments is Assignment Rule 2 [18] , the makespan is 12 from figure 4. Both algorithms start with a group of randomly generated population, and both have fitness values to evaluate the population. The GA updates the population and searches for the optimum with random techniques. They also have memory, which is important to the algorithm. In improved GA, chromosomes share information with each other. So the whole population moves like one group towards an optimal area.
V. CONCLUSIONS
The current study developed a GA for the FJSP. An extensive computational study shows that the proposed algorithm outperforms other known GAs for the same problem. Thus, the GA framework is effective for developing efficient algorithms for FJSP, particularly when different strategies are integrated for selection and reproduction, as the procedures for finding an initial population are adopted. Finally, the proposed algorithm was tested on 10 machines and ten processes and compared with other algorithms. In summary, the obtained results show the effectiveness of the proposed approach, and the computational result shows that the improved GA can obtain better solutions than the other algorithms. However, the improved GA is not better than tradition GA in terms of the elapsed time for global search. We also compare our developed model with the models in the literature 18 to highlight the relative advantages of our model.
