ABSTRACT The so-called Internet of Things (IoT) aims at connecting every single object to the Internet with the purpose to automate every aspect of daily life. The IoT relies heavily on wireless low-power and lossy networks (LLNs) that collect information from the physical world and send the measurements to data aggregation and processing nodes. Most LLNs operate in the non-licensed industrial, scientific, and medical radio band, which is shared by a considerable number of systems. Coexisting wireless systems cause interference to each other, limiting their achievable performance. Multichannel communications enable frequency diversity, which in turn provides robustness against interference as well as increased network capacity. There is a considerable interest in multichannel medium access control (MAC) protocols for LLNs, including an evolving standard for the MAC layer of LLNs. In this paper, we review the latest advances in the topic and introduce a new classification framework for multichannel MAC protocols for LLNs. While our framework builds on previous review and classification studies, it adds aspects of a MAC protocol that reflect its interactions with the surrounding network stack. Seeing the resource constraints of the LLN devices, the study of such interactions-which is missing in prior classification efforts-can be the key for improving future designs. Relevant protocols published since 2006 are discussed and classified using the presented framework, including the recent multichannel MAC protocols for LLNs, such as the latest version of the IEEE 802.15.4 standard for time slotted channel hopping.
I. INTRODUCTION
The Internet of Things (IoT) refers to ''things having identities and virtual personalities operating in smart spaces using intelligent interfaces to connect and communicate within social, environmental, and user contexts via the Internet'' [1] . The IoT is expected to provide advanced connectivity of devices, systems and services, and covers a variety of protocols and applications in several domains [2] . Industrial control and monitoring, home automation and the field of consumer electronics, environmental and health monitoring, security and military sensing, asset tracking and supply chain management, and intelligent agriculture are just some examples of application domains that could be disrupted by the rise of IoT [3] - [8] .
The practical realization of the IoT is based on multiple technologies, such as IEEE 802.11 (WiFi) [9] , [10] , Bluetooth [11] , [12] , telephone data networks, wireless ad hoc networks and low-power and lossy networks. Low-power and Lossy Networks (LLNs) [13] are composed of (a large number of) low-end energy-constrained devices that communicate in a multi-hop fashion at low data rate over lossy unreliable links using small frames. Though most of them are deployed as wireless ad hoc networks [3] , LLNs show resource constraints that set them apart from other traditional wireless ad hoc networks, such as vehicular (VANET) [14] and mobile ad hoc networks (MANET) [15] - [17] , as shown in Table 1 .
MAC protocols proposed for traditional wireless ad hoc networks [18] - [22] keep the radio always on, require multiple transceivers at each node, or generate high medium access control overhead [23] - [25] . On the other hand, LLN devices use single half-duplex transceivers and turn off the radio periodically to save energy, this operation is known as Radio Duty Cycling (RDC). Moreover, the control overhead is significant when compared to the small size of the data packets involved [26] . For all the above reasons, MAC protocols specifically devoted to LLNs have been designed, such as the ones reviewed in [27] - [32] . The vast majority of IoT networks operate in the nonlicensed ISM band and cause interference to surrounding systems using the same band [10] , [33] - [36] . Fig. 1 shows the overlap of the channels defined in the standard IEEE 802.11 for local area networking and the ones specified for low-power wireless networks in the IEEE 802.15.4 standard for the physical layer of LLNs. In the struggle for the available spectrum, LLNs' resource-constrained devices are among the weakest in the wireless arena, when it comes to radio output power. Therefore, mechanisms that enable the coexistence of LLNs with other systems operating in the ISM band are required. In addition to the coexistence problem, the requirements for LLNs in terms of throughput, latency and robustness tend to increase, as new applications emerge.
A potential solution to the issues raised above, is the use of multiple radio channels [37] . Multichannel operation creates frequency diversity, which combats the effect of the interference caused by external and internal sources, increases the network capacity and reduces the contention for the medium [32] . Most LLN hardware supports multichannel operation in its half-duplex radio transceiver. As an example, the well-known CC2420 radio transceiver from Texas Instruments [36] , can hop between 16 channels. The support for this multichannel operation is also present in the LLNs' operating systems (OSs), such as Contiki [38] and TinyOS [39] . As a result, many multichannel MAC protocols have been proposed [26] , [28] , [32] , [40] . This paper introduces a new classification framework for multichannel MAC protocols for LLNs, that builds on prior review studies [28] , [29] , [32] , but extends them with a more in-depth analysis. Its main contributions are:
• A new classification framework, including new methodologies used in the field and stressing the interactions of the MAC layer with the lower and upper layers of the network stack.
• A classification of multichannel MAC protocols for LLNs, following the proposed framework, including more than 30 protocols proposed from 2006 until the beginning of 2017. A short but to-the-point explanation is provided to motivate the classification of each protocol. The attention devoted to the interactions between the MAC layer and the other layers of the network stack is motivated by the well-accepted idea that the protocol design for resource-constrained devices must take advantage of crosslayer interactions. Thanks to those interactions, the (traditionally independent) layers of the network stack can exchange information to coordinate their behavior. This coordination can help, for example, to save energy.
II. BACKGROUND ON LOW-POWER AND LOSSY NETWORKS
The application domain of LLNs includes military applications, for surveillance [41] , self-defense and survival purposes [42] ; environmental monitoring, such as volcanic activity monitoring [43] and the ZebraNet project [44] ; body area networks for patient monitoring [45] , [46] and emergency response [47] ; smart metering, such as the NAWMS project [48] ; and farming and equipment monitoring [3] . The vast majority of LLNs, such as the ones just mentioned, share the following characteristics:
• Large number of low-end devices: up to several hundreds of devices with 16-bit processors and RAM/ROM capacities in the order of kilobytes (KB).
• Unreliable lossy links with low data rates: the devices include single half-duplex radio transceivers with maximum data rate of 250 Kbps and maximum output power of 0 dBm.
• Multihop communications: covering large areas with low-power radios requires multihop communications.
• Small frame size: the typical frame size is 127 bytes. [3] .
FIGURE 2.
The most important standardized protocols stacks for LLNs.
FIGURE 3.
Traffic patterns in WSNs: Convergecast (3a), Multicast (3b), Flooding (3c), and Local Gossip (3d).
• Energy scarcity: battery-powered devices with little human intervention for recharging or replacing the batteries, and expected network lifetime in the order of months or years. Optionally, LLNs can include energy scavenging mechanisms [49] - [52] .
LLNs offer several advantages in terms of scalability, cost, flexibility, accuracy and ease of deployment when compared to traditional wireless ad hoc networks in the aforementioned applications. However, their unique characteristics and limitations pose challenges in terms of hardware, protocols and applications design, as summarized in Table 2 [3] .
Most multichannel MAC protocols reviewed in this paper, have been designed for WSNs. In most WSN applications, the sensor nodes send the data to one or more collection points (the sinks) using multi-hop communications [53] . The predominant traffic pattern in these applications is therefore multipoint-to-point. This traffic pattern, depicted in Fig. 3a , is known as convergecast. However, other traffic patterns appear, such as the ones shown in Fig. 3 . Point-to-multipoint communications can be required to update configuration parameters at the nodes, trigger a global repair of the routing tree, or send queries to sensors. Point-to-multipoint communications can rely on multicast transmissions, to reach more than one node with the same packet (nodes 2, 3 and 7 in Fig. 3b ), or flooding (broadcast), in which all nodes in the network should receive the information, as shown in Fig. 3c . In addition, communication between neighbors is useful for control information exchange and data aggregation purposes. This point-to-point-based local traffic is known as local gossip, see example in Fig. 3d .
The integration of LLNs in the Internet and the World Wide Web, has given rise to several standards (cf. Fig. 2 ) for the various OSI layers. At the application layer, the Internet Engineering Task Force (IETF) has defined the Constrained Application Protocol (CoAP) [54] , as a lightweight alternative to the Hypertext Transfer Protocol (HTTP) [55] , [56] . Though both the Transmission Control Protocol (TCP) [57] and the User Datagram Protocol (UDP) [58] could be used in LLNs, most applications rely on UDP traffic (e.g. CoAP), in order to avoid the high control overhead generated by TCP. At the network layer, the IPv6-compatible Routing Protocol for Low-Power and Lossy Networks (RPL) [59] - [61] is the de facto routing standard. RPL creates a routing tree towards the sink in the form of a destination-oriented directed acyclic graph (DODAG), thus defining parent-children relationships along the gathering tree (e.g. in Fig. 3a , nodes 5 and 6 are node 3's children, and node 7's potential parents). The study in [62] summarizes RPL and highlights some of its weaknesses for its future exploitation. The IPv6 over Low-Power Wireless Personal Area Networks (6LoWPAN) [63] , [64] [65] , [66] . From there on, ZigBee and WirelessHART build their own network stack up to the application layer; the former oriented to general LLN applications, and WirelessHART specifically designed for process measurement and control applications using LLNs.
The classification in this paper is oriented to MAC-layer protocols, on top of the IEEE 802.15.4 PHY specification, that use multiple channels for communication in multihop networks. Star-based solutions, such as LoRaWAN [67] and SigFox [68] , which are low-throughput long-range solutions, are out of the scope of this classification.
III. PREVIOUS REVIEW AND CLASSIFICATION WORK
Many MAC protocols for operating on the IEEE 802.15.4 PHY layer have been proposed over the years and various efforts have been carried out to classify them [27] , [30] , [40] , [69] . The variety of protocols and survey papers on the subject is so vast that meta-surveys, such as [70] , have been published to organize the review efforts. In the area of multichannel protocols, in particular, the review works published in [28] , [29] , and [32] stand out.
The work in [28] includes a capacity analysis of multichannel communications in LLNs and the proposed taxonomy includes the main characteristics of multichannel MAC protocols. The study in [29] reviews various protocols in a detailed way and extracts their main characteristics, but does not follow a particular classification framework. Nevertheless, it shows a table that summarizes some important aspects and parameters of the presented protocols. EkbataniFard and Monsefi [29] also contribute by pinpointing the sources of energy loss caused by the MAC protocol, including the impact of multichannel operation.
The classification in [32] focuses on channel assignment methods and compares them with the ones used in cellular and wireless mesh networks. The authors emphasize the existence (yes or no) of explicit negotiation for assigning channels. The study in [32] also provides a summary of the characteristics and benefits of multichannel communication in WSNs. Three network architectures for multichannel communication are proposed, based on convergecast traffic towards the sink. The first architecture only includes sensor nodes and the sink, the second one includes aggregator nodes, and the third one allows communication between aggregators. Table 3 shows the features involved in the multichannel MAC protocol classification and in which of the three related review works-namely, [28] , [29] , [32] -they appear (note that the exact naming can differ from one author to the other). The detailed explanation of the depicted classifiers, as well as their relationship with the current overview paper, is given in Section V. 
IV. MULTICHANNEL COMMUNICATIONS CHALLENGES IN WSNs
Multichannel communication can increase robustness against interference, as well as bandwidth availability in LLNs, at the expense of a higher complexity for organizing communication between the constrained nodes, also known as motes. The main challenges for multichannel communications in the context of LLNs are listed below:
When two nodes transmit at the same time on non-orthogonal channels (or actually the same channel), interference can be caused at their respective intended receivers. Using channels that are spectrally distant enough from each other can avoid this problem at the expense of less channels to choose from. This can limit the maximum number of concurrent transmissions. A detailed discussion of this subject can be found in [28] .
2) EXTERNAL INTERFERENCE
IEEE 802.11 networks, Bluetooth devices, and other machines, such as microwave ovens, pollute the frequency bands in which LLNs operate [10] , [11] , [71] , [72] . Multichannel communication can be a key tool to overcome these problems by using interference-aware channel assignment mechanisms and/or channel blacklisting [73] .
3) MULTICHANNEL HIDDEN TERMINAL PROBLEM
This appears when a node misses a RTS/CTS exchange in the common control channel (CCC) while communicating in some other channel. In Fig. 4 , node C and D are on channel C 1 VOLUME 5, 2017 while A and B exchange a RTS/CTS pair of messages in the CCC and agree to use channel C 2 for the data exchange. When C and D go back to the CCC, they are unaware of the reservation made by A and B, so a collision may occur if they decide to use C 2 while A and B are still using it.
There are two additional problems linked to this situation, as explained in [28] . The first problem is the traditional hidden terminal problem in multi-hop networks, in which two nodes outside their respective coverage areas transmit simultaneously to a node in between them, causing a collision [if C (or D) transmit to A simultaneously with B because they cannot hear the transmission from B]. The second problem is the sleep hidden terminal problem, as defined in [74] . The authors describe a situation in which a node misses the control information exchange because of being asleep. This situation is similar to the multichannel hidden terminal problem, but C and D are in sleep mode instead of in another channel, while A and B exchange the RTS/CTS.
4) MULTICHANNEL DEAF NODE
The multichannel deaf node problem [75] occurs when node A mistakenly assumes that node B is unreachable after trying to get a response from B, while A and B are inside their mutual coverage area but on different channels.
5) CONTROL CHANNEL BOTTLENECK (CCB)
This problem is associated to protocols that require a CCC. It arises when the data exchange cannot be coordinated because the CCC is not available [76] . The unavailability of the CCC can be caused by contention or problems with interference, jamming or noise.
6) BROADCAST SUPPORT
In WSNs, the so-called link-layer broadcast-meaning that a frame at the link layer will carry a MAC-layer broadcast address indicating that all the receivers should process that frame-is of great use at the discovery phase of the network [13] , [59] . In this phase, motes need to get to know each other and, in particular, know their direct neighbors, i.e. reachable through a single radio transmission. Efficiently organizing neighbor discovery via link-layer broadcast frames in a multichannel and sleep/awake network is a challenge. Note that link-layer broadcasting can also be used to disseminate information to all neighbors of a given node, although the cost of sending link-layer broadcasts in a duty-cycled network should be carefully analyzed. Actually, the work in [77] - [79] points out that in RDC-enabled LLNs link-layer broadcast is only viable under certain situations.
7) JOINING THE NETWORK
New nodes must be able to join the network, preferably without jeopardizing its correct functioning or requiring a complete reorganization of the channel assignment [29] . In addition, a node joining the network should be able to find a suitable channel for communicating within a short time lapse, spending few energy.
8) NETWORK PARTITIONS
Some protocols [80] - [83] divide the network in clusters, assigning a channel to each of them for intra-cluster communication. The clusters must be connected to the sink so that every node can reach the sink through the cluster it belongs to. This can be an advantage if nodes in different clusters do not need to communicate with each other but care must be taken during the partitioning of the network to keep the nodes connected while keeping the energy constraints in mind [83] .
9) CHANNEL SWITCHING
Channel switching consumes energy and the time spent on it adds up to the end-to-end delay of the packets. On the other hand, static channel assignments lead to network partitions, whose consequences have been explained in Section IV-.8. 
V. PROPOSED CLASSIFICATION FRAMEWORK
Multichannel MAC protocols for LLNs show that a wide variety of approaches and multiple aspects influence their design. Therefore, classifying them is a challenging task. The proposed framework organizes the classification features (or attributes) in 5 main categories, as shown in Fig. 5 . Multichannel MAC protocols have two major components: the Channel Assignment and the Medium Access. Channel assignment is the process of (statically, semidynamically or dynamically) attributing frequency bands to nodes, at given times, to allow them to communicate. Medium access takes care of how, and especially when, each node can use its currently assigned frequency band. The functionalities of multichannel MAC protocols for LLNs often involve these two components, whose design tends to be coupled, as discussed in [73] and [84] - [86] .
Our classification framework indicates how well the MAC layer can fulfill the service requests coming from the upper layers, denoted in Fig. 5 as Upper-Layer Interactions. For example, broadcast traffic is needed by upper-layer protocols to exchange control information, so it is important to point to what degree the MAC layer can provide support for it.
The Physical Layer Management category aims at indicating how well the MAC protocol can manage the physical layer. For example, alleviating the hidden terminal problem can save energy by avoiding radio collisions. In addition to the interaction with the other layers of the network stack, the MAC layer needs functionalities for itself, for example link-layer synchronization, which are put into the MAC Layer Coordination category.
Note that this classification framework is particularly useful for multichannel MAC protocol designers as it includes the interactions between the MAC layer and the surrounding network stack. The depiction of the classification framework, shown in Fig. 5 , is expanded in Fig. 6 by mentioning the actual classification features for each category. In the following, we explain the classification framework in detail.
A. CHANNEL ASSIGNMENT
Channel assignment can be performed deploying one of three basic strategies [32] :
1) STATIC CHANNEL ASSIGNMENT
It means that nodes stay on the same channel for all their actions (listen or transmit) after the network initialization, unless a very unlikely network update occurs [80] - [83] . This implies that the multichannel operation will partition the network in clusters, each one using a particular channel. The main advantage of this approach is that no energy is wasted on channel switching, so the protocol overhead and computational load tend to be low in the long run. The downsides of static assignment are the low adaptability to changes in the radio environment and its sensitivity to interference.
2) SEMI-DYNAMIC ASSIGNMENT
These protocols assign a fixed channel to each node, or group of nodes, but the nodes can switch channels to reach other nodes or to react to changes in the network or the communication environment [87] - [91] . Doing so, the network partitions can be eliminated but a (typically) complex coordination mechanism is required for making nodes meet in the same channel. Also, this approach introduces multichannel hidden terminal and deafness problems and the support for broadcast traffic is not as straightforward as in static assignments.
3) DYNAMIC ASSIGNMENT
It is used in protocols on which the channel selection process is done very frequently, e.g. once per wake-up [73] , [84] . VOLUME 5, 2017 As in semi-dynamic approaches, the multichannel hidden terminal, deafness and broadcast support problems must be taken into account and some coordination mechanism is often needed to avoid them. On the other hand, dynamic assignment can alleviate the effect of interference, internal or external, and contribute to the adaptability of the network. Dynamic channel assignment mechanisms can be further classified according to the following coordination methods:
A CCC channel, statically or dynamically assigned, is used to exchange control information to agree on when and on which channel the transmitter and the receiver will meet for the data frame exchange [74] , [92] - [94] . The use of a CCC can reduce, and potentially eliminate, the problems of overhearing, over-emitting and multichannel hidden terminal, and can be a vehicle for broadcast support. One disadvantage of CCC is the high protocol overhead on account of the coordination, which wastes energy and time, and can create a CCB. In addition, the CCC constitutes a single point of failure, which can cause a network breakdown in case the communication in that specific channel becomes impossible due to jamming or low signal-to-interference-plus-noise ratio (SINR).
b: Split Phase (SP)
In SP, time is divided in two periods, namely, a control period and a data exchange period [95] - [97] . During the control period, nodes use control frames to coordinate a ''meeting point'' to exchange the data frame during the following period. This mitigates the multichannel hidden terminal and deafness problems but requires synchronization. Moreover, the channel switching time strongly influences the performance of the protocol. Furthermore, during the control phase the data channels remain idle, leading to bandwidth waste. High contention during the control period can cause a problem analogous to CCB under high traffic loads.
c: Channel Hopping (CH)
In CH, nodes switch between the available channels following a given sequence [73] , [84] - [86] , [98] . By hopping through the available channels, nodes avoid staying in low-SINR channels, hence improving the robustness against interference. Moreover, CH schemes tend to decrease the protocol overhead by reducing the amount of coordination frames. Broadcast support must be addressed carefully and the channel switching cost, in terms of energy and time, determines the applicability of the protocol. Moreover, storing or calculating the hopping sequence of a node's neighbors may be costly in time, memory and energy.
B. MEDIUM ACCESS STRATEGY
The medium access strategy can be divided in three categories as follows:
1) CONTENTION-BASED
Contention-based protocols make nodes compete for the medium using back-off-based schemes [73] , [80] , [87] , [88] , [99] . A typical example of a single-channel contention protocol is CSMA [100] . Contention-based methods do not require stringent synchronization, can easily adapt to traffic fluctuations and, and joining the network is usually easier than for time-slotted methods. Under light to medium traffic loads, contention-based protocols have lower delays and better potential throughput. However, when the load becomes high, collisions and back-offs cause increased bandwidth waste, latency and packet loss.
2) TIME-SLOTTED
These protocols partition the time in slots that conform schedules in which nodes are assigned channel-and-timeslot combinations [89] , [91] , [98] , [101] , [102] . They require tight synchronization across the network and tend to lack adaptability. Moreover, a node joining the network can lead to global or local reconstruction of the schedules, which can cost time and energy. On the other hand, time-slotted protocols aim at providing deterministic end-to-end delays and collision-free communication, and show good performance under high traffic loads.
3) HYBRID APPROACHES
Some protocols aim at taking advantage of the benefits of the aforementioned strategies by combining aspects of both, contention-based and time-slotted approaches [84] , [85] , [94] , [103] .
C. UPPER LAYERS INTERACTION
This category of classification features (attributes) involves the support that the MAC protocol provides to the upper layers of the network stack. The MAC layer gives support to different traffic patterns that are generated by the application and/or network layer protocols.
1) BROADCAST SUPPORT
The support provided for broadcast traffic plays an important role as a service provided to the upper layers [28] , [74] . Intra-network processing functionalities and higher-layer protocols [3] , [28] , [59] rely on broadcast traffic for signaling/control purposes. In addition, link-layer broadcast frames can be useful for joining the network and for channel negotiation [33] , [95] . Most approaches to provide broadcast support fall in one of the following four classes:
Broadcast frames can only be sent inside the tree or cluster to which the sending node is associated [83] , [101] , [104] .
b: One-by-one
Frames with a broadcast address are sent to each neighbor individually as unicast frames [73] , [88] , [91] , [98] , [103] .
c: Dedicated channel or timeslot
A channel or timeslot/channel combination is dedicated exclusively to broadcast traffic, so all the nodes in a neighborhood must listen to the same channel for broadcasts [74] , [85] , [89] , [105] .
2) UPPER-LAYER ORIENTED CHANNEL ASSIGNMENT
In resource-constrained devices, cross-layer design has been recognized as a good approach for saving energy and computational resources. Therefore, some multichannel MAC protocols use information from the upper layers in the channel assignment process, e.g. [89] , [90] , [105] , [106] . A centralized entity can allocate channels (and timeslots if applicable) and send the allocation schemes to the nodes; or a distributed algorithm runs at the nodes to allow them to agree on channel and timeslot allocation by communicating with each other. In general, two forms of upper-layer-oriented channel assignment can be identified:
When the MAC protocol uses information about the gathering tree to optimize the performance of data collection applications, e.g. in terms of delay and/or throughput [89] , [94] , [103] , [104] .
b: Topology-based assignment
Mostly applied in protocols with static or semi-dynamic channel assignment that use graph-coloring techniques [107] in order to balance the traffic load and/or avoid intra-network interference [80] - [82] , [87] . It requires preliminary knowledge of the network topology.
3) OPTIMIZATION FOR TRAFFIC PATTERN SUPPORT
Since convergecast is the most common traffic pattern in WSNs [26] , some multichannel MAC protocols have been optimized for it [80] , [81] , [89] , [94] , [101] , [102] , [104] , [105] . Though other traffic patterns are present, as explained in Section II, protocols are seldom optimized for a traffic pattern other than convergecast. With the classification feature mentioned above, we specify whether the protocols are optimized for convergecast or not.
D. MAC LAYER COORDINATION
The MAC Layer Coordination category includes the organization of link-layer communication, the choice of the channel switching frequency, and the support for synchronization between the nodes.
1) LINK-LAYER COMMUNICATION
It can be organized in one of the following ways:
Receiving nodes are responsible for initiating the communication by sending beacons to announce that they are ready to listen to a sending node [73] , [74] , [83] , [91] . Hence, potential transmitters must go to the receiver's channel and listen for its beacon. Those beacons are not needed in some time-slotted or hybrid protocols in which the transmitters know the slots in which the receiver will be waiting for incoming transmissions (as opposed to the slots in which it will be in sleep mode or sending) [84] , [85] , [108] .
b: Sender-oriented
Communication is initiated by the senders. Therefore, in time-slotted protocols, potential receivers must wake up at every timeslot in which a neighbor could send [94] , [96] , [101] . In contention-based protocols, the transmitter lets the receiver know that it is ready to transmit using preambles or RTS/CTS exchange [87] .
c: Channel-oriented Channels are assigned to a set of communication links and all the nodes in the same channel receive and send frames in that channel. Typical examples of this category are protocols that partition the network into multiple sub-trees, each one constituting a set of links to the sink that always use the same channel [80] - [82] . These protocols do not specify a RDC mechanism, so transmitters just send their frames without previous communication.
d: Exclusive channel-and-timeslot assignment
Some time-slotted MAC protocols assign channel-andtimeslot combinations to specific communication links between specific nodes [35] , [86] , [89] , [102] . In this case, there is no need to preliminary exchange information between the transmitter and the receiver(s), since the purpose of the slot is implicitly known from the schedule. More than one node can receive in some other node's transmission slot (e.g. a parent sending a frame to its children) and, likewise, some specific transmitters can be allowed to send in a receive slot of a node (e.g. dedicated receive slot of a parent to listen for incoming frames from any of its children).
2) CHANNEL SWITCHING FREQUENCY
It refers to how often the nodes switch channel. A wide range of channel switching frequencies can be distinguished, such as:
• No channel switching in protocols with static channel assignment methods [80] - [82] .
• Twice per data frame in CCC-based protocols, once to go to the CCC to coordinate the communication and once to go to the data channel agreed upon [74] , [92] - [94] , [109] .
• Once per wake-up in CH protocols, in which nodes switch channel (almost) at every wake-up [73] , [84] , [85] , [105] . Channel switching consumes energy and takes time but it is useful to avoid collisions and to provide resilience to interference. VOLUME 5, 2017 3) SYNCHRONIZATION It contributes to the realization of collision-free communication, reduces idle-listening, and allows the use of coordination mechanisms for improving throughput and delay. Unfortunately, the control traffic required to provide synchronization consumes network resources, which can reduce the network's overall performance and lifetime. Three categories for organizing synchronization are considered:
A synchronization mechanism is included in the protocol design, as in [73] , [84] , [85] , [91] , and [98] .
b: External
The MAC protocol needs synchronization but does not organize it itself [87] , [89] , [101] , [103] .
c: Not required
The MAC protocol does not require synchronization for its operation [74] , [83] , [93] , [99] , [106] .
E. PHYSICAL LAYER MANAGEMENT
This category includes the RDC mechanism, management of the Preferable Channel List (PCL) and interference avoidance.
1) PREFERABLE CHANNEL LIST (PCL) MANAGEMENT
The PCL is defined in [110] as the set of channels available for the node to choose from.
a: Inclusion in the PCL
The way channels are included in the PCL are classified as:
• Default inclusion: At network deployment, nodes are configured to use a fixed set of channels, denoted counter-based in [32] . The set can include all the channels available in the operation band, or a selection of orthogonal channels among the ones available [85] , [87] , [97] , [101] , [104] .
• Channel quality indicator: Channel quality is measured using a given metric and only the channels with the metric above a given threshold are included. Orthogonal channels are assumed to be ''good'' channels and, therefore, included by default in the PCL [32] . Changes in the channel quality during network deployment may lead to exclusion of channels from the PCL.
b: Selection from the PCL
It defines how each node chooses the next channel to switch to. In the classification framework proposed, the selection can be performed using one of the following principles, discussed in [32] :
• Round-robin [85] , [89] , [101] • Least chosen [91] , [95] , [97] • Least loaded [103] , [106] • Probabilistic or Pseudo-random [73] , [83] , [84] • Interference-aware selection [82] , [90] , [99] , [102] 2) INTERFERENCE AVOIDANCE These mechanisms [111] are useful for providing resilience to internal and/or external interference. Interference avoidance mechanisms can be classified as:
Protocols that provide a mechanism to actively avoid the interference, for example, by reacting to changes in the channel conditions [88] , and doing dynamic channel blacklisting [73] , [84] .
b: Implicit
The channel selection policy is implicitly robust against interference, such as in CH schemes [33] , [86] which prevent nodes from staying on the same channel. As such, if one channel is hit by interference, the communication between two nodes can take place when they meet in some other channel soon after the failed attempt on the interfered channel.
c: Intra-network interference avoidance
Some protocols [80] , [81] , [90] , [91] , [101] try to avoid the interference caused by simultaneous transmissions inside the network (intra-network interference) by preventing nodes that are in each others radio range (or two hops from each other) to simultaneously transmit in the same channel.
3) RADIO DUTY CYCLING (RDC) MECHANISM
RDC [112] is a technique used in WSNs to save energy by keeping the radio off (sleep mode) most of the time and, nevertheless, wake it up periodically to listen for incoming transmissions or wake it up to send frames. In IEEE 802.15.4 radios, such as the very popular CC2420 [36] , the power consumption is almost the same whenever the radio is on. This means that receiving and idle listening are roughly as power consuming as transmitting. This classifier pinpoints whether an RDC mechanism is included in the MAC protocol design or not. The interested reader can find more details on RDC mechanisms in [30] and [40] . Some protocols, such as [80] , [81] , [102] , [106] , and [108] , do not specify a RDC mechanism. The protocols can be applicable in solutions in which nodes are main-powered [113] . In addition, time-slotted protocols that do not explicitly specify slots for the nodes' radios to go to sleep, could be configured to allow nodes to sleep during inactive slots, i.e. slots not used for transmission or reception. The IEEE 802.15.4 standard [33] requires a scheduling algorithm to build the schedule that will be managed by TSCH [98] , which takes care of putting the nodes to sleep during inactive slots.
VI. MULTICHANNEL MAC PROTOCOLS FOR WSNs
In this section we review more than 30 multichannel MAC protocols for LLNs, highlighting their functionalities and mechanisms according to the proposed classification framework.
A. CHANNEL ASSIGNMENT
Multichannel MAC protocols can be classified according to the channel assignment strategy, which can be static, semi-dynamic and dynamic. The latter class can be further divided with respect to the use of CCC, SP or CH mechanisms. We refer to Table 3 for a depiction of the classification regarding this feature.
1) STATIC CHANNEL ASSIGNMENT
This approach, applied by the TMCP [80] , [81] , PMC [83] and MCRT [82] protocols, involves constructing vertexdisjoint trees and assigning a channel to each convergecast tree. The goal is to reduce intra-network interference by creating clusters, in the form of trees, to group nodes that communicate very frequently with each other or share a convergecast path to the sink. In TMCP and MCRT, the algorithms are executed by the sink, and aim at partitioning the network, based on graph-coloring theory [107] , [114] . Afterwards, the assignment is distributed across the network. This causes protocol overhead at the network set-up phase and hampers nodes to join the network in the future. Creating isolated clusters has the inherent disadvantage that nodes that may require to directly communicate in the future, e.g. because of topology changes, would have to do so through the sink. An example of channel assignment using TMCP is shown in Fig. 7 . PMC clusters nodes and assigns a different communication channel to each cluster in order to combat internal interference [83] . Clusters are chosen by the nodes in a distributed way such that the need for inter-cluster communication is minimized. Nodes are allowed to switch to a different channel but the clustering should guarantee that this is rarely needed. Per cluster, the congestion of the channel is minimized by diminishing the number of nodes in the cluster.
2) SEMI-DYNAMIC CHANNEL ASSIGNMENT
A considerable portion of the reviewed protocols performs semi-dynamic channel assignment. Being a broad category, its diversity is apparent. For example, the authors of MMSN (Multi-Frequency Media Access Control for Wireless Sensor Networks) [87] propose four different receiver-oriented channel assignment strategies, whose applicability depends on the relation between the number of available channels and the number of nodes composing the network. All the proposed methods can be executed in a distributed way and result in a balanced number of nodes per channel, if no exclusive channel assignment per node is possible. A channel is solely dedicated to broadcast traffic and must be checked at the start of every access period.
One of the channel assignment algorithms proposed in MMSN is applied by TACA (Traffic-Aware Channel Assignment) [106] , for which the authors added a traffic awareness mechanism. MMSN and TACA perform the channel assignment only once, which limits the adaptability of these protocols and their ability to allow new nodes to join the network.
In ARCH [88] , nodes are assigned a receiving channel but they switch to another channel if the Estimated Transmission Count (ETX) exceeds a given threshold. This mechanism implies notifying the children of the switching node when a channel switch is made, which affects the communication reliability during the transition. A contribution of ARCH is that it takes into account that spectrally neighboring channels tend to suffer similar conditions of interference and noise, so the channel selection policy promotes switching to spectrally distant channels.
Routing information can be used as an extra input for channel assignments algorithms. In this regard, Yen and Lin [115] model the channel assignment task as the Channel Constrained Data Aggregation Routing problem and propose four algorithms to solve it. DeTAS [89] proposes a timeslotted protocol that uses routing information from RPL to VOLUME 5, 2017 construct a schedule designed to be managed by the MAC protocol specified in the IEEE 802.15.4e standard [116] , known as TSCH [98] . Whereas the algorithms in [115] follow a centralized approach, DeTAS constructs the schedule in a distributed way. The main disadvantage of the solution in [115] and DeTAS [89] is that it uses routing information, which must be gathered during network initialization; the routing information can vary frequently in IoT applications.
In JFTSS [104] , MODESA [102] and WAVE [101] , three time-slotted protocols with semi-dynamic channel assignment are proposed, with the goal of minimizing the data gathering time in IoT applications. JFTSS aims to eliminate the interfering links in the convergecast tree by assigning the channels targeting at delivering packets to the sink as quickly as possible. Having complete knowledge of the interfering links in a deployed IoT application can be very difficult and resource consuming. Moreover, the network topology may vary due to changes in the radio environment or due to node mobility.
Soua et al. proposed MODESA [102] , a multichannel assignment for raw-data convergecast that uses a centralized algorithm to minimize the gathering end-to-end delay without affecting the throughput. In 2014, the same authors proposed WAVE [101] , a channel-and-timeslot assignment scheme to be managed by the IEEE 802.15.4e standard [116] , with the same goal as MODESA but including a distributed version of the algorithm. These three protocols, i.e. JFTSS, MODESA and WAVE, build their schedules based on knowledge that can be costly to acquire in LLNs, e.g. routing topology and traffic requirements of the nodes.
3) DYNAMIC CHANNEL ASSIGNMENT
It is mostly done in a distributed way either by using a Common Control Channel, as in A-MAC [92] , ARM [74] , CR-WSN [109] and OMA [93] ; or by using Split-phasebased approaches, as in MC-LMAC [95] and TMMAC [96] ; or through Channel Hopping schemes, as in Y-MAC [85] , ARCH [88] , EM-MAC [73] and MuChMAC [84] .
a: CCC
A-MAC [92] originates from a receiver-initiated singlechannel protocol extended with a CCC-based multichannel optimization. A mechanism similar to RTS/CTS [100] is implemented using probes and hardware ACK frames. The design shows an attractive strategy for ACK transmission with non-destructive collisions.
ARM [74] is an asynchronous protocol that uses a CCC and aims to solve three problems: the CCB (called CCS by the authors of ARM) problem, the hidden terminal problem, and the low reliability of broadcast problem. The protocol uses opportunistic access to the CCC to alleviate the CCB problem. To improve the reliability of broadcast traffic, a dedicated channel is used for broadcasting. The other channels are used for data exchange and are assigned on a per-frame basis through coordination via the CCC.
A cognitive radio perspective is used in CR-WSN [109] , which includes frequent sensing of the data channels to avoid interference from/to the primary users (i.e. term borrowed from cognitive radio systems to refer to systems outside the LLN). In CR-WSN, nodes sense the status of each channel and keep the results in a ''channel availability vector''. When two nodes coordinate a data exchange, they share their respective channel availability vectors to agree on a data channel available for both of them. The protocol leaves room to implement dynamic assignment of the CCC, in order to be able to use different channels for the CCC, be it one at the time.
In general, CCC approaches are susceptible to interference in the control channel, can suffer from the CCB problem, and the overhead of RTS/CTS-like frames exchanged in the CCC can be too high for IEEE 802.15.4 radios using 127-byte data frames. However, using a CCC facilitates the coordination of the data exchange, often improves the adaptability, and should reduce the energy waste caused by idle listening, over-emitting and overhearing. Using dynamic selection of the CCC improves the robustness of the protocol against interference and jamming.
b: Split-phase (SP)
MC-LMAC [95] proposes a multichannel version of a distributed single-channel MAC protocol proposed by the same authors, i.e. LMAC [117] . In MC-LMAC, nodes negotiate unique channel-and-timeslot combinations in the two-hop neighborhood, eliminating the hidden terminal problem and collisions. MC-LMAC also includes a blacklisting mechanism to avoid highly interfered channels.
Although TMMAC [96] is proposed as a MAC protocol for ad hoc networks, the presence of RDC and the assumption of single-radio half-duplex transceivers in the design make it suitable for LLNs. During the control period of the SP scheme in TMMAC, links between nodes are assigned a channel and timeslot to be used during the data exchange.
SP-based protocols require synchronization for knowing the boundaries of the control and data periods. Despite the fact that their control overhead is similar to the one needed for time-slotted protocols, they do not benefit from having a schedule. Moreover, they are vulnerable to congestion in the control channel when data traffic load is high. Also, control frames can still collide because of the hidden terminal problem. On the other hand, SP approaches tend to provide good traffic adaptability and scalability, and interference avoidance mechanisms can be used for improved robustness.
c: Channel hopping (CH)
Protocols that perform CH, usually follow a distributed approach and can bring benefits like adaptability, reduced control overhead and low delay under low/medium traffic load. For instance, Y-MAC [48] uses CH for traffic adaptability, such that when a node successfully receives a frame in its assigned reception slot, it jumps to the next channel in a round-robin fashion to wait for any potential transmitter that lost the contention in the previous slot. This mechanism is presented in Fig. 8 .
DynMAC [86] , PMC [83] and ARCH [88] use CH to avoid bad channels due to external interference and noise. In DynMAC, all nodes use the same channel as in a single channel protocol, but they can be asked to all switch to another channel if the Packet Error Rate (PER) in the current channel exceeds a given threshold. The channel switch is decided by the sink, based on reports received from the nodes with their respective PER values. The main disadvantage of this design is that concurrent transmissions in the same radio range are not possible, which is one of the main motivations for using multiple channels.
In EM-MAC [73] and MuChMAC [84] , nodes follow an approach based on slotted seeded channel hopping (SSCH) rendezvous [118] , [119] with pseudo-random CH. Nodes follow independent channel hopping sequences but, when they need to send a frame, they can predict their neighbors' wake-up times and corresponding channels. An advantage of MuChMAC is that it includes a broadcast slot in the sequence, in which all nodes switch to the same dynamically-selected channel.
In RL-MMAC [105] , nodes use routing information to identify their parents and children, predict the channel used by their parents at any timeslot and use a decentralized reinforcement learning algorithm to select the best action for each slot (i.e. transmit to a parent, receive from a child or sleep).
B. MEDIUM ACCESS
The classification framework defines three classes for the medium access strategy: contention-based, time-slotted and hybrid, being a combination of the aforementioned strategies, as shown in Table 5 .
1) CONTENTION-BASED PROTOCOLS
For these protocols, the resulting contention level will strongly depend on the channel assignment strategy. For example, since TMCP [80] , [81] and MCRT [82] assign channels to sub-trees, the collision domain is limited to the nodes in the same sub-tree located inside the coverage area of the sender.
Nodes can be assigned channels for reception such that senders will have to contend for the medium (e.g. MMSN [87] ). Under high traffic load, this becomes a problem when many children want to send frames to the same parent. Because of the spatial traffic variations in the network, this problem becomes more severe when the receiver is closer to the sink. The collision probability increases when MMSN is not able to achieve exclusive channel allocation in the network and multiple nodes in a contention area are supposed to receive frames on the same channel. The alternative of assigning channels for transmission implies that nodes must visit all the channels to check if there are frames for them, which would waste energy on idle listening and overhearing.
In most protocols that use a CCC, such as A-MAC, ARM, CR-WSN and OMA, the access to the control channel is based on contention, creating CCB during periods of high traffic load. Therefore, some protocols propose strategies to mitigate this problem. In ARM and OMA, the access to the CCC follows an opportunistic scheme. In OMA, nodes decide whether attempting to transmit with probability p or to put the radio in sleep mode; and, then, choose whether actually accessing the CCC with probability q or to put the radio in sleep mode. In ARM, only the first probability (p) is used. These mechanisms allow nodes to go to sleep unless they have a good chance of achieving successful communication, which mitigates the CCB problem. When the probability of successful transmission in the CCC decreases (e.g. because of contention or interference), nodes refrain from transmitting which can force nodes to drop frames because of a full transmission queue.
Other contention-based protocols use the results of medium access attempts as a measure of the success of the ongoing strategy and try to improve it. RMCA [99] and GBCA [90] follow game-theoretic approaches that use the result of the contention for adaptability and robustness. In PMC, control theory is used to regulate the contention, which is measured directly from the ratio of gained channel accesses to the total number of channel access attempts. In ARCH, nodes switch their channel when the ETX exceeds a given threshold. By doing so, not only collisions are taken into account but also the effect of interference, jamming and any other event that may cause a transmission to fail.
Most contention-based protocols provide great potential for traffic adaptability and self-configuration, incurring a relatively low complexity. In general, tight synchronization between nodes is not required and low delay can be achieved under low-to-medium traffic conditions [95] . The downside is that they cannot provide deterministic delays that are vital for many applications. Moreover, high traffic loads cause bandwidth waste because of back-offs and collisions. Problems such as over-emitting, overhearing and idle listening often occur in contention-based protocol, reducing their energy efficiency.
2) TIME-SLOTTED PROTOCOLS
Scheduling nodes to transmit/receive/sleep using a timeslotted approach can provide deterministic end-to-end delays and collision-free medium access, while reducing overhearing and idle listening. These advantages come at the expense of higher delay, energy waste and protocol overhead caused by synchronization algorithms, in particular under low traffic loads. However, time-slotted solutions are promising for applications that include synchronization for other purposes than MAC coordination, as well as for applications in which the data is gathered on a periodic basis.
In this regard, some multichannel MAC protocols for LLNs have followed time-slotted approaches, most of them oriented to periodic data collection applications. A particular feature of MC-LMAC [95] , is that nodes build the schedule in a distributed way, by selecting a unique channel-and-timeslot combination on which they are allowed to transmit. Each timeslot starts with a control period, during which all the potential receivers must listen, causing an inherent source of energy waste for transmitter-oriented time-slotted protocols.
Decentralized time-synchronized channel swapping (DT-SCS) [91] , [120] uses a distributed algorithm to create a time-slotted schedule based on the concept of pulse-coupled oscillators [121] - [123] . The mechanism achieves time-frequency multiple access scheduling by means of intra-channel desynchronization and cross-channel synchronization [124] , [125] . As such, DT-SCS succeeds to have a balanced number of nodes per channel and evenly disseminates them in time on each channel. Nodes can ''swap'' channel to reach intended receivers, because of application requirements or to avoid interference.
DynMAC [86] divides the schedule into upstream and downstream slots, which are used for sending towards the sink and receiving from it, respectively. From the set of slots, each leaf node is assigned one upstream slot for transmission to his parent, whereas each parent must be assigned one upstream slot per child to relay the received frames towards the sink, and one upstream slot to transmit its own frames. Note that there is no data aggregation in this reasoning. In the downstream, the sink requires at least one slot per node in the network and each node requires one slot per child to transmit to them. Since in WSNs, nodes usually communicate only with their preferred parent, DynMAC would make nodes waste time and energy on slots for any other parent. This aggravates a usual problem of time-slotted protocols, namely the allocation of slots that are not actually used by the nodes.
To avoid allocating more slots than needed by the nodes, WAVE, MODESA and DeTAS build the schedule at the sink (centralized way), based on the traffic conditions in the nodes. In MODESA and the centralized version of WAVE, the sink node has an a priori knowledge of the nodes' traffic, whereas in DeTAS and the distributed version of WAVE, the actual traffic and routing information is collected from the nodes. Nodes build their own local schedules (called microschedules) to communicate with their neighbors, and send the micro-schedules to the sink. The overhead of sending the information to the sink and of distributing the schedule is a disadvantage. Also, it is not clear how and in which channel nodes communicate with each other to set up the network (e.g. a common control channel during the set-up phase). The main advantages of these protocols are throughput maximization, data-gathering time minimization, and traffic awareness. Their applicability is reduced to some periodic reporting applications for which the individual traffic demands of the nodes can be determined in advance, or are not likely to change once the schedule is built. Nonetheless, even in those cases, changes in topology and environmental conditions may vary the amount of traffic sent by the nodes, degrading the network's performance until a new schedule is constructed.
Incel et al. propose JFTSS [104] for aggregated traffic in applications based on periodical reporting or raw-data oneshot collection. JFTSS is based on algorithms able to achieve lower bounds on the schedule length, once the interfering links are completely eliminated through the use of multiple channels.
Typical application scenarios for time-slotted MAC protocols are found in industrial environments because of the strict requirements of those applications in terms of latency and reliability. WirelessHART [35] , the de facto standard for the MAC layer in industrial LLN applications, meets those requirements and adds security. It handles routing and builds communication schedules accordingly, with additional mechanisms for providing robustness and encryption. The standard includes channel blacklisting, channel hopping, network-wide synchronization and AES-128 ciphers and keys. WirelessHART's high MAC-layer protocol overhead is justified in order to meet the requirements of the strictly planned industrial deployments.
3) HYBRID CHANNEL ASSIGNMENT PROTOCOLS
Some authors have proposed hybrid schemes that combine time-slotted and contention-based medium access. For instance, MuChMAC [84] is time-slotted in the sense that nodes use timeslot boundaries to switch channels but potential transmitters do not follow a schedule but just contend for the use of the channel in each slot. Each node pseudorandomly selects a channel on which it will receive during each timeslot. To reduce the probability of collision, a TDMA optimization is proposed to spread transmissions over the length of each slot by using sub-slots that will be randomly selected by the receivers. Although MuChMAC does not require tight synchronization, the notion of slot is provided by a built-in synchronization mechanism. Similar hybrid approaches are followed by TFMAC [108] and TMMAC [96] , for which time is divided in time-slotted frames composed of a contention-based period, for control message exchange, and a contention-free period, during which the actual data communication takes place. In TFMAC, the contention-based period occurs only once and nodes use it to coordinate the schedules for operating in the subsequent contention-free mode. On the other hand, in TMMAC the contention-based period is repeated periodically and it is used to agree on a channel-and-timeslot combination to exchange data frames during the contention-free period. Since all nodes are aware of the arrangements made during the contention-based period, collision-free data communication is guaranteed.
In HyMAC [103] , time-slotted frames are also divided into contention-free slots and contention-based slots. The contention-based slots are used by the nodes to send HELLO messages to the sink to inform it about their neighbors. Afterwards, the sink computes the schedule, which is sent to all nodes in the network during the control slots. This schedule assigns channel-and-timeslot combinations to the nodes for sending data messages to their parents, with the goal of maximizing the network throughput and minimizing the end-to-end delay. These HELLO messages create protocol overhead and consume energy, but they simplify the process of joining the network.
The hybrid approach of Y-MAC [85] assigns a timeslot in the base channel (f 1 in Fig. 8 ) to each node. Each node wakes up to receive during its slot, and potential senders contend for the medium at the beginning of each timeslot. Since only one sender can win the contention, the receiving node switches to the next channel during the following timeslot, to give a chance to the contention losers to transmit their frames.
C. UPPER LAYERS INTERACTION 1) BROADCAST SUPPORT
In protocols that assign channels to disjoint trees/clusters, such as TMCP [80] , [81] and MCRT [82] , broadcast support is limited to nodes in the coverage area that belong to the same tree. A wide variety of protocols provides a dedicated channel or timeslot for broadcast. For instance, in MMSN [87] , there is a broadcast channel to which every node listens at the start of every timeslot. Each broadcast frame is transmitted only once, but collisions may occur. An analogous strategy is followed by Y-MAC [85] , which introduces a slotted broadcast period during which nodes can send broadcasts in the corresponding slots, before the unicast period of the timeframe starts.
In ARM [74] , on the other hand, the broadcast channel must be periodically visited by each node and the sender of a MAC broadcast frame must transmit it repeatedly during the maximum time between consecutive visits. Doing so consumes a lot of energy at the sender. The broadcast traffic in DeTAS [89] and RL-MMAC [105] is exchanged through a common dedicated channel that is also used for control information. A very interesting approach is proposed by MuChMAC [84] , which introduces broadcast slots in the hopping sequence and uses a CH sequence for broadcast slots that is common to all nodes and independent from the one used for the unicast slots.
Some protocols do not handle upper-layers broadcast packets through link-layer broadcast frames. Instead, they rely on a node to send unicast frames to each of its neighbors, one by one, putting the link-layer broadcast address in the destination address field. Examples of this behavior can be found in A-MAC [92] , RMCA [99] , GBCA [90] , ARCH [88] , EM-MAC [73] and CR-WSN [109] . The medium access control mechanism determines the cost in terms of energy and time.
2) UPPER-LAYER ORIENTED CHANNEL ASSIGNMENT
Most MAC protocols with data collection-oriented channel assignment use information from the routing protocol or have preliminary knowledge of the network topology. For example, DeTAS [89] is a distributed time-slotted protocol, which uses routing information from RPL to create a collision-free optimal time-slotted schedule for data collection applications. RL-MMAC [105] creates a DODAG on the basis of hop count and uses reinforcement learning to select the best parent in a specific timeslot and to create the schedule in a distributed way. A potential downside of the RL-MAC design is that nodes can only receive from their children or transmit to their parents along the routing tree.
JFTSS [104] uses two algorithms oriented to build time-slotted schedules for two extreme cases in WSNs: aggregated convergecast in continuous data collection, and raw-data convergecast in one-shot data collection. The proposed algorithms require information about the routing tree and the interfering links in the network. The routing tree can be obtained from a routing protocol, such as RPL.
In iQueue-MAC [94] , nodes acting as routers (i.e. parents) are responsible for the schedules of their children. The routing structure must be obtained from a routing protocol, such as RPL and LEACH. HyMAC [103] and the protocol proposed in [115] do not rely on any routing protocol but they construct their own collection tree. HyMAC creates it using Breath First Search (BFS) for the channel-and-timeslot assignment, while checking for possible conflicts with neighboring nodes, whereas the protocol in [115] uses different algorithms to create and manage the routing tree.
Protocols in the class of topology-based assignment use information about the (full or partial) network topology to assign channels and timeslots. Here, TMCP [81] , MCRT [82] , MMSN [87] , PMC [83] , TACA [106] and DT-SCS [91] are included. In TMCP and MCRT, the network is partitioned in disjoint trees rooted at the sink by applying graph-coloring techniques, in which the channels are considered colors. In the case of PMC, a clustering heuristic is applied to solve the K-way cut problem [126] targeting at the assignment of a home channel to each node while minimizing the inter-cluster communication.
MMSN and TACA [106] aim at assigning a channel to each node that is exclusive in its two-hop neighborhood. Therefore, the assignment can be done in a distributed way and only topology information of the two-hop neighborhood is needed. If it is not possible to assign an exclusive home channel to each node, MMSN tries to balance the number of nodes per channel, whereas TACA uses the traffic demands of the nodes to balance the traffic load on the channels. TACA is better in terms of load balancing and traffic-awareness than MMSN, but it requires knowledge about the future traffic demands of the nodes and control packets to exchange that information.
3) OPTIMIZATION FOR TRAFFIC PATTERN SUPPORT
Another relevant aspect of a MAC protocol in LLNs is whether it is optimized for some specific traffic pattern or not, and the level of support it provides to other traffic patterns. As collecting sensor data is one of the main applications of LLNs, a considerable number of protocols are optimized for convergecast traffic. Table 6 summarizes the classification of the multichannel MAC protocols reviewed in the scope of this paper, according to their optimization for convergecast traffic.
It is worth pointing out that TFMAC and DynMAC are not explicitly oriented to a specific traffic pattern. Nevertheless, the tests performed by the authors of TMMAC assume only local gossip traffic, whereas DynMAC restricts the nodes to communicate only with their parent and children, not with an arbitrary node in the radio range, limiting the protocol to convergecast and flooding traffic patterns. Promoting some specific traffic pattern tends to improve the performance of a protocol in applications relying on that traffic pattern, but it brings down the efficiency of the protocol for other applications.
D. MAC LAYER COORDINATION
In the MAC Layer Coordination category of the classification framework three aspects appear: link-layer communication, channel switching frequency, and synchronization, as shown in Table 7 .
1) LINK-LAYER COMMUNICATION
In this category, protocols fall in one of four groups: senderoriented, receiver-oriented, channel-oriented and exclusive channel-and-timeslot assignment.
a: Sender-oriented
Designs such as HyMAC, WAVE and MC-MAC, assign the resources (channels and timeslots) to senders, therefore all potential receivers must visit the channel of every transmitter or coordinate the data exchange using a CCC or SP strategy. OMA, CR-WSN, MC-LMAC and TMMAC are typical examples of sender-initiated protocols. In MMSN, the sender initiates the communication using a technique called toggle snooping and toggle transmission. In a first phase, nodes alternatively listen to their home channel and to the intended receiver's channel before starting their own transmission (Fig. 9a) . If no signal is detected on any of the two channels, the sender starts transmitting small preambles on both channels alternatively, to mitigate the hidden terminal problem, as shown in Fig. 9b . This technique needs a high channel switching frequency and care should be taken that the channel switching time does not jeopardize the correct functioning of the protocol.
b: Receiver-oriented
These protocols assign resources to receivers, implying that potential transmitters must contend for the medium or coordinate their transmissions using the CCC or SP. Most receiver-oriented protocols initiate the data exchange through a beacon sent by the receiver, or through a RTS/CTS-like exchange, but some other approaches have been proposed. An interesting example of receiver-oriented protocol is EM-MAC [73] . Thanks to its ACK/Beacon technique, it allows potential transmitters to use the ACK sent after the data frame as a beacon for a new round of contention. This technique allows nodes to receive more than one frame in one wake-up, which improves the protocol performance in terms of traffic FIGURE 9. Toggle snooping (9a) and toggle transmission (9b) for unicast frame transmission in MMSN. f 0 : broadcast channel. f self : home channel. f dest : intended receiver's home channel [87] .
adaptability, potential throughput, delay and energy efficiency.
Another interesting technique is proposed by A-MAC [92] through which non-destructive ACKs are sent by all potential transmitters after receiving the beacon from the intended receiver. Hardware ACKs are used, so all the ACK frames should be sent at the same time, containing the same information, so that they should not collide but strengthen each other instead. This behavior has been called Constructive Interference (CI) and it has been proven in [127] that there is no significant correlation between the number of transmitters, the received signal strength indicator (RSSI) and the packet reception ratio. Moreover, a receiver would be able to benefit from CI only under very strict requirements of synchronization among transmitters, equal distances from transmitters to the receiver and very similar values of RSSI (otherwise, the gain is mostly due to the capture effect, according to [128] ).
c: Channel-oriented
Protocols such as TMCP and MCRT use channels to group nodes, and all the nodes in the same channel can communicate with each other using some medium access mechanism, such as ALOHA and CSMA.
d: Exclusive channel-and-timeslot assignment
Mainly used by time-slotted protocols that assign slots to links between specific nodes; and the ones that build the schedule based on paths to the sink. Typical example of the former group are DynMAC and RL-MAC, in which slots are assigned to exchange frames between parents and children along the gathering tree. In the latter group, JFTSS, DeTAS, WirelessHART and MODESA all build their schedules based on links along the collection tree.
2) CHANNEL SWITCHING FREQUENCY
The selection of the channel switching frequency is a tradeoff between flexibility, robustness against interference and energy consumption. Nodes that stay on the same channel for long periods of time (forever, in the extreme case of static channel assignment, as in TMCP [80] , [81] and MCRT [82] ) could suffer critical performance degradation if/when the channel gets interfered or jammed by external sources. In that sense, frequency agility would improve the robustness of the network.
On the other hand, switching channels can cost time and energy because of the time needed by the oscillators of the low-end radio interfaces used in LLN devices to stabilize. Also, protocols with channel hopping strategies, such as EM-MAC [73] and MuChMAC [84] , require mechanisms for transmitters to determine the channel in which their potential receiver(s) are. DynMAC [86] tries to find a balance by keeping all the nodes in the same channel at any given time, and making them all switch to a different channel when the one in use experiences performance degradation.
3) SYNCHRONIZATION
Although most multichannel MAC protocols proposed for LLNs either assume the existence of synchronization, e.g. [87] , [89] , [103] , or do not require synchronization at all, e.g. [74] , [81] , [93] , [97] , some authors have proposed their own algorithms, as shown in Table 7 . For instance, Y-MAC [85] provides synchronization by correcting the local clock to the average between the local time and the value in the time synchronization frames received from its neighbors.
EM-MAC [73] nodes, on the other hand, do not attempt to have a common clock but they use timestamps to create a linear time model of the clock differences with each neighbor, where the slope accounts for the clock drift. Then, a node can predict the next wake-up of a neighbor using the information of its last wake-up and its parameters for the time model.
In other protocols, such as A-MAC, nodes store the schedule of neighbors they have already communicated with. A hierarchical scheme is used by MuChMAC, MC-LMAC and RL-MMAC, where nodes synchronize with their parents. MuChMAC does not require tight synchronization among nodes and the authors demonstrate that neighboring nodes should at least communicate every 52 minutes to keep in sync, given a clock drift of ±40 ppm. Nonetheless, they propose a hierarchical synchronization mechanism based on a power gradient from the sink to the leaf nodes. In RL-MMAC, network-wide synchronization is initiated by the sink by flooding the network with synchronization frames [129] .
Protocols that assume synchronization or rely on an external protocol to provide it, may be useful in systems involving nodes with highly accurate clocks or for which the synchronization is carried out at another layer, so there is no need to spend resources on it at the MAC layer. On the contrary, protocols providing their own synchronization mechanism can adapt the amount of resources invested on it to their own actual needs, as is for example the case of MuChMAC.
Protocols that do not implement synchronization are prone to energy wastage for idle listening and over-hearing but they do not spend resources on achieving synchronization, since synchronizing can be complex and resource consuming [130] , [131] .
E. PHYSICAL LAYER MANAGEMENT
In the physical layer management, the PCL management, the RDC mechanism and the interference avoidance are included, as shown in Table 8 .
1) PREFERABLE CHANNEL LIST (PCL) MANAGEMENT a: Inclusion in the PCL
Most protocols use a static default list of channels. Other protocols manage the PCL by including and excluding channels based on some quality measure, such as ETX and PER. A typical mechanism is the use of blacklists for low-quality channels. Blacklists can be created in a distributed way, as in ARCH and EM-MAC, or in a centralized way, as in DynMAC, in which nodes collect the channel quality information and send it to the sink which decides the best channel to be used. Each protocol uses a different metric: ARCH uses ETX, DynMAC uses RSSI, MC-LMAC uses the number of packets lost, MuChMAC blacklists a channel when no packets are received on it, and EM-MAC uses a ''badness'' metric that varies according to the outcome of the CCAs performed by the nodes and the number of transmission attempts. TMCP performs channel quality checks before the channel assignment and only includes in the PCL the channels with a quality above a given threshold.
b: Selection from the PCL
Protocols such as MMSN, TACA and MC-LMAC try to balance the channel occupancy by selecting the least chosen or the least loaded ones. Note that the least chosen channel is not necessarily the least loaded. Round-robin selection can reduce the protocol complexity without negative impact on the performance, as in DeTAS, Y-MAC, WAVE and MODESA. On the other hand, some protocols use pseudorandom selection of channels so that no fixed pattern is followed, such as TFMAC, ARM, TMMAC, MuChMAC and EM-MAC. As explained in the previous subsection, protocols like ARCH, JFTSS and GBCA select communication channels based on interference metrics. Some protocols, such as EM-MAC and WirelessHART, use pseudo-random channel selection but include some aspects of interference-awareness through their blacklisting mechanisms.
2) INTERFERENCE AVOIDANCE
Interference avoidance mechanisms have been split in the classification framework in three groups: intra-network, implicit and active interference avoidance.
a: Intra-network interference avoidance
Some protocols try to find interfering links and partition the network in accordance. In the case of TMCP and MCRT, the algorithms actually partition the network in sub-trees and assign different channels to them. DeTAS, WAVE, MODESA and JFTSS aim to discriminate interfering links along the gathering tree and distribute channels and timeslots in such a way that communications do not interfere. On the other hand, GBCA models the network as a game in which the objective is to minimize the intra-network interference, called total interference by the authors of GBCA. 1
b: Implicit interference avoidance
The mechanisms included in RMCA and DynMAC implicitly avoid interference. In RMCA, the algorithm is based on a regret function [132] that combines the average packet transfer delay (ATD) and the valid packet reception ratio (VRR), which is defined as the ratio between the number of valid packets received by a node and the number of packets it has sensed. Channels with high ATD and low VRR will receive a high regret value from the algorithm, preventing nodes from visiting them. In DynMAC, whose primary objective is to reduce the effects of adjacent and co-channel interference, nodes inform the sink when the PER rises above a given threshold, signaling that the interference levels are too high to stay in that channel.
c: Active interference avoidance
A common solution to combat external interference is to use a blacklisting mechanism that avoids the use of highly interfered channels. EM-MAC, MuChMAC, ARCH, WirelessHART and MC-LMAC employ this technique based on different metrics, e.g. channel quality, ETX and other variables based on the success/failure of transmissions. ARCH takes into account the fact that adjacent channels experience similar conditions of interference, so the algorithm promotes the use of channels spectrally far from the interfered ones. CR-WSN approaches the problem from the perspective of cognitive radio [133] - [135] by modeling the external interference as external (to the LLN) users that should not be disturbed by the LLN. Therefore, nodes sense the channel conditions and decide whether to access them according to the level of activity perceived from external sources.
3) RDC MECHANISM
In contention-based sender-oriented protocols, such as MMSN and CR-WSN, nodes wake up periodically and listen for an incoming transmission until the time left in the transmission window is not enough to send a full-length frame. If no incoming transmission is detected, nodes go back to sleep. This mechanism is very inefficient in lightly-loaded networks because of excessive idle listening. In contentionbased receiver-oriented protocols, such as A-MAC, ARM, EM-MAC and OMA, receivers send a beacon to signal that they are awake and wait for potential transmitters to act. If no signal from potential transmitters is detected, the receivers can go to sleep. In both cases, sender-and receiver-oriented protocols, transmitting nodes that loose the contention for the medium can go to sleep and follow their own periodic wakeup behavior until another transmission attempt is scheduled. An exception to this is EM-MAC, because the losers of the contention can use the ACK of the data frame as a beacon to start a new contention during the same wake-up of the receiver.
In the time-slotted approaches, TFMAC [108] and TMMAC [96] allow nodes to turn off the radio during the slots in which they are not scheduled to transmit or receive; whereas nodes using RL-MMAC sleep during the slots in which the probability of successful transmission or reception is lower than a threshold. DeTAS, leaves that decision to the schedule manager included in the recent IEEE 802.15.4 standard. In MC-LMAC, nodes are assigned slots for transmitting. Therefore, potential receivers must wake up in the transmission slots of their neighbors to check if there is a frame addressed to them. If this is not the case, they can back go to sleep.
HyMAC [103] and Y-MAC [85] are examples of hybrid approaches. HyMAC, a sender-oriented protocol, applies RDC during the contention slots and, during the slots in which a scheduler is active, it keeps the node awake only if receptions or transmissions are scheduled. In Y-MAC, a receiver-oriented protocol, nodes only wake up during their assigned slots and the consequent slots after successful data exchanges, unless they have a frame to transmit. In that case, potential transmitters contend during the contention period but they sleep during the back-off. A receiver that owns a slot, wakes up at the end of the contention period to receive the data frame.
F. NON-FUNCTIONAL CONSIDERATIONS
Besides all the functions performed by multichannel MAC protocols, there are some additional considerations that are important during the design and implementation process. These issues can be related to design principles (e.g. main goal of multichannel operation), consequences of the design (e.g. protocol overhead), or practical matters (e.g. the level of implementation maturity). A summary of these aspects for the protocols included in the classification is shown in Table 9 . In the following, a brief discussion on these aspects is presented.
1) MAIN GOAL OF MULTICHANNEL OPERATION
The design of the protocol is determined by the goals. Although the variety of secondary goals is quite broad, the main goals of most multichannel MAC protocols for WSNs are related to improving network performance in terms of throughput, delay and robustness against interference while reducing the energy consumption as much as possible, as it is accurately identified by [32] . For example, time-slotted protocols that aim to reduce the delay from source to sink tend to create schedules in such a way that interfering links are eliminated and children-to-parent communication is staggered to create a collection cycle. JFTSS and WAVE are typical examples of this.
Some protocols try to cope with the ad hoc and unpredictable nature of LLNs and their environment by designing more flexible and decentralized protocols, as in MuChMAC and Y-MAC, but they fail to provide deterministic delays. EM-MAC and PMC address the robustness against interference through channel hopping schemes whereas others, like TMCP, use fixed channel assignment to mitigate intranetwork interference. On the other hand, ARM and OMA stand as examples of protocols that look for more specific goals, such as mitigation of the CCB and hidden terminal problems.
2) PROTOCOL OVERHEAD
The protocol overhead has a higher impact on the network performance in LLNs than in most other wireless networks. The main reason is the reduced frame size used in LLN, e.g. 127 bytes according to the IEEE 802.15.4 standard. The main potential sources of protocol overhead in multichannel LLNs are channel-and-timeslot coordination, control information exchange and synchronization frames or header fields. In the scope of this classification and review study, a coarse classification (low, medium, high) has been considered for the protocol overhead, since this categorization comes from the analysis made by the authors, not on theoretical or experimental measurements. Nonetheless, the information provided in Table 9 can be taken into account and serve as a guide for future work in the field.
3) IMPLEMENTATION MATURITY
By implementation maturity, we point out to which level the protocol has been implemented and tested. Some of the protocols classified here have been tested through simulation and real test-bed experiments but most of them have used only one of the two possibilities. Although simulators constitute a powerful tool during the development process, simulation experiments' results should be validated through real test-bed experiments as much as possible.
The second and third columns of Table 9 show the simulator(s) and the real testbed platform, respectively, used in the evaluation tests presented by the authors of the protocols. For the real testbed platform, the operating system is specified, except for TMCP, OMA and AdvMAC, for which only the hardware platform has been mentioned by their authors.
The review of the implementation maturity shown in Table 9 confirms a very important issue about the research and development of multichannel MAC protocols for LLN: the huge variety of simulators, operating systems and hardware platforms available for LLNs. Note that ContikiOS is the dominant operating system used to evaluate the protocols on real testbeds, but others have also been used, such as TinyOS and RETOS.
As shown in Table 9 , the plethora of simulators used by the LLNs research community [136] , [137] include well-established simulators, such as COOJA [138] , Castalia/OMNET++ [139] and GloMoSim [140] , as well as custom-made simulators created by the authors of some of the protocols [88] , [89] , [101] . Some studies, such as [74] , [104] , and [106] , do not even specify the simulator used in the performance test and comparison with other protocols, which makes it difficult to assess the validity of their results. The same happens with the operating system or hardware platform used by WirelessHART [35] and MC-LMAC [95] .
4) INTERFERENCE MODEL
The interference model used in the performance evaluation of a protocol influences the validity of the results. The interference models used in the performance evaluation of the protocols presented here, can be classified in graph-based models and realistic models. The former, which is closely related to simulation-based tests, refers to simulators that model the coverage area as a circle, or sphere, in which nodes perfectly receive any transmitted frame (or a user-defined percentage of them) and simultaneous transmissions inside it always lead to collisions. On the other hand, realistic (or physical) models are related to advanced simulation environments, in which the coverage areas are not perfect circles and can vary across time and frequency.
Realistic models can be implemented in simulators by using well-known propagation and channel models, and they are already present in some simulators, such is the case of GloMoSim. Though they provide a more accurate view of the expected behavior of the protocols in real life scenarios, the accuracy of these models translates into higher computational complexity and, therefore, longer time needed for the simulations to complete. For this reason, MAC (and upper layers) protocol designers often use graph-based interference models and leave the complex realistic ones for researchers looking into issues closer to the physical layer.
VII. IEEE 802.15.4 STANDARD MAC PROTOCOL
Because of the impact the IEEE 802.15.4 standard has in the research, development and deployment of LLNs, this section aims to briefly describe the recent multichannel MAC protocol included in the standard. This protocol is based on the single-channel version included in the first specification of the standard in 2011 [141] . The single-channel MAC operation in IEEE 802.15.4 is not discussed here, see [33] for details.
In 2012, an amendment to the IEEE 802.15.4 standard was introduced to add multichannel operation [116] . It proposes a time-slotted multichannel MAC protocol for Low-Rate Wireless Personal Area Networks (LR-WPANs), known as TSCH.
In this mode of operation, time is divided into slots and the duration of each slot is sufficient to send a maximum length data packet and receive the corresponding ACK. Slots can be shared or dedicated. In every slot, three actions are possible: transmit, receive and sleep.
Slots are grouped into time-slotted frames, called slotframes, which repeat periodically over time. Duty-cycling is achieved by introducing sleeping slots in every slotframe. All nodes are synchronized to a given slotframe and multiple slotframes can coexist. Synchronization information is included in all packets.
The multichannel operation is based on deterministic channel hopping by assigning a channel offset to each slot. The hopping sequence is calculated using the following equation: f = F ASN + ch offset mod ch total (1) where ASN is the absolute slot number of the network, ch offset is the channel offset for the current slot, and ch total is the total number of available channels. Function F is a lookup table containing the available channels. ASN keeps the count of the number of slots that have elapsed since the start of the network. Through Eq.
(1), a channel-hopping behavior is produced with period equal to ch total , as shown in Fig. 10 . The problem of creating the schedule for the nodes to communicate with each other is considered out of the scope of the standard. Therefore, scheduling protocols oriented to be managed by the IEEE 802.15.4 MAC protocol have been proposed, such as the ones published in [89] and [142] - [144] . The work in [144] , combined with TSCH, has shown better performance than EM-MAC, a state-of-the-art contention-based protocol for LLNs, according to a study presented in [145] . The work in progress in [142] , [143] , and [146] - [148] aims at standardizing a sublayer in charge of managing the schedule in TSCH-based networks.
VIII. FINAL CONSIDERATIONS
In this paper we have presented a classification framework and a classification and review of multichannel MAC protocols for LLNs. The proposed framework takes into account the challenges of multichannel communications in LLNs and the design aspects of a protocol including the interactions between a multichannel MAC protocol with the surrounding protocol stack. The validity and suitability of the classification framework have been demonstrated through the classification and review of more than 30 multichannel MAC protocols for LLNs. The discussion presented along the classification provides insights about the main approaches followed by designers and developers in this research area.
The study presented here provides guidance for future developments in multichannel MAC protocols for LLNs, which can be summarized as follows: 1) For protocol designers, this study presents the components of a MAC protocol for LLNs that need to be taken into account when designing a multichannel MAC protocol for LLNs, as well as the main approaches that have been followed until now. Moreover, the interactions between the MAC layer and the other layers of the protocol stack has been presented from the perspective of a multichannel MAC protocol. 2) For software developers, the analysis about the nonfunctional issues of the MAC protocols presents key elements of the development process, such as the use of real testbed experiments to validate the performance evaluation of the protocols, and the importance of the interference model used during simulation, and its effect on the simulation time. 3) For application designers, the suitability of each approach for different types of applications has been presented along the paper by pointing out the weak and strong points of each design element of the multichannel MAC protocols. There are various open research and developments issues in the area of multichannel MAC protocols for LLNs. From the perspective of this study, we would like to highlight the following research challenges:
• The adaptability to traffic changes, robustness against interference and support for time-critical applications provided by the existing protocols are not enough for future LLN applications.
• The interaction of the MAC layer with the protocol stack is not yet an integral part of the design process of multichannel MAC protocols for LLNs and scheduling algorithms for TSCH.
• More realistic models with manageable computational cost are needed to improve the validity of the simulation experiments of MAC protocols for LLNs.
• Unified simulation and testbed setups are needed for the performance evaluation and comparison of multichannel MAC protocols for LLNs.
• TSCH, the multichannel MAC mode for LLNs included in the IEEE 802.15.4 standard, requires scheduling algorithms that take into account the requirements of the MAC layer in LLNs, as well as its interoperability with the proposed standards for the network stack, especially with CoAP, UDP, RPL and 6LoWPAN.
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