A novel method is proposed to estimate the 3D relative positions of an articulated body from point correspondences in an uncalibrated monocular image sequence. It is based on a camera perspective model. Unlike previous approaches, our proposed method does not require camera parameters or a manual specification of the 3D pose at the first frame, nor does it require the assumption that at least one predefined segment in every frame is parallel to the image plane. Our work assumes a simpler assumption, for example, the actor stands vertically parallel to the image plane and not all of his/her joints lie on a plane parallel to the image plane in the first frame. Input into our algorithm consists of a topological skeleton model and 2D position data on the joints of a human actor. By geometric constraint of body parts in the skeleton model, 3D relative coordinates of the model are obtained. This reconstruction from 2D to 3D is an ill-posed problem due to non-uniqueness of solutions. Therefore, we introduced a technique based on the concept of multiple hypothesis tracking (MHT) with a motion-smoothness function between consecutive frames to automatically find the optimal solution for this ill-posed problem. Since reconstruction configurations are obtained from our closed-form equation, our technique is very efficient. Very accurate results were attained for both synthesized and real-world image sequences. We also compared our technique with both scaled-orthographic and existing perspective approaches. Our proposed method outperformed other approaches, especially in scenes with strong perspective effects and difficult poses. key words: perspective model, human skeleton, 3D tracking, MHT
Introduction
The image reconstruction of 3D-articulated humans has recently attracted increased attention from computer vision researchers for applications such as human-computer interaction, virtual reality and character animation. A number of methods have been proposed for estimating the 3D positions of a human body. The simplest way is by using special equipment such as 3D scanners; however, these systems are not only costly but also inconvenient for many applications. Because of their limitations, a number of researchers have turned to image-based approaches. In such approaches, the image serves as input to estimate 3D human positioning. According to the number of cameras, these approaches can be divided into two main groups: multi-view and single view. In the multi-view group, images captured from multiple calibrated cameras are used to reconstruct a 3D human pose by minimizing a score computed from fitting different pose configurations onto a 3D human body model [1] , [2] . The main drawback of this approach relates to camera system setup. An alternative approach uses a monocular image to reconstruct a 3D-articulated body.
In the single view group, a monocular image is used in the reconstruction of a 3D human pose based on a cameramodel concept. This approach attempts to lift 2D data to construct a 3D model of a human pose, normally formed as a skeleton model. The 2D joint correspondence positions that serve as input are usually obtained by hand labeling [3] , [5] , [7] , matching to a marked image [8] , or detecting from installed markers [4] . Assumptions or prior knowledge about the human pose or the imaging environment are normally made in most research studies. For example, various assumptions were employed: that most human parts are close to a plane parallel to the image plane [3] , [7] , [10] , that at least one predefined human part is parallel to the image plane [12] , [16] , that root joint of human body moves parallel to the image plane without Z direction displacement [11] or that camera parameters are known a priori [5] , [15] , [16] .
Based on the perspective concept, this paper proposes a novel method for estimating and tracking up-to-scale 3D positions of an articulated body from point correspondences in uncalibrated image sequences. We address the reconstruction of the 3D body in cases of strong perspective effects and arbitrarily complicated poses. We assume a simpler pose, for example, that a human stands vertically parallel to the image plane and not all of his/her joints lie on a plane parallel to the image plane in the first frame. Because we provide a closed-form solution for 3D reconstruction, our method is very efficient. This work also alleviates the problems associated with the ill-posed reconstruction problem by applying a technique based on the concept of multiple hypothesis tracking (MHT) in selecting the solution. It is very efficient and can recover from the problem of selecting false solutions in arbitrarily complicated poses. This paper is organized as follows. Following this initial introduction, Sect. 1 of this paper continues with a presentation of previous approaches of 3D construction using camera-based methods. Sections 2 and 3 describe our proposed 3D reconstruction and 3D body tracking methods, respectively. In Sect. 4, we present some experimental results. Finally, conclusions are drawn in Sect. 5.
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Previous 3D Reconstruction Methods
There are two state-of-the-art approaches in the cameramodel-based group, namely, scaled-orthographic and perspective approaches. The scaled-orthographic approach is a well-known technique proposed by Taylor [7] and used widely in many research works [8] - [10] . It does not require knowledge of camera parameters. In this approach, the basic assumption is that most human parts lie parallel to the image plane. The scaled-orthographic model is shown in Fig. 1 . By assuming that the actual length of a segment ab, L ab , is known, we can write
where (X a , Y a , Z a ) and (X b , Y b , Z b ) are real-world coordinates of points a and b, respectively. The segment is projected onto the image plane by a scaling factor, s; therefore,
where (x a , y a ) and (x b , y b ) are two corresponding points, on the image plane, of points a and b, respectively. By assuming that the actual point is projected perpendicularly to the reference plane, the relative depth between the two points is defined as
Because dZ cannot be complex,
Fig . 1 The scaled-orthographic camera model of two pairs of corresponding points.
To obtain the most accurate 3D position from the model, the optimal scaling factor is searched using a comprehensive grid-based optimization. Once the real-world depth of the first point, Z a , is defined, the depth of the next point, Z b , is computed using Eq. (1) and Eq. (2). In the reconstruction of 3D articulated human by the concept of this model, the corresponding points on the image plane and the length of each segment are assumed to be known a priori. This method is simple to establish a 3D pose; however, it may not yield accurate results. It is most suitable for telecentric cameras used in most industrial inspection applications but not for the perspective cameras found in general use. An example of the error distance of the 3D reconstruction from the scaled-orthographic model is shown in Fig. 1 . It is significantly increased with the perspective effects.
To overcome the limitations of the scaled-orthographic approach, Remondino et al. proposed a method based on a perspective concept [16] . In their work, some camera parameters such as focal length must be known a priori. Moreover, at least one predefined segment is assumed to lie on a plane parallel to the image plane. By assuming that the scaling factor is F Z where F is the principal distance (approximated by the focal length of the lens). The relationships of points on the real-world and the image plane can be represented by 
From the assumption that at least one predefined segment lies on a plane parallel to the image plane (Z a = Z b ), Z b value of that segment can be solved by
After the depth of the joints of a predefined segment is computed by Eq. (7), the depth of the next point of the next segment can be computed using Eq. (6). In general, this approach is more accurate than the scaled-orthographic approach. However, the principle length and the length of each segment are assumed to be known a priori. This model also needs an assumption that at least one predefined segment lies parallel to the image plane. The latter assumption is difficult to meet in most general image sequences. The Taylor method [7] was initially designed for the reconstruction of a single image. However, several researchers [8] have extended the work to 3D reconstruction and tracking. Moreover, the lifting of 2D correspondence to 3D model still provides non-unique solutions. In their methods, the solution for the current frame is selected as the closest configuration to the solution for the previous frame. From this sense, it may diverge from the optimal configuration due to the hard decision in selecting false solutions, especially in arbitrarily complicated poses.
Our Proposed 3D Reconstruction
In our approach, the construction of the 3D body is performed from known 2D correspondences based on a 3D skeleton model. Since the relative 3D pose can be constructed at any scale, we therefore define a reference distance as a virtual distance (at the image plane) which the root-segment joint lies in the first frame. Firstly, the length of each segment is determined and then the reference distance is computed for the first frame. These parameters are used in the reconstruction of the 3D body in the subsequent frames.
As shown in Fig. 2 , the 3D human skeleton in our work is modeled by 15 joint points and 14 segments. The joints are (in order): abdomen, neck, head, left shoulder, right shoulder, left elbow, right elbow, left wrist, right wrist, left hip, right hip, left knee, right knee, left ankle and right ankle. The skeleton model can be expressed by a tree structure with a root node. Note that in our work, the abdomen joint is selected as the root, since it is relatively more stable than other joints. We also define a relative length of each part based on concept of Leonardo Da Vinci [16] , i.e. each part is up to a scale T , as shown in Fig. 2 .
In case the human subject does not satisfy the Da Vinci's model, errors of segment lengths directly effect the joint position computation, especially at the end joints due to error accumulation. The severity depends upon the degree of the mismatch. The error can be alleviated by considering corresponding symmetric parts and introducing relaxation into the reconstruction.
Problem Formulation
Our approach for the 3D reconstruction of a human pose from known coordinates of a 2D-point correspondence is based on a perspective camera concept, as shown in Fig. 3 . The 2D points obtained from an uncalibrated camera serve as input for our work.
In ordinates of points a and b, respectively. v a = (x a , y a , z a ) and v b = (x b , y b , z b ) are corresponding relative coordinates of the points a and b around the reference distance, respectively. By the word "around the reference distance", we mean both 3D points are scaled using the same magnification ( R Z ) where Z is the real world depth of the root node joint at the first frame and R is the reference distance from the origin to the image plane. (x a , y a ) and (x b , y b ) are the respective image coordinates of points a and b at the image plane. L ab and l ab are the lengths between points a and b in terms of real-world distance and virtual distance around the reference distance, respectively. The magnification of a coordinate around the reference distance to the real-world coordinate is represented by
From Fig. 3 , we can project the points v a and v b onto the image plane and obtain the following relationships:
where s a and s b are scaling factors corresponding to the ratios of points Z a and Z b to R, respectively. v a and v b are up-to-scale coordinates of the corresponding 3D real-world coordinates. To estimate 3D real-world coordinates, knowledge of either a 3D real-world coordinate or an actual segment length is required by Eq. (9). However, up-to-scale coordinates are adequate in most character-poserelated applications.
Proposed 3D Reconstruction
In the construction of 3D relative coordinates of the body, we can represent a human skeleton model as a tree structure {v, E}. The nodes are represented by v = {v i |i ∈ [1, . . . , N]}, where v i is the 3D relative coordinate of the i th joint, and N is the total number of joints. The edge or connection between two end nodes of a link is denoted by ε ∈ E, where E = {ε ab |a, b ∈ v}. The length of ε ab is represented by l ab . Each joint is projected onto the image plane by a scaling factor. Fig. 3 The perspective camera model of two pairs of corresponding points.
Determining Reference Distance
In our approach, the reference distance is required and is determined in the first frame. We set an assumption that a set of three known joints forming a right triangle with only one leg lain on a plane parallel to the image plane in the first frame. This can be easily achieved by a human stands vertically parallel to the image plane and not all of his/her joints lie on a plane parallel to the image plane. An example of the human pose satisfying the assumption is shown in Fig. 4 . First, we find the reference distance by considering a segment that is not in a plane parallel to the image plane and denoted it by ε qr with length l qr , as shown in Fig. 4 . For segment selection, a segment with right angle with respect to the vertical axis of the human body is chosen. In Fig. 4 ,
and v r = (x r , y r , z r ) are virtual coordinates of segment end points around the reference distance. l pq is parallel to the image plane and can be determined using Euclidean distance of its endpoint image coordinates. l qr is proportional to l pq according to the Da Vinci's ratio. For the reference distance computation, the projected end points of the link are used to obtain
Hence, the reference distance can be described by the following equation:
where (x q , y q ) and (x r , y r ) are image coordinates of points q and r, respectively; s q and s r are the respective corresponding scaling factors of points q and r; and l qr is its length. From Eq. (10), s q and s r must be calculated in the determination of the reference distance. From the assumption made in the first frame, the axis of the scaled human body is set to lie on the image plane such that scaling factors regarding the abdomen and neck joints are set to unity. In the determination of image distance, we select the link between the neck and the abdomen joints as vector − → u and the link between the neck and the left shoulder joints as vector − → v . The scaling factor of the abdomen and neck joints is 1 and − → u is perpendicular to − → v , i.e., − → u . − → v = 0 (only required for the first frame), and hence (10), the reference distance is determined.
Determining Scaling Factor of Root-Node
The position of the root segment is very important, because it is the starting point for the reconstruction of the 3D body in our approach. From our assumption, the scaling factor of the root-node joint, s 1 is unity at the first frame. However, it changes and, therefore, requires computation for subsequence frames due to human motion. It is determined by a comprehensive grid-based search with the constraint that its value cannot be negative. We can also perform a faster search for s 1 within a small range around s 1 of a previous frame. The values satisfying 3D human pose based on a joint-angle limitation constraint (Sect. 3.1) are selected as s 1 in the current frame.
Determining Scaling Factor of Other Nodes
For the reconstruction and track 3D relative positions of articulated body, the scaling factor of each joint is computed. Suppose s a is known from result of the previous computed segment, s b can be determined by finding intersection points between a sphere and a line. The starting joint (s a x a , s a y a , s a R) and length l ab of segment ε ab served as the center and the radius of the sphere, respectively. By assuming that, we can write
The line started from the origin (0, 0, 0) pointing in the direction (x b , y b , R) meets the sphere at point (
Since (x a , y a ) and (x b , y b ) are data points, R and l ab are computed from the first frame, only s b remains to be calculated. We also perform the determination for s k , k = 2, . . . , N sequentially using, s a obtained from the result of the previous computed segment. By simple manipulation, Eq. (12) becomes
Therefore,
where
It can be seen that the solutions are not unique. This problem is inherent to all lift-up approaches. To select the best configuration, some further assumptions, e.g. that all joints lie on the same plane [7] are normally assumed. For our technique, we delay the selection of each best configuration of the first two frames to the third frame. This makes our method even less restricted.
Our Proposed 3D Body Tracking
After the first frame, 3D reconstruction can be more conveniently performed using tracking. At each frame, multiple configurations of 3D reconstructions are obtained. To find the optimal solution, we applied a joint angle limitation constraint in order to prune spurious solutions and to avoid singularity. Moreover, we employed a technique based on the concept of multiple hypothesis tracking (MHT) [13] with a motion-smoothness function to select the best solution based on temporal information.
The Joint-Angle Limitation Constraint
Multiple configurations per frame are obtained due to nonuniqueness of the reconstruction. Some configurations are singular or spurious solutions. To remove some of these undesired configurations, we employ a joint-angle limitation that limits arm and leg angles to fall between 10 and 180 degrees, as shown in Fig. 5. 
Optimal Solution Selection by MHT
Even with the constraint specified, there are still a great number of possible configurations left. Techniques using temporal information have been introduced to select the optimal solution in other works. Most of these approaches [16] are based on choosing the closest configuration from one frame to the next. This method only maintains the solution for the last frame. It works well in some simple poses but fails in a larger number of cases; it can also lead to divergences due to an incorrect decision in early frames. We therefore proposed an efficient technique based on MHT to select the best configuration at the current frame using the past temporal information while still maintaining a number of most-likely previous poses. We define the temporal joint trajectory of a joint as a time sequence of the distances from the 3D relative position of that particular joint to the coordinate origin, i.e., the camera center. The smoothness of the trajectory is used to evaluate the fitness of a hypothesis instead of the hypothesis probability used in the original study [13] . A polynomial function and least squares method can be used to develop a motion model as well as an estimator in the context of MHT. In our experiment (not shown here), we found that a simple line connecting two previous frames of the joint sequence was adequate and very efficient, and therefore, was used it in our work. The details on the formulation of the technique are described below.
At frame t, a pose configuration is denoted by θ i (t), and the set of all possible configurations is represented by {θ i (t)}, i = 1, 2, . . . , N t . From MHT concept, a hypothesis at frame t, which is denoted by Θ t i , is a pose sequence and can be written as
is the parent pose sequence at frame t − 1 of Θ t i . To determine the fitness of a hypothesis, the smoothness of the trajectory is used and computed by
where The configuration corresponding to the best fitness is selected as the solution for that frame, while k best configurations according to their fitness values are kept for generating new hypotheses of MHT for the next frame. The computational complexity is O(2 N k log(2 N k)) by mean of conventional tree sorting implementation in the MHT. Figure 6 shows a flowchart of the algorithm.
Our method bears similarity to Howe's work [6] in the sense that more temporal information than the previous frame is used. However, Howe's method performs a comprehensive search of all possible pose sequences in the past few frames, while our method requires a search of only the k best possible pose sequences in the past few frames. In addition, Howe's 3D position configurations per frame are obtained by consulting an image feature database; thus, the number of configurations obtained may be different from ours.
Experiments
To evaluate the performance of our proposed method, we tested our approach on both synthesized and real-world image sequences. We assume that a human stands vertically parallel to the image plane and not all of his/her joints lie on a plane parallel to the image plane, and that all segments extracted from a monocular view are available in the first frame. To benchmark the performance of our proposed method, we compare our approach with both scaledorthographic [7] and previous perspective approaches [16] . In all of our experiments, we selected the link between the neck and left shoulder of the human for the reference distance computation due to its perpendicular angle assumption as well as the abdomen joint for the root joint due to its relatively small movements. However, we found (from our experiments not shown here) that the selection of other, less stable joints as the root joint only slightly affected the performance of the result. To evaluate the performance of reconstruction of 3D articulated body, 3D pose results are scaled to best match and then compared with 3D real world coordinates of the ground-truth.
Performance Comparison with Other Approaches
We synthesized four 3D human image sequences in order to compare our proposed method with both scaledorthographic [7] and previous perspective [16] approaches in terms of accuracy. The 2D projected joints from those 3D synthesized data are served as the input in the comparison. The image sequences include aerobic style activities, which contain 15 frames in each scene. Attributes of each scene are shown in Table 1 . Since the orthographic method is origi- nally designed for 3D reconstruction from a single image, it is not fair to perform benchmarking based on tracking results due to the accumulated errors in the latter frames of the sequences. Therefore, we exclude solving an ill-posed problem by selecting the closest configuration to the ground truth for all candidate algorithms at each frame. Some ground truth frames of scenes 1-4 are shown in the first column of Figs. 7 (a)-(d) . Examples of results from our approach are shown in the second column. Similar results from the scaled-orthographic and previous perspective approaches are presented in the last two columns, respectively.
From the experimental results, the averaged per-joint error distances from the ground truth for our proposed method, the scaled-orthographic approach [7] and the pre- vious perspective [16] approach are shown in Table 2 . It can be seen that the results of our approach are more accurate than other approaches for all sequences. The scaledorthographic approach [7] performed very well in the first sequence because the scene contained a weak perspective effect and relatively simple poses. For the previous perspective approach [16] , the results were very good and comparable to ours in scenes 1 and 3; this is because each frame of those sequences has at least one segment in a parallel plane. Note that our approach outperforms the others for sequences with both weak and strong perspective effects.
Results on Real-World Images
In addition, we tested our approach using three real-world image sequences † . We used the known 2D position of each joint obtained manually in the image as input data for our proposed method. The real-word image sequences include walking, ball-throwing and back-flipping in a Mocap dataset [14] containing 300, 800 and 239 frames, respectively. Some results of the walking, ball throwing and back flipping scenes from our approach are shown in Figs. 8 (a) , † Since the sequences do not meet assumptions made by the other two approaches, the results from those techniques were very inaccurate and not shown here to save space. (b) and (c), respectively. In this experiments, the 100 best hypotheses are maintained at each frame by our tracking method.
The results show that the accuracy of our proposed method is very high in all sequences. On average, the error distance of the walking, ball-throwing and back-flipping scenes as compared with the corresponding ground truth is 1.25, 1.21 and 1.97 centimeters, respectively. It can be seen that our approach shows accurate results for both simple and strong perspective-effect cases. Moreover, the ground truth is always found (with very little uncertainty) within the set of configurations computed from our reconstruction of the 3D human pose. MHT can identify the optimal solution for all images in each image sequence as shown by overlapped parts between solid lines and square makers in Figs. 9 (a), (b) and (c), respectively.
Robustness against Errors in Reference Distance Determination
In this section, we investigated robustness of our approach due to errors in the reference distance estimation. It is computed in the first frame and used in the other frames. In our experiment, the reference distance R is varied between 70% to 130%. The average distance errors from the corresponding ground truth are shown in Fig. 10 . The average distance errors are between 1 to 6 centimeters per joint. By comparing the error to the human height of approximately 175 centimeters, the method is rather robust against errors in the reference distance determination.
Robustness against Noise in 2D Data
Additionally, we investigated robustness of our proposed method on noise in the 2D data. We used synthesized data of 2D joint locations corrupted by a Gaussian noise. 2D Gaussian distributions with zero mean and variances 0.5, 1, 1.5, 2, 2.5 and 3 were generated and used in the experiments. The average distance errors from the corresponding ground truth are 2.15, 3.00, 2.15, 2.98, 3.84 and 3.94 centimeters, respectively. It can be seen that our approach is robust against variation in the 2D input data.
Conclusions
A novel method is presented to estimate 3D positions of an articulated body from 2D point correspondences in a single uncalibrated image. It is based on the perspective concept. However, it does not require any camera parameters from the user. Instead, our method computes a reference distance under a simpler assumption in the first frame. A closed-form solution is provided for 3D reconstruction. However, multiple configurations are obtained from the method because the problem is inherently non-uniqueness. An MHT-based tracking technique is introduced in order to select the best solution. This method is not only effective but also very efficient. Our approach was tested on both synthesized and realworld image sequences, and we obtained excellent results.
Quantitative comparisons with scaled-orthographic [7] and previous perspective [16] approaches with respect to accuracy were also performed using image sequences with different degrees of perspective and pose complexities. Our proposed method outperformed these other approaches [7] , [16] , especially in scenes with strong perspective effects and various poses that are generally difficult to model.
