Genetic variation in structured populations  space, time and the Red Queen by Lythgoe, Katrina Abigail
Genetic Variation in Structured Populations: 
Space, Time and the Red Queen 
Katrina Abigail Lythgoe 
A thesis presented for the degree of 
Doctor of Philosophy 
at the University of Edinburgh 
1999 




The work recorded in this thesis has been done by myself, and the thesis written by 
myself. This thesis has not been submitted for any other degree, and all sources of 
information have been properly acknowledged in the text. 
ABSTRACT vii 
Abstract 
Understanding what maintains genetic variation in natural populations is central to 
evolutionary biology. Genetic variation is important because it limits the rates of 
adaptation. This thesis considers how population structure and environmental change 
affect the spatial and temporal distribution of selected genotypes. Populations may be 
structured physically in space or by their interactions with one another. The antagonistic 
relationship between hosts and their parasites, for example, imposes structure, with 
parasites inhabiting different host 'niches'. 
The effects of spatial structure are explored using a simple model of migration between 
two populations, each in a balance between mutation and stabilising selection on an 
additive polygenic trait. Gene flow can maintain genetic variance within each 
population, albeit at low levels. If the optimum fluctuates in time, much higher levels of 
genetic variation can be maintained within populations, and in the presence of isolation 
divergence between the populations can be seen. However, within populations at least, 
such fluctuating abiotic selection pressures may have limited potential to explain the 
abundant genetic variation that we see in nature. 
Biotic interactions may be an important factor maintaining variation within and between 
populations, and these may lead to Red Queen dynamics even in constant environments. 
Here I define the Red Queen very broadly as "ongoing coevolution" and discuss the use 
of the terms 'coevolution' and 'ongoing'. I suggest that different Red Queen type 
processes can be classified by the amount of novelty available in the system and by 
whether or not increasing sophistication occurs. 
In this thesis I model a specific biotic interaction: the coevolution of parasites with the 
acquired immunity of their hosts. High levels of linkage disequilibrium (strain structure) 
can be maintained in this system, and for a large range of parameters Red Queen type 
dynamics are observed. In some cases fluctuations in linkage disequilibrium and 
epistasis may result in a fairly large advantage to sexual over asexual recombination. 
However, this advantage is not large enough to outweigh the "two-fold cost of sex". 
This deterministic advantage arises primarily because recombination impedes the 
response to fluctuating epistasis rather than because it facilitates the response to 
directional selection. Sex may also be advantageous in the presence of Red Queen type 
dynamics because sexual genotypes that are stochastically lost can be recreated through 
recombination, unlike their asexual counterparts. This issue is explored in the thesis. 
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Chapter 1 
Introduction 
Natural populations contain much variation in fitness (e.g. Clutton-Brock 1988), and 
evidence suggests that a large fraction of this is inherited. For example, some 
polymorphisms are maintained through selection (e.g. Gillespie 1991, Table 1.3), many 
quantitative traits and fitness components have high heritabilities (see Roff & Mousseau 
1987) and mutations affecting fitness can be high (e.g. Eyre-Walker & Keightley 1999). 
What maintains this inherited variation in fitness and what determines the distribution of 
selected genotypes within and between populations are fundamental questions of 
evolutionary biology. In the absence of mutation, additive genetic variation is 
eliminated by stabilising selection (Fisher 1930; Wright 1935a). However, this clearly 
does not occur in nature suggesting roles for other factors that help maintain genetic 
variation. Mutation apart (Kimura 1965), such factors may include the existence of 
Spatial structure (Goldstein & Holsinger 1992) and temporally varying (abiotic or biotic) 
selection pressures (Kondrashov & Yampoisky 1996). How do population structure and 
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environmental change affect how selected genotypes are distributed in space and 
through time? 
Much genetic variation can be maintained if populations are structured in space. Local 
populations may adapt to different environmental conditions, or else local populations 
could adapt differently even where environmental conditions are the same. In particular, 
if the environment is heterogeneous or if there are interactions between genes, natural 
selection may cause populations to evolve towards alternative stable states. For 
example, stabilising selection on a polygenic trait causes populations to lie on different 
genotypic peaks on Wright's "adaptive landscape" (Wright 1935a; Wright 1935b). With 
the addition of small amounts of migration, genetic variation may be maintained locally 
as well as globally, even under uniform selective conditions (Goldstein & Holsinger 
1992; Phillips 1996). 
Selection pressures are also likely to vary in time. High levels of genetic variation may 
result if populations are constantly evolving to new adaptive peaks without the 
opportunity of settling to an equilibrium (Kondrashov & Yampolsky 1996; Kirzhner et 
al. 1998). If also accompanied by isolation populations could rapidly drift apart 
resulting in high levels of variation at the metapopulation level. However, within 
populations at least, fluctuating (abiotic) selection pressures may only have a limited 
power to explain the abundant genetic variation that we see in nature. If selection 
changes too rapidly populations may not have time to respond. If selection changes too 
slowly alleles may become fixed, and genetic variation will be lost. Migration or 
mutation could prevent this loss of genetic variation (Kondrashov & Yampoisky 1996) 
and frequency dependent selection can also maintain variation. 
In the absence of overdominance, frequency dependence is crucial to maintaining 
polymorphism. Biotic interactions may lead to selection pressures that could maintain 
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variation within populations, and these selection pressures may vary through time. 
Populations are often structured by their interactions with one another, rather then their 
distribution through space. The antagonistic relationship between hosts and their 
parasites, for example, can be considered as a structured population, with parasites 
inhabiting different host 'niches'. These biotic interactions can cause frequency 
dependence whereby rare alleles have an advantage and tend to increase. This 
frequency dependence can lead to the maintenance of polymorphisms within 
populations, and may also result in ongoing coevolution even in the absence of external 
environmental change; the so-called Red Queen hypothesis (Van Valen 1973). 
Most antagonistic interactions could potentially produce Red Queen type dynamics, 
including those between predators and their prey (Abrams & Matsuda 1997), hosts and 
their parasites (Andreasen & Christansen 1995), species competing for the same 
resources (Rummel & Roughgarden 1985) and so on. These Red Queen dynamics may 
i 
	
	even lead to an advantage to sexual over asexual reproduction (Jaenike 1978) through a 
variety of mechanisms. 
In chapter 2, I consider the effects that spatial structure, and specifically migration 
between two demes, may have on the amount of quantitative genetic variation we see 
both within and between populations. I then move on to consider the effects of 
temporally fluctuating selection on genetic variation. 
I then look at the effects of biotic interactions, by first reviewing the literature on the 
Red Queen in chapter 3. In chapter 4, I model a specific biotic interaction: the 
coevolution of parasites with the acquired immunity of their hosts. In particular I focus 
on how these interactions maintain polymorphism in the parasite population. 
4 	CHAPTER 1 
Chapter 5 uses this model to explore the idea that sex evolved in parasites as a means to 
escape acquired-immune responses. In chapter 6, I ask whether sexual reproduction is 
favoured because sex impedes the response to fluctuating epistasis or because it 
facilitates the response to directional selection. 
Finally, in chapter 7 I summarise the results and ideas presented in this thesis and make 
suggestions for future directions of study. 
Chapter 2 
Consequences of Gene Flow in 
Spatially Structured Populations* 
2.1 Introduction 
Genetic variation is essential for adaptation, and high levels of quantitative genetic 
variation are found in natural populations for all kinds of traits (Mousseau & Roff 
1987; Houle 1991). However, the reduced fitness of extreme phenotypes and the 
long periods of evolutionary stasis observed in most species provide strong support 
for the existence of stabilising selection, which on its own will act to eliminate 
genetic variability within populations (Lande 1976; Maynard Smith 1983; Turelli 
1984; Barton & Turelli 1989). Can gene flow between divergent sub populations 
maintain genetic variation? 
Other questions also spring to mind. How readily can populations adapt to local 
conditions despite gene flow? Can reproductive isolation evolve within an 
This chapter is published in Genetical Research, 1997, 69: 49-60 (see Appendix 2). 
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interconnected network of populations? Though these questions have received much 
attention (e.g. Felsenstein 1976; Endler 1977; Barton & Turelli 1989), almost all 
theoretical discussion has been based on models of single genes (exceptions include 
Lande 1976; Slatkin 1978; Lande 1980). 
A key difficulty in extending the theory to quantitative traits based on many genes is 
that, even assuming additive inheritance, the outcome depends in a nontrivial way on 
the genetic basis of such traits. This has become clear from the debate over the 
amount of genetic variation that can be maintained through mutation (Turelli 1984). 
One possible mechanism which might explain the abundant quantitative genetic 
variation found in nature is recurrent mutation (Kimura 1965). Various population 
genetic models have been developed that describe this 'mutation/selection balance, 
such as the 'Gaussian' (Lande 1976) and the 'House of Cards' (Turelli 1984) 
continuum-of-alleles models, and various discrete allele models (Wright 1935a; 
Wright 1935b; Latter 1960; Bulmer 1972; Barton 1986). In the Gaussian model 
mutations at each locus have a continuous range of effects drawn from a normal 
distribution, and if the effects are much smaller than the standing variance at a single 
locus the distributions of allelic effects will be approximately Gaussian. In contrast, 
the House of Cards model assumes that new mutations have effects much larger than 
the standing genetic variance so that most of the variance is contributed by rare 
alleles. 
Discrete allele models were introduced by Wright (1935a; 1935b). Wright showed 
that for an additive quantitative genetic trait under stabilising selection in a diploid 
organism, where each of the loci segregate for two alleles of equal and additive 
effect, a whole series of stable equilibria exist (Wright 1935a; Wright 1935b) in the 
absence of mutation. For example, if selection favours a state in which 50 loci are 
close to fixation for a '+' allele, and 50 are close to fixation for a '-' allele, any of the 
1029 optimal gene combinations will be a local equilibrium. With mutation at a low 
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rate this multitude of equilibria remains stable and genetic variation is maintained at 
each locus (Latter 1960; Bulmer 1972). Moreover, there are also stable equilibria 
where the mean of the population differs from the optimum (Barton 1986). Thus, in 
the example above, for particular levels of mutation and selection some populations 
may have stable equilibria such that only 47 of the loci are close to fixation for the 
'+' allele, and the mean is slightly below the optimum. These can be considered 
different 'classes' of equilibria. The stable equilibria can be thought of as peaks on 
Wright's 'adaptive landscape' (Wright 1932) where mean fitness (height of the peak) 
is measured against the frequency of the '+' allele at each of the 100 loci; this 
adaptive landscape will have 101 dimensions. If loci have equal effects, all peaks in 
which the mean phenotype of the population is equal to the optimum phenotype will 
have the same height. We refer to these as optimal peaks. 
In Barton's (1986) model, the genetic variance is given by the "House of Cards" 
approximation when the mean is near the optimum, but it increases towards a value 
of the same order as that given by the "Gaussian" approximation when the mean 
deviates from the optimum. Although these models clearly show that mutation can 
counter the unifying effects of stabilising selection, the mutation rates that would be 
required to explain all of the genetic variation observed in natural populations are 
unrealistically high, especially if there is pleiotropy (Turelli 1984). Other factors are 
thus also required to explain these high levels of quantitative variation, of which 
fluctuating selection is one possibility. Compared to constant selection, fluctuating 
selection can increase the genetic variance within a single population by several 
orders of magnitude (Kondrashov & Yampolsky 1996) due to allele frequencies 
continually moving towards new equilibria. At any one time, most of the variation 
will be due to one, or only a few, of the loci, which are in the process of shifting. 
Spatial polymorphism may also help to explain the high levels of quantitative 
genetic variation found in natural populations (Goldstein & Holsinger 1992; Phillips 
1996). However, migration must not be too high, since otherwise the whole 
population will become uniform. Only below some critical level of migration will 
8 	CHAPTER 2 
local adaptation be possible (Karlin & McGregor 1972; Slatkin 1973; Nagylaki 
1975; Endler 1977; Phillips 1996). 
Although spatial polymorphism may be maintained in the presence of migration, it is 
not clear how populations might come to have different genetic structures. The 
various populations that make up a species may diverge, either because selection 
varies from place to place, or because even under uniform selection different gene 
combinations evolve due to the effects of random genetic drift. However, the extent 
to which such divergence can occur in the presence of gene flow is unclear. Such 
questions are fundamental if we are to understand the process of speciation (Coyne 
1992). 
This chapter analyses a simple model of polygenic variation, extended from that of 
Barton (1986), in which stabilising selection acts on an additive quantitative trait in 
each of two demes in the presence of mutation and gene flow. This model will be 
used to investigate the effects of gene flow on the genetic structure of the two 
populations under stabilising selection to the same or different optima, and address 
questions such as whether population differences, and possibly eventual reproductive 
isolation, can arise in the presence of gene flow. This simple optimum model is 
unrealistic, in that it assumes equal allelic effects on a single character under 
stabilising selection. However, it provides a useful starting point for a more general 
understanding of spatial variation in quantitative traits. 
I will first describe Barton's (1986) model of mutation/selection balance and then 
extend this to include the effects of migration between two demes. The key 
assumption throughout is one of linkage equilibrium. This is reasonable if selection 
and migration are much weaker than recombination. In the first part of the analysis, 
we assume that the mean phenotypes of both demes are close to their respective 
optima. This is similar to the model of migration-selection balance developed by 
Phillips (1996), in which migrants move from a fixed into a polymorphic population. 
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The model presented here differs from Phillips's since mutation is included in the 
model, and the populations exchange migrants as opposed to one of the populations 
being held fixed. The more general case, which is not investigated by Phillips 
(1996), in which one of the demes occupies a suboptimal peak on the adaptive 
landscape is then considered. Supporting Phillips' results, we find that if migration 
rates are low then genetic differentiation can be maintained between the two demes, 
and genetic variation within these demes can be two or three orders of magnitude 
higher than if there were no genetic differentiation. Once migration exceeds a 
critical level, migration swamps selection, the two demes become genetically 
homogeneous and migration can no longer maintain genetic variation. Finally, I 
consider how populations might diverge in the first place in the presence of gene 
flow, and consequently whether under the assumptions of this model differentiation 
and eventually reproductive isolation could evolve in the presence of gene flow. 
2.2 The Model 
The analysis assumes weak selection, such that change is approximately continuous 
in time, and the population is in linkage equilibrium; the latter is a reasonable 
assumption if recombination is much faster than selection and migration. The 
notation is summarised in Table 2.1. 
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Table 2.1. Summary of the notation 
z' 	 phenotype of an individual 
s 	 strength of stabilising selection 
a 	 the effect of each allele (assumed equal across all loci) 
deviation of the mean from the optimum in deme X 
mutation rate 
scaled mutation, 'y = jilsa2 
migration rate 
scaled migration, ? =2 ). isa2 
t time measured in generations 
T scaled time, T = tsa2/2 
pxi frequency of the '+' allele at locus i in deme X (qx1 = 1 - Pxj) 
Z, 	 optimum phenotype 
zx; ZTOt 	mean phenotype in deme X; mean phenotype of total population 
Vx; YTot 	genetic variance of deme X; genetic variance of total population 
n 	 number of loci 
c 	 number of clashing loci 
mx 	number of loci close to loss for the '+' allele in deme X 
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2.2.1 Mutation/selection balance 
I begin by briefly describing Barton's (1986) notation. Consider a single character z', 
which is determined by the sum of the effects of n loci. Each gene can be in one of 
two states, 0 (the '-' allele) or 1 (the '+' allele). In this, the diploid case, the state of 
the gene at locus i from the maternal chromosome is denoted li and from the paternal 
chromosome l*.  Thus, if we ignore any epistatic effects, z' is defined as: 
z' = cx(l +lj*_1) 	 (2.1) 
where a is the effect of each allele, assumed equal across loci. The character is 
assumed to be completely heritable, and the fitness of an individual with phenotype 
z' is assumed to follow a Gaussian curve centred on some optimum, z0 , with variance 
us, where s is the strength of stabilising selection which is assumed to be weak. 
Environmental variance is neglected but could be included by rescaling the 
parameters. 
By rescaling time relative to sa 2/2 such that T=tsa 2/2, where t denotes time 
measured in generations, the equation for the effect of selection is: 
/ dp• 
7dT =p 1 q((p 1 —q 1 )-2ö) (2.2a) 
(Equation 4 in Barton 1986) 
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Here, p 1 and q1 are the frequencies of the two alleles '+' and '-' at the i'th locus, and 
is the deviation of the mean phenotype, z, from the optimum, z0 , relative to the effect 
of a single gene, a: 
(5= (z - z0 )/a = 27 (p i - 1/2) - z 0 /a. 	 (2.2b) 
This rescaling greatly simplifies the analysis, but is possible only if selection is 
weak. The first term in Eq. 2.2a represents selection acting against the genetic 
variance, and the second term represents selection on the mean towards the optimum 
phenotype. 
If we now introduce recurrent mutation at an equal rate t in each direction Eq. 2.2 
becomes: 
d/ = pq((p 1 —q)-2S)-2y(p —q 1 ) 	 (2.3) 
Here y  is a measure of the rate of mutation, relative to the selection pressure on a 
single locus: y = u/sa 2 
22.2 Mutation/selection balance with migration between two 
Suppose now that we have two demes, A and B, which have both independently 
reached equilibrium to the same or differing optima, as described by setting Eq. 2.3 
to zero. Now assume that migration occurs at an equal rate, A, between these two 
demes. Migration will generate linkage disequilibrium every generation, and 
moreover the number of pairwise linkage disequilibrium coefficients will increase 
with the square of the number of loci involved in the system. Consequently 
migration will have to be very low if the combined effects of selection and migration 
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are to be much less than the effects of recombination, which is necessary for the 
assumption of linkage equilibrium. In the following analysis we will find that 
differences between the two populations can only be maintained at these very low 
migration rates, making this assumption of linkage equilibrium reasonable. 
Eq. 2.3 can now be extended to each of the two demes. The subscript A denotes 
results for deme A, and similarly for deme B: 
dPA,'T = PAIqAI((PA 	 - qA1)+(pBI PA1) 	(2.4a) 
dPB,/T = pBqBI((pBI - qBI) -  28B)— 2 Y(PB - qBI) )L(PA - PB) 	(2.4b) 
X is a measure of the rate of migration, relative to the selection pressure on a single 
locus such that A = 2ijsa 2 . At equilibrium we have a pair of simultaneous 
equations, each of third order as in the one deme case, resulting in a ninth order 
polynomial giving nine solutions for PAi  and  PBi•  That is, at equilibrium, the '+' 
allele at each of the loci controlling the quantitative trait could be at one of nine 
possible frequencies. 
The means and the variances of the quantitative trait z' are: 
ZX = 2a(p1 - 1/2) 	 (2.5a) 
v x =2a 2 j(p xi q xi ) 	 (2.6a) 
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where X denotes the deme A or B. For the population as a whole the mean, ZTOt,  and 
the variance, VTOt,  are given by: 





+ - (ZA - ZB) 2 	 (2.6b) 
Thus the genetic variance for the population as a whole depends on both the variance 
within the two demes, and on the difference between the means in the two 
populations. 
23 Results 
2.3.1 No deviation from the optimum phenotype 
I first consider the case where the mean phenotype matches the optimum in each 
deme, described by Eqs. 2.4a and 2.4b with 8A, 8B, = 0. Note that the optima may 
or may not be the same across the demes. Although this is a very special case, it 
lends itself to analysis and will give a good guide to the full problem. The situation 
may arise if the mean can evolve to match the optimum in each deme, although in 
reality this is very unlikely to occur. In the absence of migration, two isolated demes 
could evolve to match the optimum in each of their habitats, especially in the 
absence of epistasis and pleiotropy. However, once migration between the two 
demes is allowed the populations will be pulled away from their optima due to the 
migration pressure, and consequently the mean phenotype will no longer match the 
optimum in each deme. For the mean to match the optimum in the respective demes, 
in the presence of migration, a situation must be imagined in which the migration 
itself pulls the demes from sub-optimal mean phenotypes to optimal ones. 
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Table 2.2. The solutions to Eqs. 4a, b, and the criteria for their existence and stability, 







for existence for stability 
of solution 	of solution 
PA=PB 1/4 	1/2_____ 	1/2 _____ 	always 	y> 1/8 
1-1-8y l—jl-8y 
PA=PB 2y 	
2 	 2 	
y< 1/8 	y< 1/8 
1+J1-8y 	1+I-8y 
PA=PB 2y 	 y< 1/8 	y< 1/8 
2 2 
pA=qB 	2y+X 






















Where 1+81+2X, and y = 'jl - 16y+ 6472_  4A + 32yA - 12A? 
Not all of the nine equilibria will be feasible and stable (see Appendix 1, for a 
description of the multilocus linear stability analysis). For this system, at most five 
of the equilibria are stable (Table 2.2). 
The first of the solutions (PA = PB = 1/2) is stable only when mutation is so high that 
all effects of selection are effectively swamped, resulting in the '+' and alleles 
reaching intermediate frequencies in both of the demes. Consequently, for the 
purpose of this analysis, it will be assumed that this solution is unstable. Of the 
16 CHAPTER 2 
remaining eight solutions, four can be stable: The solutions where PA = PB = 
I ±ji —8y 
2 	
are feasible and are stable whenever y< 1/8. These are called 'non 
clashing' solutions since the '+' allele is either close to loss in both of the demes, or 
l±l-8y-4A. 
close to fixation in both the demes. The solutions where PA = qB = 
	2 
are feasible and stable whenever y < 1/8 -3A14. These are called 'clashing' solutions 
since the '+' allele is close to loss in one of the demes and close to fixation in the 
other (see Fig. 2.1). 
The multilocus stability analysis shows a remarkably simple result: The stability of 
the system does not depend on the state of all the loci. If there are any clashing loci 
the system will be stable if -1+87+6X is negative, and if there are no clashing loci 
the solution will be stable if -1+87 is negative. 
Figure 2.2 shows how the gene frequencies change for varying levels of migration 
and selection. If the mutation rate is kept constant (y= 0. 1), then as migration is 
increased (Fig. 2.2a), the frequency of the '+' allele at nonclashing loci remains 
constant, whereas at clashing loci the allele frequencies gradually become more 
intermediate, since at these clashing loci migration will tend to reduce the 
discrepancy in allele frequencies between the two demes. When A. exceeds 0.0333, 
the solutions at clashing loci become unstable, and when A. exceeds 0.05 the 
solutions at clashing loci become imaginary. If migration is now held constant (A. = 
0.05), the clashing and nonclashing allele frequencies become more and more 
intermediate as mutation increases (Fig. 2.2b). Once y exceeds 0.0875 the clashing 
solutions become unstable, and they no longer exist when y  exceeds 0.100. The 
nonclashing solutions both become unstable and imaginary when y = 0.125. Thus as 
migration and/or mutation increase, it becomes less likely that we will see 
divergence between two populations. 
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1 2 34 5678 9101112 
Loci 
Figure 2.1. A sketch showing allele frequencies in a 12 locus system. The dashes show 
the frequency of the '+' allele in the two denies at each of the loci numbered 1 to 12. 
Loci 1,2 and 3 are close to loss for the '+' allele in both of the demes, and loci 9, 10, and 
11 are close to fixation for the '+' allele in both of the demes. These loci are 'non 
clashing'. Loci 4,5,6 and 7,8,9 are 'clashing' since, for each of these loci, in one of the 
denies the '+' allele is close to fixation, whereas in the other it is close to loss. 
So, if two demes within a population independently adapt optimally to the selection 
pressures in their respective environments, stable differences can be maintained 
a2 2y 
between the two populations if -1 +81+6X is negative, that is if 	- 
12 	3 
Migration must therefore be very low in relation to selection if the migration is not 
going to swamp selection and the two demes are to remain distinct. If, for example, 
sa2 = 0.01 and i = 0.000 1, then £ must be less than 0.00077. This value of 
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Figure 2.2. Solutions to Eqs. 2.4a, b, where öÂ = 8B = 0, s = 1 and a = 0.11. The solid 
lines represent the stable solutions, and the dotted lines the unstable solutions. The 
solutions form a series of pitch-fork bifurcations. Figure 2.2ai: For y held fixed at 0.1 
(corresponding to a mutation rate of 0.001), the frequency of the W allele at non 
clashing loci remains constant as X increases, but at clashing foci the frequency 
approaches 0.5. Once X reaches 0.033 (migration irate = 0.000167) the solution at 
clashing foci becomes unstable. The unaxfluniuim value of A for which the clashing 
solution exists is 0.050 (migration irate =0,000250), TIne niiouii dashing solutions always 
exist and are allways stable. Figure 2.2b: For X lirieldi fixed at 0.05, the frequency of the 
'+' allele at clashing and non clashing foci approaches 0.5. Once y reaches 0.0075 
(mutation rate = 0.000075) the solution at clashing foci becomes unstable, and the 
maximum value of y for which a clashing solution exists is 0.1100 (mutation irate 
0.001). The non clashing solutions both become unstable and cease to exist when y = 
0.125 (mutation rate = 0.001125). 
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migration is very low, amounting to fewer than 8 migrants per 10 000 individuals per 
generation in each population. This small value implies a very large barrier to 
migration, which may be very uncommon in nature. 
This criterion for the maintenance of polymorphism differs from Phillips' (1996) 
critical migration rate. He does not consider mutation, and since he deals with 
unidirectional migration there are only three possible equilibria. Only one of these 
equilibria can be stable, and it is stable wherever it exists. Thus Phillips' criterion for 
the maintenance of polymorphism is 2 < s 	This differs from the criterion for the 
16 
existence of clashing loci in the model presented here (A <_, for t = 0) by a 
factor of 2 since here gene flow occurs in both directions. Consequently, for low 
mutation rates, the conditions for the maintenance of polymorphism are less 
restrictive than in Phillips' model. In effect, when the mean equals the optimum, the 
critical migration rate calculated under unidirectional migration gives a lower bound 
to the rate, whereas the assumption here of balanced migration rates provides an 
upper bound. If migration rates are unbalanced between the two populations, as will 
be the most likely scenario in natural populations, the actual critical migration rate 
will fall somewhere between the two bounds. 
If the deviation of the mean from the optimum in the two demes is negligible, the 
genetic variance within the two demes can be found analytically: 
VA =V B =2a 2 (2ny+c)=(nu+c) 
	
(2.7) 
where n is the total number of loci, and c is the number of clashing loci. Thus, the 
genetic variance within the demes is dependent on the mutation rate at all of the loci 
and on the migration rate. Interestingly Eq. 2.7 is the sum of these two factors, even 
though the equations are non-linear. The first term corresponds to the 
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Figure 2.3. The genetic variance within demes from Eq. 2.7, for increasing migration 
(X=2 /s( 2), where öA, 8B = 0. Genetic variance increases with the mutation rate at all 
the loci and with the migration rate. 
variation in a system at mutation-selection balance (Latter 1960; Bulmer 1972; 
Turelli 1984), and the second term to a system in migration-selection balance 
(Phillips 1996). 
Fig. 2.3 shows how the genetic variance within each deme increases with increasing 
migration, mutation and number of clashing loci. For example, for y = 0.0 1, 
increasing the number of clashes from 0 to 20 doubles the quantitative genetic 
variance within the two demes. 
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The minimum genetic variance for each deme can be estimated, given the difference 
in the optima between the two demes at equilibrium. The increase in genetic 
variance due to linkage disequilibrium caused by incoming migrants for a 
quantitative trait can be expressed as (Az)2 j  (1- )/r, where r is recombination 
fraction and Az = ZA - ZB (Barton & Gale 1993). The minimum number of clashes 
will be Az/2(x. (Note that negative linkage disequilibrium produced by stabilising 
selection will reduce the genetic variance, see below). At low migration rates, such 
as for the value 0.00077 calculated above, the minimum genetic variance, V g, 
expected in each of the demes will therefore be: 
Vg = L.+ 




where the first term represents the increase in the genetic variance attributable to 
mutation, the second term the increase due to clashing loci, and the last term is the 
increase in the variance created by linkage disequilibrium due to incoming migrants. 
We can see from Eq. 2.8 that the ratio between the amount of genetic variance 
generated from linkage disequilibrium from incoming migrants to that generated by 
increased heterozygosity is saAz (if r is taken to be 1/2). We can express this in 
terms of dimensionless quantities by defining L = (sAz 2/2) as the difference in 
fitness between a native individual at the optimum for its own deme, and an 
immigrant at the mean value of the other deme. Then, the ratio becomes 2L(cxlAz). 
Thus, if the typical fitness difference between immigrants and natives is small (L << 
1), and if several loci have diverged ((t << Az), then increased heterozygosity will 
generate much more genetic variance than will linkage disequilibrium. For example, 
if we take s= 1, a=0. 1 and Az= 1, then L will equal 1/2 and the ratio of the amount of 
genetic variance generated from linkage disequilibrium to that created by increased 
heterozygosity will be only 0.1. Heterozygosity will therefore account for ten times 
more genetic variance than will linkage disequilibrium produced from incoming 
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migrants. The Bulmer effect, where negative linkage disequilibrium is produced due 
to stabilising selection will reduce the genetic variance by s(V) 2/r each generation, 
where Vs is the standing genetic variance (Bulmer 1985). However, since sV s is 
small and r = 1/2, the reduced genetic variance resulting from the Bulmer effect will 
be small. Thus for the range of migration rates expected to maintain differences 
between populations, the effects of linkage disequilibria on the genetic variance are 
small. 
Note also that Eq. 2.8 represents the increased genetic variance within the two demes 
due to selection for different optima in the two demes. The genetic variance will 
increase further if there is also cryptic genetic divergence between the two demes, 
resulting in more than the minimum number of clashes. In this case the genetic 
variance due to both migration and linkage disequilibrium will increase. 
So far I have only considered the case where the mean equals the optimum in each of 
the demes. In general, however, the mean will deviate from the optimum. Migration 
may, for example, pull the mean away from the optimum in the two demes if the 
genetic structure of the demes differ. In many cases this deviation will be very small 
if the demes are at optimal adaptive peaks, but if one or both of the demes are at sub-
optimal peaks then the discrepancy is likely to be larger (Barton, 1986). It may be 
that even in this case the deviation will be small enough that the preceding analysis 
provides a good approximation, but this can not be assumed. Barton (1986), showed 
that in the one deme case, 8 will always be less than 1/2. Although this deviation is 
small, it could nevertheless have a substantial effect on the genetic variance. 
For öÄ  and 8B  not equal to zero, Eqs. 2.4a and 2.4b can no longer be solved 
analytically, but solutions can be found numerically, given the number of loci and 
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clashes and given the optima in the two demes. In the following analysis, the 
equations were solved numerically using the secant method, and stability determined 
from the eigenvalues of the stability matrix S (Appendix 1). 
Suppose that the deviation of the mean from the optimum in deme B (SB)  is zero, but 
in deme A it varies. Note again that the optima in the two demes may or may not be 
the same; it is the deviation of the mean from the optimum that is important. Fig. 2.4 
shows the nine possible solutions, and their stability, for each locus for increasing 
If öA = 8B = 0, clashing solutions become unstable when any of the 
neighbouring unstable solutions become imaginary. In all other cases, the four 
solutions that can be stable will be stable if they exist. For the subsequent analysis 
we have assumed that the other five solutions are always unstable, which, 
considering the outcomes of the numerical iterations of the equations, is a reasonable 
assumption. Wright (1935b) has shown that in some circumstances intermediate 
allele frequencies can be stable, but only if just one of the loci is at this intermediate 
state. Moreover, this requires low mutation rates such that (n+ 1) 2y < 1 (Barton 
1986). 
Figure 2.5 shows the range of values of migration for which the four possibly stable 
solutions exist given a value of 8A  (öB is fixed at zero). We can see that as the mean 
phenotype of deme A deviates from the optimum phenotype, the maximum 
migration rate at which differences can be maintained between the populations 
decreases. 
If we have a system in which both +I (the '+' allele is close to fixation in deme A, 
and close to loss in deme B) and -1+ clashes exist, we can define ?max as the 
maximum level of migration, above which the system can no longer exist because 
one or other of the clashing solutions becomes imaginary. This is analogous to the 
critical migration rate defined above. Fig. 2.6a shows how 2ax  varies as the 






















Figure 2.4. The nine dots show the solutions to Eqs. 2.4a, b. The filled circles 
represent the stable solutions, open circles the unstable solutions. lli all cases y= 0.01, 
= 0.05 and = 0. Figure 2.4a; Solutions where 6A = 0. The arrows show how the 
solutions move on the plane if y or are increased (the non clashing solutions do not 
move if ? is increased). Figure 2.4b; Solutions where öA = 0.149. Two of the solutions 
in this case have almost converged. Figure 2.4c; 8A = 0.150. Two of the solutions have 
formed a conjugate pair with imaginary parts, and are therefore no longer shown on 
the plane. 
the +' allele in deme A, mA,  differ, for y= 0.01. We see that the migration rate 
between the two demes dictates the possible values of MA, and hence the number of 
peaks on the adaptive landscape for deme A. If the optimum for deme A is equal to 
zero, for example, then the higher the migration rate the less MA  can deviate from 
50, and consequently fewer combinations of genes, or classes of genotypes, are 
possible in deme A. If X remains less than 0.1533 (corresponding to an actual 
migration rate of 0.00077), divergence between the two demes can be maintained, 
but once X exceeds this the only stable system is one in which there are no clashes, 
leaving us with a single monomorphic population. Consequently the variance within 
the two denies would also decrease. 
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Figure 2.5. The areas of the graph show which solutions can be stable as 8A  deviates 
from zero and as migration increases, where 6B = 0 and y = 0.01 (corresponding to a 
mutation rate of 0.0001, if s = 1 and a = 0.1). +1- represents the solution where deme A 
is close to fixation for the '+' allele, and deme B is close to loss for this allele. 
Figure 2.6b shows the maximum genetic variances within deme A, obtained by 
setting migration to Xmax. Comparing the numerical calculation of genetic variance, 
and the value that an analytical approximation would give (that is, where the mean 
equals the optimum in both of the demes, and hence where 8A  and  613  are assumed to 
be zero, as shown by the arrows), it can be seen that in most cases, where migration 
is at the critical rate, the analytical approximation would tend to overestimate the 
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Figure 2.6a; The maximum mgratñoni, A, at which the system can exist and be stabile as 
the optimum phenotype off dleinnie A varies, her y = 0.01 and optimum off dieme IR fThxed at 
0. mB is fixed at 50, and consequenfly SB assumed to be irnegililgilbile. The ffilve Dines 
represent Varyllhrllg V2iilnfleS Off lilA. For MA  =52,50 and 410 the number off dilsishes is 20, 
ffor MA = 49 there are 21 dashes, and hior MA  =511 there are 19 clashes. The number off 
clashes were chosen to be as dose to 20 as possilbile. Figure 2.6b; The corresponding 
genetic variances in dlernnie A, the arrows indicating the genetic varlaunice LT 8A and 5B  are 
assumed to eniiail zero. The asymmetry arises because off the varying number off 
dashes. 
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variance. If the mean is close to the optimum in both of the demes, the analytical 
approximation is fairly close both for the maximum level of migration at which the 
system can be maintained, and the genetic variance within the populations. 
2.3.3 Divergence of populations 
Finally, I consider how clashes can be created between populations. They may 
simply result from random genetic drift (Wright 1932; Barton 1989; Barton & 
Rouhani 1991; Goldstein & Holsinger 1992) or alternatively could originate 
deterministically if selection is fluctuating in time or space. Suppose we begin with 
a single monomorphic population where the optimum phenotype is zero and where 
50 of the 100 loci are close to fixation for the '+' allele. Next, suppose there is a 
change in optimum for one deme within this population (call this deme A), such that 
the optimum is now less than -0.483, where X = 0.1. By calculating 6A  from Eq. 
2.2b we find öA  will exceed 0.351 for this system, and thus from Fig. 2.5 we see that 
the solutions where both denies are close to fixation for the '+' allele are no longer 
feasible. However, if MA  changes to 51 (that is, if one of the loci close to fixation 
for the '+' allele in deme A changes such that it becomes close to loss for the +' 
allele), we see from Fig. 2.6a that the equilibrium now exists and is stable. If the 
optimum phenotype changes further in this direction more switches become 
necessary (in practice, random genetic drift will play a role in determining which of 
the loci switch). If the optimum fluctuates back to zero or beyond, loci in deme A 
would switch from close to loss, to close to fixation, for the '+' allele. However, the 
loci which switch in this process will not necessarily be the ones that switched 
originally (although since the variance at clashing loci is greater this will tend to be 
the case). Hence, in the space of one environmental fluctuation we can envisage 
four clashing loci being created, and consequently the variance within the two demes 
increases from 0.040 to 0.048. If 20 clashes were created in such a process the 
genetic variance within the two demes would equal 0.080. 
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If the unscaled versions of Eqs. 2.4a, b are iterated for 20 loci, adding a Binomial 
expression for genetic drift with mean p and variance pq/(2N) during each iteration 
of the calculation of the gene frequencies, then each of the loci settle down to either 
clashing or non clashing solutions as expected. Moreover, the more clashing loci 
there are in the system, the greater the genetic variance when the systems settles 
down close to equilibrium. However, if the optimum changes in one of the demes 
such that one of the loci must switch, the tendency of the system will be to reduce, 
and not increase, the number of clashes. This is because the genetic variance at 
clashing loci is greater than at non clashing loci and so these loci respond quickest to 
changes in selection pressures. Thus, if there is constant migration during 
environmental fluctuations, clashes will continually be created or lost because the 
two demes are adapting to different optima, but there will not be a tendency for the 
number of clashes to escalate. Consequently, the highest genetic variance within the 
two demes is observed when the optima of the demes are most different. An 
accumulation of clashing loci could occur if fluctuations are accompanied by 
isolation (no migration) or by a large amount of genetic drift. The numerical 
iterations of the equations were checked by comparing the output with the expected 
analytical results and the amount of variance expected due to random drift. 
Fig. 2.7 shows how the genetic variance within the two demes varies in time, as the 
optimum in one of the demes fluctuates. In both cases the random component added 
to the iterations describes the expected drift if the two demes each contain 5000 
individuals, and the mutation rate, .t, equals 0.0009. In the first simulation, Fig. 
2.7a, the two populations are isolated, whereas in the second simulation, Fig. 2.7b, 
the rate of migration, )L, is 0.00225. In the case where there is no migration the 
genetic variation within the two demes remains close to that predicted by the 
analytical results for most periods of time (VA = VB = 0.0720). The transient peaks 
in the genetic variance in deme A are a consequence of the switching of five of the 
loci each time the optimum phenotype of deme A changes from 0 to +3, or vice 
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versa, since these loci temporarily find themselves at intermediate gene frequencies 
(Kondrashov & Yampoisky 1996). At these switches VB remains close to 0.0720, 
but VA reaches up to 0.60. There is a high genetic variance in deme A for the first 
1000 generations (VA approximately 0. 15) because one of the loci is at an 
intermediate gene frequency. 
For the case where there is migration, we see that when the optimum in the two 
demes is the same (0 in both cases) the genetic variance is close to 0.0720, which is 
as expected since there are no clashing loci. However, when the optimum in deme A 
changes to +3, a few of the loci in deme A switch causing some of the loci to clash. 
The genetic variance within the demes consequently increases due to two processes. 
Firstly, as for the case where there is no migration, the switching of some of the loci 
temporarily increases the genetic variance within the deme where the switching is 
occurring, resulting in the peaks of genetic variance observed (VA reaches up to 
OM.5). Secondly, some of the loci are clashing, and moreover the mean may deviate 
from the optimum in each of the demes, resulting in an increased genetic variance 
within the two demes at equilibrium (where there are five clashes VA and VB are 
both close to 0.11). Typically five clashes are created when the optimum in deme A 
changes from 0 to +3, which is close to what we would expect since the expected 
number of clashes when the mean equals the optimum in the two demes is Az/2(X, 
which equals five in this case. However at generation 4000, 6 clashes were created. 
Consequently the differences in the means of the two demes are larger than when 
there are only five clashes, and each clash has greater effect on the variance in this 
deme (VA and VB are approximately 0. 18 and 0. 12 respectively). 
Taking the average genetic variance in each of the two demes for the two cases 
shown (the first 2000 generations are not included in this calculation since the 
system is still settling down) the addition of migration increases the mean genetic 
variance in deme B from 0.072 to 0.093. However, within deme A migration has the 
opposite effect and the mean genetic variance decreases from 0.132 to 0.127 since in 
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Figure 2.7. The genetic variance within both of the demes when Eqs. 2.4a and 2.4b are 
iterated for 8000 generations with 20 foci in the presence of random genetic drift 
(number of individuals in each population, N, is 5000) where s = 1, a = 0.3 and y = 
0.01. The optimum of deme B remains constant at 0 (solid fine), while the optimum of 
deune A fluctuates between 0 and 3 every 1000 generations (dotted lime). The numbers 
represent the number of dashing floe!. Figure 2.7a; The two deunes are isolated. The 
average genetic variance in dieme A is 0.132, and for deme B is 0.072. Figure 2.7b; 
There is gene flow between the two demes such that ?. = 0.05. The average genetic 
variance in dieme A is 0.127, and for deme B is 0.093. 
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the presence of migration the switching of loci from clashing to non clashing 
happens faster than in its absence. If fluctuations were less frequent, the effects of 
switching on the variance would become less, and the mean genetic variance in 
deme A would then be greater in the presence rather than in the absence of 
migration. 
2.4 Discussion 
In this model of two demes, each in a mutation / selection balance, divergence 
between the populations can be maintained if migration is very low. For the 
assumptions made here on mutation and selection, migration must typically be less 
than 8 individuals migrating per 10 000 individuals in each population per 
generation (From Table 2.2). When migration is even lower than this many possible 
classes of stable equilibria exist for each of the demes, but as migration increases the 
number of possible equilibria decreases. Once migration exceeds a threshold, 
divergence between the populations can no longer be maintained, leaving a single 
undifferentiated population. These migration rates are tiny, requiring a very strong 
barrier to gene flow which may be relevant to few natural populations. Moreover, 
the model is unrealistic for a number of reasons: pleiotropic effects have been 
ignored, and selection is assumed to be very weak. Where selection is strong, the 
effects of linkage disequilibrium can no longer be ignored, and the critical migration 
rate is likely to increase (Phillips 1996). 
If the optima in the two demes are the same, the process modelled here is a special 
case of the "shifting-balance" between drift, intrapopulation selection and 
interpopulation selection (Wright 1932; see also Coyne et al. 1997 for a review). 
The process is divided into three phases. In phase 1 genetic drift causes sub-
populations to cross adaptive valleys, and consequently occupy different regions of 
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the adaptive landscape to one another. Phase 2 involves local selection taking 
populations to new optima, and during phase 3 adaptive peaks compete with each 
other so that fitter peaks spread through the whole species. This third phase is 
controversial for several reasons. For example, it is argued that analyses which 
model this last process (Crow et al. 1990; Phillips 1993) are in fact only 
demonstrating how migration swamps selection. This process is not adaptive 
because populations could move towards sub-optimal peaks (Barton 1992). Here, 
however, we can see that if we have two sub-populations, one occupying an optimal 
peak on the adaptive landscape (deme B) and the other a sub-optimal peak (deme A), 
then as migration increases symmetrically between the two populations the possible 
number of classes of equilibria for deme A decreases until eventually the only stable 
class is where deme A occupies one of the possible optimal adaptive peaks. If 
migration increases further the only stable equilibrium will be one in which the two 
populations occupy the same adaptive peak. Thus, as migration increases, it is the 
fitter peaks that spread through the whole species under the assumptions of this 
model. The consideration of only two demes may not be what Wright had in mind 
when he envisioned the shifting balance (Gavrilets 1996), although it does provide a 
useful starting point for the analysis. If a fit deme was to be surrounded by unfit 
demes in an island type model, the fit deme would get swamped by the unfit 
migrants if migration is too high. At lower levels of migration the fit peak could still 
sweep through the population, although the critical migration rate will be higher 
(Gavrilets 1996). 
We find also that divergence between denies within a population can greatly increase 
the quantitative genetic variance within these demes. Suppose for example that the 
strength of stabilising selection, s, is 1, that the effect of each locus, a, is 0.1 and that 
migration between the two demes exceeds 0.005. If the two demes are 
undifferentiated such that there are no clashes, then in the absence of mutation there 
will be no genetic variance. If there are 20 clashes between the two demes, however, 
the genetic variance within each of these demes will increase to over 0.04 even if 
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both populations occupy the optimal adaptive peaks and are subject to the same 
selection pressures. These clashes could be built up if the two populations are 
isolated and then subject to differing selection regimes. Alternatively, if the 
selection pressures of the two demes are divergent, clashes could be built up even in 
the presence of gene flow, leading to possible reproductive isolation. For example, 
if the mean equals the optimum in the two demes, and for s and cx as above, then if 
the difference in the means of the two populations is 2, there will be at least 10 
clashing loci. This corresponds to the estimated minimum number of genes involved 
in producing large differences in quantitative traits between natural populations 
(Castle 1921; Wright 1952; Lande 1981). This estimate assumes that none of the 
loci act in opposition. That is, in the context of the model presented here, clashes are 
due to differing selection pressures and not cryptic genetic divergence. Moreover, 
for this number of clashes, the genetic variance attributable to migration is five times 
• 	greater than that due to linkage disequilibrium (Eq. 2.8), and as such the omission of 
• linkage disequilibrium from the model should not greatly bias the results. 
If the selection pressures are not divergent, but fluctuating, an escalating build up of 
clashes is unlikely unless accompanied by peripheral isolation or high levels of 
genetic drift. Fluctuating selection does however increase the genetic variance 
within the two demes, since during the periods in which clashes occur the variance is 
increased. Moreover, when loci switch from near fixation for the '+' allele to near 
loss, or vice versa, the genetic variance increases dramatically during the switch. 
This is a similar observation to that found in single populations, where fluctuating 
selection can increase the genetic variance within a single population by several 
orders of magnitude, provided the fluctuations are in the right range of frequencies. 
Kondrashov & Yampolsky (1996) attribute the increase in variance to two factors. 
First, the population will often find itself at sub-optimal equilibria leading to a higher 
genetic variance (Barton 1986). The second, and far greater, effect comes when the 
population switches to a new equilibrium due to the changing optimum, since the 
actual process of substitution at a locus then greatly increases the variance. So, 
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fluctuating selection in a system of two demes increases the genetic variance within 
each of the demes due to the intermediate gene frequencies of switching loci, and 
due to the existence of clashing loci in the presence of migration. As the frequency 
of fluctuation decreases, the latter will contribute more to the genetic variance than 
the former. 
This model shows that polymorphism can be maintained between two populations if 
levels of migration are sufficiently low, and that gene flow can then increase the 
genetic variance within the populations by several orders of magnitude. However, 
escalating divergence of the populations is unlikely in the presence of gene flow 
unless they experience persistently different selection pressures. 
Chapter 3 
Who is the Red Queen? 
3.1 Introduction 
Is evolution characterised by stasis or by continual change, and if so is this change 
due to biotic or abiotic factors? 
The idea that evolutionary change can be mediated through biotic interactions is not 
a new one. Both Darwin (1859 chapter 3) and Fisher (1930 chapter 7) certainly 
recognised its importance. Later, Van Valen (1973) claimed that these interactions 
can lead to a steady state of evolutionary change. He recognised that the 
environment of one species is comprised of many other species. If one species 
changes, then so will the environment of the others, and this is likely to exert a 
selection pressure on these species. If these species respond to the subsequent 
changes in selection they will in turn be altering the environment of others. In the 
long term species will either continually evolve or go extinct. Just like the Red 
Queen in Lewis Carroll's "Through the Looking Glass" (Carroll 1995) species are 
running just to stay in the same place, even in a constant environment. 
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What is it about coevolution that makes ongoing change more likely rather than, say, 
environmental feedback? To what extent is the environment of one species made up 
of other species, and to what extent is evolution driven by the existence of other 
species? Are species running just to stay in the same place with respect to each 
other, or with the rest of the environment as well? If two species embark on a run 
will the descendants be fitter than the ancestors? In particular, if it were possible to 
do a competition experiment between the descendants of one of the running parties 
against the ancestors of the other, could we predict who would win? 
The issue of Red Queen coevolution is embroiled in a number of debates including 
the evolution of sex (Jaenike 1978; Maynard Smith 1978) and punctuated evolution 
(Rand & Wilson 1993; Allmon 1994), and is related to the idea of arms races 
(Dawkins & Krebs 1979). However, as of yet there is no clear consensus about what 
the Red Queen is, how we might recognise her, and how prevalent she may be. Here 
I will address these questions. Though they cannot be resolved on present evidence, 
the discussion may clarify the questions and suggest what evidence we do need. 
32 The Red Queen as "Ongoing Coevolution 
The Red Queen could be, and often is, thought of in very vague terms. In the 
broadest sense, the complex interplay of characters on earth today, their co-operation 
and competition and the effect they have on the abiotic environment could be 
construed as one giant Red Queen process. The Gaia hypothesis, for example, is one 
in which the entire biosphere is an adaptive control system; organisms and 
environment form a feedback system, and this feedback is adaptive (Lovelock 1990; 
Benci & Galleni 1998). 
A more useful understanding of the Red Queen is that of Stenseth & Maynard Smith 
(1984) who define it as "a steady state of change (even in a constant environment) 
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characterised by continuing coevolutionary change, extinction and speciation " . 
There are three important components to this definition. It involves coevolutionary 
interactions, these interactions should not grind to a halt of their own accord, and 
change should be "steady" (cf. Van Valen 1973). To simplify matters I will define 
the Red Queen as "ongoing coevolution". But what do we mean by "coevolution" 
and what do we mean by "ongoing"? 
3.2.1 "Coevolution" 
The term "coevolution" was first used by Ehrlich & Raven (1964) when looking at 
the evolutionary relationship of plants and the insects that feed off them. There are 
many examples of apparently coevolutionary interactions in nature ranging from 
mutualistic interactions (Frank 1997) through to systems involving victims and 
exploiters such as predator-prey and host-parasite relationships (Anderson & May 
1982). However, it is still not clear what is meant by the term coevolution (Futuyma 
& Slatkin 1983). 
Coevolution can be defined very strictly, requiring both specificity and reciprocity 
between two species (Janzen 1980). The criterion for specificity rules out a number 
of systems in which the evolution of one species has affected the other, and vice 
versa. A looser definition, sometimes called "diffuse coevolution" which drops the 
requirement of specificity, may in reality be a more useful concept when seeking to 
understand interrelated evolutionary systems (Janzen 1980; Futuyma & Slatkin 
1983) and is perhaps more the process Darwin (1859) and Fisher (1930) had in mind. 
3.2.2 "Ongoing" 
In reality, any particular evolutionary process must eventually come to an end. 
Species become extinct, environments change and levels of variation in populations 
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are finite. In theoretical systems, however, this need not be an issue. When 
discussing what is meant by "ongoing" a distinction needs to be made between 
theoretical and real biological systems. 
In a theoretical system we could assert that for a system to be classed as Red Queen 
the dynamics must not reach a stable steady state where there is no change through 
time (Stenseth & Maynard Smith 1984; Khibnik & Kondrashov 1997). From a 
strictly deterministic theoretical point of view this assertion seems reasonable. 
1-Jowever, everything becomes a little less clear cut with the realisation that the 
purpose of theory is, arguably, to try to help us understand the real world. A system 
may have a stable equilibrium that it will eventually reach, for example, but it may 
take an inordinate amount of time to actually get there. In this case, should a time 
limit be imposed? Evolution is effectively "ongoing" for a long period of time and 
for far longer than we could reasonably expect the relationship between the two or 
more coevolving parties to remain relatively static. 
In reality there are more pressing issues. Systems may be prevented from 
coevolving indefinitely because one of the parties faces a developmental constraint. 
A developmental constraint is defined as "a bias on the production of variant 
phenotypes or a limitation of phenotypic variability caused by the structure, 
composition, or dynamics of the developmental system" (Maynard Smith 1985). In 
an arms race where the fox is chasing the hare, it may just become impossible, or too 
costly, to run yet faster still. 
Other selection pressures intrinsic to the system may also successfully prevent 
ongoing change. In the case of Müllerian mimicry, for example, an unpalatable 
model will be at an advantage if it is as dissimilar as possible from its tastier mimics. 
On the other hand, any rare model mutant will not have the protection that warning 
coloration provides, and so the model is prevented from changing by purifying 
frequency dependent selection (Joron & Mallet 1998). There will also be other 
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factors limiting ongoing coevolution. External factors may change altering the rules 
of the game, new mutations may allow one of the players to escape or one of the 
parties may lose and go extinct (Stenseth & Maynard Smith 1984). For how long 
must the process of coevolution continue before it is classed as a Red Queen 
process? 
3.3 Where might the Red Queen be? 
Where then might we expect to see ongoing coevolution? Anywhere that there are 
antagonistic interactions is a candidate. A few of all the possible examples include 
predator-prey interactions (Dawkins & Krebs 1979; Vermeij 1994), host-parasite 
coevolution (Andreasen & Christansen 1995), competition (Rummel & Roughgarden 
1985) and so on. This is relevant to the evolution of host specialisation (Kawecki 
1998), the organisation of communities (Rummel & Roughgarden 1985), extinction 
and speciation (Stenseth & Maynard Smith 1984), and patterns of macroevolution 
(Rand & Wilson 1993; Allmon 1994). 
Conflict may also act at the level of the genome. Possible examples may include the 
coevolution of meiotic drive with suppresser genes (Partridge & Hurst 1998) or in 
the evolution of bacterions (Tan & Riley 1997). Bacteria can produce bacteriocins, 
such as colicins, which inhibit or kill closely related cells. So that cells are not killed 
under their own colicin production, colicinogenic cells will also produce an 
immunity protein which recognises its own colicin and avoids attack. In this system 
it is suggested that there is an advantage to being rare and Red Queen dynamics 
might result. A mutation in a cell that confers broadened immunity to a number of 
colicins will have a selective advantage over its ancestors. A further mutation (a 
'super-killer') in the colicin gene could then occur to which the original ancestor is 
no longer immune. This new colicin will rapidly increase in the population due to 
positive selection until a new 'super-killer' phenotype arises (Tan & Riley 1997). 
40 CHAPTER 3 
But need ongoing coevolution be genetic at all? Evolution in one or other of the 
parties may, for example, be somatic. Take the evolution of immunity during an 
acquired immune response. On infection by a parasite a host may subsequently 
develop protective immunity against that type, or similar types, of parasite. There 
will then be a selective pressure on the parasite to change to form a novel type. 
African trypanosomes, which cause sleeping sickness in humans, are one example. 
During the course of an infection the parasite can switch from one antigenic type to 
one of many others. With each switch the parasite increases in frequency in the host 
until the host immune responses manage to control its growth. The result is a 
characteristic pattern of infection where each antigenic type is consecutively 
common (Barry & Turner 1991). 
Coevolution may not even require a genetic component at all, such as in cultural 
evolution. The fashion industry is a prime example. Bell bottomed trousers, 
platform heels, long skirts, short skirts and very short skirts have all been popular in 
the past. But what drives this popularity? It rarely seems that the intrinsic use or 
quality of the garment is under selection. What is more important is how fashionable 
the clothes are, and how fashionable the clothes are is related to how common they 
are. Once a new style surpasses a threshold in popularity it will quickly gain fashion 
status and spread like wild fire through the population. However, once too popular it 
is no longer trendy and a new fashion wave will hit the country. 
We could even ask whether coevolution need be biological at all, such as the 
Belousov-Zhabotinskii (BZ) reaction (see Murray 1989 chapter 7). This is a 
complicated chemical reaction involving the oxidation of malonic acid by bromate 
ions, Br03 . If an iron catalyst (Fe 2' and Fe") is used the result is a visually striking 
oscillating colour change from reddish-orange to blue and back again. In general 
terms the oscillations occur due to two antagonistic reactions. The system is 
evolving through time and change is ongoing. 
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3.4 How might we characterise the Red Queen? 
As we have seen the Red Queen can be seen in a number of different guises, both 
theoretically and in reality. How then might different Red Queen dynamics be 
characterised? A number of different categorisations have been suggested (Dawkins 
& Krebs 1979; Sasaki & Godfray 1999), although they are restrictive if the Red 
Queen is going to apply in a broad sense. Here I suggest a simple grouping of the 
theories based on the amount of novelty available in the system, and on whether we 
see ever increasing sophistication amongst the coevolving parties. 
Traits under selection which are bounded, such as gene-for-gene models, or models 
of continuous traits where the trait is bounded I will define as having limited 
repertoires. If a trait can continue to change in the same direction, by say allowing a 
fox to run ever faster with no limit, then the running speed of the fox has an 
unlimited repertoire. And if the rabbit can evolve in many different ways 
• (dimensions) to evade its predator by running faster, hiding better, developing 
camouflage and so on, then again the prey has an unlimited repertoire available to it 
for evading the fox. 
Increasing sophistication is based on the concept of whether the descendants at all 
future points in the coevolutionary process will be fitter (in terms of the 
coevolutionary interaction) than their ancestors. The best way to think of this is to 
imagine two competition experiments. In the first the ancestors of both coevolving 
parties are competed, and in the second the same ancestor of one of the parties (the 
'model') is competed against a descendant of the other. If the descendant always 
fares better against the model than the ancestor, then the system exhibits increasing 
sophistication. If a present day fox always catches a hypothetical rabbit from the 
past then we are seeing increasing sophistication. The idea of sophistication is 
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related to the concept of limited and unlimited heredity (Maynard Smith & 
Szathmary 1995). 
This categorisation carries a certain amount of ambiguity. Suppose for example that 
the fox evolves cunning while the rabbit evolves the ability to hide better, both at the 
expense of running speed. The increased cunning of the fox will not help it against 
an ancestral rabbit who doesn't hide but just runs fast. Although the system has 
become more sophisticated in terms of cunning and hiding, the competition 
experiments would suggest otherwise. Interactions may tend towards increasing 
complexity with more traits and genes becoming involved, but this may not always 
lead to an advantage in our competition experiments. 
3.4.1 Indefinite novelty and increasing sophistication 
Where there is indefinite novelty and increasing sophistication, coevolving 
characters will stay in approximately the same relationship with respect to each 
other, but not to their ancestors. The fossil record, for example, documents the 
increasing prevalence of characters in gastropods that provide resistance to shell 
breaking predators during the Mesozoic and Cenozoic (Vermeij 1987 chapter 7). At 
the same time their shell-breaking predators increased in diversity and power 
(Vermeij 1987 chapter 6). The relationship between the armoured gastropods and 
their shell-breaking enemies remained fairly constant, although both increased 
markedly in sophistication: An ancient predator would probably have little hope of 
successfully attacking a modern day mollusc (Vermeij 1987 chapter 13). 
Many of the arms races envisioned by Dawkins & Krebs (1979) would also fit into 
this category, such as the race between the fox and a rabbit. Realistically though, it 
seems implausible that any sophistication will continue to increase unchecked 
indefinitely. It may simply be impossible for a mollusc to evolve an even harder 
shell or the costs of doing so may be prohibitively high. 
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Alternatively, one party may be driven to extinction by the other, for example if the 
evolutionary lag gets too large (Stenseth & Maynard Smith 1984) or if a change 
occurs in one party to which the other cannot respond. Clarke et al. (1994) 
competed two RNA viruses. For a long time no gain or loss of fitness relative to 
each other was observed although both increased in fitness relative to their ancestors. 
However, eventually one of the viruses won the race, presumably because of a new 
mutation that the other could not compete against (Clarke et al. 1994). 
The evolutionary lag model of Stenseth & Maynard Smith (1984) could also 
arguably fit into this category. The evolutionary lag is a measure of the extent to 
which the fitness of a species differs from the fittest possible genotype. Stenseth & 
Maynard Smith model the effects that coevolution will have on this lag, where the 
lag in one species is a function of the lag in others, and the rate of adaptation of a 
species is also an increasing function of its lag. They concluded that Red Queen 
coevolution (where the rate of change is constant) could occur in such a system. It 
could also occur in a modified system where the number of species is free to change 
through speciation and extinction - Red Queen coevolution will occur if the mean 
lag in the system remains non-zero and constant. This model is slightly ambiguous, 
because the optimal phenotype is not modelled directly. Presumably the optimal 
phenotype itself could change during the process of coevolution (as acknowledged 
by Van Valen 1973), which is why I have tentatively placed this model in the 
category of indefinite novelty and increasing sophistication. 
3.4.2 Indefinite novelty without increasing sophistication 
When we have indefinite novelty without increasing sophistication, coevolving 
characters now stay in a similar relationship with each other, and with their 
ancestors. Species A may win in a competition experiment against the ancestors of 
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species B, but this result cannot be guaranteed. Evolved characters may sometimes 
fare better than their ancestors, and sometimes worse. 
The evolution of trypanosomes within a single infection (Barry & Turner 1991; Agur 
& Mehr 1997), and the evolution of HIV within its host (Nowak 1996; Wolinsky et 
al. 1996) are both arguably examples of this type of process. In the idealised African 
trypanosome example, newly arising antigenic types will be fitter than those 
preceding them in the current immune environment (if we assume that immunity 
doesn't wane). But in the original naïve immune environment none of the antigenic 
types will have an intrinsic advantage over the other (if we assume that all of the 
antigenic types interact with the immune system in similar ways). 
Eventually, of course, the system will be constrained because there has to be a limit 
to antigenic diversity, but in reality host death normally occurs before this is realised. 
Moreover, the gradual waning of acquired immune responses may mean that, in the 
absence of host death, antigenic types could be 'recycled' (Barry & Turner 1991), 
which would now place the system into the category below in which we see cycling 
amongst a limited repertoire of types. 
3.4.3 Cycling amongst a limited repertoire without increasing 
sophistication 
It is this scenario that has been most commonly modelled and which is closest to the 
strictest definitions of coevolution. Here there is a limited repertoire of variants, and 
a priori we do not see ever increasing sophistication. 
The models can be categorised further into those where the mean of a trait is 
followed (Abrams & Matsuda 1997; Gavrilets & Hastings 1998) and those where the 
genetics are explicitly modelled (Bell & Maynard Smith 1987; Frank 1994; 
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Andreasen & Christansen 1995; Hochberg 1997; Dybdahl & Lively 1998; Sasaki & 
Godfray 1999). 
For example, Sasaki & Godfray (1999) simulated the coevolutionary dynamics of 
host-parasitoid interactions. They assumed that the probability of encapsulation is a 
function of the difference between host resistance and parasitoid virulence. There is 
a cost to both resistance and virulence. Cycles can easily be seen in which both 
resistance and virulence increase in an escalating manner until the cost of resistance 
gets so high for the host that it abandons this strategy in favour of one in which it 
risks death through parasitoid attack. With the relaxation of selective pressure on the 
parasite, virulence also decreases and the cycle begins again'. 
Possible empirical examples are harder to come by. Perhaps the nicest 
demonstration of this is the apparent rock, paper, scissors game played by three 
different morphs of side-blotched lizards (Maynard Smith 1982; Sinervo 1996). 
• Orange males hold large territories containing several females, but these are 
vulnerable to invasion by yellow sneaker males who steal copulations. But blue 
males who hold territories containing just one female are able to defend these 
territories against the yellow sneakers. However, the blue males are vulnerable to 
invasion by the orange males. In such a game we would expect each of the morphs 
+ As mentioned previously, the placing of the models and the examples into particular categories can 
be ambiguous. Sasaki & Godfray's (1999) host-parasitoid model is a good example. They begin by 
specifying a model in which host resistance and parasitoid virulence are both continuous traits that 
can vary from zero to infinity. This would place the model into the category of indefinite novelty 
without increasing sophistication (increasing sophistication will not continue unabated because of the 
costs incurred by higher resistance and virulence). However, because only limited analytical 
solutions to the model were possible, they used numerical simulations to look at the behaviour of the 
model. For these they assumed a fixed number of host and parasite clones, and this necessarily 
imposed a limit on the amount of novelty available in the system. This is why I placed the 
simulations into the category of finite novelty. 
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to oscillate in frequency through time, which appears to be what is observed over a 
relatively short six generation period. 
Can the cycles continue indefinitely, or will they eventually come to a stop? Again, 
here, when considering this question there is a need to separate theory from reality. 
In theory, if the dynamics are unstable (either chaotic or involving a stable limit 
cycle), and in the absence of any extrinsic change to the systems, Red Queen 
dynamics will continue indefinitely. In reality, however, extrinsic forces may mean 
that one party manages to escape the constant backwards and forwards by, say, the 
introduction of novel mutation. Additionally, the finite nature of population 
numbers means that one or other of the parties involved in the interaction may be 
lost by chance, which would again end the deadlock. The finite nature of 
populations could also perpetuate any Red Queen dynamics. In theory, where 
oscillations dampen down in a system, eventually reaching a stable equilibrium, one 
could argue that the dynamics are not strictly of the Red Queen type since they will 
not continue indefinitely (Stenseth & Maynard Smith 1984; Khibnik & Kondrashov 
1997). However, the introduction of random genetic drift, if of large enough effect, 
can allow oscillations to perpetuate even in cases where oscillations dampen down 
rapidly in the absence of any drift (see Chapter 5, Fig. 5.4). 
35 Can we see the Red Queen? 
How then might we try and see the Red Queen? What we look for will depend on 
what processes we suppose are occurring. It would be no use to look for cycling of 
MHC genotypes in the fossil record for example. Different processes will have 
different timescales and physiological outcomes. Moreover, ongoing change may be 
evident at one level but not at another. Phenotype may for example remain static 
whilst at the genotypic level it may not. One fundamental aspect depends on 
whether increasing sophistication is occurring or not, or equivalently whether the 
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coevolving parties become increasingly fit relative to their ancestors. If so, it may 
not be necessary to look at the genetics since any adaptation in an evolutionary 
timescale change must have genetics underlying it. 
Bearing in mind how pervasive ongoing coevolution is considered to be in the 
natural world, there are surprisingly few, and arguably no, good examples of this 
process (although there are many systems, some of which I have already described, 
that are highly suggestive). The most convincing examples are those taken from the 
immunological literature such as trypanosome infection (Barry & Turner 1991; Agur 
& Mehr 1997) and HIV infection (Nowak 1996; Wolinsky et al. 1996). A recent 
study by Dybdahi & Lively (1998; see also Lythgoe & Read 1998) which looked at 
the coevolution of freshwater snails with their trematode parasites is also moving in 
the right direction. They found that in different years different parasite clones were 
common. Snails were significantly over-infected by the most common clones, and 
this resulted in the poor performance of these clones in the following years. 
How then should we go about looking for the Red Queen? Ideally, for systems that 
are coevolving genetically for example, we would like to look directly at the genes 
• - involved in the interaction through time and do any competition experiments that are 
needed In some cases it may be possible to do selection experiments, such as by 
looking at the coevolution of bacteria with their viruses (Chao et al. 1977; Levin & 
Lenski 1983). The advantage with working with this type of system is that it is fast 
evolving, and ancestors can be frozen allowing the real possibility of detecting 
increasing sophistication. Additionally, if we can use clonal organisms, the lack of 
recombination means that neutral markers will be completely linked to the 
interaction 
See Appendix 3 
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loci which would be difficult to detect directly (see for example Paquin & Adams 
1983)* . 
Generally, looking at the interaction loci will be time consuming and difficult. Take 
the example of the snails mentioned above. Since the snails are clonal, the 
interaction loci with the trematodes do not need to be identified as such since any 
genetic marker will be completely linked to these loci. But the trematodes 
themselves are not clonal meaning that markers will not necessarily remain 
associated with the interaction loci (Lythgoe & Read 1998). As of yet the genes 
involved in the interaction have not been identified. Moreover, with only three snail 
generations per year, many years of observation will be required for us to be 
convinced that any Red Queen dynamics are indeed occurring. 
Looking indirectly rather than trying to follow the interaction loci through time may 
prove to be more fruitful, although conclusions will inevitably be ambiguous to some 
extent. Possible methods might include looking for changes in fitness or phenotype 
(Rice 1996; Dybdahl & Lively 1998); looking for correlations at the interaction loci; 
looking at genetical variation at interaction loci; or looking at geographical 
correlations (Lively 1989; Ebert 1994; Lively & Jokela 1996; Morand et al. 1996). 
For example, Rice (1996) looked at the antagonistic relationship between male and 
female Drosophila melanogaster. He found that if females were prevented from 
evolving, males quickly increased in fitness at the cost of female survivorship. This 
result is certainly suggestive of perpetual coevolution between the sexes driven by 
new mutation. 
* On much broader scales, it could be argued that the evolution of drug resistance by many plant and 
animal pathogens indicates the existence of ongoing gene-culture coevolution. The genes are those of 
the pathogens and the culture represents the constant attempt by humans to keep these pathogens at 
bay. As the pathogens develop resistance to drugs we develop new drugs with which to fight them; 
hopefully the pathogens won't win the race. 
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When it comes to long term coevolution involving increasing sophistication more 
indirect methods are likely to be all that is available. In this case phylogenetic 
(Mitter & Brooks 1983) and paleontological (Stanley et at. 1983; Vermeij 1987; 
Diamond 1990) evidence could provide persuasive evidence for Red Queen 
coevolution. 
3.6 Is she really there? 
If we can't pin down any examples of the Red Queen, the simple reason may be 
because she isn't there. There are a number of questions to which we simply do not 
know the answers: To what extent is the environment of one species (or whatever it 
is that is evolving) made up of other species? Are changes primarily due to 
coevolutionary interactions or are they driven by external abiotic sources? To what 
extent is adaptive evolution constrained? Answers to these types of questions, and 
ways to quantify these answers, would be highly desirable. 
Some theoretical models suggest that ongoing coevolution is very unlikely. When 
Van Valen (1973) first proposed the idea of the Red Queen he made a zero sum 
assumption. That is, a successful response in one species will cause a total negative 
response of equal magnitude in the other species with which the Red Queen 
interaction is occurring. It is not clear how important this zero sum assumption is. 
Maynard Smith (1976) showed if the zero sum assumption is not fulfilled in his 
evolutionary lag model then the evolutionary lag will not remain constant. If the lag 
increases one species will find itself hopelessly falling behind and may go extinct. 
This could also lead to the demise of the other species: if all the prey have been eaten 
up, the predators will get very hungry. If on the other hand the lag decreases an 
equilibrium steady state will be reached and coevolution will grind to a halt. Adding 
the assumption that the evolutionary interactions between species are a function of 
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the number of species in the system may make Red Queen dynamics plausible once 
again in this sort of model (Stenseth & Maynard Smith 1984). 
Other models of the Red Queen often collapse to a stable equilibrium for a large 
range of parameters. However, the introduction of mutation (Sasaki & Godfray 
1999), migration (Rummel & Roughgarden 1985), drift (Chapter 6), temporal and 
spatial structure (Hochberg & van Baalen 1998) and ecological interactions 
(Hastings 1981; Khibnik & Kondrashov 1997) may all make Red Queen dynamics 
more likely in theoretical models. 
Even when we do think we have evidence for ongoing coevolution we may be 
mistaken. Just because we see interactions such as symbiosis or mutualism between 
two species, the interactions may not have been derived through ongoing 
coevolution (Janzen 1980). And any change we do see may be due factors external 
to the system, abiotic or biotic, rather than to coevolution (Pechmann et al. 1991). 
Systems may also be chaotic, in which case ongoing change will occur even in the 
absence of any external factors (see review in Hastings et al. 1993) or driven to 
chaos by external factors (Berryman & Millstein 1989; Korol et al. 1998). 
In this brief review I have looked at what the Red Queen might be in the very 
broadest sense by defining it simply as "ongoing coevolution" (of course this still 
hinges on how we decide to define "ongoing" and "coevolution"). This broad 
definition requires an extension to previous categorisations of the Red Queen, 
primarily distinguishing between systems by the amount of novelty available and 
whether we see ever increasing sophistication or not. 
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This sort of categorisation is important. Different conceptualisations of the Red 
Queen can result in very different dynamics, and this will considerably alter how we 
interpret what we see in the real world. I find it interesting that the only persuasive 
examples of Red Queen dynamics are those where novelty appears to be indefinite, 
whether there be hill climbing or not. Of course this may be for a number of reasons 
- models where novelty is finite may be easier and more appealing to develop, 
whereas examples of indefinite novelty may be easier to spot. 
The fundamental question remains. Is the Red Queen everywhere or nowhere, and 




A Coevolutionary Model: Parasites 
with Host Acquired Immunity 
4.1 Strain structure 
Over the years there has been a great deal of interest in the dynamics of interactions 
between hosts and pathogens, and in particular on the effect infectious diseases may 
have on the host population (Anderson 1985; Anderson 1986; Berding et at. 1986; 
Roberts & Grenfell 1991; Anderson 1995; Grenfell et al. 1995; Grenfell & Dobson 
1995; Frank 1998). Recently, attention has been drawn to the effect that these 
interactions may have on the genetic structure of the parasite populations themselves 
(May & Nowak 1995; Antia et al. 1996; Austin & Anderson 1996; Gupta et at. 
1996; Nowak 1996; Gupta et at. 1998; White et at. 1998; White & Medley 1998). 
Different parasite strains within a population will find themselves in competition 
with one another, which will affect not only the prevalence of different parasite 
strains, but also the consequences of different intervention strategies (White et at. 
1998). The evolutionary genetics of infectious disease may prove to be of 
paramount importance when tackling many problems in medicine, agriculture, 
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biocontrol and biology (Anderson 1995; Grenfell & Dobson 1995; Isham & Medley 
1996). 
In many pathogen populations, high levels of linkage disequilibrium giving rise to 
'clonal' population structures have been observed (Tibayrenc et at. 1990; Anderson 
1995; Milkman 1997). It has been suggested that this clonal structure exists even in 
populations where rates of recombination are thought to be high, such as in 
Plasmodium falciparum (Tibayrenc et al. 1990; Dye 1991; but see Walliker 199 1) 
and Neisseria meningitidus (Maynard Smith et al. 1993). This seems paradoxical 
since the effect of even small amounts of sex or recombination should be to break 
down non-random associations between alleles and erode away any apparent 
structure. Clonal structure of pathogen populations could arise for a number of 
reasons, such as very low rates of recombination, geographical subdivision, an 
'epidemic' population structure, genetic drift or epistatic fitness interactions 
(Tibayrenc et at. 1990; Dye 1991; Walliker 1991; Maynard Smith et at. 1993; 
Milkman 1997). It has recently been suggested that competition between different 
strains that share alleles with one another could provide selection pressures of a sort 
which might maintain these non-random associations (Gupta et at. 1996; Gupta et al. 
1998; White et al. 1998). These may be strong enough to maintain clonal structure 
even in the face of high levels of recombination (Gupta et at. 1996; Gupta et al. 
1998; White et al. 1998). 
When infected by a pathogen, vertebrate hosts will often develop immunity against 
that type of pathogen ('acquired' immunity), and in many cases this acquired 
immunity is strain specific. In the model presented here, the strain of a parasite is 
defined in terms of those loci that are involved in protective immune responses. 
Infection by one strain may also provide a certain degree of cross-protection against 
other strains that share alleles with this strain (see for example Snounou et at. 1992; 
Gupta & Day 1994; Read & Viney 1996) 
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Here I consider a discrete time model of the coevolution of parasites with the 
acquired-immune responses of their hosts and look at the distribution of parasite 
strains. We can then ask whether alternative gene combinations can be maintained 
by exploitation of different 'niches' defined by the immune system. This can be 
compared to models of sympatric speciation in which the members of a population 
inhabit different 'niches' (Maynard Smith 1966; Bush 1994). The specifics of the 
model presented here encompass features of the infection of rats by the intestinal 
nematode Strongyloides ratti. It is known that mammalian hosts are able to develop 
long lived protective immunity to helminth infections which can decrease parasite 
establishment, survival or reproduction (Wakelin 1997) and this acquired immunity 
can be strain specific (Read & Viney 1996). 
In agreement with other models, a persistent strain structure can be observed for high 
• degrees of cross-protection in which some parasite strains are common, whilst others 
remain rare or are eliminated from the population (Gupta et al. 1996; Gupta et al. 
1998; White et al. 1998). Strain structure is characterised by high levels of linkage 
disequilibrium, where some strains are common whilst others are rare. These strains 
are grouped into discordant pairs that do not share any alleles with each another. For 
example, if the parasites have two loci each with two alleles there will be four 
possible strains: AB, Ab, aB and ab, where A and a are the two alleles at the first 
locus, and B and b at the second locus. In this case AB and ab form one discordant 
pair while Ab and aB form the other discordant pair. 
However, any strain structure quickly disappears if the proportion of individuals 
reproducing sexually exceeds a threshold level. This is in contrast to the results of 
Gupta and co-workers (Gupta et al. 1996; Gupta et al. 1998) who found that 
recombination had little effect on the maintenance of strain structure. This may be a 
reflection of whether recombination occurs inside or outside of the host. I assume 
that the sexually reproducing parasites recombine outside of the host, which allows 
complete panmixia. If parasites reproduce inside of the host (Gupta et al. 1996; 
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Gupta et al. 1998) mating opportunities will be more limited, levels of inbreeding 
may therefore be higher and the homogenising effects of recombination will be 
reduced (Dye 1991). 
Moreover, if a delay is introduced between the time at which a host becomes 
infected and the development of protective immunity, different strains may 
predominate in the population at different times, even when all parasites reproduce 
sexually every generation, and in the absence of cross-immunity. This leads to the 
speculation that the observed genetic structure of parasite populations may not be a 
reflection of a persistent strain structure, but may instead be a snapshot of longer 
term unstable dynamics. 
42 The mod& 
The coevolution of parasites with acquired immunity is described by a discrete, 
deterministic model. The parasites are haploid and have n biallelic loci which are 
involved in protective immune responses. The genotype of a parasite with respect to 
these selected loci is denoted by x=fx 1  .... x1 ,...x} where x 1 denotes the allele at the 
ith locus. Here, x. is the strain of the parasite. The parasites also have an additional 
locus which is not involved in protective immune responses but which determines 
the probability that the parasite reproduces sexually. The genotype of a parasite, 
including this recombination locus, is denoted by X={x 1 ...,x1 ,...x,y}, where y 
determines the probability that a parasite reproduces sexually. X describes the entire 
genotype of the parasite. Hosts are genetically identical and each able to recognise 
and distinguish between different parasite strains. All hosts have a fixed level of 
innate immunity against the parasites, independent of the strain of the parasite. 
Additional immunity to each of the strains is acquired by previous exposure to each 
of these strains. A host is born susceptible, and following infection can be in one of 
two immunological states with respect to a particular parasite strain, x: latent or 
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immune. Once infected by a strain the host will enter a latent period during which 
time it can still be infected. After a delay the host will subsequently develop 
immunity and is then immune to all parasites of strain A  with which it was infected; 
it is additionally partially immune to infection by parasites sharing alleles with A.  If 
a host dies it is replaced by a new susceptible host. 
Fig. 4. la shows the life cycle of the hosts and Fig. 4. lb the lifecycle ot me parasites. 
These loosely encompass the essential features of the infection of rats with the 
nematode S. ratti. Key assumptions are: (1) Infection does not affect the survival 
of the host, and there are external density effects which keep the host and parasite 
densities constant. (2) If a host becomes completely immune to a particular strain all 
parasites of that genotype are cleared from the host. (3) Reproduction occurs outside 
the host allowing the assumption that sexually reproducing parasites are panmictic. 












Host Resistant to 
Further Infections 
No time 
Figure 4.1a. Pattern of host immunity with respect to strain 
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p 	 1 
Infect susceptible 1 	1 Parthenogenesis, 
and latent hosts or random mating 
Parasites 
leave host 
Death of parasites 
when host acquires 
immunity 
Figure 4.1b. Life cycle of the parasites 
When there is no cross-immunity this model is closely related to "matching alleles" 
type models (MAM) which are often used to look at the coevolution of parasites 
with their hosts, where host genetics are considered rather than acquired immunity 
(Fig. 4.2a; see Otto & Michalakis, 1998 for a review and references therein). Where 
there is complete cross-immunity the model is similar to "inverse matching alleles" 
(IMAM) type models (Fig 4.2c). Other degrees of cross-immunity are mid-way 
between these two extremes (Fig. 4.2b). 
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Figure 4.2. Parasite - host immunity interactions. The figures show the probability 
that a parasite will infect a host, given that that host is completely immune to one 
parasite genotype only and where the host has no non-specific immune responses. (a) 
No cross-immunity. This is similar to the pay-off matrices used in matching alleles 
models (MAM) where axes labelled "host-immunity" is replaced by "parasite 
genotype" and where the axes labelled "parasite genotype" is replaced by host 
"genotype". (b) Partial cross-immunity where the level of cross-immunity is set at 0.5. 
This is similar to the pay-off matrix used by Bell & Maynard-Smith (1987) in their 
"gene-for-gene" model. Note that their use of the term gene-for-gene (GFG) is 
ambiguous and their model is better thought of as a matching alleles type model 
intermediate between the MAM and inverse matching alleles (IMAM) models. For a 
description of GFG models see Parker (1994). (c) Complete cross-immunity. This is 
similar to the pay-off matrices uses in IMAM models. 
4.2.1 The model with no age-structure 
First I will the consider the case where the hosts do not go through a latent period, 
and instead go direct to the immune state once infected. Let Jx[t] be the proportion 
of hosts that are infected by strain x, at time t, and let p x[t] be the proportion of 
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parasites at time t that are strain A.  Following Gupta et al. (1998) I also include an 
additional variable, Kx[t] which represents the proportion of hosts at time t that have 
been infected by parasites strain A  or parasites sharing at least one allele with A. 
Using a star to indicate the parasite frequencies after recombination has occurred, 
[ap[t-1](l — K[t — l]) 	 1 
J[t]= +a(I - y)p[t-1] (K[t —  11 — J[t — 1 1) (1—A) 
[+J[t_l] 	
] (4.1) 
where y is the degree of cross-immunity, A is the rate at which hosts die, and a is 
effectively a measure of innate, non-specific, immunity (if a=1 then naive hosts are 
totally susceptible, whereas if (x=O naive hosts are totally immune to new infection). 
The first two terms give the proportion of hosts that become newly infected at time t. 
The first of these are those hosts which haven't been previously infected by any 
parasites sharing alleles with A  including  A  itself: 1 -K, [t- 1] (that is, those hosts that 
have no cross-immune protection against A).  The second term is the proportion of 
hosts, (K[t-  1] -J, [t- 1]), that are cross-immune to A,  but not immune to A  itself, that 
become infected by A.  Here we are assuming that cross-immunity only affects the 
probability that the host is infected, and so the proportion of cross-immune hosts that 
get infected is reduced by a factor of (1-y). All hosts die of natural mortality at rate 
A. 
The proportion of hosts that are infected by parasites sharing alleles with A, 
including parasites strain A  is given by: 
K[t] = [ab~*Jt - 1](1 - K[t 
- 
i]) +K[t—  11](1 - A) 	 (4.2) 
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where b ,  It] is the proportion of parasites at time t which share alleles with 
(including ) such that b = 	Py and yEx is the set of all strains sharing alleles 
yE-x 
with x. 
Finally, we need to describe the proportion of parasites of each genotype, where the 
genotype gives the strain of the parasite plus the state of the recombina:3n locus: 
px[tJ= - 1 Wit _l][th1(1Kth1)1 
V) P[t_1](Kx[t_1]_Jx[t_1])I 
(4.3) 
where the mean fitness of the parasites, Wit], is defined as: 
I — K z It — 11) + (I — Y) PZ* [ t — 1](K, It — 11 — J, It — 11)) Wit ,] = Vpz It] 
Z 	 (4.4) 
The first of these equations gives the proportion of parasites infecting completely 
susceptible hosts, (1-K[t-1]), and those infecting hosts with cross-immunity, (K[t-
1 ] -J[t-1 ]). Dividing by W[t]  ensures that all the parasite frequencies sum to 1. 
During sexual recombination two haploid gametes briefly combine during meiosis, 
after which a new haploid individual is formed. IfRXY  is the probability of 
drawing an X gamete from a /' union and 	lit] is the proportion of sexual 
matings that are between parasite genotypes Y and ) at time t, then 
cYAPX[t](1 — cx)+cTSc[t] >RM 	It] X;Y,Y 	Y,Y 
* 	 --- 
px[t]= 	 -* 
W [t] 	 (4.5) 
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Here the fertilities of the sexuals and asexuals are given by CYA and Us respectively. 
cx is the probability that a parasite genotype X reproduces sexually and c[t] is the 
proportion of parasites of all genotypes at time t that are reproducing sexually. 
W*[t] is the mean fitness of the parasite population after recombination but before 
selection: 




For simplicity I will assume that all of the loci are unlinked and mating, where it 
occurs, is random. 
4.2.2 Age-structured model No cross-immunity 
In the discrete model described in the previous section there is necessarily a delay of 
one parasite generation. The model can be extended to explicitly include a longer 
delay between the time in which a host becomes infected and when it subsequently 
acquires immunity. However, in order to consider the whole range of cross-immune 
responses the number of variables needed to describe the system increases rapidly 
except for the cases in which there is no cross-immunity and where there is total 
cross-immunity. I first consider the case in which there is no cross-immunity. 
Let J['r,t]  be the proportion of the hosts at time t which were first infected by 
parasites strain A  at time t-'r so that J [t] = J [,r, t] is the total proportion of the 
hosts infected by parasites of genotype A  at time t. Similarly, let p['r,t] be the 
frequency of parasites with selected genotype A  at time t that are in hosts first 
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infected at t-t so that p, [t] = p, [ ,r, is the proportion of the parasites that are 
genotype x at time t. Using the same notation and parameters as before, we obtain, 
J[0,t] = ap[t - 1](1 - J[t - 1])(l - A) 	 = 0 	(4.7a) 
J['r,t] = J['r—  1,t— 1](1 - A) 	 1 	(4.7b) 
The proportion of hosts that become newly infected at time t, J[O,t], will depend on 
the product of a, the proportion of hosts that are susceptible at time t- 1, 
(1 - J[t - 1]), and the proportion of parasites that are strain x after recombination at 
time t- 1. All hosts die of natural mortality at rate A and there are no effects of age or 
infection on the death rate of the hosts. This is closely related to the age-structured 
models of Charlesworth (1980) and Anderson & May (1992) although here I 
consider the time since first infection rather than the age of the parasites and the 
hosts per Se. 
- The proportion of parasites that are of each genotype can now be described by: 
px[0,t] = - 
1 




,t]= - 	 aJ[T- 1t - 1]p
* 
x[t — fl+px[T -1 t -1]} T>t ~! 1 	(4.8b) 
W[t- 
px[T,t]=0 	 t~!T 	(4.8c) 
where T is the length of the latent period and W[t], the mean fitness of the 
population at time t, is 
 I W[t] = 	I aJ[r,t]p[t]+p['r,t]  1 a(1— J [t])p[t] 	 (4.9) )  
64 CHAPTER 4 
Table 1 - Notation of the Parasite Model 
x={x 1 ...,x1 .... x} 	 genotype of parasite where the Xj can be recognised by 
host 
X={Xi .... Xi  .... Xn ,y} 	genotype of parasite where the Xj can be recognised by 
the host and the y determines the probability that the 
parasite will reproduce sexually or asexually 
J['r,t] ; J [t] = J [ r, t] proportion of hosts at time t which were first infected 
- 	- 	by parasites genotype x at time t-'r 
K.  [T,t]; K[t] = K[r,t] proportion of hosts at time t which were first infected 
- 	r - 	by parasites sharing alleles with x at time t-'r 
p['t,t]; koJtI = p[r,t] frequency of parasites genotype x at time t which are 
- 	- 	in hosts first infected at t-'t (a star indicates parasites 
frequencies after recombination) 
b .  [ ,r,t]; b[t] = b[,t] 	frequency of parasites sharing alleles with strain x, at 
- 	- 	time t which are in hosts first infected at t-t (a star 
indicates parasites frequencies after recombination) 
a 	 measure of natural immunity (if (x= 1 naive hosts are 
totally susceptible to new infection) 
degree of cross-immunity (if '= 1 there is complete 
cross-immunity) 
A 	 host death rate 
W[t] 	 mean fitness of parasites at time t (a star indicates 
mean fitness after recombination) 
GA ; US 	 fertility of the sexuals and asexuals respectively 
cx 	 probability that a parasite genotype K reproduces 
sexually 
C[t] 	 the proportion of parasites of all genotypes at time t 
that are reproducing sexually 
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Eq. 4.8a gives the proportion of parasites infecting a susceptible host: This depends 
on the product of cx, the proportion of parasites of genotype X , and the proportion of 
susceptible hosts. If a host dies then so will all the parasites within that host, so that 
after infection the parasites also die with probability A. Latent hosts (those that have 
been infected but not yet developed immunity) can also be infected (Ej. 4.8b), but 
parasites cannot survive in immune hosts (Eq. 4.8c). Sexual recombination is 
identical to the case in which there is no delay. 
4.2.3 Age-structured model - Complete cross-immunity 
Where there is complete cross-immunity, we only need to keep track of the 
proportion of hosts that have been cross-infected (that is, the proportion of hosts 
infected by x, or strains sharing alleles with ). 
Let K['t,t]  be the proportion of the hosts at time t which were first infected by 
parasites strain x, or parasites sharing alleles with strain x at time t-'t so 
that K [t] = K [ ,r , t] is the total proportion of hosts infected by parasites sharing 
alleles with strain x at time t. Additionally, let b['r,tI  be the frequency of parasites 
that share alleles with & including x itself, at time t which are in hosts first infected 
at t-t so that b[t] = b['r,t] is the proportion of the parasites which share alleles 
with x at time t. Again, using the same notation and parameters as before, we get, 
K[O,t] = ab[t - 1](1 - K[t - l])(l - A) 	 = 0 	(4.10a) 
K[r,t]=K['r—1,t—l](l — A) 	 't ~!l 	(4.1Ob) 
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The proportion of hosts that become newly infected at time t by parasites sharing 
alleles with x, K[O,t],  will depend on the product of a, the proportion of hosts that 
are susceptible at time t - 1, (1 - K [t - 1]), and the proportion of parasites that share 
alleles with strain x after recombination at time t - 1. 
The proportion of parasites that are of each genotype is given by: 
i,x[O,t] = -- 
1 	
(1 K[t - 1])p
*







x[t - 1]+px[T- 1t - 1] 	~ 	] T> t 1 (4.11 b) 
W[t-1]{ 
px['r,t]=O 	 't ~!T 	(4.l lc) 
where W[t], the mean fitness of the population at time t, is 
Z '\D0  
43 Results 
Here I consider the scenario in which two unlinked loci each with two alleles 
determine the strains of the parasites. A third unlinked locus, with only one allele, 
determines the probability that a parasite reproduces sexually or asexually. 
The behaviour of the model was examined for a wide range of parameters, and four 
qualitatively different dynamics were observed: (a) The maintenance of strain 
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structure, characterised by high levels of linkage disequilibrium, where all alleles are 
at equilibrium with a discordant pair of parasite strains predominating in the 
population (Fig. 4.3a). (b) The maintenance of strain structure, where the strains 
comprising the predominant discordant pair oscillate in a stable limit cycle (Fig. 
4.3b). (c) Oscillating strain structure in which discordant pairs themselves reach a 
stable limit cycle alternating in predominance in the population (Fig. 4.3c). (d) No 
strain structure where all strains reach an equilibrium and are all at the same 
frequency (Fig. 4.3d). 
Fig. 4.4 shows how the presence of strain structure is affected by both the degree of 
cross-immunity and the probability that an individual parasite reproduces sexually 
rather than asexually for three different levels of innate immunity, a. Strain 
structure is observed for a large proportion of the parameter space and is most likely 
when both the degree of cross-immunity is high and the amount of sex within the 
population is low. The persistent predominance of one discordant pair (the dominant 
pair) is also most likely for high levels of innate, non-specific immunity (small (X). 
As innate immunity decreases discordant pairs will tend to periodically cycle with 
each other, the period of this cycle decreasing as the degree of innate immunity 
decreases. Once the probability of sexual reproduction exceeds 0.5 strain structure is 
not observed, even if there is complete cross-immunity. 
We can understand the presence of strain structure by considering the proportion of 
hosts that are immune and cross-immune to each strain of parasite. Where strain 
structure is maintained, more hosts are infected with the common strains than with 
the rare strains of parasite. However, more hosts are infected by parasites sharing 
alleles with the rare strains than the common strains. This higher degree of cross-
infection by rare strains is because infection by either of the common strains will 
confer cross-protection against the rarer strains. Consequently, if the degree of 
cross-immunity is high, these rare parasites will continue to do badly even though 
they infect fewer hosts. Oscillations are sometimes seen between members of the 
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Figure 4.3. Examples of the dynamical behaviour of the non age-structured model. 
The top panel of each set of diagrams shows the frequency of each of the four parasite 
strains, p:  the thick lines represent the discordant genotypes {A,B} and {a,b} and the 
thin lines the discordant genotypes {A,b} and {a,13}. The middle panel shows the 
proportion of hosts infected by each of the parasite strains, J, and the bottom panel 
the proportion of hosts cross-infected, K. Time along the x-axis is given in parasite 
generations. (a) Stabile strain structure (null parasites are asexual; a=0.11; 1; A=0.01). 
Strain structure where the strains comprising the predominant discordant pair 
oscillate in a stabile limit cycle (parasites have probability 0.3 of reproducing sexually; 
a=0.1; y=1; A=0.0]I). This case is identical to Fig. 4.3a except here some sex is allowed. 
Oscillating strain structure (all parasites are asexual; a=®.1; 	$; A=0.cifl). This 
case is identical to 4.3a except here cross-immunity is not quite complete. (d) 
quillibriniim with no strain structure (parasites have probability 0.3 of reproducing 
sexually; a0.1; 'p0.9; A=0.01I). This case is identical to Fig. 4.3b except here cross-
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common discordant pair. As one strain becomes very common, more hosts become 
infected by that strain compared to its discordant pair, and as a result is at a selective 
disadvantage and so will then decrease in frequency. These oscillations are probably 
maintained due to the discrete nature of the model which implicitly incorporates a 
one parasite generation delay which allows the parasites to over infect hosts: these 
dynamics are not observed in similar continuous time models (Gupta et al. 1996; 














structure 	 ture 
Figure 4.4. The presence of strain structure for varying degrees of cross-immunity, y, 
and probabilities that the parasites reproduce sexually, c, for three different levels of 
innate immunity, a: (a) a=0.01; (b) cc--0.1; (c) a=1. In all cases there is no-age 
structure and A=0.01. In each of the three diagrams the whole parameter space was 
explored in a systematic grid like fashion with 0.1 intervals between the probabilities of 
reproducing sexually and levels of cross-immunity. At the boundaries shown between 
the different dynamics, the boundary was found to an accuracy of 0.01 in the 
probability of reproducing sexually and the level of cross immunity. Below the bottom 
line no strain structure is observed; between the two lines strain structure oscillates; 
and above the top line strain structure is persistent with one discordant pair 
dominating. The last case is not observed in (c). 
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For lower degrees of cross-immunity strain structure itself oscillates. The presence 
of cross-immunity still acts as a selection pressure maintaining structure and high 
levels of linkage disequilibrium in the population. However, the dynamics are also 
dominated by the proportion of hosts that are directly infected by each parasite strain 
resulting again in negative frequency dependent selection. Once one of the 
discordant pairs becomes very common it will gradually infect more and more 
members of the host population until, as above, over-infection occurs and its 
frequency subsequently decreases rapidly. The dynamics result in a pattern in which 
one of the discordant pairs dominates the population, sometimes for a considerable 
amount of time, until rapidly replaced by the other pair. 
Adding delay into the system can alter the dynamics considerably. Where there is no 
cross-immunity, strain structure, as before, cannot be maintained in the population. 
This was confirmed by looking at a wide range of parameters and for increasing 
levels of delay from 1 to 10 generations. When the delay is small enough the system 
settles down to a stable equilibrium where all strains are equally common. 
Increasing the delay increases the period of any oscillations and destabilises the 
dynamics. For higher levels of delay the system exhibits a stable limit cycle in 
which each of the strains sequentially dominate the parasite population (Fig. 4.5). 
The probability that individuals reproduce sexually has little effect on the dynamics 
of the system except in one important respect. The effect of sexual recombination is 
to break down non-random associations between genes (linkage disequilibria). If the 
parasite population is obligately asexual each of the strains acts independently since 
there are no effects of cross-immunity. Thus, depending on the initial conditions, the 
linkage disequilibrium in the population can either be high (Fig. 4.5a) or low (Fig. 
4.5b). However, once the probability of reproducing sexually exceeds a threshold 
(which is at a very small probability of sex) the linkage disequilibrium will decay 
0. 

























Figure 4.5. Dynamics of the age-structured model where there is no cross-immunity (y=O, 
a=0.1; A=0.01, T=10). The top panel of each set of diagrams show the frequencies of each of the 
four parasite strains: the thick lines represent the discordant genotypes {A,B} and (a,b) and the 
Thin lines the discordant genotypes {A,b}and {a,B}. The bottom panels show linkage 
disequilibrium. Time is measured in parasites generations. (a) and (b) are for exactly the same 
parameters but where the starting conditions differ. (a) All parasites are asexual and linkage 
disequilibrium is high. (b) Al! parasites are asexual and linkage disequilibrium is low. (c) All 
parasites are sexual. The results are independent of starting conditions except for the cases 
where the probability of reproducing sexual is very low. Even in these cases the starting only 
affect which of two scenarios are observed i.e. high or low levels of linkage disequilibrium. 
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and the members of a discordant pair will oscillate 180 degrees out of phase with 
each other (Fig. 4.5c). That is, when the frequency of one of the strains comprising a 
discordant pair is at a maximum, the other pair will be at its minimum frequency 
In contrast, increasing the delay when there is complete cross-immunity stabilises 
the dynamics and reduces the parameter space for which strain structure is observed. 
Again this was confirmed by examining a wide range of parameters. As before, 
sexual recombination has the effect of reducing the linkage disequilibrium in the 
population. This means that when strain structure is observed the frequencies of the 
predominant strains and of the rarer strains become more intermediate. Once sex 
exceeds a threshold strain structure is no longer maintained in the population. 
44 Discussion 
Here I have considered a discrete model of the coevolution of parasites with host 
immunity. Strain structure can be maintained over a period of time if the strength of 
cross-immunity is large enough and if the probability that individuals reproduce 
sexually is low. 
That strain structure can be maintained within the parasite population for large 
values of cross-immunity echoes the results of Gupta and co-workers (1996; 1998) 
and White (1998). However, here sexual recombination can break down this 
structure whereas in other models sexual recombination has little effect (Gupta et at. 
1996; Gupta et at. 1998). This may be because whereas sex occurs inside the host in 
Guptas models, here sex is outside the host with random mating between all those 
reproducing sexually. Recombination within the host is likely to result in high levels 
of inbreeding and so will dramatically reduce the homogenising effects of 
recombination at the population level. If this is so, strain structure will also be more 
likely in parasite populations that are structured in space. In Strongyloides ratti, for 
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example, although recombination occurs outside of the host, an individual parasite 
could be most likely to mate with those parasites with whom it coinfected the same 
host. 
Additionally, data suggesting that the persistent clonal population structure which is 
a feature of many parasite populations (e.g. Tibayrenc et al. 1990) may be explained 
by other processes (Tibayrenc et al. 1990). In the model presented here strain 
structure may not be persistent, but can cycle, for reasonably high levels of cross-
imniunity. The period of these cycles can range from a few to hundreds of parasite 
generations. An apparently persistent strain structure may then flip to a new strain 
structure in just a few generations, due to delayed frequency dependent selection. 
Moreover, cross-immunity need not be invoked at all. If there is a delay between the 
time when hosts become infected and when an immune response is mounted, cycles 
in the frequency of the different parasite strains can be observed even in the absence 
of cross-immunity. At any point during these cycles one, or at most two, strains will 
be substantially more common than the others giving the appearance of a clonal 
population structure. 
As 'ell as pointing to a possible explanation for the apparent clonal population 
structure that is observed in some parasite populations, the dynamics of this model 
may give an advantage to parasites which reproduce sexually rather than asexually. 
Many authors have suggested that sexual recombination may be advantageous in the 
presence of Red Queen type coevolutionary dynamics where different gene 
combinations are favoured in different generations (Jaenike 1978; Maynard Smith 
1978; Hamilton 1980; Bell 1982; Bell & Maynard Smith 1987; Nee 1989; Lively et 
al. 1990). Where strain structure oscillates for example, different discordant strains 
will be favoured in different generations. Through recombination sexually 
reproducing parasites, unlike their asexual counterparts, can quickly recombine to 
create genotypes (strains) which were disadvantageous but which are now 
Chapter 5 
The Evolution of Sex 
5.1 Introduction 
Why it is that so many organisms reproduce sexually despite the obvious costs? A 
sexual female will on average contribute only half as much to the next generation as 
an equally fecund asexual individual. This problem was first recognised by 
Weismann (1887) and later termed the "two-fold cost to sex" (Maynard Smith 
197 Ia). Additionally, recombination destroys successful combinations of genes 
leading to recombination load (Crow 1970). A number of theories have been 
proposed to explain the maintenance or evolution of sex, all of which may contribute 
in varying degrees to this behaviour (for reviews see Kondrashov 1993; Hurst & 
Peck 1996; Barton & Charlesworth 1998; Otto & Michalakis 1998). 
It has long been recognised that populations may be in constant flux, continually 
adapting and counter-adapting to each other, even in the absence of external 
environmental change (Darwin 1859; Fisher 1930; Van Valen 1973). This process 
has been termed the Red Queen (Van Valen 1973). Many authors have suggested 
that Red Queen type coevolutionary dynamics, particularly those of hosts and 
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parasites, could explain the evolution and maintenance of sexual recombination 
(Jaenike 1978; Hamilton 1980; Hutson & Law 1981; Bell 1982; Bell & Maynard 
Smith 1987; Lively 1987; Nee 1989). 
There are two major ways in which Red Queen dynamics may confer an advantage 
to sexual reproduction: by maintaining selected variation which gives sexuals an 
advantage, and by driving genotypes to very low frequency. The first of these is 
deterministic, and the second stochastic. 
The Red Queen can generate a deterministic selection regime that favours sex in two 
ways. First, antagonistic coevolution can cause epistasis to fluctuate (Jaenike 1978; 
Hamilton 1980; Hutson & Law 1981; Bell & Maynard Smith 1987; Nee 1989). 
Here, epistasis is defined as the deviation from multiplicative fitness. Sexual 
recombination may be advantageous because it impedes this response to fluctuating 
epistasis. A recombining population may consist of fewer genotypes which were 
advantageous but which are now disadvantageous. A non-recombining population, 
by responding to fluctuations in epistasis, will consist of more individuals that would 
be well suited to conditions in the past, but not to present conditions (Sturtevant & 
Mather 1938; Barton 1995). This process does not rely on mutation or on stochastic 
effects and both the asexuals and the sexuals have a full complement of (the same) 
alleles at the interaction loci. However, it is Red Queen type coevolutionary 
dynamics that creates the consistent fluctuations in epistasis (Bell & Maynard Smith 
1987). Second, antagonistic coevolution may also result in directional selection on 
the alleles themselves. In this case, sexual recombination may also be advantageous 
if it facilitates the response to this directional selection (Charlesworth 1993; Barton 
1995; Barton-& Charlesworth 1998). I will return to the issue of distinguishing 
between these two effects in the next chapter. 
Red Queen dynamics may also drive genotypes to very low frequencies making them 
susceptible to stochastic loss. In theory, sexual genotypes lost in this way can be 
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recreated through recombination in the following generation, but an asexual clone 
can only be recreated through mutation. Consequently a sexual population may gain 
a considerable advantage even in the face of a two-fold cost to sex. This is a variant 
of the Fisher-Muller process (Fisher 1930 chapter 6; Muller 1932) in which 
recombination allows favourable mutations residing in different individuals to be 
brought together into the same individual. The Fisher-Muller process is driven by 
new mutation, but the occurrence of novel advantageous mutations will De rare. 
However, the existence of Red Queen dynamics will greatly increase the frequency 
of rare, potentially advantageous, alleles and therefore the ability of sexual 
recombination to allow advantageous combinations to come together. 
Asexual genotypes may also be more prone than their sexual counterparts to 
stochastic loss due to the deterministic acquisition of slightly deleterious mutations 
(Kondrashov 1988; Charlesworth 1990; Charlesworth 1993; Otto & Feldman 1997) 
and due to the cranking of Muller's Ratchet (Muller 1964; Chao et al. 1997). The 
stochastic loss of genotypes does not depend on the existence of Red Queen 
dynamics per Se. Any process, biotic or abiotic, which drives genotypes to low 
numbers will have the same effect. 
Many models have demonstrated that in the presence of Red Queen dynamics sexual 
recombination can be favourable (Hamilton 1980; Hutson & Law 1981; Bell & 
Maynard Smith 1987; Nee 1989). However, many of these models did not explicitly 
model the coevolutionary process (Hamilton 1980; Hutson & Law 1981), or else the 
assumptions underlying the interactions have been very stylised, for example by the 
use of additive pay-off matrices (Bell & Maynard Smith 1987), or constant allele 
frequencies (Nee 1989). Moreover, simulations often did not explain why sex was 
favoured. 
Here I will explicitly model the coevolution of parasites with the acquired immune 
system of their hosts, a system that can produce Red Queen type dynamics (see 
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chapter 4 for a description of the model). The specifics of the model presented here 
encompass some key features of the infection of rats by the intestinal nematode 
Strongyloides ratti. Evidence suggests that breeding system may be under selection 
in this organism. S. ratti are facultatively sexual, populations vary in levels of sex 
(Viney 1994) and artificial selection results in rapid changes in the frequency of sex 
(Viney 1996). There is also tentative evidence that selection on breeding system can 
be mediated through the immune protection responses of their hosts. If S. ratti is 
faced with a higher immune response it is more likely to reproduce sexually rather 
than asexually (Gemmill et al. 1997). Although this model is specific to the 
coevolution of S. ratti with host acquired immunity, it embodies the key aspects of 
the interactions of other parasites with host immune systems. More generally, it is a 
model describing an antagonistic biotic interaction and so can be compared with the 
host parasite models which have more traditionally been used to investigate Red 
Queen theories of the evolution of sex (Bell & Maynard Smith 1987; Nee 1989). In 
the model coevolutionary oscillations can be maintained between parasites and host 
acquired immunity and these can confer an advantage to sexual recombination, 
although the effect is not strong enough to outweigh the two-fold cost to sex. 
52 The Model 
As in the previous chapter, the coevolution of parasites with the immune system of 
their hosts is modelled. Once infected by a parasite strain, x, a host will become 
immune to that strain and will also develop partial immunity to any strains sharing 
alleles with x. The strain of a parasite is determined by two loci, each with two 
alleles. A third locus determines the probability that a parasite will reproduce 
sexually rather than asexually and this locus, unlike in the previous chapter, has two 
alleles. I will only consider here the model with no age-structure described by Eqs. 
4.1 - 4.6, although the conclusions reached are similar for the age-structured models. 
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5.3 Results 
5.3.1 Fluctuating epistasis 
In this coevolutionary model, sexual recombination does not facilitate the response to 
directional selection (see next chapter). Here therefore I will concentrate on the 
ability of sexual recombination to impede the response to fluctuating epistasis. 
For a wide range of parameters Red Queen type dynamics can be observed (chapter 
4). However, we only see these dynamics when the probability that parasites 
reproduce sexually is low, and when the degree of cross-immunity is high. The 
effect of sexual reproduction is to break up non-random associations between alleles 
(linkage disequilibrium). For high levels of sexual reproduction the homogenising 
effects of recombination out-weigh the population structuring effects of cross-
immunity, and a population in which all strains are at equal frequency is reached. 
Even if the probability that the parasites reproduce sexually is low, if the degree of 
cross-immunity is below a threshold an equilibrium where all strains are at the same 
frequency is still reached (Fig. 4.4). 
Since the only effect of sexual recombination is to break down non-random 
associations, it will only have an advantage, or disadvantage, in a population that is 
in linkage disequilibrium. In an asexual population where the degree of cross-
immunity is within an intermediate range we see oscillating strain-structure where 
linkage disequilibrium and epistasis fluctuate (Fig. 4.3c). It is here that we would 
expect to see the greatest advantage to sexual reproduction due to fluctuating 
epistasis. 
First, consider the invasion of an asexual population by a group of sexuals that are 
initially at a very low frequency. All of the possible strains are represented amongst 
the invaders, who only differ from the asexuals at the recombination locus. This 
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means that hosts immune to asexual parasites of a particular strain will also be 
immune to sexual parasites of that same strain. The ability of sexual parasites to 
invade a sexual population was investigated for a wide range of parasites, and 
especially for cases where strain structure oscillates since these cases clearly gave a 
much greater advantage to the sexuals than for other parameters. Fig. 5.1 gives the 
results of these invasions for one particular set of parameters, and these parameters 
were amongst the most favourable found. 
If there is a two-fold cost to sexual reproduction, sexuals cannot invade an asexual 
population for all the parameters investigated (e.g. Fig. 5. la). In the absence of a 
cost to sexual reproduction, the sexual invaders do experience an advantage whilst 
they are at a low frequency. However, as the sexuals increase in frequency they 
become more effective at breaking down linkage disequilibrium and erode away 
their own advantage. Eventually a polymorphism is reached where both sexuals and 
asexuals coexist within the population, where there is no epistasis and where the 
population is in linkage equilibrium (Fig. 5. lb). This is true for all parameters 
investigated and the situation shown in Fig. 5. lb is one of the most favourable 
scenarios for the sexuals. 
When there is a small cost to sexual reproduction, such a polymorphism where the 
population is in linkage equilibrium will not exist. This is because the asexuals have 
an intrinsic advantage, driving the sexuals to a lower frequency. With these lowered 
frequencies of sexuals within the population, epistasis and linkage disequilibrium are 
once again built up due to population structuring effects of cross-immunity. A 
polymorphism will finally be reached where linkage disequilibrium and epistasis 
fluctuate (Fig. 5. ic). The proportion of sexuals in the population will depend on 
trade-off between the advantage that the sexuals gain through fluctuating epistasis 
and the cost of sexual reproduction. This situation only arises if there is cross-
immunity. 
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It is interesting to note that an intermediate level of cross-immunity is most likely to 
give oscillating strain structure (Fig. 4.4) and an advantage to sexual reproduction. 
The pay-off matrix examined by Bell & Maynard-Smith (1987) is analogous to an 
intermediate level of cross immunity. It is not clear why they chose their parameters, 
but it is interesting to note that they are very similar to those purposely chosen in Fig. 
5.1 to give as large as possible an advantage to sexual recombination (compare Bell 
& Maynard-Smith, 1987, Fig. 1 to Fig. 4.2b). 
The situation is slightly different if we consider the fate of asexuals invading a sexual 
population, again where all strains of parasite are represented amongst the sexual and 
the asexual populations. In this case, because we are starting with an obligately 
sexual population, the population is in linkage disequilibrium. The same range of 
parameters investigated above for sexual invaders into an asexual population were 
investigated for asexual invaders into a sexual population. 
Asexual invaders with a two-fold advantage can quickly invade the population and 
sweep through to fixation for all parameters investigated (Fig. 5.2a). In the absence 
of a cost to sexual reproduction, a polymorphism between the sexuals and the 






































Figure 5.1. The effects of 
introducing sexual invaders 
at low frequency into an 
asexual population. Panel 1: 
The proportion of parasites 
reproducing sexnnalllly; Panel 
2: Linkage diseqniillibirinnm 
amongst the asexualls (solid 
Hine) and amongst the sextuialls 
(dashed line). Panel 3: 
IFpistasfis. Time is measured 
in parasite generations. 
a--O.5; O.5; A=0.01; T=]1. 
(a) Two-fold cost to sex; (b) 
No cost to sex; (c) 0.01 fold 
cost to sex. 
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Figure 5.2. The effects of introducing asexual invaders at low frequency into a sexual 
population. Panel 1: The proportion of parasites reproducing sexually; Panel 2: 
Linkage disequilibrium amongst the asexuals (solid line) and amongst the sexuals 
(dashed line). Panel 3: Epistasis. Time is measured in parasite generations. The 
parameters are the same as those used in Fig. 5.1. a=0.5; y=0.5; A=0.01. (a) Two-fold 
cost to sex; (b) No cost to sex; (c) 0.01 fold cost to sex. 
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the asexuals remaining at the frequency at which they invaded (Fig. 5.2b). This 
result is independent of the parameters chosen where there is no explicit time delay. 
As with the sexual invasion, this polymorphism is maintained because the population 
is in linkage equilibrium meaning that sexual recombination has no effect. If there is 
a small cost to sexual recombination, the sexuals gradually decrease in frequency 
(Fig. 5.2c) since on invasion the population is in linkage disequilibrium. The sexuals 
then remain at very low frequency for a sustained period of time as epistasis begins 
to fluctuate and linkage disequilibrium builds up within the populations. After a 
while the sexuals will find themselves at an advantage and will increase once again 
in frequency, leading eventually to a sexual polymorphism in the population (see 
Figs. 5.1c; 5.2c). 
It will usually be the case that not all of the selected genotypes are represented 
among the asexual invaders. Consider the case where a single clonal genotype with 
a two-fold advantage invades (a similar scenario has been considered by Howard & 
Lively 1994, and Lively & Howard 1994). In this model there is a cost to being a 
common genotype, and so although the asexual clonal invader does successfully out-
compete its sexual analogue due its two-fold advantage, it fails to fully displace the 
remaining sexual genotypes due to this frequency dependence. Consequently we see 
a polymorphism between the sexuals and the asexual clones in the population (Fig. 
5.3). This effect is independent of whether Red Queen dynamics are observable in 
the original population, and holds for all parameters investigated. In Fig. 5.3b for 
example, the initial sexual population is at a stable equilibrium with all four genotype 
frequencies at 0.25. An asexual clonal invader will still not sweep through to 
fixation but instead a polymorphism is reached involving the sexuals and asexuals. 
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Figure 5.3. Invasion of sexuals by a single asexual clone, with a two-fold cost to sex. 
The top panel shows the frequency of the asexual clonal invader (strain {A,B }). The 
bottom panel shows the frequency of the sexual strains: The thick lines represent the 
strains {A,B} and {a,b} and the thin lines the strains {A,b}and {a,B}. Time is measured 
in parasite generations. (a) For the same parameters as in Fig. 5.1 and Fig. 5.2: a=0.5; 
y=0.5; A=0.01; (b) For the case were there is no cross-immunity and therefore no strain 
structure: a=0.5; ?=; A=0.01. 
In a deterministic model of the coevolution of parasites with host immunity where 
there is a two fold cost to sex, asexuality should prevail: given enough time 
individuals of each of the sexual genotypes will produce a mutation making them 
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asexual. With each of these mutations the sexual genotype will be out competed by 
its asexual analogue until eventually the last sexual genotype is replaced by its 
asexual counterpart. The sexuals can only remain in the population if there is some 
other mechanism limiting clonal diversity (Howard & Lively 1994). 
5.3.2 Stochastic Doss of oDones 
In reality populations are not infinite and genotypes will be prone to stochastic loss, 
especially if driven to low numbers as a result of Red Queen oscillations. Random 
events may play a role in a number of parts of the host and parasite life cycles, but 
here I will assume that only parasite infection is subject to a sampling process. 
Assume that there are n parasites in the population. Infection follows a binomial 
distribution, with probability a that an individual parasite infects a susceptible host 
once they have come into contact, or probability a(1—y) if the host is cross-immune 
to that strain of parasite, where y  is the degree of cross-immunity. 
The most striking effect of making the model stochastic is that it facilitates cycling 
amongst the parasite genotype frequencies even where in the deterministic case you 
would not expect to see cycling (Fig. 5.4). For small enough parasite population 
sizes, and therefore for high levels of drift, Red Queen dynamics and strain structure 
can be created even when the population is obligately sexual (Fig. 5.4d). 
If the population is made up of entirely asexual parasites we can see that if the 
population is undergoing Red Queen dynamics, and if the oscillations are of a large 
enough amplitude, one or more of the asexual genotypes can be lost and will remain 
lost forever as we would expect with no mutation (Figs. 5.5a,b). 
The situation for an obligately sexual population is, on the other hand, 
counterintuitive. As with the asexuals, sexual genotypes are subject to stochastic 
loss, but unlike the asexuals we would expect the lost sexual genotypes to be 
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Figure 5.4. Effects of making infection a stochastic process. (a) all parasites are 
asexual; a=0.1; =O; A=0.01; n=lxlO". These dynamics are almost identical to the 
deterministic case; (b) all parasites are asexual; c0.1; =O; A=0.01; n=1x10 6; (c) all 
parasites are sexual; a=0.1; y=1; A=0.01; n=lxlO". These dynamics are almost 
identical to the deterministic case. (d) all parasites are sexual; a=0.1; y=1; A=0.01; 
n=1x105 . 
strain diversity in the sexual population. However, in the vast majority of cases 
investigated here, the pattern is of the permanent loss of two or three strains from the 
sexual population leaving the sexual population no better off than the asexual 
population (Figs. 5.5c,d). Genotypes are lost in this way for one of two reasons: (1) 
because fluctuations in allele frequency lead to the loss an entire allele, or (2) 

































Figure S.S. The stochastic Ross of strains. Time is measured in parasite generations. 
(a) An asexiinall jpojpuiillation with no cross-inrnnunity ((X=0.11; O; A=0.011; n=50); (b) 
An asexuall popullation with coniiiipllete cross-immunity (a=©.; 1; A=O.O]1; n=5(N00); 
(c) A sexuall popunilation with no cross-imirunuurriity (cx0.1I; A=0.1; n=500); (cr11) A 
sexunadll poipunllatioirn with connpllete cross-iniiirnnuirnflty (a=0.]1; 	11; AA1111; n=5©MI). (e) 
Frequency of an asexniall dilonnall invader with a two-fo111 advantage into a sexunall 
popullationu ((x=1).1; 1.75; A=0.01; nn=11O00(). (if) Frequency of an asexunall dmonnall 
hnvzidler with a two-foildil advantage into a sexunall popunllationn (ccr=0.1; y=0.75; A([11.01; 
nii=110040). 
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because the effects of cross-immunity keeps one of the discordant pairs at 
permanently low numbers. This makes them subject to stochastic loss and prevents 
their invasion into the population when recreated through recombination of the 
members of the common discordant pair. The loss of the sexual genotypes in this 
way may be because we are dealing with a very simple two locus, two allele system. 
With the addition of more alleles at more loci sexuals may regain their advantage. 
Stochastic effects may still give an advantage to sexual reproduction if asexuals 
invade at low frequency and with only one strain. Whilst still at low frequency the 
asexual clone will be vulnerable to stochastic forces and may be lost before it ever 
gains a foothold, even with a two-fold advantage (Fig. 5.5e). However, if by chance 
the clone does increase in frequency it is unlikely to be subsequently lost from the 
population since its two-fold advantage keeps it at a high enough frequency (Fig. 
5.50. Which of these two outcomes is observed in largely dependent on the 
frequency at which the single asexual clone invades. For the parameters chosen in 
Figs. 5.5e.f, if the asexual invades at a frequency less than 0.0001 the asexual cannot 
gain a foothold (results of 50 runs). Between invasion frequencies of 0.0001 to 
0.005 the asexual clone can gain a foothold, with increasing likelihood of doing so as 
the invasion increases. Beyond an invasion frequency of 0.005 the asexual clone 
invariable established itself in the population (results of 50 runs). 
5.4 Discussion 
It has previously been argued that the Red Queen dynamics caused by antagonistic 
biotic interactions can provide a considerable advantage to sexual reproduction, and 
that this advantage may be strong enough to override the two-fold cost to sex. 
Models of this process have usually focussed on the evolution of sex in hosts in order 
to escape evolving parasites (Hamilton 1980; Hutson & Law 1981; Nee 1989), 
although see Bell & Maynard Smith (1987) for an exception. Here I have modelled a 
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different system in which there are antagonistic interactions between parasites and 
the acquired immune systems of their hosts and considered whether this may give an 
advantage to sexual reproduction in the parasites. Red Queen dynamics can easily be 
maintained, and in the presence of these dynamics sexually reproducing parasites can 
increase in frequency relative to their asexual counterparts while they are at low 
frequencies. However, all else being equal, this advantage is not large enough to 
counter a two-fold cost to sex in this model. This is because the interaction between 
the parasites and host immunity, which has been explicitly modelled, does not allow 
the generation of large enough selection pressures even though there can be large 
fitness differences. 
Where the cost of sexual reproduction is small, a polymorphism can be maintained 
between the sexuals and the asexuals in the population. This polymorphism is 
maintained where the advantage gained due to recombination is balanced by the cost 
of sex. At this polymorphism epistasis fluctuates, as does the linkage disequilibrium 
in the sexual and the asexual populations. 
It is interesting to note that such a polymorphism will not be maintained if there is no 
force acting to structure the population, such as the degree of cross-immunity here. 
If selection does not act in this way linkage disequilibrium will not be built up in a 
population where initially there is none. Even if the cost to sex is very small, and if 
the advantage gained due to fluctuating epistasis is very high, eventually the linkage 
disequilibrium in the population will be eliminated. The sexuals will then decrease 
in frequency and will continue to do so until lost from the population. No matter 
how low their frequency becomes, linkage disequilibrium will not be re-created in 
the population. If there is any cost to sexual reproduction the sexuals are doomed. 
Where there is a two-fold cost to sex, a sexual population could avoid the fate of 
extinction if the asexuals do not have a full complement of genotypes available to 
them. In this scenario, a sexual population may be able to resist total invasion by 
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clonal invaders even if there is a two-fold cost to sex. However, the mechanism 
preventing full invasion is biotically induced frequency dependent selection rather 
than Red Queen dynamics as such - fluctuations in epistasis, or in anything else, are 
not required. Once total clonal diversity is realised the asexuals quickly eliminate 
the sexuals as each sexual genotype is successfully out-competed by its clonal 
counterpart. As long as the repertoire of genotypes available to the sexuals is greater 
than that to the asexuals polymorphism in breeding system can be maintained in the 
population due to the biotically induced frequency dependent selection. This echoes 
the conclusions of Lively & Howard (1994) who argue that selection is not for sex 
per se but for genotypic diversity. If there is no frequency dependent selection (in 
this case in the absence of acquired immune responses), a single asexual clone can 
easily sweep through to fixation. This may explain two interesting phenomena: (1) 
why the nematode parasites of organisms with less sophisticated immune systems are 
less likely to be obligately sexual and (2) why mutualists tend to be asexual whilst 
parasites, which are more likely to elicit an immune response, are more likely to be 
sexual (Hutson & Law 1981; Maynard Smith & Szathmary 1995). 
The Red Queen could still be an important factor in the evolution of sex. In finite 
populations, genotypes that oscillate in frequency can be driven to very low numbers 
making them susceptible to stochastic loss. In theory a sexual genotype lost in this 
way can be quickly recreated by recombination, an option not available to the clonal 
genotypes. If stochastic loss of clonal genotypes resulting from sweeps to low 
frequency occurs at a higher rate than their recreation through mutation an essentially 
sexual population will be observed (Lively & Howard 1994). In the two locus two 
allele case shown here this scenario is unlikely since the tendency is for the sexual 
population to irretrievably lose an allele, and often three of the four strains, through 
stochastic loss. Stochastic loss of genotypes may therefore be even more disastrous 
to a sexual population than to an asexual one. However, in reality more alleles at 
more loci are likely to be involved in the interaction between hosts and parasites. 
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Lost genotypes may then be more readily recreated through recombination and the 
sexual population may regain its advantage. 
Additionally, asexual populations may be less fit due to the accumulation of slightly 
deleterious mutations (Kondrashov 1993) and due to the cranking of Muller's Ratchet 
(Muller 1964). This can make asexual clones more prone to stochastic loss, 
especially when driven to low frequencies (Howard & Lively 1994). This synergism 
between different mechanisms can give sexuals such an advantage that the two-fold 
cost is easily overcome. However, the stochastic loss of genotypes, aided or not by 
mutation accumulation, is not reliant on Red Queen dynamics. Any forces, biotic or 
abiotic, which push genotypes to low frequencies will have the same effect. An 
environmental catastrophe that pushes the population as a whole to a very low 
frequency will have a much larger impact on the asexuals than the sexuals in the 
population. 
Sexual reproduction can have an advantage over asexual reproduction where we see 
Red Queen type dynamics for three main reasons. First because sexual reproduction 
impedes the response to fluctuating epistasis, second because sexual reproduction 
facilitates the response to directional selection, and third because genotypes are 
driven to very low frequencies making them susceptible to stochastic loss. However, 
it is only the first of these mechanisms that is reliant on the fluctuations in epistasis 
derived from antagonistic biotic interactions and which result in Red Queen 
dynamics. 
Chapter 6 
Sex, Fluctuating Epistasis and 
Directional Selection 
6.1 Introduction 
In the absence of mutation and of stochastic forces, Red Queen dynamics can give an 
advantage to sex (see chapter 5). There are two possible processes leading to this 
advantage to sex. First, biotic interactions may lead to directional selection. If 
recombination increases the additive variance in fitness, it can facilitate the population's 
response to this directional selection (Charlesworth 1993; Barton 1995; Barton & 
Charlesworth 1998). Second, antagonistic biotic interactions can cause frequency 
dependent selection. This process may lead to fluctuating epistasis so that different gene 
combinations are favoured in different generations. Recombination may be 
advantageous because it impedes the response to this fluctuating epistasis (Nee 1989; 
Barton 1995; Barton & Charlesworth 1998). A population which responds to fluctuating 
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epistasis will contain an excess of gene combinations which were advantageous, but 
which subsequently may have become disadvantageous (Maynard Smith 1971b). It is 
mainly in the context of host-parasite coevolution that models describing this process 
have been developed, though they apply to any cause of selection. 
In many theoretical models of the Red Queen, an advantage to sexual over asexual 
recombination has been observed (Hamilton 1980; Hutson & Law 1981; Bell & 
Maynard Smith 1987; Nee 1989). However, it is unclear whether the advantage arises 
because recombination impedes the response to fluctuating epistasis or because it 
facilitates the response to directional selection. The situation is slightly clearer if instead 
of comparing the relative merits of sexual versus asexual populations, the spread of a 
modifier allele which increases the rate of recombination between the selected loci by 
only a small amount, is considered (Charlesworth 1993; Barton 1995). Such modifier 
theory tells us (1) that if fluctuating epistasis is to give an advantage to higher rates of 
recombination then the period of the fluctuations must be between 3 and 5 generations 
(Barton 1995) and (2) that directional selection on alleles can confer an advantage to 
higher rates of recombination and an advantage to segregation in diploids (Charlesworth 
1993; Barton 1995). Again, however, coevolution between two parties is not explicitly 
modelled (although the theory should apply to coevolutionary models) and moreover it 
is not obvious whether this modifier theory can tell us anything about the evolution of 
sex as opposed to recombination. 
Using the model of the coevolution of parasites with host acquired immunity discussed 
in the previous chapters I will assess the effects of fluctuating epistasis and directional 
selection on the fate of sexual parasites invading an asexual population. Coevolutionary 
oscillations can be maintained between parasites and host acquired immunity and these 
confer a small advantage to sexual recombination in the parasites. It appears that not 
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only is this advantage due to impeding the response to fluctuating epistasis but that 
directional selection on alleles acts against sexual recombination. 
6.2 Fluctuating epistasis or directional selection? 
As in the previous chapter, the strain of a parasite is determined by two loci each with 
two alleles. A third recombination locus determines whether the parasite is obligately 
sexual or asexual. All three loci are unlinked and mating, where it occurs, is random. 
Sexual recombination can only be advantageous in a haploid population if there is 
linkage disequilibrium, since the effect of recombination is to break down these non-
random associations. Consequently, when looking at the fate of sexual invaders into an 
asexual population, only the cases in which the asexual population is in linkage 
disequilibrium before invasion are considered. The sexuals invade at very low 
frequency with all of the possible sexual strains represented amongst the invaders. They 
are identical to the asexuals at the selected loci, only differing at the recombination 
locus, meaning that hosts immune to a particular asexual strain will also be immune to 
sexuals of the same strain. 
From the previous chapter we have seen that Red Queen dynamics can confer a fairly 
large advantage to sexual reproduction, although this is not large enough to overcome 
the two-fold cost to sex. The question addressed in this chapter is whether this 
advantage arises because recombination impedes the response to fluctuating epistasis or 
facilitates the response to directional selection. 
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6.2.1 FOuicWa1 	ess 
Sexual recombination can be advantageous if it impedes the response of a population to 
fluctuating epistasis (Maynard Smith 1978; Nee 1989; Barton 1995). Here, epistasis is 
defined as the deviation from multiplicative fitness. This definition is used because if 
epistasis is zero it will act to make linkage disequilibrium zero also (Barton 1995; 
Charlesworth & Barton 1996). 
The linkage disequilibrium in an asexual population is typically about 90 degrees out 
phase with fluctuating epistasis (Figs. 6.1, 6.2, 6.3, see also Nee 1989). That is, when 
epistasis is at a minimum, linkage disequilibrium will be zero and decreasing, and when 
epistasis is at a maximum linkage disequilibrium will be zero and increasing. This lag 
of 90 degrees occurs because the asexual population is responding to the changes in 
epistasis - for example, it is only once epistasis becomes negative that there is selection 
for linkage disequilibrium to be negative. This is true for all of the wide range of 
parameters that were investigated. 
On the other hand, the process of recombination reduces the phase difference between 
the fluctuating epistasis and linkage disequilibria because recombination acts to break up 
coadapted gene complexes and so impedes the response to fluctuating epistasis (Figs. 
6.1, 6.2, 6.3). The effect is that on the whole the sexuals are fitter because they spend 
more time than the asexuals in favourable gene combinations (Maynard Smith 1978; 
Nee 1989; Barton 1995). However, at some points during the oscillations the sexuals do 
badly because sex is acting to break up coadapted gene complexes at a time when the 
asexuals are well adapted to the epistatic conditions. If the levels of linkage 
disequilibrium and epistasis within the populations are low, the advantage of sexual 
reproduction is very small (Fig. 6.2) and where the levels of linkage disequilibrium and 
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epistasis within the populations are very low the advantage of sexual reproduction is 
practically zero (Figs. 6.3). Note that in Figs 6.2 and 6.3 the parameters are the same 
and only the starting conditions differ. The parameters used in Fig. 6.1 are those where 
sex is most favourable. 
This conclusion if further supported if we look at the recombination load, L, experienced 
by the sexual population. Recombination load, for a particular generation, is defined as 
the fraction by which the mean fitness of a population (in this case the sexual 
population) is changed as an immediate consequence of recombination, WA sex - WSex, 
in comparison to the mean fitness of the same population if there were no 
recombination, WA sex (Crow 1970). 




If L is positive then the progeny of individuals that reproduce sexually will less fit than 
the progeny of those same individuals if they were to reproduce asexually. Within the 
sexual population, in the absence of a cost to sexual reproduction, the recombination 
load is positive when epistasis and linkage disequilibrium are in the same direction 
(Figs. 6.1, 6.2, 6.3). Since this occurs most of the time, the recombination load within 
the sexual population is almost always positive. Where linkage disequilibrium and 
epistasis are at very low levels, the recombination load is very small (Figs. 6.2, 6.3). 
This is a general result for all of the parameters investigated. 
This positive recombination load suggests that although a sexual population enjoys a 
fitness advantage over an asexual population, a recombination modifier that reduces the 
probability of reproducing sexually within the sexual population should spread. 
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6.2.2 DlrectionM seDcto 
To ascertain whether recombination facilitates the response to directional selection, it is 
helpful to partition the variance in log fitness into its additive and non-additive 
components. A higher additive genetic variance in fitness allows a population to 
respond faster to directional selection (Fisher's Fundamental Theorem of Natural 
Selection, (Fisher 1930 chapter 2). If recombination does have the effect of increasing 
the additive genetic variation in fitness, then a recombining population will respond 
faster to changes in selection than a non-recombining population. The advantage gained 
from facilitating the response to directional selection may outweigh the cost imposed by 
the recombination load (Charlesworth & Barton 1996). 
All else being equal, the only effect that recombination will have on a population is to 
break down linkage disequilibrium. This means that we only need to consider the effect 
that changes in linkage disequilibrium will have on the additive genetic variance in 
fitness (Barton 1995). Since linkage disequilibrium involves deviations from 
multiplicative inheritance rather than additive inheritance it is appropriate to consider the 
variance in log fitness of the population, rather than the variance in fitness per Se. If the 
additive genetic variance in log fitness due to linkage disequilibrium, VLD, is negative 
then there is negative linkage disequilibrium between favourable alleles. Recombination 
will increase the variance in log fitness by breaking up the non-random associations 
between alleles and thus will increase the response to directional selection. If the 
variance due to linkage disequilibria is positive, however, recombination will impede 
this response. 
Suppose that there are two selected loci, each with two alleles giving the four strains 
{0,0}, 10, 11, {l,0} and {l,l}. The log fitness of each of these strains, log(W x), can be 
expressed in terms of the additive effects of each of the two loci al and a2 plus the 
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epistatic interaction (deviation from multiplicativity) between the loci a12  (Barton & 
Turelli 1991). The fitness of strain x is approximated by the ratio of the frequency of the 
strain after selection to the frequency of the strain before selection but after 
recombination: W = p,[t + 1]/p [t]. We can now write the log fitness of an individual 
as a polynomial function of genotype: 
log(w) = log(W) + a1 1  + a2 2 + a12(1 c2 - D) 
	
(6.2) 
This is similar to the equation used by Barton & Turelli (1991, Eq. 6) to describe the 
relative fitness of a diploid individual, except here we are describing the log fitness of a 
haploid individual. This means that the al, a2, and  a12 are not directly comparable with 
those used in Barton & Turelli (1991). i = X1 - Pi denotes the deviation of the ith locus 
from its mean, where X 1 = 0 or 1 is the state of the ith locus and Pi = E(Xi) is the mean 
of the ith locus, or equivalently the frequency of the 1 allele at the ith locus. log(W) is 
the mean log fitness, and finally D is the linkage disequilibrium: 
= P{1,i} Pi P2 
The simultaneous equations generated from Eq. 6.2 can be solved to find the values of 
al, a2 and a 1at any particular time point: 
a 1 = log( w{1,o} )—log(w (0 01)+p2 a12 = lo[ 
W{1,1}P2W{1,0}2 
(6.3a) W {0,0} 2 W{01}P2 J 
W{11}P W{01}'hl 
) a2 = log( w{ol} ) - log( w{0  o}) + P2 a12 = lo[ w{0,0} l W{ i,o} Pl) 	 (6.3b) 
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W ,i }W{0 , 0} 
a 12 	log [
11 
 
W{1,0}W{0,1} J (6.3c) 
Note that a 1is epistasis measured as the deviation from multiplicative fitness. The 
variance in log fitness can then be calculated: 
var(log(W)) = [ a ?pi q1 + ap2 q2] + [2a1 a2 D] 
al 2 (p, q1 P2 q2  +D(p1  — qi)(p2 —q2)—D 2 ) 
+ 	 — Dal 2 (a 1 (p1 —q 1 )+a2 (p2 _q2 )) 
= VA + VLD  + VE 	 (6.4) 
where q= i -p. The first two terms give the variance in log fitness due to the additive 
effects of the genes, the second being the contribution of linkage disequilibrium, VLD  to 
the additive genetic variance. The final term gives the contribution to the variance in log 
fitness due to non additive effects, VE. 
In the first example (Fig. 6.1) the allele frequencies in the asexual population remain 
constant throughout. As a result there is no directional selection on the alleles so that 
any advantage to sex must be due to impeding the response to fluctuating epistasis. The 
constant allele frequencies arise as a consequence of the cross-immunity between strains 
(see chapter 4). 
If the strength of cross-immunity is weaker, Red Queen dynamics can also be observed 
as long as there is a sufficiently long delay between the time at which a host becomes 
infected and subsequently acquires immunity (chapter 4, Eqs. 4.7 - 4.9). In the absence 
of the population structuring effects of cross-immunity, allele frequencies change 
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through time and a role for directional selection may be found. In general, if there is a 
low level of linkage disequilibrium in the population through time (Fig.6.2) the variance 
in log fitness due to linkage disequilibrium tends to be negative, giving an advantage to 
the sexual population. However, since linkage disequilibrium is at such a low level, the 
variance in log fitness is also very small, making any advantage to sex minimal. 
Populations experiencing higher levels of linkage disequilibrium tend also to have a 
higher, and positive, variance in log fitness due to linkage disequilibrium (Fig. 6.3) 
giving the advantage to the asexual population. However, even here linkage 
disequilibrium is at a low level, and the variance in log fitness due to linkage 
disequilibrium is small, giving the asexuals only a tiny advantage. Figs. 6.2 and 6.3 use 
the same parameters, and only differ because of the initial conditions leading to either 
high or low levels of linkage disequilibrium (cf. Fig. 4.5). This means that the response 
to directional selection is of very little importance to the fate of sexual invaders in this 
coevolutionary model. Sexual recombination will have the greatest effect on fitness if 
higher levels of linkage disequilibrium are seen in the asexual population. However in 






























Figure 6.1. The effects of 
introducing sexual 
invaders at low frequency 
into an asexual population: 
Model with no age-
structure (a=0.5; —0.5; 
A=0.011). Time is measured 
in parasite generations. 
Panel 1: the frequency of 
the sexual invaders; Panel 
2: linkage disequilibrium 
amongst the asexuals (solid 
Dine) and amongst the 
sexuals (dashed line); 
Panel 3: epistasis; Panel 4: 
recombination load 
experienced by the sexual 
population; Panel 5: 
additive variance in log 
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Figure 6.2. The effects of 
introducing sexual 
invaders at low frequency 
into an asexual population: 
Model with age-structure, 
no cross-immunity and low 
levels of linkage 
disequilibrium (cx=0.1; 
A=0.01; T=6). Time is 
measured in parasite 
generations. Panel 1: the 
frequency of the sexual 
invaders; Panel 2: linkage 
disequilibrium amongst the 
asexuals (solid line) and 
amongst the sexuals 
(dashed line); Panel 3: 
epistasis; Panel 4: 
recombination load 
experienced by the sexual 
population; Panel 5: 
additive variance in log 
fitness due to linkage 
disequilibrium, VLD. 
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Figure 6.3. The effects of 
introducing sexual 
invaders at low frequency 
into an asexual! population: 
Model with age-structure, 
no cross-immunity and 
high levels of linkage 
disequilibrium ((x=0.1; 
A=0.01; T=6). Time is 
measured in parasite 
generations. Panel! 1: the 
frequency of the sexual 
invaders; Panel! 2: linkage 
disequilibrium amongst the 
asexual!s (solid line) and 
amongst the sexualls 
(dashed line); Panel! 3: 
epistasis; Panel 4: 
recombination load 
experienced by the sexual! 
population; Panel! 5: 
additive variance in log 
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6.3 Discussion 
Here I have considered an explicit model of the coevolution of parasites with host 
acquired immunity. For a range of parameters, Red Queen type coevolutionary 
dynamics can be maintained; if epistasis fluctuates, then sexual invaders can have an 
evolutionary advantage. This is because recombination allows the sexual population to 
be more in phase with fluctuating epistasis, even though recombination has the 
disadvantageous effect of breaking up currently good combinations of genes. In this 
way recombination is advantageous because it impedes the response to fluctuating 
epistasis. In contrast, recombination does little to facilitate the response to directional 
selection and in many cases may even impede this response. 
This is in contrast to previous theory in which the fate of a modifier of small effect, 
which increases the rate of recombination, is considered. Such theory predicts that the 
effects of fluctuating epistasis will only provide an advantage to higher rates of 
recombination if the sign of epistasis changes every 3 to 5 generations (Barton 1995). 
The contradiction arises because in this study we are considering the relative merits of 
obligately sexual verses obligately asexual populations: the phase difference in the 
linkage disequilibrium between the asexual and the invading sexual population is large 
and therefore important, whereas this effect is much smaller in modifier theory. 
Although in these examples obligate sexuals have an advantage over obligate asexuals, 
there may be selection to reduce the amount of recombination within the sexual 
population itself. Imagine a modifier of small effect that reduces the rate of 
recombination in the sexual population. Since the sexual population tracks the changes 
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in epistasis, a modifier reducing the rate of recombination will be at an advantage by 
reducing the severity of the recombination load. A similar effect may also be seen if we 
consider modifiers which reduce the probability that an individual reproduces sexually 
rather than asexually: a little sex may be enough (Hurst & Peck 1996). 
The model discussed here was developed to describe the interaction between nematode 
parasites and the immune system of their hosts, and subsequently to ask questions on the 
evolution of sex. However, the conclusions could prove to be more general. Most 
models of the evolution of sex through Red Queen dynamics do not model specific 
ecological systems. Notable exceptions are the models of Howard & Lively (1994); 
Lively & Howard (1994); Peters & Lively (1999) in which the coevolution of freshwater 
snails with their trematode parasites is explicitly modelled. The conclusions they reach 
are very similar to those presented here. It is only through modelling a variety of 
coevolutionary ecological systems that the further generality of the results can be tested. 
Chapter 7 
Conclusions 
In this thesis I have considered a number of issues concerning the nature and variation of 
fitness in structured populations. 
First, I presented a simple model of migration between two populations, each in a 
balance between mutation and stabilising selection on a polygenic trait. Below a critical 
migration rate, genetic differences between the two populations can be maintained, even 
if the populations are selected towards the same phenotypic optimum. Gene flow then 
maintains genetic variation within each population, although at low levels. In the 
presence of fluctuating selection much higher levels of genetic variation can be 
maintained within populations, although escalating divergence between the populations 
is unlikely unless accompanied by genetic isolation. 
Biotic interactions may be an important factor maintaining variation within and between 
populations, and may lead to Red Queen dynamics even in constant physical 
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environments. Here I have defined the Red Queen very broadly as "ongoing 
coevolution", although how we choose to define both "ongoing" and "coevolution" is 
ambiguous. Additionally, Red Queen dynamics can be grouped into different 
categories. Depending on the context, we may expect to see systems perpetually 
increasing in sophistication, or we may expect to see cycling amongst a limited 
repertoire of genotypes. These distinctions are important because different 
conceptualisations of the Red Queen will lead to very different dynamics, and this will 
alter how we interpret what we see in the real world. 
One area in which biotic interactions play an important role is in the coevolution of 
parasites with the acquired-immune system of their hosts. Here I modelled the 
coevolution of the parasitic nematode Strongyloides ratti with the immunity of its 
vertebrate host. In the presence of cross-immunity high levels of linkage disequilibria 
(strain structure) can be maintained in the parasite population if the probability that the 
parasites reproduce sexually is not too high. However, even in the absence of cross-
immunity and in the presence of high levels of sexual recombination, cycles amongst the 
parasite strains can often be seen. Sampling of the population at one time point, or over 
a short period, may point to the existence of a persistent strain structure, but such 
conclusions would be misleading. 
For some parameters fluctuations in linkage disequilibrium and epistasis may result in a 
fairly large advantage to sexual over asexual recombination (although this advantage is 
not large enough to outweigh the "two-fold cost to sex"). An advantage to sexual 
recombination can arise due to deterministic or stochastic effects. Deterministically, sex 
may be advantageous either because it impedes the response to fluctuating epistasis or 
because it facilitates the response to directional selection. For the model considered 
here, impeding the response to fluctuating epistasis has a far greater effect than 
facilitating the response to directional selection. Stochastic effects may also make sex 
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advantageous. Red Queen dynamics can drive genotypes to very low frequencies, and 
whereas sexual genotypes can be recreated through recombination, asexual genotypes 
can only be recreated through mutation. An important point to note is that the only one 
of all these mechanisms that is reliant on Red Queen dynamics where sex impedes the 
response to fluctuating epistasis. 
There are many directions that it would be fruitful to follow in the future. First, it would 
be interesting to extend the model of stabilising selection on a polygenic trait into a 
metapopulation framework, since this may have profound effects on the amount of 
genetic variation maintained at the local and global population level (Hanski & Gilpin 
1996). As a first step, the model of the shifting balance presented in (Coyne et al. 1997 
Appendix A) could be investigated more thoroughly, and extended to include the effects 
of fluctuating optima and drift. The role of extinction and recolonisation on the 
maintenance of genetic variation in this type of system could also be considered. 
Areas that could be explored regarding the evolution of sex also spring to mind. In the 
coevolutionary model presented in this thesis, obligate sexuals have an advantage over 
obligate asexuals in the absence of a cost to sex. However, the sexuals still experience a 
substantial recombination load suggesting that within the sexual population itself there 
will be selection to reduce the probability of reproducing sexually. This could be 
investigated within the framework of this model. Leading on from this, it would be 
interesting to consider a model that looks at the fate of a modifier of sex, and to ask how 
such modifiers may evolve. This should be possible by extending existing theory on the 
evolution of modifiers of recombination (Charlesworth 1990; Charlesworth 1993; 
Barton 1995). Instead of considering a rare modifier of small effect that alters the rate of 
recombination, it should be possible to consider the effect of a modifier that alters the 
probability that an individual will reproduce sexually rather than asexually. 
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A related issue involves the phase differences between epistasis and linkage 
disequilibrium. One outcome of the coevolutionary model presented here is that the 
linkage disequilibrium in the asexual population lags approximately 90 degrees behind 
epistasis. This is similar to the result of Nee (1989) who modelled the coevolution of 
hosts with parasites. He showed that where there is no recombination (and no mutation) 
the hosts and the parasites oscillate 90 degrees out of phase with each other. 
Recombination has the effect of reducing the phase difference between linkage 
disequilibrium and epistasis giving the sexual population an advantage over the asexual 
one. It would be interesting to analyse this behaviour in a more general framework for 
both frequency dependent selection and coevolution. 
Finally, in the new millenium, a concerted effort to track down the Red Queen should be 
made. Although few evolutionary biologists would deny the existence of ongoing 
coevolution, presently there are arguably no concrete examples. Looking at interactions 
between micro-organisms could be a good starting point. Systems, such as bacteria-
phage, are fast evolving allowing us to witness 'evolution in action'. Moreover, micro-
organisms can often be frozen, allowing competition experiments between, for example, 
strains of virus from different time points during the experiment. In this way it may be 
possible to detect ongoing coevolution, and perhaps even characterise the nature of this 
coevolution. Such experiments may face practical difficulties. For example, it is 
common in for bacteria to acquire mutations that render them resistant attack from all 
parasite strains (Chao et al. 1977; Levin & Lenski 1983). However, with the 
modification of the experiments these problems may be overcome (Chao, pers. comm.). 
In the longer term, and more generally, it may be possible to quantify how much 
evolution is due to Red Queen type interactions rather than due to other evolutionary 
mechanisms. 
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In the model used in chapter 2, a particular solution will be stable if the eigenvalues of 
the matrix: 
1A 
1 Aj) kA S 	
1 Bj) 
are negative, where = 
(OBi 	Aj
) 
 ( 	tdPBj, ) 
aPAI 	 ifi=j 	(Al.la) 
dPAj 
dPBi 
= 2pq —4y—A—l-25(q — PB) 	 if i=j 	(A1.lb) 
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Ai = 
	




4 PBqB1 	 if i#j 	(A1.ld) 
PBj 
dPAi = dPBi = A 	 if i=j 	(A1.le) 
dPBi aPA 
= 4Bi =0 	 if i#j 	(A1.1 
dPBi 	dPA1 
In the case where 8 is assumed to be equal to zero, we have explicit expressions for the 
values pq in terms of X and y, and as a result the matrix, S, and its eigenvalues can be 
found analytically. For example, if we have three loci, where one of the loci is clashing, 
we have: 
—1—A —8y 	—8y A 0 	0 
—8y —1—A —8y 0 A 0 
8y4/1 -8y-4A 	A - i 0 0 	A 
- A 0 	0 -1-A -8y -8y 
0 A 0 —8y —i—A 	—8y 
0 0 	A —8y-4A —8y-4A 	A—i 	 (A1.2) 
If delta is equal to zero and the number of loci is greater than two, then eigenvalues are 
as in Table Ai.1 
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Table ALL Eigenvalues 
Condition for the 	Eigenvalues 	 Number of repeats of the 
existence of the 
eigenvalues 
eigenvalues 
always -1+8y+6?. (c- 1)times 
-l+8y+4X 
when n - c =0 -1-8(n-1)y-4(n-1)X once 
-1 -8(n- 1 )y-4((n- I)-2)X 
when n - c 	1 (n - c - i) times 
-l+8'y-2A. 
when c = 0 -1-8(n-1)y once 
always I /2[-2-8(n-2y-(4c-6)A. once 
±4{(2+8(n-2)y+(4c-6)?) 2- 




4(1 +8(n-2)y-64(n- 1 )y2+(4c-2)X-
1 6(2n- 1-c)yX+8(c- 1)X2)]] 
Here n denotes the number of loci, and c the number of clashes. 
Thus, when the deviation of the mean phenotype from the optimum phenotype is zero 
and when there are two or more clashing loci, the eigenvalue -i+8y+6? always exists, 
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independent of the number of loci. Moreover, by simple algebraic manipulation we find 
that if this eigenvalue is negative, then all the other eigenvalues are also negative. 
Hence, if - 1+81-i-6X is negative, the system is stable. If there are no clashes, the system 
will be stable if -l+8yis negative. 
For the case where delta is not necessarily equal to zero, the eigenvalues of the matrix 
need to be found numerically (e.g. using 'Mathematica' Wolfram 1991). 
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Summary 
A simple model of migration between two populations, each in a balance between mutation and 
stabilizing selection on a polygenic trait, is explored. Below a critical migration rate, genetic 
differences between the two populations can be maintained, even if the populations are selected 
towards the same phenotypic optimum. Gene flow then maintains genetic variance within each 
population. For this process to account for heritable variation, there must be some mechanism 
that causes divergence. The possibility that fluctuating selection could lead to the initial 
differentiation of the populations is explored. 
1. Introduction 
There are many questions as to the genetic basis of 
divergence and speciation that still remain unsolved. 
How readily can populations adapt to local conditions 
despite gene flow? Can reproductive isolation evolve 
within an interconnected network of populations? 
Can gene flow between divergent subpopulations 
maintain genetic variation? Though these questions 
have received much attention (for example, Felsen-
stein, 1976; Endler, 1977; Barton & Turelli, 1989), 
almost all theoretical discussion has been based on 
models of single genes (exceptions include Lande, 
1976, 1980; Slatkin, 1978). 
A key difficulty in extending the theory to quan-
titative traits based on many genes is that, even 
assuming additive inheritance, the outcome depends 
in a non-trivial way on the genetic basis of such traits. 
This has become clear from the debate over the 
amount of genetic variation that theoretical models 
can explain. Genetic variation is essential for the 
process of adaptation, and high levels of quantitative 
genetic variation are found in natural populations 
(Mousseau & Roff, 1987; Houle, 1991). However, the 
reduced fitness of extreme phenotypes and the long 
periods of evolutionary stasis observed in most species 
provide strong support for the existence of stabilizing 
selection, which on its own will act to eliminate 
genetic variability within populations (Lande, 1976; 
Maynard Smith, 1983; Turelli, 1984; Barton & Turelli, 
1989). 
One possible mechanism which might explain the 
abundant quantitative genetic variation found in  
nature is recurrent mutation (Kimura, 1965). Various 
population genetic models have been developed that 
describe this 'mutation/selection balance', such as the 
'Gaussian' (Lande, 1976) and the 'House of Cards' 
(Turelli, 1984) continuum-of-alleles models, and vari-
ous discrete allele models (Wright, 1935a, b; Latter, 
1960; Bulmer, 1972; Barton, 1986). In the Gaussian 
model mutations at each locus have a continuous 
range of effects drawn from a normal distribution, 
and if the effects are much smaller than the standing 
variance at a single locus the distributions of allelic 
effects will be approximately Gaussian. In contrast, 
the House of Cards model assumes that new mutations 
have effects much larger than the standing genetic 
variance so that most of the variance is contributed by 
rare alleles. 
Discrete allele models were introduced by Wright 
(1935 a, b). Wright showed that for an additive 
quantitative genetic trait under stabilizing selection in 
a diploid organism, where each of the loci segregate 
for two alleles of equal and additive effect, a whole 
series of stable equilibria exist (Wright, 1935a, b) in 
the absence of mutation. For example, if selection 
favours a state in which 50 loci are close to fixation for 
a '+' allele, and 50 are close to fixation for a '-' 
allele, any of the 1029  optimal gene combinations will 
be a local equilibrium. With mutation at a low rate 
this multitude of equilibria remain stable and genetic 
variation is maintained at each locus (Latter, 1960; 
Bulmer, 1972). Moreover, there are also stable 
equilibria where the mean of the population differs 
from the optimum (Barton, 1986). Thus, in the 
example above, for particular levels of mutation and 
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selection some populations may have stable equilibria 
such that only 47 of the loci are close to fixation for 
the ' + ' allele, and the mean is slightly below the 
optimum. These can be considered different 'classes' 
of equilibria or genotype. The stable equilibria can be 
thought of as peaks on Wright's 'adaptive landscape' 
(Wright, 1932), where mean fitness (height of the 
peak) is measured against the frequency of the '+' 
allele at each of the 100 loci; this adaptive landscape 
will have 101 dimensions. If loci have equal effects, all 
peaks in which the mean phenotype of the population 
is equal to the optimum phenotype will have the same 
height. We refer to these as optimal peaks. 
In Barton's 1986 model, the genetic variance is 
given by the House of Cards approximation when the 
mean is near the optimum, but it increases towards a 
value of the same order as that given by the 'Gaussian' 
approximation when the mean deviates from the 
optimum. Although these models clearly show that 
mutation can counter the unifying effects of stabilizing 
selection, the mutation rates that would be required to 
explain all the genetic variation observed in natural 
populations are unrealistically high, especially if there 
is pleiotropy (Turelli, 1984). Other factors are thus 
also required to explain these high levels of quan-
titative variation, of which fluctuating selection is one 
possibility. Compared with constant selection, fluctu-
ating selection can increase the genetic variance within 
a single population by several orders of magnitude 
(Kondrashov & Yampolsky, 1996) due to allele 
frequencies continually moving towards new equi-
libria. At any one time, most of the variation will be 
due to one, or only a few, of the loci, which are in the 
process of shifting. Spatial polymorphism may also 
help to explain the high levels of quantitative genetic 
variation found in natural populations (Goldstein & 
Holsinger, 1992; Phillips, 1996). However, migration 
must not be too high, since otherwise the whole 
population will become uniform. Only below some 
critical level of migration will local adaptation be 
possible (Karlin & McGregor, 1972; Slatkin, 1973; 
Nagylaki, 1975; Endler, 1977; Phillips, 1996). 
Although spatial polymorphism may be maintained 
in the presence of migration, it is not clear how 
populations might come to have different genetic 
structures. The various populations that make up a 
species may diverge, either because selection varies 
from place to place, or because even under uniform 
selection different gene combinations evolve due to 
the effects of random genetic drift. However, the 
extent to which such divergence can occur in the 
presence of gene flow is unclear. Such questions are 
fundamental if we are to understand the processes of 
reproductive isolation and speciation (Coyne, 1992). 
This paper analyses a simple model of polygenic 
variation, extended from that of Barton (1986), in 
which stabilizing selection acts on an additive quan-
titative trait in each of two demes in the presence of 
mutation and gene flow. This model will be used to  
investigate the effects of gene flow on the genetic 
structure of the two populations under stabilizing 
selection to the same or different optima, and address 
questions such as whether population differences, and 
possibly eventual reproductive isolation, can arise in 
the presence of gene flow. This simple optimum model 
is unrealistic in that it assumes equal allelic effects on 
a single character under stabilizing selection. However, 
it provides a useful starting point for a more general 
understanding of spatial variation in quantitative 
traits. 
I will first describe Barton's (1986) model of 
mutation/selection and then extend this to include the 
effects of migration between two demes. The key 
assumption throughout is one of linkage equilibria. 
This is reasonable if selection and migration are much 
slower than recombination. In the first part of the 
analysis we assume that the mean phenotypes of both 
demes are close to their respective optima. This is 
similar to the model of migration/ selection balance 
developed by Phillips (1996), in which migrants move 
from a fixed into a polymorphic population. The 
model presented here differs from Phillips's since 
mutation is included in the model, and the populations 
exchange migrants as opposed to one of the popu-
lations being held fixed. The more general case, which 
is not investigated by Phillips, in which one of the 
demes occupies a suboptimal peak on the adaptive 
landscape, is then considered. Supporting Phillips's 
results, we find that if migration rates are low then 
genetic differentiation can be maintained between the 
two demes, and genetic variation within these demes 
can be two or three orders of magnitude higher than 
if there were no genetic differentiation. Once migration 
exceeds a critical level, migration swamps selection, 
and the two demes become genetically homogeneous 
and migration can no longer maintain genetic vari-
ation. Finally I consider how populations might 
diverge in the first place in the presence of gene flow, 
and consequently whether under the assumptions of 
this model differentiation and eventually reproductive 
isolation could evolve in the presence of gene flow. 
2. The model 
The analysis assumes weak selection, such that change 
is approximately continuous in time, and the popu-
lation is in linkage equilibrium; the latter is a 
reasonable assumption if recombination is much faster 
than selection and migration. The notation is sum-
marized in Table 1. 
(i) Mutation/selection balance 
I begin by briefly describing Barton's notation. 
Consider a single character z', which is determined by 
the sum of the effects of n loci. Each gene can be in one 
of two states: 0 (the ' - ' allele) or 1 (the ' + ' allele). 
In this, the diploid case, the state of the gene at locus 
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Table 1. Summary of the notation 
Z' Phenotype of an individual 
S Strength of stabilizing selection 
The effect of each allele (assumed equal across 
all loci) 
Deviation of the mean from the optimum in 
deme X 
Mutation rate 
V Scaled mutation, y = 1u/sci 2 
A Migration rate 
A Scaled migration, A = 2A/sx 2 
Time measured in generations 
T Scaled time, T = ts 2 12 
PXi Frequency of the '+' allele at locus i in deme 
X (q 	= 1 —p,) 
z0 Optimum phenotype 
z; ZT.t Mean phenotype in deme X; mean phenotype 
of total population 
V,, ; V1 , Genetic variance of deme X; genetic variance 
of total population 
n Number of loci 
C Number of clashing loci 
m X Number of loci close to loss for the '+' allele 
in deme X 
i from the maternal chromosome is denoted l, and 
from the paternal chromosome 1'. Thus, if we ignore 
any epistatic effects, z' is defined as: 
z'=cz(l1 +l'-1), 	 (1) 
where z is the effect of each allele, assumed equal 
across loci. The character is assumed to be completely 
heritable, and the fitness of an individual with 
phenotype z' is assumed to follow a Gaussian curve 
centred on some optimum, z0 , with variance 11s, 
where s is the strength of stabilizing selection, which is 
assumed to be weak. Environmental variance is 
neglected, but this could be included by rescaling the 
parameters. 
By rescaling time relative to s 212 such that T = 
ts 2 /2, where t denotes time measured in generations, 
the equation for the effects of selection is: 
dp/d T = p1q1 [(p1 - q) - 28] 	 (2 a) 
(Equation 4 in Barton, 1986). Here, p1 and q 1 are the 
frequencies of the two alleles ' + ' and ' - ' at the ith 
locus, and 8 is the deviation of the mean phenotype, z, 
from the optimum, z0 , relative to the effect of a single 
gene, x: 
8 = (z—z0)/c = 2E (pi  — l/2) — z0/a. 	 (2b) 
This rescaling greatly simplifies the analysis, but is 
possible only if selection is weak. The first term in (2a) 
represents selection acting against the genetic variance, 
and the second term represents selection on the mean 
towards the optimum phenotype. 
If we now introduce recurrent mutation at an equal 
rate 1u in each direction, (2) becomes: 
dp1/dT = p1q 1 [(p1 —q) —28]— 2y (p 1 —q 1). 	(3) 
Here y is a measure of the rate of mutation, relative to 
the selection pressure on a single locus: y = u/scc 2 . 
(ii) Mutation/selection balance with migration 
between two demes 
Suppose now that we have two demes, A and B, which 
have both independently reached equilibrium to the 
same or differing optima, as described by setting (3) to 
zero. Now assume that migration occurs at an equal 
rate, A, between these two demes. Migration will 
restore linkage disequilibrium every generation, and 
moreover the number of linkage disequilibrium 
coefficients will increase with the square of the number 
of loci involved in the system. Consequently migration 
will have to be very low if the combined effects of 
selection and migration are to be much less than the 
effects of recombination, which is necessary for the 
assumption of linkage equilibrium. In the following 
analysis we will find that differences between the two 
populations can only be maintained at these very low 
migration rates, making this assumption of linkage 
equilibrium reasonable. Now (3) can be extended to 
each of the two demes. The subscript A denotes results 
for deme A, and similarly for deme B: 
dpAl /dT = pAlqAl [(p1 - qAl) - 28j 
—2y(p1—qA)+A (PBI PA), (4a) 
dp 1 /dT = pniqni [(p1 - qBI) - 26] 
—2y(p 1 —q)+A (PA1 PB), (4b) 
where A is a measure of the rate of migration, relative 
to the selection pressure on a single locus such that 
A/sz2 . At equilibrium we have a pair of simultaneous 
equations, each of third order as in the one-deme case, 
resulting in a ninth-order polynomial giving nine 
solutions for PA1  and PB1•  That is, at equilibrium, the 
'+' allele at each of the loci controlling the 
quantitative trait could be at one of nine possible 
frequencies. 
The means and the variances of the quantitative 
trait z' are: 
z, = 2 (p1 -1 /2), 	 (5a) 
V. = 2 2 (p 1q 1), 	 (6a) 
where X denotes the deme A or B. For the population 






Thus the genetic variance for the population as a 
whole depends on both the variance within the two 
demes, and the difference between the means in the 
two populations. 




(i) No deviation from the optimum phenotype 
I first consider the case where the mean phenotype 
matches the optimum in each deme, described by (4a) 
and (4b) with 8A'  8, = 0. Note that the optima may or 
may not be the same across the demes. Although this 
is a very special case, it lends itself to analysis and will 
give a good guide to the full problem. The situation 
may arise if the mean can evolve to match the 
optimum in each deme, although in reality this is very 
unlikely to occur. In the absence of migration, two 
isolated demes could evolve to match the optimum in 
each of their habitats, especially in the absence of 
epistasis and pleiotropy. However, once migration 
between the two demes is allowed the populations will 
be pulled away from their optima due to the migration 
pressure, and consequently the mean phenotype will 
no longer match the optimum in each deme. For the 
mean to match the optimum in the respective demes, 
in the presence of migration, a situation must be 
imagined in which the migration itself pulls the demes 
from sub-optimal mean phenotypes to optimal ones. 
Not all the nine equilibria will be feasible and stable 
(see Appendix for a description of the multilocus 
linear stability analysis). For this system, at most five 
of the equilibria are stable (Table 2). The first of the 
solutions (PA = PB = 1/2) is stable only when mutation 
is so high that all effects of selection are effectively 
swamped, resulting in the' + 'and' - 'alleles reaching 
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Fig. 1. A sketch showing allele frequencies in a 12-locus 
system. The dashes show the frequency of the '+' allele 
in the two denies at each of the loci numbered I to 12. 
Loci 1, 2 and 3 are close to loss for the '+' allele in both 
the demes, and loci 9, 10 and II are close to fixation for 
the ' +' allele in both the demes. These loci are 'non 
clashing'. Loci 4, 5, 6 and loci 7, 8, 9 are 'clashing' since, 
for each of these loci, in one of the demes the ' + ' allele 
is close to fixation, whereas in the other it is close to loss. 
quently, for the purpose of this analysis, it will be 
assumed that this solution is unstable. Of the 
remaining eight solutions, four can be stable: the 
solutions where PA = PB = (1 ± /1 - 8y)/2 are feas- 
ible and are stable whenever y < 1/8. These are called 
'non-clashing' solutions since the '+' allele is either 
close to loss in both the demes, or close to fixation in 
both the demes. The solutions where PA = = 
Table 2. The solutions to (4a, b), and the criteria for their existence and stability, in the case where 8, = 813 = 0 
Conditions 	Conditions 
for existence for stability 
pAqA 	PA 	 PR 	 of solution 	of solution 
PAPB 1/4 1/2 1/2 Always y> 1/8 
PAPB 2y 1—V18y y< 1 /8 y< 1 / 8 
2 2 
PAPB 2Y 1+V1-8y 1+\/i y<l/8 
2 2 
pA=qB 2Y+/l I—V1-8y-4A l+V1-8y-4A y<l/8—A/2 
2 2 
pA=qB 2y+A 1+V1-8y-4A l—Vf8y-4A y<l/8—A/2 y<l/8-3A/4 
2 2 
(x+y)18 2+V2(x+y) 2—V2(x—y) y < 1/8-3A/4 Never 
4 4 
(x+y)18 2 — v'2(x—y) 2+v'2(x+y) y < 1/8-3A/4 Never 
4 4 
(x+y)18 2—V2(x+y) 2+V2(x—y) y < 1/8-3A/4 Never 
4 4 
(x+y)18 2+V2(x—y) 2—/2(x+y) y < 1/8-3A/4 Never 
4 4 
Where x = 1 +8y+2A, and  = /1 —16y+64y2-4A+32yA—l2A2. 
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Fig. 2. Solutions to (4a, b), where 8, = 	= 0, S = I and 
= 01. The continuous lines represent the stable 
solutions, and the dashed lines the unstable solutions. The 
solutions form a series of pitch-fork bifurcations. (a) For 
y held fixed at 01 (corresponding to a mutation rate of 
0001), the frequency of the '+' allele at non clashing loci 
remains constant as A increases, but at clashing loci the 
frequency approaches 05. Once A reaches 0033 
(migration rate = 0-000167) the solution at clashing loci 
becomes unstable. The maximum value of A for which a 
solution exists is 0050 (migration rate = 0000250). The 
non-clashing solutions always exist and are always stable. 
For A held fixed at 005, the frequency of the '+' 
allele at clashing and non-clashing loci approaches 05 as 
y increases. Once y-reaches 00875 (mutation rate = 
0000875) the solution at clashing loci becomes unstable, 
and the maximum value of y for which a clashing 
solution exists is 0100 (mutation rate = 0001). The non-
clashing solutions both become unstable and cease to 
exist when y = 0125 (mutation rate = 000125). 
(1 ± NA - - 4A)/2 are feasible and stable whenever 
Y < 1/8-3A/4. These are called 'clashing' solutions 
since the' + ' allele is close to loss in one of the demes 
and close to fixation in the other (Fig. 1). 
The multilocus stability analysis shows a remark- 
ably simple result: the stability of the system does not 
depend on the state of all the loci. If there are any 
clashing loci the system will be stable if - 1 + 8 y + 6 A 
is negative, and if there are no clashing loci the 
solution will be stable if - 1 + 8 y is negative. 
Fig. 2 shows how the gene frequencies change for 
varying levels of migration and selection. If the  
mutation rate is kept constant (y = 01), then, as 
migration is increased (Fig. 2a), the frequency of the 
'+' allele at non-clashing loci remains constant, 
whereas at clashing loci the allele frequencies gradually 
become more intermediate, since at these clashing loci 
migration will tend to reduce the discrepancy in allele 
frequencies between the two demes. When A exceeds 
00333, the solutions at clashing loci become unstable, 
and when A exceeds 005 the solutions at clashing loci 
become imaginary. If migration is now held constant 
(A = 005), the clashing and non-clashing allele fre-
quencies become more and more intermediate as 
mutation increases (Fig. 2b). Once y exceeds 00875 
the clashing solutions become unstable, and they no 
longer exist when y exceeds OiOO. The non-clashing 
solutions both become unstable and imaginary when 
y = 0i25. Thus as migration and/or mutation in-
crease, it becomes less likely that we will see divergence 
between two populations. 
So, if two demes within a population independently 
adapt optimally to the selection pressures in their 
respective environments, differences can be maintained 
between the two populations if —1 + 8 y + 6 A is 
negative, that is if A < (s 2 /12)—(21u/3) (the criterion 
for stability). Migration must therefore be very low in 
relation to selection if migration is not going to 
swamp selection and the two demes are to remain 
distinct. If, for example, sa2 = 001 and 1u = 00001, 
then A must be less than 000077. This value of 
migration is very low, amounting to fewer than 8 
migrants per 10000 individuals per generation in each 
population. This small value implies a very large 
barrier to migration, which may be very uncommon in 
nature. This criterion for the maintenance of poly-
morphism differs from Phillips's (1996) critical mi-
gration rate. He does not consider mutation, and since 
he deals with unidirectional migration there are only 
three possible equilibria. Only one of these equilibria 
can be stable, and it is stable wherever it exists. Thus 
Phillips's criterion for the maintenance of poly-
morphism is A < (s 2/16) .  This differs from the 
criterion for the existence of clashing loci in the model 
presented here (A < (s 2 18) ,  for dU = 0) by a factor of 
2 since here gene flow occurs in both directions. 
Consequently, for low mutation rates, the conditions 
for the maintenance of polymorphism are less re-
strictive than in Phillips's model. In effect, when the 
mean equals the optimum, the critical migration rate 
calculated under unidirectional migration gives a 
lower bound to the rate, whereas the assumption here 
of balanced migration rates provides an upper bound. 
If migration rates are unbalanced between the two 
populations, as will be the most likely scenario in 
natural populations, the actual critical migration rate 
will fall somewhere between the two bounds. 
If the deviation of the mean from the optimum in 
the two demes is negligible, the genetic variance within 
the two demes can be found analytically: 
4 
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Fig. 3. The genetic variance within demes, for increasing 
migration (A = 2A/s 2), where 8, B = 0, and 
consequently V = 41s(un + Ac). Genetic variance increases 
with the mutation rate at all the loci, and with the 
migration rate at each of the clashing loci. 
where n is the total number of loci, and c is the 
number of clashing loci. Thus, the genetic variance 
within the demes is dependent on the mutation rate at 
all the loci, and on the migration rate between 
clashing loci. Interestingly (7) is the sum of the two, 
although the equations are non-linear. The first term 
corresponds to the variation in a system of mutation/ 
selection balance (Latter, 1960; Bulmer, 1972; Turelli, 
1984), and the second term to a system in migration/ 
selection balance (Phillips, 1996). 
Fig. 3 shows how the genetic variance within each 
deme increases with increasing migration, mutation 
and number of clashing loci. For example, for y = 
001, increasing the number of clashes from 0 to 20 
doubles the quantitative genetic variance within the 
two demes. 
The minimum genetic variance for each deme can 
be estimated, given the difference in the optima 
between the two demes at equilibrium. The increase in 
genetic variance due to linkage disequilibrium caused 
by incoming migrants for a quantitative trait can be 
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expressed as (Az)2, (1 — I)/r, where r is recombination 
fraction and LtZ = ZAZB (Barton & Gale, 1993). The 
minimum number of clashes will be Az/2a. At low 
migration rates, such as for the value 0-00077 
calculated above, the minimum genetic variance, J', 
expected in each of the demes will therefore be: 
Vg= 4fl/L 2z, (z)2,i 
—+----+ 	 (8) 
S 	Sa r 
where the first term represents the increase in the 
genetic variance attributable to mutation, the second 
term the increase due to clashing loci, and the last 
term is the increase in the variance created by linkage 
disequilibrium due to incoming migrants. We can see 
from (8) that the ratio between the amount of genetic 
variance generated from linkage disequilibrium from 
incoming migrants and that generated by increased 
heterozygosity is scthz (if r is taken to be 1/2). We can 
express this in terms of dimensionless quantities by 
defining L = (sAz 2 12) as the difference in fitness 
between a native individual at the optimum for its 
own deme, and an immigrant at the mean value of the 
other deme. Then, the ratio becomes 2L (a/Az). Thus, 
if the typical fitness difference between immigrants 
and natives is small (L . 1), and if several loci have 
diverged (a - Az), then increased heterozygosity will 
generate much more genetic variance than will linkage 
disequilibrium. For example, if we takes = 1, a = Oi 
and Az = 1, then L will equal 1/2 and the ratio of the 
amount of genetic variance generated from linkage 
disequilibrium to that created by increased hetero-
zygosity will be only 0- 1. Heterozygosity will therefore 
account for 10 times more genetic variance than will 
linkage disequilibrium produced from incoming 
migrants. The Bulmer effect, where negative linkage 
disequilibrium is produced due to stabilizing selection, 
will reduce the genetic variance by s(V) 2/r each 
generation, where V is the standing genetic variance 
(Bulmer, 1985). However, since sk is small and r = 
1/2, the reduced genetic variance resulting from the 
Bulmer effect will be small. Thus for the range of 




Fig. 4. The nine dots show the solutions to (4a, b). The filled circles represent the stable solutions, open circles the 
unstable solutions. In all cases y = 001, A = 005 and 4. = 0. (a) Solutions where 8, = 0. The arrows show how the 
solutions move on the plane if y or A are increased (the non-clashing solutions do not move if A is increased). (b) 
Solutions where &A = 0-149. Two of the solutions in this case have almost converged. (c) ÔÄ = 0-150. Two of the 
solutions have formed a conjugate pair with imaginary parts, and are therefore no longer shown on the plane. 
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migration rates expected to maintain differences 
between populations, the effects of linkage dis-
equilibrium on the genetic variance are small. 
Note also that (8) represents the increased genetic 
variance within the two demes due to selection for 
different optima in the two demes. The genetic variance 
will increase further if there is also cryptic genetic 
divergence between the two demes, resulting in more 
than the minimum number of clashes. In this case the 
genetic variance due to both migration and linkage 
disequilibrium will increase. 
02 
015 
2 0. 1 
005 
0 1 
—06 	—03 	0 	03 	06 
(ii) Deviation from the optimum 
So far I have only considered the case where the mean 
equals the optimum in each of the demes. In general, 
however, the mean will deviate from the optimum. 
Migration may, for example, pull the mean away from 
the optimum in the two demes if the genetic structure 
of the demes differs. In many cases this deviation will 
be very small if the demes are at optimal adaptive 
peaks, but if one or both of the demes are at sub-
optimal peaks then the discrepancy is likely to be 
larger (Barton, 1986). It may be that even in this case 
the deviation will be small enough that the preceding 
analysis provides a good approximation, but this can 
not be assumed. Barton (1986) showed that in the 
one-deme case, swill always be less than 1/2. Although 
this deviation is small, it could nevertheless have a 
substantial effect on the genetic variance. 
For 8A  and 8B  not equal to zero, (4a) and (4b) can 
no longer be solved analytically, but solutions can be 
found numerically, given the number of loci and 
clashes and given the optima in the two demes. In the 
following analysis, the equations were solved nu-
merically using the secant method, and stability 
determined from the eigenvalues of the matrix S 
(Appendix). 
Suppose that the deviation of the mean from the 
optimum in deme B (ÔB)  is zero, but in deme A it 
varies. Note again that the optima in the two demes 
may or may not be the same; it is the deviation of the 
mean from the optimum that is important. Fig. 4 
shows the nine possible solutions, and their stability, 
for each locus for increasing 8A . If 8A = 811 = 0 1  
clashing solutions become unstable when any of the 
neighbouring unstable solutions become imaginary. 
In all other cases, the four solutions that can be stable 
will be stable if they exist. For the subsequent analysis 
we have assumed that the other five solutions are 
always unstable, which, considering the outcomes of 
the numerical iterations of the equations, I think is a 
reasonable assumption. Wright (1935b) has shown 
that in some circumstances intermediate allele fre-
quencies can be stable, but only if just one of the loci 
is at this intermediate state. Moreover, this requires 
low mutation rates such that (n + 1)2)' < 1 (Barton, 
1986). 
Fig. 5. The areas of the graph show which solutions can 
be stable as 8A  deviates from zero and as migration 
increases, where 8B = 0 and y = 001 (corresponding to a 
mutation rate of O0001, if s = 1 and a = 0- 1). +1-
represents the solution where deme A is close to fixation 
for the ' + ' allele, and deme B is close to loss for this 
allele. 
Fig. 5 shows the range of values of migration for 
which the four possibly stable solutions exist given a 
value of 8, (8B  is fixed at zero). We can see that, as the 
mean phenotype of deme A deviates from the optimum 
phenotype, the maximum migration rate at which 
differences can be maintained between the populations 
decreases. 
If we have a system in which both + / - (the '+' 
allele is close to fixation in deme A, and close to loss 
in deme B) and - / + clashes exist, we can define Amax 
as the maximum level of migration, above which the 
system can no longer exist because one or other of the 
clashing solutions becomes imaginary. This is anal-
ogous to the critical migration rate defined above. Fig. 
6a shows how Amax  varies as the optimum phenotype 
of deme A changes, and as the number of loci close to 
loss for the ' + ' allele in deme A, mA,  differ, for ' = 
001. We see that the migration rate between the two 
demes dictates the possible values of MA,  and hence 
the number of peaks on the adaptive landscape for 
deme A. If the optimum for deme A is equal to zero, 
for example, then the higher the migration rate the 
less mA  can deviate from 50, and consequently fewer 
combinations of genes, or classes of genotypes, are 
possible in deme A. If A remains less than 01533 
(corresponding to an actual migration rate of 000077), 
divergence between the two demes can be maintained, 
but once A exceeds this the only stable system is one 
in which there are no clashes, leaving us with a single 
monomorphic population. Consequently the variance 
within the two demes would also decrease. 
Fig. 6b shows the maximum genetic variances 
within deme A, obtained by setting migration to Amax . 
Comparing the numerical calculation of genetic 
variance, and the value that an analytical approxi-
mation would give (that is, where the mean equals the 
optimum in both the demes, and hence where 8A and 
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Fig 6. (a) The maximum migration, A, at which the 
system can exist and be stable as the optimum phenotype 
of deme A varies, for y = 0-01 and optimum of deme B 
fixed at 0. mB is fixed at 50, and consequently 8. assumed 
to be negligible. The five lines represent varying values of 
MA. For MA = 52, 50 and 48 the number of clashes is 20, 
for m A = 49 there are 21 clashes; and for MA = 51 there 
are 19 clashes. (b) The corresponding genetic variances in 
deme A, the arrows indicating the genetic variance if 8A 
and 8B  are assumed to equal zero. The asymmetry arises 
because of the varying number of clashes. 
8J3 are assumed to be zero, as shown by the arrows), it 
can be seen that in most cases, where migration is at 
the critical rate, the analytical approximation would 
tend to overestimate the variance. If the mean is close 
to the optimum in both the demes, the analytical 
approximation is fairly close both for the maximum 
level of migration at which the system can be 
maintained and for the genetic variance within the 
populations. 
(iii) Divergence of populations 
Finally, I consider how clashes can be created 
between populations. They may simply result from 
random genetic drift (Wright, 1932; Barton, 1989; 
Barton & Rouhani, 1991; Goldstein and Holsinger, 
1992), or alternatively could originate deterministi- 
cally if selection is fluctuating in time or space. 
Suppose we begin with a single monomorphic popu-
lation where the optimum phenotype is zero and 
where 50 of the 100 loci are close to fixation for the 
'allele. Next, suppose there is a change in optimum 
for one deme within this population (call this deme 
A), such that the optimum is now less than - 0-483, 
where A = 01. By calculating 8A  from (2b), we find 8A 
will exceed 0351 for this system, and thus from Fig. 5 
we see that the solutions where both demes are close 
to fixation for the ' +' allele are no longer feasible. 
However, if mA  changes to 51 (that is, if one of the loci 
close to fixation for the ' +' allele in deme A changes 
such that it becomes close to loss for the '+' allele), 
we see from Fig. 6a that the equilibrium now exists 
and is stable. If the optimum phenotype changes 
further in this direction more switches become 
necessary (in practice, random genetic drift will play a 
role in determining which of the loci switch). If the 
optimum fluctuates back to zero or beyond, loci in 
deme A would switch from close to loss, to close to 
fixation, for the '+' allele. However, the loci which 
switch in this process will not necessarily be the ones 
that switched originally (although since the variance 
at clashing loci is greater this will tend to be the case). 
Hence, in the space of one environmental fluctuation 
we can envisage four clashing loci being created, and 
consequently the variance within the two demes 
increases from 0-040 to 0048. If 20 clashes were 
created in such a process the genetic variance within 
the two demes would equal 0-080. 
If the unscaled versions of (4a, b) are iterated for 20 
loci, adding a Binomial expression for genetic drift 
with mean p and variance pq/(2n) during each iteration 
of the calculation of the gene frequencies, then each of 
the loci settles down to either clashing or non-clashing 
solutions as expected. Moreover, the more clashing 
loci there are in the system, the greater the genetic 
variance when the system settles down close to 
equilibrium. However, if the optimum changes in one 
of the demes such that one of the loci must switch, the 
tendency of the system will be to reduce, and not 
increase, the number of clashes. This is because the 
genetic variance at clashing loci is greater than at non-
clashing loci and so these loci respond quicker to 
changes in selection pressures. Thus, if there is constant 
migration during environmental fluctuations, clashes 
will continually be created or lost because the two 
demes are adapting to different optima, but there will 
not be a tendency for the number of clashes to 
escalate. Consequently, the highest genetic variance 
within the two demes is observed when the optima of 
the demes are most different. An accumulation of 
clashing loci could occur if fluctuations are accom-
panied by isolation (no migration) or by a large 
amount of genetic drift. The numerical iterations of 
the equations were checked by comparing the output 
with the expected analytical results and the amount of 
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Fig. 7. The genetic variance within both the denies when 
(4a, b) are iterated for 8000 generations with 20 loci in 
the presence of random genetic drift (number of 
individuals in each population, N, is 5000) where s = 1, 
= 03 and y = 001. The optimum of deme B remains 
constant at 0 (continuous line), while the optimum of 
deme A fluctuates between 0 and 3 every 1000 
generations (dotted line). The numbers represent the 
number of clashing loci. (a) The two denies are isolated. 
The average genetic variance in deme A is 0432, and for 
deme B is 0072. (b) There is gene flow between the two 
denies such that A = 005. The average genetic variance in 
deme A is 0127, and for deme B is 0093. 
Fig. 7 shows how the genetic variance within the 
two demes varies in time, as the optimum in one of the 
demes fluctuates. In both cases the random component 
added to the iterations describes the expected drift if 
the two demes each contain 5000 individuals, and the 
mutation rate, , equals 00009. In the first simulation 
(Fig. 7a) the two populations are isolated, whereas in 
the second simulation (Fig. 7b) the rate of migration, 
A, is 000225. In the case where there is no migration 
the genetic variance within the two demes remains 
close to that predicted by the analytical results (VA = 
VB = 00720). The peaks in the genetic variance in 
deme A are a consequence of the switching of five of 
the loci each time the optimum phenotype of deme A 
changes from 0 to + 3, or vice versa, since these loci 
temporarily find themselves at intermediate gene 
frequencies (Kondrashov & Yampoisky, 1996). At 
these switches VB  remains close to 00720, but VA  
reaches up to 060. There is a high genetic variance in 
deme A for the first 1000 generations (VA  approxi- 
mately 015) because one of the loci is at an 
intermediate gene frequency. 
For the case where there is migration, we see that 
when the optimum in the two demes is the same (0 in 
both cases) the genetic variance is close to 00720, 
which is as expected since there are no clashing loci. 
However, when the optimum in deme A changes to 
+3, a few of the loci in deme A switch causing some 
of the loci to clash. The genetic variance within the 
demes consequently increases due to two processes. 
Firstly, as for the case where there is no migration, the 
switching of some of the loci temporarily increases the 
genetic variance within the deme where the switching 
is occurring, resulting in the peaks of genetic variance 
observed (VA  reaches up to 045). Secondly, some of 
the loci are clashing, and moreover the mean may 
deviate from the optimum in each of the demes, 
resulting in an increased genetic variance within the 
two demes at equilibrium (where there are five clashes 
VA  and VB  are both close to 041). Typically five 
clashes are created when the optimum in deme A 
changes from 0 to + 3, which is close to what we 
would expect since the expected number of clashes 
when the mean equals the optimum in the two demes 
is Az/2 a , which is five in this case. However, at 
generation 4000, six clashes were created. Conse-
quently the differences in the means of the two demes 
are larger than when there are only five clashes, and 
each clash has a greater effect on the variance in this 
deme (VA  and Vi, are approximately 018 and 042 
respectively). 
Taking the average genetic variance in each of the 
two demes for the two cases shown (the first 2000 
generations are not included in this calculation since 
the system is still settling down) the addition of 
migration increases the mean genetic variance in deme 
B from 0072 to 0093. However, within deme A 
migration has the opposite effect and the mean genetic 
variance decreases from 0132 to 0427 since in the 
presence of migration the switching of loci from 
clashing to non-clashing happens faster than in its 
absence. If fluctuations were less frequent, the effects 
of switching on the variance would become less, and 
the mean genetic variance in deme A would then be 
greater in the presence rather than in the absence of 
migration. 
4. Discussion 
In this model of two demes, each in a mutation/ 
selection balance, divergence between the populations 
can be maintained if migration is very low. For the 
assumptions made here on mutation and selection, 
migration must typically be less than 8 individuals 
migrating per 10000 individuals in each population 
per generation (from Table 2). When migration is 
even lower than this many possible classes of stable 
equilibria exist for each of the demes, but as migration 
increases the number of possible equilibria decreases. 
Once migration exceeds the threshold, divergence 
between the populations can no longer be maintained, 
leaving a single undifferentiated population. These 
migration rates are tiny, requiring a very strong 
barrier to gene flow which may be relevant to few 
natural populations. Moreover, the model is un-
realistic for a number of reasons: pleiotropic effects 
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have been ignored, and selection is assumed to be very 
weak. Where selection is strong, the effects of linkage 
disequilibrium can no longer be ignored, and the 
critical migration rate is likely to increase (Phillips, 
1996). 
If the optima in the two demes are the same, the 
process modelled here is a special case of the 'shifting 
balance' between drift, intrapopulation selection and 
interpopulation selection (Wright, 1932). The process 
is divided into three phases. In phase I genetic drift 
causes sub populations to cross adaptive valleys, and 
consequently occupy different regions of the adaptive 
landscape to one another. Phase 2 involves local 
selection taking populations to new optima, and 
during phase 3 adaptive peaks compete with each 
other so that fitter peaks spread through the whole 
species. This third phase is controversial for several 
reasons. For example, it is argued that analyses which 
model this last process (Crow et al., 1990; Phillips, 
1993) are in fact only demonstrating how migration 
swamps selection. This process is not adaptive because 
populations could move towards suboptimal peaks 
(Barton, 1992) . Here, however, we can see that if we 
have two subpopulations, one occupying an optimal 
peak on the adaptive landscape (deme B) and the 
other a suboptimal peak (deme A), then as migration 
increases symmetrically between the two populations 
the possible number of classes of equilibria for deme 
A decreases until eventually the only stable class is 
where deme A occupies one of the possible optimal 
adaptive peaks. If migration increases further the only 
stable equilibrium will be one in which the two 
populations occupy the same adaptive peak. Thus, as 
migration increases, it is the fitter peaks that spread 
through the whole species under the assumptions of 
this model. The consideration of only two demes may 
not be what Wright had in mind when he envisioned 
the shifting balance (Gavrilets, 1996), although it does 
provide a useful starting point for the analysis. If a fit 
deme were to be surrounded by unfit demes in a island 
type model, the fit deme would get swamped by the 
unfit migrants if migration is too high. At lower levels 
of migration the fit peak could still sweep through the 
population, although the critical migration rate will 
be higher (Gavrilets, 1996) 
We find also that divergence between demes within 
a population can greatly increase the quantitative 
genetic variance within these demes. Suppose, for 
example, that the strength of stabilizing selection, s, is 
1, that the effect of each locus, cx, is 01 and that 
migration between the two demes exceeds 0005. If the 
two demes are undifferentiated such that there are no 
clashes, then in the absence of mutation there will be 
no genetic variance. If there are 20 clashes between the 
two demes, however, the genetic variance within each 
of these demes will increase to over 004 even if both 
populations occupy the optimal adaptive peaks and 
are subject to the same selection pressures. These 
clashes could be built up if the two populations are 
isolated, and then subject to differing selection regimes. 
Alternatively, if the selection pressures of the two 
demes are divergent, clashes could be built up even in 
the presence of gene flow, leading to possible 
reproductive isolation. For example, if the mean 
equals the optimum in the two demes, and for s and 
cx as above, then if the difference in the means of the 
two populations is 2, there will be at least 10 clashing 
loci. This corresponds to the estimated minimum 
number of genes involved in producing large dif-
ferences in quantitative traits between natural popu-
lations (Castle, 1921; Wright, 1952; Lande, 1981) 
This estimate assumes that none of the loci act in 
opposition. That is, in the context of the model 
presented here, clashes are due to differing selection 
pressures and not cryptic genetic divergence. More-
over, for this number of clashes, the genetic variance 
attributable to migration is 5 times greater than that 
due to linkage disequilibrium (8), and as such the 
omission of linkage disequilibrium from the model 
should not greatly bias the results. 
If the selection pressures are not divergent, but 
fluctuating, an escalating build-up of clashes is unlikely 
unless accompanied by peripheral isolation or high 
levels of genetic drift. Fluctuating selection does, 
however, increase the genetic variance within the two 
demes, since during the periods in which clashes occur 
the variance is increased. Moreover, when loci switch 
from near fixation for the '+' allele to near loss, or 
vice versa, the genetic variance increases dramatically 
during the switch. This is a similar observation to that 
found in single populations, where fluctuating selec-
tion can increase the genetic variance within a single 
population by several orders of magnitude, provided 
the fluctuations are in the right range of frequencies 
(Kondrashov & Yampolsky, 1996). Kondrashov & 
Yampolsky attribute the increase in variance to two 
factors. First, the population will often find itself at 
suboptimal equilibria leading to a higher genetic 
variance (Barton, 1986). The second, and far greater, 
effect comes when the population switches to a new 
equilibrium due to the changing optimum, since the 
actual process of substitution at a locus then greatly 
increases the variance. So, fluctuating selection in a 
system of two demes increases the genetic variance 
within each of the demes due to the intermediate gene 
frequencies of switching loci, and due to the existence 
of clashing loci in the presence of migration. As the 
frequency of fluctuation decreases, the latter will 
contribute more to the genetic variance than will the 
former. 
This model shows that polymorphism can be 
maintained between two populations if levels of 
migration are sufficiently low, and that gene flow can 
then increase the genetic variance within the popu-
lations by several orders of magnitude. However, 
escalating divergence of the populations is unlikely in 
the presence of gene flow unless they experience 
persistently different selection pressures. 
Gene flow in structured populations 
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Condition for the 
existence of the 
eigenvalues 	 Eigenvalues 
No. of repeats of 
the eigenvalues 
 
Always - I + 8y + 6A (c - 1) times 
-1 +8y+4A 
When n-c = 0 - I-8(n- 1)y-4(n- 1)A Once 
- 1-8(n-1)y-4((n-I)-2)A 
When n - c 	I - 1 + 8y (n - c - I) times 
-1 + 8y - 2A 
When c = 0 -1-8(n-1)y Once 
- 1-8(n- 1)y-2 -A 
Always 1/2[ -2- 8(n - 2)y - (4c - 6)A Once 
± \/[(2 + 8(n - 2))/ + (4c - 6)A)' - 
4(1 +8(n-2)y-64(n-1)y 2 +(4c-6)A- 
I 6(2n -2- c)yA)]] 
I/2[-2-8(n-2)y-(4c-2)A 
±\/[(2 +8 (n -2)y+(4c -2)A) 2- 
4(1 + 8(n - 2)y - 64(n -1)y'+  (4c - 2)A - 
16(2n-I -c)yA+8(c-1)A 2)]] 
n, number of loci; c, number of clashes. 
In the model used here, a particular solution will be 
stable if the eigenvalues of the matrix: 
- 
(('3PM/ap) 
(PAi/äpBj) 	are negative, where 
OPAI 
aPAi 
=2PAiqAi -4y-A-1  - 28A  (q _PA) if i =j 
äPBZ 
= 2pq - 	- A -1 - 28. (q —P.) if i =j 
OPAj 
-4pq 1 if i+j 
ap 	_! 
ÔPBJ 
4PBiqBi  if i+j 
aPA1_oP13A ifi=j 
if i+j 
In the case where 8 is assumed to be equal to zero, we 
have explicit expressions for the values pq in terms of 
A and y, and as a result the matrix, S, and its 
eigenvalues can be found analytically. For example, if 
we have three loci, where one of the loci is clashing, we 
have: 
-1-A -8y -8y A 	0 	0 
-8y -1-A -Sy 0 	A 	0 
-8y-4A -8y-4A A-I 0 	0 	A = 
A 0 0 -I-A 	-8y 	-8A 
o A 0 -8y 	-I-A -8A 
o 0 A -8y-4A-8y-4AA-I 
If delta is equal to zero and the number of loci is 
greater than two, then eigenvalues are as in Table Al. 
Thus, when the deviation of the mean phenotype from 
the optimum phenotype is zero and when there are 
two or more clashing loci, the eigenvalue 
-1 + 8y + 6A always exists, independent of the num-
ber of loci. Moreover, by simple algebraic manipu-
lation we find that if this eigenvalue is negative, then 
all the other eigenvalues are also negative. Hence, if 
- 1 + 8y + 6A is negative, the system is stable. If there 
are no clashes, the system will be stable if - 1 + 8y is 
negative. 
For the case where delta is not necessarily equal to 
zero, the eigenvalues of the matrix need to be found 
numerically (e.g. using 'Mathematica': Wolfram, 
1991). 
Many thanks go to my supervisor Nick Barton. Thanks are 
also due to Ellen Baake and two anonymous referees for 
their helpful comments, and to BBSRC for financial support. 
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Catching the Red Queen? The advice of 
the Rose 
A re natural populations like ducks on a river, with calm stasis on the sur- 
face being maintained by frantic pad-
dling beneath the surface at the genetic 
level? In 1973, Van Valent proposed that 
even in the absence of external environ-
mental change, natural populations are 
not edging ever closer to that perfectly 
adapted phenotype, but are locked in a 
process of constant change, acting and 
reacting to the populations changing 
around them. He named this coevolution-
ary process after the Red Queen, who 
pointed out to Lewis Carroll's Alice the 
need to run constantly to stay in the same 
place2 . 
Since then, a substantial body of 
theory has confirmed that antagonistic 
biotic interactions can indeed maintain 
genetic change in the players involved 3-7 . 
But what of reality? Evidence from wild 
populations is mostly indirect 38 . Now, 
Dybdahl and Lively9 claim to have come 
face to face with the Red Queen. Evi-
dently, they followed the advice of the 
rose: 
Having lost sight of the Red Queen, 
Alice asked the Rose how to catch 
her. 'I should advise you to walk the 
other way'. This sounded like non-
sense to Alice, but after only oc-
casional glimpses of the Queen in 
the distance, she thought she would 
try the plan, this time, of walking in 
the opposite direction. It succeeded 
beautifully. She had not been walking 
a minute before she found herself face 
to face with the Red Queen. 
What does she look like? 
The Red Queen is generally taken to 
be an ongoing process of reciprocal co-
adaptation, in which the evolving parties 
continually respond and counter-respond 
to the selection pressures imposed by 
each other. But empirical tests of this  
notion require explicit details. There are 
different kinds of coevolution. Consider 
two extreme scenarios. 
In the first, you are happily fighting 
your neighbour with bare fists, until one 
day she arrives armed with a sword. Your 
fist is no contest against her sword, but 
with a simple bow and arrow you can 
attack your neighbour whilst staying out 
of her reach. Your neighbour responds 
with a gun, but when you develop a 
nuclear fission device, you have the last 
laugh. Or do you? This type of arms-race 
is characterized by repeated bouts of di-
rectional selection, and there is no going 
back. Swords never again confer a fitness 
benefit. 
At the other extreme, going back to 
the sword does provide an advantage. 
Instead of playing for world domination, 
let's play for lollipops. You and your op-
ponent each have a bag containing five 
blue lollipops. The rules of the game 
are very simple. If you have more lolli-
pops than her, you have to give her four 
of yours, otherwise she gives you one 
of hers. In the first round you have the 
same number and so get one of her lol-
lipops, but that means in the next round 
you have six while she has only four. You 
are forced to give her four of yours, leav-
ing your depleted supply at only two 
lollipops compared with her eight. But 
don't despair, after three further rounds 
you gradually restock your arsenal and 
you are both back to the original five lol-
lipops each. The Red Queen just ran 
nowhere. This process is characterized 
by cycling repetitive behaviour. 
The qualitative dynamics of any co-
evolutionary system will depend critically 
on the details of the game. This also ap-
plies to the quantitative dynamics. Im-
portant factors are the relative rates at 
which the players evolve (if you lose five 
lollipops instead of four, it will take longer 
to complete a full cycle), the repertoire of  
alternatives available to the different par-
ties (how many types of weapons do you 
have, and how many colours of lolli-
pops), and how exactly the coevolving 
parties interact with each other (by how 
much is a gun better than a sword?). 
Attributing fluctuations in gene frequen-
cies to Red Queen processes thus re-
quires an explicit and system-specific 
model that makes clear which of many 
possible dynamical outcomes should ac-
tually be occurring. In a new paper. 
Dybdahl and Lively9 have done just that. 
Is this her? 
For five years, they have been track-
ing levels of infection of snails (Potamo-
pyrgus antipodarum) by sterilizing trema-
todes (Microphallus spp.) found in one of 
New Zealand's spectacular glacial lakes. 
In their study population, the snails were 
wholly asexual and could be grouped 
into distinct clonal lineages using gen-
etic markers. Of more than 40 lineages, 
only four were present in appreciable 
numbers. The frequency of these four 
fluctuated significantly during the study. 
Were these dynamics a consequence of 
frequency-dependent selection imposed 
by coevolving trematodes? At first glance, 
apparently not: there was no correlation 
between the frequency of these clones 
and the change in their level of infection 
in any particular year. But would we ex-
pect to see such a correlation even if co-
evolution was involved? Dybdahl and 
Lively9 have developed a simple model 
that captures their understanding of 
the interaction between the snails and 
their trematodes. This showed that with 
relevant parameter values - in particu-
lar, estimated selection coefficients and 
generation times - correlations between 
changes in the level of infection and 
clonal frequency should not be measured 
between contemporary populations. In-
stead, the correlations should be be-
tween the change in infection levels in 
one year and the frequency of the host 
clone in the previous year. It is necess-
ary to look backwards in time, and the 
model told Dybdahl and Lively how far 
back to look. The Rose had the answer all 
along. 
NEWS Be COMMENT 
As expected, change in clone frequen-
cies in the population was correlated 
with the time-lagged change in clone-
specific rates of trematode infection - 
rare clones had low levels of infestation 
but, as they became common, they be-
came over-infected and declined in fre-
quency. This significant over-infection of 
a clone following its peak abundance sug-
gests a time-lagged overshoot driven by a 
delayed disadvantage to being common. 
In a laboratory experiment, Dybdahl and 
Lively further demonstrated that there is 
indeed an advantage to being rare: the 
rare clones were substantially less sus-
ceptible to infection by the parasites 
than the common clones. 
In this case, the evidence for the ex-
istence of Red Queen dynamics is highly 
suggestive - the snail clones were not in-
fected in proportion to their current fre-
quencies, showing that snail genotype 
must be relevant to parasite infection suc-
cess. But the case is by no means closed. 
For a start, longer time series consistent 
with the current data (four clones over 
five years) would be more comforting. 
Perhaps more importantly, the Red Queen 
describes a coevolutionary process, and 
so evolutionary change in both parties 
needs to be demonstrated. Even if gen-
etic change is occurring in the trematode 
populations, a sceptic could argue that 
something else is causing the fluctu-
ations in clone frequencies (chance? other 
parasites?) with these particular trema-
todes tracking the fluctuations. 
The data also prompt another ques-
tion. If being a rare snail clone is so good, 
why did only a small minority of the 40 
or so clones that were rare throughout 
the study increase in frequency? A poss-
ible answer is that, for some reason, 
most of the rarer clones are on average 
less fit. Imagine the fate of a new clone 
that enters the population, say by mu-
tation. This clone initially enjoys an 
advantage because few parasites have 
evolved means of successfully infecting 
them. However, as the clone becomes 
common, parasites capable of infecting 
that clone will spread, until eventually the 
clone is driven to low frequencies. Now, 
while at these low numbers, Muller's 
ratchet will start to click in our clonal lin-
eage causing it to get less fit as deleteri-
ous mutations accumulate. So, although 
our clones should experience an advan-
tage to being rare because there is less 
chance they will be infected by para-
sites, the deleterious mutations that 
have built up whilst being rare makes 
them unable to capitalize on this advan-
tage. It will be very interesting to track 
the success of the four clones studied by 
Dybdahl and Lively 9 in the future. Can 
formerly common clones ever return to  
high frequencies? If they do not, the dy -
namics are being generated by more than 
antagonistic evolution, and this will not 
appear cyclical. 
This combination of Red Queen dy -
namics and Muller's ratchet has been in-
voked to give an advantage to sex 10 . A 
sexual population will also be driven 
through cycles in a similar manner to the 
clonal lineages already mentioned, but 
at low numbers a sexual population is 
not subject to the ravages of Muller's 
ratchet, which, unlike its clonal counter-
part, allows it to return to high frequency 
by virtue of its rare advantage. It is 
important to note that here the advan-
tage to sex does not come from creating 
rare host genotypes out of common ones 
- that is, the Red Queen theory of 
Instead, sex is allowing the hosts to avoid 
the accumulation of deleterious mutations 
caused by the cranking of Muller's rat-
chet. Here, the role of the Red Queen is 
to drive the snail genotypes to very low 
frequency where the ratchet clicks the 
fastest. 
Is she everywhere? 
In evolutionary biology, the Red 
Queen is relevant to areas as disparate 
as the evolution of sex6 , palaeontology 1 , 
the maintenance of genetic variation 
and signalling 12 . Despite this, there re-
mains little direct evidence of her ex-
istence. Why are highly dynamical gene 
frequency fluctuations not ubiquitous? 
Actually, they might be, but the few 
studies gathering temporal data on gene 
frequencies in natural populations might 
not be looking at the right genes. On the 
one hand, working with clonal snails 
meant that Dybdahl and Lively did not 
need to specify or study the particular 
(and still unknown) host loci driving the 
dynamics. On the other hand, the trema-
todes involved are sexual, so the most 
direct way to study any Red Queen dy-
namics in the parasites is to look directly 
at the loci involved. Those have not yet 
been identified, but it is not difficult 
to envisage a time when they will be - 
in biomedical circles, there is great in-
terest in snail-trematode interactions. 
Hopefully, longitudinal samples of trema-
todes from the snails in Dybdahl and 
Lively's population are accumulating in a 
freezer. 
Biomedical science has already re-
vealed the potential ubiquity of the Red 
Queen. The within-host dynamics and 
evolution of HIV and trypanosome in-
fections, for instance, have been excep-
tionally well characterized at a genetic 
level; the wild fluctuations in the fre-
quency of pathogen surface antigens in 
response to the somatic evolution of the 
immune response reeks of Red Queen  
dynamics. In these circumstances, the 
relevant pathogen and T- and B-cell lin-
eages can be recognized. Such sophis-
tication is almost certainly required to 
detect the Red Queen in the habitats 
more conventionally studied by evolu-
tionary biologists. A key issue is the ex-
istence of really good time series data on 
relevant genetic variants. Like Alice, we 
need to be able to look backwards. 
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