Abstract. We consider positive radial solutions to the fast diffusion equation ut = ∆(u m ) on the hyperbolic space H N for N ≥ 2, m ∈ (ms, 1),
Introduction and preliminaries
We analyze the asymptotic behaviour of solutions to the following Fast Diffusion Equation (FDE) on the N -dimensional hyperbolic space H N (throughout the whole of this work we shall always assume N ≥ 2):
where ∆ is the Riemannian Laplacian, m ∈ (m s , 1) and m s is the critical exponent
The initial datum u 0 is assumed to be radial in the sense that it depends only on the geodesic distance r from a given point o (which we shall indicate as d(x, o)), such a point being considered as fixed. Solutions to the FDE corresponding to radial data are of course radial as well for any fixed time. In (1.1) the parameter T = T (u 0 ) denotes, for an appropriate class of data, the extinction time of the solution u, namely the smallest positive time t at which u(x, t) = 0 identically. In fact, the results of [8] show that, in a class of Cartan-Hadamard manifolds which includes H N , such a time does exist finite for initial data which belong to L q (H N ), where q > max (1, N (1 − m)/2). We refer to such paper also for the relevant existence and uniqueness results provided there for solutions to (1.1) (see however an alternative approximation procedure sketched in Section 2). It is well-known that the fine asymptotics of solutions to the FDE posed in the whole Euclidean space R N is governed by (suitable rescalings of) Barenblatt, or pseudo-Barenblatt, solutions. A huge literature on the topic has been produced in the last decade, and we limit ourself to quote the recent book [34] and, without any claim of completeness, the papers [15, 13, 18, 14, 26, 20, 12, 30, 17, 5, 9, 6, 22, 19] and references quoted therein. Notice that extinction in finite time holds, in this context and for appropriate class of data, only for m < (N − 2)/N (provided one takes, for simplicity, N ≥ 3).
The situation on negatively curved manifolds is different from the Euclidean one since vanishing of solutions in finite time often occurs not only for m close to 0, but for all m < 1. In fact, this is instead somewhat similar to what happens in the case of the homogeneous Dirichlet problem on bounded Euclidean domains Ω, which was deeply investigated in [21, 23, 2, 10, 32] , where at various levels of detail it is shown that the asymptotics of suitable classes of solutions can be discussed in terms of separable solutions of the form (1 − t/T ) 1/(1−m) S 1/m (x), S being a positive solution to the elliptic problem −∆S = c S 1/m in Ω, S = 0 on ∂Ω, for an appropriate value of the constant c > 0 (in principle depending on the initial datum).
No positive solution to the above elliptic problem exists in the whole Euclidean space R N , but the fact the the bottom of the L 2 spectrum of −∆ on H N is strictly positive points towards existence of such a solution in H N . In fact, this result has been proved in [29] . More precisely, it is shown there that, given any c > 0 and m ∈ (m s , 1), the equation
admits strictly positive solutions V belonging to the energy space H 1 (H N ) (what we call energy solutions), which are necessarily radial with respect to some point o, the latter being therefore the only free parameter characterizing such solutions. Notice that solutions to (1.2) associated to different values of c are related by scaling, namely they are all multiples of the solution corresponding to c = 1. The asymptotics of V as r → ∞ has been studied as well in [29] and slightly improved in [7] : the main result is the existence of constants l = l(c, m, N ) > 0 such that, for all k ∈ N ∪ {0},
Actually, in [29] and [7] , (1.3) is shown in to be valid for k = 0, 1 only, but the equation satisfied by V allows to prove it for any k ∈ N.
Infinitely many other positive solutions to (1.2) exist, but none of them belongs to H 1 (H N ) and their behaviour as r → ∞ is polynomial (see again [7] ).
The asymptotics of a given solution u to (1.1) starting from a radial initial datum u 0 is related to the energy solution V of (1.2) having the same pole o as u 0 and corresponding to a choice of c that depends on u 0 itself via the extinction time of u, namely the one that satisfies
In fact, our main result is the following Theorem 1.1. Formula (1.5) in it will be proved in Section 5, while formulae (1.6) and (1.7) will be proved in Section 6. Theorem 1.1 (convergence in relative error and convergence of derivatives). Let u be the solution to the fast diffusion equation (1.1) corresponding to a non-identically zero initial datum u 0 ≥ 0, which is radial w.r.t. o ∈ H N and belongs to L q (H N ) for some q > N (1 − m)/2 with q ≥ 1. If T > 0 is the extinction time of u and V is the unique positive energy solution, with pole o, to the stationary elliptic problem (1.4), then Remark 1.2. Formulas (1.7), (1.3) (and identity (6.15) below) imply that, given k ∈ N, for all > 0 there exist t ∈ (0, T ) and r > 0 such that
Notice that (1.7) bears some similarity with some of the results given, for the Euclidean case and in the range of m for which there is no extinction, in [28] . See also [27] for similar results for the Euclidean p-Laplacian driven evolution.
The method proof of Theorem 1.1 and the known behaviour at infinity of V and its derivatives allow to show that the next Theorem 1.3 holds. In it, we shall first state a global Harnack principle, in the spirit of [21] and [11] . Secondly, we shall give upper and lower bounds on derivatives of the solution. In fact, (1.9) will follow from Propositions 3.1 and 4.1, (1.10)-(1.11) follow from the results given in Section 6 whereas (1.12) is an immediate consequence of (1.8), (1.3) and (6.15) . holds true for all r ≥ 0, t ∈ [ε, T ). Moreover, for all k ∈ N there hold ∂ k ∂r k u(r, t) ≤ C 1,k 1 − t T 
for suitable positive constants C 1,k = C 1,k (u 0 , m, N, ε), C 2,k = C 2,k (u 0 , m, N, ε). In addition, for any k ∈ N there existt ∈ (0, T ),r > 0 and a suitable positive constant
(1.12)
Notice that our global Harnack principle (as well as the corresponding bounds for derivatives) is in the spirit of the one proved in the fundamental paper [21] by DiBenedetto, Kwong and Vespri for bounded domains of R N , and of the corresponding results proved by Bonforte and Vázquez [11] for the fast diffusion equation in R N : in this latter case solutions can in fact be bounded above and below for all times by suitable Barenblatt solutions. Convergence in relative error was first discussed in [33] for solutions to the fast diffusion equation in R N , the attractor in that case being still a Barenblatt solution. Later, Bonforte, Grillo and Vázquez showed in [10] that convergence in relative error to a separable solution occurs in the case of bounded domains, thus improving the results of [21] .
It is worth pointing out that the techniques of proof of Theorems 1.1 and 1.3 can be used to capture the spatial behaviour of solutions, for any fixed t > 0, to the FDE also in the subcritical range m ∈ (0, m s ]. Indeed the following result holds (see Remarks 3.8, 4.6 and 6.1 for a sketch of proof). holds true for all r ≥ 0. Moreover, for all k ∈ N the bounds
(1.14)
hold true for suitable positive constants
Some words have to be said about the assumption of radiality that we require on the initial data, which is related to technical issues. Firstly, we need some a priori decay properties for the solution in order to exploit suitable barrier arguments. Such decay properties hold automatically for radial functions in the energy space but need not be valid for general solutions. In second place, it is not obvious that the solution (suitably rescaled in time) corresponding to a nonradial datum selects a unique limiting spatial profile V along subsequences (recall the degree of freedom given by the pole o). This was proved in [23] in the Euclidean case (on bounded domains) but it is not known in the present context. Besides, in the proof of the key Lemma 2.3 compactness
rad (H N ) is used in a crucial way, and such property fails in the nonradial case.
Finally, notice that it is not even clear how to consider data which are not radial but bounded above and below by suitable radial data, since the extinction times of the corresponding solutions in principle change. The existence of ordered radial data such that the corresponding solutions have the same extinction time T is an open problem. Should such a construction be possible, the methods of the present paper would give convergence in relative error to the separable solution extinguishing at time T also for nonradial data in between. Remark 1.5. Keeping the fundamental hypothesis of radiality, our results hold in somewhat more general geometric frameworks, but we preferred to state them in the case of H N to avoid bothering the reader with heavier notation and technicalities. In fact one could consider Riemannian models (see [25, 3] as general references and [1] for the analysis of Lame-EmdenFowler equations in such context) whose metric is defined, in spherical coordinates about a pole o, by ds 2 = dr 2 + ψ 2 (r)dΘ 2 , Θ ∈ S N −1 , where ψ ∈ C 2 ([0, ∞)), ψ(0) = ψ (0) = 0, ψ (0) = 1, ψ (r) > 0 for every r > 0 and lim r→∞ ψ (r)/ψ(r) ∈ (0, ∞). Notice that sectional curvatures at a point P tend, as the geodesic distance d(o, P ) tends to ∞, to a strictly positive constant. In such a kind of manifold a radial energy solution having the properties of the present solution V has been shown to exist in [1] .
1.1. Preliminaries. As for the initial datum u 0 = u 0 (r) in (1.1), in principle besides its nonnegativity we should also assume that it is bounded and such that u m 0 ∈ H 1 rad (H N ), where
(1.16) Notice that H 1 rad (H N ) coincides with the space of radial functions about o which belong to H 1 (H N ). By energy solutions to (1.1) one should mean those starting from data u 0 as in (1.16) (in the nonradial context, those starting from u 0 : u m 0 ∈ H 1 (H N )), but in fact the results of [8] show that the solution u corresponding to an initial datum which fulfils the integrability conditions of Theorem 1.1 automatically satisfies u m (·, ε) ∈ H 1 rad (H N ) ∩ L ∞ (H N ) for all ε > 0. This is stated in [8] for N ≥ 3, but it holds true when N = 2 as well because the methods of proof exploited in [8] rely only on the validity of a suitable Sobolev inequality in H 1 (H N ), which is valid also when N = 2.
Let us see now what problem (1.1) reads like for radial solutions. Recall that the Riemannian Laplacian on the hyperbolic space, for radial functions v = v(r), takes the form 17) where the apex stands for derivation w.r.t. r. From (1.17) we have that studying energy solutions to (1.1) for radial initial data is equivalent to studying energy solutions to the problem
The fact that there exists a finite extinction time T > 0 is a straightforward consequence of the validity in H 1 rad (H N ) (indeed also in H 1 (H N )) of both a Poincaré and a Sobolev inequality (see, for instance, [34, Sect. 5.10] and [7, Sect. 3] ), that is
for all v ∈ H 1 rad (H N ) and suitable positive constants C P = C P (N ), C S = C S (N ), where
Moreover, one can prove [4, Th. 3 .1] that the embedding of
Notice that, since m ∈ (m s , 1), this means in particular that 20) a crucial fact that we shall exploit in the next section. Recall however that the compact embedding (1.20) fails in H 1 (H N ), another nontrivial issue that points out the advantage of working in the radial framework. In the sequel, for notational simplicity, we shall write L p instead of L p (H N ) and do the same for all the functional spaces involved.
1.2. Plan of the paper. All the above results will be proved in several intermediate steps.
Local uniform convergence of u m /(1 − t/T ) m/(1−m) to the stationary solution V is shown in Section 2, along lines similar to the ones [2] . Then, a suitable upper bound for solutions (holding as r → ∞) is shown in Section 3, whereas a matching lower bound is proved in Section 4. The more delicate issue, namely the passage to the relative error u m /[(1−t/T ) m/(1−m) V ]−1, is dealt with in Section 5. Section 6 contains the proofs of the results concerning space-time derivatives of solutions, which exploit both regularity theory and the claimed convergence in relative error.
Local uniform convergence of the rescaled solution to the stationary profile
As previously mentioned, each solution to (1.1) extinguishes in a finite time T > 0. Therefore the asymptotic behaviour of u is, from this point of view, trivial: the solution goes to zero as t ↑ T . In order to study finer properties of u it is very useful to look for separable solutions to (1.1) (if any), so that their asymptotic behaviour might unveil at least the expected order of convergence to zero of a generic solution. Hence, let us set u(x, t) = g(t) V 1/m (x). After some straightforward computations one gets that u is a solution to (1.1) for some u 0 ≥ 0 (not identically zero) if and only if g satisfies
and V is a positive solution to the elliptic problem (1.4) for some parameter T > 0 (the extinction time). When m ∈ (m s , 1) existence and uniqueness of such a V and its dependence the sole radial coordinate r is guaranteed by compactness and by a moving plane method (see the fundamental paper [29] ). Local regularity and strict positivity of V are instead a consequence of standard elliptic arguments. So the velocity of convergence to zero as t ↑ T for separable solutions is given by (2.1). This suggests that, in order to analyze a nontrivial asymptotics, it is convenient to study the behaviour of the rescaled solution u(r, t)/g(t). Notice that, if u(r, t) = g(t) V 1/m (r), then such rescaled solution trivially coincides with V 1/m . For a generic u this is of course not true: however, V 1/m seems to naturally maintain the role of an attractor for u/g. Motivated by the discussion above, given the extinction time T associated to the solution u of (1.1), let us consider the rescaled solution w defined as
Straightforward computations show that w solves the following problem:
3)
The aim of this section is to prove that w m converges locally uniformly in {r ∈ [0, ∞)} to V as τ → ∞ (since V is positive, this is equivalent to claiming that w converges locally uniformly to V 1/m ). The basic estimates one needs to exploit in order to prove such result were obtained in a celebrated paper [2] by Berryman and Holland, though for regular solutions to the FDE on regular bounded domains of R N . Here, first we shall only point out how their techniques, with minor modifications, can be applied to this framework too. This will ensure local uniform convergence at least away from {r = 0}, while some further work will be required to extend the result to neighbourhoods of the origin o.
To this end, it is convenient to see u as a monotone increasing limit of the sequence of solutions {u n } (with extinction times {T n }) to the problems
where {u 0n } is a sequence of regular data such that u 0n (n) = 0, (u m 0n ) (0) = 0, u 0n ≤ u 0 , which suitably approximates u 0 , and T n ↑ T . We shall identify u n (·, t) as functions in the whole [0, ∞) by extending them to be zero outside [0, n]. Notice that (2.4) corresponds to the radial FDE with homogeneous Dirichlet boundary conditions posed on the ball of radius n of H N centered at x = o. Lemma 2.1. There exists a positive constant C = C(m, N ) such that
Moreover, the ratio
is nonincreasing along the evolution.
Proof. The left inequality in (2.5) can be proved exactly as in [2, Lemma 1] using the identity
and the Poincaré-Sobolev inequalities in (1.19) . To justify the the other statements we proceed as in [2, Lemma 2] , outlining only the main steps. At a formal level, we have:
where (2.8) follows from integration by parts and Cauchy-Schwarz. From (2.7), (2.8) and (2.9) one shows easily, exactly as in [2, Lemma 2] , that the ratio in (2.6) is nonincreasing. Thanks to this, the right inequality in (2.5) also follows as in [2, Lemma 2, formula (14) ].
To justify such steps it is convenient to pass through the approximating solutions {u n }. Indeed the proof of [2, Lemma 2] requires the finiteness of the quantity
for all t ∈ (0, T ), which a priori may not hold here. However, one obtains (2.5) and (2.6) for u n (we can assume that u m n is regular enough up to the boundary) and then passes to the limit as n → ∞. This is feasible since {u m n (t)} converges weakly in H 1 rad to u m (t), and by monotonicity {u n (t)} converges to u(t) in L m+1 rad and {T n } converges to T . The next result is a key one in order to establish the mentioned convergence of w m to the stationary profile V . Lemma 2.2. The following inequality holds true for all τ ∈ (0, ∞):
Proof. For the smooth rescaled solutions w n inequality (2.10) is in fact an equality, since by straightforward computations one verifies that
To get estimate (2.10) it suffices to integrate (2.11) from 0 to τ and let n → ∞: to the first integral on the l.h.s. of (2.10) we can apply the weak convergence of {u m n (t)} to u m (t) in H 1 rad and the strong convergence of {u n (t)} to u(t) in L m+1 rad , while the second integral is handled by means of Fatou's Lemma (thanks to local regularity we can assume that, up to subsequences, {(u n ) t } converges pointwise to u t ) or by the fact that
Now we are able to prove the following important result.
Lemma 2.3. Let w be the rescaled solution (2.2) to (2.3) and V the radial, positive energy solution to the stationary problem (1.4). Then
that is w m (τ ) converges uniformly to V in any compact set K (0, ∞) as τ → ∞.
Proof. We adapt the proof of [2, Th. 2] . First of all notice that, from (2.10), one deduces the existence of a sequence {τ n } → ∞ such that
To show this fact notice that, thanks to (2.5) and (2.2), w(τ ) m+1 is bounded as a function of τ , hence the first integral on the l.h.s. of (2.10) is bounded from below. Moreover, the r.h.s. does not depend on τ , therefore the integral
must be finite. Still from (2.10) and (2.5) one gets the boundedness of w m (τ n ) H 1 ; hence, up to subsequences, {w m (τ n )} converges weakly in H 1 rad to a certain function R. From the compact embedding (1.20), such convergence is in fact strong in L (m+1)/m rad . In particular, R is a nonnegative non-identically zero function (indeed (2.5) prevents w m (τ n ) (m+1)/m from going to zero) belonging to H 1 rad . The next step is to show that R solves (1.4). To this end, take any test function φ : [0, ∞) → R with compact support in [0, ∞), multiply by it the first equation in (2.3) (evaluated at τ = τ n ) and integrate by parts in [0, ∞). This leads to the identity
14)
The two integrals on the r.h.s. of (2.14) are stable under passage to the limit as n → ∞: indeed {w m (τ n )} converges weakly in H 1 rad to R and {w(τ n )} converges strongly in L m+1 rad to R 1/m (and so also in L 1 rad locally). Finally, the left hand side goes to zero since its modulus is bounded by
, which goes to zero thanks to (2.13) and to the boundedness of w(τ n ) m+1 . From the arbitrariness of φ and the uniqueness of energy solutions to (1.4) we infer that R must coincide with V . Moreover, convergence of {w m (τ n )} to R = V in H 1 rad is also strong. To prove that, just replace φ(·) by w m (·, τ n ) in the computations above and get
Hence, weak convergence plus convergence of the norms in H 1 rad gives the claimed strong convergence. Since H 1 rad is continuously embedded in L ∞ loc (see e.g. Lemma 3.2 below), we have proved (2.12) along the special sequence {τ n }. To prove that such convergence takes place along any other subsequence, one can argue by contradiction. That is, suppose there exists a sequence {τ k } such that {w m (τ k )} does not converge strongly in H 1 rad to V . By (2.10) we can assume that, up to subsequences, {w m (τ k )} converges weakly in H 1 rad to a certain function Q. Now notice that, again from (2.5) and (2.10) (up to a time origin shift), both
are nonincreasing functions of τ . In particular,
and
Since V is the unique minimizer of v 2 2 among all functions v with prescribed L (m+1)/m rad norm (see [29] ), (2.15) and (2.16) necessarily imply that Q = V . Strong convergence of {w m (τ k )} to Q = V is then a consequence of (2.16), which leads to a contradiction.
We are left with proving that the uniform convergence (2.12) takes place also down to r = 0. In order to do it, we shall use Lemma 2.3 and the following two lemmas, which show how positivity and boundedness of w can be extended to a neighbourhood of o.
Lemma 2.4. For any > 0 there exist r > 0 sufficiently small and τ > 0 sufficiently large such that
Proof. We can adapt the techniques of [21, Lem. 6.2] . First of all recall that, thanks to the local uniform convergence to the stationary profile (2.12), we have uniform boundedness away from zero in any compact set which does not contain o. In particular, consider a point
where B r 0 /2 (x 0 ) is the hyperbolic ball of radius r 0 /2 centered at x 0 . Thanks to the observations above, k > 0 provided τ 0 is sufficiently large. Let us consider equation (2.3) (more precisely, its interpretation as a differential equation on H N ) centered at x 0 in place of o. To avoid confusion, we shall call ρ the radial coordinate about such x 0 . Upon defining
where the term on the r.h.s. of (2.19) is the Euclidean Laplacian of f associated to the "artificial dimension" N . Therefore in order to seek for a subsolution ψ(ρ, τ ) to (2.3) centered at x 0 it is enough to ask (we keep denoting as derivative w.r.t. ρ) 20) as long as ρ varies in (0, 1). The proof of Lemma 6.2 of [21] ensures that the function
upon choosing appropriately the positive parameters β = β(m, N ), θ = θ(m, N ) and b = b(m, N , k), k being as in (2.18). Let us check conditions on the parabolic boundary. For τ = τ 0 and for ρ = 1 we have, by construction, ψ = 0 and so trivially ψ ≤ w. For ρ = r 0 /2 (actually for any ρ ∈ (0, 1)) there holds ψ ≤ k, from which ψ ≤ w by definition of k. Hence, by comparison,
In particular we obtain the existence of a radius r 1 > 0 and a time τ 1 > 0 such that
Indeed (2.21) holds for all τ greater than τ 1 , rather than only for τ = τ 1 . This is a trivial consequence of the fact that C 0 is a subsolution to (2.3) (the comparison condition on the lateral boundary {r 1 } × (τ 1 , ∞) is satisfied provided C 0 is small enough, again as a consequence of the local uniform convergence (2.12)). Finally, we need to refine estimate (2.21). To this end, just observe that the function
is a solution to the differential equation in (2.3) for any τ * > 0. Still from the local uniform convergence (2.12) (and from the fact that V (·) is decreasing) we have that, for any > 0, we can choose r 2 = r 2 ( ) < r 1 and
, with the choice τ * = τ 2 , is a subsolution to (2.3) in the region
Now we prove the analogue of estimate (2.17) from above.
Lemma 2.5. For any > 0 there exist r > 0 sufficiently small and τ > 0 sufficiently large such that
Proof. Again, we shall proceed by constructing a proper supersolution to (2.3). To begin with, let α and ε two small positive parameters. Our aim is first to obtain a suitable estimate for ∆ (V (r/α)) in the region {r ≤ αε}. We have:
The function h(r) = r coth(r) is regular. In particular, 24) where both |q(r)| and |q(r/α)| can be bounded by
provided α, ε are smaller than 1. In order to control the right term on the r.h.s. of (2.23), we use (2.24):
for a suitable constant C > 0 independent of α, ε. Notice that, since V is regular and V (0) = 0, there exists D > 0 (independent of α, ε) such that |V (r/α)| ≤ Dε for all r ≤ αε. Hence,
Then recall that V (·) is decreasing and V (0) > 0, so that from (2.23) and (2.25) we can claim that there exists a constant E > 0 such that for any ε > 0 sufficiently small (depending only on V , m and N ) there holds 
Let A 1 > A 2 be two given positive constants and let ε > 0 be so small that (2.26) holds. For a fixed τ * ≥ τ 0 + 1 set f (τ ) = (τ − τ 0 )/(τ * − τ 0 ). First we shall prove that if α > 0 is small enough then the function
is a supersolution to (2.3) in the region
To this end, notice that
Collecting (2.29)-(2.30) we get that for ϕ to be a supersolution in the region (2.27) it is enough to ask 31) which is achieved by choosing α = α(V, T, m, N, A 1 , A 2 ) sufficiently small. Now fix ε > 0 sufficiently small. Set
, where we assume without loss of generality that A m > V (0) and pick α(V, T, m, N, A, ε) that complies with (2.31). Thanks to (2.28) we have
(2.32)
From the fact that V (·) is decreasing and from the local uniform convergence (2.12), we can take τ 0 so large that w m (αε, τ ) ≤ V (0) for all τ ≥ τ 0 (notice that ϕ is a supersolution independently of τ 0 , τ * provided τ * − τ 0 ≥ 1). Since (2.32) holds we can conclude, by comparison, that w ≤ ϕ in the region (2.27). In particular,
By the remarks above this last result is actually valid for all τ * ≥ τ 0 + 1. Hence, since V (ε) → V (0) > 0 as ε → 0, we conclude that for any > 0 there exist r so small and τ so large that (2.22) holds true.
Thanks to Lemmas 2.3, 2.4 and 2.5 we can extend the result of Lemma 2.3 down to r = 0 and get the following Proposition 2.6. Let w be the rescaled solution (2.2) to (2.3) and V the radial, positive energy solution to the stationary problem (1.4). Then
that is w m (τ ) converges uniformly to V in any compact set K [0, ∞) as τ → ∞.
Estimates from above
The goal of this section is to bound the ratio
as we did in Section 2) from above. Since V (r) behaves like e −(N −1) r at infinity (see (1.3) or Lemma 3.3 below), it will be enough to give an upper bound for w m (r, τ )/e −(N −1) r . In fact our goal is to prove the following result.
Proposition 3.1. Let w be the rescaled solution associated to a nonnegative energy solution u to (1.18), as in (2.2). Then, for any ε > 0, there exists a positive constant
To this end, we begin with some preliminary lemmas.
Proof. Consider the function z(r) = (sinh r) N −1 v 2 (r). We have:
integrating between r and r 0 gives
Since r 0 > 0 and the behaviour at infinity of sinh r and cosh r is the same, we can control the last two terms on the r.h.s. of (3.2) with a constant (depending on r 0 and N ) times v 2 H 1 . As for the first term, notice that H 1 (r 0 /2, 3r 0 /2) is continuously embedded in L ∞ (r 0 /2, 3r 0 /2) and H 1 rad is in turn continuously embedded in H 1 (r 0 /2, 3r 0 /2) (again, through constants depending on r 0 and N ). Hence, there exists C(r 0 , N ) > 0 such that
, which gives the claimed result since sinh r e r for r large. which is smooth, strictly positive, belongs to H 1 rad and satisfies
for some positive constant A = A( m).
Proof. As already mentioned in the Introduction, see [29] and [7] .
Lemma 3.4. Let u be a bounded, nonnegative energy solution to (1.18). There exists a positive
Proof. It is a matter of straightforward computations to show that
Thanks to Lemma 3.2, the fact that u m 0 ∈ H 1 rad and the boundedness of u, one can choose C 0 so large that C 0 e − N −1 2m r is above u on a parabolic boundary of the type [r 0 , ∞)×{0}∪{r 0 }×(0, T ), for a given r 0 ∈ (0, ∞). The conclusion then follows from (3.6), the comparison principle and again the boundedness of u.
We are now ready to prove a better (spatial) estimate from above for nonnegative energy solutions to (1.18). Proof. We shall proceed by constructing a proper barrier. In particular, we shall prove that for a suitable choice of the parameter ξ > 0, the following function is a supersolution to (1.18) in the parabolic domain (ξ, ∞) × (0, t * ):
where V is the solution to (3.3) associated to a fixed m ∈ (2m/(1 + m), 1) (A being the corresponding constant that appears in (3.4)) and f (t) : [0, t * ] → [0, 1] is a regular increasing function such that f (0) = 0, f (t * ) = 1, which we shall define later. The constant C 0 is the one from (3.5): indeed, thanks to smoothing effects (recall the discussion in Section 1.1), there is no loss of generality in assuming that u 0 is bounded. Sincē
in order to prove that u(r, t) ≤ū(r, t) for all (r, t) ∈ [ξ, ∞) × [0, t * ] we are left with showing that, by choosing appropriately ξ, there holds
We have:
Also, thanks to (3.3),
In particular, there exist two positive constants B 0 (m, m) and B 1 ( m, N ) such that
Hence it is enough to show that, if ξ is properly chosen, the following inequality holds in (ξ, ∞) × (0, t * ):
where B * = B * (m, m, N ) is another suitable positive constant. Applying the change of variable ρ = r − ξ and using the fact that m < 1 we infer that (3.9) is implied by
(3.10)
Since we choose m to lie in the interval (2m/(1 + m), 1) we have that
therefore (3.10) reads
Our aim is now to show that for a suitable choice of f (t) the function l(ρ, t) remains bounded in (0, ∞)×(0, t * ). To this end, let us set x = e −(N −1)ρ and f (t) = h(t/t * ), h being a function to be defined which satisfies all the fulfilments required to f in the interval
The boundedness of l(ρ, t) is implied by the boundedness of the ratio (recall that m > 2m/(1 + m))
, (3.12)
for (x, τ ) ∈ (0, 1) × (0, 1). If α ≥ 1, which corresponds to m ≤ 1/2, the numerator in (3.12) is always smaller than or equal to the denominator. Therefore we remain with the case α ∈ (0, 1), that is m ∈ (1/2, 1). Here it is convenient to choose h as
. In this way, performing the change of variable σ = 1 − τ , (3.12) becomes
for (x, σ) ∈ (0, 1) × (0, 1). Now notice that, for σ varying in [1/2, 1), (3.13) is bounded by a constant that depends only on α (recall that α ∈ (0, 1)). If instead σ varies in (0, 1/2), the boundedness of (3.13) is equivalent to the boundedness of
For any fixed x ∈ (0, 1), the maximum of the r.h.s. of (3.14) as σ ∈ (0, ∞) can be found explicitly, and it is equal to x
Summing up, we have proved that for a suitable choice of f (t) (depending on whether m ≤ 1/2 or m ∈ (1/2, 1)) the function l(ρ, t) in (3.11) is bounded by a positive constant K = K(t * , m) as (ρ, t) varies in (0, ∞) × (0, t * ). This means that if we set
we ensure thatū(r, t) as in (3.8) is a supersolution to (1.18) in the region (ξ, ∞) × (0, t * ). By the comparison principle, in particular,
Since u(·, t * ) is also bounded in (0, ξ], this gives (3.7).
The result just proved is not enough in order to bound from above the ratio w m (r, τ )/V (r) since it provides such boundedness only at any fixed τ ∈ (0, ∞): indeed, recall that u(·, t) is bounded (so is w(·, τ )), V (r) is locally bounded away from zero and its behaviour at infinity is the same as e −(N −1) r . What estimate (3.7) lacks is a decay rate of order (T − t * ) 1/(1−m) on the r.h.s.: we shall now prove that this is indeed the case. Lemma 3.6. Let w be the rescaled solution associated to a bounded, nonnegative energy solution u to (1.18). There exists a constant
Proof. The fact that 
The Poincaré inequality in (1.19), Lemma 3.2 and (3.17) provide the following bound:
which together with (3.16) gives the claimed estimate (3.15).
Notice that we proved (3.15) under the hypothesis that u is a bounded, nonnegative energy solution. However, thanks to the aforementioned smoothing effects, it also holds for any solution associated to data as in the hypothesis of Theorem 1.1, provided one starts from τ = ε > 0 instead of τ = 0.
The bound (3.15) for w is the exactly the same as (3.5) for u, which was a key starting point in order to prove the claim of Lemma 3.5. Indeed, as we shall see now, the barrier exploited in the proof of such Lemma also works for the equation solved by w. This allows us to obtain the next fundamental estimate from above.
Proof of Proposition 3.1. As just remarked, we need only prove that for a suitable choice of the parameter ξ > 0 the barrier constructed in the proof of Lemma 3.5 still works. So, for a given τ * ∈ (ε, ∞), consider again the function 
where B 2 is a positive constant depending only on T , m, m and we performed the usual change of space variable ρ = r − ξ. So, the equivalent of (3.10) in this context reads
By elementary computations one gets that
Therefore, under assumption (3.19), we can repeat the same proof of Lemma 3.5 starting from (3.11) (one replaces B * by 2B 0 /B 1 and C 0 by C 1 ). Hence we end up with the existence of a positive parameter ξ = ξ(C 1 (u 0 , m, N, ε), T, ) such that
The validity of (3.1) is then a consequence of (3.20), (3.18) (evaluated at τ = τ * ) and (3.16).
Remark 3.7. In the proofs of Lemmas 3.4, 3.5 and Proposition 3.1 we applied the comparison principle in parabolic regions of the form (ξ, ∞) × (0, t * ), without considering the {r = ∞} side of the parabolic boundary. However, this technical issue is easy solvable by approximating u with the solutions u n to (2.4), applying comparison between u n andū in (ξ, n) × (0, t * ) and passing to the limit as n → ∞ (using also the fact that T n ↑ T ).
Remark 3.8. The estimate from above provided by Lemma 3.5 actually holds for all m ∈ (0, 1), since its method of proof only requires the existence of a solution to (3.3) satisfying (3.4) for a value of m which can be taken as close to 1 as necessary.
Estimates from below
This section is the dual of the previous one: our aim here is to bound the ratio w m (r, τ )/V (r) from below. Again, thanks to (3.4), this will be equivalent to providing a lower bound for w m (r, τ )/e −(N −1) r . More precisely, we shall prove the following result. 
To this end, we need a preliminary step.
Lemma 4.2. Let u be a nonnegative non-zero energy solution to (1.18). For any given α > N − 1 and t * ∈ (0, T ) there exists a positive constant P = P (t * , α, u 0 , m, N ) such that
Proof. We shall prove that for a suitable choice of the positive parameters µ 0 and ξ the following function is a subsolution to (1.18) in the parabolic region (ξ, ∞) × (t * /2, t * ):
where
is an increasing function such that f (t * /2) = 1/2, f (t * ) = 1, to be defined later. We have:
in the region where 1 + e −α (r−ξ) f (t) − 1 is nonnegative (below, we shall always work tacitly in such region), while both u t and ∆(u m ) are zero outside it. Let us check conditions on the parabolic boundary. On [ξ, ∞) × {t * /2} u satisfies
and on {ξ} × (t * /2, t * ) there holds
Therefore, in order to have u ≤ u on [ξ, ∞) × {t * /2} ∪ {ξ} × (t * /2, t * ), we need only ask
the last inequality following from standard positivity results (if t * is close enough to T , one can also exploit the results of Section 2). Now let us check the differential equation. Upon the usual change of spatial variable ρ = r − ξ,
If we choose ξ = ξ(α, N ) so large that, for instance,
we get that (4.4) is implied by
which is in turn implied by (recall that 1/2 ≤ f (t) ≤ 1)
If m ≤ 1/2 the function L in (4.6) is bounded from above (take f regular) by a constant that depends only on t * , α, m and N . If instead m ∈ (1/2, 1) this is in general false, unless one chooses f carefully. To this end, consider the function
and set
Elementary computations (one can find the exact maximum of L(ρ, t), in the region where
for a suitable positive constant C 2 = C 2 (α, m, N ) (which we assume to work for the case m ≤ 1/2 too). Hence, we proved that u as in (4.3) is indeed a subsolution to (1.18) providing that
In particular, at t = t * there holds u(r, t * ) ≥ u(r, t * ) = µ 0 (t * , α, u 0 , m, N ) e The result provided by the previous Lemma asserts that at any given t * ∈ (0, T (u 0 )) all nonnegative non-zero energy solutions of (1.18) go to infinity (as r → ∞) slower than e − α m r , for any α > N − 1. Exploiting such fact, we are able to prove that one can actually take α = N − 1.
Proof of Proposition 4.1. Once again we construct a lower barrier which has the desired property stated in (4.1). Indeed, given t * ∈ (2ε, T ) (the final result will follow just by replacing ε with ε/2), consider the function
where α = α(m, N ) and β = β(m, N ) are fixed parameters such that
is a regular increasing function that satisfies f (ε) = 0, f (t * ) = 1 and V is the solution to (3.3) associated to m = m (A being the corresponding constant appearing in (3.4) ). We want to prove that, if one chooses the positive parameters ξ and µ 0 properly, then u is a subsolution to (1.18) in the parabolic region (ξ, ∞) × (ε, t * ). By (4.7), we have
Therefore u and u are correctly ordered on the parabolic boundary
Now let us compute the derivatives of u(r, t):
where for the sake of notational convenience we have set
If we take ξ = ξ(α, N ) large enough so that (4.5) holds, set ρ = r − ξ and use (3.4), we obtain:
. Hence once we choose ξ = ξ(α, m, N ) such that, in addition to (4.5) , it also satisfies
we deduce that in order to have u ≤ u in (ξ, ∞) × (ε, t * ) it is enough to ask (recall that
Upon setting f (t) = h((t − ε)/(t * − ε)), h : [0, 1] → [0, 1] being a given regular, increasing function such that h(0) = 0 and h(1) = 1, (4.10) reads
Thanks to (4.8) and to the fact that t * ∈ (2ε, T ), the function L(ρ, t) in (4.11) is bounded in (0, ∞) × (ε, t * ) by a positive constant C 2 = C 2 (T, m, N, ε). Therefore u(r, t) is a subsolution to (1.18) providing that (recall (4.9))
which is implied by
for a suitable positive constant C 3 = C 3 (ξ, u 0 , m, N, ε). Exploiting Proposition 2.6 we can give a quantitative lower bound for the r.h.s. of (4.12). Indeed (2.33) yields (in particular) the existence, for any given ξ > 0, of a timet =t(ξ, u 0 ) such that
(4.13)
From standard positivity results we also know that, should ε <t, u(ξ, t) is still positive between ε andt; this fact and (4.13) (together with the local positivity of V ) ensure the existence of a positive constant C 4 = C 4 (ξ, u 0 , m, N, ε) such that
(4.14)
Combining (4.14) and (4.12) we infer that (4.12) is implied by
for another positive constant C 5 = C 5 (ξ, u 0 , m, N, ε). The validity of (4.1) for r varying in (ξ, ∞) is then a consequence of choosing µ 0 as the r.h.s. of (4.15) and evaluating the subsolution u(r, t) at t = t * , recalling (3.4). On the contrary, the validity of (4.1) as r varies in (0, ξ] is a direct consequence of (2.33) and the local positivity of u. .7), we neglected Dirac terms coming out from the second derivatives of positive parts. However this makes no problem since it is easy to check that such terms are nonnegative.
Remark 4.5. When we applied the comparison principle to u and u, both in the proofs of Lemma 4.2 and Proposition 4.1, we did not take into account {r = ∞} as part of the parabolic boundary. To justify more rigorously those passages, it is enough to consider the following family of modified barriers: where u is either (4.3) or (4.7) . Straightforward computations show that u is a subsolution to (1.18) as long as u is. Moreover, for any fixed > 0, u (·, t) has the property of being zero outside a compact set of the form [ξ, R( )] ⊂ [ξ, ∞). One then applies the comparison principle in (ξ, R( )) × (ε, t * ) (let ε = t * /2 when u is as in (4.3) ), gets u ≤ u and lets → 0. Hence, this result together with the one discussed in Remark 3.8 prove the bounds (1.13) of Theorem 1.4.
Results for the relative error
As previously discussed, our interest is to show that the solution u to (1.18) converges in a strong sense to the stationary state V which solves (1.4). More precisely, in this Section we shall prove uniform convergence in relative error, namely
that is (1.5) rewritten in rescaled variables. Since V is strictly positive in any compact subset of H N , as a direct consequence of Proposition 2.6 (formula (2.33)) we already know that (5.1) holds locally on H N . The nontrivial point is to prove that (2.33) holds up to r = ∞, what we are concerned with in this section.
To begin with, let us write the equation solved by the relative error φ = w m /V − 1. Using the fact that V satisfies (1.4), we get:
where, as remarked above, the apex stands for derivation w.r.t. r. It is also important to consider the equation solved by minus the relative error ψ = 1 − w m /V , which is
In order to prove (5.1) we shall construct suitable upper barriers both for φ and ψ, following the approach of [10] . The next lemma shows a good approximation property for V , which will turn out to be very useful to overcome some technical difficulties related to the upper barrier for ψ.
Lemma 5.1. There exists a sequence of positive, regular radial solutions {V n } to 3) where B n is the hyperbolic ball of radius n centered at o, such that:
• for > 0 arbitrarily small, one can choose n and r so large that the following inequality holds:
Proof. For any given n ∈ N, let X n be the set of all functions v ∈ H 1 rad such that v(r) = 0 for all r ≥ n and v m+1 m = V m+1 m . Consider the following minimization problem:
Thanks to standard arguments (in particular, the compact embedding of H 1 rad into L (m+1)/m rad ), the solution v n of (5.5) exists, is unique and solves (5.3) for some T n > 0. Since X n ⊂ X n+1 , the numerical sequence { v n 2 } is non-increasing. This implies that {T n } is non-decreasing: indeed multiplying (5.3) by v n (upon replacing V n by v n ) and integrating by parts yield
Let us call T the limiting value of {T n }. Because { v n 2 } is bounded, {v n } (along subsequences) converges weakly in H 1 rad and therefore strongly in L (m+1)/m rad to a certain function V . Passing to the limit in the (weak formulation of the) equation solved by v n , we get:
First of all note that T cannot be ∞: if it were, from the Poincaré inequality in (1.19) V would be zero, while we know that
So V is a positive, energy solution to (5.6) for some T < ∞, having the same L (m+1)/m rad norm as V : by the uniqueness result recalled in the beginning of Section 2, it necessarily coincides with V (and so T n ↑ T ).
The next step is to prove that {v n } converges to V also in L 1/m rad . Since {v n } converges pointwise to V (up to subsequences), and locally L (m+1)/m rad is continuously embedded in L 1/m rad , we need only dominate {v n } outside a compact set with a function that belongs to L 1/m rad . To this end note that, from Lemma 3.2 and from the fact that { v n 2 } is non-increasing, there exists a constant K > 0 such that
When m is greater than or equal to 1/2, the function on the r.h.s. of (5.7) does not belong to L 1/m rad . Therefore we have to improve (5.7) using the equation solved by v n : integrating it between 0 and r we obtain the equality
Suppose now that (5.7) holds with a generic exponent −(N − 1)a (let a > 0, a = m) in place of −(N − 1)/2. Exploiting the corresponding analogues of (5.7) and (5.8), after some straightforward computations we get:
where Q > 0 is a suitable positive constant that does not depend on n (which may change from line to line). Since v n (n) = 0, we have: (the case a = m can be dealt with similarly). It is plain that starting from a = 1/2 and proceeding in this way, after a finite number of steps we obtain (5.11). Since e −(N −1) r belongs to L 1/m rad , we have our dominating function and the convergence of {v n } to V takes place also in L 1/m rad . Such convergence is crucial because it ensures that (5.4) holds for the sequence {v n }. Indeed applying (5.8) to v n = V yields
for a given > 0, take r so large that
Thanks to the just proved convergence of {v n } to V in L 1/m rad and to the fact that T n ↑ T , there exists n = n(r , ), sufficiently large, such that
∀r ∈ (r , n) , ∀n ≥ n(r , ) .
that is (5.4) for the sequence {v n }. In general it is not guaranteed that v n (r) ≤ V (r) for all r ∈ [1, ∞). Therefore, in order to conclude our proof, it is necessary to modify {v n }. To this aim, consider the following sequence:
where, for any fixed n, λ n is the largest number belonging to (0, 1] for which λ n v n (r) ≤ V (r) for all r ∈ [1, ∞). We can assume that λ n < 1 eventually, otherwise there is nothing to prove since along a subsequence {V n } has all the properties claimed in the statement of the Lemma. But if λ n is strictly smaller than 1 then V n (r) necessarily touches V (r) at some point r = ξ n ∈ [1, ∞) (see figures 1 and 2), because otherwise λ n would not be the largest number in (0, 1) for which λ n v n (r) ≤ V (r) for all r ∈ [1, ∞) (recall that each v n is compactly supported, V is strictly positive and both v n and V are continuous). Now there are two possibilities: either the sequence {ξ n } remains bounded or it is unbounded. In the first case, along subsequences {ξ n } converges to a certain valueξ ∈ [1, ∞). Since {v n } also converges locally uniformly in Hence λ n → 1. In the case ξ n → ∞ (again, along subsequences), clearly each ξ n lies in the interior of [1, n) eventually. Therefore, in addition to
where we have used once again the fact that {v n } converges to V in L 1/m rad and T n ↑ T . This means that in this case as well {λ n } is forced to go to 1 and so {V n } is indeed a sequence which has all the required properties (no subsequence is needed since the ongoing proof actually holds along any subsequence). Just observe that the parameter T n appearing in (5.3) here is actually T n λ 1/m−1 n . Remark 5.2. As anticipated in the proof above, convergence of the sequence {v n } solving (5.5) to V also occurs locally uniformly in [1, ∞) . This fact can be proved in several ways. One of them is the following: {v n } converges weakly in H 1 rad to V (so strongly in L (m+1)/m rad ), but using the equation solved by each v n and the fact that T n ↑ T one gets v n 2 → V 2 . Therefore such convergence is actually strong. Since H 1 rad is locally (in (0, ∞)) continuously embedded in L ∞ , the assertion holds.
For reasons that will become clearer later (see the proof of Proposition 5.4 below), instead of analysing minus the relative error ψ it is convenient to study its natural approximation ψ n = 1 − w m /V n , where {V n } is the sequence coming from Lemma 5.1. It is straightforward to check that ψ ≥ ψ n and the equation solved by ψ n is the following:
The following fundamental Lemma provides a family of supersolutions to (5.13).
Lemma 5.3. Let τ 0 > 0. Consider the function
If the positive parameters A, B, C,r satisfy the condition 15) where > 0 is a small fixed number ( = 1/5 will work) and K is a positive constant, then Ψ is a supersolution to (5.13) in the region {(r, τ ) :
r * and n * being positive numbers depending only on , m and N , where we use the notation a ∨ b := max(a, b).
Proof. Let us compute the derivatives of Ψ:
In order to ensure that Ψ is a supersolution to (5.13) it is enough to ask
where we have dropped the nonpositive term −(1 − Ψ) 1/m . Now we need to suitably estimate from above the r.h.s. of (5.16) . To this end, take > 0 sufficiently small. Moreover, take n 0 and r 0 so large that T n ≥ T /2 for all n ≥ n 0 and coth(r) ≤ 1 + for all r ≥ r 0 . Thanks to (5.4) and to the fact that V n ≤ V in [1, ∞) we have:
Recall that the stationary solution V satisfies (5.12); in particular, by (1.3), there exists r 1 sufficiently large such that
Since is small (it is enough that −(1 + ) + 2(1 − ) 2 > 0) and V n ≤ V in [1, ∞), we can replace V n by V in (5.17), which yields
Collecting (5.16) and (5.18), we deduce that a necessary condition for Ψ to be a supersolution to (5.13) in the region {(r, τ ) :
Still from (5.12) and (1.3) we get that
for another positive constant K , as long as r 2 is large enough. So, the final condition onr is .14) is a supersolution to (5.13) in the region {(r, τ ) :
for allr ≥r ∨ r * and n ≥ n 0 ∨ n = n * .
In the next theorem we shall see, along the lines of the proof of [10, Th. 2.1], how to use the (family of) barriers provided by Lemma 5.3 in order to prove that ψ becomes smaller and smaller as τ → ∞. To this aim it is crucial to recall that Theorem 1.3, which we proved in Sections 3-4, implies the existence of a time τ w > 0 and two positive constants c 0 , c 1 such that
Proof. First of all consider the barrier Ψ as in (5.14), with the choices A = B = 1. Then set C = 1 − c 0 /2 and assume thatr is greater than (2/c 0 ) ∨r ∨ r * , wherer is taken large enough so as to satisfy
that is (5.15) when A = B = 1. By construction, such a Ψ is always lower than 1. Therefore, from Lemma 5.3, it is a supersolution to (5.13) in the region (r, n) × (τ 0 , ∞) (let τ 0 ≥ τ w ) for all n ≥ n * as long as it is greater than or equal to zero. Since we want to compare Ψ with the solutions ψ n , let us check conditions on a parabolic boundary of the form [r, n] × {τ 0 } ∪ {r} × (τ 0 , τ 1 ) ∪ {n} × (τ 0 , τ 1 ), where τ 1 > τ 0 is a positive time to be chosen later. On the bottom we have that, thanks to the choice of C and (5.21),
the last inequality following from the fact that V ≥ V n for r ≥ 1. On the inner lateral boundary there holds
Now let us fix a small ε > 0 (let ε ≤ c 0 /2). Assume thatr is also larger than 2/ε. Exploiting the local uniform convergence of ψ to zero (Proposition 2.6), we know that if τ 0 ≥ τ 0 (r, ε) then
Hence, once τ satisfies
On the outer lateral boundary {n} × (τ 0 , τ 1 ) it is plain that Ψ(n, τ ) > ψ n (n, τ ) = −∞. In fact this is the reason why we needed to suitably approximate V from below with the sequence V n , otherwise we would have not been able to compare Ψ with ψ in an outer lateral boundary. So, from the comparison principle, we get that
In particular,
Passing to the limit in (5.22) as n → ∞ yields
Since τ 1 = τ 0 + 1 − c 0 /2 − 1/r − ε/2 and (5.23) holds for all τ 0 ≥ τ 0 (r, ε), we have: 27) where > 0 is a small fixed number ( = 1/5 will work) and K is a positive constant, then Φ is a supersolution to (5.2) in the region {(r, τ ) : Proof. Again, we proceed along the lines of the proof of Proposition 5.4. Fix A = B = 1, C = c 1 − 1/2, ε < 1/2 andr large enough so that it satisfiesr ≥r ∨ r * ∨ 2/ε, wherer complies with (5.27). These choices ensure that Φ is a supersolution to (5.2) in the region (r, ∞)×(τ 0 , τ 1 ), with
Then, one takes τ 0 = τ 0 (r, ε) so that φ(r, τ ) ≤ ε/2 for all τ ≥ τ 0 (r, ε); in this way Φ and φ are correctly ordered on [r, ∞) × {τ 0 } ∪ {r} × (τ 0 , τ 1 ). However, we have no control over their relation in an outer lateral boundary of the form {n} × (τ 0 , τ 1 ), for n >r. In order to overcome this difficulty it is enough to replace w by w n ≤ w, the latter being the sequence of rescaled solutions to (2.4), which vanish on {n} × (τ 0 , τ 1 ). By construction φ n = w m n /V − 1 ≤ φ and the equation solved by φ n is basically the same as (5.2) (just replace (1 + φ) 1/m /T with (1 + φ n ) 1/m /T n ), so that for n large (that is, T n close to T ) Φ is a supersolution also to such equation. Therefore from now on one proceeds exactly as in the proof of Proposition 5.4.
Going back to the original variables t and u(r, t), we have that Propositions 5.4 and 5.6 give convergence of u m (r, t) to (1 − t/T ) m/(1−m) V (r) in relative error. From this fact the first main result stated in Theorem 1.1, namely formula (1.5), clearly follows.
Results for derivatives
This section is devoted to proving the claimed results of Theorems 1.1, 1.3 and 1.4 which deal with derivatives. In order to do that, we shall exploit a useful change of spatial variable and rescaling techniques in the spirit of [21] . Let
Notice that s ↓ 0 as r ↑ ∞, while s ↑ ∞ as r ↓ 0. Hence, the hyperbolic Laplacian of a regular function f = f (r) = f (r(s)) is ∆f = (sinh r) −2(N −1) d 2 f ds 2 . Let w be the solution to (2.3). Take τ 0 ≥ 1 and r 0 ≥ R with R large enough (to be chosen later), and let s 0 = s(r 0 ). Consider the rescaled function
where (x, y) varies in the square (−α, α) 2 , α > 0 being a fixed number to be set later. After straightforward computations one sees that W satisfies the following equation: From now on we shall fix α = α(N ), independent of r 0 and τ 0 , so small that s is forced not to go out of the interval (s 0 /2, 3s 0 /2) as x varies in the interval (−α, α). Such a choice of α is feasible. Indeed, notice first that from (6.1) one has for suitable constants C and C. The choice of α above and (6.5) imply that, for r 0 = r(s 0 ) large enough (again, greater or equal than a given value R that depends only on N ), there holds 1 C 1 sinh r 0 ≤ sinh r ≤ C 1 sinh r 0 ∀r ∈ (r(s 0 /2) , r(3s 0 /2)) , Hence, (6.3), (6.8) and the inequality 1 C 1 cosh r 0 ≤ cosh r ≤ C 1 cosh r 0 ∀r ∈ (r(s 0 /2), r(3s 0 /2)) , which can be proved as (6.6) above, give
again for positive constants P k = P k (N ) and Q = Q(T (u 0 ), m, N ) that do not depend on r 0 , τ 0 . The bounds (6.7) and (6.9) permit to conclude, as in the proofs of Theorem 1.1 and Lemmas 3.1-3.2 of [21] (one uses the regularity results of [24] and [16] for bounded solutions to nonlinear parabolic equations like (6.3)), that the following estimates hold: In order to prove (6.11)-(6.12) in the region r 0 ≥ R, τ 0 ≥ 1 one just uses (6.2), (6.8), (6.10) and the equality dτ = (sinh r 0 ) −(N −1)( 1 m −1) dy recursively. To extend such bounds to r 0 ∈ (0, R) it is enough to apply the aforementioned regularity results to w directly, since in this region w is bounded away from zero. Finally, they also hold for τ 0 ≥ ε up to admitting dependence of the constants A 1,k , A 2,k on ε as well through α and M (as a consequence of the global Harnack principle (1.9)).
Using the fact that the solution V (r) to (1.4) and any of its derivatives V (k) (r) behave like e −(N −1)r at infinity (recall (1.3) and see formula (6.15) below), it is only a matter of tedious computations to check that estimates (6.11) imply that ∂ k ϕ ∂r k (τ ) ∞ = |ϕ(τ )| C k (R) ≤ A 1,k ∀τ ≥ ε , ∀k ∈ N (6.13) (up to possibly different constants that we keep denoting as A 1,k ), where ϕ is the relative error ϕ(r, τ ) = w(r, τ )/V 1/m (r) − 1 (notice that it is different from the relative error φ we dealt with in Section 5). By exploiting the interpolation inequalities (we refer to [31, p. 130] or [9, App. 3] for a short review on general interpolation inequalities)
1−k/j ∞ ∀k, j ∈ N : k < j , the bounds (6.13) and (1.5) (that is, the fact that ϕ(τ ) ∞ → 0 as τ → ∞), we conclude that also lim τ →∞ |ϕ(τ )| C k (R) = 0 ∀k ∈ N . (6.14)
Recalling (2.2), this is equivalent to formula (1.6) of Theorem 1.1. As for estimates (1.10)-(1.11) of Theorem 1.3, just notice that they can be readily deduced from (6.11)-(6.12) and again (2.2). Finally, let us investigate what (6.14) means in terms of spatial derivatives for w (or u). That is, we are going to prove formula (1.7) of Theorem 1. Since the limit on the r.h.s. of (6.16) exists, by de l'Hôpital's Theorem it coincides with
this proves the inductive step. Because (6.15) is trivially valid for k = 0, we conclude that it holds for all k ∈ N. Now recall that, for the k-th spatial derivative of ϕ, one has the binomial formula 17) where, to simplify notation, we use apexes to denote derivatives w.r.t. r. We are going to show that, for all k ∈ N, the ratio w (k) (r, τ )/V 1/m (r, τ ) converges in L ∞ to a smooth function G k (r) such that
This is clearly equivalent to proving (1.7). For k = 0 (6.18) is exactly (1.5), with the choice G 0 = 1. For further derivatives we shall prove that (6.18) holds by induction. Indeed, suppose such result is true for all j ≤ k − 1. From (6.14) and (6.17) we get Remark 6.1. In order to obtain the bounds (1.14)-(1.15) of Theorem 1.4 (subcritical m), notice the quantities c 1 (t, ·), c 2 (t, ·) appearing in (1.13) can be taken to be continuous functions of t ∈ (0, T ), as a consequence of the method of proof of such inequality (see Sections 3 and 4) . This fact is sufficient to prove, as above, that there exists a constant M (now depending on τ 0 too) such that (6.7) holds true. This is enough in order to proceed along the previous lines and get (1.14)-(1.15).
