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As this country's oil resources dwindle, the petroleum engineer 
finds himself repeatedly confronted with the need to predict the remaining 
production capacity for producing oil reservoirs. The common procedure 
used to make such predictions, involving the extrapolation of a least 
squares' line of transformed exponential or hyperbolic form, is 
presented. Problems and disadvantages of this procedure are pointed 
out. The basics and advantages of time series analysis are discussed, 
and the application of this method to oil production decline analysis 
is suggested. Production records of four actual oil reservoirs are 
used to test the ab ility  of time series analysis to predict future 
oil production. These production predictions are presented along with 
comparable predictions obtained by extrapolating least squares exponential 
and hyperbolic decline curves. These predictions are compared to the 
actual realized productions during the time of the prediction. Conclu­
sions from the comparison are presented.
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An Introduction to Production Decline Analysis
The valuation of a producing oil property relies heavily upon the 
property appraiser's estimates of future production and future l ife  
for the oil reservoir. The oil property owner is dependent on his 
property appraisers for these estimates and requires that they be the 
best estimates available because they directly affect the expected 
income of his lands and the expected period over which this income 
is to be received. In addition, the elimination of the percentage 
depletion allowance for most oil producers has increased the need for 
accurate estimates of oil reserves in order that cost depletion deductions 
can be computed to their fu llest amounts. I t  is important, therefore, 
that any oil land valuation u tilize  methods which give reliable estimates 
of these values.
The petroleum engineer has developed several methods to enable 
him to make estimates of oil reserves. Among these are volumetric 
and material balance methods which may require estimates of such reservoir 
parameters as reservoir area and thickness, average effective porosity 
of the reservoir sand, and the percent of oil present that will most 
like ly  be recovered (Hughes, 1967, p 222-227). I t  is necessary to 
resort to such techniques when determining reservoir estimates before 
production has begun or in the early productive l ife  of the reservoir.
But as the reservoir produces, i t  yields important information - a 
production trend - which may be used to obtain better estimates of 
future production and remaining reservoir life  (Oduolowu, 1976, p 24).
This production trend can be shown most easily by comparing monthly,
MffHUR LAKES ULBRAHY 
COLORADO SCHOOL oi MINES
G2!^r£trrni.oRADo mm
T-1907 2.
yearly, or some other periodic production statis tic . In general, once 
a fie ld  becomes fu lly  developed, average production for the reservoir 
decreases regularly with time because reservoir pressure stays approxi­
mately proportional *to the amount of remaining o il.  This regularity 
of decline requires production methods to be held constant. Constant 
production methods mean that outside interference of the reservoir's 
production such as cleaning, water-flooding, repressurizing, or 
government regulation of production must be kept to a minimum. Also, 
i t  must be assumed that the reservoir produced at fu ll capacity throughout 
its  l i fe  or at most at some constant fraction of fu ll capacity. Study 
of such production decline of oil reservoirs has been seriously conducted 
since the 1920's (Cutler, 1924). Production decline data has been 
found to be most easily studied when i t  is plotted versus time. Curves 
drawn through the data points show the declining production characteristic 
and thus are referred to as production decline curves.
Decline curves can be drawn for individual producing wells as 
well as entire producing reservoirs. The production data of individual 
wells often show a decline with large irregularities. These irregularities 
can be smoothed i f  the average production of many wells or the production 
of the entire reservoir is used as the basis of the analysis. Only 
decline in total reservoir production was considered in this study.
Much of the study of decline curves has consisted of developing 
their associated mathematical relationships. Once an explicit equation 
for the decline curve has been determined, future productions are 
estimated by extrapolating the curve into future time periods. The 
total projected production of oil between two points in time is simply
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the area underneath the decline curve between the two time points as 
illustrated by Figure I .  I t  is also shown in Figure I that the time 
at which the decline curve of future productions intersects the economic 
production rate lim it may be used to help estimate the remaining time 
the lands may economically produce.
I t  is the goal of the author for this paper to be of use to people 
of a wide range of professional backgrounds. I t  therefore does not 
bog down into the pure mathematical theory behind time series analysis. 
Neither does i t  discuss the applicable details of reservoir engineering. 
Hopefully the discussion is sufficient to allow the reader unfamiliar 
with oil production decline to become acquainted with this property. 
Likewise the paper is structured so that the individual unfamiliar 
with time series should gain some knowledge of its basic concepts and 
mechanics.
To meet this goal, the paper is composed of three distinct parts.
The f irs t  part, for those unfamiliar with oil production decline, 
explains production decline and shows how extrapolation of past decline 
has been used to predict future production. The second part generally 
explains what time series is and how i t  was applied to oil production 
decline. Comparison of predictions of the two methods is shown in this 
part, and conclusions are made. The third part consists of the appendices 
which follow the body of this thesis. These appendices, for the interested 
reader, outline the basic mathematics required to conduct a time series 
analysis. In addition, two sample problems are given to further explain 
the method. Computer output of the time series package used for this 
thesis is also found in the appendices.
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Figure 1. Typical Production Decline Curve and Associated Data
Decline Curve determine by Method of Least Squares
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I t  is hoped that readers knowledgable in other areas of science 
and engineering w ill, by seeing the way time series analysis was applied 
for oil production decline, see possibilities of applying these methods 
in their areas of knowledge. Modern time series analysis has only been 
completely developed in this present decade, and i t  appears that real 
physical applications of i t  have just begun to be realized.
T-1907 6.
Extrapolative Methods Used to Predict Future Oil Production
Early studies of production decline curves showed that such '
curves often become linear when the production data was displayed on a 
semi-log or log-1og plot rather than a plot of Cartesian coordinates. 
Production decline curves as a result have been found to resemble 
either exponential (semi-log) decline relationships or hyperbolic (log-log) 
decline relationships. Cases have also been recorded of constant 
straight-line production decline (Hughes, 1967, p 209), but such 
occurrences are rare and were not considered in this study. The 
basic assumption of the extrapolative procedure is centered upon the 
belief that past trends should continue their influence to the same 
degree in the future. A reservoir whose production has been determined 
as declining exponentially is then assumed to continue its exponential 
production decline through the entire l i fe  of the reservoir. Similarly, 
a reservoir exhibiting hyperbolic decline is assumed to continue its  
hyperbolic decline for all future periods of production.
To estimate future productions of o il,  a decline curve on a Cartesian 
plot or a transformed linear decline may be drawn and extended into the 
future. To save time, the petroleum engineer often w ill subjectively 
"eyeball" a curve or line through past production rates and extend 
this curve or line to obtain estimates of future productions. Unfortunately, 
many different curves and lines may be drawn through the same set of 
production rates, resulting in often substantially different projected 
productions. The placement of such curves may be affected not only by 
the production engineer's experience with previous production declines, 
but also perhaps his personal feelings toward unrelated elements at the
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time such a judgement is made.
The Method of Least Squares
The method of-least squares can be used to provide the equation 
of the line which minimizes the sum of the squared deviations of the 
actual production rates with the associated production rates given by 
the determined line. The manner in which the least squares estimates 
of the parameters of this line are determined is probably familiar to 
most readers. Therefore, this procedure will only be briefly summarized. 
Johnston (1972, p 8-43) presents a very complete analysis of the least 
squares technique, and the interested reader is referred to this source.
Let X. and Y. denote the actual observed values to which i t  is 
desired to f i t  a straight line. This straight line is of the form
A A A
Yi = a + bX.
A A
where a is the estimate of the y-intercept and b is the estimate of the 
slope of the line. The values of Y. predicted by this line are denoted
A
by Y... I t  is desired to minimize the sum of the squared differences
between the realized Y values (Y..) and the Y values predicted by the least
squares line (Y .). That is minimize 
n .  o




Rules of calculus require that the partial derivatives of this last
A A
expression with respect to a and b both be equal to zero as a necessary
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condition for minimization. Simplification of the two resulting 
equations obtained from this procedure yield what are known as the 
normal equations for the regression line, 
n .
Y Y. = na + bY X,
t=i 1 t=i 1
„n „n -
I V t  = al  xi + bl h1=1 11 1=1 1 i=l 1
The two unknowns in these equations, a and b, are readily solved 
for once the necessary sumnations of the data points (X^,Y.) are made 
and substituted into the equations. I t  should be pointed out that the
A A
second derivative tests verify that the solution (a,b) of the normal 
equations produces a minimum rather than a maximum value for the sum 
of squared deviations.
This method was f irs t  applied by Larkey (1925, p 1322) to help 
petroleum engineers make a good decision concerning a reasonable 
curve through exponentially declining past production rates. The hyper­
bolic decline curve is not as easily adaptable to the least squares 
technique, but with the aid of modern computers this problem can be 
solved efficiently today (Gopal, 1973, p 51).
The Exponential Production Decline Curve
The exponential production decline curve results when the time 
rate of change in the production rate is equal to a constant fraction 
of the production rate. The differential equation which displays this 
relationship is
T-1907 9.
a t °  " Dq
where
q is  the production rate (production un its /period o f time) 
t  is  time (period o f time)
D is  the constant frac tion  o f decline per period o f time (period of 
tim e)” ^
This d if fe re n t ia l equation which occurs frequently in  the world of 
economics and natural science is  eas ily  solved. Denoting the in i t ia l  
production rate as qQ the so lution to the d if fe re n tia l equation is
q = q0e ' Dt ( i )
The cumulative production, denoted by Np, can be computed by in tegra ting  
equation (1) over the desired time period, t  to t^







Taking natural logarithms o f both sides o f equation (1) results  in
,r  - u  C
e f - e °J (2)
In q = In qQ - Dt
Thus, i t  can be seen tha t the natural log o f the production ra te , q, 
is  lin e a r ly  re la ted to time, t .  In applying the least squares technique 
then, the periods o f time can be considered as independent variables and 
the natural logarithm o f the production rates the dependent variables.
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The value o f the slope o f the lin e  obtained by the least squares f i t  
is  the least squares estimate o f -D, and the value o f the y -in te rcep t 
is  the least squares estimate o f lnqQ.
The Hyperbolic Production Decline Curve
Hyperbolic decline d if fe rs  from exponential decline in tha t the 
decline o f production (-D) is  no longer considered constant as i t  was 
fo r  exponential decline curves. Instead, the decline o f production is  
assumed to be proportional to a power, n, o f the production ra te , q.
The same d if fe re n tia l equation solved fo r exponential decline is  solved 
fo r  the hyperbolic decline case, only with Cqn substituted fo r D, where 
C is  a constant. This gives
as the hyperbolic decline d if fe re n tia l equation. This equation is 
separable and eas ily  solved y ie ld ing  the re su lt
A more convenient form fo r  equation (4) is obtained by defin ing the 
variables
q = (q0 ~n+ nCt)‘  n (3)
The in i t ia l  decline in production, -D ., must be equal to -Cq^ . This 
in i t ia l  condition substituted in to  equation (3) gives a s im p lified  re su lt
o f
q = (q0"n + nD.tqo ' n)"1/n
= q (1 + nD.t)"1/nM0 1 (4)
h =
and
The cumulative production, Np, is found by in tegra ting  equation 
(5) over the time o f production. The resu lt o f the in tegration from 




Equation (5) may be 1inearized by taking natural logs o f both 
sides o f the equation giving
explains why a p lo t of q versus t  on log-log coordinates resu lts  in a 
s tra ig h t 1ine re la tio n  a fte r a proper adjustment is made fo r the 
d is to rtio n  of t .  This adjustment is  simply a horizontal s h ift in g  o f 
the curve by some amount. Figure I I  shows how th is  s h ift in g  of the 
transformed production data fo r an actual o il reservo ir, F oo th ills  
Pool, North Dakota, produces a 1inearized re la tionsh ip . The method 
o f least squares fo r the hyperbolic decline curve used in th is  study 
required a s im ila r horizontal s h if t  o f the independent variab le ,
1 n(1 + pj-). That is ,  values fo r h were a rb it r a r i ly  chosen. The least 
squares problem was then solved fo r  each value of h y ie ld ing  the
ln q  = l n q 0 “ b l n ( l + ^ - )  .
This re su lt shows tha t Inq is  1 inearly  related to 1 n(1 + |-). This
T-1907 12.
Figure I I .  Linearization of Oil'Production Decline by Horizonal 
Shifting Using Periodic Productions of Foothills Pool, North Dakota.
Time 
t  x 10“ ' 
(Months)
T-1907 13.
corresponding parameter values fo r  b (the slope of the lin e ) and In qrto
(the y -in te rcep t o f the lin e ) .  The sum of squared deviations was noted 
fo r  each value o f h. The value o f h y ie ld ing  the minimum sum o f squared 
deviations and the corresponding parameter values fo r b and qQ were 
used in  the extrapolation equation to compute estimates of. fu tu re  
productions.
Harmonic decline is  often mentioned as a th ird  type o f o il produc­
tion  decline. In re a lity ,  harmonic decline is a special case o f hyper­
bo lic  decline. The equation fo r  the harmonic decline curve is  simply 
the hyperbolic decline equation (equation (4)) with n = 1. Specifying 
the value of n reduces the f le x ib i l i t y  o f equation (4). Because of 
th is ,  a harmonic decline curve f i t  o f the data can never exceed the 
"goodness" of a hyperbolic decline curve f i t ,  and harmonic decline 
was not seriously considered in  th is  paper fo r  tha t reason.
I t  should be pointed out tha t exponential decline is  also a special 
case of hyperbolic decline. As the value of n in equation (4) 
approaches zero in  the l im i t ,  the hyperbolic re la tion  becomes equivalent 
to an exponential re la tionsh ip . This means that when o il productions 
are ac tua lly  exponentially re la ted , the best hyperbolic f i t  fa l ls  
exactly upon the exponential f i t .
A fte r the production data has been f i t te d  to exponential, 
hyperbolic, and perhaps harmonic decline curves, i t  becomes necessary to 
make a judgement concerning the type o f decline which most adequately 
describes the data. Stevens and Thodos (1961, p B50) suggest selecting 
tha t decline curve which exh ib its  the smallest value o f squared devia­
tions . Another c r ite r io n  which is  often used to make judgements o f
ARTHUR LAKES LIBRARY
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"goodness o f f i t "  is  the co e ffic ie n t o f determination (Chisholm and 
Whitaker, 1971, p 106). *The co e ffic ie n t o f determination is  simply 
the proportion o f the variance o f the rea liza tions of the dependent 
variables about th e ir  mean which can be explained by the suggested 
lin e a r re la tionsh ip . Both c r ite r ia  were used in th is  study to determine 
the most nearly appropriate f i t te d  curve.
Problems w ith Forecasting from Production Decline Curves
1) F itt in g  o i l  production data to some preconceived curve is 
merely a convenience which enables the production engineer to easily  
extrapolate fu ture  reservo ir performance. Although i t  is  possible 
to corre la te  certa in  types of decline (exponential, hyperbolic, and 
harmonic) to a certa in  set o f physical conditions (Brons, 1963, p 23), 
there is  no physical basis fo r production decline curve analysis (Nind, 
1964, p 50). I t  is ,  therefore, generally not possible to determine 
the type o f production decline which w il l  occur u n til production has 
a c tua lly  commenced.
2) The assumption is made with production decline curve analysis 
tha t the past trend w il l  continue unchanged in the fu ture . This 
means that w ith no s ig n ifica n t changes in  the operation o f the o il 
f ie ld ,  the parameters o f the decline curve w il l  not s ig n if ic a n tly  
change throughout the productive l i f e .  Also important, o f course, is 
the need fo r  the type of decline to not change during production. 
Unfortunately th is  frequently is  not the case, and in i t ia l  production 
decline exh ib its  hyperbolic characte ris tics  while the la t te r  portions 
o f production show exponential tendencies (Hughes, 1967, p 210).
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3) Another problem with the least squares regression method of 
fittin g  the data to a decline curve occurs with the forecasted production
i,
figures. The petroleum production engineer is interested in not only 
the forecasted value of production, but also in the size of the interval 
of most likely productions about that forecasted production. The 
forecasted production will rarely equal the realized production, so 
some idea of how much the actual production may vary about the forecasted 
production is useful. No presently-known analytical method of providing 
the smallest such probability limits for extrapolated productions is 
possible using decline curve analysis.
4) Probably the major weakness with the decline curve approach 
is that i t  assumes that extrapolation of the least squares line is an 
entirely valid procedure. This assumption is wrongly made time and 
time again by those seeking forecasts from their known data. The 
strength of regression, however, is prediction of observations requiring 
interpolation rather than extrapolation. Thus, the least squares line 
can be very helpful when predicting an observation among the known
data points. There is, however, no basis whatsoever to conclude 
that this same degree of predictive capability holds when a forecast 
is made very far outside the range of sample data with no accompanying 
increase in information.
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Philosophy o f Time Series Analysis
Time series is  a re la tiv e ly  new forecasting procedure which is 
gaining acceptance w ith in  the economic and s c ie n t if ic  community. I t  
bas ica lly  trea ts  a time dependent process as a stochastic process.
This means the process is  assumed to consist o f an ordered co llec tion  
o f random variables, and the observed values are simply rea liza tions 
of p a rticu la r random variables.
The random variables making up the time series process need not 
be independent. This is  important because i t  means time series 
considers the s ta t is t ic a l dependence among observations in constructing 
a forecast function. This is  a d istingu ish ing  feature o f time series 
analysis as extrapolation and other forecasting techniques in making 
th e ir  forecasts do not assume there to be s ta t is t ic a l dependence among 
the observations. Very often rea liza tions o f physical processes re a lly  
seem to be randomly d is tribu ted  (completely independent and id e n tic a lly  
d is tr ib u te d ) to the layman. However, often a fte r  close examination 
and application o f proper analysis techniques, some general repe titious 
pattern can be found in the observations o f the process. The discovery 
o f a pattern is  very important because once the type o f dependence 
has been determined, much more can be said about fu ture observations 
as long as i t  is  assumed these fu ture observations have the same type 
and degree o f dependence as th e ir  predecessors.
The Concept o f S ta tio n a rity
To properly apply any time series analysis, i t  is  necessary as a 
prelim inary step to transform the raw observations so that a ll the
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random variables of the process have the exact same mean and variance 
and form what is known as a stationary process. A formal definition 
for stationarity of processes can more easily be given i f  some notation 
is introduced. Let be the observation at time t .  A process is 
said to be s tric tly  stationary when every ordered set of m + 1 obser­
vations (Wj., , . . .  Wt+m) possesses the same probability law as any
other set of m + 1 observations of the same process shifted k units
{lW  Wt+l+k’ ••• * Wt+m+k) > for each integer " I 0-
This means that a ll random variables of a stationary process must have
the same mean and variance i f  they exist. I t  is further implied that
a stationary process must contain no longterm upward or downward trend,
but instead must have an a ffin ity  for some constant mean. Most
physical and economic processes are nonstationary in nature. The
number of automobile registrations in the United States each year,
for example, has steadily increased since WW I I  so one would suspect
that such a process is nonstationary (Nelson, 1973, p 177). Similarly
the Gross National Product of the United States has followed a growth
pattern for many'years and would also be considered an example of a
nonstationary process (Nelson, 1973, p 64). I t  is not as common to find
the process being studied to be stationary in its untransformed state.
Nelson (1973, p 23) uses the unemployment rate of the United States as
an example of a stationary process since the unemployment rate has
fluctuated about a mean of 4.7% since World War I I .
The process of transforming a nonstationary series to a stationary 
series often simply requires the removal of the upward or downward 
trend of the series. Most upward or downward trends can be removed by
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simple transformations o f the raw data. Linear trends can almost 
always be removed by taking differences of consecutive observations.
I f  the trend persists a fte r th is  transformation, i t  may be necessary 
to fu rth e r transform the data by taking differences o f the previously 
computed differences (second d iffe rences). Processes which do not 
e xh ib it constant leve ls o f absolute change, but rather constant levels 
o f percentage change require a transformation involving differences of 
the natural logarithms o f the raw data to form the stationary process.
For example. Nelson (1973, p 177) has shown tha t i t  is  possible to 
form a s ta tionary process from the nonstationary automobile re g is tra ­
tion  series by taking differences o f the natural logarithms o f the raw 
data. S im ila rly  he has shown tha t the Gross National Product o f the 
United States becomes a sta tionary series i f  f i r s t  differences o f the 
raw data are computed and used in the analysis (Nelson, 1973, p 64).
When a trend has been removed from a process, the autocorrelation 
function (see Appendix I)  w i l l  have a value very close to zero a fte r 
only a few terms. An autocorre lation function which decreases in value 
very slowly indicates the trend has not been e n tire ly  removed and fu rthe r 
transformation is required to obtain a tru ly  sta tionary process.
Advantages o f Time Series Analysis
One major advantage of using time series analysis as opposed to 
other forecasting methods is  tha t time series takes the interdependence 
o f observations in to  account. An observation may show dependence on one 
or more observations of the past. (Recall such dependence is  ignored 
and assumed away by regression-type forecasting methods). Furthermore,
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the correlations between observations may be strong or mild, positive 
or negative. Recognizing such dependence, having this type of infor­
mation available and quantifiable, and using i t  to forecast is obviously 
preferable to incorrectly assuming the observed values establish a smooth 
trend which can be extrapolated in order to forecast future values of 
the process.
A second advantage of the use of time series arises when i t  is 
compared to the regression method used to derive the decline curve 
equations presented earlier. In developing the decline curve for a 
particular reservoir, the data is forced to f i t  a model of either 
exponential or hyperbolic form. Recall that least squares regression 
determines the necessary parameters to "best f i t"  a given model. Brons 
(1963, p 22) points out that such forecasting logic is inverted and that 
what is needed instead is a method in which the formula or curve is 
instead determined by the data. The forecasting function arrived at 
through time series analysis accomplishes this exactly since i t  is 
uniquely determined by the correlations among the data.
A final advantage of time series analysis results since the 
observations are treated as realizations of a stationary process. I t  
is possible to calculate the variances of the distribution of the 
random variables, and then to calculate probability limits for individual 
forecasts. These probability 1imits give the forecaster an idea of 
how much the future realized observation may vary from his forecast 
of that observation. No technique is available to determine probability 
intervals for forecasts using extrapolation, although so called 
confidence intervals are often incorrectly interpreted as such.
T-1907
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The Application of Time Series Analysis to Oil Production Decline
Past production rates for four actual oil fields were used as 
case examples to test the ab ility  of time series analysis to predict 
future production rates for those fields. The results were compared 
with those obtained by fittin g  the same production data to regression 
decline curves. The production statistics used in the analysis are 
those compiled by the North Dakota Geological Survey in their bi-yearly 
publication, Production Statistics and Engineering Data - Oil in North 
Dakota.
The four North Dakotan oil reservoirs used in the study were 
Foothills Pool, Beaver Lodge Madison Pool, North Black Slough Pool, 
and Haas Madison Pool. The author had no personal knowledge of the 
operations of these reservoirs and was therefore not able to include 
any substantial subjective judgement in the analysis. These reservoirs 
were selected because of 1) their histories of reasonably regular decline; 
and 2) the number of producing wells in each field  during the decline 
was fa ir ly  constant, making these fields nearly perfect examples of 
production decline. I t  is necessary that the number of producing 
wells be relatively constant so that any observed decline in production 
is attributed directly to actual production decline rather than to 
the fact that fewer wells are producing.
I t  often happens in practice, however, that the number of producing 
wells in a given field varies greatly throughout the oil field l ife .
I t  is s t i l l  possible to perform a production decline analysis for such 
a fie ld , i f  the data is f irs t put on a constant basis. This is done
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by dividing each monthly, semi-annual, or annual production figure by 
the average number of wells producing during that time. Because the 
number of producing wells per period was nearly constant for each of 
the four sample cases, such transformations were not called for and 
were not carried out.
One refinement of the raw production data from the four North 
Dakotan oil fields was required. Monthly production statistics were 
recorded by the North Dakota Geological Survey, but because the lengths 
of months vary from 28 to 31 days, i t  was necessary to divide each 
monthly production figure for all four wells by the number of days in 
their respective months. The result is a common basis for the data 
of average barrels per day over each month. Such a transformation is 
necessary because time series analysis will detect in the untransformed 
data an undesirable yearly trend due to unequal periods of production. 
The resulting data, the average daily production for each of the four 
fields by month, are listed in Table I .
Average production rates which obviously were not in line with 
the general decline trend were not considered in either the regression 
or time series analyses. Such irregularities result when a significant 
number of the wells of a field  are closed down for routine maintenance, 
repair, or modification, and thus produce no oil for a short period. 
Such an interruption in the well's production is referred to by the 
petroleum engineer as a shut-in. I f  a significant number of the wells 
of a field  are shut in, then the total production figures for the field  
during the shut-ins will be much lower than i f  the shut-ins had not
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Table I .  Average Daily Production of Oil by Months for North 
Dakotan Oil Fields (bbls/day).
Time Period Foothills Beaver Lodge North Black Haas Madison
(Month) Pool  Madison Pool Slough Pool____ Pool_______
1 566.9 5206. 605.3 627.3
2 535.2 5092. 604.3 580.4
3 552.6 4834. 561.7 584.7
4 • 541.1 4567. 558.9 598.4
5 534.5 4709. 568.2 582.6
6 521.1 4579. 613.6 557.5
7 516.9 4547. 549.0 568.4
8 516.9 4520. 537.1 563.7
9 515.1 4421. 582.1 560.0
10 502.7 4435. 490.6 556.3
11 473.3 4201. 542.7 503.6
12 467.9 4142. 531.6 537.3
13 458.0 4254. 530.7 536.3
14 479.2 4297. 427.0 533.3
15 462.0 4295. 439.T 523.5
16 460.8 2888.* 445.5 518.5
17 467.9 4388. 384.0 496.0
18 443.3 4189. 431.3 503.9
19 447.7 4218. 384.0 504.6
20 426.6 4278. 361.0 494.3
21 416.8 4102. 371.2 488.4
22 427.3 4010. 313.9 479.5
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Time Period Foothills Beaver Lodge North Black Haas Madison






For Foothills Pool Month 1 = January 1967
For Beaver Lodge Madison Pool Month 1 = February 1968
For North Black Slough Pool Month 1 = September 1969
For Haas Madison Pool Month 1 = June 1969
’•'Production at these periods was apparently curtailed by the field
operators. These production rates were thus eliminated as data and
not considered in the forecasting analyses.
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occurred. The field  productions during significant shut-ins were thus 
dropped from the analyses. The productions used in both analyses 
therefore contained the production rates up to the shut-in and then 
continue with the production rates after the shut-in. The shut-in is 
thus treated as i f  i t  had never occurred. The assumption is made 
here that once the shut-in wells begin to produce agains the repairs 
or modifications made during the shut-in will not significantly change 
the structure of the production record. Especially important is the 
assumption that the shut-in will not cause the dependence among the 
observed production rates to significantly change. The assumption 
that the productions during the period of shut-in may be excluded from 
the analyses and that the shut-in changes and modifications will not 
change the production structure is not entirely valid; however, Brons 
(1963, p 23) feels the effect of a shut-in on future production 
is insignificant enough to exclude i t  from his analysis. For the four 
case examples sudden reductions in production, probably due to shut-ins 
of a significant number of wells, occurred at three points in the 
productions listed in Table I .  Two of these shut-ins occurred 
in the Foothills Pool production record and the third in the productions 
of Beaver Lodge Madison Pool. The eliminated productions are indicated 
in Table I .
Results Using Extrapolative Forecasting Methods
The production data of Table I was fitted  to exponential (equation
(1)) and hyperbolic (equation (5)) decline curves so that the sum of 
squared deviations was at a minimum for each of these curves. The
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statistical computer package, Stat Pack, developed by Western Michigan
University was used to accomplish this task. The resulting regression
equations are listed in Table I I .
The statistician in least squares analysis is most interested
in the "goodness" of the regression f i t  and whether there is any evidence
to suggest that an improper model has in it ia lly  been specified. To
conduct such an analysis the statistician w ill look at several quantities.
2
The coefficient of determination, R , is the proportion of the variance 
of the production rates about the mean of the production rates explained 
by the linear relationship of the production rate, q, on time, t .  I t  
may be interpreted as a measure of how well the regression line explains 
the relationship between the production rate and time. Values for 
the coefficient of determination may range from 1.0 to 0.0 inclusive.
A value close to 1.0 indicates a very good f i t  while a value in the 
neighborhood of 0.0 indicates a poor f i t .  Estimates for the standard 
error (standard deviation of the sampling distribution) of the regres-
a
sion coefficient, denoted by SE(b), also give a measure of the strength of
A A
the regression f i t .  A small value for SE(b) in relation to the value of b 
indicates a very strong relationship has been found to exist between 
the production rate and time. I t  is also possible to test the goodness 
of the f i t  by means of an F-test. This is done by selecting some 
significance level, a, which is essentially the proportion of time 
the tester is willing to concede that he will incorrectly reject the 
null hypothesis. The significance level used for this analysis was 5%.
A
Then the null hypothesis, HQ:b = 0, is tested against the alternate
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Table I I .  Exponential and Hyperbolic Decline Curve Regression 
Equations for Foothills Pool, Beaver Lodge Madison Pool, North Black 
Slough Pool, and Haas Madison Pool. (See further details in discussion 
on page 42 )
Pool
Foothi11s
Beaver Lodge Madison 
North Black Slough 
Haas Madison
Exponential Equation Hyperbolic Equation 









q = 659.0 I t  j_ t \
\ so ;





hypothesis, H-j :b f 0. The null hypothesis is rejected i f  the F value 
calculated from the regression exceeds the critical value of F found 
from the F statistical tables having (1, n-2) degrees of freedom and 
significance level a. These statistics are listed in Table I I I  and 
all seem to indicate very good f its  for the regression lines.
I t  next becomes necessary to determine for each oil reservoir which 
regression curve best describes the production decline for that reservoir. 
The sum of the squared deviations (related to the standard error of 
the estimate in regression) and the coefficient of determination may 
each be used to help make such a judgement. These statistics are 
tabulated in Table IV. A low value for the sum of squared deviations 
or a value close to 1.0 for the coefficient of determination indicate 
a "good" f i t  for the data. The application of these criteria to the 
regression curves for these data seem to indicate that the declines 
of Foothills Pool, North Black Slough Pool, and Haas Madison Pool are 
hyperbolic in nature, while Beaver Lodge Madison Pool more nearly 
exhibits exponentially declining production. Such behavior is not 
surprising since studies have shown that most decline curves are of 
the hyperbolic type (Cutler, 1924, p 22).
Results Using Time Series Forecasting Methods
A time series analysis was also conducted for the data of Table I .
I t  was in it ia lly  determined that a transformation involving differences 
of natural logarithms of the raw data was necessary to form the 
stationary series. This is to be expected since the absolute changes 
in production rates tend to decrease as the actual production rate
T-1907 30.
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Table IV. Sum of Squared Deviations and Coefficient of 
Determination for Curve Fits of Table I I .
Pool Exponential Hyperbolic
Sum of Sg. Dev. Coef. of Deter. Sum of Sq. Dev. Coef.
Foothills 0.1163 0.96000 0.0917 0
Beaver Lodge
Madison 0.0760 0.98564 0.0762 0
North Black
Slough 0.2620 0.95900 0.2330 0









decreases, indicating that i t  is perhaps percent changes in the data 
which are stationary. For the reader unfamiliar with modern time 
series analysis, Appendix I outlines the preliminary steps necessary 
to build a time series model. Appendix I I  uses the procedure of 
Appendix I in a simple sample problem. Appendix I I I  shows how time 
series was applied to an actual case of oil production decline. The 
summarized results of the time series analysis for the four cases are 
given in Table V. The corresponding computer output is found in Appendix 
IV.
The time series models listed in Table V were analyzed extensively 
to check that they accurately modeled the known production rates.
The f irs t  test in this analysis is known as overfitting. This test 
requires the modeling of the production rates with a more elaborate 
time series model than the original one. In this case all models 
were of the form MA (1). A more complete definition of the pure moving 
average process (MA) is found in Appendix I. I t  is only necessary 
at this point to know that a pure moving average process relates 
future observations to past disturbances only. Thus a MA (1) process 
relates a one-period-ahead production to the last two realized disturbances. 
A more elaborate model would relate a one-period-ahead production to 
the last two realized disturbances plus the last realized observation.
This is a model of form ARMA (1,1). (See Appendix I for further 
description of the mixed autoregressive moving average model (ARMA).)
This more elaborate model has an additional parameter. The significance 
of the value of this added parameter is the key to determining whether 
any benefit is gained by adopting the ARMA (1,1) model. For each of the
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Table V. Time Series Models for Oil Production Decline of Foothills 









Type of Time Series Model Model





wt  = at  - ° -407a+-l
wt  = at ’  0‘63V -1





Note: The "I" preceding the "MA" for the model type is standard time
series notation’ included to indicate that i t  was necessary 
to take differences to form the stationary process. The f irs t  
"1" listed after "IMA" indicates that f irs t  differences produced 
the stationary process. Since i t  is assumed the reader realizes 
that all production rate series used in this thesis required 
a transformation to stationarity, the "I" and f irs t  d igit in 
the paranthesis w ill be omitted throughout the thesis.
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four models of Table V, the added parameters had relatively insignificant 
values, which indicates the adequacy of the original model.
A series of diagnostic checks was also conducted for each of the 
four time series models. The cumulative periodogram, Portmanteau test, 
and an analysis of the autocorrelation of the residuals were used to 
check the models of Table V (Box and Jenkins, 1970, p 287-299).
These diagnostic checks also did not suggest any inadequacy of the original 
model s.
Table V indicates that the time series models associated with the 
four declines are all of similar form, MA (1). A further study would 
be necessary before i t  would be possible to generally conclude that 
all transformed oil production declines can be modeled as a f irs t  order 
moving average process. However, the four cases presented do seem to show 
that the f irs t order moving average model is indicative of oil production 
decline.
Comparison of Extrapolative and Time Series Forecasts
The most recent production data for each of the oil reservoirs 
was not included in the construction of the production decline models. 
These production rates instead were used to make a judgement of the 
predictive accuracy of each of the models. Figures II I -V I graphically 
compare the decline curve predictions, time series predictions (point 
predictions), and actual production rates for the four sample cases.
Also included in these figures are the 95% probability limits for the 
time series predictions.
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methods of projections, total forecasted oil produced in a period of 
time was compared to the actual realized production in that same time 
period. The forecasted total amount of oil to be produced can be found 
by integrating the equations of the decline curves between the times 
of production. (See equations (2) and (6 ).) The time series predic­
tions can simply be summed to yield their prediction of total production. 
Naturally, all of these figures require retransformation to a total 
barrel basis, since forecasts had been based on barrels per day values. 
Such a retransformation can very easily be made by multiplying the 
summed production rates by 30.4 - the average number of days per month. 
Projections of total oil to be produced, along with the actual produc­
tions, are listed in Table VI, and the corresponding percent errors 
in the predictions are given in Table V II.
The advantage of using time series models versus regression models 
is shown by Table V II. Future observations are assumed by extrapolative 
methods (regression) to decline as did their predecessors. Table VII 
shows that this assumption may not always be true (at least in the short 
run). Haas Madison Pool which was predicted by the regression (on the 
basis of Table IV) as having a hyperbolic decline is shown in Table VII 
to actually possess an exponential type of decline.
Table VII indicates that for the four sample cases, time series 
predictions were on the average more reliable than the best extrapolative 
predictions. The best extrapolative predictions were those made with 
the curve which "best" f i t  the production data using the criteria of 
Table IV. The application of time series analysis to many additional 
oil production declines would be necessary to substantiate any kind
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Table VI. Predictions and Actual Productions of Total Oil from 
Foothills Pool, Beaver Lodge Madison Pool, North Black Slough Pool, 
and Haas Madison Pool (in barrels)
Years of Actual
Pool Prediction Predicted Productions Production
Exponential Hyperbolic Time Series
Foothills 2 177,363 191,064 186,450 188,626
Beaver Lodge
Madison 2 1,175,848 1,176,694 1,191,636 1,181,739
North Black
Slough 1.5 84,102 92,145 90,330 92,164
Haas Madison 2 280,154 298,406 276,029 280,802
T-1907
41.
Table V II. Percent Error of Predictions of Table VI.
Predetermi ned
Pool Exponential Hyperbolic Best Prediction Time Series
Foothills 5.97 1.29 1.29 1.15
Beaver Lodge
Madison 0.50 0.43 0.50 0.84
North Black
Slough 8.75 0.02 0.02 1.99
Haas Madison 0.23 6.27 6.27 1.70
Total Error 8.08% 5.68%
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of general conclusion concerning how much more accurate time series 
is at predicting future production; however, this study does show 
that time series methods can be applied to oil production decline analysis, 
resulting in reliable forecasts.
Besides providing a reliable forecast function whose form is 
determined directly by the data, time series methods provide the advan­
tage of producing probability limits on individual forecasts. The 
probability limits give the production engineer an idea of the possible 
"spread" of future productions. Forecasts consisting of single projected 
values provide the production engineer with an idea of the magnitude 
of the production that may be realized, but yield no indication of how 
much the realized values may vary from the projection. A l i t t le  
knowledge of the size of the intervals in which production values most 
probably will l ie , allows the production engineer to make both good 
optimistic and good pessimistic assessments of the oil reservoir. These 
in turn are very helpful in making future decisions concerning the oil 
property.
The 95% probability limits computed for the forecasts of the four 
sample reservoirs can be found in Appendix IV and are graphically shown 
in Figures I I I  - VI. These 95% probability limits mean that given the 
production histories, there is a 95% probability that the actual future 
production, when i t  is realized, will lie  within its associated probability 
interval. Unfortunately, these probability limits pertain only to 
individual forecasts and not jo intly to all forecasts. I t  is therefore 
not possible to determine probability limits for total production forecasts
asmUR LAKES LIBRARY
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using those probability limits of indivudual production forecasts (Box 
and Jenkins, 1970, p 138).
I t  should be pointed out that two of the derived hyperbolic 
decline curves - those of Foothills Pool and Haas Madison Pool - would 
not be considered as pure hyperbolic decline by many production engineers. 
Almost all the literature of today restricts the value of n in the hyper­
bolic decline equation (equation (4)) to a value somewhere between 
0.0 and 1.0, inclusive. A least squares f i t  of the data of these two 
oil reservoirs yielded n = 1.155 for Foothills Pool, and n = 3.689 
for Haas Madison Pool. Arps (1945, p 242) analyzed the data of many 
hyperbolic declines provided by Cutler in his 1924 paper, and came 
to the conclusion that n rarely exceeds 1.0 in value. However, Arps 
never limited the value of n to any range, and in fact stated that he 
himself had come across actual declines with n greater than 1.0. 
Unfortunately, many have misinterpreted Arps analysis, and thus much 
of today's literature concerning production decline curves gives the 
reader the impression that there is some physical law which limits 
the value of n to a value between the limits 0.0 and 1.0 inclusive.
The regression derived equations yield the best hyperbolic f i t  possible.
I t  seem inconsistent to exclude from an analysis certain types of 
curves when the types of curves accepted are themselves selected on 
the basis of no physical, governing law, but rather on what type of 
curve has traditionally given a good extrapolation forecast.
Extrapolation and time series methods each make i t  possible to 
obtain estimates of the remaining time that an oil field may economically 
produce, provided future production methods are not changed. The
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procedure for obtaining such estimates is simply to "follow" the 
predicted declining oil production rates until they reach an economic 
lim it or minimum production rate which is economical. (See Figure I . )
This is equivalent to equating q to the minimum economic production 
rate lim it and solving for t in equation (1) i f  the decline is exponential, 
or in equation (5) i f  the decline is hyperbolic. For the time series 
predictions, i t  is necessary to actually trace the predictions to the 
economic lim it. The time required to reach the economic lim it is, of 
course, the estimate of the remaining productive l ife  for the reservoir.
Once the remaining productive life  has been determined, i t  is 
possible to estimate the total remaining oil that can be pumped, given 
constant pumping methods. To make such an estimate, i t  is necessary 
to perform the integration of the regression decline curve (either 
exponential or hyperbolic) over the remaining time of economic produc­
tion for the field. Alternately, i t  is also possible to simply 
substitute values in equation (2) i f  the decline is exponential or 
equation (6) i f  the decline is hyperbolic and automatically obtain
i
the estimate of remaining oil that will be produced. For both equations
(2) and (6) t  is equal to the present period and is equal to the 
period in which the economic production rate is reached. Time series 
predictions again are summed over the remaining productive l ife  to 
estimate total future production.
I t  is impossible to compare the accuracy of the predicted estimates 
of economic life  and remaining production for the four sample cases, 
since the actual lives and remaining productions have not yet been 
realized. I t  is possible, however, to make comparisons of these estimates
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Table V III .  Projected Economic Lives (in Months) of Foothills 
Pool, Beaver Lodge Madison Pool, North Black Slough Pool, and Haas 
























provided by the production decline curves and time series methods. 
A rb it ra r i ly  se tting  the economic production rate at 100 bbl/day fo r 
each o f the four sample cases gives the expected economic lives  and 
expected remaining fu tu re  productions fo r the four f ie ld s  lis te d  in 
Tables V III  and IX respective ly.
The values lis te d  in Table V II I  again show the problems tha t 
can arise using an extrapolation to  forecast fu ture  behavior. A good 
f i t  fo r  the known data does not assure that the actual fu ture  behavior 
w il l  fo llow  the extrapolated curve. Both exponential and hyperbolic 
curves f i t  the data well (as exhibited by Table I I I ) ;  however, the 
predicted lives of the reservoirs using the two types of curves vary 
s ig n if ic a n tly . This resu lts  in s ig n ifica n t differences in estimated 
fu ture  production as shown in Table IX. Unfortunately, i t  is  impossible 
to check these predictions, but i t  appears tha t hyperbolic decline - 
more often the best f i t t in g  d f the decline curves - gives in fla te d  
values o f economic productive l i f e  and expected remaining production.
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Table IX. Projected Remaining Production (in barrels) of Foothills 
Pool, Beaver Lodge Madison Pool, North Black Slough Pool, and Haas 
Madison Pool Using an Economic Production Rate Limit of 100 bbl/day.
Pool Exponential Hyperbolic Time Series
Foothills 559,100 1,477,900 615,400
Beaver Lodge 
Madison 3,597,400 3,628,500 3,642,800
North Black 
Slough 114,600 179,000 146,400
Haas Madison 1,541,300 63,912,000 1,246,600
T-1907 48.
Conclusion
This study has shown tha t time series analysis provides re lia b le  
forecasts o f production decline fo r o i l  reservo irs. The four examples 
used in  the study cannot by themselves be considered as s u ff ic ie n t 
evidence to suggest tha t time series analysis y ie lds more accurate or 
less accurate forecasts than the tra d itio n a l extrapolative approaches. 
Both procedures would have to be applied to many more production declines 
before any kind o f generalization of th is  type could be substantiated.
The time series forecasts were shown to be s u ff ic ie n t ly  accurate.
In add ition , though, time series analysis provides p rob a b ility  lim its  
fo r ind iv idua l forecasts which can be very important to the production 
engineer in making decisions concerning the economic fu ture o f the 
reservo ir. Time series analysis does not require the forecaster to 
make an in i t ia l  spec ifica tion  of the form o f the model, but allows 
the data i t s e l f  to specify the model form. F in a lly , time series 
forecasts are developed by a preferable method o f assuming past in te r ­
dependence among the observations to continue to e x is t in  the fu ture 
rather than assuming tha t simple extensions of past trends w il l  y ie ld  
va lid  forecasts.
I t  may seem to some tha t the procedures used in th is  study to 
forecast production decline are overly complicated and the extra 
computation not re a lly  worth the extra information obtained. Such an 
argument is  misleading, as the time series computations may be done 
quickly and e f f ic ie n t ly  using modern computers. I t  should not be 
assumed tha t the purpose of th is  study has been to present a computerized
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procedure that will remove the subjectivity required to make an oil 
property evaluation. There is no substitute for the knowledge obtained 
by the oil property appraiser over his many years of oil property 
valuation. The additional information provided by a time series 
analysis of a production decline should be considered by the oil 




A Step-by-Step Algorithm for Development of a 
Preliminary Nonseasonal Time Series Model
I t  has become apparent to this author during the undertaking of 
this study that relatively few mathematicians, le t alone economists 
and engineers, have even preliminary knowledge of the mechanics or 
uses of modern time series analysis. The purpose of this appendix 
is to present the preliminary analysis which must be undertaken to 
develop a time series model in a simple step-by-step format. The 
reader familiar with elementary computer programming will quickly 
recognize the great ease with which most of these steps may be programmed.
I t  must be remembered that this algorithm only results in a 
preliminary forecasting function. Further refinements of the estimated 
parameter values are possible and necessary to obtain reliable fore­
casts. These refinement techniques involve a back forecasting procedure 
and the use of numerical derivatives requiring small perturbations of 
the parameter estimates in the preliminary model. To properly present 
these methods here would require considerable space and would do away 
with the in itia l goal of simplicity for this appendix. Also, diagnostic 
checking of the fitted  model should be undertaken to check model adequacy 
and suggest possible refinements of the model. There are several 
of these checks available with varying degrees of d ifficu lty  of 
implementation and informative output. The reader interested in the 
final parameter estimation techniques and diagnostic checking of the 
model is referred to chapters 7 and 8 of Time Series Analysis Forecasting 
and Control by Box and Jenkins.
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Given: a set of observed values which have been transformed into 
stationary series of T observations (Ŵ , Wg, Ŵ , . . .  9 W )̂.
(The concept of stationarity is introduced and explained in 
the main portion of this paper.)
Goal: develop a model relating future observations of the stationary
series to past observations and past disturbances (white noise) 
of the form
Wt  = *1 Wt-1 + *2  Wt -2  + + at  ” 01 at-T " e2 at-2 " ----- + eo
(1)
where
is the value of the stationary observation occurring at time t, 
is the value of the coefficient of
â . is the value of the independant, identically distributed
white noise at time t .  
e. is the value.of the coefficient of at - j
0  ̂ is the value of a constant term 
0
The above model is to be used to predict future observations, 
that is Wt+-j Wt+£ . . .  . To do so, parameter estimates for , 0 .,
and 0Q may be determined from the data at hand by following the procedures 
outlined below. In addition, the estimated parameter value for the 
variance of white noise (aa ) is a desirable quantity. An estimate of
a
this parameter is produced.
STEP 1 Compute a approximation of the mean for the process, W.
w = f  I  Wt (2)
1 t=l 1
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STEP 2 Compute the sample autocovariance function consisting of
T
for k a 0, 1, 2, j  . This sample autocovariance function 
displays the average relationship between observations k periods apart. 
That is, i f  higher than average observations (having value greater than 
"W) are generally followed k periods later by higher than average 
observations or i f  lower than average observations (having value less 
than W) are generally followed k periods later by lower than average 
observations then w ill be positive. I f  lower than average obser­
vations tend to be followed k periods later by higher than average 
observations or i f  higher than average observations tend to be followed 
k periods later by lower than average observations, then w ill be 
negative.
ck “ T * [ ,  -  w> (3 )
Actually, i t  is not absolutely necessary that exactly j  autocorrelations
be computed. This also holds for other functions that w ill be computed
* . T Tin the remaining steps which call for ^-values. The value ^-should
only be used as an upper bound for the number of autocovariances which
should be computed for the analysis.
STEP 3 Compute the sample autocorrelation function consisting
j
of r^ for k = 0, 1, 2, . . . ,  . This sample autocorrelation function
is simply a standardization of the autocovariance function of STEP 2, 
so that all values of the autocorrelation function will lie  within the 
range, -1 <̂ 0 £  1. The interpretation of the algebraic sign of the 
autocorrelation function is exactly as i t  was for the autocovariance 
function. However, the standardization conducted for the autocorrelation
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function allows one to compare the relative strengths of the relation­
ships between the observations of k periods of lag. (A value close to 
-1.0 or 1.0 indicates a strong linear relationship or correlation 
between the two observations while a value close to 0.0 indicates a very 
weak relationship or correlation.)
r k = Ck (4)
Co
STEP 4 Compute an estimate of the partial autocorrelation
j
function consisting of ^  for k = 1, 2, 3, . . . ,  ^  . This function 
will be useful when i t  becomes necessary to decide how many past 
observations a future observation is directly dependant upon. This 
is equivalent to determining the necessary number of <j>'s (in equation 
(1)) which should be included in the model. The partial autocorrela­
tion function is found by sequentially solving sets of simultaneous 
equations. That is:
for k = 1 the equation solved for ^  is 
r 1 - * 1 1 r 0 = °
where r and r, are obtained from STEP 3.For k = 2 the equations to be o I
solved for ^  are 
r l * *11 ro - * 2 2  r l = 0  
r2 " *11 r l " *22 ro = 0
A A
where <f>̂  and are the unknowns and rQ, r^, and r2 are obtained from
*
STEP 3. Generally, to determine <|>̂  the equations to be solved are
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r l '  *11 V '  *22 r l  " *33 r 2 ‘  " *  ‘  *kk r k - l  = 0
r 2 ‘  *11 r l  ‘  *22 r o ‘  *33 r l '  *44 r 2 '  '  *kk  r k-2 = 0
r 3 “ *11 r 2 " *22 r l ‘  *33 r o '  *44 r l '  " *kk r k-3  = 0
r k ” *11 r k - l  " *22 r k-2 ‘  *33 r k-3 • ‘ • * *kk r o = 0
Thus, a set of k equations w ill have to be solved to determine each
a
member of the function, The derivation of these equations would
require considerable space. For the purposes of this paper i t  is
probably only necessary to further point out that i f  the actual
autocorrelations (p^) and actual coefficients of the past observations
(<}>..) were known, the above equations would be satisfied with
*
substituted for r^ and ^  substituted for (j)^.
Note - When solving the sets of equations do not substitute
A
previously determined from other sets of equations. This will
result in incorrect partial autocorrelation estimates. For example, 
when solving for ^  i t  is incorrect to immediately substitute the
A
previously determined ^  into the two equations. This is because
a
values of <f>̂  ara not conditioned on previously determined values,
A A A
k-T*-^k-2 k-29 1S necessary t0 <f>n as an unknown
A A
just as <j>22 is treated when solving the equations. However, only ^  
is included as a member of the partial autocorrelation function since
A
was determined in the firs t equation solved. This idea is extended 
each time a set of equations is solved. That is, for each i ,  is 
assumed as unknown, but for each k, the solving of k equations determines 
only <|>ĵ  as a new member of the autocorrelation function.
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STEP 5 Determine the behavior of the sample autocorrelation
function (rQ, r^, r^9 . . .  r^ ) . Specifically, i t  is necessary to
4
determine whether 1) the sample autocorrelation function gradually 
diminishes or "dies off" to a value of zero, or 2) the sample auto­
correlation function suddenly has all terms effectively zero after a 
certain point, that is i t  "cuts off". I f  the sample autocorrelation 
function exhibits the cutoff property, the exact point of cutoff 
must be determined. Some judgement must be used in making these 
decisions. However, the use of hypothesis testing takes away a portion 
of the subjectivity involved in determining the point of the cutoff.
The hypothesis test does however require the user to assume a value for 
a, the level of significance or simply the percentage of time the user 
is willing to concede that he will wrongly reject his null hypothesis 
CType I error). For a ll uses in this paper a is assumed to be equal to 
0.05.
The testing procedure consists of checking the r^ with small
values to determine whether p^, •••> Pj> ••• are signifi-
T
cantly different from zero. To check any r^ in this manner use STEP 
5A and STEP 5B below.
STEP 5A Compute the standard error (standard deviation of the 
sampling distribution) of r^
SE(rk) = —  (1 + 2r* + 2rj; + . . .  2rk_^)1/2
/T
STEP 5B Test the null hypothesis,
V  pk’ pk+l’ pk+2’ ••• = 0
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against the alternative hypothesis.
This procedure tests whether one is justified in claiming that actual 
autocorrelations after have values of zero. The null hypothesis 
is rejected i f  a significant number (greater than 5% for a = 0.05)
l ie  outside a two standard error interval about zero. Especially 
important to the rejection of the null hypothesis is the failure of 
the f irs t  few sample autocorrelations being tested to lie  within this 
interval. I f  the null hypothesis is tested and cannot be rejected, 
the autocorrelation cutoff has been found, and further testing of 
sample autocorrelations is no longer necessary. This is because all 
remaining autocorrelations have passed the test for having value zero.
STEP 6 Determine the behavior of the sample partial auto-
A A A
correlation function U j-j* ^22* * * T The Procec*ure f ° r doing
this is very similar to that just presented in STEP 5 for the auto­
correlation function. Again, i t  must be determined whether the function 
shows a slow diminishing or "dying off" to a value of zero, or whether 
i t  suddenly becomes zero or "cuts off" at some point.
Hypothesis testing is again used in making judgements concerning 
the point of cutoff. The sample partial autocorrelation function is 
only an estimate of the actual partial autocorrelation function. The 
actual partial autocorrelation function is unknown but consists of
of the estimates of p ., p . •., (that is , r k, r k+1, rk+2
4 4
elements that are denoted as ^ .j, <j>22> <j>22’ ?33’ * * ’ 4> . I t  is necessary
T-1907
57.
to check for by the following procedure so that I t  may be determined
whether <f>̂ , 4>̂+  ̂ . . . ,  <j>T j  may be considered as being equal to zero
4 4
STEP 6A Compute the standard error of ^  (that is the standard
*





STEP 6B Test the null hypothesis
V  *k+l k+ r *k+2 k+2  *T T = 0
4 4
against the alternate hypothesis
Hr  ,*k+l k+r “*k+2 k+2 ..............* 1 1  * 0
4 4
That is , test whether i t  is valid to conclude that actual partial
autocorrelations after <f>,, have a value of zero.kk
The null hypothesis is rejected i f  a significant number (greater
than 5% i f  a is set at 0.05) of the estimates of »4,jc+2 ic+2*’ *#, T̂ T
4 4
(that is <j>k+2 ^ 9  ••• > 4>y y ) lie  outside a two standard
4 4
error interval about zero. Again i t  is especially important that the 
f irs t  few of these partial autocorrelations lie  within the interval.
I f  the null hypothesis is tested and cannot be rejected from the evidence 
at hand, the cutoff point is determined. Further testing of the sample 
partial autocorrelations is unnecessary because the remaining partial 
autocorrelations have passed the test for having value zero.
STEP 7 Preliminary identification of the model to be used in 
the analysis is now possible by noting the combined behavior of the 
autocorrelation function and the partial autocorrelation function. Three
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combinations of behavior for these functions are possible.
1) For a particular q, a sharp cutoff of the autocorrelation 
function after r^ and a slow dying off of the partial autocorrelation 
function indicates a pure moving average model of order q [in symbols,
MA(q)]. A pure moving average model relates future predicted obser­
vations to s tric tly  past disturbances or white noise (a^)* The form 
of the model is
W. = a. - e, a. 1 -  e0 a. 9 - . . .  - e a. + e t  t  1 t-1 2 t-2 q t-q 0
2) For a particular p, a sharp cutoff of the partial autocorrelation
A
function after and a slow dying off of the autocorrelation function
r r
indicates a pure autoregressive model of order p [in symbols AR(p)].
A pure autoregressive model relates future observations to only past 
observations. The pure autoregressive model is of the form
Wt = * lWt - l  + *2Wt-2 + ••• + ^ t - p  + at  + 0o
3) For a particular p and a particular q an eventual dying out 
of both the autocorrelation function and the partial autocorrelation 
function indicates a mixed model containing both autoregressive and 
moving average components [symbolically ARMA (p,q)]. This mixed 
model, of course, relates future observations to both past disturbances 
and past observations. The form of the mixed model is
Wt = ^ “t - l  + *2Wt-2 + " •  + *pMt-p + 8t ‘  V t - l  '  92at-2 • "  0qat-q + ®o 
Determination of the values for p and q is not nearly as easy as i t  
was when these parameters were estimated in the pure moving average and 
pure autoregressive models. In general, though, either the autocorre­
lation function or partial autocorrelation function will die immediately, 
and the other function will have a period of irregular values before
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i t  dies. This period of irregular behavior is determined by the 
difference between the values of p and q. Specifically, i f  the auto­
correlation function starts dying immediately and the partial auto­
correlation function begins to die only after L periods, p - q = L.
Similarly, when the partial autocorrelation function dies immediately
and the autocorrelation function begins dying after L periods, then q - p = L.
I t  is possible therefore, to determine the relative values of q and p.
Several models having different test values for p and q may be needed 
to determine the model which "best fits" the data. I t  should be pointed 
out that most time series models are quite simple with neither p nor q 
exceeding 2 in value. The behavior of mixed models is discussed 
further in Box and Jenkins, p 76-78.
Note -  I f  the autocorrelation function shows a very slow dying 
out characteristic covering many periods, the data has not been properly 
transformed to exhibit stationarity. Another transformation should 
be made. (See the discussion of stationarity in the main body of this 
paper).
STEP 8 Determine in itia l estimates of the model parameters.
Estimates of parameters w ill be denoted with "*".
For Pure Autoregressive Model
I f  i t  was determined in STEP 7 that a pure autoregressive model
of order p is most representative of the process then ^ . . .  , <j>p»
2a , and e must be estimated. To obtain in itia l estimates of a o
2<j>1» <j>2 » ••• > <l>p> and a , solve the. equations
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I t  can be shown that i f  the actual covariances (y^) rather than the 
sample covariances (C )̂ are known and actual autoregressive coefficients
A
(<j>.) rather than the estimates U .)  are known, then the above equations
J J
must hold. Substitution of sample covariances for actual covariances
permits one to therefore compute estimates for the autoregressive
2coefficients and the variance of white noise ( a) .a
To compute the estimate of eQ, solve the equation
A______________ A A A
0 q  =  W (1 -  $1 -  (j>2 -  . . .  -  $ p )
For Pure Moving Average Model
I f  i t  was determined in STEP 7 that a pure moving average model
2
of order q should be used, then e ,, e9» . . . ,e » a , and e must beI £ CJ a 0
estimated. An iterative scheme is used to determine the in itia l 
estimates for these parameters. The iterative procedure is as follows:
A
STEP 8A In itia lize  all e., j  = 1, 2, . . . ,  q by giving each a
J
value of zero.
STEP 8B Solve for the estimate of the variance of white noise
T-1907 61.
STEP 8C Solve for estimates of 0 ,̂ 02> ©q, by solving
the equations
0q-2 = ^ « t2 _  +
a V i  A A A A
1 = -TyT + 0-| ©g + e203 + ••
aa
STEP 8D Check to see i f  e - j^ ,  ••• ep ^ave changed significantly
in this iteration from their values in the previous iteration. I f  
these changes are within the user's specified tolerance, then go on 
to STEP 8E. Otherwise return to STEP 8B and continue with the next 
iteration.
STEP 8E Determine the value for the constant, eQ-.
A
Set 0Q = W" .
For Mixed Autoregressive Moving Average Model
I f  i t  was determined in STEP 7 that a mixed autoregressive moving
average model of order (p,q) should be used to model the data, then
2d>-., <j>0, . . .  <j> , ©i, eOJ . . .  © , a .  and © must be estimated. To i c p i c  q a
obtain estimates of <j>̂, 4>̂ » ••• <J>p> solve the p equations similar to 
those solved for the pure autoregressive case.
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Ck “ *1 Ck-1 " ♦2 Ck-2 ” *** " *p Ck-p = 0
A A A
Ck+1 " *1 Ck '  +2 Ck-1 '  ••• " V ck-p+1 = 0
C. , - (}>•. C I , 1 - <fir\ C. n - . . .  “ <f) C. = 0k+p Y1 k+p-1 Y2 k+p-2 Yp k
for k = q + 1.
2
Estimates of e ,, e9, . . .  e . and a_ can be found by using the iterative1 d. q a
scheme of STEP SA through STEP 8D for the pure moving average model. 
Estimation of eo is found as in the autoregressive model, that is
A A A A
~ <̂1 “ <t>2 ~ ^p)
STEP 9 Determine whether e can be assumed as equal to zero.   o
Some simplification is possible i f  eQ may be considered as having a 
value of zero. To. check whether this assumption may be made, i t  is 
necessary to find the variance of W.
A 2 a
VarOf) - S J M  ( 1 + 2 1  r . )  (4)
1 i= l  1
where
°2(W) = TTT I  (w-, - ¥)2 1 1 1=1 1
T = number of data points
r. = sample autocorrelation for two observations i periods apart 
W is defined as in equation (2)
Assume W is distributed normally. Then i t  is only necessary to 
check whether the computed value of W lies within a two standard error 
interval about zero ( i f  a is set equal to 0.05). That is whether 
-2(Var(U))1/2 £  W £  2(Var(W))1/2 .
I f  W is within the two standard error interval i t  is impossible to say 
that W is significantly different from zero and i t  is therefore set
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equal to zero. This means that eQ may also be set equal to zero. I f
A
W lies outside of this two standard error interval, then eQ must be 
considered as having a value significantly different from zero and 
obviously must be included in the model.
STEP 10 Forecasting from the model. A model has now been 
formulated with the desired form
Wt  = * l Wt - l  + *2Wt-2 + •** + *pWt-p + 3t ~ 6l at - l  “ e2at-2 “
A A
0qat-q + eo Wlt  ̂ ^i substituted f ° r ^  anc* e-j substituted for ©..
To forecast future W '̂s, as one may guess, substitution of past Ŵ 's 
that have been either observed or predicted themselves is necessary. 
Thus, the values for ••• » ^t-p* are ^ulte easi ŷ obtained!
I t  is a l i t t le  more d iffic u lt, however, to arrive at values for 
the independant, identically distributed white noise, that is a^, 
at - l *  * ’ * * at-q ŵ 1te n° i se is actually the random disturbance
component in the observations which have occurred or will occur. For 
disturbances, a^, which have occurred â  = Wt (actual) - Wt (predicted). 
I f  W^(actual) is an observation which has not yet been realized, then 
the disturbance, at , has not yet occurred. For such disturbances at is 
set equal to zero, its expected value. I t  is necessary to build up a 
listing of past disturbances in order to have good approximates for 
the white noise in the predictions for the moving average and mixed 
autoregressive moving average models. The procedure for doing this 
is illustrated in the sample problem of Appendix I I I .
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Appendix I I  
Sample Problem Number 1 
The Pure Autoregressive Model



















I t  is desired to develop a model which will predict future observa­
tions, that is, predict W-jg’ W17’ W18’ *' ‘ * The assumPt10n 1S
made that the given observations form a stationary process and that no
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further stationary transformations are necessary.
Actually, at least 50 known observations are needed to perform a
proper time series analysis, but this short series is ideal for
illustrating the algorithm of Appendix I .  Method:
STEP 1 Using equation (2) to compute an approximation of the 
mean for the series results in
-  l 15 1
W = |  I  wt = T I (1500) = 100 t —1
STEP 2 The sample autocovariance function for k = 0, 1, 2, ___ 8










Note - The J- upper bound restriction was not used in this sample problem 
for purposes of illustration.
STEP 3 The corresponding sample autocorrelation function from 
equation (4) results in
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^  -  -0.620 
r2 =0.510 
r3 = -0.660 
r4 =0.495 
r5 = -0.343 
rg = 0.481 
r? = -0.362 
r8 = 0.271
STEP 4 The estimate of the partial autocorrelation function
a
can now be found. For <j>̂ , solving the corresponding equation yields
$H = r̂  = -0.620.
For <j>22» the 2 equations solved are
A.
-0.620 - $ii + 0.62 $22 = ^
In similar fashion the remainder of the sample partial autocorrelation 
function is found






$77 = 0.123 
*88 = ^.084
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STEP 5 The behavior of the sample autocorrelation function of
STEP 3 must now be analyzed. I t  is easily observed that the auto­
correlations do not show any point of sudden cutoff. Instead they 
seem to be slowly dying off as they alternate in sign. One should com­
pute the standard errors for the sample autocorrelations and confirm
they actually are significant by means of the hypothesis test of STEP
5A and STEP 5B.
STEP 6 The sample partial autocorrelation function of STEP 4 
seems to show a cutoff characteristic. There is a question, however,
A A
whether the sample autocorrelation cuts off after or after ^ 3
A
Essentially we need to know whether the value of 0.204 for ^  was an un~
usually low sample observation of or whether the -0.477 was an unusually 
high sample observation of
To help make a determination of the true cutoff point, the hypothesis
test of STEP 6A and STEP 6B is conducted.
A
STEP 6A The standard error of c}^ is computed as 
SE(J|.) = 1 = .258.KK /ir~
A
STEP 6B For the testing of whether the cutoff occurs after <j>ii» 
the corresponding null and alternative hypothesis are
Ho: *22’ '•’as5 *44’ ■" ’ *88  = 0
H1 : *22’ *33’ *44’ ••• ’ *88  ̂ 0 ’
Because a ll the estimates of the partial autocorrelations being tested 
lie  within a two standard error interval about zero, that is they lie  
within the interval 
-0.516 £  <j>|̂  £  0.516 k > 1
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the null hypothesis is not rejected at a = 0.05. Thus, 3̂3 ’ ••• *^88
may all be considered as equal to zero (even though the statistician  
would like to reserve judgement about accepting the null hypothesis) 
and the cutoff can be considered as occurring after <j»̂ . I f  the null 
hypothesis had been rejected by the hypothesis test, then further 
testing would have been required to check for the actual cutoff 
point. Even though the null hypothesis was not rejected, the time 
series analyst would probably see what type of model would result i f  ;
A
he would assume the cutoff to occur after <̂ 3̂ - This procedure is known 
as "overfitting" the model since such action consists of testing a 
more complex model (that is AR(3) instead of the original AR(1)).
This new model contains two more parameters which must be determined 
by the remaining steps of the algorithm. The significance of these 
additional parameters determine whether the AR(3) model is preferable 
to the AR(1) model.
STEP 7 Preliminary identification of the model to be used to 
forecast future observations is now possible. Checking the characteristics 
of the models listed in STEP 7 of Appendix I would indicate that a 
pure autoregressive model of order 1 (AR(1)) best f i ts  the case at 
hand. That is, the sample autocorrelation function dies slowly, and 
the sample partial autocorrelation function cuts o ff after <j>-j-j. The 
model to be used then is of the form
Wt = *1 Wt -1 + at  + e0
STEP 8 Following the procedure for estimation of parameters 
for the pure autoregressive model, i t  is possible to estimate ■$ ,
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2 2 aa> and 0Q. Solving the equations for the estimates of <j>̂ and aa
results in 
89.47 + 55.47 ^
-55 .4 7 - 89.47 J, = 0
A*
<h = -0.62
al = 55.08. a
Solving for the estimate of eQ gives
e0 = 100(1 + .62)
= 162
STEP 9 To determine whether 0Q can be assumed as equal to zero, 
the variance of W is computed from equation 4 of Appendix I .
Var(W) = (1 + 2(-.288))
Var(W) = 3.48 .
For 0Q to be considered as having value zero, W must lie  within the 
two standard error interval 
-3.73 < W < 3.73.
Since the value of W" is 100, i t  can be seen that 0Q must be considered 
as nonzero in the model.
STEP 10 The model developed is then 
Wt = -0.62Wt _1 t a t + 162.
Forecasting from this model is a very straightforward procedure. The 
white noise, a^, in the model is set to its expected value of zero, 
because this is a future disturbance that cannot be determined until 
the observation being predicted is actually realized. Therefore, to
CDLO&SPO SCHOOL of MINES 
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predict future observations, the model 
W. = -0.62W. , + 162t  t-1
is used.
Prediction of the next 5 future observations for the original series 
are computed below.
W]6 = -0.62(101) + 162 = 99.38 
W17 = -0.62(99.38) + 162 = 100.38 
W]8 = -0.62(100.38) + 162 = 99.76 
Wl9 = -0.62(99.76) +162 = 100.15 
W2Q = -0.62(100.15) + 162 = 99.91
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Appendix I I I  
Sample Problem Number 2 
Forecasting of Future Oil Production Using a 
Pure Moving Average Model
To illustrate the procedure that was used in this study to forecast 
future oil production, the following sample problem is presented. The 
in itia l raw data consists of average daily productions found in Table I 
for Foothills Pool, North Dakota. Obviously this raw data does not 
form a stationary process, as the observations show a definite downward 
trend. As mentioned in the body of this thesis, a transformation 
including differences of the natural logarithms of the raw oil produc­
tion data results in the formation of a stationary series. The data 
base resulting from this transformation is listed in Table AI.
STEP 1 Equation (1) gives the approximation of the mean of 
the transformed series as 
W = -0.009262
STEP 2 The sample autocovariance function for k = 0, 1, 2, . . .  18





C. = 0.0001451 4
C17’ = -0.0001602 
C18 = 0.0002902
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Differences of Natural Logarithms of Average Daily 






































































I «t_ * Ht * Wt
22 -0.01272 46 -0.02837 70 0.01186
23 -0.04558 47 -0.03386 71 -0.00035
24 0.02329 48 0.06962 72 0.00897
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STEP 3 The sample a u to c o rre la tio n  fu n c tio n  corresponding to
the above sample autocovariance function is easily computed, and is
listed in computer output of Foothills Pool found in Appendix IV.
STEP 4 The sample partial autocorrelationCfunction found by solving
sequences of simultaneous equations is also listed in Appendix IV.
STEP 5 The sample autocorrelation function seems to cut off after
r^, since r^, r^, r^, . . .  all tend to have values close to zero when
compared to r^. The value of r^, though is also relatively close to
zero its e lf, and i t  may be questioned as to how significantly i t  differs
from zero. Hypothesis testing can be used to help determine the validity
of these conjectures. First, consider the case that r-j is an observation
of pj which is actually zero.
STEP 5A The standard error of r-j is given by
SE(r,) = —-------- (1) = .118
1 fTL
STEP 5B The null hypothesis,
Hq. p-j , P£» Pg» ••• ” 0 9
is tested against the alternative hypothesis,
^1 * P 1 * p 2 *  p 3 * * * * ^  ^  *
The value obtained for r-j was -0.432 which lies outside the two
standard error interval about zero (a = 0.05),
-0.236 <_ rk £  0.236. k = 1 ,2 ,. . .
Thus, the value of the observation, r^, was either a very rare occurrence 
of r-j, or p-j should not be considered as having a value equal to zero. 
Because -0.432 is so far outside the above interval, i t  appears almost 
certain that p̂  is significantly different from zero. The null hypothesis 
is rejected.
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Next the case is considered for having a value significantly 
different from zero and 3̂ * 04* ••• = 0- The algorithm of STEP 5 
is again used.
STEP 5A The standard error of r  ̂ is computed.
SE(r,) = —— (1 + 2(-0.432)2)1/2
n r
= 0.138.
STEP 5B The null hypothesis is 
Hq. p̂ > P3 * P4 9 *** ~ ^
and the corresponding alternative hypothesis is 
Nj  • ^ 3 *  P 4 9 * * *  ^
Looking at the values for r 2 » r 3 > r4 » •••» values l ie  within the 
two standard error interval, ,-.276 £  rk _< .276, k = 2 ,3 ,4 ,.. .  . This
indicates the null hypothesis cannot be rejected and the autocorrelation 
function may be considered as having cutoff after . This conclusion 
would have been made even i f  one or two of the sample autocorrelations 
had values outside the two standard error interval. Such behavior is 
expected because the two standard error interval contains approximately 
95% of the observations of the random variable, and inevitably a portion 
(about 5%) of the observations will lie  outside the interval i f  a is assumed 
to be equal to 0.05.
STEP 6 The partial autocorrelation function must next be examined.
The partial autocorrelations show no sudden cutoff characteristic as did 
the previously analyzed autocorrelation function. Instead, they seem 
to be dieing out tc a value of zero.
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STEP 7 This series then exhibits the f irs t of the model characteristics
listed in STEP 7 of Appendix I .  Its autocorrelation function cuts off 
after r-j while its partial autocorrelation function dies out, indicating 
a pure moving average model of order 1 (MA(1)). The form of the proposed 
model is
Wt = at  " 01 at - l  + 8o
STEP 8 To determine the estimates of the parameters, 0^, and
eQ, for the pure moving average model, the moving average iterative
scheme must be used.
Iteration 1 STEP 8A. Set 0 = 1 .
STEP 8B. a\ = 0.0015116
A -4
STEP 8C. e, = 6-- —- 1- ----= -0.432
1 1.5116 x 10'J
Ak
STEP 8D. Continue iterating until the change in 0^
is less than an arbitrarily specified tolerance of 0 .01 .
Iteration 2 STEP 8B. o? = 1 - 5116 x 10 --------- = 1.274 x 10' 3
a 1 + (-0.432)
STEP 8C. e. = 6,53  x 10   =-0.513
1 1.274 x 10' 3
STEP 8D. The change in the value for 6-j is larger
than the 0.01 tolerance specified so the algorithm
must be continued.




oZ_ = 1.197 x 10* 3a
= 1.165 x 10' 3
a
0 Z = 1.150 x 10' 3a




The value of 0-j In Iteration 5 satisfies the tolerance specified, and
thus is considered as the preliminary estimate of .
STEP 8E The value for. the constant term, 0Q, has
been computed i n STEP 1,
I = W = -0.009262. o
STEP 9 To check i f  the value for 0Q is significantly different 
from zero, the variance of W is computed.
_3
Var(lJ) = 1 , 533g* —  (1 + 2(-0.491))
= 3.833 x TO' 7 
The corresponding two standard error interval is then 
-1.238 x l ( f 3 <.¥ < 1.238 x 10' 3
The value of W obtained above lies outside this interval, and as a result,
0Q must be included in the model.
STEP 10 The model used to forecast future observations is then
W+ = a. -  0.568 a. , - 0.009262 .t  t  t -1
Again, i t  must be emphasized that the parameter values obtained using 
the outline procedure in Appendix I are only preliminary estimates of 
the parameter values. Refinement techniques were used to obtain better 
parameters values for the final forecast function used in forecasting 
future oil production. The above preliminary model compares to the actual 
model
Wt  = at  - .573 at ^  - .009262
used in forecasting future oil production.
In this case, the preliminary estimate of 0  ̂ is very close to the 
actual value of the parameter used. I t  should be pointed out that the
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p re lim in a ry  parameter estim ate  o fte n  is  not as c lose  to  the f in a l
parameter estim ate  as i t  was in  th is  case.
Forecasting with the Model Transformed observations 1 through 72 
of Table AI have been used to obtain the parameter values for the fore­
casting function. I t  is now desired to forecast future observations 
from the function containing the final parameter estimates,
Wt = at  ‘  ° - 573at - i  " ° * 009262 •
At this point, i t  is best to partially retransform our series. The 
stationary series had been formed by taking differences of the natural 
logarithms of the raw data. That is Wt = where X̂  and X̂ _̂
are natural logs of the raw data. The forecasting function can then be 
rewritten
Wt = Xt - Xt _1 = at  -0.573at _1 - 0.009262 
or
Xt  = Xt -1 + at  - 0,573 at - l  _ ° * 009262 •
Then i f  i t  is desired to predict the natural logarithm of observa­
tion 74, the forecasting function becomes 
X74 s Xy3 + a74 - 0.573 a?3 - 0.009262 .
Values for a74» a73» and X73 are necessary to determine a value for X74- 
The value for a74 cannot be determined at this point because a74 is 
actually a future disturbance. That is a74 is defined as
a74 = X74(actual) “ X74(predicted)-
Then obviously X74 must be realized before a74 can be determined, but X74 
is the observation that is presently being predicted. To alleviate this 
predicament, the disturbance, a74,is set at its expected value, zero. I t
M IH U R  EAKES'LIEMRY
COLORADO SCHOOL of MINES
SOLDEN, COLORADO BQm
T-1907 79..
is  p o ss ib le , though, to  determ ine a value fo r  The d is tu rbance  a ^
is  o f  course de fined  as
a73 ° X73(actual) " X73(predicted)-
The value for ^73(ac^ua] j  âs been observed to be 5.6733 (that is 1n(291.0)). 
The problem is to determine a value ^or W72 (predicted) ' ^  this point, 
i t  is necessary to build the listing of past disturbances which was 
mentioned in Appendix I .
This listing is computed by compiling a series of one period ahead 
forecasts beginning at some selected place in the observed data. For 
this example arb itrarily  start at t  = 63. At this point the raw data
point was 310 making = 5.73657. Then the forecasting function reads
X64(predicted) = X63 '  0-573  a63 '  ° - 009262 •
Again a value for is needed. This problem is solved by setting i t  
equal to zero. This in itia l zero creates a transient effect in the predicted 
values which dies out as the listing process continues and hopefully 
w ill have died out completely by the time is predicted.
Thus X64(predicted) = 5* 73657 ’  0-009262 = 5.7273 .
Next X65(predict’d) 1s t0  be computed by 
X65(predicted) = X64 '  0-573 a64 ~ ° -009362-
This time a value for a ^  can be easily obtained because the past predic­
tion error is available.
a64 ~ X64(actual) " X64(predicted)
= 5.68698 - 5.7273 
= -0.04032
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Therefore, this procedure results in a forecast value of X74 of 
5.6464.
Computation of X ^ , X^g, X^ . . .  is straightforward once i t  is 
realized that the term, 0.573 a ^ , becomes zero for predictions of 
two or more periods in the future. Again assume the last observed 
value occurred at t  = 73, and i t  is desired to predict the obser­
vation when t  =75. Then our function gives 
X75 = Xy4 - 0.0573 a?4 - 0.009361938.
But a74 as previously discussed is a future disturbance which is set 
at its  expected value of zero. This result extends to all other 
future forecasts assuming we know only observations 1 through 73.
The f irs t  five predictions for the natural logarithm of the average 
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Finally, i t  is desired to obtain the raw data predictions, Z ,̂ 
from the natural logarithm of the data predictions, X̂ .. I t  is very 
tempting at this point to suggest that the raw data prediction is 
the antilog of the natural logarithm of the data prediction. Such 
is not the case, as the exponential of an expected value does not
equal the expected value of the exponential of a value. That is
E(Z.) Z 
e t  t  E(e t )
where E( ) indicates expected value (Nelson, 1973, p 162).
The raw data predictions can be found, though, using the relation
T-1907
82.
= e £  T+A + 2 afl(l + U - l )O -0 . j )  )J
for a ll MA(1) models of the form used in this study. A value
2 -3of a was found in STEP 8 as 1.150 x 10 . This value was improved on
a
by a more advanced technique to yield a revised value of 1.119 x 10 .
The raw data prediction can be found then by using the forecasting 
function
7 _ r X7 3 « + l ( l . n 9 x l 0 - 3 ) ( l + ( , - l ) ( . 4 2 7 ) 2l
73+S. L  J






The corresponding variances for these predictions are given by 
VarfZp^) = a2(l + (i.-l)( l - 01 )2) .
These variances can easily be used to determine corresponding standard 
errors for the population which, of course, can be used to construct 





For each of the four reservoirs, the computer output used to 
conduct the time series analysis is included. The information 
included as output consists of:
1 ) the data f i le  of average daily productions by month
2 ) the mean of the stationary process (W) , the autocorrelation 
function, and the partial autocorrelation function
3) the values for the sum of the squares function used to 
in it ia lly  approximate the value of
4) the resulting values for the parameter estimates obtained
from the final iterative algorithm including the standard devia-
— 2 tion of W, the variance of white noise (cr_), the final value of e ,,
a I
and the variances of the distribution of e-j
5) the natural log forecasts with their associated probability 
lim its, and the actual forecasts with their associated probability 
lim its.
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Computer Output For F o o th ills  Pool, North Dakota
0 0 7 3  5 6 6 . 9  5 3 5 . 2  5 5 2 . 6  5 4 1 . 1  5 3 4 . 5  5 2 1 .1  5 1 6 . 9  5 1 6 . 9  5 1 5 . 1
5 0 2 . 7  4 7 1 . 3  4 6 7 . 9  4 5 8 . 0  4 7 9 . 2  4 6 2 . 0  4 6 0 . 8  4 6 7 . 9  4 4 3 . 3
4 4 7 . 7  4 2 6 . 6  4 1 6 . 8  4 2 7 . 3  4 2 1 . 9  4 0 3 . 1  4 1 2 . 6  4 0 8 . 8  3 9 3 . 8
3 9 0 . 9  4 2 6 . 8  3 9 5 . 9  3 8 5 . 0  4 0 7 . 1  3 8 7 . 3  3 7 5 . 8  3 7 1 . 2  3 6 4 . 0
3 6 6 * 9  3 4 7 . 1  3 6 7 . 5  3 6 0 . 7  3 6 6 . 3  3 5 0 . 8  3 6 6 . 6  3 6 2 . 2  3 6 7 . 9
3 6 4 . 6  3 5 4 . 4  3 4 2 . 6  3 6 7 . 3  3 6 3 . 2  3 4 0 . 2  3 3 0 .1  3 3 9 . 8  3 3 7 . 9
3 4 6 . 3  2 9 8 . 5  3 1 9 . 0  2 9 9 . 6  2 9 4 . 8  2 9 4 . 4  2 8 4 . 5  2 8 3 . 0  3 1 0 . 0
2 9 5 . 0  2 9 3 . 1  2 8 7 . 2  2 8 9 . 3  2 9 0 . 6  2 8 9 . 0  2 8 5 .1  2 8 8 . 5  2 8 8 . 4
2 9 1 . 0
THE MEAN I S J - 0 . 9 2 6 1 9 3 8 E - 0 2  
THE AUTOCORRELATION FUNCTION
- 0 . 4 3 2 - 0 . 0 3 4  0 . 0 1 6  0 . 0 9 6 - 0 . 0 5 1  0 . 0 9 6 - 0 . 2 1 4  0 . 1 2 6 - 0 . 0 8 8  0 . 1 9 9  
- 0 . 1 3 0 - 0 . 0 4 5 - 0 . 1 0 0  0 . 2 4 3 - 0 . 1 5 4  0 . 0 2 3 - 0 . 1 0 6  0 . 1 9 2 - 0 . 2 2 2  0 . 1 7 1  
- 0 . 0 8 0  0 . 0 2 5 - 0 . 0 0 1  0 . 0 3 8 - 0 . 0 1 3  0 . 0 9 6 - 0 . 1 6 6  0 . 1 1 4 - 0 . 0 3 4 - 0 . 0 8 0  
0 . 0 8 3  0 . 0 2 9 - 0 . 0 9 5  0 . 0 5 6 - 0 . 0 2 0  0 . 0 8 0 - 0 . 1 0 9  0 . 0 8 8 - 0 . 1 2 9  0 . 0 9 3  
0 . 0 7 5 - 0 . 1 1 8  0 . 0 1 4 - 0 . 0 3 2  0 . 0 2 2  0 . 0 8 8 - 0 . 0 5 4 - 0 . 0 3 6  0 . 0 5 9  0 . 0 1 8  
- 0 . 0 1 7 - 0 . 0 2 9 - 0 . 0 7 7  0 . 1 1 3 - 0 . 0 4 0  0 . 0 0 8 - 0 . 0 1 4 - 0 . 0 1 4  0 . 0 0 7  0 . 0 4 0  
THE STANDARD ERROR
0 . 1 1 8  0 . 1 3 8  0 . 1 3 8  0 . 1 3 8  0 . 1 3 9  0 . 1 3 9  0 . 1 4 0  0 . 1 4 5  0 . 1 4 6  0 . 1 4 7
0 . 1 5 1  0 . 1 5 2  0 . 1 5 2  0 . 1 5 3  0 . 1 5 9  0 . 1 6 1  0 . 1 6 1  0 . 1 6 2  0 . 1 6 5  0 . 1 6 9
0 . 1 7 1  0 . 1 7 2  0 . 1 7 2  0 . 1 7 2  0 . 1 7 2  0 . 1 7 2  0 . 1 7 3  0 . 1 7 5  0 . 1 7 6  0 . 1 7 6
0 . 1 7 7  0 . 1 7 7  0 . 1 7 7  0 . 1 7 8  0 . 1 7 8  0 . 1 7 8  0 . 1 7 9  0 . 1 8 0 0 . 1 8 0  0 . 1 8 2  
0 . 1 8 2  0 . 1 8 3  0 . 1 8 4  0 . 1 8 4  0 . 1 8 4  0 . 1 8 4  0 . 1 8 4  0 . 1 8 5  0 . 1 8 5  0 . 1 8 5
0 . 1 8 5  0 . 1 8 5  0 . 1 8 5  0 . 1 8 6  0 . 1 8 6  0 . 1 8 7  0 . 1 8 7  0 . 1 8 7  0 . 1 8 7  0 . 1 8 7
THE PARTIAL AUTOCORRELATION FUNCTION
- 0 . 4 3 2 - 0 . 2 7 2 - 0 . 1 6 0  0 . 0 3 3  0 . 0 2 8  0 . 1 5 7 - 0 . 1 3 1 - 0 . 0 4 7 - 0 . 1 5 1  0 . 1 4 2  
0 . 0 8 1 - 0 . 0 3 1 - 0 . 2 1 8  0 . 0 0 6 - 0 . 0 3 5 - 0 . 0 0 3 - 0 . 0 7 0  0 . 0 9 4 - 0 . 1 8 6 - 0 . 0 5 6  
0 . 0 1 0  0 . 0 5 9  0 . 1 1 3 - 0 . 0 4 8  0 . 0 4 9  0 . 0 9 5  0 . 0 0 7 - 0 . 0 5 0  0 . 0 2 1 - 0 . 1 7 5  
- 0 . 0 1 5  0 . 0 0 3  0 . 0 9 3 - 0 . 0 1 8 - 0 . 0 3 0  0 . 0 2 1  0 . 0 0 1  0 . 1 2 5 - 0 . 1 0 9 - 0 . 0 1 3  
0 . 1 2 0 - 0 . 0 3 2 - 0 . 0 0 9 - 0 . 0 8 5 - 0 . 0 5 6 - 0 . 0 3 0  0 . 0 7 6  0 . 1 0 0  0 . 0 4 2  0 . 0 2 4  
- 0 . 0 8 0 - 0 . 0 4 1 - 0 . 0 0 8  0 . 0 5 7 - 0 . 0 1 0 - 0 . 0 1 9 - 0 . 0 5 4 - 0 . 0 4 3 - 0 . 0 2 1  0 . 0 5 8  
- 0 . 0 9 9 - 0 . 0 4 6
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Computer Output For F o o th ill $ Pool, North Dakota
THETA = - 0 . 1000000E+01SUM OF SQUARES = 0 .3 4 4 9 1 9 8 E + 0 2
THETA = - 0 . 9000000E+00SUM OF SQUARES = 0 . 1635809E+01
THETA = - 0 .8000000E+00SU M OF SQUARES = 0 .6 1 0 9 1 5 3 E + 0 0
THETA = - 0 . 7O000O0E+00SUM OF SQUARES = 0 .3 6 1 1 5 7 6 E + 0 0
THETA = - 0 . 6000000E+OOSUM OF SQUARES = 0 . 26 00358E + 00
THETA = - 0 • SOOOOOOE+OOSUM OF SQUARES =' 0 . 20 62 96 6E + 00
THETA = - 0 . 4000000E+005UM OF SQUARES = 0 . 17 27657E +00
THETA = - 0 . 300C000E+00SUM OF SQUARES as 0 . 1496123E +00
THETA = - 0 . 2000000E+00SUM OF SQUARES = 0 . 1325223E +00
THETA = - 0 . 1000000E+00SUM OF SQUARES = 0 . 1 193288E +00
THETA = - 0 . 1862645E-08SUM OF SQUARES = 0 • 1088334E +00
THETA = 0 . lOOOOOOE+OOSUM OF SQUARES = 0 . 1003352E +00
THETA = 0 . 2000000E+00SUM OF SQUARES = 0 . 9 3 4 2 9 0 6 E - 0 1
THETA = 0 . 3000000E+00SUM OF SQUARES = 0 . 8 7 9 1 8 2 4 E - 0 1
THETA = 0 » 4000000E+OOSUM OF SQUARES = 0 . 8 3 7 8 7 5 8 E - 0 1
THETA = 0 .5000000E + 00S U M •OF SQUARES = 0 . 8 1 2 2 2 4 2 E - 0 1
THETA = 0 . 6000000E+00SUM OF SQUARES = 0 . 8 0 6 9 3 2 7 E - 0 1
THETA = 0 ♦ 7000000E+OOSUM OF SQUARES = 0 . 8 3 1 4 8 7 8 E - 0 1
THETA *  0 . 8OOOOOOE+OOSUM OF SQUARES = 0 . 9 0 3 0 6 7 6 E - 0 1
THETA -a 0 . 9000000E+00SUM OF SQUARES = 0 . 1046728E +00
THETA = 0 . 1000000E+01SUM OF SQUARES = 0 * 44 03 53 7E + 00
THE NO. OF ITERATIONS 3
THE STANDARD DEVIATION OF U 0 . 1 6 7 2 4 2 5 E -0 2  
THE VARIANCE OF WHITE NOISE 0 . 1 1 1 9 3 4 6 E -0 2  
THE THETAS 
0 .5 7 2 9 0 3 7 E + 0 0  
THE COVARIANCE MATRIX 
0 . 9 6 2 3 5 6 9 E - 0 2
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Computer Output For F o o th il ls  Pool, North Dakota
THETA SUBZERO 
- 0 . 9 2 6 1 9 3 8 E -0 2  
THE LOG FORCASTS 
THE FORECASTS ARE 
0 . 5 6 4 6 1 92E+01 0 .5 6 3 6 9 3 0 E + 0 1  
0 .5 5 9 9 8 8 3 E + 0 1  0 .5 5 9 0 6 2 1 E + 0 1  
0 .5 5 5 3 5 7 3 E + 0 1  0 . 5 5 4 4 3 U E + 0 1  
0 ♦ 5507263E +01  0 . 54 98001E +01  
0 . 5460953E +01  0 . 5451691E + 01  
THE LOWER PROBABILITY L IM IT S  
0 .5 5 8 0 6 1 7 E + 0 1  0 . 5565625E +01  
0 . 5509207E +01  0 . 5495719E +01  
0 .5 4 4 3 3 7 3 E + 0 1  0 . 54 30608E + 01  
0 .5 3 8 0 5 1 2 E + 0 1  0 . 5368193E +01  
0 .5 3 1 9 5 7 5 E + 0 1  0 . 53 07566E + 01  
THE UPPER PROBABILITY L IM IT S  
0 .5 7 1 1 7 6 7 E + 0 1  0 . 5708236E + 01  
0 .5 6 9 0 5 5 8 E + 0 1  0 . 5685523E + 01  
0 .5 6 6 3 7 7 2 E + 0 1  0 . 5658013E +01  
0 . 5 6 3 4 0 14E+01 0 . 5627809E + 01  
0 .5 6 0 2 3 3 1 E + 0 1  0 . 5595816E +01  
THE FORECASTS ARE 
0 .2 8 3 3 6 9 6 E + 0 3  0 . 28 07 85 8E + 03  
0 .2 7 0 6 8 4 2 E + 0 3  0 . 2 6 82 16 1E + 03  
0 .2 5 3 5 6 6 6 E + 0 3  0 . 25 62 09 0E + 03  
0 . 2 4 6 9 9 15E+03 0 . 2 4 47 39 4E + 03  
0 . 2 3 5 9 3 4 6E+03 0 . 2 3 37 83 3E + 03  
THE LOWER PROBABILITY L IM IT S  
0 .2 6 5 2 3 5 3 E + 0 3  0 . 2 6 12 88 5E + 03  
0 . 2 4 69 55 3E + 03  0 .2 4 3 6 4 6 6 E + 0 3  
0 .2 3 1 2 2 0 9 E + 0 3  0 ♦ 22 82 88 0E + 03  
0 .2 1 7 1 3 3 4 E + 0 3  0 .2 1 4 4 7 4 9 E + 0 3  
0 ♦ 2 0 4 2 9 7 1E+03 0 . 2 0 18 58 3E + 03  
THE UPPER PROBABILITY L IM IT S  
0 . 3 0 2 4 0 5 1E+03 0 . 3 0 13 39 0E + 03  
0 .2 9 6 0 5 8 7 E + 0 3  0 . 2 9 45 71 7E + 03  
0 . 2 8 82 33 9E + 03  0 . 28 65 78 8E + 03  
0 .2 7 9 7 8 2 9 E + 0 3  0 .2 7 8 0 5 2 3 E + 0 3  
0 .2 7 1 0 5 7 5 E + 0 3  0 . 2 6 92 97 4E + 03
0 . 56 27 66 9E + 01  
0 .5 5 8 1 3 5 9 E + 0 1  
0 . 5535 04 9E + 01  
0 . 54 88739E + 01  
0 . 5 4 4 2 4 29E+01
0 .5 5 5 1 0 6 0 E + 0 1
0 .5 4 8 2 4 1 0 E + 0 1
0 .5 4 1 7 9 4 8 E + 0 1
0 .5 3 5 5 9 4 4 E + 0 1
0 .5 2 9 5 6 0 8 E + 0 1
0 . 57 04 27 7E + 01  
0 ♦ 56 80 30 7E + 01  
0 • 5652 15 0E + 01  
0 . 5621 53 4E + 01  
0 .5 5 8 9 2 5 1 E + 0 1
0 . 27 82 2 5 6 E + 0 3  
0 . 26 5 7 7 0 4 E + 0 3  
0 » 25 3 8 7 2 9 E + 0 3  
0 . 24 25 0 7 9 E + 0 3  
0 . 23 16 5 1 7 E + 0 3
0 .2 5 7 5 1 0 4 E + 0 3  
0 .2 4 0 4 2 5 5 E + 0 3  
0 ♦ 2 2 54 16 0E + 03  
0 .2 1 1 8 6 3 8 E + 0 3  
0 . 1994 58 8E + 03
0 . 30 0 1 4 8 4 E + 0 3  
0 . 2 9 30 39 4E + 03  
0 .2 8 4 9 0 3 3 E + 0 3  
0 . 2 7 6 3 1 30E +03  
0 » 26 75 3 5 0 E + 0 3
0 . 5 6 18 40 7E + 01  
0 . 5 5 72 09 7E + 01  
0 • 5 5 25 78 7E + 01  
0 . 54 79 47 7E + 01  
0 . 54 33 1 6 7 E + 0 1
0 ♦ 5 5 36 83 9E + 01  
0 • 54 69 26 1E + 01  
0 .5 4 0 5 3 8 3 E + 0 1  
0 « 5 3 4 3 7 6 1E+01  
0 • 5 2 83 69 9E + 01
0 . 5 6 99 97 4E + 01  
0 .5 6 7 4 9 3 2 E + 0 1  
0 ♦ 5 6 46 19 1E + 01  
0 ♦ 5 6 15 19 4E + 01  
0 . 55 8 2 6 3 6 E + 0 1
0 . 2 7 5 6 8 8 7 E + 0 3  
0 . 2 6 3 3 4 7 1E+03  
0 . 2 5 1 5 5 8 0 E + 0 3  
0 . 2 4 0 2 9 6 7 E + 0 3  
0 * 2 2 9 5 3 9 5 E + 0 3
0 . 2 5 3 8 7 4 3 E + 0 3  
0 . 2 3 7 2 8 4 8 E + 0 3  
0 . 2 2 2 6 0 15E+03  
0 . 2 0 9 2 9 8 3 E + 0 3  
0 » 19 7 0 9 7 5 E + 0 3
0 « 2 9 8 8 5 9 6 E + 0 3  
0 . 2 9 1 4 6 8 6 E + 0 3  
0 .2 8 3 2 1 0 5 E + 0 3  
0 .2 7 4 5 6 6 5 E + 0 3  
0 . 2 6 5 7 7 1 2 E + 0 3
0 ♦ 5 6 09 14 5E + 01  
0 ♦ 55 62 8 3 5 E + 0 1  
0 ♦ 55 16 5 2 5 E + 0 1  
0 • 54 70 2 1 5 E + 0 1
0 . 55 22 90 3E + 01  
0 ♦ 5 4 56 25 4E + 01  
0 . 5 3 92 90 7E + 01  
0 • 5 3 31 63 9E + 01
0 .5 6 9 5 3 8 6 E + 0 1  
0 . 5 6 69 41 6E + 01  
0 .5 6 4 0 1 4 3 E + 0 1  
0 . 5 6 0 8 7 9 1E+01
0 .2 7 3 1 7 5 0 E + 0 3  
0 . 2 6 0 9 4 5 9 E + 0 3  
0 » 2 4 9 2 6 4 3 E + 0 3  
0 ♦ 2 3 8 1 0 5 6 E + 0 3
0 .2 5 0 3 6 0 8 E + 0 3  
0 « 2 3 4 2 1 8 3 E + 0 3  
0 .2 1 9 8 4 1 5 E + 0 3  
0 ♦ 2 0 6 7 7 6 6 E + 0 3
0 • 2 9 7 4 9 1 6E+03  
0 . 2 8 9 8 6 5 2 E + 0 3  
0 . 2 8 1 5 0 3 0 E + 0 3  
0 . 2 7 2 8 1 4 3 E + 0 3
AKTHUH HAKES HBBARt 
COLORADO SCHOOL of MENfiS 
OOLDENi COLORADO 80401
T-1907 87.
Computer Output For Beaver Lodge Madison Pool, North Dakota
0 0 6 4  5 2 0 6 .  5 0 9 2 .  4 8 3 4 .  4 5 6 7 .  4 7 0 9 .  4 5 7 9 .  4 5 4 7 .  4 5 2 0 .  4 4 2 1 .  
4 4 3 5 .  4 2 0 1 .  4 1 4 2 .  4 2 5 4 .  4 2 9 7 .  4 2 9 5 .  4 3 8 8 .  4 1 8 9 .  4 2 1 8 .
4 2 7 8 .  4 1 0 2 .  4 0 1 0 .  3 8 6 9 .  3 7 9 2 .  3 6 5 1 .  3 5 9 2 .  3 6 1 3 .  3 4 9 4 .
3 3 3 7 .  3 3 5 6 .  3 1 7 4 .  3 1 9 7 .  3 2 2 0 .  3 0 3 3 .  2 9 7 9 .  3 0 3 0 .  2 9 7 5 .
2 9 5 4 .  2 8 3 9 .  2 9 6 7 .  2 7 6 0 .  2 7 1 8 .  2 5 8 0 .  2 6 3 9 .  2 7 0 6 .  2 5 9 8 .
2 6 2 5 .  2 6 1 9 .  2 5 1 9 .  2 3 7 9 .  2 3 7 0 .  2 2 7 5 .  2 3 2 8 .  2 1 8 9 .  2 2 7 2 .
2 2 7 1 .  2 1 4 0 .  2 1 6 9 .  2 1 2 8 .  2 0 2 2 .  2 0 5 8 .  2 0 4 3 .  2 1 3 7 .  2 0 4 1 .
1 9 4 3 .
I
THE MEAN I S J - O .1 5 6 4 4 1 0 E - 0 1  
THE AUTOCORRELATION FUNCTION
I - 0 . 3 1 0 - 0 . 0 3 5  0 . 0 5 1 - 0 . 1 1 1  0 . 0 4 0 - 0 . 1 1 0  0 . 0 0 6  0 . 2 4 0 - 0 . 1 6 7 - 0 . 0 3 5  
i 0 . 0 7 0 - 0 . 1 9 2  0 . 0 9 0 - 0 . 1 5 1 - 0 . 0 2 0  0 . 0 9 4 - 0 . 0 9 9  0 . 1 2 8  0 . 0 4 7 - 0 . 1 1 5
i 0 . 0 7 7 - 0 . 1 2 3  0 . 1 7 3 - 0 . 1 3 1  0 . 0 6 4  0 . 0 7 0 - 0 . 0 5 4 - 0 . 0 3 2  0 . 0 5 2  0 . 0 0 2
0 . 1 4 3 - 0 . 1 3 6 - 0 . 0 6 1  0 . 0 7 3 - 0 . 1 7 4  0 . 1 3 2 - 0 . 0 6 6  0 . 0 4 3  0 . 1 0 2 - 0 . 1 4 3
0 . 0 1 9  0 . 0 7 3 - 0 . 0 9 8  0 . 0 3 4  0 . 0 1 9 - 0 . 0 0 9  0 . 1 2 6 - 0 . 0 4 3  0 . 0 3 8 - 0 . 0 1 4  
- 0 . 1 5 5  0 . 0 7 9  0 . 0 2 2 - 0 . 0 4 3  0 . 0 5 7 - 0 . 0 1 8  0 . 0 2 7 - 0 . 0 7 0 - 0 . 0 4 5  0 . 0 3 6  
THE STANDARD ERROR
0 . 1 2 6  0 . 1 3 8  0 . 1 3 8  0 . 1 3 8  0 . 1 3 9  0 . 1 4 0  0 . 1 4 1  0 . 1 4 1  0 . 1 4 7  0 . 1 5 0
0 . 1 5 0  0 . 1 5 1  0 . 1 5 5  0 . 1 5 6  0 . 1 5 8  0 . 1 5 8  0 . 1 5 9  0 . 1 6 0  0 . 1 6 1  0 . 1 6 2
0 . 1 6 3  0 . 1 6 4  0 . 1 6 5  0 . 1 6 8  0 . 1 6 9  0 . 1 7 0  0 . 1 7 0  0 . 1 7 1  0 . 1 7 1  0 .1 7 1
0 . 1 7 1  0 . 1 7 3  0 . 1 7 4  0 . 1 7 5  0 . 1 7 5  0 . 1 7 8  0 . 1 8 0  0 . 1 8 0  0 . 1 8 0  0 . 1 8 1
0 . 1 8 3  0 . 1 8 3  0 . 1 8 3  0 . 1 8 4  0 . 1 8 4  0 . 1 8 4  0 . 1 8 4  0 . 1 8 6  0 . 1 8 6  0 . 1 8 6
0 . 1 8 6  0 . 1 8 8  0 . 1 8 8  0 . 1 8 9  0 . 1 8 9  0 . 1 8 9  0 . 1 8 9  0 . 1 8 9  0 . 1 8 9  0 . 1 9 0
THE PARTIAL AUTOCORRELATION FUNCTION
- 0 . 3 1 0 - 0 . 1 4 5 - 0 . 0 0 7 - 0 . 1 1 3 - 0 . 0 3 3 - 0 . 1 4 4 - 0 . 0 8 7  0 . 2 1 1 - 0 . 0 2 1 - 0 . 1 0 0  
0 . 0 0 1 - 0 . 1 7 8 - 0 . 0 4 0 - 0 . 1 6 6 - 0 . 1 8 7 - 0 . 1 2 3 - 0 . 1 2 1  0 . 0 1 3  0 . 0 4 8 - 0 . 0 5 7  
- 0 . 0 4 2 - 0 . 1 1 9  0 . 1 3 7 - 0 . 1 6 7 - 0 . 0 0 4 - 0 . 0 9 1 - 0 . 1 1 6 - 0 . 1 0 2 - 0 . 0 5 4  0 . 0 0 2  
0 . 1 5 3  0 . 0 0 6 - 0 . 0 8 0 - 0 . 0 8 2 - 0 . 1 5 1 - 0 . 0 5 9 - 0 . 1 2 1 - 0 . 1 0 2 - 0 . 0 4 4 - 0 . 0 6 5  
- 0 . 0 6 5  0 . 0 2 8  0 . 0 3 9 - 0 . 1 1 1  0 . 0 3 5 - 0 . 0 9 2  0 . 0 1 0 - 0 . 0 1 0 - 0 . 0 4 8 - 0 . 0 9 6  
- 0 . 1 3 3 - 0 . 0 7 7  0 . 0 7 3 - 0 . 0 3 7 - 0 . 0 3 1 - 0 . 0 5 1 - 0 . 0 1 3 - 0 . 0 2 7 - 0 . 0 4 4 - 0 . 0 7 4  
- 0 . 1 0 1  0 . 0 1 5
T-1907 88,
Computer Output For Beaver Lodge Madison Pool, North Dakota
o
THETA = - 0 « 1000000E+01SUM OF SQUARES = 0 .8 1 6 6 0 9 2 E + 0 0
THETA e«- 0 . 9000000E+00SUM OF SQUARES = 0 • 30 75 59 2E + 00
THETA =-0 .8000000E+O O SUM OF SQUARES = 0 . 1988935E +00
THETA =•- 0 • 7000000E+OOSUM OF SQUARES = 0 . 14 50047E +00
THETA = - 0 . 6 OOOOOOE+OOSUM OF SQUARES = 0 . 11 51878E + 00
THETA ST­-0 .5 0 0 0 0 0 0 E + 0 0 S U M OF SQUARES = ■ 0 .9 6 3 7 6 7 0 E - 0 1
THETA S'-0 .4000000E+OQ SUM OF SQUARES = 0 . 8 3 3 8 5 11E -01
THETA = ~ 0 .3000000E + 00S U M OF SQUARES = 0 . 7 3 9 1 2 5 7 E -0 1
THETA =•- 0 . 2000000E+OOSUM OF SQUARES = 0 . 6 6 7 9 8 9 I E - 0 1
THETA S'- 0 . 1000000E+00SUM OF SQUARES = 0 .6 1 3 8 7 9 7 E - 0 1
THETA S'- 0 . 1862645E-08SUM OF SQUARES = 0 . 5 7 2 7 8 2 6 E -0 1
THETA s 0 . 1000000E+00SUM OF SQUARES = 0 .5 4 2 1 8 0 4 E - 0 1
THETA s 0 . 2000000E+00SUM OF SQUARES = 0 .5 2 0 5 6 7 5 E - 0 1
THETA s 0 • 3000000E+OOSUM OF SQUARES = 0 .5 0 7 2 2 4 3 E - 0 1
THETA = 0 . 4000000E+00SUM OF SQUARES = 0 .5 0 2 1 9 1 1 E - 0 1
THETA s O.SOOOOOOE+OOSUM OF SQUARES = 0 » 5 0 6 5 3 4 9 E -0 1
THETA s 0 . 6QOOOOOE+OOSUM OF SQUARES = 0 . 5 2 3 1 13 9 E -0 1
THETA = 0 » 7000000E+00SUM OF SQUARES = 0 • 5 5 8 0 2 8 7 E -0 1
THETA s 0 . 8000000E+00SUM OF SQUARES = 0 .6 2 2 2 2 4 0 E - 0 1
THETA = 0.9000000E+OOSUM OF SQUARES = 0 .7 2 3 7 8 9 8 E - 0 1
THETA = 0 * 1000000E+01SUM OF SQUARES = 0 • 7 8 5 7 3 2 5 E - 0 1
THE NO. OF ITERATIONS 3
THE STANDARD DEVIATION OF U 0 . 2 0 9 4 3 0 1 E - 0 2  
THE VARIANCE OF WHITE NOISE 0 . 7 9 7 0 9 4 2 E -0 3  
THE THETAS 
0 ♦ 40 6 5 6 3 6 E + 0 0  
THE COVARIANCE MATRIX 
O .1 2 8 6 5 4 1 E -0 1
T-1907 89.
Computer Output For Beaver Lodge Madison P oo l, North Dakota
THETA SUBZERO 
- 0 « 1 5 6 4 4 1 0 E -0 1  
THE LOG FORCASTS 
THE FORECASTS ARE
0 .7 5 7 0 4 8 4 E + 0 1  0 .7 5 5 4 8 4 0 E + 0 1  0 . 75 39196E + 01  0 . 75 2 3 5 5 1 E + 0 1  0 .7 5 0 7 9 0 7 E + 0 1
0 .7 4 9 2 2 6 3 E + 0 1  0 . 74 76 61 9E + 01  0 . 74 60975E + 01  0 . 7 4 4 5 3 3 1 E + 0 1  0 . 74 29 68 7E + 01
0 .7 4 1 4 0 4 3 E + 0 1  0 .7 3 9 8 3 9 9 E + 0 1  0 . 73 82755E + 01  0 . 7 3 6 7 1 1 1E+01 0 . 73 51 46 7E + 01
0 . 7335823E +01  0 .7 3 2 0 1 7 9 E + 0 1  0 . 73 04534E + 01  0 ♦ 7 2 88 89 0E + 01  0 .7 2 7 3 2 4 6 E + 0 1
0 .7 2 5 7 6 0 2 E + 0 1  0 .7 2 4 1 9 5 8 E + 0 1  0 . 72 26314E + 01  0 . 7 2 10 67 0E + 01
THE LOWER PROBABILITY L IM IT S  
0 .7 5 1 5 1 4 7 E + 0 1  0 . 74 90 49 3E + 01  0 . 7466954E +01  0 . 7 4 4 4 1 9 6 E + 0 1  0 .7 4 2 2 0 2 6 E + 0 1
0 » 7 4 0 0 3 1 8E+01 0 . 73 78 98 5E + 01  0 . 73 57967E + 01  0 . 73 3 7 2 1 5 E + 0 1  0 . 73 16 69 4E + 01
0 *7 2 9 6 3 7 4 E + 0 1  0 . 72 76 23 4E + 01  0 . 7256253E +01  0 . 7 2 36 41 6E + 01  0 . 72 16 71 0E + 01
0 .7 1 9 7 1 2 2 E + 0 1  0 . 71 77 64 4E + 01  0 . 71 58266E + 01  0 .7 1 3 8 9 8 1 E + 0 1  0 .7 1 1 9 7 8 2 E + 0 1
0 .7 1 0 0 6 6 4 E + 0 1  0 . 70 81 62 1E + 01  0 . 70 62 64 9E + 01  0 . 70 4 3 7 4 3 E + 0 1
THE UPPER PROBABILITY L IM IT S  
0 « 76 25 820 E + 0 1  0 . 76 19 18 6E + 01  0 . 7 6 1 1437E+01 0 .7 6 0 2 9 0 7 E + 0 1  0 . 7593 78 9E + 01
0 . 75 84209E + 01  0 . 75 74 25 3E + 01  0 . 7563984E +01  0 ♦ 7 5 5 3 4 4 7 E + 0 1  0 . 75 42 68 0E + 01
0 » 75 31 711 E + 0 1  0 . 75 20 56 4E + 01  0 . 75 09256E + 01  0 .7 4 9 7 8 0 5 E + 0 1  0 . 74 86 22 3E + 01
0» 74 74523E + 01  0 . 74 62 71 3E + 01  0 . 7450803E +01  0 . 7 4 3 8 8 0 0 E + 0 1  0 . 74 26 71 0E + 01
0 .7 4 1 4 5 4 1 E + 0 1  0 .7 4 0 2 2 9 5 E + 0 1  0 . 73 89980E + 01  0 . 73 7 7 5 9 7 E + 0 1
THE FORECASTS ARE
0 « 1 9 4 0 8 5 2 E + 0 4  0 . 19 10 99 3E + 04  0 . 18 81594E + 04  0 , 18 5 2 6 4 8 E + 0 4  0 . 18 24 14 6E + 04
0 .1 7 9 6 0 8 3 E + 0 4  0 . 17 68 45 2E + 04  0 . 17 41 24 6E + 04  0 . 1 7 1 4 4 5 8 E + 0 4  0 . 16 88 08 3E + 04
0 « 1 6 6 2 1 13E+04 0 . 16 36 54 3E + 04  0 ♦ 1 6 1 1366E+04 0 . 1 5 8 6 5 7 7 E + 0 4  0 . 15 62 16 8E + 04
0 * 1538136E +04  0 . 15 14 47 3E + 04  0 . 1 4 9 1 174E+04 0 . 1 4 6 8 2 3 4 E + 0 4  0 . 14 45 64 6E + 04
0 ♦ 14 23406E + 04  0 ♦ 14 01 50 8E + 04  0 . 1379947E +04  0 . 1 3 5 8 7 1 8 E + 0 4
THE LOWER PROBABILITY L IM IT S  
0 * 18 35638E + 04  0 . 17 90 93 5E + 04  0 . 17 49 27 0E + 04  0 . 1 7 0 9 9 1 0 E + 0 4  0 . 1 6 72 41 8E + 04
0 * 16 36504E + 04  0 . 16 01 96 4E + 04  0 . 1568644E + 04  0 . 1 5 3 6 4 2 7 E + 0 4  0 . 15 05 21 9E + 04
0 * 14 74 94 3E + 04  0 . 1 4 45 53 4E + 04  0 . 14 16 93 8E + 04  0 . 1 3 8 9 1 0 7 E + 0 4  0 . 1 3 62 00 1E + 04
0 • 13 35582E + 04  0 . 13 09 81 8E + 04  0 . 12 84681E + 04  0 . 1 2 6 0 1 4 3 E + 0 4  0 . 12 36 18 1E + 04
0 » 1 2 1 2 772 E + 0 4  0 . 1 1 89 89 6E + 04  0 . 1 167533E +04  0 . 1 1 4 56 67 E + 0 4
THE UPPER PROBABILITY L IM IT S  
0 « 2 0 5 0 4 6 I E +04 0 .2 0 3 6 9 0 4 E + 0 4  0 . 2 0 2 1 181E+04 0 . 2 0 0 4 0 1 2 E + 0 4  0 . 19 85 82 3E + 04
0 .1 9 6 6 8 9 0 E + 0 4  0 . 19 47405E + 04  0 . 1927509E +04  0 . 19 0 7 3 0 7 E + 0 4  0 . 18 86 88 1E + 04
0 • 1 8 6 6 2 9 7E+04 0 . 1B45607E+04 0 . 1824856E +04  0 . 18 0 4 0 7 8 E + 0 4  0 . 17 83 30 5E + 04
0 .1 7 6 2 5 6 0 E + 0 4  0 . 1741 86 8E + 04  0 . 1721245E +04  0 . 1 7 0 0 7 0 8 E + 0 4  0 . 16 80 27 1E + 04
0» 1 6 5 9 946 E + 0 4  0 . 16 39 74 4E + 04  0 . 16 19673E + 04  0 . 1 5 9 9 7 4 2 E + 0 4
T-1907 90.
Computer Output For North Black Slough Pool, North Dakota
0051 6 0 5 . 3  6 0 4 . 3  5 6 1 . 7  5 5 8 . 9  5 6 8 . 2  6 1 3 . 6  5 4 9 . 0  5 3 7 . 1  5 8 2 . 1  
4 9 0 . 6  5 4 2 . 7  5 3 1 . 6  5 3 0 . 7  4 2 7 . 0  4 3 9 . 1  4 4 5 . 5  3 8 4 . 0  4 3 1 . 3
3 8 4 . 0  3 6 1 . 0  3 7 1 . 2  3 1 3 . 9  3 7 9 . 4  3 6 6 . 3  3 5 1 . 3  3 3 8 . 3  3 5 7 . 3
3 0 9 . 5  2 9 9 . 4  2 8 1 . 9  3 0 4 . 5  2 8 2 . 4  2 4 7 . 5  2 5 2 . 3  2 5 3 . 5  2 4 7 . 6
2 5 7 . 8  2 7 3 . 5  2 6 9 . 9  2 6 1 . 2  2 4 5 . 6  2 5 1 . 5  2 4 4 . 2  2 3 6 . 3  2 2 3 . 7
2 3 4 . 6  2 0 9 . 4  2 0 8 . 2  1 9 1 . 6  2 0 4 . 3  2 0 7 . 8
'  THE MEAN I S J - 0 . 2 1 3 8 2 9 6 E - 0 1  
THE AUTOCORRELATION FUNCTION
- 0 . 4 6 9  0 . 0 2 6  0 . 0 5 9 - 0 . 0 4 8  0 . 0 2 2 - 0 . 1 2 2  0 , 1 4 6  0 , 0 0 9 - 0 . 1 4 4 - 0 . 1 0 8  
0 . 0 2 7  0 . 1 7 2 - 0 . 1 5 1  0 . 1 2 8  0 . 0 5 7  0 . 0 1 7 - 0 . 1 3 5 - 0 . 0 0 8  0 . 2 0 1 - 0 . 0 6 9  
- 0 . 0 7 1 - 0 . 0 2 3  0 . 0 5 4 - 0 . 2 0 0  0 . 1 2 9 - 0 . 0 5 6  0 . 1 1 6 - 0 . 1 4 6  0 . 0 3 3  0 . 0 2 3  
THE STANDARD ERROR
0 . 1 4 1  0 . 1 7 0  0 . 1 7 0  0 . 1 7 0  0 . 1 7 0  0 . 1 7 0  0 . 1 7 2  0 . 1 7 5  0 . 1 7 5  0 . 1 7 7
0 . 1 7 8  0 . 1 7 8  0 . 1 8 2  0 . 1 8 4  0 . 1 8 6  0 . 1 8 6  0 . 1 8 6  0 . 1 8 8  0 , 1 8 8  0 . 1 9 3
0 . 1 9 3  0 . 1 9 4  0 . 1 9 4  0 , 1 9 4  0 . 1 9 8  0 . 2 0 0  0 . 2 0 0  0 . 2 0 1  0 . 2 0 3  0 . 2 0 4
THE PARTIAL AUTOCORRELATION FUNCTION
- 0 . 4 6 9 - 0 . 2 4 8 - 0 . 0 5 8 - 0 . 0 4 5 - 0 . 0 1 2 - 0 . 1 6 8  0 . 0 0 6  0 . 1 0 1 - 0 . 0 8 1 - 0 . 3 3 7  
- 0 . 3 5 4  0 . 0 1 8  0 . 0 3 1  0 . 0 9 0  0 . 1 0 5  0 . 2 2 3  0 . 0 7 5 - 0 . 1 3 1 - 0 . 0 5 3  0 . 0 3 5  
0 . 0 1 5 - 0 . 0 8 6  0 . 0 1 1 - 0 . 1 3 4  0 . 1 3 8 - 0 . 0 5 0 - 0 . 0 6 7 - 0 . 2 8 6 - 0 . 0 9 8 - 0 . 0 9 7
T-1907 91.
Computer Output For North Black Slough P oo l, North Dakota
T H E T A =■“ 0 . 1 0 0 0 0 0 0 E + 0 1 S U M OF S Q U A R E S = 0 . 5 0 3 8 3 1 3 E + 0 1
T H E T A = '- 0 . 9 0 0 0 0 0 0 E + O O S U M OF S Q U A R E S = 0 . 2 4 0 4 2 9 0 E + 0 1
T H E T A ='- 0 . 8 0 0 0 0 0 0 E + 0 0 S U M OF S Q U A R E S = 0 . 1 3 6 7 5 5 8 E + 0 1
T H E T A =•- 0 . 7 0 0 0 0 0 0 E + 0 0 S U M OF S Q U A R E S s 0 . 9 6 8 8 3 5 1 E + 0 0
T H E T A =  '“ 0 • 6 0 0 0 0 0 0 E + 0 0 S U M OF S Q U A R E S = 0 . 7 5 4 3 4 2 6 E + 0 0
T H E T A =  '- 0 . 5 0 0 0 0 0 0 E + 0 0 S U M OF S Q U A R E S = 0 . 6 1 6 5 5 8 2 E + 0 0
T H E T A S'- 0 . 4 0 0 0 0 0 0 E + 0 0 S U M OF S Q U A R E S = 0 . 5 1 9 9 0 9 3 E + 0 0
T H E T A S.- 0 . 3 0 0 0 0 0 0 E + O O S U M OF S Q U A R E S = 0 . 4 4 8 7 0 5 4 E + 0 0
T H E T A S'- 0 . 2 0 0 0 0 0 0 E + O O S U M OF S Q U A R E S = 0  * 3 9 4 5 0 0 0 E + 0 0
T H E T A S'- O . I O O O O O O E + O O S U M OF S Q U A R E S = . 0 . 3 5 2 2 3 6 6 E + 0 0
T H E T A S'- 0 . 1 8 6 2 6 4 5 E - 0 8 S U M OF S Q U A R E S = 0 . 3 1 8 7 3 5 0 E + 0 0
T H E T A s O . I O O O O O O E + O O S U M OF S Q U A R E S = 0 • 2 9 1 9 5 7 8 E + 0 0
T H E T A s 0 . 2 0 0 0 0 0 0 E + 0 0 S I J M OF S Q U A R E S = 0 . 2 7 0 6 0 6 3 E + 0 0
T H E T A s 0 . 3 0 0 0 0 0 0 E + 0 0 S U M OF S Q U A R E S = 0 . 2 5 3 8 9 4 1 E + 0 0
T H E T A s 0 . 4 0 0 0 0 0 0 E + O O S U M O F S Q U A R E S = 0 . 2 4 1 4 4 7 6 E + 0 0
T H E T A S 0 . S O O O O O O E + O O S U M OF S Q U A R E S = 0 . 2 3 3 2 9 8 4 E + 0 0
T H E T A s 0 . 6O O O O O O E + O O S U M OF S Q U A R E S = 0  * 2 2 9 9 0 4 5 E + 0 0
T H E T A s 0 . 7 0 0 0 0 0 0 E + O O S U M OF S Q U A R E S ss 0 . 2 3 2 1 4 1 4 E + 0 0
T H E T A S 0 . 8 0 0 0 0 0 0 E + 0 0 S U M OF S Q U A R E S = 0 . 2 4 1 8 4 2 5 E + 0 0
T H E T A S 0 . 9 0 0 0 0 0 0 E + O O S U M OF S Q U A R E S a - 0 . 2 6 7 1 7 8 1 E + 0 0
T H E T A s 0 . 1 0 0 0 0 0 0 E + 0 1 S U M OF S Q U A R E S = 0 • 3 6 8 0 4 4 0 E + 0 0
T H E  N O .  O F  I T E R A T I O N S  3
T H E  S T A N D A R D  D E V I A T I O N  OF U 0 . 3 6 7 4 5 3 3 E - 0 2  
T H E  V A R I A N C E  O F W H I T E  N O I S E  0 . 4 5 9 7 0 6 3 E - 0 2  
T H E  T H E T A S  
0 . 6 1 2 9 6 7 8 E + 0 0  
T H E  C O V A R I A N C E  M A T R I X  
0 . 1 2 4 9 5 8 2 E - 0 1
T-1907 92.
Computer Output For North Black Slough P oo l, North Dakota
T H E T A  S U B Z E R O  
- 0 . 2 1 3 8 2 9 6 E - 0 1  
T H E  LO G  F O R C A S T S  
T H E  F O R E C A S T S  A R E  
0 » 5 2 7 6 9 9 7 E + 0 1  0 . 5 2 5 5 6 1 4 E + 0 1  
0 . 5 1 7 0 0 8 2 E + 0 1  0 . 5 1 4 8 6 9 9 E + 0 1  
0 . 5 0 6 3 1 6 7 E + 0 1  0 . 5 0 4 1 7 8 4 E + 0 1  
0 . 4 9 5 6 2 5 2 E + 0 1  0 . 4 9 3 4 8 6 9 E + 0 1  
T H E  LO W ER P R O B A B I L I T Y  L I M I T S  
0 . 5 1 4 4 1 0 6 E + 0 1  0 ♦ 5 1 1 3 1 2 9 E + 0 1  
0 . 4 9 9 4 3 8 3 E + 0 1  0 . 4 9 6 5 6 3 5 E + 0 1  
0 . 4 8 5 3 2 1 4 E + 0 1  0 . 4 8 2 5 6 3 0 E + 0 1  
0 . 4 7 1 6 8 9 7 E + 0 1  0 . 4 6 9 0 0 5 8 E + 0 1  
T H E  U P P E R  P R O B A B I L I T Y  L I M I T S  
0 . 5 4 0 9 8 8 8 E + 0 1  0 . 5 3 9 8 1 0 0 E + 0 1  
0 . 5 3 4 5 7 8 2 E + 0 1  0 . 5 3 3 1 7 6 3 E + 0 1  
0 . 5 2 7 3 1 2 1 E + 0 1  0 . 5 2 5 7 9 3 8 E + 0 1  
0 . 5 1 9 5 6 0 7 E + 0 1  0 . 5 1 7 9 6 8 1 E + 0 1  
T H E  F O R E C A S T S  A R E  
0 . 1 9 6 2 3 1 6 E + 0 3  0 . 1 9 2 1 4 6 2 E + 0 3  
0 . 1 7 6 6 3 7 6 E + 0 3  0 . 1 7 2 9 6 0 1 E + 0 3  
0 * 1 5 9 0 0 0 0 E + 0 3  0 . 1 5 5 6 8 9 8 E + 0 3  
0 ♦ 1 4 3 1 2 3 6 E + 0 3  0 . 1 4 0 1 4 3 9 E + 0 3  
T H E  LO W E R  P R O B A B I L I T Y  L I M I T S  
0 . 1 7 1 4 1 8 1 E + 0 3  0 ♦ 1 6 6 1 8 9 5 E + 0 3  
0 * 1 4 7 5 8 1 8 E + 0 3  0 . 1 4 3 3 9 9 6 E + 0 3  
0 . 1 2 8 1 5 1 6 E + 0 3  0 . 1 2 4 6 6 5 0 E + 0 3  
0 . 1 1 1 8 2 0 8 E + 0 3  0 . 1 0 8 8 5 9 4 E + 0 3  
T H E  U P P E R  P R O B A B I L I T Y  L I M I T S  
0 . 2 2 3 6 0 6 6 E + 0 3  0 . 2 2 0 9 8 6 0 E + 0 3  
0 . 2 0 9 7 2 1 7 E + 0 3  0 . 2 0 6 9 0 2 2 E + 0 3  
0 . 1 9 5 0 2 3 6 E + 0 3  0 . 1 9 2 0 8 5 0 E + 0 3  
0 • 1 8 0 4 7 7 6 E + 0 3  0 . 1 7 7 6 2 6 1 E + 0 3
0 . 5 2 3 4 2 3 1 E + 0 1  
0 . 5 1 2 7 3 1 6 E + 0 1  
0 » 5 0 2 0 4 0 1 E + 0 1  
0 . 4 9 1 3 4 8 6 E + 0 1
0 . 5 0 8 2 7 5 8 E + 0 1  
0 . 4 9 3 7 1 7 3 E + 0 1  
0 . 4 7 9 8 2 2 0 E + 0 1  
0 . 4 6 6 3 3 3 7 E + 0 1
0 . 5 3 8 5 7 0 4 E + 0 1  
0 . 5 3 1 7 4 5 9 E + 0 1  
0 . 5 2 4 2 5 8 3 E + 0 1  
0 . 5 1 6 3 6 3 6 E + 0 1
0 . 1 8 8 1 4 5 8 E + 0 3  
0 . 1 6 9 3 5 9 2 E + 0 3  
0 . 1 5 2 4 4 8 4 E + 0 3  
0 . 1 3 7 2 2 6 2 E + 0 3
0 » 1 6 1 2 1 8 0 E + 0 3  
0 . 1 3 9 3 7 5 7 E + 0 3  
0 . 1 2 1 2 9 4 3 E + 0 3  
0 . 1 0 5 9 8 9 2 E + 0 3
0 . 2 1 8 2 6 3 8 E + 0 3  
0 . 2 0 3 8 6 5 2 E + 0 3  
0 . 1 8 9 1 5 8 0 E + 0 3  
0 . 1 7 4 7 9 8 8 E + 0 3
0 • 5 2 1 2 8 4 8 E + 0 1  0 . 5 1 9 1 4 6 5 E + 0 1  
0 • 5 1 0 5 9 3 3 E + 0 1  0 . 5 0 8 4 5 5 0 E + 0 1  
0 . 4 9 9 9 0 1 8 E + 0 1  0 . 4 9 7 7 6 3 5 E + 0 1
0 ♦ 5 0 5 2 8 9 1 E + 0 1  0 . 5 0 2 3 4 5 2 E + 0 1  
0 . 4 9 0 8 9 6 5 E + 0 1  0 . 4 8 8 0 9 8 6 E + 0 1  
0 • 4 7 7 0 9 6 9 E + 0 1 0 . 4 7 4 3 8 6 5 E + 0 1
0 . 5 3 7 2 8 0 5 E + 0 1  0 . 5 3 5 9 4 7 8 E + 0 1  
0 . 5 3 0 2 9 0 1 £ + 0 1  0 . 5 2 8 8 1 1 4 E + 0 1  
0 . 5 2 2 7 0 6 8 E + 0 1  0 . 5 2 1 1 4 0 6 E + 0 1
0 * 1 8 4 2 2 8 7 E + 0 3  0 . 1 8 0 3 9 3 2 E + 0 3  
0 ♦ 1 6 5 8 3 3 2 E + 0 3  0 . 1 6 2 3 8 0 7 E + 0 3  
0 • 1 4 9 2 7 4 5 E + 0 3  0 . 1 4 6 1 6 6 7 E + 0 3
0 . 1 5 6 4 7 4 2 E + 0 3  0 . 1 5 1 9 3 4 9 E + 0 3  
0 . 1 3 5 4 9 9 1 E + 0 3  0 . 1 3 1 7 6 0 5 E + 0 3  
0 . 1 1 8 0 3 3 5 E + 0 3  0 . 1 1 4 8 7 7 3 E + 0 3
0 . 2 1 5 4 6 6 4 E + 0 3  0 . 2 1 2 6 1 3 9 E + 0 3  
0 . 2 0 0 9 1 8 9 E + 0 3  0 . 1 9 7 9 6 9 8 E + 0 3  
0 . 1 8 6 2 4 5 9 E + 0 3  0 . 1 8 3 3 5 1 6 E + 0 3
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Computer Output For Haas Madison Pool, North Dakota
0 0 5 5  6 2 7 . 3  5 8 0 . 4  5 8 4 . 7  5 9 8 . 4  5 8 2 . 6  5 5 7 . 5  5 6 8 . 4  5 6 3 . 7  5 6 0 . 0
5 5 9 . 3  5 0 3 . 6  5 3 7 . 3  5 3 6 . 3  5 3 3 . 3  5 2 3 . 5  5 1 8 . 5  4 9 6 . 0  5 0 3 . 9
5 0 4 . 6  4 9 4 . 3  4 8 8 . 4  4 7 9 . 5  4 8 0 . 9  4 9 6 . 3  5 2 1 . 4  5 0 8 . 3  4 9 1 . 5
4 9 5 . 8  4 8 8 , 5  4 7 8 . 3  4 8 2 . 7  4 6 4 . 6  4 6 5 . 9  4 6 0 . 1  4 8 1 . 0  4 4 9 . 3
4 6 4 . 4  4 6 1 . 6  4 6 0 . 7  4 8 0 . 3  4 7 2 . 6  4 4 9 . 6  4 5 6 . 6  4 4 3 . 0  4 4 4 . 4
4 3 1 . 0  4 3 3 . 9  4 2 4 . 2  4 3 4 . 0  4 2 9 . 2  4 3 3 . 3  4 2 8 . 0  4 2 9 . 2  4 1 8 . 0
4 1 3 . 5
i T H E  M E A N  I S : - 0 . 7 7 1 7 9 1 4 E - 0 2  
T H E  A U T O C O R R E L A T I O N  F U N C T I O N  ...................
- 0 . 3 6 0 - 0 . 0 3 5 - 0 . 0 4 3  0 . 0 2 1 - 0 . 0 4 3  0 . 2 3 2 - 0 . 2 5 1 - 0 . 1 2 0  0 . 1 6 3  0 . 0 4 3  
- 0 . 0 7 8  0 . 2 0 6 - 0 . 1 2 3 - 0 . 0 9 1  0 . 1 1 4  0 . 1 5 6 - 0 . 1 8 5 - 0 . 0 0 1 - 0 . 0 1 0 - 0 . 0 6 6  
0 . 1 4 5 - 0 . 0 6 3 - 0 . 1 2 4 - 0 . 0 8 6  0 . 2 8 3 - 0 . 2 4 2  0 . 1 3 8  0 . 1 0 2 - 0 . 2 2 5  0 . 0 0 9  
T H E  S T A N D A R D  E R R O R
0 . 1 3 6  0 . 1 5 3  0 . 1 5 3  0 . 1 5 3  0 . 1 5 3  0 . 1 5 3  0 . 1 6 0  0 . 1 6 7  0 . 1 6 8  0 . 1 7 1
0 . 1 7 2  0 . 1 7 2  0 . 1 7 7  0 . 1 7 8  0 . 1 7 9  0 . 1 8 1  0 . 1 8 3  0 . 1 8 6  0 . 1 8 6  0 . 1 8 6
0 . 1 8 7  0 . 1 8 9  0 . 1 8 9  0 . 1 9 1  0 , 1 9 2  0 . 1 9 9  0 . 2 0 5  0 . 2 0 6  0 . 2 0 7  0 . 2 1 2
T H E  P A R T I A L  A U T O C O R R E L A T I O N  F U N C T I O N
- 0 . 3 6 0 - 0 . 1 9 0 - 0 . 1 5 1 - 0 . 0 7 5 - 0 . 0 9 6  0 . 2 1 0 - 0 . 1 0 4 - 0 . 2 7 0 - 0 . 0 1 4  0 . 0 5 6  
- 0 . 0 5 1  0 . 1 9 5  0 . 1 4 5 - 0 . 0 6 0 - 0 . 0 5 8  0 . 2 4 0  0 . 0 5 7 - 0 . 1 4 7  0 . 0 4 6  0 . 0 3 1  
- 0 . 0 4 9 - 0 . 1 6 2 - 0 . 0 1 0 - 0 . 2 3 7 - 0 . 0 0 4 - 0 . 1 6 4 - 0 . 0 4 9  0 . 1 5 9 - 0 . 1 2 6 - 0 . 1 4 2
Computer Output For Haas Madison Pool, North Dakota
THETA =:- O , 1 0 0 0 0 0 0 E + 0 1 S U M O F S Q U A R E S = 0 . 4 5 1 4 6 1 8 E + 0 1
THETA =■- 0 . 9 0 0 0 0 0 0 E + O O S U M OF S Q U A R E S = 0 . 4 8 6 4 4 2 8 E + 0 0
THETA =•- 0 » 8 0 0 0 0 0 0 E + 0 0 S U M OF S Q U A R E S = 0 . 2 3 9 4 2 4 7 E + 0 0
THETA * • - 0 . 7 0 0 0 0 0 0 E + 0 0 S U M O F S Q U A R E S = 0 . 1 5 1 0 6 1 1 E + 0 0
THETA =•- 0 . 6 O O O O O O E +O O S U M OF S Q U A R E S = 0 . 1 1 0 9 4 3 0 E + 0 0
THETA =  ■- 0 . S O O O O O O E + O O S U M OF S Q U A R E S = 0 . 8 8 8 5 3 7 5 E - 0 1
THETA = - 0 . 4 0 0 0 0 0 0 E + 0 0 S U M OF S Q U A R E S = 0 • 7 5 0 5 0 1 6 E - 0 1
THETA = - 0 . 3 0 0 0 0 0 0 E + 0 0 5 U M OF S Q U A R E S = 0 . 6 5 6 4 3 9 7 E - 0 1
THETA =•- 0 • 2 0 0 0 0 0 0 E + 0 0 S U M OF S Q U A R E S = 0 . 5 8 8 2 4 1 7 E - 0 1
THETA = ■- 0 * lO O O O O O E + O O S U M OF S Q U A R E S = 0 . 5 3 6 5 7 8 5 E - 0 1
THETA St-- 0 . 1 8 6 2 6 4 5 E - 0 8 S U M OF S Q U A R E S = 0 . 4 9 6 2 8 3 0 E - 0 1
THETA a 0 .  lO O O O O O E + O O S U M OF S Q U A R E S = 0 . 4 6 4 3 2 4 7 E - 0 1
THETA = 0 . 2 O O O 0 O O E + O O S U M OF S Q U A R E S = 0 . 4 3 8 8 S 4 6 E - 0 1
THETA a 0 . 3 0 0 0 0 0 0 E + O O S U M OF S Q U A R E S = 0 . 4 1 8 9 5 5 2 E - 0 1
THETA a 0 . 4 0 0 0 0 0 0 E + 0 0 S U M OF S Q U A R E S = 0 . 4 0 4 1 9 8 5 E - 0 1
THETA a 0 . S O O O O O O E + O O S U M OF S Q U A R E S = 0 • 3 9 4 9 3 9 6 E - 0 1
THETA = 0 . 6 0 0 0 0 0 0 E + 0 0 S U M OF S Q U A R E S = 0 . 3 9 2 3 4 3 1 E - 0 1
THETA a 0  .S O O O O O O E + O O S U M OF S Q U A R E S a 0 . 3 9 9 3 8 0 3 E - 0 1
THETA sr 0 . 8 0 0 0 0 0 0 E + O 0 S U M OF S Q U A R E S - 0 . 4 2 5 8 4 1 5 E - 0 1
THETA = 0 . 9 0 0 0 0 0 0 E + O O S U M OF S Q U A R E S = 0 . 5 1 8 0 5 0 6 E - 0 1
THETA — 0 . 1 0 0 0 0 0 0 E + 0 1 S U M OF SQUARES a 0 * 1 6 5 5 2 4 2 E + 0 0
• _ _ __
THE NO. OF ITERATIONS 4
THE STANDARD DEVIATION OF W 0 . 1 5 1 0 1 8 5 E -0 2  
THE VARIANCE OF WHITE NOISE 0 . 7 2 6 3 4 3 0 E -0 3  
THE THETAS 
0 . 5 8 44 33 3E + 00  
THE COVARIANCE MATRIX 
0 .1 1 4 5 8 0 7 E - 0 1
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Computer Output For Haas Madison Pool, North Dakota
T H E T A  S U B Z E R O  
- 0 . 7 7 1 7 9 1 4 E - 0 2  
T H E  L O G  F O R C A S T S  
T H E  F O R E C A S T S  A R E
0 . 6 0 2 2 0 2 8 E + 0 1  0 . 6 0 1 4 3 1 0 E + 0 1  0 . 6 0 0 6 5 9 2 E + 0 1  0 . 5 9 9 8 8 7 4 E + 0 1  0 . 5 9 9 1 1 5 6 E + 0 1  
0 . 5 9 8 3 4 3 8 E + 0 1  0 . 5 9 7 5 7 2 0 E + 0 1  0 . 5 9 6 8 0 0 3 E + 0 1  0 . 5 9 6 0 2 8 5 E + 0 1  0 . 5 9 5 2 5 6 7 E + 0 1  
0 . 5 9 4 4 8 4 9 E + 0 1  0 . 5 9 3 7 1 3 1 E + 0 1  0 . 5 9 2 9 4 1 3 E + 0 1  0 . 5 9 2 1 6 9 5 E + 0 1  0 . 5 9 1 3 9 7 7 E + 0 1  
0 . 5 9 0 6 2 5 9 E + 0 1  0 . 5 8 9 8 5 4 1 E + 0 1  0 . 5 8 9 0 8 2 3 E + 0 1  0 . 5 8 8 3 1 0 6 E + 0 1  0 ♦ 5 8 7 5 3 8 8 E + 0 1  
0 . 5 8 6 7 6 7 0 E + 0 1  0 . 5 8 5 9 9 5 2 E + 0 1  0 . 5 8 5 2 2 3 4 E + 0 1  0 . 5 8 4 4 5 1 6 E + 0 1  
T H E  L O W E R  P R O B A B I L I T Y  L I M I T S  
0 . 5 9 6 9 2 0 4 E + 0 1  0 . 5 9 5 7 0 9 8 E + 0 1  0 . 5 9 4 5 3 0 5 E + 0 1  0 . 5 9 3 3 7 6 7 E + 0 1  0 . 5 9 2 2 4 4 1 E + 0 1  
0 . 5 9 1 1 2 9 5 E + 0 1  0 . 5 9 0 0 3 0 4 E + 0 1  0 . 5 8 8 9 4 5 0 E + 0 1  0 . 5 8 7 8 7 1 6 E + 0 1  0 . 5 8 6 8 0 9 0 E + 0 1  
0 . 5 8 5 7 5 6 1 E + 0 1  0 . 5 8 4 7 1 2 0 E + 0 1  0 . 5 8 3 6 7 5 8 E + 0 1  0 . 5 8 2 6 4 7 0 E + 0 1  0 . 5 8 1 6 2 5 0 E + 0 1  
0 . 5 8 0 6 0 9 2 E + 0 1  0 . 5 7 9 5 9 9 2 E + 0 1  0 . 5 7 8 5 9 4 6 E + 0 1  0 . 5 7 7 5 9 5 1 E + 0 1  0 . 5 7 6 6 0 0 3 E + 0 1  
0 . 5 7 5 6 0 9 9 E + 0 1  0 % 5 7 4 6 2 3 8 E + 0 1  0 . 5 7 3 6 4 1 6 E + 0 1  0 . 5 7 2 6 6 3 2 E + 0 1  
T H E  U P P E R  P R O B A B I L I T Y  L I M I T S  
0 ♦ 6 0 7 4 8 5 1 E + 0 1  0 . 6 0 7 1 5 2 2 E + 0 1  0 . 6 0 6 7 8 7 9 E + 0 1  0 . 6 0 6 3 9 8 2 E + 0 1  0 . 6 0 5 9 8 7 2 E + 0 1  
0 . 6 0 5 5 5 8 2 E + 0 1  0 . 6 0 5 1 1 3 7 E + 0 1  0 . 6 0 4 6 5 5 5 E + 0 1  0 . 6 0 4 1 8 5 3 E + 0 1  0 . 6 0 3 7 0 4 3 E + 0 1  
0 . 6 0 3 2 1 3 7 E + 0 1  0 . 6 0 2 7 1 4 2 E + 0 1  0 . 6 0 2 2 0 6 8 E + 0 1  0 . 6 0 1 6 9 2 0 E + 0 1  0 . 6 0 1 1 7 0 5 E + 0 1  
0 . 6 0 0 6 4 2 7 E + 0 1  0 . 6 0 0 1 0 9 1 E + 0 1  0 . 5 9 9 5 7 0 1 E + 0 1  0 . 5 9 9 0 2 6 1 E + 0 1  0 ♦ 5 9 8 4 7 7 3 E + 0 1  
0 . 5 9 7 . 9 2 4 0 E + 0 1  0 . 5 9 7 3 6 6 6 E + 0 1  0 . 5 9 6 8 0 5 2 E + 0 1  0 . 5 9 6 2 4 0 0 E + 0 1  
T H E  F O R E C A S T S  A R E
0 . 4 1 2 5 6 3 9 E + 0 3  0 . 4 0 9 4 1 7 7 E + 0 3  0 . 4 0 6 2 9 5 6 E + 0 3  0 . 4 0 3 1 9 7 3 E + 0 3  0 . 4 0 0 1 2 2 5 E + 0 3  
0 • 3 9 7 0 7 1 3 E + 0 3  0 ♦ 3 9 4 0 4 3 3 E + 0 3  0 . 3 9 1 0 3 8 4 E + 0 3  0 . 3 8 8 0 5 6 4 E + 0 3  0 . 3 8 5 0 9 7 1 E + 0 3  
0 . 3 8 2 1 6 0 4 E + 0 3  0 ♦ 3 7 9 2 4 6 1 E + 0 3  0 . 3 7 6 3 5 4 1 E + 0 3  0 . 3 7 3 4 8 4 0 E + 0 3  0 . 3 7 0 6 3 5 9 E + 0 3  
0 . 3 6 7 8 0 9 5 E + 0 3  0 . 3 6 5 0 0 4 7 E + 0 3  0 . 3 6 2 2 2 1 2 E + 0 3  0 . 3 5 9 4 5 9 0 E + 0 3  0 . 3 5 6 7 1 7 8 E + 0 3  
0 . 3 5 3 9 9 7 5 E + Q 3  0 . 3 5 1 2 9 8 0 E + 0 3  0 . 3 4 8 6 1 9 1 E + 0 3  0 . 3 4 5 9 6 0 5 E + 0 3  
T H E  LO W E R  P R O B A B I L I T Y  L I M I T S  
0 . 3 9 1 1 9 4 3 E + 0 3  0 . 3 8 6 4 8 7 0 E + 0 3  0 . 3 8 1 9 5 5 9 E + 0 3  0 . 3 7 7 5 7 4 1 E + 0 3  0 . 3 7 3 3 2 1 7 E + 0 3  
0 . 3 6 9 1 8 3 8 E + 0 3  0 ♦ 3 6 5 1 4 8 5 E + 0 3  0 . 3 6 1 2 0 6 6 E + 0 3  0 . 3 5 7 3 5 0 3 E + 0 3  0 . 3 5 3 5 7 3 1 E + 0 3  
0 . 3 4 9 8 6 9 8 E + 0 3  0 . 3 4 6 2 3 5 7 E + 0 3  0 . 3 4 2 6 6 6 7 E + 0 3  0 . 3 3 9 1 5 9 4 E + 0 3  0 . 3 3 5 7 1 0 7 E + 0 3  
0 . 3 3 2 3 1 7 8 E + 0 3  0 . 3 2 8 9 7 8 3 E + 0 3  0 . 3 2 5 6 9 0 0 E + 0 3  0 . 3 2 2 4 5 0 8 E + 0 3  0 . 3 1 9 2 5 9 0 E + 0 3  
0 . 3 1 6 1 1 2 9 E + 0 3  0 . 3 1 3 Q 1 0 9 E + 0 3  0 . 3 0 9 9 5 1 7 E + 0 3  0 . 3 0 6 9 3 3 8 E + 0 3  
T H E  U P P E R  P R O B A B I L I T Y  L I M I T S  
0 . 4 3 4 7 8 4 9 E + 0 3  0 . 4 3 3 3 3 9 7 E + 0 3  0 . 4 3 1 7 6 3 9 E + 0 3  0 ♦ 4 3 0 0 8 4 4 E 4 0 3  0 . 4 2 8 3 2 0 6 E + 0 3  
0 . 4 2 6 4 8 7 1 E + 0 3  0 . 4 2 4 5 9 5 4 E + 0 3  0 . 4 2 2 6 5 4 5 E + 0 3  0 . 4 2 0 6 7 1 7 E + 0 3  0 . 4 1 8 6 5 3 3 E + 0 3  
0 . 4 1 6 6 0 4 1 E + 0 3  0 . 4 1 4 5 2 8 7 E + 0 3  0 . 4 1 2 4 3 0 5 E + 0 3  0 . 4 1 0 3 1 2 9 E + 0 3  0 . 4 0 8 1 7 8 5 E + 0 3  
0 . 4 0 6 0 2 9 9 E + 0 3  0 . 4 0 3 8 6 9 2 E + 0 3  0 . 4 0 1 6 9 8 2 E + 0 3  0 . 3 9 9 5 i e 7 E + 0 3  0 . 3 9 7 3 3 2 2 E + 0 3  
0 . 3 9 5 1 4 0 0 E + 0 3  0 . 3 9 2 9 4 3 4 E + 0 3  0 . 3 9 0 7 4 3 6 E + 0 3  0 . 3 8 B 5 4 1 4 E + 0 3





a estimate of y-intercept
â  independant, identically distributed white noise at time t  
b defined as the reciprocal of n
A
b estimate of the slope
C constant of proportionality
sample autocovariance of lag k 
D constant fraction of decline per period of time
D. in itia l fraction of decline per period of time
h defined as the reciprocal of nD.
n power of production rate to which the decline in production is
proportional 
Np cummulative production
p order of autoregressive component of time series model
q (associated with time series) order of the moving average
component of time series model
q (associated with decline curves) production rate
qQ in itia l production rate
r^ sample autocorrelation of lag k
t  time period
t ■ in itia l time oeriodo
t f  final time period
T total number of stationary observations used in the time series
analysis
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Wt stationary observation at time t
X.. realized values of independant variables
Xt  logarithm of raw observation at time t
Y. realized values of dependant variables
A
Y. values of dependant variable predicted by the least squares line
Zt  raw observation at time t
a level of significance
e. coefficient of a. . in time series model
J J
eQ constant term in time series model
p̂  autocorrelation of lag k
<ya estimate of the variance of white noise
a
2
a variance of white noise
a
k̂k estimate of the kth partial autocorrelation 
kth partial autocorrelation 
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