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COMPACTIFICATION DES VARIE´TE´S DE DELIGNE-LUSZTIG
CE´DRIC BONNAFE´ & RAPHAE¨L ROUQUIER
Re´sume´. Nous construisons explicitement la normalisation de la compactification de Bott-
Samelson-Demazure des varie´te´s de Deligne-Lusztig X(w) dans leur reveˆtementY(w) et retrou-
vons ainsi un re´sultat de Deligne-Lusztig [DeLu, Lemma 9.13] sur la monodromie locale autour
des diviseurs de la compactification.
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Introduction
Dans [BoRo], nous avons e´tudie´ le prolongement de certains syste`mes locaux sur les varie´te´s
de Deligne-Lusztig en vue d’une application alge´brique (e´quivalence de Morita donne´e par la
de´composition de Jordan, conjecture´e par Broue´). Dans cette e´tude, nous utilisions un re´sultat
crucial de Deligne-Lusztig sur la ramification de ces syste`mes locaux [DeLu, lemme 9.13]. Une
des motivations du pre´sent travail est de fournir une alternative “explicite” au calcul local
effectue´ dans la preuve de Deligne et Lusztig.
Plus pre´cise´ment, si w est un e´le´ment du groupe de Weyl d’un groupe re´ductif connexe G
muni d’une isoge´nie F dont une puissance est un endomorphisme de Frobenius, il lui est associe´
deux varie´te´s de Deligne-Lusztig X(w) et Y(w) ainsi qu’un morphisme fini Y(w) → X(w)
faisant de X(w) un quotient de Y(w) par l’action du groupe fini TF des points rationnels
d’un tore maximal F -stable T de G (voir [DeLu, §1] : la varie´te´ Y(w) y est note´e X˜(w˙)).
Deligne et Lusztig [DeLu, lemme 9.11] ont construit une compactification lisse X(w) de X(w)
a` la Bott-Samelson-Demazure. Le but principal de cet article est de construire explicitement
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la normalisation Y(w) de X(w) dans Y(w) :
Y(w)

  // Y(w)

X(w) 

// X(w).
Une fois cette construction explicite re´alise´e, nous en de´duisons les proprie´te´s fondamentales
de Y(w) (voir le the´ore`me 1.5) permettant d’en de´duire une nouvelle preuve du lemme 9.13 de
Deligne-Lusztig [DeLu] qui de´termine la monodromie locale du reveˆtement le long d’une des
composantes de X(w) \X(w). Ce lemme est un point clef dans la preuve de Deligne-Lusztig
des conjectures de Macdonald associant une repre´sentation irre´ducible de GF a` un caracte`re
en position ge´ne´rale de TF .
Notations
Tout au long de cet article, nous fixons un groupe re´ductif connexe G de´fini sur une cloˆture
alge´brique F du corps fini a` p e´le´ments Fp, ou` p est un nombre premier. Nous supposons de
plus que G est muni d’une isoge´nie F : G→ G dont une puissance est un endomorphisme de
Frobenius de G.
Fixons un sous-groupe de Borel F -stable B deG, un tore maximal F -stable T de B et notons
U le radical unipotent de B. Notons W = NG(T)/T le groupe de Weyl de G relativement a` T,
X(T) (resp. Y (T)) le re´seau des caracte`res (resp. des sous-groupes a` un parame`tre) de T, Φ
(resp. Φ∨) le syste`me de racines (resp. coracines) de G relativement a` T, ∆ (resp. ∆∨) la base
de Φ (resp. Φ∨) associe´e a` B et Φ+ (resp. Φ
∨
+) l’unique syste`me de racines (resp. coracines)
positives contenant ∆ (resp. ∆∨).
Si α ∈ Φ, on notera α∨ sa coracine associe´e, sα ∈ W la re´flexion par rapport a` α, Uα le
sous-groupe unipotent a` un parame`tre normalise´ par T associe´ a` α, Tα∨ le sous-tore de T image
de α∨ et Gα le sous-groupe de G engendre´ par Uα et U−α.
Posons S = {sα | α ∈ ∆} et S¯ = S ∪ {1}. Nous noterons ℓ : W → N = {0, 1, 2, . . .} la
fonction longueur relativement a` S. Nous noterons B le groupe de tresses associe´ a` (W,S), de
ge´ne´rateurs {sα | α ∈ ∆}. Soit f : B → W le morphisme canonique (i.e. l’unique morphisme tel
que f(sα) = sα pour tout α ∈ ∆) et soit σ : W → B l’unique application telle que σ(sα) = sα
pour tout α ∈ ∆ et σ(vw) = σ(v)σ(w) si ℓ(vw) = ℓ(v) + ℓ(w). Cette application ve´rifie
f ◦ σ = IdW .
1. Varie´te´s de Deligne-Lusztig
Le lecteur pourra trouver dans [DiMiRo] les re´sultats ge´ne´raux sur les varie´te´s de Deligne-
Lusztig que nous utiliserons ici.
1.A. De´finition. Si n ∈ NG(T) et si gU, hU ∈ G/U, nous e´crirons gU
n hU si g−1h ∈
UnU. Si w ∈W et si gB, hB ∈ G/B, nous e´crirons gB w hB si g−1h ∈ BwB.
Si n = (n1, . . . , nr) est une suite d’e´le´ments de NG(T) et si w = (w1, . . . , wr) de´signe la suite
de leurs images respectives dans W , on pose
U(n) = {(g1U, . . . , grU, gr+1U) ∈ (G/U)
r+1 |
g1U
n1 g2U
n2 · · · nr−1 grU
nr gr+1U}
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et
B(w) = {(g1B, . . . , grB, gr+1B) ∈ (G/B)
r+1 |
g1B
w1 g2B
w2 · · · wr−1 grB
wr gr+1B}
Si t ∈ T et (g1U, . . . , grU, gr+1U) ∈ U(n), on pose
(g1U, g2U, . . . , grU, gr+1U) · t = (g1tU, g2
n1tU, . . . , gr
nr−1···n1tU, gr+1
nr···n1tU).
Il est alors facile de ve´rifier que, si g ∈ U(n), alors g · t ∈ U(n) et cela de´finit une action a`
droite de T sur U(n). De plus, le morphisme canonique G/U→ G/B induit un morphisme
pin : U(n) −→ B(w)
(g1U, . . . , grU) 7−→ (g1B, . . . , grB)
et ce dernier induit un isomorphisme
(1.1) U(n)/T
∼
→ B(w).
Posons maintenant
υn : U(n) −→ G/U×G/U
(g1U, . . . , gr+1U) 7−→ (g1U, gr+1U)
et
βw : B(w) −→ G/B×G/B
(g1B, . . . , gr+1B) 7−→ (g1B, gr+1B).
Alors le diagramme
U(n)
pin

υn
// G/U×G/U

B(w)
βw
// G/B×G/B
est commutatif (la fle`che verticale de droite e´tant la projection canonique).
Notons UF (resp. BF ) le graphe du morphisme F : G/U→ G/U (resp. F : G/B→ G/B).
Les varie´te´s de Deligne-Lusztig associe´es a` n et w sont respectivement de´finies par
Y(n) = υ−1
n
(UF ) et X(w) = β
−1
w
(BF ).
Notons toujours w : T → T la conjugaison par w1 · · ·wr. Alors le groupe T
wF agit sur Y(n)
(par restriction de l’action de T sur U(n)) et le morphisme canonique πn : Y(n) → X(w)
obtenu par restriction de pin induit un isomorphisme
(1.2) Y(n)/TwF
∼
→ X(w).
Pour finir, notons υn : Y(n)→ G/U et βw : X(w)→ G/B les premie`res projections. Alors le
diagramme
Y(n)
πn

υn
// G/U

X(w)
βw
// G/B
est commutatif (la fle`che verticale de droite e´tant la projection canonique).
Remarque 1.3 - Prolongeons l’application σ : W → B aux suites d’e´le´ments de W en posant
σ(w) = σ(w1) · · ·σ(wr). Si n
′ est une autre suite d’ele´ments de NG(T) dont la suite des images
dans W est w′, et si σ(w) = σ(w′), alors les varie´te´s B(w) et B(w′) sont canoniquement
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isomorphes et les T-varie´te´s U(n) et U(n′) sont isomorphes, ces isomorphismes rendant le
diagramme
U(n)
υn ))SSS
SS
SS
SS
SS
SS
SS
pin

∼
// U(n′)
pin′

υn′uukkkk
kk
kk
kk
kk
kk
k
G/U×G/U

B(w)
∼
//
β
w ))
SS
SS
SS
SS
SS
SS
SS
S
B(w′)
β
w′uuk
kk
kk
kk
kk
kk
kk
kk
G/B×G/B
commutatif.
De plus, TwF = Tw
′F et les TwF -varie´te´s Y(n) et Y(n′) (resp. les varie´te´s X(w) et X(w′))
sont isomorphes (resp. canoniquement isomorphes), les isomorphismes rendant le diagramme
Y(n)
υn ''PP
PP
PP
PP
PP
PP
P
πn

∼
// Y(n′)
πn′

υn′wwnnn
nn
nn
nn
nn
nn
G/U

X(w)
∼
//
βw ''PP
PP
PP
PP
PP
PP
P
X(w′)
βw′wwnnn
nn
nn
nn
nn
nn
G/B
commutatif. 
1.B. Compactification de Bott-Samelson-Demazure. Pour tout α ∈ ∆, on fixe un repre´sentant
s˙α de sα dans Gα. La remarque 1.3 montre que, dans le but de construire une compactification
des varie´te´s Y(n) et X(w), il est suffisant de travailler sous les hypothe`ses suivantes :
Hypothe`se : Nous fixons une suite (α1, . . . , αr) d’e´le´ments de ∆ et, si 1 6 i 6 r,
nous posons pour simplifier si = sαi et s˙i = s˙αi. Nous supposons de plus que
n = (s˙1, . . . , s˙r) et w = (s1, . . . , sr).
Si x = (x1, . . . , xr) et y = (y1, . . . , yr) sont deux suites d’e´le´ments de S¯ = S ∪ {1} (de meˆme
longueur), nous e´crirons x 4 y si, pour tout i ∈ {1, 2, . . . , r}, on a xi ∈ {1, yi}. On pose aussi
x˙ = (x˙1, . . . , x˙r), ou` nous choisirons toujours 1˙ = 1. Par exemple, w˙ = n et, pour simplifier
les notations, nous noterons pix, πx, υx et υx les applications pix˙, πx˙, υx˙ et υx˙, et la varie´te´
Y(x˙) sera note´e Y(x). Pour finir, on pose Ix = {1 6 i 6 r | xi = 1} et on de´finit, comme dans
[BoRo, 4.4.2],
Yw,x =
∑
i∈Ix
Z s1 · · · si−1(α
∨
i ).
Bott-Samelson et Demazure ont construit une compactification lisse B(w) de B(w):
B(w) =
∐
x 4w
B(x)
= {(g1B, . . . , gr+1B) ∈ (G/B)
r+1 | ∀ 1 6 i 6 r, g−1i gi+1 ∈ GαiB}.
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Alors B(w) est lisse, projective, irre´ductible et contient B(w) comme sous-varie´te´ ouverte
dense. Posons
β
w
: B(w) −→ G/B×G/B
(g1B, . . . , gr+1B) 7−→ (g1B, gr+1B).
Alors β
w
prolonge βw (et en fait co¨ıncide avec βx sur B(x) pour tout x 4 w). On pose alors,
suivant [DeLu, §9.10],
X(w) = β
−1
w
(BF ).
Notons que
(1.4) X(w) =
∐
x 4w
X(x).
Alors X(w) est une varie´te´ lisse, projective et contient X(w) comme sous-varie´te´ ouverte dense
[DeLu, lemme 9.11].
1.C. Normalisation. Avant de parler de la compactification de Y(n) et avant d’e´noncer le
re´sultat principal de cet article, nous aurons besoin de quelques notations. Tout d’abord, fixons
un entier naturel non nul d et une puissance q de p tels que, pour tout t ∈ T et pour tout
w ∈ W , on ait (wF )d(t) = tq. On fixe une racine primitive (q − 1)-ie`me de l’unite´ ζ dans F×.
On note encore wF : Y (T)→ Y (T) l’endomorphisme de groupes induits par l’endomorphisme
wF : T→ T et on pose
Nw : Y (T) −→ T
wF
λ 7−→ NF d/wF (λ(ζ)),
ou` NF d/wF : T → T, t 7→ t
wFt · · · (wF )
d−1
t. Rappelons que Nw est surjective et induit un
isomorphisme
Y (T)/(wF − 1)(Y (T))
∼
→ TwF .
Le morphisme πw : Y(w)→ X(w) e´tant fini, on peut de´finir la normalisationY(w) de X(w)
dansY(w) : c’est l’unique varie´te´ normale Z contenantY(w) comme sous-varie´te´ ouverte dense
et munie d’un morphisme fini πw : Z → X(w) prolongeant πw. Le morphisme πw : Y(w) →
X(w) e´tant fini, Y(w) est une varie´te´ projective. Le but de cet article est de construire
explicitement cette varie´te´ Y(w) et de de´duire de cette construction les proprie´te´s suivantes :
The´ore`me 1.5. Avec les notations pre´ce´dentes, on a :
(a) La varie´te´ Y(w) est une varie´te´ projective, normale, rationnellement lisse, de lieu sin-
gulier contenu dans
π−1
w
( ⋃
x 4 w
|Ix| > 2
X(x)
)
.
(b) La varie´te´ Y(w) est munie d’une action de TwF prolongeant l’action sur Y(w) et telle
que πw induit un isomorphisme Y(w)/T
wF ∼→ X(w).
(c) Si x 4 w, alors le stabilisateur dans TwF d’un e´le´ment de π−1
w
(X(x)) est e´gal a` Nw(Yw,x).
(d) Si x 4 w, alors il existe un morphisme canonique ix : Y(x) → π
−1
w
(X(x)) rendant le
diagramme suivant commutatif
Y(x)
ix
//
πx
##H
HH
HH
HH
HH
HH
HH
HH
HH
HH
π−1
w
(X(x))
πw

X(x)
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et induisant un isomorphisme Y(x)/Nx(Yw,x)
∼
→ π−1
w
(X(x)).
Rassemblons les constructions pre´ce´dentes dans le diagramme commutatif suivant :
(1.6)
Y(w)
iw  //
πw

Y(w)
πw

π−1
w
(X(x))? _oo

Y(x)
ix
oo
πx
{{ww
ww
ww
ww
ww
ww
ww
ww
ww
ww
X(w) 

// X(w) X(x)?
_oo
Remarque 1.7 - L’e´nonce´ (c) du the´ore`me pre´ce´dent montre que
X(x) ≃ π−1
w
(X(x))/
(
TwF/Nw(Yw,x)
)
tandis que l’e´nonce´ (d) montre que
X(x) ≃ π−1
w
(X(x))/
(
TxF/Nx(Yw,x)
)
.
Ceci n’est pas une incohe´rence car
TwF/Nw(Yw,x) ≃ T
xF/Nx(Yw,x)
d’apre`s [BoRo, proposition 4.4 (4)]. 
La section suivante est consacre´e a` la de´monstration du the´ore`me 1.5. Avant cela, montrons
que ce the´ore`me fournit une autre preuve de [DeLu, lemme 9.13]. Tout d’abord, si 1 6 i 6 r,
notons w(i) = (s1, . . . , si−1, 1, si+1, . . . , sr) 4 w. Alors
X(w) \X(w) =
r⋃
i=1
X(w(i))
et les X(w(i)) sont des diviseurs lisses a` croisements normaux.
On en de´duit alors [DeLu, Lemma 9.13]:
Corollaire 1.8. Le TwF -torseur Y(w˙) (au-dessus de X(w)) se ramifie le long de X(w(i)) de
la meˆme fac¸on que le changement de base sous s1 · · · si−1(α
∨
i ) : Gm → T du reveˆtement de Lang
T→ T, t 7→ t−1 wFt, se ramifie en 0.
2. De´monstration du the´ore`me 1.5
2.A. Premie`re re´duction. La preuve que nous proposons du the´ore`me 1.5 passe par une
construction explicite de Y(w). Cependant, pour simplifier cette construction, il convient de
remarquer qu’en raisonnant comme dans [BoRo, 6.2], on peut supposer (et nous le ferons) que
l’hypothe`se suivante est satisfaite :
Hypothe`se. Dore´navant, et ce jusqu’a` la fin de §2, nous supposerons que le
groupe de´rive´ de G est simplement connexe.
Notons que ceci implique que Gα ≃ SL2 et que α
∨ est injective pour toute racine α (en
particulier, Y (T)/Zα∨ est sans torsion).
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2.B. Fonctions bi-invariantes sur GαU. Avant de proce´der a` la construction explicite de
Y(w), nous aurons besoin de quelques re´sultats pre´liminaires sur les fonctions re´gulie`res sur
GαU invariantes par l’action de U ×U par translations a` gauche et a` droite (ici, α est une
racine simple). Commenc¸ons par e´tudier le cas du groupe SL2.
Notons
ϕ : SL2 −→ F(
a b
c d
)
7−→ c
et notons U2 le sous-groupe de SL2 forme´ des matrices unipotentes triangulaires supe´rieures. Il
est alors facile de ve´rifier que ϕ est invariante par l’action deU2×U2 sur SL2 (par translations a`
gauche et a` droite). En fait, en notant B2 le sous-groupe des matrices triangulaires supe´rieures
de SL2, on a :
Proposition 2.1. Soient g ∈ SL2, z ∈ F
×, t = diag(z, z−1) et s =
(
0 −1
1 0
)
. Alors :
(a) F[SL2]
U2×U2 = F[ϕ].
(b) ϕ(tg) = z−1ϕ(g) et ϕ(gt) = zϕ(g).
(c) ϕ(t−1gst) = ϕ(g).
(d) On a ϕ(g) = 0 si et seulement si g ∈ B2.
(e) On a ϕ(g) = 1 si et seulement si g ∈ U2sU2.
De´monstration. (a) Soit ψ ∈ F[SL2]
U2×U2 . Il existe un unique polynoˆme P ∈ F[T ] tel que,
pour tout c ∈ F, ψ
(
1 0
c 1
)
= P (c). Alors ψ − P (ϕ) est une fonction (U2 ×U2)-invariante sur
SL2(F) et nulle sur
sU2. Par conse´quent, elle est nulle sur U2
sU2U2 : or, cet ensemble est
dense dans SL2(F), donc ψ − P (ϕ) = 0.
(b), (c) (d) et (e) de´coulent de calculs e´le´mentaires. 
Revenons aux groupes GαU. Fixons une racine simple α ∈ ∆. Choisissons un isomorphisme
ℵα : SL2
∼
→ Gα de sorte que
ℵα(U2) = Uα, ℵα(s) = s˙α, et ℵα
(
z 0
0 z−1
)
= α∨(z)
pour tout z ∈ F×. Notons U∗α le sous-groupe de U engendre´ par la famille (Uβ)β∈Φ+\{α}. On a
alors GαU = GαU
∗
α = Gα⋉U
∗
α. On note τα : Gα⋉U
∗
α → Gα la projection naturelle. Notons
pour finir ϕα la composition ϕ ◦ ℵ
−1
α ◦ τα : GαU −→ F, de sorte que le diagramme
GαU
τα
//
ϕα
((Q
QQ
QQ
QQ
QQ
QQ
QQ
QQ
QQ
QQ
QQ
QQ
QQ
QQ
QQ
QQ
Gα
ℵ−1α
// SL2
ϕ

F
soit commutatif. Le morphisme ϕα de´finit une fonction re´gulie`re sur GαU. Notons de plus que
(2.2) ϕα(s˙α) = 1,
car ϕ(s) = 1.
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Proposition 2.3. Soient g ∈ GαU, u, v ∈ U, t ∈ T et z ∈ F
×. Alors
(a) ϕα(ugv) = ϕα(g).
(b) ϕα(gα
∨(z)) = zϕα(g) et ϕα(α
∨(z)g) = z−1ϕα(g).
(c) t−1g sαt ∈ GαU et ϕα(t
−1g sαt) = ϕ(g).
(d) ϕα(g) = 0 si et seulement si g ∈ B (c’est-a`-dire si et seulement si g ∈ Tα∨U =
B ∩GαU).
(e) ϕα(g) = 1 si et seulement si g ∈ Us˙αU.
De´monstration. Les assertions (a), (b), (d) et (e) de´coulent facilement de la proposition 2.1
et du fait que U∗α est normalise´ par U et Gα. Seul le (c) ne´cessite un commentaire. Tout
d’abord, comme T est engendre´ par Kerα et Tα∨ , il suffit de montrer le re´sultat dans les deux
cas suivants : α(t) = 1 ou t = α∨(z), z ∈ F×. Le deuxie`me cas se traite imme´diatement par la
proposition 2.1. Dans le premier cas, on remarque que t commute avec Gα (et donc
sαt = t)
et, comme il normalise U∗α, on a τα(t
−1g sαt) = τα(g). 
2.C. Construction de la varie´te´ Y(w) : premie`re e´tape. Posons pour commencer
U˜(w) = {(g1U, . . . , gr+1U) ∈ (G/U)
r+1 | ∀ 1 6 i 6 r, g−1i gi+1 ∈ GαiU}
et notons
p˜iw : U˜(w) −→ B(w)
l’application canonique. La varie´te´ U˜(w) est irre´ductible, quasi-affine, lisse et de dimension
2r + dimG/U.
Nous de´finissons
ϕw : U˜(w) −→ A
r
(g1U, . . . , gr+1U) 7−→
(
ϕα1(g
−1
1 g2), . . . , ϕαr(g
−1
r gr+1)
)
.
D’apre`s la proposition 2.3 (a), l’application ϕw est bien de´finie et est un morphisme de varie´te´s.
Fixons maintenant un r-uplet d’entiers naturels non nuls d = (d1, . . . , dr), notons fd : A
r → Ar,
(ξ1, . . . , ξr) 7→ (ξ
d1
1 , . . . , ξ
dr
r ) et posons
U˜d(w) = {(g, ξ) ∈ U˜(w)×A
r | ϕw(g) = fd(ξ)}.
Proposition 2.4. La varie´te´ U˜d(w) est lisse, de dimension 2r + dimG/U.
De´monstration. Si α ∈ ∆ et d ∈ N∗, posons
Uα,d = {(g, ξ) ∈ GαU/U×A
1 | ϕα(g) = ξ
d}.
Les isomorphismes ℵ−1α : Gα
∼
→ SL2 et SL2/U2
∼
→ A2 \ {(0, 0)},
(
a b
c d
)
7→ (a, c) induisent un
isomorphisme GαU/U
∼
→ A2 \ {(0, 0)} et finalement
Uα,d
∼
→ {(x, y, ξ) ∈ A3 | (x, y) 6= (0, 0) et y = ξd} ≃ A2 \ {(0, 0)}.
En particulier, Uα,d est lisse.
Soient wi = (s1, . . . , si) et di = (d1, . . . , di). On dispose d’une suite de morphismes canon-
iques
U˜d(w) = U˜dr(wr) −→ U˜dr−1(wr−1) −→ · · · −→ U˜dr(wr) −→ G/U
(consistant a` chaque e´tape a` oublier le dernier terme de g et ξ) qui sont des fibrations successives
de fibres successivement isomorphes a` des varie´te´s de la forme Uα,d, donc lisses. La lissite´ de
U˜d(w) s’en de´duit. 
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2.D. Construction de la varie´te´ Y(w) : deuxie`me e´tape. Si 1 6 i 6 r, il existe un unique
λi ∈ Y (T) et un unique mi ∈ Z ve´rifiant les trois proprie´te´s suivantes :

λi −wF (λi) = mi s1 · · · si−1(α
∨
i ),
mi > 0,
Y (T)/Zλi est sans torsion.
Ceci de´coule de l’injectivite´ de IdY (T)−wF et du fait que Y (T)/Zα
∨
i est sans torsion.
Remarque 2.5 - Les mi ne sont pas divisibles par p car l’e´galite´ qui les de´finit implique que
(2.6) miNF d/wF (s1 · · · si−1(α
∨
i )) = (q − 1)λi,
donc
(2.7) mi divise q − 1,
car Y (T)/Zλi est sans torsion. 
Posons alors m = (m1, . . . , mr) et
Y˜(w) = {(g; ξ) ∈ U˜m(w) | υm(g) ∈ UF}.
En d’autres termes, Y˜(w) est forme´e des e´le´ments (g1U, . . . , gr+1U; ξ1, . . . , ξr) ∈ (G/U)
r+1×Ar
tels que
(2.8)
{
∀ i ∈ {1, 2, . . . , r}, g−1i gi+1 ∈ GαiU et ϕαi(g
−1
i gi+1) = ξ
mi
i ;
gr+1U = F (g1)U.
Le morphisme υm : U˜m(w)→ G/U×G/U est e´quivariant pour l’action diagonale de G et
on de´duit de [DeLu, page 151] que
(2.9) Y˜(w) est lisse, purement de dimension 2r.
Notons
π˜w : Y˜(w) −→ X(w)
(g, ξ) 7−→ π˜w(g).
Nous allons maintenant construire une action a` droite de TwF × (Gm)
r sur Y˜(w). Tout
d’abord posons, pour tout z = (z1, . . . , zr) ∈ (Gm)
r,{
γ1(z) = λ1(z1) · · ·λr(zr)
γi+1(z) =
siγi(z)α
∨
i (z
mi
i ), pour i ∈ {1, 2, . . . , r}.
Alors
(2.10) F (γ1(z)) = γr+1(z).
De´monstration. En effet,
γr+1(z) =
w−1γ1(z)
sr···s2α∨1 (z
m1
1 )
sr···s3α∨2 (z
m2
2 ) · · · α
∨
r (z
mr
r )
et donc
wFγ1(z)
−1 wγr+1(z) =
(
λ1(z1) · · ·λr(zr)
)
wF
(
λ1(z1) · · ·λr(zr)
)−1
×
× α∨1 (z
−m1
1 )
s1α∨2 (z
−m2
2 ) · · ·
s1···sr−1α∨r (z
−mr
r ) = 1,
la dernie`re e´galite´ de´coulant de la de´finition des λi. 
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Si z = (z1, . . . , zr) ∈ (Gm)
r, si t ∈ TwF et si (g1U, . . . , grU, F (g1)U; ξ1, . . . , ξr) ∈ Y˜(w), on
pose
(g1U, . . . , grU, F (g1)U; ξ1, . . . , ξr) ∗ z =
(g1γ1(z)U, . . . , grγr(z)U, F (g1)γr+1(z)U; z1ξ1, . . . , zrξr)
et
(g1U, . . . , grU, F (g1)U; ξ1, . . . , ξr) ∗ t =
(g1tU, g2
s1tU, . . . , gr
sr−1···s1tU, F (g1)
sr···s1tU; ξ1, . . . , ξr).
Proposition 2.11. Les formules ci-dessus de´finissent une action de TwF×(Gm)
r sur la varie´te´
Y˜(w). De plus, le morphisme π˜w : Y˜(w) → X(w) induit un isomorphisme Y˜(w)/(T
wF ×
(Gm)
r)
∼
→ X(w).
De´monstration. Montrons que l’on a bien de´fini une action. Soient (g; ξ) ∈ Y˜(w), t ∈ TwF et
z ∈ (Gm)
r. Il suffit de montrer que (g; ξ) ∗ t et (g; ξ) ∗ z appartiennent a` Y˜(w) (les axiomes
des actions de groupes sont clairement ve´rifie´s). E´crivons
g = (g1U, . . . , gr+1U), ξ = (ξ1, . . . , ξr) et z = (z1, . . . , zr).
Commenc¸ons par montrer que (g; ξ) ∗ t ∈ Y˜(w). Posons pour simplifier ti =
si−1···s1t. On a
alors
(giti)
−1(gi+1ti+1) = t
−1
i (g
−1
i gi+1)
siti
et donc, d’apre`s la proposition 2.3 (c), on a (giti)
−1(gi+1ti+1) ∈ GαiU et
ϕαi
(
(giti)
−1(gi+1ti+1)
)
= ϕαi(g
−1
i gi+1) = ξ
mi
i .
D’autre part, puisque t ∈ TwF , on a F (g1t1)U = gr+1
FtU = gr+1
w−1tU = gr+1tr+1U. Donc
(g; ξ) ∗ t ∈ Y˜(w).
Montrons maintenant que (g; ξ) ∗ z ∈ Y˜(w). D’une part, on a
(giγi(z))
−1(gi+1γi+1(z)) = γi(z)
−1(g−1i gi+1)
siγi(z)α
∨
i (z
mi
i ),
donc (giγi(z))
−1(gi+1γi+1(z)) ∈ GαiU et son image par ϕαi est z
mi
i ϕαi(g
−1
i gi+1) = (ziξi)
mi (voir
la proposition 2.3 (b) et (c)). D’autre part, gr+1γr+1(z)U = F (g1γ1(z))U d’apre`s 2.10. Donc
(g; ξ) ∗ z ∈ Y˜(w).
Il nous reste a` montrer la dernie`re assertion de la proposition. Tout d’abord, il est clair que
les (TwF × (Gm)
r)-orbites sont contenues dans les fibres de π˜w. Re´ciproquement, montrons
que les fibres de π˜w sont des orbites. Soient donc (g; ξ) et (g
′; ξ′) deux e´le´ments de Y˜(w) tels
que π˜w(g; ξ) = π˜w(g
′; ξ′). E´crivons
g = (g1U, . . . , gr+1U), ξ = (ξ1, . . . , ξr),
g′ = (g′1U, . . . , g
′
r+1U) et ξ
′ = (ξ′1, . . . , ξ
′
r).
Par hypothe`se, il existe ti ∈ T tels que g
′
iU = gitiU. Mais, puisque g
′−1
i g
′
i+1 et g
−1
i gi+1
appartiennent a` GαiU, cela montre que t
−1
i ti+1 appartient a` Tα∨i , ou encore que
sit−1i ti+1
appartient a` Tα∨
i
. Soit donc zi ∈ Gm tel que ti+1 =
siti α
∨
i (z
mi
i ). Posons z = (z1, . . . , zr).
Alors, quitte a` remplacer (g; ξ) par (g; ξ) ∗ z, et quitte a` multiplier zi par une racine mi-ie`me
de l’unite´, on peut supposer que ξ = ξ′ et ti+1 =
siti. Mais alors, le fait que gr+1U = F (g1)U
et g′r+1U = F (g
′
1)U impose que tr+1 = F (t1), et donc que t ∈ T
wF . Par conse´quent, (g′; ξ′) =
(g; ξ) ∗ t.
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Les varie´te´s Y˜(w) et X(w) e´tant lisses et les fibres de π˜w e´tant des (T
wF × (Gm)
r)-orbites,
il suffit maintenant de montrer que π˜w est se´parable [Bor, proposition 6.6]. Pour cela, notons
Π(ξ) = ξ1 · · · ξr si (ξ1, . . . , ξr) ∈ A
r et posons
Y˜∅(w) = {(g; ξ) ∈ Y˜(w) | Π(ξ) 6= 0}.
Notons ι˜w : Y(w) → Y˜(w), g 7→ (g; 1, . . . , 1). Le fait que ι˜w(g) ∈ Y˜(w) de´coule de ce que
ϕαi(si) = 1 d’apre`s 2.2. Alors Y˜∅(w) est un ouvert de Y˜(w) contenant ι˜w(Y(w)) et son image
par π˜w est X(w) (voir la proposition 2.3 (d)). Le morphisme Y(w)→ X(w) e´tant se´parable,
il suffit de remarquer que l’application
Y(w)× (Gm)
r −→ Y˜∅(w)
(g, z) 7−→ ι˜w(g) ∗ z
est un isomorphisme de varie´te´s : cela vient du fait que, si g ∈ (G/U)r+1 est tel que (g; 1, . . . , 1) ∈
Y˜(w), alors g ∈ Y(w) d’apre`s la proposition 2.3 (e). 
On a donc un diagramme commutatif, ou` les fle`ches verticales sont des morphismes quotients
par les actions des groupes indique´s:
Y˜∅(w)
  ouvert //
(Gm)r

Y˜(w)
T
wF×(Gm)r

Y(w)
T
wF

X(w) 

ouvert
// X(w)
Si I est une partie de {1, 2, . . . , r}, on pose
Y˜I(w) = {(g; ξ1, . . . , ξr) ∈ Y˜(w) | ∀ i ∈ {1, 2, . . . , r}, i ∈ I ⇐⇒ ξi = 0}
et
HI = {z = (z1, . . . , zr) ∈ (Gm)
r | γ1(z) = · · · = γr+1(z) = 1 et ∀ i 6∈ I, zi = 1}.
Alors Y˜I(w) est une sous-varie´te´ localement ferme´e de Y˜(w), stable par l’action de T
wF ×
(Gm)
r, et
(2.12) le stabilisateur d’un e´le´ment de Y˜I(w) dans (Gm)
r est e´gal a` HI .
D’autre part, il re´sulte facilement de la proposition 2.3 (d) que, si x 4 w, alors
(2.13) π˜−1
w
(X(x)) = Y˜Ix(w).
En particulier, on a une partition en sous-varie´te´s localement ferme´es
(2.14) Y˜(w) =
∐
I⊂{1,2,...,r}
Y˜I(w).
Proposition 2.15. Soit I une partie de {1, 2, . . . , r}. Alors :
(a) HI est un groupe fini, contenu dans H{1,2,...,r}.
(b) Si |I| 6 1, alors HI = 1.
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De´monstration. (a) Il est tout d’abord e´vident que HI est contenu dans H{1,2,...,r}. Il suffit
donc de montrer que ce dernier est fini. Or, si z = (z1, . . . , zr) ∈ H{1,2,...,r}, alors puisque
γi(z) = γi+1(z) = 1, il re´sulte de la de´finition des γi que α
∨
i (z
mi
i ) = 1. Puisque α
∨
i est injectif
(car Gαi ≃ SL2), on en de´duit que zi est une racine mi-ie`me de l’unite´. D’ou` le re´sultat.
(b) Si I = ∅, alors HI = 1 par de´finition. Si I = {i} et si z = (z1, . . . , zr) ∈ HI , alors
z1 = · · · = zi−1 = zi+1 = · · · = zr = 1. Mais de plus γ1(z) = 1, ce qui implique que λi(zi) = 1.
Donc zi = 1 car, puisque Y (T)/Zλi est sans torsion, le morphisme λi : Gm → T est injectif. 
Posons maintenant
Y(w) = Y˜(w)/(Gm)
r,
notons projw : Y˜(w) → Y(w) la projection canonique et notons πw : Y(w) → X(w) le
morphisme de varie´te´s induit par π˜w. Si I ⊂ {1, 2, . . . , r}, on note ξI la fonction caracte´ristique
du comple´mentaire de I, que l’on voit comme un e´le´ment de Ar. On pose aussi YI(w) =
Y˜I(w)/(Gm)
r ⊂ Y(w). On a bien suˆr
Y(w) =
∐
I⊂{1,2,...,r}
YI(w).
Soit x 4 w. Comme dans la preuve de la proposition 2.11, on montre qu’on a un morphisme
bien de´fini
Y(x)× (Gm)
r/HIx → Y˜Ix(w)
(g, z) 7→ (g, ξIx) ∗ z
et que c’est un isomorphisme. En particulier, Y˜Ix(w) est lisse.
On de´finit alors
ix : Y(x) −→ YIx(w)
g 7−→ proj
w
(g, ξIx).
Il est clair que
(2.16) π−1
w
(X(x)) = YIx(w).
Le morphisme canonique Y˜Ix(w)→ YIx(w) est le quotient par l’action libre de (Gm)
r/HIx et
Y˜Ix(w) est lisse, donc YIx(w) est lisse.
Nous allons montrer que Y(w) est la normalisation de X(w) dans Y(w) et que les e´nonce´s
(a), (b), (c) et (d) du the´ore`me 1.5 sont ve´rifie´s.
2.E. Fin de la de´monstration. Dans la preuve de la proposition 2.11, il a e´te´ remarque´ que
l’application
Y(w)× (Gm)
r −→ Y˜∅(w)
(g, z) 7−→ ι˜w(g) ∗ z
est un isomorphisme de varie´te´s. Cela montre que iw : Y(w) → Y(w) est une immersion
ouverte, d’image Y∅(w) = π
−1
w
(X(w)). On a donc un diagramme commutatif
Y(w)
πw

iw  // Y(w)
πw

X(w) 

// X(w).
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D’autre part, par construction, iw est T
wF -e´quivariant et il re´sulte de la proposition 2.11 que
πw induit un isomorphisme de varie´te´s
(2.17) Y(w)/TwF
∼
→ X(w).
D’autre part, posons H = H{1,2,...,r}. Alors Y˜(w)/H est une varie´te´ normale et rationnellement
lisse (car Y˜(w) est lisse et H est fini) et le groupe (Gm)
r/H agit librement sur Y˜(w)/H . Donc
(2.18) Y(w) est une varie´te´ normale et rationnellement lisse
et
(2.19) le morphisme πw est un morphisme fini.
Par conse´quent, Y(w) est bien la normalisation de X(w) dans Y(w).
Preuve du (a). Puisque πw est un morphisme fini (voir 2.19), c’est un morphisme projectif. La
varie´te´ X(w) e´tant projective, Y(w) est aussi projective.
Le morphisme canonique Y˜(w)/H{1,...,r} → Y(w) est lisse et la description du lieu singulier
de Y(w) se rame`ne donc au cas de la varie´te´ Y˜(w)/H{1,...,r}. Puisque H{1,...,r} agit librement
sur
∐
|I| 6 1 Y˜I(w) (proposition 2.15 (b)), on obtient la dernie`re assertion de (a).
Remarque - Le lieu de ramification du morphisme quotient Y˜(w) → Y˜(w)/H{1,...,r} est de
codimension > 1. La varie´te´ Y˜(w) est lisse, donc le the´ore`me de purete´ du lieu de ramifi-
cation [SGA1, X, The´ore`me 3.1] montre que le lieu singulier de Y˜(w)/H{1,...,r} est l’image de∐
|HI |>1
Y˜I(w). Par conse´quent, le lieu singulier de Y(w) est
∐
|HI |>1
YI(w).
Preuve du (b). Cela a e´te´ de´montre´ dans 2.17.
Preuve du (c). Soit t ∈ TwF et soit x 4 w. Alors t stabilise un e´le´ment de π−1
w
(X(x)) si et
seulement si il existe z = (z1, . . . , zr) ∈ (Gm)
r tel que, pour tout i ∈ {1, 2, . . . , r}, on ait
γi(z) =
si−1···s1t pour tout i et zi = 1 pour i6∈Ix.
Si tel est le cas, on a zmii = 1 pour tout i et t = λ1(z1) · · ·λr(zr). D’apre`s 2.7, il existe donc
ei ∈ Z tel que zi = (ζ
(q−1)/mi)ei , donc
t = Nw
(∑
i∈Ix
ei s1 · · · si−1(α
∨
i )
)
d’apre`s 2.6. Donc t ∈ Nw(Yw,x). La re´ciproque se montre de fac¸on analogue.
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Preuve du (d). Soit x 4 w. On a construit un morphisme canonique ix : Y(x) → π
−1
w
(X(x)).
Tout d’abord, il est est e´vident que ix est surjective : cela re´sulte du fait suivant : si (g; ξ) ∈
Y˜(w) et si x 4 w, alors ξ = ξIx si et seulement si g ∈ Y(x) (voir la proposition 2.3 (e)).
De plus, puisque πx
w
◦ ix = πx (ou` π
x
w
de´signe la restriction de πw a` π
−1
w
(X(x)) → X(x)), le
morphisme ix est se´parable. Les varie´te´s Y(x) et π
−1
w
(X(x)) e´tant lisses, il suffit de montrer
que les fibres de ix sont les Nx(Yw,x)-orbites.
E´crivons x = (x1, . . . , xr), ou` xi ∈ {1, si} pour tout i. Comme π
x
w
◦ ix = πx, les fibres de
(πx
w
)−1 sont contenues dans des TxF -orbites. Soit t ∈ TxF et soit g ∈ Y(x). Alors ix(g · t) =
ix(g) si et seulement si il existe z = (z1, . . . , zr) dans (Gm)
r tel que
(∗)
{
∀ 1 6 i 6 r + 1, xi−1···x1t = γi(z),
∀ i 6∈ Ix, zi = 1.
Posons, comme dans [BoRo, §4.4.3],
Sw,x = {(a1, . . . , ar+1) ∈ T
r+1 | ar+1 = F (a1),
∀ i6∈Ix, ai+1 =
xiai et ∀ i ∈ Ix, a
−1
i ai+1 ∈ Tα∨i }.
Alors
Sw,x = {(a1, . . . , ar+1) ∈ T
r+1 | ar+1 = F (a1),
∀ i6∈Ix, ai+1 =
xiai et ∀ i ∈ Ix,
xia−1i ai+1 ∈ Tα∨i }
et donc l’application
µx : T
xF −→ Sw,x
t 7−→ (t, x1t, . . . , xr−1···x1t, xr ···x1t)
est bien de´finie (et est un morphisme de groupes injectif). D’autre part, si Rx est l’ensemble
des (z1, . . . , zr) ∈ (Gm)
r tels que zi = 1 si i 6∈ Ix, alors l’application
γx : Rx −→ Sw,x
z 7−→ (γ1(z), . . . , γr+1(z))
est un morphisme de groupes qui est bien de´fini et dont il est facile de ve´rifier que le noyau est
fini (c’est HIx). Donc son image est de dimension |Ix|, ce qui est aussi la dimension de Sw,x
(voir [BoRo, page 17]). Donc
S◦
w,x = Im(γx).
Mais la condition (∗) est e´quivalente a` dire que µx(t) ∈ Im(γx). Le re´sultat de´coule alors de
[BoRo, proposition 4.11 (4)]. La preuve du the´ore`me 1.5 est comple`te.
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