Abstract. Energy balance models (EBM) are highly simplified systems of the climate system. The global temperature is calculated by the radiation budget through the incoming energy from the Sun and the outgoing energy from the Earth. The argument that the temperature can be calculated by the simple radiation budget is revisited. The underlying assumption for a realistic temperature distribution is explored: One has to assume a moderate diurnal cycle due to the large heat capacity and the fast rotation of the Earth. Interestingly, the global mean in the revised EBM is very close to the originally proposed value.
Pioneering work has been done by North (North, 1975a, b; 1981; ) and these models were applied subsequently (e.g., Ghil, 1976; Su and Hsieh, 1976; Ghil and Childress, 1987; Short et al., 1991; Stocker et al., 1992) . Later the EMBs were equipped by the hydrological cycle (Chen et al., 1995; Lohmann et al., 1996; Fanning and Weaver ,1996; Lohmann and Gerdes, 1998) to study the feedbacks in the atmosphere-ocean-sea ice system. One of the most useful examples of a simple, but powerful, model is the one-/zero-dimensional energy balance model. As a starting point, a zero-dimensional model of the 5 radiative equilibrium of the Earth is introduced (Fig. 1) (1 − α)SπR 
Solving for the temperature,
Since the use of the effective emissivity in (1) already accounts for the greenhouse effect we gain an average Earth temperature of 288 K (15
• C), very close to the global temperature observations/reconstructions (Hansen et al., 2011) at 14
• C for . Interestingly, (3) does not contain parameters like the heat capacity of the planet. We will explore that this is essential for the temperature of the Earth's climate system.
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A closer look onto the spatial distribution
Let us have a closer look onto (1). The local radiative equilibrium of the Earth is
where ϕ and Θ are the latitude and longitute, respectively. Integration over the Earth surface is
giving a similar formula as (3) with the definition for the average T 4 .
What we really want is the mean of the temperature T . Therefore, we take the fourth root of (4):
If we calculate the zonal mean of (6) by integration at the latitudinal cycles we have
2.700
as a function on latitude (Fig. 2) . When we integrate this over the latitudes, we obtain
Therefore, T = 163K is a factor 0.566 lower than 288 K as stated at (1). The standard EBM in Fig. 1 has imprinted into our thoughts and lectures. We should therefore be careful and pinpoint the reasons for the failure.
What happens here is that the heat capacity of the Earth is neglected. During night, the temperature is very low and there is a strong non-linearity of the outgoing radiation. Furthermore, the Earth is a rapidly rotating object. Equation (6) can be better 15 used for objects like the Moon or Mercury (Vasavada et al., 1999) as slowly rotating bodies without significant heat capacity.
3 The heat capacity and fast rotating body
The energy balance shall take the heat capacity into account:
with C p representing the heat capacity multiplied with the depth of the atmosphere-ocean layer (C p is in the order of 10 7 −
). If we consider the zonal mean and averaged over the diurnal cycle, we can assume that the heat capacity is mainly given by the ocean. Observational evidence is that the diurnal variation of the ocean surface is in the order of 0.5-3 K
with highest values at favorable conditions of high insolation and low winds (Stommel, 1969; Anderson et al., 1996; Kawai and Kawamura, 2002; Stuart-Menteth, et al. 2003; Ward, 2006) . A significant heat capacity damping the surface temperatures are furthermore found over ice and soil. The atmospheric circulation provides an efficient way to propagate heat along latitudes which is ignored and is a second order effect (not shown). The energy balance (9) is integrated over the longitude and over the dayT
and therefore
giving the equilibrium solutioñ
shown in Fig. 2 as the read line with the meañ
Therefore,T = 285 ≈ 288 K, very similar as in (1). A numerical solution of (9) is shown as the brownish dashed line in Fig. 2 where the diurnal cycle has been taken into account and C p = C a p has been chosen as the atmospheric heat capacity
which is the specific heat at constant pressure c p times the total mass p s /g. p s is the surface pressure and g the gravity. The temperature T is 286 K, again close to 288 K.
10
The effect of heat capacity is systematically analyzed in Fig. 3 . The temperatures are relative insensitive for a wide range of C p . We find a severe drop in temperatures for heat capacities below 0.01 of the atmospheric heat capacity C a p . We find furthermore a pronounced temperature drop during night for low values of heat capacities and for long days (e.g. 240 h instead of 24 h) affecting the zonal temperatures (4.5 K colder at the equator). It is an interesting thought experiment what would happen if the length of the daylight/night would change. The analysis shows that the effective heat capacity is of 15 great importance for the temperature, this depends on the atmospheric planetary boundary layer (how well-mixed with small gradients in the vertical) and the depth of the mixed layer in the ocean. To make a rough estimate of the involved mixed layer, one can see that the effective heat capacity of the ocean is time-scale dependent. A diffusive heat flux goes down the gradient of temperature and the convergence of this heat flux drives a ocean temperature tendency:
, and C o p the oceanic heat capacity relevant on the specific time scale. The vertical eddy diffusivity k v can be estimated from climatological hydrographic data (Olbers et al., 1985; Munk and Wunsch, 1998) depending on depth and region. A scale analysis of (13) yields a characteristic depth scale h T through
For the diurnal cycle h T is less that half a meter and the heat capacity generally less than that of the atmosphere. As pointed out by Schwartz (2007) , the effective heat capacity that reflects only that portion of the global heat capacity that is coupled to the perturbation on the timescale of the perturbation. We discuss the sensitivity of the system with respect to k v later in the context of a full circulation model.
Meridional temperature gradients 15
Equation (10) shall be the starting point for further investigations. One can easily include the meriodional heat transport by diffusion which has been previously used in one-dimensional EBMs (e.g. Adem, 1965; Sellers, 1969; Budyko, 1969; North, 1975a,b) . In the following we will drop the tilde sign. Using a diffusion coefficient k, the meridional heat transport across a latitude is HT = −k∇T . One can solve the EBM
20 numerically. The boundary condition is that the HT at the poles vanish. The values of k are in the range of earlier studies (North, 1975a,b; Stocker et al., 1992; Chen et al., 1995; Lohmann et al., 1996) . Fig. 4 shows the equilibrium solutions of (15) using different values of k (solid lines). The global mean temperature is not affected by the transport term because of the boundary condition with zero heat transport at the poles. The same is true if we introduce zonal transports because of the cyclic boundary condition in θ−direction.
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Until now, we assumed that the Earth's axis of rotation were vertical with respect to the path of its orbit around the Sun.
Instead Earth's axis is tilted off vertical by about 23.5 degrees. As the Earth orbits the Sun, the tilt causes one hemisphere to receive more direct sunlight and to have longer days. This is a redistribution of heat with more solar insolation at the poles and less at the equator (formally it could be associated to an enhanced meridional heat transport HT). The resulting temperature is shown as the dotted blue line in Fig. 4 . A spatially constant temperature in (1) can be formally seen as a system with infinite Fig. 4 ).
The global mean temperatures are not affected by the tilt and the values are identical to the one calculated in (12). This is true even if we calculate the seasonal cycle (Berger and Loutre 1991; 1997; Laepple and Lohmann 2009 ). However, if we include non-linearities such as the ice-albedo feedback (α as a function of T), the global mean value is changing (Budyko, 1969; Sellers, 1969; North et al., 1975a, b) , cf. the dashed blue line in Fig. 4 . Such model can be improved by including an explicit spatial pattern with a seasonal cycle to study the long-term effects of climate to external forcing (Adem, 1981; North et 5 al., 1983) or by adding noise mimicking the effect of short-term features on the long-term climate (Hasselmann, 1976; Lemke, 1977; Lohmann, 2018) .
As a logical next step, let us now include an explicit seasonal cycle into the EBM:
with S(ϕ, t) being calculated daily (Berger and Loutre, 1991; 1997) . Eq. (16) is calculated numerically for fixed diffusion 10 coefficient k = 1.5 · 10 6 m 2 /s under present orbital conditions. Fig. 5 indicates that the temperature gradient is getting flatter for large heat capacities. Furthermore, the mean temperature is affected by the choice of C p . In the case of large heat capacity at high latitudes (for latitudes polewards of ϕ = 50
• ) and moderate elsewhere, we observe strong warming at high latitudes with moderate warming at low latitudes (dashed curve). This again indicates that we cannot neglect the time-dependent left hand side in the energy balance equations, both for the diurnal (9) as well as the seasonal (16) is equivalent to a greenhouse gas forcing of more than quadrupling the CO 2 concentration in the atmosphere.
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5 Meridional temperature gradient in a complex model Energy balance models have been used to diagose the temperatures on the Earth when applying complex circulation models (e.g., Knorr et al. 2011) or data (e.g., Köhler et al., 2010; van der Heydt et al., 2016; Stap et al., 2018) . For the past, a strong warming at high latitudes is reconstructed for the Pliocene, Miocene, Eocene periods (Markwick, 1994; Wolfe, 1994; Sloan and Rea, 1996; Huber et al., 2000; Shellito et al., 2003; Tripati et al., 2003; Mosbrugger et al., 2005; Utescher and Mosbrugger, 25 2007). In the following this period is called Paleogene/Neogene, which covers the period 3·10 6 −65·10 6 years ago. Until now, it is a conundrum that the modelled high latitudes are not as warm as the reconstructions (e.g., Sloan and Rea, 1996; Huber et al., 2000; Mosbrugger et al., 2005; Knorr et al., 2011; Dowset et al., 2013) . Inspired by Fig. 5 , we may think of a climate system having a higher net heat capacity C p producing flat temperature gradients. Another argument comes from data. La Riviere et al. (2012) showed that the oceanic state in the Paleogene/Neogene had a deeper thermocline, high sea surface temperatures, 30 and low temperature gradients. Global climate models treat ocean vertical mixing as static, although there is little reason to suspect this is correct (e.g., see Munk and Wunsch, 1998) .
In order to test the effective heat capacity/mixing hypothesis, we employ the coupled climate model COSMOS which was developed at the Max-Planck Institute for Meteorology in Hamburg (Jungclaus et al., 2000) . The model contains explicit diurnal and seasonal cycles, it has no flux correction and has been successfully applied to test a variety of paleoclimate hypotheses, ranging from the Miocene climate (Knorr et al., 2011; Knorr and Lohmann, 2014; Stein et al., 2016) , the Pliocene (Stepanek and Lohmann, 2012) as well as glacial (Zhang et al., 2013; and interglacial climates (Wei and Lohmann, 2012; Lohmann 5 et al., 2013; Pfeiffer and Lohmann, 2016 ).
Paleogene/Neogene simulations which were published so far show the underestimated flat temperature gradients as compared to data. As pointed out by Korty et al. (2008) , elevated CO 2 is insufficient, to reduce the planetary temperature gradient to the low gradients found during equable climates (e.g., Barron and Washington, 1985; Sloan and Rea, 1996; Shellito et al., 2003) . In order to mimick the effect of a higher effective heat capacity and deepened mixed layer depth, the vertical mixing co-10 efficient is increased in the ocean, changing the values for the background vertical diffusivity by a factor of 25. The model uses a classical vertical eddy viscosity and diffusion scheme (Pacanowski and Philander, 1981) . The orbital parameters are fixed to the present condition. The changed vertical mixing coefficients are mimicking possible effects like weak tidal dissipation or abyssal stratification (e.g., Green and Huber, 2013) , but its explicit physics is not evaluated here. Fig. 7 shows the anomalous near surface temperature for the new vertical mixing experiment relative to the control climate 15 (Wei and Lohmann, 2012) . Both simulations were run over 1000 years of integration in order to receive a quasi-equilibrium.
The differences are related to the last 100 years of the simulation. In the vertical mixing experiment k v was enhanced (factor of 25 is related to a ∼ 5 times deeper thermocline according to (14)) leading to more heat uptake by the ocean and producing equable climates with pronounced warming at polar latitudes (Fig. 7 , in a similar way as in the EBM (Fig. 5) . Furthermore, the model indicates that the respective winter signal of high-latitude warming is most pronounced (Fig. 7) , decreasing the 20 seasonality, also consistent with Fig. 6 . The surface warming is highest at high latitudes because of the disappearance of sea ice and effective buffering of the summer heating in the surface water. Interestingly, the surface temperature distribution bears similarities with Paleogene/Neogene climate change (e.g., Wolfe, 1994; Utescher and Mosbrugger, 2007; Dowset et al., 2013) . Those published temperature patterns resemble the high latitude warming (with moderate low latitude warming) structures suggesting a common mechanism in the modeled and reconstructed temperature patterns. Note, that the modelled
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Paleogene/Neogene warming is more intense in winter temperature than in summer temperature (Figs. 5, 7 ). It might be that the more effective mixing provides an explanation that high latitudes were much warmer than present and more equable in that the summer-to-winter range of temperature was much reduced Barron, 1990, Valdes et al., 1996; Sloan et al., 2001; Spicer et al. 2004 ).
There is a range of literature on the parameterisations of vertical mixing in ocean circulation models (e.g., Mellor and 30 Yamada, 1974; Philander and Pacanowksi, 1981; Luyten et al., 1983; Large et al., 1994) and a detailed discussion is not given here. The mixing has a background value plus a mixing process strongly influenced by the shears of the mean currents.
Although observations give a range of values of k v for the ocean interior, models use simplified physics and prescribe a constant background value. In numerical modelling, the values are also constrained by the required numerical stability and to fill gaps left by other parameterisations (e.g., Griffies, 2005) . k v largely determines the intensity of the diabatic processes and thus influence the meridional mass transport (Bryan, 1987) affecting the large-scale ocean circulation and its sensitivity (Scott and Marotzke, 2002; Prange et al., 2003; Rahmstorf et al., 2006; Green and Huber, 2013; De Boer and Hogg, 2014; de Lavergne et al., 2016; Hutchinson et al., 2018) . Lambeck (1977) calculated the total rate of energy dissipation based on the numerical tide model, indicating a dominant role of ocean continent geometry and sea floor topography. Visser (2007) discussed potential biomixing in the oceans and concluded that the mixing efficiency of small organisms is extremely low.
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Most of the mechanical energy they impart to the oceans is dissipated almost immediately as heat. There may be a case to be made for biomixing by larger animals on a local scale, but their relatively low abundance means that they are unlikely to be important contributors to global circulation. It has to be explored if the marine organisms could have been different in the distant past in order to introduce significant changes in mixing. As a next step, one can change the large-scale ocean gateways and changed orography/topography in order to realistically simulate past climates and to separate potential forcing factors.
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Conclusions
Energy balance models estimate the changes in the climate system from an analysis of the energy budget of the Earth. In their simplest form, they do not include any explicit spatial dimension, providing only globally averaged values for the computed variables. Energy balance models provide a crucial tool in climate research, especially because they -confirmed by the results of the elaborate realistic climate models -describe the processes essential for the genesis of the global climate. EBMs are thus 15 an admissible conceptual tools, due to its reduced complexity to the essentials "scientific understanding" represents (von Storch et al., 1999) . This understanding states that the radiation balance on the ground and the absorption in the atmosphere are the essential factors for determining the temperature. Eq. (3) says that the temperature is independent of the size of the Earth and the thermal characteristics, but depends on the albedo, emissivity and solar constant.
The argument follows the 1st law of thermodynamics on the conservation of energy: in steady state the Earth has to emit as 20 much energy as it receives from the Sun. However, I argue that we shall explicitly emphasize the Earth as a rapidly rotating object with a significant heat capacity in our EBMs. Without these effects, the global mean temperature would be in the order of 163 K. The Earth system understanding says that these effects are important for the radiation balance, other processeslike horizontal transport processes -are only of secondary importance for the globally averaged temperature. The linearization of the long wave radiation in several models (North et al., 1975a, b; Chen et al., 1995) implicitely assumes the above heat 25 capacity and fast rotation arguments. This linearization is different from the remarkable linear outgoing longwave radiation with respect to T due to the water vapor greenhouse effect (Koll and Cronin, 2018) . Model scenarios in conjunction with longterm data can be used to examine mechanisms for climate change under different boundary conditions (for an overview: IPCC 2013). Ironically, the global mean in the revised EBM is very close to the original proposed value. It can be speculated that most findings dealing with climate sensitivity, the change in global temperature when changing CO 2 , are robust. As a basic 30 feature, we detect the strong dependence of the temperature distribution on the effective heat capacity linked to the mixed-layer depth. A change in the mixed layer depth which likely happened through glacial-interglacial cycles (e.g. Zhang et al., 2014) is therefore an important driver constraining climate sensitivity (Köhler, et al., 2010) . This could be also relevant for future climate change when the ocean stratification can change. It would be interesting to include a temperature-dependent emissivity as e.g. in Dijkstra and Viebahn (2015) .
As a key aspect for climate sensitivity, La Riviere et al. (2012) have claimed that the tight link between ocean temperature and CO 2 formed only during the Pliocene when the thermocline shoals and surface water became more sensitive to CO 2 which is therefore of major importance for the understanding of the climate-carbon cycle (Wiebe and Weaver, 1999; Zachos et al., 5 2008; de Boer and Hogg, 2014) . Schwartz (2007) stressed out that the effective heat capacity is not an intrinsic property of the climate system but is reflective of the rate of penetration of heat energy into the ocean in response to the particular pattern of forcing and -as suggested by La Riviere et al. (2012) -also to the background state. As one application, we change the vertical mixing in the ocean affecting the effective heat capacity. The resulting temperature might explain the long-lasting question of a low equator-to-pole gradients during the Paleogene/Neogene climate (Markwick, 1994; Wolfe, 1994; Sloan and Rea, 1996; 10 Huber et al., 2000; Shellito et al., 2003; Tripati et al., 2003; Mosbrugger et al., 2005) . It is concluded that climate studies should use improved representations of vertical mixing processes including turbulence, tidal mixing, hurricanes and wave breaking (e.g., Qiao et al., 2004; Huber et al., 2004; Simmons et al., 2004; Korty et al., 2008; Griffiths and Peltier, 2009; Green and Huber, 2013; Reichl and Hallberg, 2018) . It could be that the climate models have to be de-tuned. Korty et al. (2008) analyze the climate-dependent heat transport due to baroclinic instability in the atmosphere (Stone and Yao, 1990; Fu et al., 1994) and ocean mixing/heat uptake (Nilsson, 1995; Munk and Wunsch, 1998; Wunsch and Ferrari, 2004; Olbers and Eden, 2017) to understand past, present and future temperatures. 
