Abstract: A class of networked multi-agent systems is studied in this study where each agent has an identical dynamics of a simple integrator and the topology of the connections is fixed. It is proved that, when there are saturation constraints, a general consensus protocol widely used in the literatures for this class of multi-agent systems remains valid. As an extension, a 'bang-bang' type of consensus protocol is proposed to achieve the finite-time consensus, which relaxes the previous undirected connection assumption.
Introduction
In recent years, consensus problems have attracted a great deal of attention owing to its potential applications in various domains, such as the time synchronisation in wireless sensor networks, the formation control of multiple unmanned autonomous aircraft, the distributed computation and the swarming of fish [1] [2] [3] [4] . Motivated by the hidden principles in the Vicsek's model [5] , the seminal work by Jadababaie et al. [6] firstly presented a formal mathematical analysis for the consensus problem. The orientations of all agents will converge to a common value if the underlying information graph, although based on nearest-neighbouring rules, is jointly connected in a bounded time interval. The undirected information flow condition was relaxed by Ren and Beard [7] . The consensus problem with time-delay communication among agents was investigated by Olfati-Saber and Murray [8] , where the concepts of average consensus and balanced graph were introduced. The optimal edge weighting problem was addressed for the consensus problem in the sense of the fastest convergent rate [9] . More recently, the consensus with asynchronous communications among agents has been investigated by two different methods [10, 11] .
In contrast to lots of results to study the influences of underlying network topology on the consensus property, to the best of our knowledge, there has not been a formal article to systematically address the consensus protocols in presence of input saturation. But in real control systems, the actuators have often been subject to saturation owing to some physical limitations. For example, the ability of each robot to adjust its orientation for achieving the desired formation is limited. To study the consensus problem with actuator saturation is not only theoretically challenging but also practically imperative. It is known that the sufficient and necessary condition for the solvability of the consensus problem in linear time-invariant multi-agent systems is that there is a spanning tree embedded in the underlying graph [12, 13] . When considering the saturation constraints, the first query is whether this condition still holds. More specifically, can the consensus protocols reported before still be effective with the saturation constraints? This problem is pretty significant since the answer to it determines whether we should design a different consensus protocol when the saturation constraints exist in the agent input.
The contribution of this work is to give a positive answer to the above problem. Although more recently it has been impliedly and partly solved in [14] , in the sense that a limitation of saturation function is a discontinuous signum function when the width of the linear part of the saturation function converges to zero, our proof is based on a singular transformation and is applicable for the general digraph while the undirected graph is assumed in [14] . It is worth pointing out that our work does not focus on how to design a consensus protocol with the saturation constraints, but on showing that a consensus protocol designed with neglecting the saturation constraints can still work well in the presence of saturation, when the linear time-invariant multi-agent systems are considered.
Notations † sat( . ) denotes the normalised unit saturation function, and is defined on a scalar u [ R by and on a vector u = (u 1 
T † . is the standard Euclidean norm. |u| is the absolute value of scalar u and is defined by |u| = (|u 1 |, . . . , |u m |)
T on a vector u [ R m . † Index set I n = {1, 2, . . . , n}. 1 n denotes a n-dimensional vector with all elements 1.
Problem formulation
Consider a network of n agents with identical integrating dynamicsẋ
where x i [ R is the state variable and u i [ R is the input variable.
The information flow within a multi-agent system forms an underlying digraph, denoted by G = (V, E), where V = {v 1 , v 2 , . . . , v n } is the set of nodes, and E # V × V the set of directed edges. An edge is denoted by e ij = (v i , v j ). e ij [ E means that the information of node v i flows into the node v j . For the edge e ij , v i is the parent node and v j is the child node. The in-neighbours of node v i are defined as N in i = {v j : (v j , v i ) [ E}, and similarly the out-neighbours are defined as
A directed path is a sequence of edges in a digraph of the form (v i1 , v i2 ), (v i2 , v i3 ), . . . . A digraph is strongly connected if there is a directed path from every node to every other node. A directed tree is a directed graph in which every node has exactly one parent node except for one node, called the root, which has no parent node but has a directed path to every other node. A subgraph
. A spanning tree G s is a subgraph of G such that G s is a directed tree and V s = V. The adjacency matrix A [ R n×n of a directed graph G is defined as a ij ≥ 0, in which a ji = 0 if and only if e ji [ E, to represent the connection weights. The Laplacian matrix L is defined as L ¼ D 2 A, where D is a diagonal matrix with
In [15] , Olfati-Saber and Murray proposed a linear consensus protocol
which is generalised in [8, 7, 16] (in them, the time-varying a ij (t) is utilised to contain the switching topology cases.) in the form of
such that for any pair nodes
where a ij are elements of adjacency matrix A. The feedback function u i : R × · · · × R R (i = 1, . . . , n) is called a distributed consensus protocol [8] . The consensus manifold is defined as S = {x [ R n :
x S , 1} with 1 . 0 such that the property (4) is satisfied for all x(0) [ X (1), the consensus problem is locally solved. If 1 . 0 can be arbitrary, then the consensus problem is globally solved.
The collective dynamics of a time-invariant multi-agent system (1) under the protocol (3) can be described bẏ
where
is the concatenated state vector, and L is the Laplacian matrix associated with (3) . If the digraph G contains a spanning tree, then eigenvalues of
As shown in [12, 13] , the property (6) is the necessary and sufficient condition for the solvability of consensus problem of time-invariant muliagent systems. The problem to be studied here is to judge whether the above consensus protocols are yet qualifiable, when the inputs of all agents are subject to a uniform symmetrical saturation constraint
where v s is a known positive scalar to represent the constraint on the input amplitude. The distributed consensus protocol subject to saturation is modelled by
which leads to the following closed-loop system (the time index is dropped below whenever without confusion for simplicity)ẋ
In the saturated situation, the protocol (8) is always able to locally solve the consensus problem since there exists a small positive scalar 1 such that all trajectories starting from X = {x [ R n : x S , 1} satisfy |Lx(t)| ≺ v s 1 n for t . 0. On the other hand, multiplying L by a scalar 1 . 0 leads to semi-globally solving the consensus problem as 1 0. The essence of both above is to avoid saturation by restriction of the feasible domain and selection of sufficiently small connection weights, respectively. Both of them are also the main strategies in the saturation system theory [17] . Their drawbacks are straightforward: the former has a small interesting domain and the latter has a slow convergence rate. On the other hand, most results in the field of saturation control provide only sufficient conditions that bring unavoidable conservation, such as those in [18, 19] . Therefore they are not applicable here for deducing a necessary and sufficient condition.
Here, our concern is to prove the protocol (8) can also globally solve the consensus problem if the protocol (3) without saturation constraints can solve it.
Main results
It is well known [12, 13] that the protocol (3) can solve the consensus problem of system (1) This assumption is clearly a necessary condition for the global solution of consensus problem of the system (9), and our goal is to prove that (8) can globally solve the consensus problem and thereby prove that Assumption 1 is also a sufficient condition. To this end, we introduce a singular transformation. Let z ¼ 2Lx with L being the Laplacian matrix defined above.
Lemma 1:
The following two propositions are equivalent under the Assumption 1:
P1. The consensus problem of system (9) is globally solved. P2. The trajectory of the following systeṁ
with the initial condition satisfying
will asymptotically converge to the origin, whereL = −v s L.
Proof: (P1 ⇒ P2) The property P1 implies that there exists a scalar function x * (t) such that x(t) x * (t)1 n , as t 1. Since 1 n is the right eigenvector associated with the eigenvalue 0 of L, z(t) = −Lx(t) 0. Substiuting z(t) ¼ 2Lx(t) into the system (9) yields the system (10), which therefore will asymptotically converge to the origin with
is the left eigenvector associated with the eigenvalue 0 ofL. By v TL = 0, it follows thatṡ(t) = 0, which together with the initial condition (11) means that s(t) ; 0. Therefore the system (10) always runs on the manifold
Note v T L = 0 and the rank of L is n 2 1 owing to Assumption 1. The vector space generated by the matrix L is just the null space of v. Therefore the solution of (12) can be expressed by, for one vector functionx(t) [ R n z(t) = −Lx(t) Replacement z(t) with −Lx(t) on the system (10) yields
Let x(t) =x(t) − t 0 j(t) dt and substitute it into (14) to obtain, noting
It can be obtained that x(t) 1 n (x * (t) − j * (t)), because L t 0 j(t) dt = 0 implies that there exists a scalar function j * (t) such that t 0 j(t) dt = 1 n j * (t), and because z(t) = −Lx(t) 0 implies that there exists a scalar function x * (t) such thatx(t) 1 nx * (t). At last, z(0) ¼ Lx(0) satisfies the initial condition (11) for x(0) [ X (1) with any 1. Therefore the consensus problem of system (15) [or (9) ] is globally solvable. The proof is thus completed.
A Remark 1: Lemma 1 converts a consensus problem to a convergence problem by using a singular transformation. A clear merit of this conversion is to entail us the plentiful tools of stability theory. Another merit is that by this conversion, sat(S) 'becomes' Ssat( ) in some sense so as to pave a way for our further analysis shown below. This additivity generally does not hold for non-linear functions, for example, saturation functions here.
For a Laplacian matrix, we have the following property.
Lemma 2: Given any square matrix A with a ij (i = j) being non-positive and
n has the property that for all x [ R n , neither y ≺ 0 nor y ≻ 0 holds.
Proof: Reorder the elements of the n-dimension vector x by x 1 ≥ x 2 ≥ · · · ≥ x n . It follows that y 1 ≥ 0 because a 11 = − n j=2 a 1j and a 1j ≤ 0 with j = 2, . . . , n. Similarly, it can be derived that y n ≤ 0. This completes the proof. A Now the following main result is established.
Theorem 1:
The consensus problem of the system (9) can be globally solved if and only if Assumption 1 holds.
Proof: (necessity) It is well known [12, 13] that without saturation constraints Assumption 1 is the necessary and sufficient condition of the consensus problem. Therefore the necessity follows directly.
(sufficiency) By Lemma 1, it is enough to show the convergence of system (10), which will be proved by the following three steps. Firstly, introduce a set defined by
Step 1: Given the system (10), if |z i (0)| ≤ 1 for some i [ I n , then |z i (t)| ≤ 1. To this end, consider the critical case that the node i reaches the boundary, that is, |z i | = 1. The dynamical function of z i (t) has the formż
wherel ij is the ith row and jth column element ofL, andl i the ith row ofL. Noting thatl ii = − j=ilij andl ij ≥ 0,
The above two inequalities use the facts of sat(z j ) ≤ 1 and sat(z j ) ≥ −1, respectively. The formula (18) shows that |z i (t)| ≤ 1 for t ≥ t 0 once |z i (t 0 )| ≤ 1 at a time instant t 0 . Thereby V is an invariant set of (10) , that is, |z i (0)| ≤ 1 for all i [ I n , then |z i (t)| ≤ 1 for all i [ I n , which is a weaker condition than step 1.
Step 2: All the trajectories of the system (10) starting from the invariant set V will asymptotically converge to the origin.
The previous step shows that the system (10) with z(0) [ V has z(t) [ V for all t . 0, which means that the dynamics of (10) can be reduced tȯ z =Lz (19) It is known that this system will reach consensus under Assumption 1, that is, there is a constant scalar z c such that z z c 1 n . Recall from Lemma 1 that the initial condition z(0) [ span(L) enforces the system (10), subsequently the system (19) , to run on the manifold s = v T z(t) = 0 [see (12) ]. Thus
Noting that v T 1 n = 0 (It comes from the fact that the transformation matrix T and its inverse T −1 , satisfying
have the form of T = av
T * and T −1 = 1 n * for some scalar a. Here * denotes the irrelevant parts.), since v T and 1 n being the left eigenvector and right eigenvector, respectively, associated with the eigenvalue 0 ofL, one has
This means that z(t) 0 as t 1 for all z(0) [ V.
Step 3: The trajectory of system (10) will in finite time enter into the invariant set V.
Reorder the state z such that the first p elements of z are .1, the middle m elements from p + 1 to p + m are located in the closed set of [21, 1] , and the remaining q elements are ,21. By Lemma 2, p , n. Partition the vector z and matrixL, respectively, by
Correspondingly divide the underlying digraph G into three subgraphs G p , G m and G q illustrated in Fig. 1, where F i , i [ I 6 represent the information flows among them.
Noting that the sum of every row inL is zero and that sat(z p ) = 1 p and sat(z q ) = 1 q , the system (10) can be rewritten aṡ
Consider the following function
which has always been positive since z p ≻ 1 and z q ≺ −1. Its derivative along the system (22) iṡ Also by the way of contradiction, without loss of generality, we assume that F 5 is empty, that is,L pm = 0. This means that no information flow enters into the subgraph G p , and thereforeL pp is a scaled Laplacian matrix of subgraph G p , that is,
sLpp x p (0) with x p (0) is the first p elements of state x of system (9), z p (0) ≻ 0 is impossible by Lemma 2. This is contradicted to the initial state z p (0) ≻ 1. ThereforeL pm = 0. Similarly,L qm = 0. Thereby, neither the information flows F 3 nor F 5 are empty.
Define two node sets
Since the information flows F 3 and F 5 are not empty, so are S p and S q . Thus, 1
where z mi and z mj are the ith and jth elements of z m , respectively. 1 means that the nodes of inneighbour set of nodes in set S p either belong to the subgraph G p or have their states converge to 1. Recursively, the nodes of in-neighbour set of the nodes whose states converge to 1 either belong to the subgraph G p or have their states converge to 1. Along the same line, z mj −1 means that the nodes of in-neighbour set of the nodes whose states converge to 21 either belong to subgraph G q or have their states converge to 21.
Thus, the whole graph G has two disjoint node subsets (noting that we are discussing the case in which both F 1 and F 2 are empty), the subset consisting of the nodes in set S p and its nested in-neighbour set and the subset consisting of the nodes in set S q and its nested in-neighbour set (see Fig. 2 ). This is contradict to Assumption 1, which equals, as shown before, that there is a spanning tree embedded in the graph. ThereforeV 0. Subsequently, there exist a positive scalar e and a time interval T such that for any time t ≥ 0
If the number of elements of z p and z q holds invariant, then V(t) ≥ p + q for t ≥ 0, but the inequality (25) implies that for a positive integer
Thus, in finite time one element either of z p or of z q must enter the domain of [21, 1] , and thereby the number of elements of z p and z q decreases. For the remaining z p and z q , there is a new function V correspondingly, and repeatedly if the number of elements of z p and z q holds invariant, then in finite time V will be ,p + q 2 1 to enforce that the number of considered elements decreases again. Repeat the above process until all the elements of z p and z q one by one enter into the domain of [21, 1] , to become the elements of z m in finite time. The proof is thus completed. A
Remark 2:
The above proof is based on the term of (sat), which, compared to the term of sat( ), is convenient to analyse whether or not the involved variables are in the saturation.
Finite-time consensus protocol
The consensus process with saturation constraints consists of two steps: one is to withdraw from saturation into the invariant set V and the other is to behave linearly in the region of V. As before, the first step is a finite-time process while the latter is over an infinite horizon with the convergent rate determined by the algebraic connectivity of underlying digraph, that is, Re(l 2 (L)) [8] .
In general, we can obtain an arbitrary convergence rate by uniformly multiplying all the connection weights by a factor, but this adjustment is certainly constrained by physical limitations. When the input saturation exists, multiplying all the connection weights by w . 1, the system (9) becomeṡ
and its associated dynamical systeṁ z =L sat(wz), with z(0) = −Lx(0)
In this case, the invariant set shrinks to V = {z: |z| W 1/w}. In the saturation phase, the derivative of the state of each agent is either v s or −v s , which denote the maximum ability the agent can provide to change the states.
On the other hand, comparable to protocol (2.3) and its different variations, the consensus protocol with saturation limits will make the state variables to reach the invariant set in finite time. Therefore the following result can be obtained:
The consensus of multi-agent system (1) can be achieved in finite time by the following protocol
Proof: The protocol (28) leads to the closed-loop system aṡ
which is a limitation function of (26) as the weight factor w 1. In this case, the invariant set is shrunk to the consensus manifold. This causes the system has a finitetime convergent consensus. The proof is completed. A
Remark 3:
In the Filippov sense [20] , the consensus protocol (28) and the corresponding discontinuous differential equation (29) are discussed in [14] , where the bidirectional connections are assumed. In Theorem 2, this assumption is relaxed. However, this finite-time consensus protocol (29) is only ideal which, because of the finite switching frequency Fig. 2 Node sets S p and its direct and indirect parent nodes with stationary state 1; the node set S q and its direct and indirect parent nodes with stationary state 21 Fig. 3 Network toplogy in real, will cause the unavoidable chattering phenomenon, as stated by the sliding mode theory [21] .
Numerical simulation
In this section, a network with five nodes and six edges, whose topology is shown in Fig. 3 , is simulated to illustrate the proposed results. The saturation bound is assumed to be v s = 5. Like the derivation in the Section 4, here the weighted Laplacian matrix wL is considered with w . 1 being the weighed factor. From Fig. 3 , the Laplacian matrix is
The dynamics of the considered network has the forṁ
The simulation results with the weighted factor w ¼ 5 and w ¼ 10 are shown in Fig. 4 . It can be founded that, owing to the saturation, the state vector x will decrease at a constant velocity, that is, the saturation bounds +5. After the time when the associated variable z enters into the invariant set V = {z: |z| W 1/w}, which is 0.61s for the case w ¼ 5 (see Figs. 4a and c) , and is 0.7s for the case w ¼ 10, (see Figs. 4b and d), saturation will not take place and thereby the state x evolves like the general case without saturation. Fig. 5 shows that the state trajectory of system (30) with the weighted factor w ¼ 1000. In Fig. 5 , it can be seen that all the state will run, by the constant velocity, into the invariant set, that is, {x: |Lx| W 0.001 = 1/w} here. Therefore the transition time is finite. Further, it can be concluded that when w 1 the consensus will be achieved in finite time and the control law (8) is equivalent to the case of the discontinuous control law (28), as analysed in the Section 4.
Conclusions
Actuator saturation is an important issue in many control applications. In this paper we address this issue for consensus problems of multi-agent systems. Specifically, the dynamics of each agent is identical and is a simple integrator. The connections of agents are time invariant and there is a spanning tree in the graph representing such connections. This is a class of consensus problems attracting a lot of research in the early study of this area. In this paper it is proved that, for a well-known and proven consensus protocol, even with actuator saturation, the results are still valid. These include the necessary and sufficient conditions, and the property of asymptotical convergence. Therefore a practitioner can use these results in the presence of actuator saturation. In addition, for this class of problems, a bang-bang type of protocol is proposed to achieve fast and finite-time consensus for systems with directed graphs.
The class of consensus problems studied in this paper is very basic. Possible negative effects of saturation on consensus for more general systems -to name a few, with high-order agents, discrete time agents, time-delay, switching topology etc. -are to be investigated. The current protocol design methods for these systems need to be revaluated and possibly modified to accommodate saturation constraints.
