Kernel-based feature combination techniques such as Multiple Kernel Learning use arithmetical operations to linearly combine different kernels. We have observed that the kernel distributions of different features are usually very different. We argue that the similarity distributions amongst the data points for a given dataset should not change with their representation features and propose the concept of relative kernel distribution invariance (RKDI). We have developed a very simple histogram matching based technique to achieve RKDI by transforming the kernels to a canonical distribution. We have performed extensive experiments on various computer vision and machine learning datasets and show that calibrating the kernels to an empirically chosen canonical space before they are combined can always achieve a performance gain over state-of-art methods. As histogram matching is a remarkably simple and robust technique, the new method is universally applicable to kernel-based feature combination.
Introduction
The importance of feature combination has long been recognized by the computer vision community. Different features, such as local, global, color, texture, etc, capture different characteristics of an image. It is often helpful and sometimes necessary to combine various features together in order to gain a comprehensive understanding of an image.
Kernel based feature combination is an effective method [1, 3, 7] , where different types of kernels for the same type of feature or the same type of kernel for different types of features are combined together. In some methods such as the prominent Multiple Kernel Learning(MKL) technique [1] , the weights of different kernels are learned adaptively together with the parameters of the final classifier, and these methods can be referred to as adaptive kernel combination (AKC); whilst in other methods, the weights of different kernels are predefined [3] and these methods can be referred to as nonadaptive kernel combination (NAKC).
In this paper, we make an important observation of the distribution of different kernels that are routinely used in the literature. We discovered that the histograms of the kernel values of different features are usually quite different from each other (see Fig.2 for example).
Some histograms may be narrow and occupy only a short range, while others may span a wide range; some histograms may look like a gaussian distribution, while others may look like an exponential distribution. As these histograms differ so much, it means that their units of measure are not the same. In other words, for the same similarity/difference value, it may represents a 'huge' difference in one feature channel, but only a 'tiny' difference in the other channel. Therefore, it is necessary to standardize each feature channel before they are combined together.
We argue that there may exist some invariant properties that are intrinsic to the data itself and will not change with different feature representations and the use of different forms of kernels. We propose an intuition that the similarity distributions amongst the data points for a given dataset should not change with their representation features. As kernels measure the similarities between samples, we call this intuition the relative kernel distribution invariance (RKDI) property. To achieve RKDI, we propose a simple but very effective method to standardize different kernels through histogram matching and show that this surprisingly simple operation can reliably boost the performances of AKC and NAKC methods for a variety of applications. The new method is very simple, easy to implement and robust; it can therefore be considered as a new baseline for feature combination in addition to simple arithmetics such as average and product [3] . This paper is structured as follows: in section 2, we review related works in feature combination. We present our histogram matching based kernel combination technique in section 3. In section 4, we present experiments on various datasets to show the effectiveness of our algorithm. Discussions and conclusions are given in section 5.
Related work
The idea of combination appears in every aspect of computer vision. If we consider a classifier as a one-input-one-output black box, combination can happen both in the input level and the output level. In the input level, we can simply concatenate different kinds of features, while on the output level, we can fuse the outputs of different classifiers [6] . These classifiers can be based on different features [6] or even the same feature [17] . Previous works have always shown a performance gain when combination is used. Besides combination in the input or output level, we can consider using the kernel as a middle level fusion stage. The reason why kernel methods is more suitable for combination lies in two aspects: firstly, kernels can directly model the similarities of samples in different feature channels [12] ; secondly, in the kernel space, a linear classifier can have sufficient capability of classifying samples.
After representing different kinds of features using different kernels, we can design algorithms to fuse those kernels. The most prominent methods for combining different kernels should be Multiple Kernel Learning(MKL), in which the algorithm tries to learn an optimal weight for each different kernel. These weights and the parameters of the final classifier are learned jointly in a principled framework. The seminal work of Multiple Kernel Learning dates back to [1] , where the authors proposed an efficient algorithm to solve this optimization problem. After MKL was proposed, many variants of it have been proposed [10, 18, 21] , and have been quickly adopted to deal with various computer vision problems [15, 16] .
Despite its huge success, the formulation of MKL is still being questioned by researchers. In essence, MKL is simply a linear combination of different kernels. It implies that the contribution of each kernel is fixed for all the training samples [19] . This seems to be an unnecessary too strong constraint. In [19] , the authors propose to learn augmented coeffi-cients for each sample in each feature channel. They achieve this by augmenting the kernel matrixes. However, as the augmented kernel they used is still a block diagonal matrix, the coefficients they learned are equivalent to learning different kernels separately and adding an appropriate bias term for all the kernel classifiers. The authors of [7] introduced a nonstationary approach and allowed the relative weights of the kernels to be varied with the input samples. In [3] , instead of learning different kernels simultaneously, the author takes a boosting-like two stage strategy. At the first stage, a classifier is learned for each kernel separately, then these learned classifiers are treated as weak learners and assembled together at the second stage. Although this method shows good performance in [3] , it shows limitations elsewhere [18] .
Standardizing kernel values through piecewise linear histogram matching
Let (x i , y i ), i = 1, 2, ..., N be N instances consisting of images x i ∈ X and class labels y i ∈ {1, 2, ...,C}; f m ∈ R d m , m = 1, 2, ..., F, represent a given set of features, where d m denotes the dimensionality of the m-th feature. Feature combination is to use all these F features together to learn a classifier to classify X into Y . Kernel methods make use of kernel functions to define a measure of similarity between pairs of instances. Let k be a kernel function, the similarity between two images based on their m-th feature, f m , is defined as:
Kernel based feature combination is about combining different k m into a single kernel k * and can be done with various arithmetical operations [3] including baseline average (2) and MKL (3). The baseline average kernel:
In the case of MKL, the combined kernel k * is a linear combination of different kernels weighted by a set of adaptive parameters {β m } to be learned by the MKL algorithms.
An inspection of the distributions of k m (x, x ) for different features (see Fig.2 ) shows that they are very different for different features. Linear combination of the kernels as (2) and (3) can be seen as combining 'things' measured with different units directly without converting them to the same standard. We argue that before they are linearly combined, the kernel values should be calibrated to a canonical feature space (CFS). Although the exact form of the CFS is unknown, it is reasonable to assume that in this CFS, there are some invariant properties that are intrinsic to the data itself and will not change with different feature representations or the use of different forms of kernels.
Intuitively, the similarity distributions amongst the data points for a given dataset should not change with their representation features. As kernels measure the similarities between Figure 1 : Typical feature combination methods always represent features into their kernel forms. These kernels are then combined. Traditionally, the kernels are combined directly through one of the methods in (2) or (3). In this paper, we proposed to add a histogram matching module before these kernels are combined by one of the methods in (2) or (3) samples, we call this intuition the relative kernel distribution invariance (RKDI) property. In the following, we will try to make this intuition concrete.
Defining the inverse cumulative density function (ICDF) of kernel m as:
where p m (k m (x, x )) is the probability density function of the m-th feature channel, then RKDI can be defined as:
where p CFS (k CFS (x, x )) and ICDF CFS (u) represent the probability density function and the inverse cumulative density function of the canonical feature space respectively. Clearly, (5) states that the percentiles of the relative similarities of the given data should be the same in any feature space and should be calibrated to the canonical feature space. Although there is no formal proof known to us at this stage, we believe it is a reasonable assumption and will show experimentally that maintaining such invariance can help improve performances. In the absence of a known CFS, we use cross-validation to select one of the kernels as the CFS and calibrate all other kernels to this empirical CFS.
The problem of (5) is the well-known histogram matching problem and our new feature combination framework is illustrated in Fig.1. Let HM (k m (x, x ) ) represent the Histogram Matching operator that perform canonical histogram matching on the m-th kernel, then AKC (MKL) and NAKC (average) are represented as follows.
The new NAKC (average) k * kernel is formed as:
In the case of MKL, the combined kernel k * is formed as:
Our An important question in this method is finding the canonical feature space which is likely to be dataset dependant. In all our experiments, we use cross validation to choose the canonical feature histogram. Note here we should ensure the histogram matched kernels be positive definite. Although we cannot theoretically proved that, we found the histogram matched kernels always satisfy this condition in our experiments if we choose one of the feature histograms as the canonical histogram.
Experimental Results

Corel5K dataset
In [8] , the authors studied the problem of image annotation. They showed that by simply adding the distances of different features, they can achieve superior performance on the corel5K benchmark image annotation dataset. They used features representing color and texture, and the distances of each feature channel are equally weighted. They called their algorithm Joint Equal Contribution (JEC). In [4] , the authors proposed to use another 15 kinds of features including global and local features. They reported similar results to JEC. They have also released their features 2 used in the experiments. We did experiments directly based on these features. Different metric measures [4] are adopted to calculate the distances in each feature channel. The histograms corresponding to the distances of those 15 kinds of features are shown in Fig.2 . From there we can see an obvious difference between different feature channels. As there is no theoretical guidance on how to choose a standard histogram, we use cross validation to choose one from these 15 features as the canonical feature. The histograms after histogram matching are shown in Fig.3 .
Those distances after histogram matching are added together. Based on this added distance, the K nearest neighbors for each test sample are retrieved from the training set. The tags of each test sample are solely determined by these K nearest neighbors. In predicting the tags from these K neighbors, we also adopted the label transfer strategy used in [8] . Precision and recall are used to evaluate the performance and the results are shown in Table 1 . From there we can see a performance boost by introducing the histogram matching module. It is important to note that the purpose here is not to compete with the state of the art image tagging performances but rather to demonstrate that by calibrating the kernels using simple histogram matching before combining them can improve performances. [3] In [3] , the authors thoroughly studied the problem of feature combination. One of their important findings is that simple average kernel may even outperform sophisticated MKL algorithms. They have also released their code and the gram matrixes 3 used in their experiments. The best result they got was based on a combination of 39 kernels. These different kernels are mainly based on 5 different kinds of features: LBP, PHOG, SIFT, Region covariance and Gabor filter banks. Those features are assembled in different layouts, resulting in a total of 39 kernels. In their work, they have already compared their results with typical MKL algorithms, including SILP [14] and SimpleMKL [11] . In some cases, simple average kernel may outperform these complicated MKL methods.
Caltech101 in 39 kernels
We did experiments directly on these publicly available gram matrixes. Experimental results are shown in Fig.4 . Again, we can see a performance boost by introducing the histogram matching module before combining the kernels.
(a) (b) Figure 4 : (a) Some representative kernel histograms among the 39 kernels used in [3] , the one in the red box is chosen as the standard histogram; (b) The classification results on Caltech101. From the figure, we can see the average of histogram matched kernels can always perform better than averaging original kernels. Note that the author of [3] report results on five random splits of the dataset. However, they have only released their gram matrixes of one split. We did experiments only on this split. This results in the slight difference between our implementation on average and the average accuracy reported in [3] .
Oxford flowers dataset
The Oxford flowers dataset [9] contains 17 different kinds of flowers. Each class contains 80 samples, 40 for training, 20 for validation, and the rest 20 for testing. The authors of [9] have also made the distance matrixes they used publicly available 4 . Following [10] , these distance matrixes are transformed to kernels using k = exp(−γ −1 · d), where γ is the mean of the distance matrix, and d is the distance between samples. The kernel histogram of these 7 features are shown in Fig.5 . Firstly, we use (2) and (6) to combine the kernels. A standard SVM solver 5 is adopted as the classifier. The results are shown in Table 2 . As expected, HM+average (6) performs better than average (2). Then we use OBSCURE [10] , a state-of-art MKL method to learn the optimal weights of different kernels. We choose OBSCURE as the MKL algorithm mainly because of its efficiency. The results are also shown in Table 2 . We also compare our results with some other recently proposed MKL algorithms.
From the table, we can see that OBSCURE shows a similar performance with other MKL algorithms. HM+OBSCURE performs better than all other MKL algorithms. Notice that between the algorithm of OBSCURE and HM+OBSCURE, they use exactly the same feature and the same MKL solver, the only difference lies in whether they use the Histogram matching module to calibrate the kernels. Thus the performance gain should be purely the contribution of our histogram matching module. 
MSRC21 dataset
Next, we consider another example in semantic segmentation area. MSRC21 is a well-known dataset which contains 591 images. Each image has pixel level ground truth labels from 21 semantic classes. Following [13] , these 591 images are split into 276 for training, 59 for validation, and the remaining 256 for testing.
Here, our objective is to evaluate feature combination rather than aiming to achieve state of the art semantic labeling performances. Therefore, we simplify the original semantic segmentation problem into a region labeling problem, i.e. we assume the image has already been segmented into regions, and our task is to assign each region a semantic label. To avoid bias, we directly use the ground truth segmentation. We adapted the code from [5] , where they used three features to represent each region. These three features are texton histograms, color histograms and pyramid of HOG. Their respective kernel histograms are shown in Fig.5 . A typical MKL solver 6 is adopted to learn the weights of these three kernels. Results are shown in Table 3 , it is again seen that our histogram matching strategy can help boost performances. 
UCI machine learning repository
To further verify the robustness of our algorithm, we also did experiments on UCI repository datasets. On Sonar and Heart dataset, we did experiments exactly following [7] . Three kernels are used: a quadratic kernel, an RBF kernel and a linear kernel. We report mean test accuracy across ten random replications of three-fold cross validation. The results are shown in Table 4 . As those kernels are based on the same features, we did not see big improvements by introducing the histogram matching module. But still, we can get slightly better results. Next we did experiments on another UCI dataset which contains multiple features for each sample. Mfeat contains 2000 handwritten numerals from 0 to 9. Six kinds of features are provided for each sample. We use RBF kernel for all these features. Following [2] , we report results over 50 repeated trials in which we randomly select 20 training and 20 testing for each class. The results are also shown in Table 4 . Again, we can see a performance gain by introducing our histogram matching module, no matter directly adding the kernels or using OBSCURE to learn different weights for different kernels. 5 Discussion and concluding remarks
In this paper, we have proposed a new feature combination method which calibrates the kernels to a canonical feature space before linearly combining them. Experiments on various datasets have shown the effectiveness of this simple strategy. This method can be used in the unsupervised scenario where it consistently performs better than average baseline. In supervised case, it can be seamlessly combined with various kinds of multiple kernel learning algorithms and we have shown it again can consistently boost performances. Future work will try to understand the histogram matching mechanism thoroughly. It will be very interesting if we can find the shape of the canonical histogram automatically instead of cross-validation used in this paper. A promising way of achieving this would be to treat the canonical histogram as parameters, and directly integrate them into the MKL optimization function.
