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Abstract
Recent studies have explored the use of deep generative mod-
els of speech spectra based of variational autoencoders (VAEs),
combined with unsupervised noise models, to perform speech
enhancement. These studies developed iterative algorithms in-
volving either Gibbs sampling or gradient descent at each step,
making them computationally expensive. This paper proposes
a variational inference method to iteratively estimate the power
spectrogram of the clean speech. Our main contribution is the
analytical derivation of the variational steps in which the en-
coder of the pre-learned VAE can be used to estimate the varia-
tional approximation of the true posterior distribution, using the
very same assumption made to train VAEs. Experiments show
that the proposed method produces results on par with the afore-
mentioned iterative methods using sampling, while decreasing
the computational cost by a factor 36 to reach a given perfor-
mance.
Index Terms: Speech enhancement, variational autoencoders,
variational Bayes, non-negative matrix factorization.
1. Introduction
Speech enhancement is the problem of extracting a speech
source from a noisy recording [1, 2]. It is commonly tackled
by discriminative methods using deep neural networks (DNNs)
to predict time-frequency masks [3, 4], clean power spectro-
grams [5] or to model the signal variance [6] from spectro-
grams of mixtures. While the performances of these methods
are satisfactory, their generalization capabilities are limited due
to their supervised nature. Indeed, DNNs trained this way are
specific to a task and a recording condition. Instead, generative
approaches do not suffer from this drawback. Once a source
model has been learned, the statistical model can account for
the different tasks and recording conditions.
Non-negative matrix factorization (NMF) [7] is a popu-
lar method for speech enhancement in which power or ampli-
tude spectrograms are approximated as the product of two non-
negative matrices. While certain forms of NMF can be inter-
preted as generative, they suffer from their linearity assump-
tions. Very recent studies have combined the modelling power
of DNN with statistical approaches in order to design unsuper-
vised speech enhancement and source separation methods in
Experiments presented in this paper were carried out using the
Grid’5000 testbed, supported by a scientific interest group hosted by
Inria and including CNRS, RENATER and several Universities as well
as other organizations (see https://www.grid5000.fr).
both single-channel [8–10] and multichannel scenarios [11–15].
The main idea of these studies is to use variational autoen-
coders (VAEs) [16] to replace the NMF generative model, thus
benefiting from DNNs’ representational power. Combined with
an observation model, Expectation-Maximization (EM) [17] or
Bayesian inference [18] algorithms can be derived to iteratively
estimate individual source spectra from a given mixture.
In [8–12], speech enhancement is performed using a pre-
trained VAE-based generative model of speech spectra com-
bined with an unsupervised NMF model for the noise. Infer-
ence of the clean speech involves using the Metropolis-Hastings
algorithm [19] to estimate an intractable distribution over the
VAE’s latent space. Similar approaches applied to source sep-
aration are developed in [13, 14], where the latent variables are
updated using backpropagation. While the algorithms analyti-
cally derived in [8–15] show promising performances, sampling
and backpropagation methods are computationally expensive.
In order to train a VAE, an encoder is jointly learned with
the generative model. The role of the encoder is to approximate
the true, but intractable, posterior. Once the VAE is trained, the
encoder could in principle be used to approximate the true pos-
terior. Interestingly, [15] proposes a heuristic algorithm for mul-
tichannel source separation based on [13] which uses this prop-
erty of the encoder to achieve computational efficiency. How-
ever this inference algorithm is not statistically principled.
In this study, we present a Bayesian single-channel speech
enhancement algorithm in which a VAE is used as genera-
tive model of speech spectra, and the noise is modelled using
NMF. After unsupervised training of the speech model, the in-
ference constits in iteratively updating the source estimates us-
ing Wiener filtering and updating the corresponding latent rep-
resentation using the encoder. No sampling or backpropagation
being required, our method is significantly faster than in [8–14].
The use of the encoder differs from [15], and, unlike it, it is not
heuristic but motivated by the same variational approximation
as the one used to train VAEs. To the best of our knowledge, this
is the first method to propose a statistically principled approach
re-using the probabilistic encoder as a posterior approximator.
We first introduce the VAE framework and its application to
spectrogram modelling. We then detail our assumptions and our
inference algorithm. Experiments and results will be presented
before we finally conclude.
2. Model
Given an observation of clean speech embedded in noise, the
goal of speech enhancement is to produce an estimate of the
clean speech. Our approach is to use a VAE as the generative
model of clean speech spectra to infer this estimate. We will
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first describe the VAE framework and its training procedure in
Section 2.1 and 2.2 before introducing the observation model in
Section 2.3.
2.1. Generative speech model
A common approach to modeling sound sources is to assume
the short time Fourier Transform (STFT) coefficients are proper
complex Gaussian random variables. With f denoting the fre-
quency index and t the time-frame index, for all (f, t) ∈
{0, ..., F − 1} × {0, ..., N − 1}, each source STFT coefficient
sft ∈ C independently follows
sft ∼ Nc(0, σ2ft). (1)
Several frameworks have been used to model the variance σ2ft
of this distribution [2, 20]. To this end, we choose to use
the VAE framework, which uses the representational power of
DNNs to build generative models. It consists in mapping a zero-
mean unit Gaussian random variable zt ∈ RL through a DNN,
into the desired output distribution. In our setting, we use it to
represent σ2ft. The generative model can be written as
zt ∼ N (0, I), (2)
sft|zt; θ ∼ Nc(0, σ2f (zt)), (3)
where σ2f : RL 7→ R+ is a non-linear function implemented
by a DNN with parameters θ. Each σ2f is one neuron of a F-
dimensional output layer of a single DNN.
2.2. VAE training and posterior approximation
The VAE is trained on clean speech data by maximizing the
likelihood pθ(s) =
∏
t pθ(st), with st = [s1t, ..., sFt]
T . To
do so, we introduce a variational approximation of pθ(zt|st) ,
qφ(zt|st), parametrized by φ. We have
log pθ(st) = DKL(qφ(zt|st)||pθ(zt|st)) + L(θ,φ; st)
(4)
L(θ,φ; st) = Eqφ [log pθ(st|zt)]−DKL(qφ(zt|st)||p(zt)),
(5)
where DKL(q||p) = −Eq[log(p/q)] denotes the Kullback-
Leibler (KL) divergence. The KL term on the left hand side
of (4) being always positive, L(θ,φ; st) is a lower bound of
the marginal log-likelihood log pθ(st). We can thus maxi-
mize the individual L(θ,φ; st) with respect to θ and φ in or-
der to maximize the log-likelihood log pθ(s). For all (l, t) ∈
{0, ..., L− 1} × {0, ..., N − 1}, qφ(zlt|st) is defined as in [8]
zl,t|st;φ ∼ N (µ˜l(|st|2), σ˜2l (|st|2)), (6)
where µ˜l and σ˜2l are DNN-based functions parametrized by φ.
Finally, we can use (2), (3) and (6) to write (5) as
L(θ,φ; s) c=
∑
f
Eqφ(zt|sft)dIS(|sft|2, σ2f (zt)) (7)
+
1
2
∑
l
log(σ˜2l (|st|2))− µ˜2l (|st|2)− σ˜2l (|st|2),
where dIS(x, y) = x/y − log(x/y) − 1 denotes the Itakura-
Saito divergence, zt = [z1t, ..., zLt]T and
c
= denotes equality
up to a constant. Using the so-called reparametrization trick
[16], we can maximize L(θ,φ; s) using gradient descent opti-
mization algorithms [21].
The variational distribution qφ(zt|st) is usually considered
as an unwanted by-product of the training procedure of the
VAE, only introduced to learn pθ(st|zt). However, by examin-
ing carefully (4), we can see that while maximizing L(θ,φ; st)
can only increase the log-likelihood, it also decreases the KL di-
vergence between the true posterior and its variational approx-
imation. In other words, in addition to the generative speech
model, the VAE provides a variational approximation of the true
posterior. This feature will play a key role in the inference al-
gorithm proposed in Section 3.
2.3. Noisy speech model
As in [8], the STFT coefficients nft of the noise are modelled
with a rank-K NMF Gaussian model. For all (f, t)
nft ∼ Nc(0, (WH)ft), (8)
withW ∈ RF×K+ ,H ∈ RK×N+ .
Finally, independently for all (f, t), the single-channel ob-
servation of the noisy speech is modeled by
xft = sft + nft, (9)
where sft and nft are independent.
3. Inference
Given a noisy speech signal X = {xft}(ft), our goal is now
to maximize the likelihood of X given the mixture model (9),
the generative model of speech (2), (3) and the NMF model (8).
With nt = [n1t, ..., nFt]T and Ht = [H1t, ..., HKt]T , we
consider yt = {st,nt,zt} to be the set of latent variables and
Θt = {W ,Ht} the parameters of the model. We introduce
r(yt), a variational approximation of p(yt|xt;Θt). We have
log p(xt;Θt) = DKL(r(yt)||p(yt|xt;Θt)) + L(r,Θt)
L(r,Θt) = Er(yt;Θ)
[
log
p(xt,yt;Θt)
r(yt)
]
. (10)
We suppose that the variational distribution r(yt) factorizes as
r(st,nt,zt) = r(st,nt)r(zt) =
∏
f
r(sft, nft)
∏
l
r(zlt).
(11)
We can then iteratively maximize L(r,Θt) with respect to the
factorized distributions and the NMF parameters. The varia-
tional distributions’ updates are given by (10.9) in [18]
log r(sft, nft)
c
= Er(zt) log p(xft, sft, nft,zt;Θft) (12)
log r(zlt)
c
= Er(st,nt) log p(xt, st,nt, zlt;Θt). (13)
W andH can be updated by maximizing the following:
Q(Θ,Θold) c= E
r(y;Θold)[log p(x,y;Θ)]. (14)
We detail those updates below, and in the supporting document
[22].
3.1. E-(s,n) step
We define σ2n,ft = (WH)ft to make the notation less clut-
tered. Using (12), we find (see [22])
r(st,nt) ∼
∏
f
Nc(µft,Σft) = Nc(µt,Σt), (15)
where µft and Σft are defined as
Σft =
γ2ftσ
2
n,ft
γ2ft + σ
2
n,ft
[
1 −1
−1 1
]
, µft =
xft
γ2ft + σ
2
n,ft
[
γ2ft
σ2n,ft
]
,
(16)
with
1
γ2ft
= Er(zt)
[
1/σ2f (zt)
]
≈
D∑
d=1
[
1/σ2f (z
(d)
t )
]
, (17)
where {z(d)n }d=1,..,D are randomly drawn from r(zt).
We note [µs,t,µn,t] = µt and define Σss,t and Σnn,t to
be the diagonal terms of Σt.
3.2. E-z step
We can compute r(zt) using (13) (see [22]), we get
log r(zt)
c
= log p(zt) + log p(st =
(|µs,t|2 + Σss,t) 12 |zt)
= log p(zt|st =
(|µs,t|2 + Σss,t) 12 ), (18)
where (18) was obtained using Bayes’ theorem. The VAE
assumes that pθ(zt|st) can be appproximated by qφ(zt|st).
We further assume that this still holds for st of the form(|µs,t|2 + Σss,t) 12 . That is to say
r(zlt) ≈ qφ(zlt|st =
(|µs,t|2 + Σss,t) 12 ) (19)
= N (µ˜l(|µs,t|2 + Σss,t), σ˜2l (|µs,t|2 + Σss,t)). (20)
3.3. M-step
We now maximize L(r,Θt) with respect to Θt using (14).
With V ∈ RF×N+ defined as (V )t = |µn,t|2 + Σnn,t, and
 denoting element-wise matrix multiplication and exponenti-
ation, we obtain multiplicative updates as in [23]:
H ←H 
W T
(
(WH)−2  V
)
W T (WH)−1
, (21)
W ←W 
(
(WH)−2  V
)
HT
(WH)−1HT
. (22)
3.4. Speech Reconstruction
Let Θ? = {W ?,H?} and r?(s, b,z) = r?(s, b)r?(z) be re-
spectively the set of NMF parameters and the variational distri-
bution estimated by the proposed algorithm. The final estimate
of the source is given, as in [8], by
sˆft = Ep(sft|xft;Θ?)[sft] (23)
= E
p(zt|xft;Θ?)
[
σ2f (zt)
σ2f (zt) + (WH)ft
]
xft. (24)
There are three ways to evaluate this estimate. The straightfor-
ward way is to replace p(sft|xft;Θ?) in (23) by its variational
approximation r?(sft). The expectation over p(zt|xft;Θ?)
can also be approximated using the Metropolis Hastings (MH)
algorithm as in [8], using the mean of r?(zt) as the initial sam-
ple. And finally we can compute the expectation in (24) by re-
placing p(zt|xft;Θ?) by its variational approximation r?(zt).
We will respectively refer to these methods as S-Wiener, MH-
Wiener and Z-Wiener for ease of referencing.
Metropolis-Hastings : At the m-th iteration of the Metropolis-
Hastings algorithm, we draw a random sample for each t ac-
cording to
zt|z(m−1)t ; 2mh ∼ N (z(m−1)t , 2mhI). (25)
The acceptance probability can be computed as
α = min
(
1,
p(xt|zt;Θ?)p(zt)
p(xt|z(m−1)t ;Θ?)p(z(m−1)t )
)
. (26)
We accept the new sample and set z(m)t = zt only if u, drawn
from a uniform distribution U([0, 1]), is smaller than α. We
keep only the last R samples to compute sˆft from (24) and dis-
card the samples drawn during the burn-in period.
4. Experimental evaluation
4.1. Experimental settings
Dataset: As in [8, 9], we use the the TIMIT corpus [24] to train
the clean speech model. At inference time, we mix speech sig-
nals from the TIMIT test set with noise signals from the DE-
MAND corpus [25] at 0dB signal-to-noise ratio, according to
the file provided in in the original implementation of [8] 1. Note
that both speakers and utterances are different from those in the
training set.
VAE’s architecture and training: The architecture of the
VAE is the same as in [8]. The hyperbolic tangent of an input
128-dimensional linear layer passes through two L-dimensional
linear layers to estimate µ˜l(|st|2) and log σ˜2l (|st|2), from
which zt is sampled using the reparametrization trick. zt is
then fed to a 128-dimensional linear layer with hyperbolic tan-
gent activation followed by an linear output layer predicting
log σ2f (zt). For training, we computed the STFT of the utter-
ances with a 1024-points sine window and a hop size of 256
points. 20% of the training set is held for validation. A VAE
with L = 64 is trained with the Adam optimizer [26], using a
learning rate of 10−3 and a batch size of 128. Training stops if
no improvement is seen on the validation loss for 10 epochs.
Baseline methods: We compare our method to two base-
lines. The first baseline, developed in [8], shares the same sta-
tistical assumptions made in Section 2 except for the inclusion
of a gain factor in (9). The inference is performed using a Monte
Carlo Expectation-Maximization (MCEM) algorithm in which
MH sampling is used to estimate the true posterior. We will
refer to this method as MCEM. The second baseline is a heuris-
tic we introduce to evaluate the impact of the covariance term
Σss,t in (20) on the convergence of the algorithm. We sim-
ply remove Σss,t from (20) and the rest of the algorithm re-
mains unchanged. Note that this is similar to the heuristic de-
velopped in [15] for determined multichannel source separation,
only adapted to single-channel speech enhancement.
1https://gitlab.inria.fr/sileglai/mlsp2018
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Figure 1: SDR as a function of number of samples M for an
input SNR of 0dB. using MH for reconstruction. Heuristic,
MCEM and VEM methods are defined in Section 4.1. Errors
bars indicate 95% confidence interval.
Inference Setting: For fair comparaison, we use the same
settings for the three methods : the rank of the NMF model
is set to K = 10, the latent dimension of the VAE is set to
L = 64 and the same stopping criterion is used as in [8]. zt
is initialized based on qφ(zt|xt) and for the final speech esti-
mate, equation (24) is approximated using the last 25 samples
of a 100-iteration MH sampling with 2 = 0.01. In [8], for
R samples used, the total number of draws is 4R. The methods
will be compared for a same number of samples actually used to
estimate the expected values : ifD samples are used to evaluate
(17), 4D samples will be drawn in the MCEM case.
4.2. Results
Experiment 1: We first compare the performances of the three
methods on the test set described above, in terms of Signal to
Distorsion Ration (SDR) [27], computed using the mir eval2
toolbox. The comparison is done for different numbers of sam-
ples D ∈ {1, 2, 5, 10}. As can be seen in Fig. 1, the heuristic
algorithm consistently performs worse than both other methods,
proving the importance of the covariance term Σss,t in (20). We
also see that the performances of the proposed algorithm do not
depend on the number of samples drawn to approximate (17),
contrary to the MCEM algorithm which presents poor perfor-
mances for R = 1 and outperforms the proposed method for
R = 10. The superiority of the MCEM algorithm for a large
number of samples is not surprising due to the approximation
involved in the VEM approach.
Experiment 2: We then compare the SDR achieved by the
MCEM and VEM methods as a function of the computational
time, in terms of number of iteration and absolute time. The
number of samples D was set to 1 for the VEM, and R to 5
for the MCEM so as to achieve a similar SDR at convergence
(see Fig. 1). At each iteration of both methods, we estimate the
speech spectra by approximating (24) with MH sampling and
we compute the SDR. This is done for each test utterance. Each
individual SDR curve is then padded with the SDR obtained at
the last iteration and all SDR curves are averaged to produce
the left graph in Fig. 2. We observe that the proposed method
2https://github.com/craffel/mir eval
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Figure 2: Average convergence speed. SDR as a function of
(left) number of iteration and (right) absolute time.
converges faster which suggests that using the encoder allows
for bigger jumps in the latent space than the sampling method
with a small number of samples. On a 4-core i7-8650U CPU,
one iteration takes on average 55 ms and 753 ms for the VEM
and the MCEM algorithm respectively. Using these numbers,
we can convert the SDR as a function of the number of itera-
tions to the SDR as a function of time. This is shown in the
right part of Fig. 2 where the superiority of the proposed al-
gorithmm in terms of absolute speed is clear. To compare the
execution times, for each utterance and for both algorithms we
compute the number of iteration needed to reach the final SDR
up to 0.5dB tolerance. The ratio between the number of itera-
tions multiplied by the time per iteration ratio yields an average
computational cost decrease factor of 36 to reach the same per-
formance.
Experiment 3: In this experiment, we compare the three
different ways of computing the source STFT coefficients in
(23). We present the mean SDR after convergence for the three
possible methods in Table 1. We can see that MH sampling
consistently outperforms the other methods, suggesting that a
better posterior approximation benefits to the quality of the re-
construction.
MH-Wiener S-Wiener Z-Wiener
VEM 11.8 11.4 11.4
Heuristic 6.4 5.8 5.8
MCEM 11.9 / /
Table 1: SDR (dB) as a function of the reconstruction method.
MH-Wiener, S-Wiener and Z-Wiener methods are defined in
Section 3.4
5. Conclusion
In this paper, we proposed a speech enhancement method based
on a variational EM algorithm. Our main contribution is the an-
alytical derivation of the variational steps in which the encoder
of the pre-learned VAE can be used to estimate the variational
approximation of the true posterior distribution, using the very
same assumption made to train VAEs. Experimental results
showed that the principled approach outperforms its heuristic
counterpart, and produces results on par with the algorithm pro-
posed by Leglaive et al. [8] in which the true posterior is ap-
proximated using MH sampling. Additionally, the proposed al-
gorithm converges 36 times faster. Future work includes mul-
tichannel and multisource extension of this work. The use of
other statistical models of speech spectra [28–30] will also be
explored.
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