Introduction
In the seminar paper [23] , Li [17, 19] and mean curvature flow in [21] . So this type of Harnack inequalities was called Li-Yau-Hamilton estimate in [28] . Similar
Li-Yau-Hamilton estimates for Gauss curvature flow and Yamabe flow were proved by Chow in [7, 8] . Meanwhile, the estimate for Kähler-Ricci flow was proved by Cao in [4] . Later in [1] , the corresponding estimate was established for a general class of hypersurface flows by Andrews. Moreover, a nice geometric interpretation of Hamilton quantities in the Li-Yau-Hamilton estimate for Ricci flow was given by Chow and Chu in [10] . Using this geometric approach, Chow and Knopf gave a new Li-Yau-Hamilton estimate for Ricci flow in [13] .
In another direction, Hamilton extended Li-Yau's gradient estimate of heat equation to the full matrix version in [18] . Precisely, he proved that a positive solution of heat equation on a closed Riemannian manifold with nonnegative sectional curvature and parallel Ricci curvature satisfies the estimate
Moreover, he derived several important monotonicity formulae out of the estimate in [20] . The assumption that (M, g) has parallel Ricci curvature in Hamilton's estimate is rather restrictive and can be removed if the manifold is Kähler. This was observed by Cao and Ni for the Kähler manifold with a fixed metric in [5] and by Chow and Ni for the Kähler manifolds with time dependent metrics evolving under the Kähler-Ricci flow in [25] . These two estimates can be unified by the interpolation method, which was originally proposed by Chow in [9] .
Theorem A(Chow-Ni) Assume that (M, g(t)) satisfies ǫ-Kähler-Ricci flow
with nonnegative holomorphic bisectional curvature. In the case that M is complete noncompact, additionally assume that the bisectional curvature is bounded. If u is a positive solution to ∂ ∂t u = ∆u + ǫRu, (1.4) where R is the scalar curvature, then
It should be pointed out that there are also other important works along this direction, see [11, 26, 27, 28, 29] . with |v| < u, then
7)
where h = v/u.
In [30] , we extended the matrix Li-Yau-Hamilton estimates due to Cao-Ni and Chow-Ni on Kähler manifolds to the constrained case.
Theorem C(Ren-Yao-Shen-Zhang) Let (M, g(t)) be a compact solution of ǫ-Kähler-Ricci flow
with nonnegative holomorphic bisectional curvature. If u and v are two solutions of the equation
with |v| < u, then we have
10)
In [6] , the authors derived the Li-Yau-Hamilton estimate for nonlinear heat equation
Furthermore, the matrix version of this estimate was generalized by Wu in [31] .
Theorem D(Wu) Let (M, g) be a compact Riemannian manifold with nonnegative sectional curvature and parallel Ricci curvature. If u is a positive solution to the equation then we have
In [13] , the Ricci flow rescaled by a cosmological constant was introduced by Chow and Knopf to prove a new Li-Yau-Hamilton estimate for the Ricci flow. Then Kotschwar used the similar technique to introduce the mean curvature flow with a cosmological constant in his thesis [22] . In this paper the following evolution equation
is called the rescaled Kähler-Ricci flow for simplicity. It is obvious that if a = 0 then this flow reduces to Kähler-Ricci flow. Moreover, these results can also be extended to constrained cases. and h = v/u, then in any of the two cases:
(i) a > 0, 0 < h < 1 and holomorphic bisectional curvature is nonnegative,
where c is a free parameter, and holomorphic bisectional curvature satisfies R ijkl ≥ −aK(g ij g kl + g il g kj ) with K satisfying K ≥ −1 − 2 ln c 1−c 2 , the following estimate holds with v < u and a > 0, then we have
23)
In the proof of the theorems above, we let
Then (1.14) turns out to be ∂ ∂t L = ∆L + |∇L| 2 + aL.
(1.25)
So it is interesting to turn our attention to more general equations. where F is a convex function of L, i.e., F ′′ (L) ≥ 0. If
then it persists for t > 0.
Theorem 1.6. Let (M, g) be a compact Kähler manifold with nonnegative holomorphic bisectional curvature and let L be a solution to the nonlinear heat equation
where F is a convex function of L, i.e., F ′′ (L) ≥ 0. If
Remark 1.2. If F (L) = aL, then by solving the differential equation
we have that
. The rest of the paper is organized as follows. We devote section 2 to the notations and basic formulae in Riemannian geometry and Kähler geometry. In section 3, we prove Theorem 1.1
and Theorem by using Hamilton's maximum principle for tensors. In section 4, we consider the constrained case and prove Theorem 1.3 and Theorem 1.4. Finally, we prove Theorem 1.5 and Theorem 1.6 in section 5.
Preliminaries
Let (M, g) be a Riemannnian manifold and ∇ be the Levi-Civita connection of the metric g.
Then Riemann curvature tensor is defined by
In local coordinate, its components are determined by
We keep the notation
as in [14] . The Ricci tensor is defined by
and scalar curvature is given by
We say that M has nonnegative sectional curvature if
We define Ricci curvature to be parallel if ∇ k R ij = 0 for all i, j, k.
To communicate covariant differentiation, we need following Ricci identities. If α is a 1-form,
Let M be a Kähler manifold with Kähler metric g ij . The Kähler form
is a closed real (1, 1)-form, so we have
The Christoffel symbols of the metric g ij are given by
It is easy to see that Γ k ij is symmetric in i and j and Γlīj is symmetric inī andj.
The curvature tensor of the metric g ij is defined as
It is easy to see that R ijkl is symmetric in i and k, inj andl and in pairs ij and kl. The second
Bianchi identity in Kähler case reduces to
M is said to have nonnegative holomorphic bisectional curvature if
for all nonzero vectors v and w in the holomorphic tangent space T
The Ricci tensor of the metric g ij is obtained by taking the trace of the curvature tensor:
and the scalar curvature is given by
Finally, we give the commutation formulae for covariant differentiations in Kähler geometry.
Covariant differentiations of the same type can be commuted freely, e.g.,
But we shall need following formulas when commuting covariant derivatives of different types
Matrix Li-Yau-Hamilton estimates
In this section, we will give the proof of Theorem 1.1 and Theorem 1.2. Firstly, we give some lemmas used in the proof. It should be pointed out that all the computations are taken in normal coordinate.
Lemma 3.1. If A is a smooth function satisfying the evolution equation
on a Kähler manifold, then ∇ i ∇jA satisfies
So it is sufficient to show that
By using communication formula, we get If we set L = ln u, then the evolution equation of ∇ i ∇jL is
(3.7)
Proof: We use
Applying Lemma 3.1 to A = L, we obtain
Now the lemma follows from the following computation
Now we are in a position to prove Theorem 1.1.
Proof of Theorem 1.1 Set
We compute the evolution equation of P ij
In the last step, we have used the condition that the holomorphic bisectional curvature is nonnegative and the fact that ∇ i ∇ k L∇j∇kL is nonnegative definite. It is easy to see that [3] ) If Kähler metrics g ij (t) satisfy the rescaled Kähler-Ricci flow
15)
then the Ricci tensors satisfy
Following lemma is an easy consequence of Cao's Li-Yau-Hamilton esitmate for the Kähler-Ricci flow [4] .
) be a solution of the rescaled Kähler-Ricci flow
with nonnegative holomorphic bisectional curvature, then
for any holomorphic vector X.
Proof: Letĝ ij (s) be a solution to the Kähler-Ricci flow 20) we have that 
If follows from (3.20) thatĝ
Multiplying e −at on the both side of (3.24) and letting X k = e −at v k , we get
Now the proof of the lemma is completed. If we set L = ln u, then the evolution equation of ∇ i ∇jL is
(3.27)
Proof: By
we get the evolution equation of L
(3.31)
Now the lemma follows from Lemma 3.3 and the following computation 
Direct calculation gives rise to
It is obvious that 
whereR ij is the Ricci tensor ofĝ ij (s).
Constrained matrix Li-Yau-Hamilton estimates
In this section, we will generalize Theorem 1.1 and Theorem 1.2 to constrained cases. The following lemma plays an important role in the proof of the theorems. Proof: The proof is straightforward but quite involved, so we divide our proof into fours steps. First, we need to give the evolution equation of h. Recalling the definition of h, we have Next we will give the evolution equation of 1 − h 2 . By
(4.7)
Another step in the proof is computing the evolution equation of ∇ i h∇jh. Take partial derivative with respective to t ∂ ∂t
Direct computation yields and
(4.10)
Combining (4.9) and (4.10), we have that
(4.11)
The Laplacian of ∇ i h∇jh is
(4.12)
Collecting the two equalities above gives that Finally, we give the evolution equation of
With the help of (4.7) and (4.13), we have that ∂ ∂t
(4.14)
Straightforward computation yields
so we have that Rearranging terms leads to 
Combine the lemmas together to get
Since the three matrices in the last three terms are nonnegative definite, we have that
It was shown in [31] that the function G(h) = 1 + 2 ln h 1 − h 2 is increasing and negative for h ∈ (0, 1).
If a > 0, then by the nonnegativity of holomorphic bisectional curvature we have
Now letting
It follows from Hamilton's maximum principle for tensor that Q ij ≥ 0.
Next we discuss the case a < 0. It follows from the assumption of curvature tensor that
Thanks to the negativity of G(h), we have that
Combining (4.22) and (4.23), we obtain
Since G(h) is increasing and K is defined such that
Now we can easily carry out the proof of this case by using the same argument as in the proof of the case above.
By Lemma 3.4 and the nonnegativity of holomorphic bisectional curvature, we have
Now the theorem can be proved in the same way as shown in the proof of Theorem 1.2.
Extensions
In this section, we consider the matrix Li-Yau-Hamilton estimates for more general nonlinear heat equation. The following lemma, which was proven in [12] , is important in the proof of Theorem 1.5.
Lemma 5.1. If a function A satisfies the equation
Now we are going to prove Theorem 1.5 and Theorem 1.6.
Proof of Theorem 1.5 Set P ij = ∇ i ∇ j L + f (t)g ij and we have that
+ 2P il P jl + (F ′ (L) − 4f (t))P ij + 2∇ l L · ∇ l P ij + 2R ikjl ∇ k L∇ l L + F ′′ (L)∇ i L∇ j L + (2f 2 (t) − F ′ (L)f (t) + f ′ (t))g ij ≥∆P ij + 2∇ l L · ∇ l P ij + 2R kijl P kl − R il P jl − R jl P il + 2P il P jl + F ′′ (L)∇ i L∇ j L
In the last step we have used the condition that the sectional curvature is nonnegative and the Ricci curvature is parallel. Now in view of the conditions that F is convex and
we have that ∂ ∂t P ij ≥ ∆P ij + 2∇ l L · ∇ l P ij + 2R kijl P kl − R il P jl − R jl P il + 2P il P jl + (F ′ (L) − 4f (t))P ij .
By using maximum principle of Hamilton for tensor, we complete the proof of the Theorem 1.5.
Proof of Theorem 1.6 Set
It follows from Lemma 3.1 that
Since F is a convex function and the holomorphic bisectional curvature is nonnegative, we have ∂ ∂t P ij ≥∆P ij + ∇ k L∇kP ij + ∇kL∇ k P ij + R ijlk P kl + P ik P kj + (F ′ (L) − 2f (t))P ij − 1 2 R lj P il + R il P lj + f 2 (t) − F ′ (L)f (t) + f ′ (t) g ij (5.5)
With the condition (1.31) in hand, we have that ∂ ∂t P ij ≥∆P ij + ∇ k L∇kP ij + ∇kL∇ k P ij + R ijlk P kl + P ik P kj + (F ′ (L) − 2f (t))P ij − 1 2 R lj P il + R il P lj .
(5.6)
According to the tensor maximum principle of Hamilton, we complete the proof of Theorem 1.6.
