ABSTRACT
INTRODUCTION
The development of cDNA microarray technology has provided a huge amount of gene expression data. The methodology for analyzing such data is still in development. Recently, systems biology approaches have become increasingly popular, where the gene regulatory network and the interaction between genes are of prime interest.
Gene regulatory relations can be studied in gene disruptant experiments, in which the expression levels of all genes are measured after the expression of a transcription factor has been disrupted. A fold-change analysis is then performed to identify genes that are significantly up-or down-regulated due to the disruption, which may indicate that those genes are regulated by the transcription factor.
In time-course gene expression experiments, the expression levels of all genes are measured as a function of time following some perturbation in the environment of the organism. Dynamic models of gene regulation, such as differential equation models (Chen et al., 1999) and dynamic Bayesian networks (Ong et al., 2002; Kim et al., 2003) , take the timedependence of the measurements into account by describing the gene expression levels at each time point in terms of the gene expression levels at the previous time point.
Alternatively, Bayesian networks inferred from cDNA microarray data have been proposed as a model of gene regulation (Friedman et al., 2000; Imoto et al., 2002a,b; Pe'er et al., 2001) . A Bayesian network shows how the expression level of each gene depends conditionally on a small set of parent genes.
x Bayesian networks can be inferred from a set of static (time-independent) gene expression measurements of cell cultures acclimated to different environmental conditions, from gene disruptant experiments, as well as from timecourse experiments, albeit without taking the time-dependence into account.
A fourth approach of inferring gene regulatory relations from expression data is based on coregulation. As genes regulated by the same transcription factor are likely to have similar gene expression patterns, unsupervised learning in the form of clustering gene expression data allows us to find coregulated genes (Segal et al., 2003) . In general, such an analysis will not reveal the corresponding transcription factor. However, when we are interested in finding additional genes regulated by a known transcription factor, coregulation can be applied as a supervised learning approach. Here, we compare the expression profile of a new gene to the expression profiles of the genes known to be regulated by that transcription factor.
Clustering gene expression data is often followed by searching for sequence motifs in the upstream region of coregulated genes. Segal et al. (2003) recently proposed to combine gene expression data and sequence information in a single Bayesian score function; Tamada et al. (2003) proposed a similar method in the framework of Bayesian networks. In this work, we found that in practice Segal's method may lead to an overestimation of the predictive power of gene expression data, to a degree that the sequence motif information is effectively ignored. To find a better balance between sequence information and gene expression data, we propose to use a logistic regression model to combine the two data sources.
Whereas the algorithmic aspects of these methods to infer gene regulatory relations have been well studied in the past, it is still unknown if these methods of inferring gene regulatory networks yield biologically correct results. Previous biological support of these methods has been limited to finding one or a few examples where the predicted regulatory relations agreed with biologically known results. To be able to predict currently unknown gene regulatory relations, however, this does not suffice, as we cannot known beforehand which of the large number of predicted gene regulatory relations in an inferred network is correct.
In this paper, we therefore perform a validation study of methods to infer gene regulatory relations from expression and sequence information. Using the four methods described above, we predict sigma (transcription) factors in Bacillus subtilis from the combined gene expression data of ten time course experiments and 99 gene disruptant experiments for genes whose sigma factor is known experimentally. Sigma factors are transcription factors that bind to the RNA polymerase to enable it to find the appropriate DNA binding sequence upstream of the transcription start site. Without a sigma factor, the RNA polymerase would bind to random sites on the DNA. Here, we consider the sigma factors σ
and σ X , which perform particular biological functions in the cell. We do not include the general sigma factors σ A and σ B , as well as several minor sigma factors with few known regulated genes.
This particular biological validation study is appropriate for four reasons. First, a sigma factor is needed for transcription for almost all genes in Bacillus subtilis. Accordingly, sigma factors tend to regulate a fairly large number of genes, many of which are known for the Bacillus subtilis genome, such that a meaningful leave-one-out analysis becomes feasible. Secondly, prokaryotes have simpler mechanisms of gene regulation than eukaryotes. As the biological validity of gene regulatory network inference is not well established, it is appropriate to first analyze a simpler prokaryotic system instead of a eukaryotic system. Third, a large amount of gene expression data is available for Bacillus subtilis. Lastly, as in prokaryotes genes belonging to the same operon are transcribed into a single mRNA molecule, we can average the gene expression ratios over each operon to reduce the adverse effects of noise in the measurements.
In this work, we found that Bayesian network and dynamic models fail to accurately predict gene regulation by sigma factors, while coregulation is about 76% accurate in a leave-one-out analysis. Although sequence motif information by itself yields a prediction accuracy of 73%, combining gene expression data and sequence motif information by adding their likelihood scores, as proposed by Segal et al. (2003) , barely improved the prediction accuracy. However, using a logistic regression model to combine the two likelihood scores yielded a better balance x between gene expression data and sequence motif information and resulted in a prediction accuracy of 85% in a leave-one-out analysis.
Using the score functions derived by logistic regression, we searched the complete Bacillus subtilis genome for additional genes that are regulated by the sigma factors under consideration. We calculate the logistic regression scores for genes known not to be regulated by a given sigma factor to assess the statistical significance of the newly predicted regulatory relations. By providing both the tentative sigma factor as well as the predicted binding site of the RNA polymerase-sigma factor complex, we enable a straightforward experimental verification of our prediction results.
Lastly, we note that a single paper in the biological literature typically describes one experiment in which only one gene regulatory relation is demonstrated. The gene regulatory relations newly predicted in this paper therefore demonstrate the power of genome-wide data to reveal the gene regulatory network.
METHODS

Fold-change analysis
In a fold-change analysis, we calculate by which factor the expression of a particular gene changes following the disruption of a transcription factor. Here, we consider the change in the gene expression if one of the sigma factors is disrupted. The sigma factor whose disruption leads to the largest decrease in the expression of the regulated gene is predicted to drive the transcription of that gene.
Dynamic models
Dynamic models describe time-course data only, taking the time information explicitly into account. Several dynamic models of gene regulatory networks inferred from time-course gene expression data have been suggested previously. Murphy & Mian (1999) showed that most of the existing discrete time models can be considered as special cases of the general class of dynamic Bayesian networks. Here, we derive a dynamic model from a set of stochastic differential equations (Chen et al., 1999; De Hoon et al., 2003) , as they allow a convenient treatment of gene expression measurements made at unequal time intervals.
In a stochastic differential equation model, the rate of change of the gene expression levels d dt x (t) at time t is a function of the expression levels x (t) at that time point plus a noise term:
where the function g effectively describes the gene regulatory network, ε (t) is a random process with unit variance, anḋ 
For measurements taken at equal time intervals (∆t = t i+1 − t i independent of i), this reduces to a dynamic Bayesian network . Ong et al. (2002) consider a similar model, in which the gene expression data are discretized to binary values, and the gene interactions are described by conditional probability tables. The deterministic models proposed previously (Liang et al., 1998; Akutsu et al., 1999 Akutsu et al., , 2000 are based on Eq. (2) without the error term, after discretizing the expression data. The model proposed by Van Someren et al. (2000) 
where M is a square matrix) can be regarded as a special case of Eq. (2), after dropping the noise term and assuming equal time intervals and linear interactions.
In our implementation of a dynamic model, we chose for a linear model with continuous variables. In the validation study described below, a nonlinear dynamic model yielded less accurate predictions of gene regulation by sigma factors. This may be due to the larger number of parameters that need to be estimated in a nonlinear model, leading to a less accurate parameter estimation than in a linear model. In this paper, we therefore restrict ourselves to linear models.
Bayesian networks
We denote the joint probability distribution of the gene expression levels x j,i , j ∈ {1, . . . , m} of m genes measured in experiment i as P (x 1,i , x 2,i , . . . , x m,i ). In the Bayesian network, we assume that this joint probability distribution x can be decomposed as
where Pa (j) represents the set of parent genes (regulators) of gene j. This decomposition can then be represented as a directed acyclic graph.
To apply this formula in practice, we need to choose an appropriate mathematical form for the gene regulations encoded by the right hand side of this equation. Friedman et al. (2000) proposes to either discretize the gene expression data and represent their dependencies as a truth table, or use continuous variables whose dependencies are described by linear relations. To avoid the information loss associated with discretizing gene expression data, we chose the latter option. The Bayesian network model then essentially looks for linear correlations between parent genes and child genes. The Bayesian network can be applied to expression data from both gene disruptant and time course experiments, though in the latter case no use is made of the time information.
Inference based on coregulation
The three inference methods described above consider the parent gene directly to discover gene regulatory relations. We may also be able to find gene regulatory relations by comparing the gene expression profiles of different child genes to each other. This approach is usually applied in an unsupervised setting, in which gene expression data are clustered based on the similarity in their gene expression profile. If, for a given transcription factor, a large number of regulated genes are already known, we can also predict gene regulatory relations by comparing the gene expression profiles of genes in the same regulon to the gene expression profile of a new gene. We can then infer gene regulatory relations in a supervised setting by making use of known regulatory relations. Segal et al. (2003) describes the gene expression measurements of coregulated genes by a normal distribution, assuming that measurements in the n different experiments or time points are statistically independent:
Here, x j,i is the expression log-ratio measured in experiment i of gene j regulated by sigma factor s, and p 
This likelihood score is calculated for the regulon of each sigma factor s to determine which regulon agrees best in terms of gene expression with the gene expression profile of the new gene.
In practice, we found that due to the reduced effect of outliers, estimating the standard deviation σ from the combined experiments via
yielded a more accurate prediction of regulation by sigma factors. We therefore applied Eq. (6) with σ
Motif search
In addition to the gene expression data, we may make use of the sequence motif information of the RNA polymerase-sigma factor DNA binding site. The motifs of these binding sites for sigma factors consists of two parts, one located around 35 base pairs and another around 10 base pairs upstream of the transcription start site. The distance between the transcription start site and the translation start site varies, but is generally not more than about 300 base pairs. The gap between the -35 and the -10 binding motifs can differ for different genes in the same regulon, but not by more than one or two base pairs or so.
x Sigma factor Binding motif Table 1 shows the consensus motifs for the sigma factors under consideration here, as determined using Bioprospector (Liu et al., 2001) from the DBTBS database of transcriptional binding sequences in Bacillus subtilis (Makita et al., 2004 (Durbin et al., 1998 ) for sigma factor s, which lists the log-odds score of finding a nucleotide p at position k in the binding sequence motif of sigma factor s. The log-likelihood, relative to the background sequence probabilities, for a se-
where K is the length of the motif. For the sequence motifs for RNA polymerase-sigma factor binding sites, we added the score of the -35 and the -10 motifs, and allowed the gap to vary according to the currently known binding sites.
The position specific score matrix was calculated from the known binding motifs of the genes in the regulon of each sigma factor, as listed in the DBTBS database. For the matrix calculation based on N known binding sites, we added √ N pseudocounts, using a background probability of 0.3185 for A and T, and 0.1815 for C and G.
Combining gene expression and motif information Segal et al. (2003) proposed to add the loglikelihood scores based on the gene expression data and the motif information into a single loglikelihood score:
Here, L
motif (S) is the log-likelihood score for the highest-scoring sequence motif S in the 300 base pair region upstream of the translation start site. By combining the two information sources, we expect to be able to gain a higher prediction accuracy. For sigma factors such as σ L , having a distinctive sequence motif, we expect the second term to be dominant, while the gene expression score may help us to distinguish σ D , σ E , which have similar sequence motifs. We will revisit this equation below, where we show that Eq. (9) does not achieve the optimal balance between gene expression data and sequence information, and may even essentially ignore the latter.
ASSESSMENT OF BIOLOGICAL VALIDITY
Bayesian network models have been predicted previously from measured gene expression data of Saccharomyces cerevisiae (Imoto et al., 2002a; Kim et al., 2003; Tamada et al., 2003; Friedman et al., 2000) and E. coli (Ong et al., 2002) . The validity of those network predictions was assessed heuristically by showing an example of a gene regulatory relation that was found correctly by the model. However, for a useful prediction of gene regulatory relations, we need to know how many of the hundreds or thousands of gene regulatory relations in such an inferred network are correct. While a considerable effort has been aimed at investigating the algorithmic aspects of regulatory network inference, the biological validity of the inferred networks has not yet been clearly demonstrated.
Here, we consider the sigma factors σ
Bacillus subtilis. A large number of genes have been shown experimentally to be regulated by each of these sigma factors, as listed in the DBTBS database (Makita et al., 2004) . For each gene that is currently known to be regulated exclusively x by one sigma factor (and possibly by other, non-sigma transcription factors), we calculate a Bayesian network, a dynamic model, and a coregulation-based model from the combined gene expression data of ten time-course experiments (Table 2) . Sequence motif information is ignored for now.
The gene expression levels were measured twice at each time point. We calculated the average background noise level for the red (cy5) and green (cy3) channel separately for each data set. Gene expression measurements where the fluorescence level is less than the average background level in either channel are removed from the data set, as they will be dominated by noise. Global normalization is then applied by dividing the measured fluorescence levels of the remaining genes by their sum in each channel. We note that in a previous prediction of the operon structure of Bacillus subtilis using these expression data, we found a 77.3% accuracy level (De Hoon et al., 2004) , which is a typical accuracy level for operon prediction. Table 3 shows the frequency that each sigma factor was estimated correctly by each network inference method. The dynamic model yielded 44 correct predictions out of 189, an accuracy of 23%. While it is statistically significant (p = 2.6 × 10 −6 ) to predict the sigma factor correctly for 44 out of 189 genes, given the low rate of accurate predictions the dynamic model is unlikely to be a good predictor of currently unknown gene regulatory relations. Bayesian networks perform somewhat better with a prediction accuracy of 25%. This accuracy level could only be attained when the Bayesian network model was applied to normalized logratios; a Bayesian network learned from gene expression ratios directly yielded a much lower prediction accuracy. The coregulation-based prediction yields the highest prediction accuracy at 52% in a leave-one-out analysis, in which for the prediction of a gene j the regulon statistics µ
are recalculated after removing gene j from its regulon.
To improve the prediction accuracy of the Bayesian network and the coregulation-based approach, we augmented our data set with the gene expression measurements of 99 gene disruptant experiments, listed in Table 4 . Both methods were then applied to the gene expression data of the combined 174 microarrays. As shown in Table 5 , the prediction accuracy , 30, 60, 90, 120, 150, 180, 210, 240, 270, 300, 330, 360, 390, 420, 450, 480, 510, 540 Table 2. The time points at which expression measurements were made for the ten time-course experiments of Bacillus subtilis considered in this paper. Table 5 . Number of correct sigma factor predictions using sequence motif information and gene expression information, using both the time-course and the gene-disruptant expression data. (*) For the fold-change analysis, only the gene expression data of the gene disruptant experiments were used in which one of the eight sigma factors was disrupted. 
Combining gene expression and motif information, revisited
The prediction accuracy of the coregulationbased model can be improved further by adding the likelihood scores of the gene expression data and the sequence information (Eq. (9)), as proposed by Segal et al. (2003) . From Table 5 , we see that the sequence information alone gives a prediction accuracy of about 73%, just slightly lower than the combined gene expression data. This is in agreement with the previous result that sequence information by itself can give a rather good prediction of regulation by sigma factors (Yada et al., 1997) . We would therefore expect that the combination of gene expression data and sequence motif information would lead to an improved prediction accuracy. However, as Table 5 shows, the combined score achieved a prediction accuracy of 77%, just barely larger than the gene expression data by themselves. It is particularly surprising that the prediction accuracy does not improve for σ L , whose sequence motif is easily distinguishable from the sequence motifs of the other sigma factors.
The failure to effectively make use of sequence motif information is caused by the assumptions underlying Eq. (9). Particularly, Eq. (4) assumes that the gene expression data from different experiments are statistically independent. This may be a valid assumption if the perceived x randomness in the expression data is caused by measurement errors only. However, in reality the variability in the expression measurements, represented by σ (s) i , includes both measurement errors as well as biological knowledge that is either unknown or ignored, such as additional transcription factors regulating a gene. In Eq. (4), each additional microarray experiment is then incorrectly assumed to contribute an equal amount of new information as the previous experiments. If the number of microarrays is large, as in our case, the likelihood score of the expression data will overwhelm the sequence motif score, which is then effectively ignored.
A common statistical technique to correct this situation is logistic regression (Hastie et al., 2001) . In a logistic regression model, we treat the gene expression score and the sequence motif score as two random variables. The probability of belonging to the regulon of sigma factor s is given by the logistic function:
Accordingly, the log-likelihood score is again the sum of the gene expression score and the sequence motif score, but now each is preceded by a weight:
The weights can be estimated by maximizing this likelihood score, given the gene expression score and sequence motif scores for the genes whose sigma factor is known. As the likelihood score is a nonlinear function of the weights, maximizing this score is not straightforward. However, we found that in practice a simple Newton-Raphson method starting from zero weights converges quickly.
The weights were recalculated each time a gene was removed for the leave-one-out analysis of this weighted score function. As shown in Table 5 , the logistic regression score yielded an improved prediction accuracy of 85%. As expected, the logistic regression model is able to recover the 100% accuracy rate for the σ L transcription factor. For σ E , σ H , and σ K , for which the gene expression data gave a more accurate prediction than the sequence motif information, the logistic regression score maintains the prediction accuracy of the gene expression data for σ H , and yields a prediction accuracy that surpasses those of the motif information and the gene expression data separately for σ E and σ K . As shown in Table 5 , adding the likelihood scores directly did not improve the prediction accuracy for σ E , σ H , and σ K .
GENOME-WIDE SEARCH FOR GENES REGULATED BY SIGMA FACTORS
We calculated the score function based on logistic regression for all operons in the Bacillus subtilis genome in order to find currently unknown gene regulations by sigma factors. As for the most part the operon structure of Bacillus subtilis has not been determined experimentally, we use the computationally predicted operon structure instead (De Hoon et al., 2004) , leading to a total of 2214 operons. The logistic regression score was calculated for each sigma factor, both for operons that are known to belong to the corresponding regulon, and for operons known to be regulated by other sigma factors. This allows us to calculate the pvalue of the logistic regression score for newly predicted gene regulations by a given sigma factor, under the null hypothesis that a gene is not regulated by that sigma factor. Table 6 shows the currently unknown predicted gene regulations by sigma factors, for which the predicted score was statistically significant at a significance level of α = 5 × 10 −4 . These genes are characterized by both a high similarity in gene expression with other genes regulated by the predicted sigma factor, and a binding sequence motif that is highly consistent with the consensus sequence. With the putative DNA binding sequences available, an experimental validation of these predictions should be straightforward.
Of particular interest is the yusZ-mrgA operon and the yvbX-yvbY-yvfW-yvfV-yvfU-yvfT operon, which are both predicted to be regulated by σ L . So far, only six operons are known experimentally to be regulated by σ L . These six operons Table 6 .
DISCUSSION
To our knowledge, this is the first thorough assessment of the biological validity of gene regulatory relations inferred from genome-wide data. We found that coregulation is a considerably better predictor of gene regulation by sigma factors in Bacillus subtilis than Bayesian networks, dynamic models, or a fold-change analysis. A Bayesian network performs slightly better than a dynamic model, particularly because it allows the use of both time-course gene expression data and gene disruptant information. A fold-change analysis, though based on a much smaller amount of gene expression data, performs better than Bayesian networks and dynamic models. However, a fold-change analysis is possible only if a disruption experiment for the transcription factor under consideration is available, while Bayesian networks, dynamic models, and coregulation do not have this requirement.
The superior performance of sigma factor prediction from coregulation is likely due to the larger amount of expression data on which it depends. For example, the regulon of σ E in our study contains 51 genes, whereas Bayesian networks and dynamic models make use of the expression data of the transcription factor only. Here, we were able to make use of coregulation in a supervised fashion because of the large number of regulated genes known for each sigma factor. When the aim is to find new transcription factors, it will be necessary to consider the gene expression data of the parent gene directly, either by a Bayesian network, a dynamic model, or a fold-change analysis. Currently, such models predict gene regulations based on the parent-child relation only. Given our prediction accuracies, it may be advisable to include similarity to coregulated genes explicitly in these models.
The prediction accuracies can be improved further by including DNA sequence motif information as an additional predictor in the model, as recently proposed by Segal et al. (2003) and Tamada et al. (2003) . It is important to balance the gene expression and the sequence motif information carefully to optimize the predictive power of the joint score. As we have shown, simply adding the log-likelihood scores for each predictor (Segal et al., 2003) effectively ignores sequence information if the number of microarrays is large. Instead, we estimate the relative predictive power of gene expression and sequence motif information from the data themselves using a logistic regression model, leading to an effective use of both information sources and an improved prediction accuracy. We note that the logistic regression model typically increased the relative importance of the sequence information by about a factor of ten compared to directly adding the log-likelihood scores.
We then performed a genome-wide search using the score function derived from the logistic regression model to find additional genes that are regulated by each sigma factor. A very high score was found for several genes, for which we can be confident that our predictions are correct. For genes with lower scores, it becomes progressively more difficult to decide if the prediction is correct or if the score is based on chance. However, since our method identifies the location of the binding site of the sigma factor-RNA polymerase complex as part of the sigma factor prediction, a simple experimental verification of the predictions is possible.
