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1. INTRODUCTION 
Our purpose is to obtain existence theorems and asymptotic properties 
as 1x1 -+ cc for potential systems of the type 
-Au’+ a’(x) d= /ly(x, u), XER~, N33, i = 1, . ..) MY (1) 
where x= (x1, . . . . xN), II = (u’, . . . . u”), A denotes the N-dimensional 
Laplacian, 1 is a positive parameter, a’(x) is nonnegative and bounded, 
do C:,,(RN), fie C:,,(RN x R”, R) for some fixed q E (0, I), f’(x, u) > 0 if 
every ui > 0, j = 1, . . . . A4, and fi satisfies additional conditions to be listed 
in Sections 2 and 3, i= 1, . . . . M. The definition of a potential system (1) is 
that there exists a differentiable function F with respect to u’, . . . . z?” such 
that 
&I x, 22, . . . . 24”) = f’(X, 22, . ..) ZP), i = 1, . . . . M. (2) 
In vector-matrix notation, the system (1) is 
-Au + Au = 1f(x, u), xeRN, N>3, (1’) 
where A denotes the diagonal matrix with diagonal entries a’, . . . . u”. The 
usual vector length is Iu( = [xi”= I l~~l*]“~ and we also use the notation 
Vu . Vv = zf”=, Vu’. Vvi, /Vu/ 2 = Vu -Vu. Vector inequalities u > v are under- 
stood to mean ui > u’ for each i = 1, . . . . M. 
The letter C will be used from time to time as a generic notation for a 
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positive constant, whose value is inconsequential and may change from one 
place to another. The dependence of C on parameters will be specified only 
when significant. The open ball in RN of radius Y and centre x will be 
denoted by B,(x). 
We use the notation 1) lly, 11 Ily,B for the norms in Ly(RN), LY(B), respec- 
tively, for B c RN. The standard Sobolev spaces Wi2(RN) and Di2(RN) 
are the completions of C,“(RN) in the respective norms 
ll~ll1,2= CllW+ Il~Il:1”’ and 11411 = lIV4ll2. 
We also employ Sobolev spaces of vector functions u: RM + R, defined by 
E= {u: U'E Wi2(R”), i= 1, . . . . M) 
and 
D = {u: zt~ Dk2(R”), i= 1, . . . . M} 
with respective norms 
IME= [II IV4 II:+ II 14 llY=[ f 114,2]1’2 
i=l 
and 
IlullD= II IV4 112. 
The existence of a positive solution pair 2, u of (1) will be proved in two 
cases (i) a’(x) is bounded below by a positive constant, and (ii) a’(x) > 0 in 
RN, i= 1, . . . . M. In both casesf’(x, u) is assumed to satisfy a power growth 
condition in the components of u, with exponents /I = (/?I, . . . . /I”) of each 
power of u restricted by 1 < IbI < (N+ 2)/(N- 2) (in multi-index notation; 
see Section 2). Also in both cases f’(x, u) + 0 as 1x1 + co, uniformly in u, 
but the decay law in case (ii) must be more specific, as described in (A6) 
(see Section 3). The necessity of such conditions for the existence of positive 
solutions u E D of (1) is indicated in Section 5. None of our results require 
( 1) to be radially symmetric. 
In case (i) a direct variational approach is used to construct a positive 
solution u E E (Theorem l), but this is not possible in case (ii) since (1) 
generally has no L2(RN)-solutions; this is well known if M= 1, a’ = 0, 
for example. Instead Theorem 5 yields positive solutions in D (so in 
L2N’(N-2)(RN)) by consideration of a sequence of Eq. (16),, n = 1, 2, . . . . of 
type (i) and letting n -+ co. 
A priori asymptotic properties of nonnegative solutions u ED of (1) are 
proved in Section 4. In particular, conditions on f are given which guaran- 
tee that every such solution satisfies ~~(x)=O(lx(~-~) as 1x1 + co, 
i = 1, . . . . M. Similar results have been obtained recently by Egnell [12], Li 
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and Ni [22], and Pucci and Serrin [34] for scalar equations, and some- 
times restricted to radially symmetric equations. Of the many recent 
investigations of problems (1) having A4 = 1 we mention only [2-6, 8-16, 
18-28, 3&32, 3638, 413. The few available results for elliptic systems in 
RN [t, 9, 19, 23, 333 are not of our type here. 
2. EXISTENCE OF SOLUTIONS IN THE CASE a(.~)>~,>0 
The existence of positive solutions u of (1) will first be proved under the 
assumption a’(x) B a, > 0 for all x E RN, i = 1, . . . . M. The assumptions for 
f’(x, u) are listed below. We use the notation 
f”(x, II) = -& f’(X, u), i, j= 1, . . . . M, 
and for a multi-index tl= (a’, . . . . a”‘) 2 0, 
if u > 0, 
I=1 i= 1 
(IPI = fi (zq if ueR”. 
i= 1 
Assumptions for f(x, u) 
(A r ) There exists a nontrivial potential function F satisfying (2) such 
that FE CiOzV(RN x R”‘, R +), where R, = [0, co), F(x, u) is twice con- 
tinuously differentiable with respect to the components of u, F(x, u) = 0 if 
any component ui = 0, and F(x, -u) = F(x, u) for all x, u. 
(A*) There exists a continuous function 
lim,,, + m g(x) = 0 such that 
F(x, II)< g(x) 2 uork, ’ XER”‘, 
k=l 
g: RN + R, with 
for some multi-indices c(k with 2 < Ic(kl < 2N/(N- 2), k = 1, . . . . K. 
(A3) f’(x,u)>O for all u>O, XER~ and 
If’k UN G Cdx) ; lu9, xeRN, UE:R~ 
k=l 
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for some constant C and multi-indices bik with 
1 < IPikl < (N+ 2MN- 213 i = 1, . ..) M, k = 1, . . . . K. 
(&) If”(x, u)l 6 Cg(x) C,“= 1 luyykl, x E RN, u E RM for some constant 
C and multi-indices yiik satisfying 
btikl < 4/(N- 21, i, j = 1, . ..) M, k = 1, . . . . K. 
For example, all these conditions hold for systems (1) with potential of 
the form 
F(x, II) = i sk(x) luc(lrl, XER~, 3<N<5, (3) 
k=l 
where each gk E C’ +“(RN), 0 f g”(x) > 0, lim,,, _ m g”(x) = 0, either 
LX; = 1 or U: > 2 for each h = 1, . . . . M, k = 1, . . . . K, with c$ > 2 for at least 
one component of each multi-index CQ, and (akl < 2N/(N-2), k= 1, . . . . K. 
We note that these restrictions on the multi-indices place serious limita- 
tions on the problems (1) which can be considered: M< 4 if N = 3; M < 2 
if N = 4 or N = 5. Such restrictions seem essential for the existence of 
positive solutions u of (1) in RN in view of the necessary conditions in 
Section 5. If the problem is weakened to seeking nontrivial nonnegative 
solutions, the restrictions on the multi-indices in (3) can be considerably 
weakened, e.g., some components of @k can be zero. 
THEOREM 1. If ~‘>a, > 0, i= 1, . . . . A4 and (AI)- hold, the system 
(1) has a positive solution pair I, u with UE E n CfOzq(RN). 
The first step in the proof is to construct a weak solution of (1) by 
applying the methods of the Calculus of Variations to the constrained 
minimization problem 
Z*=inf{Z(u):uEE,J(u)=d>O}, (4) 
where the functionals Z and J are defined by 
Z(u)=~j-~(lV~l~+~uu)dx, UCE (5) 
J(u) = jRN W, u) dx, u E E. (6) 
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Standard procedure shows that I is well defined and continuously Frechet 
differentiable on E, with Frechet derivative Z’(u) given by 
Z’(u) v = jRN (Vu .Vv + Au .v) dx 
for all u, v E E. An analogue of this for J will now be proved. 
(7) 
LEMMA 2. The functional J is well defined and of class C’(E) with 
Frdchet derivative given by 
J’(u) v = lRN f(x, u) .v dx 
for all U,VEE, where f=(f’,..., f”). 
Proof: For a = (al, . . . . a”“)>0 and u~EL’“I(R~) for h=l, 
repeated use of Holder’s inequality shows that 
.  . . )  
(8) 
M, 
(9) 
It follows from (6), (9), and assumption (AZ) that 
for some positive constant C. Since (ukl < 2N/(N- 2) for k = 1, . . . . K, the 
Sobolev embedding W$*(R”) cz Llakl(R”‘) shows that J(u) is well defined 
on E, 
To prove (8) we note from Taylor’s formula for d(t) = F(x, u + tv), 
u, v E E, and (A4) that 
J(u + tv) - J(u) 
- t 5 RNfk u).vdx 
1 =- 
I J 
t RN [F(x, u + tv) - F(x, u) - t f f’(x, u) vi] dxi 
i=l 
t =- 
I J 2 RN .; “f”( 
x, u + Otv) v’vj dx 
I,/=1 
< C It1 j-N t i Iu + Otv)Y”k I 10~1 lvil dx 
I,/=1 k=l 
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for some 0 = e(x) E (0, 1) and some positive constant C. We now use (9) 
with the choice c1= (yhk, . . . . Y;, A 1). BY (Ad, I4 = IY~J + 2 < 2N/(N- 2) 
and hence the embedding W,$*(RN) @ Llal(RN) shows that ui, u’ E Ltai(RN) 
for i = 1, . . . . M and I(uh + &uhll ,oL, is a bounded function of t for (t( d 1. Use 
of (9) for this CI then implies that 
J(u + tv) -J(u) 
t I f(x, u) .v dx RN 
6 c Itl f 5 ii IHUh +eta;$ IIvill ,oL, II4 ,oL, 
i,j=l k=l h=l 
+O as t -+ 0, (10) 
thereby establishing (8). 
To prove that JE C’(E), let u, VE E and let {un} be a sequence in E with 
limit u in the E-topology. Let a be the same multi-index as in (lo), so Ial < 
2N/(N-2). Then the embedding W$*(RN) c! L”‘(RN) implies that there 
exists a constant Co, independent of n, such that 
llu~-u~lI,aiGCo Il~‘,-~jll~,~+O as n+oo 
for j = 1, . . . . M. It follows from the mean value theorem, (Ad), and (9) by 
the procedure used for (10) that 
[f (x, II,) - f (x, u)] . v dx 
<c f 2 fj Ilu”+8(ul:-uh)ll$ ll~‘ll,a, II+4,a, 
i,j=l k=l h=l 
for some constant C and some 0 = 0(x) E (0, 1). Therefore, 
lim sup [f(x,u,)-f(x,u)].vdx =O. 
n-rm IIUIIE<I 
This together with (8) proves that JE C’(E) (see [40]). 
LEMMA 3. J is weakly sequentially compact on E, 
Proo$ Let {II,> be a weakly convergent subsequence of a bounded 
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sequence in E, with weak limit UE E. Use of the mean value theorem, (A3), 
and (9) yield, for some 8 = 0(x) E (0, l), 
IJ(uJ -J(u)1 
d 5 IF(x, u,) - F(x, u)l dx RN 
x, u + O(u, - u))(ui, - d) dx 
dC jRNg(x) 5 5 I[u+O(u,-u)lp” I+u’l dx 
r=l k=l 
GC f i; ii Ilu”+~(u::-Uh)ll~~~(+l IIgb~-~‘)ll,~,,,+P (11) 
i=l k=l h=l 
Since l/Iikl + 1 <2N/(N-2) for each i, k and g(x) -+O as 1x1 -+ co, it is 
known [7, p. 2641 that multiplication by g is a compact mapping from 
Wk2(RN) into LIDal+‘( Th us {u,,} has a subsequence {in} such that 
lim, .+ m IIg(ii~-u’)ll,,,,+,=O for i=l,..., M, k=l,..., K. It then follows 
from (11) that J(ti,) -+J(u) as n + co. 
Proof of Theorem 1. We note by (A r) that J(u,) > 0 for some u0 E E, 
and so we can choose d = J(uO) in (4). Let {u,} be a minimizing sequence 
for (4), i.e., lim,, o. Z(u,) = I*, J(u,) = d, and u, 20 without loss of 
generality by (A,). Since each a’(x) is bounded above and below by 
positive constants, Z is an equivalent norm on E. Then {II”} is bounded in 
E and therefore has a weakly convergent subsequence, also denoted by 
{un}, with weak limit u E E. Lemma 3 shows that this subsequence has a 
subsequence {un} such that lim, _ m .Z(u,) = J(u) = d. The condition 
J(u) = 0 if any u’ = 0, from (A,), implies that each ui is nontrivial and non- 
negative throughout RN, i = 1, . . . . M. It is a standard consequence of the 
weak convergence of u, to u that Z(u) = I*. Hence, u solves the variational 
problem (4). 
By the Euler-Lagrange method there exists a Lagrange multiplier Iz E R 
such that Z’(u)=n.Z’(u) in E*, i.e., by (7) and (8), 
jRN(Vu4’v+Au~v)dx=1~Ryf(x,u).vdx (12) 
for all v E E. With the choice vi = 6,uj, (12) becomes 
jRN (IVu’l 2 + a’(~‘)~) dx = 1 jRN f ‘(x, u) u’ dx, (13) 
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for i= 1, . . . . M. Since 0 f ~‘20 in RN and f’(x, u) > 0 if u > 0, it follows 
that I> 0. Equation (12) means that u is a weak solution of the system (1). 
By the regularity hypotheses on a and f, a standard bootstrap argument 
shows that each U’E CFOzq(RN). The strong maximum principle for 
--Au’+ aiui > 0 in RN implies that each ui > 0 in RN. 
COROLLARY 4. The solution u in Theorem 1 has the asymptotic behavior 
limlxl - m u(x) = 0 and lim,,, _ o. I FuMx)l = 0. 
ProoJ Let U= Cf”_ r ui. Then U satisfies the equation -AU= 4(x), 
where by (AX) 
Mx)l = 1% Cnfi( x, u(x)) - a’(x) d(x)] 
i= I 
G Q(x) 1 [U(x)P’ + a*U(x). 
1, k 
Since lp& < (N+ 2)/(N- 2) a bootstrap argument as in [30, Lemma 4.41 
yields the estimate 
II Ull c’+“(Bl(x)) G c II VI 1,2,&(-x) 
for a constant C independent of x E RN, where B,(x) denotes the ball in RN 
of radius r and centre x. Since each u’> 0, this implies the conclusion of 
Corollary 4. 
3. EXISTENCE IN THE CASE a20 
To obtain an analogue of Theorem 1 when the components of a(x) are 
not bounded below by a positive constant, e.g., when some of the com- 
ponents are identically zero, we need to sharpen assumptions (A*) and 
(A3) for u > 0 by adjoining the following conditions: 
(A,) There exists a constant C> 0 such that uyi(x, u) 2 CF(x, u) for 
all u 20, XER~, i= 1, . . . . M. 
(A6) These exist continuous functions gk: RN -+ R, with g”(x) = 
0(1x1 -b”) as 1x1 + cc, bk > 0, k= 1, . . . . K, such that 
0 s f’(x, u) < f gk(x) up*, xeRN, WRY 
k=l 
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for multi-indices fiik satisfying 
I 
N+2 
1 < IBikl cN-2 if bk>2 
N+2-26, N+2 
N-2 < IBikl cN-2 
if O< b,<2 
i = 1, . . . . M, k = 1, . . . . K. 
Conditions (A,) and (A6) together imply the existence of multi-indices ak 
such that 
XER~, WRY, (14) 
where 
2N - 2b, 2N 
N-2 < bkl <- N-2 
if O< bk ~2 
for k = 1, . . . . K. 
The necessity of the conditions on l/I& in (A6) will be indicated in 
Section 5. This, of course, is known in the scalar case M = 1 [ 11, 12, 16, 
18, 21, 22, 27, 321. 
THEOREM 5. Zf a’20 in RN and (Ai)- hold, the system (1) has a 
positive solution pair I., u with UE D n CFzq(RN) such that u(x)= 
WI (2 - NW ) as 1x1 + co. Zf ai is identically zero for i= 1, . . . . M, this 
asymptotic estimate can be replaced by u(x) = 0( [xl2 “) as 1x1 + co. 
The idea of the proof is to apply Theorem 1 to the sequence of systems 
-Au’+ a’(x) + t 
[ 1 
ui = Afi(x, u), XER~, n = 1, 2, . . . . (16), 
of type (1). We are going to prove, for a positive solution pair A,, u, of 
(16),, that {A,>, {u,} h ave subsequences that converge to a positive solu- 
tion pair 1, u of (1) as n + co, with u E D n Cfozv(RN). If each aizO, the 
estimate u(x) = 0( 1x1 2~ “) as 1x1 + co will then follow from Theorem 9 (in 
Section 4). The analogue of (5) for Eq. (16), is 
I,,(u)=;JRN[ IVu12+Au.u+; lul’] dx, u E E, n = 1, 2, . . . . 
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LEMMA 6. Under the assumptions of Theorem 5, for every n = 1,2, . . . . the 
system (16), has a positive solution pair I,, u,, with U,E En CfOzq(RN), 
such that the sequences {I,) and (11 Vu,1 1j2} are bounded. 
Proof: Theorem 1 guarantees the existence of such a pair A,, u,, where 
u, solves the variational problem 
Z,*=inf(Z,(u):uEE,J(u)=d>O). (18) 
It follows from (17) and (18) that 
Z,Ju,) = I,* < inf{Z,(u): u E E, J(u) = d} = II( 
implying the boundedness of { 11 IVu,J II,). The analogue of (13) for A,, II, 
is 
i = 1, . . . . M, n = 1, 2, . . . . (19) 
As a consequence of (17)-(19) and (A,) we obtain 
2 C& s F(x, u,) dx = C&J@,) = Cd&, RN 
showing that {A,} is bounded. 
LEMMA 7. The sequence (u,Jx)) in Lemma 6 is uniformly bounded in 
RN. Furthermore, there exists a constant C, independent of n, such that 
u;(x) 6 c IXI(2-N”2, I-4 b 1, i=l A4, , .**> n = 1, 2, . . . . (20) 
Proof. From (16),, (A6), and the boundedness of {A,} (by Lemma 6) 
the function defined by U, = Cz a U: is a subsolution of the linear equation 
-AU = Ch,(x) U, XGR~, n = 1, 2, . . . 
for some positive constant C, independent of n, where 
h,(x) = 5 f g“(x)[ U,(x)]‘8”’ - ‘. 
r=, k=l 
(21) 
(22) 
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For 1x1= 2R B 1 and a fixed constant s > N/2, we define 
#CR 4=R2-N’” llkII,,~~(xp 
Trudinger’s a priori estimate [39, Theorem 5.11 for subsolutions of (21) 
implies that 
(23) 
for a constant Co depending only on N, s, and &R, n). Since IIVIY,I\~ 
is bounded by Lemma 6, also I/ U,II 2,,,,(NP 2j is bounded by a Sobolev 
embedding theorem. It will be shown , below that &R, n) is uniformly 
bounded for 2R > 1. We can then conclude from (23) that there exists a 
constant C, independent of n, such that 
U,(x) 6 CR” - N”2 for 1x1 =2R> 1, 
implying (20). 
For R = 1, for example, (23) also implies that U,(x) is locally uniformly 
bounded, and hence each U:(X) is uniformly bounded in RN by (20), 
i = 1, . ..) M. 
To prove that q5(R, n) is uniformly bounded for 2R > 1, we choose s 
satisfying 
N 2N 
-=(N-2)(8- 1)’ , 2 B=my IPi/cl9 
possible since (N - 2)(/I - 1) < 4 by (A6). Let Holder exponents pik, qik be 
defined by 
2N 2N 
Pik=s(N-2)(Ipikl - 1)’ qik=2N-s(N-2)(lfiikl - 1)’ (25) 
Then pik > 1, qik > 1, and p,;’ + 4,;’ = 1. Holder’s inequality applied to (22) 
yields 
Note from (25) that s( l/I+/ - 1) pik = 2N/(N- 2). Since 11 UnllZN,(N--2J is 
uniformly bounded, it then follows from (A6) and (26) that there exists a 
constant C, independent of n, such that 
12 
where 
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o,=2s+sb,+;=; [4-2b,-(N-2)(l/?,I -l)]. 
I 
Since a,<0 for all i, k by (Ah), d(R, ) n is uniformly bounded for 2R > 1. 
This completes the proof of Lemma 7. 
Proof of Theorem 5. Let {A,}, {un} be the sequences in Lemma 6. Since 
each {ui>, i= 1, . . . . M is uniformly bounded in RN by Lemma 7, standard 
elliptic regularity theory applied to the ith component Eq. (1) shows that 
{~Jx)} has a subsequence which converges locally uniformly in C*(R”‘) to 
a function ui E C k,(RN) satisfying 
d(x) d c (XI (2 - N)‘2, 1x1 B 1, i=l M. 3 . . . . (27) 
In view of Lemma 6, {A,,} has a convergent subsequence with limit ;1> 0. 
We can therefore let n + cc in (16), to conclude that u is a nonnegative 
solution vector of the system (1) whose components satisfy (27). 
To prove that each ui(x) is not identically zero, we first note from (15) 
that (N- 2) (~1 = 2N- 2bk + ek for some ek > 0, k = 1, . . . . K. Exponents for 
Holder’s inequality will now be selected to be 
2N+ek 2N+ek 
Pk=(N-2) Iclkl’ qk=2N+ek-(N-2) Iclkl’ (28) 
Then b,q,>N, pk>l, qk>l, and ~;~+q;l=l. Use of (6), (14), (18), 
and (A6) shows that there exists a positive constant C, independent of n, 
such that 
O<d=J(u,)<CJ-Rt kg, [l+ lxlbklP’ [u,(x)]*“dx. (29) 
Let Bk be a multi-index with the properties 0 < 6; < @f for i = 1, . . . . M and 
jdkl = e,/(N- 2) pk, k = 1, . . . . K. This is possible since 
2N 
l%l- l6A= (N-2) pk>o? k = 1, . . . . K. 
We define functions dnk and tink in RN by 
4nk(X) = cYzb-r-6k~ ti,k(X) = Cl + Ixlb”l-l caw> 
k = 1, . . . . K; n = 1, 2, . . . . Holder’s inequality applied to (29) yields 
O<ddT l14nkllpt Il$nkllqk (30) 
k 
PROPERTIESOF POTENTIAL SYSTEMS IN RN 13 
for some constant c;, independent of n. By (9), 
and hence it follows from pk ICQ -6,/ =2N/(N-2) that (Il@,Jpk} is a 
bounded sequence, k = 1, . . . . K. Since {U”(X)} is uniformly bounded by 
Lemma 7 and bkqk > N, also { II~,,I/,,} is bounded. From the pointwise 
convergence of Il/,Jx) to the function 
Il/Jx)= [l + lxP]-l [u(x)]“k 
as n + co, it follows that $2 E L1(RN). Then the dominated convergence 
theorem applied to (30) gives, for some positive constant C, 
which is impossible if U’(X) is identically zero for any integer i= 1, . . . . M. 
Since (Vu:)(x) + (VU’)(X) pointwise in RN and { I[VU~I[~) is bounded, 
Fatou’s lemma implies that ui E Di2(RN) for i = 1, . . . . M, i.e., u ED. If J = 0, 
ui(x) would be a nontrivial nonnegative solution of Au’=0 in RN with 
uniform limit zero as 1x1 -+ cc by (27), contrary to Liouville’s theorem, and 
hence I > 0. Then the strong maximum principle for Au’<0 shows that 
ui(x) > 0 throughout RN, i = 1, . . . . A4. If each u’ = 0, Theorem 9 (in 
Section 4) implies that each ui(x) = 0( Ix/‘- “‘) as 1x1 -+ co. This completes 
the proof of Theorem 5. 
4. A PRIORI ASYMPTOTIC ESTIMATES 
This section concerns the asymptotic behavior of any nontrivial non- 
negative solution u of (1) such that each component ui~ D$‘(R”). Similar 
estimates for the case M= 1 were obtained recently by Egnell [12] via a 
different procedure. 
THEOREM 8. Suppose fi satisfies (A3) as well as the conditions stated 
below (l), i= 1, . . . . M. If u E D is a nonnegative solution of (l), then u is 
bounded, u E C F,,( RN), and 
,xfimW u(x) = ,Jr+n~ IVu(x)l = 0. (31) 
Proof: The function U = Cf”= i ui (assumed to be nontrivial) satisfies the 
linear equation -AU= H(x) U in RN, where by (A,) 
H(x)<C 5 $ [u(x)p-l, (32) 
i=l k=l 
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similarly to (22). Since U E L 2N’(N--Z)(RN) from the embedding D$*(RN) C? 
L*WW’--Z)(RN) and since lpikl - 1 < 4/(N- 2), Holder’s inequality with 
exponents 
4 4 
Pk=(N-2)(I&kl - 1)’ qk=4-(-2)(l&l -1) 
shows that IWII N/Z,&(x) + 0 as Y + 0 uniformly in RN. Results of Brezis and 
Kato [ 81 then imply that U E Lq(RN) for all q > 2ZV/( N - 2), and hence the 
norms 
II UII q,&(x) I~Gll4/P.BAx) (33) 
are bounded functions of x E RN and have limits zero as 1x1 + co, where 
G = HU and fl= mini,, Ipikl. Standard a priori interior estimates [ 17, 
Chap. 81 for -d U = G show, if q is sufficiently large in (33), that U(x) is 
bounded in RN and UE Cf,,(RN). Then /I Ul12,BzCxj, as well as the norms 
(33), has limit zero as (xl + co (by Holder’s inequality), and consequently 
interior Holder estimates for -AU= G [17, Theorems 8.24 and 8.321 
imply that 
-- lim II VI cl+~(~,(x)) - 0. x-902 
Since each ui > 0 this proves (3 1). 
The next theorem concerns the a priori asymptotic behavior at co of 
solutions u of systems of type 
-Au’ = j-‘(x, u), XESZ, i=l A4 > .. . . (34) 
in exterior domains 0 c RN, which for our purpose can be taken as Q = 
{XE RN: 1x1 > R}, R > 0. We assume that each fin C:,,(Q x R”, R+), 
0 <v] < 1, and that fi satisfies the growth condition (A6) (see Section 3) in 
52, i.e., RN in (A6) is replaced by 52. The notation UED(SZ) is defined to 
mean that hu E D for some smooth nonnegative function h with h(x) = 1 for 
all sufficiently large x. 
THEOREM 9. Under the above conditions on f, every positive solution 
u E D(Q) of(34) is minimal, i.e., 1x1 N-2 ui(x) is bounded above and below by 
positive constants in Sz, i = 1, . . . . M. 
Proof. Kelvin’s transformation 
Y =x/I-d*, v’(y) = JxIN-2 u’(x), i = 1, . . . . ii4 (35) 
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maps (34) into 
-‘If= iyiN+ k-i(j$, lYlN-2v(Y) 9 YEQ’, i = 1, . ..) M, 
where Sz’ = ( y E RN: 0 < 1 yl < l/R}. Then ui can be regarded as a solution 
of the linear equation 
-Au’= H’(y) vi, YEQ’, (36) 
where 
H’(y)= IYI-N-2 Cmw’fi 
( 
$, lylN-2v(.Y) 
1 
. 
It follows from assumption (A6) that 
k=l 
where 
HZk(Y) = lYIP’k gk 
( ) 
2- (d( y$ I y,* ...(vi(y))Gl...(p(y))fi: (37) 
and pik=lfiikl (N-2)-N-2, i= I,..., M, k= I,..., K. Let v(y)= 
25 i oi( y). Then (37) and (A6) show that a positive constant C exists such 
Hik(y)6Clyp+b’ [V(y)]‘P’k’+l, YEQ’. (38) 
If we can show that HikeLS(Q’) for some s > N/2, i= 1, . . . . M, 
k = 1, . . . . K, then Hi E L”(U), and Serrin’s theorem on isolated singularities 
[35, p. 2203 applied to (36) near y = 0 shows that either v’(y) or 
I y(N-2 vi(y) is bounded above and below by positive constants in a deleted 
neighbourhood of y=O. Thus either Ix[“-~ ui(x) or ui(x) is bounded 
above and below by positive constants in 52. However, the second 
possibility is precluded by the assumption that u E D(Q), proving the mini- 
mality of u. 
To show that H” E L”(Q) for s = N/(2 - E), we fix E > 0 satisfying 
‘t-2bk+2&<(N-2)(lBikl - 1)<4-2c, 
which is possible by (A,). This is equivalent to 
8-2b,-2N/s<(N-2)(~~j+1)<2N/s. (39) 
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Holder’s inequality with exponents 
2N 2N 
Pi’=s(N-2)(Ifli,‘-1)’ qik=2N-~(N-2)(I&kl - 1) 
applied to (38) gives 
(40) 
It is well known and easily verified that the assumption UED(Q) implies 
that h’v ED for some smooth nonnegative function h’ with h’(y) = 1 in a 
neighborhood of the origin, from which T/E L2N’(N-2)(Q’) by Sobolev 
embedding. Since the left inequality (39) is equivalent to 
S(Pi/c + bk) qik ’ -h’ 
by a routine computation, the conclusion Hik E L”(U) is a consequence of 
(40). This completes the proof of Theorem 9. 
Remarks. If a’ is identically zero for each i = 1, . . . . M, Theorem 9 can be 
applied to the solution u(x) of (1) obtained in Theorem 5, as already men- 
tioned in Section 3. Elliptic regularity theory for (36) enables us to prove 
that the function v’(y) in (35) actually has a positive limit as lyl + 0, from 
which 1x1 N-2 ui(x) has a positive finite limit as (xl + cc for i = 1, . . . . M; see, 
e.g., [ 121. 
5. NECESSARY CONDITIONS FOR POSITIVE SOLUTIONS 
Application of the divergence theorem to (x -VU’) Vu’ in a ball of radius 
R, summing over i, and then letting R + co, we find that every solution 
u E E of (1) satisfies the Pohoiaev-type identity 
s Au.udx=I RN NF(x,~)-;(N-~)~~~(~,u)+x~‘~F(x,u) dx. 1 
(41) 
The notation V, means that the components of u are held constant during 
the differentiation. If ui - 0 for each i = 1, . . . . M, then (41) holds for every 
solution u E D of (34). Similar Pohoiaev identities are used in [6, 11, 13, 
26, 30, 361, for example. 
If u E E is a positive solution of (1) with the prototype potential (3), i.e., 
f’(x, II)= i ~:gk(X)(U1)4 . . . (ui)+l.. . (pykM, 
k=l 
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then 141) implies that 
gk(x)+x.Vgk(x) 1 z.P dx. (42) 
If gk(x) > 0 and 0 $ x .Vgk(x)<O throughout RN for k = 1, . . . . K, then 
necessarily )ak) < 2N/(N - 2) for at least one integer k. 
If (t(k/ = 2N/(N-2) for all k = 1, . . . . K, it also follows from (42) that 
x .Vg”(x) must be positive on a set of sufficiently large measure, for some 
k, in order that a positive II E E (or u E D if each ui = 0) of (1) can exist. 
We now derive necessary conditions for the existence of a positive 
solution UE D(Q) of (34) in an exterior domain Sz. The conditions on f 
stated below (34) will be retained, and we also need lower bounds 
.f’k u) 2 &(lxl) uDa, XESZ, O<udl, i= 1, . . . . M (43) 
for positive continuous functions g* : R + + R + . 
THEOREM 10. Suppose fi satisfies conditions (A,) and (43), and /?f> 1. 
Then necessary conditions for the existence of a positive solution u E D(Q) of 
the system (34) are 
s 
SL 
g’,(r) r 
N-I-IP,I(N-2)dr<a, i= 1, . . . . M. 
Proof: By Theorem 8, ui(x) + 0 as 1x1 + 00, and hence the maximum 
principle for - du’ 3 0 implies that there exist positive constants C and R0 
such that ui(x)> C 1x12-N for all 1x1 > R,, i= 1, . . . . M. It then follows from 
(34) and (43) that 
-Au’> CM ‘pi(lxl)(ui)“~, 1x1 B Ro, i = 1, . . . . M, (45) 
where 
Since u’>O, a well known oscillation criterion for (45) [29] implies that 
3c 
p’(r) rNp1--8:(N--2) &< ~13, 
which is equivalent to (44). (This oscillation criterion has been 
rediscovered by many authors). 
In particular, if (43) is specialized to 
f'(x,u)> C' 1x1 +u~', XEQ, u > 0, i=l M, 9 . . . . 
18 NOUSSAIR AND SWANSON 
for some constants b, and C’ > 0, Theorem 10 shows that no positive solu- 
tion u E D(Q) of (34) can exist if [piI < (N- b,)/(N- 2) for some integer i. 
The proof of Theorem 10 also establishes, without condition (A,), that 
(44) is a necessary condition for the existence of a minimal positive 
solution of (34) in Q, i.e., a solution u such that 1x1 N-2 u(x) is bounded 
above and below by positive constants in s2. 
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