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DEFECT MEASURES ON GRADED LIE GROUPS
V. FISCHER AND C. FERMANIAN-KAMMERER
Abstract. In this article, we define a generalisation of microlocal defect measures (also known as
H-measures) to the setting of graded nilpotent Lie groups. This requires to develop the notions
of homogeneous symbols and classical pseudo-differential calculus adapted to this setting and de-
fined via the representations of the groups. Our method relies on the study of the C∗-algebra of
0-homogeneous symbols. Then, we compute microlocal defect measures for concentrating and oscil-
lating sequences, which also requires to investigate the notion of oscillating sequences in graded Lie
groups. Finally, we discuss compacity compactness approaches in the context of graded nilpotent
Lie groups.
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1. Introduction
The aim of this article is to develop a new approach for analysing the lack of compactness of
bounded square integrable families on nilpotent Lie groups. The idea is to generalise the notions
of microlocal defect measures (MDM) which were originally defined and studied in the Euclidean
setting by Luc Tartar and Patrick Ge´rard independently in the 90’s, see [40] and [30] respectively;
the original definition of [30] is recalled in the next paragraph. These notions have given a new
insight on compensated compactness theorems as developed by Di Perna and Lions [18] for example.
Such theorems allow one to pass to the limit on quadratic quantities appearing in mechanics for
example and of the form (Auk, vk) for weakly converging subsequences (uk) and (vk) provided
their MDM’s and the operator A satisfy convenient assumptions. Such descriptions were already
possible in some cases thanks to the Div-Curl Lemma [28]. The analysis of MDM’s extends the
range of applications of the ideas which are behind this lemma. It happens that the Div-Curl
lemma has recently been studied in the context of Lie groups: see the article [6] in the context of
the Heisenberg group and [7] for Carnot groups. This motivates the investigation of MDM’s and
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of compensated compactness questions on Lie groups. Notice also that the MDM and their semi-
classical counterpart (also called semi-classical or Wigner measures [31]) have also proved useful for
the analysis of pde-s in different context, from quantum chemistry to theory of chaos and analysis
of quantum ergodicity, including control theory [34, 35]. And questions not so far to those of the
latter references are now addressed in the context of sub-laplacians (see [14]).
Before discussing the setting of nilpotent Lie groups in more details, let us recall briefly the
definition of an MDM in the Euclidian case. On an open subset Ω of Rn, an MDM of a sequence
(uk)k∈N of functions converging weakly to a distribution u in L
2(Ω, loc) is a positive measure γ on
Ω× Sn−1 such that, up to extraction of a subsequence, we have the convergence
(1.1) (A(ukj − u), ukj − u)L2 −→j→∞
∫
Ω×Sn−1
a0(x, ξ) dγ(x, ξ),
for any test pseudodifferential operator A of order 0 with principal symbol a0; by test pseudo-
differential operators we mean for instance operators in the classical Ho¨rmander calculus, properly
supported, defined through inverse Fourier transform by
(1.2) Au(x) =
∫
Rn
a0(x, ξ)e
ix·ξ û(ξ)dξ, u ∈ S(Rn), x ∈ Rn,
(for simplicity, in the formula above, we have assumed that the symbol of A exactly a0 and have
no term of lower order) This extends easily to closed manifolds by replacing Sn−1 × Ω with the
spherical co-tangent bundle, and also to vector-valued functions by taking suitable traces. Note
that in the approach of Luc Tartar [40] test operators are the ones which are tensor products of
multiplication operators with Fourier multipliers, which is enough to construct the measure γ.
As we see from the paragraph above, the notion of (Euclidean) MDM relies on microlocal analysis
and the theory of pseudodifferential operators which has been developed since the 70’s in the
Euclidean setting (see [32, 42], or the review books [19, 21]). The development of a pseudo-
differential theory on nilpotent Lie groups has been the purpose of works by several authors, see
e.g. [29, 16, 8, 9, 15, 41]. The recent contribution of the second author with her collaborators
in [5] for the Heisenberg group has been followed by the monograph [25] of the first author and
her collaborator, where they have defined a pseudodifferential calculus on graded nilpotent Lie
groups. As in the Euclidean context, they are defined thanks to inverse Fourier transform with the
major difference that the Fourier transform of a function at a (unitary irreducible) representation
is an operator on the space of the representation. Consequently the symbols of pseudo-differential
operators introduced in [25] are measurable fields of operators on G × Ĝ where Ĝ is the unitary
dual, i.e. the set of unitary irreducible representations of G modulo equivalence, that we shall
denote by π(x), x ∈ G. Then, the operator A whose symbol is the field of operator σ(x, π) satisfies
Au(x) =
∫
Ĝ
tr (π(x)σ(x, π)û(π)) dµ(π), u ∈ S(G), x ∈ G,
which is the analogue of (1.2) (precise definitions are given in sections 2 and 3). It is on this latter
result that relies the construction of MDM’s developed hereafter. However, we shall need to extend
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the theory and we develop in section 4 the classes of homogeneous symbols and of classical symbols,
together with the notion of principal symbol.
We will see that the MDM’s on a graded nilpotent Lie group G defined in this paper are non
commutative objects, and this is not surprising since the Fourier transform is operator-valued. More
precisely, a MDM on G consists of a positive measure γ on G × (Ĝ/R+) and a field γ-integrable
field Γ of trace-class operators on G× (Ĝ/R+) (the quotient set Ĝ/R+ is defined by use of dilations
and the class of π ∈ Ĝ will be denote by π˙, see section 2.3). Then, the analogue of formula (1.1)
which is proved in section 6 writes
(1.3) (A(ukj − u), ukj − u)L2 −→j→∞
∫
G×(Ĝ/R+)
tr (σ0(x, π˙)Γ(x, π˙)) dγ(x, π˙),
where σ0 is the principal symbol of the operator A, as defined in section 4. Note that operator-
valued measures have been introduced in semi-classical settings since the 90’s [38, 37, 22, 23] and,
more recently, in the context of quantum ergodicity [2, 3, 4, 36]. As in the Euclidean case, one can
develop applications to compensated compactness as discussed in section 7.
An important difference with the Euclidean context is the lack of Garding inequality, and this
prevents us to adapt the main steps of the proof of existence of Euclidean MDM’s given in [30]. This
is overcome by the use of C∗-algebra formalism and the notion of state. More precisely, we prove
that convergent limits of quantities similar to the left hand side of (1.3) in the nilpotent setting
define positive linear functionals on the algebra of homogeneous symbols of order 0, and that these
linear functionals extend to states on certain C∗ algebras. Understanding the spectrum of these
C∗ algebras and decomposing these states yield the main result of the paper. Reformulating our
proof in the case of the abelian group Rn (which is trivially a graded Lie group) gives a new proof
of the result in the Euclidean case, albeit too sophisticated. Note also that, although this paper
belongs to the fields of micro-local analysis and non-commutative analysis, many of its tools and
techniques relies on the progress of the last four decades in harmonic analysis on Lie groups: for
instance, in understanding the properties of spectral multipliers in sub-laplacians on nilpotent Lie
groups (or more generally positive Rockland operators), or in describing homogeneous convolution
operators in terms of their kernels.
Finally, we want to emphasize that the nilpotent Lie groups considered in this paper and in
[25] are graded, but this is a natural restriction. Indeed, the class of graded nilpotent Lie groups
contains the class of stratified Lie groups (also called Carnot groups in more geometric contexts),
the prime example being the Heisenberg group. Graded or even stratified groups are the groups
usually appearing in applications of analysis on nilpotent Lie groups, for instance in the study of
operators sums of squares of vector fields, as in [14].
Our article is organised as follows. Section 2 is devoted to definitions on graded Lie groups and
to analysis results that we shall use. Then we recall in section 3 the definition of pseudodifferential
operators on graded Lie groups and we introduce in section 4 the notion of homogeneous symbols
and of principal symbols. In Section 5, we analyse the C∗-algebras formed by 0-homogeneous
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symbols. The core of the paper consists in sections 6 where we prove the existence of MDM and
analyse the fundamental examples of concentrating and oscillating sequences. Then, in section 7,
we link our results with compensated compactness theory and definition of Curl operators on Lie
groups.
Convention: In the paper, if X and Y are Banach spaces, L (X ,Y) denotes the Banach space of
bounded linear applications form X to Y. If a linear operator A is densely defined in a Banach
space X and valued in a Banach space Y, then writing A ∈ L (X ,Y) means that A extends to a
bounded operator X → Y and that we identify the operator A with its bounded extension on X
(which is unique). If X = Y, we write L (X ,X ) = L (X ). If X is a Hilbert space, we define by
L 1(X ) the trace-class operators on X and we set ‖A‖L 1(X ) = tr |A|.
Acknowledgements: The authors give deep thanks to Vladimir Georgescu, the exchange they had
with him proved to be determinant for the orientation of their work. They also warmly thank
Philippe Biane and Patrick Ge´rard for fruitful discussions and they are indebted to the Centre
International de Rencontres Mathe´matiques for its “Recherche En Binoˆme” program that has helped
them to close the writing of this article.
2. Preliminaries: graded Lie groups
In this section, after defining graded Lie groups, we recall their homogeneous structure, the
definition of the Fourier tranfrom and results on the dual. A complete description of the notions
of graded and homogeneous nilpotent Lie groups may be found in [27, ch1] and [25, ch3].
2.1. Graded Lie groups. We will be concerned with graded Lie groups G which means that
G is a connected and simply connected Lie group whose Lie algebra g admits an N-gradation
g = ⊕∞ℓ=1gℓ where the gℓ, ℓ = 1, 2, . . ., are vector subspaces of g, almost all equal to {0}, and
satisfying [gℓ, gℓ′ ] ⊂ gℓ+ℓ′ for any ℓ, ℓ′ ∈ N. This implies that the group G is nilpotent. Examples of
such groups are the Heisenberg group and, more generally, all stratified groups (which by definition
correspond to the case g1 generating the full Lie algebra g).
We construct a basis X1, . . . ,Xn of g adapted to the gradation, by choosing a basis {X1, . . . Xn1}
of g1 (this basis is possibly reduced to ∅), then {Xn1+1, . . . ,Xn1+n2} a basis of g2 (possibly {0} as
well as the others) and so on. Via the exponential mapping expG : g → G, we identify the points
(x1, . . . , xn) ∈ Rn with the points x = expG(x1X1 + · · · + xnXn) in G. Consequently we allow
ourselves to denote by C(G), D(G) and S(G) etc, the spaces of continuous functions, of smooth
and compactly supported functions or of Schwartz functions on G identified with Rn, and similarly
for distributions with the duality notation 〈·, ·〉.
This basis also leads to a corresponding Lebesgue measure on g and the Haar measure dx on the
group G, hence Lp(G) ∼= Lp(Rn). The group convolution of two functions f1 and f2, for instance
square integrable, is defined via
(f1 ∗ f2)(x) :=
∫
G
f1(y)f2(y
−1x)dy.
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The convolution is not commutative: in general, f1 ∗ f2 6= f2 ∗ f1.
The coordinate function x = (x1, . . . , xn) ∈ G 7→ xj ∈ R is denoted by xj . More generally we
define for every multi-index α ∈ Nn0 , xα := xα11 xα22 . . . xαnn , as a function on G. Similarly we set
Xα = Xα11 X
α2
2 · · ·Xαnn in the (complex) universal enveloping Lie algebra U(g) of g. Let us recall
that a vector of g defines a left-invariant vector field on G and, more generally, that the universal
enveloping Lie algebra U(g) of g is isomorphic with the left-invariant differential operators; we keep
the same notation for the vectors and the corresponding operators. However if X ∈ g, then X˜
denotes the corresponding right invariant vector field. More generally, if T ∈ U(g), we denote by T˜
the right-invariant differential operator.
For any r > 0, we define the linear mapping Dr : g → g by DrX = rℓX for every X ∈ gℓ,
ℓ ∈ N. Then the Lie algebra g is endowed with the family of dilations {Dr, r > 0} and becomes
a homogeneous Lie algebra in the sense of [27]. We re-write the set of integers ℓ ∈ N such that
gℓ 6= {0} into the increasing sequence of positive integers υ1, . . . , υn counted with multiplicity, the
multiplicity of gℓ being its dimension. In this way, the integers υ1, . . . , υn become the weights of
the dilations and we have DrXj = r
υjXj , j = 1, . . . , n, on the chosen basis of g. The associated
group dilations are defined by
Dr(x) = rx := (r
υ1x1, r
υ2x2, . . . , r
υnxn), x = (x1, . . . , xn) ∈ G, r > 0.
In a canonical way, this leads to the notions of homogeneity for functions and operators. For
instance the degree of homogeneity of xα andXα, viewed respectively as a function and a differential
operator on G, is [α] =
∑
j υjαj . This also leads to the notion of homogeneous distribution.
Example 2.1. The Haar measure is Q-homogeneous:
(2.1) rQ
∫
G
f(rx)dx =
∫
G
f(y)dy,
where
Q :=
∑
ℓ∈N
ℓ dim gℓ = υ1 + . . .+ υn,
is called the homogeneous dimension of G.
Recall that a homogeneous quasi-norm on G is a continuous function | · | : G → [0,+∞) homo-
geneous of degree 1 on G which vanishes only at 0. This often replaces the Euclidean norm in the
analysis on homogeneous Lie groups. Any homogeneous quasi-norm | · | on G satisfies a triangle
inequality up to a constant:
∃C ≥ 1, ∀x, y ∈ G, |xy| ≤ C(|x|+ |y|).
Any two homogeneous quasi-norms | · |1 and | · |2 are equivalent in the sense that
∃C > 0, ∀x ∈ G, C−1|x|2 ≤ |x|1 ≤ C|x|2.
There is an analogue of polar coordinates on G:
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Proposition 2.2. Let | · | be a fixed homogeneous quasi-norm on G. Then there is a (unique)
positive Borel measure σ on the unit sphere S := {x ∈ G : |x| = 1}, such that for all f ∈ L1(G),
we have
(2.2)
∫
G
f(x)dx =
∫ ∞
0
∫
S
f(ry)rQ−1dσ(y)dr.
There is also an analogue of the mean value theorem:
Lemma 2.3. We fix | · | a homogeneous quasi-norm on G. Then there exists a constant C > 0
such that for any f ∈ C1(G), x ∈ G, we have
|f(x)− f(0)| ≤ C
n∑
j=0
|x|νj sup
y∈G
|Xjf(y)|.
2.2. The dual of G and the Plancherel theorem. Here we set some notations and recall some
properties regarding the representations of the group G (especially the Plancherel theorem) and its
enveloping Lie algebra U(g).
In this paper, we always assume that the representations of the group G are strongly continuous
and acting on separable Hilbert spaces. Unless otherwise stated, the representations of G will also
be assumed unitary. For a representation π of G, we keep the same notation for the corresponding
infinitesimal representation which acts on the universal enveloping algebra U(g) of the Lie algebra
of the group. It is characterised by its action on g:
(2.3) π(X) = ∂t=0π(e
tX ), X ∈ g.
The infinitesimal action acts on the space H∞π of smooth vectors, that is, the space of vectors
v ∈ Hπ such that the mapping G ∋ x 7→ π(x)v ∈ Hπ is smooth.
Example 2.4. Vectors of the form π(φ)v where φ ∈ D(G) or S(G) and v ∈ Hπ are smooth.
Here we have used the usual notation for the group Fourier transform of a function f ∈ L1(G)
at π:
π(f) ≡ f̂(π) ≡ FG(f)(π) =
∫
G
f(x)π(x)∗dx.
We denote by Ĝ the unitary dual of G, that is, the unitary irreducible representations of G modulo
equivalence and identify a unitary irreducible representation with its class in Ĝ. The set Ĝ is
naturally equipped with a structure of standard Borel space.
The Plancherel measure is the unique positive Borel measure µ on Ĝ such that for any f ∈ Cc(G),
we have:
(2.4)
∫
G
|f(x)|2dx =
∫
Ĝ
‖FG(f)(π)‖2HS(Hπ)dµ(π).
Here ‖ · ‖HS(Hπ) denotes the Hilbert-Schmidt norm on Hπ. This implies that the group Fourier
transform extends unitarily from L1(G) ∩ L2(G) to L2(G) onto L2(Ĝ) := ∫
Ĝ
Hπ ⊗H∗πdµ(π) which
we identify with the space of µ-square integrable fields on Ĝ. Consequently (2.4) holds for any
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f ∈ L2(G); this formula is called the Plancherel formula. Consequently, for any φ1, φ2 ∈ L2(G),
the quantity
∫
Ĝ
tr |φ̂1(π)φ̂2(π)|dµ(π) is finite and we have the Parseval formula
(2.5)
∫
G
φ1(x)φ¯2(x) dx =
∫
Ĝ
tr
(
φ̂1(π)φ̂2(π)
∗
)
dµ(π).
The orbit method furnishes an expression for the Plancherel measure µ, see [17, Section 4.3].
However we will not need this here.
The general theory on locally compact unimodular group of type I applies (see [20]): let L (L2(G))
be the space of bounded linear operators on L2(G) and let LL(L
2(G)) be the subspace of those
operators T ∈ L (L2(G)) which are left-invariant, that is, commute with the left translation:
T (f(g·))(g1) = (Tf)(gg1), f ∈ L2(G), g, g1 ∈ G.
Then there exists a field of bounded operators T̂ (π) ∈ L (Hπ), π ∈ Ĝ, such that
∀f ∈ L2(G), FG(Tf)(π) = T̂ (π) f̂(π) for µ− almost all π ∈ Ĝ.
Moreover the operator norm of T is equal to
‖T‖L (L2(G)) = sup
π∈Ĝ
‖T̂ (π)‖L (Hπ).
The supremum here has to be understood as the essential supremum with respect to the Plancherel
measure µ. We denote by L∞(Ĝ) the space of fields of operators σπ ∈ L (Hπ), π ∈ Ĝ, with
‖σ‖L∞(Ĝ) := sup
π∈Ĝ
‖σπ‖L (Hπ) <∞,
modulo equivalence under the Plancherel measure µ. Conversely, any field in L∞(Ĝ) naturally
yields a left-invariant bounded operator on L2(G).
By the Schwartz kernel theorem, any operator T ∈ LL(L2(G)) is a convolution operator and we
denote by Tδ0 ∈ S ′(G) its convolution kernel: Tf = f ∗ (Tδ0), f ∈ S(G). We may call Tδ0 the
kernel of T or of T̂ .
We denote by K(G) the space of convolution kernels of operators in LL(L2(G)) and we define
the group Fourier transform of Tδ0 as
FG(Tδ0) ≡ T̂ .
This extends the previous definition of the group Fourier transforms from L1(G)∩K(G) or L2(G)∩
K(G) to K(G) onto L∞(Ĝ). The group Fourier transform also extends for instance to the space of
convolution kernels Ka,b(G) of operators in LL(L2a(G), L2b (G)).
2.3. Dilations on Ĝ. Since the group G is a (connected, simply connected) nilpotent Lie group,
one can use the orbit method to construct unitary irreducible representations of G (see e.g. [17]):
with this method, to any linear functional ϕ ∈ g∗, one associates a class πϕ ∈ Ĝ of equivalent
unitary irreducible representation. Any element of Ĝ may be realised in this way and two such
classes in Ĝ coincide when the linear functionals are on the same orbit for the co-adjoint action
of G on g∗. In other words, one obtains a bijection g∗/G←→ Ĝ, known as Kirillov’s map.
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The dilations of G provide an action of R+ = (0,∞) on the Lie algebra g, hence on g∗ by
duality, and one checks easily that quotienting by the co-adjoint action of G and by the R+-action
commutes. Hence one obtains an action of R+ on g∗/G. The dilations also provide an action of R+
on the group G thus on its dual via
(2.6) r · π(x) = π(rx), x ∈ G, π ∈ Ĝ, r > 0.
One checks that Kirillov’s map g∗/G←→ Ĝ is R+-equivariant.
As usual, Ĝ is equipped with the hull-kernel topology and g∗/G with the quotient Euclidean
topology. It is known [11] that Kirillov’s map is a homeomorphism. One checks easily that,
quotienting by the R+-actions, the map (g∗/G)/R+ ←→ Ĝ/R+ is a homeomorphism.
If X ∈ g is of degree d, then it follows from (2.3) that we have
(r · π)(X) = ∂t=0(r · π)(etX ) = ∂t=0π(retX) = ∂t=0π(etDr(X)) = ∂t=0π(etrdX) = rdπ(X).
More generally for any α ∈ Nn0 , we have:
(2.7) (r · π)(Xα) = r[α]π(Xα), r > 0.
If f ∈ L1(G), then so does f ◦Dr−1 and using (2.1), we have
(r · π)(f) =
∫
G
f(x)r · π(x)∗dx =
∫
G
f(x)π(rx)∗dx =
∫
G
f ◦Dr−1(x)π(x)∗r−Qdx
= r−Qπ (f ◦Dr−1) .
More generally, using the properties of the group Fourier transforms, we obtain
(2.8) (r · π)(f) = π(f(r)) where f(r) = r−Qf ◦Dr−1 , r > 0.
for any f in L1(G), L2(G) or Ka,b(G).
Formula (2.8) and the Plancherel measure being unique, easily imply that for any positive mea-
surable or integrable function F on Ĝ and any r > 0, we have
(2.9)
∫
Ĝ
F (r · π)dµ(π) = r−Q
∫
Ĝ
F (π)dµ(π).
Let us fix a quasi-norm | · | on G. This yields a map on g∗ for which we keep the same notation.
We set
|[ϕ]| := inf{|ϕ′|, ϕ′ ∈ [ϕ]} = min{|ϕ′|, ϕ ∈ [ϕ]},
where [ϕ] denotes the co-adjoint class of ϕ ∈ g∗. Naturally, the map [ϕ] 7→ |[ϕ]| is continuous
g∗/R+ → [0,∞). We set for each π ∈ Ĝ,
(2.10) |π| := inf{|ϕ|, ϕ ∈ g∗ s.t. π ≡ πϕ} = min{|ϕ|, ϕ ∈ g∗ s.t. π ≡ πϕ},
where πϕ is the class of unitary irreducible representations of G corresponding to the co-adjoint
orbit containing ϕ. This mapping is nothing else than the map [ϕ] 7→ |[ϕ]| transported by the
Kirillov mapping. There the function π 7→ |π| is continuous Ĝ→ [0,∞).
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One checks easily that the map [ϕ] 7→ |[ϕ]|, and therefore the map π 7→ |π| respect the dilations
in the following way:
(2.11) |[ϕ(r−1·)]| = r|[ϕ]| and |r · π| = r|π| , r > 0, π ∈ Ĝ, ϕ ∈ g∗.
Furthermore
|[ϕ]| = 0 =⇒ ϕ = 0 , |π| = 0 =⇒ π = 1 ,
where 1 = π0 denotes the trivial representation of G.
This induces a continuous surjection from the ‘sphere’ in Ĝ
(2.12) Σ1 = Σ1,|·| := {π ∈ Ĝ, |π| = 1},
onto (Ĝ/R+)\{1}. This shows the following property:
Lemma 2.5. The R+-quotient of Kirillov’s map is a homoemorphism between the compact spaces
(g∗/G)/R+ and Ĝ/R+.
Remark 2.6. In the case of the Heisenberg group, this sphere is reduced to two points.
Having defined a unit sphere on Ĝ, we can state a polar decomposition:
Lemma 2.7. Let | · | be a quasi-norm on G and let | · | be the associated mapping on Ĝ and the
sphere Σ1 = Σ1,|·| defined in (2.12) above.
(1) The linear mapping f 7−→
∫
1≤|π|≤e
f(|π|−1 · π)|π|−Qdµ(π), defines a continuous positivity-
preserving linear mapping on the Banach space C(Σ1) of continuous function on the compact
space Σ1. We denote by ς = ς|·| the corresponding Radon measure.
(2) For any measurable function F : G→ [0,∞), we have:∫
G
F (π)dµ =
∫
Σ1×(0,∞)
F (r · π)dς(π)rQ−1dr,
(3) In particular, if u ∈ L2(G), then∫
Σ1×(0,∞)
‖uˆ(r · π)‖2HSdς(π)rQ−1dr = ‖u‖2L2(G).
Proof. One checks easily Part (1). As the Plancherel measure is the unique measure such that the
Plancherel formula holds, it suffices to show Part (3) which follows from simple manipulations and
(2.9). 
Remark 2.8. Adapting the ideas of the proof of the polar decomposition on a homogeneous Lie group
(see e.g. [25, 3.1.7]), one can show the following property: having fixed | · |, if F ∈ L1(Ĝ\{1}, loc)
is (−Q)-homogeneous, that is, F (r · π) = r−QF (π), then we have
∀r > 0,
∫
1≤|π|≤r
F (µ) dµ(π) = | ln r|
∫
1≤|π|≤e
F (π) dµ(π).
Furthermore the quantity
∫
1≤|π|≤e F (π) dµ(π) is independent of | · |. This may shed some light on
our choice of definition for ς.
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2.4. Rockland operators. Here we recall the definition of Rockland operators and their main
properties. See [25, Ch.4] for proofs and references.
Definition 2.9. A Rockland operator R on G is a left-invariant differential operator which is
homogeneous of positive degree and satisfies the Rockland condition:
(R) for each unitary irreducible representation π on G, except for the trivial representation,
the operator π(R) is injective on H∞π , that is,
∀v ∈ H∞π , π(R)v = 0 =⇒ v = 0.
Example 2.10. In the stratified case, one can check easily that any (left-invariant negative) sub-
Laplacian, that is
(2.13) L = Z21 + . . .+ Z2n′ with Z1, . . . , Zn′ forming any basis of the first stratum g1,
is a Rockland operator.
Example 2.11. On any graded group G, it is not difficult to see that the operator
(2.14)
n∑
j=1
(−1)
νo
υj cjX
2 νo
υj
j with cj > 0,
is a Rockland operator of homogeneous degree 2νo if νo is any common multiple of υ1, . . . , υn.
Hence Rockland operators do exist on any graded Lie group (not necessarily stratified).
If the Rockland operator R is formally self-adjoint, that is, R∗ = R as elements of the universal
enveloping algebra U(g), then R and π(R) admit self-adjoint extensions on L2(G) and Hπ respec-
tively. We keep the same notation for their self-adjoint extension. We denote by E and Eπ their
spectral measure:
R =
∫
R
λdE(λ) and π(R) =
∫
R
λdEπ(λ).
Example of formally self-adjoint Rockland operators are the positive Rockland operators, that is,
Rockland operators R that satisfy
∀f ∈ S(G),
∫
G
Rf(x) f(x)dx ≥ 0.
One checks easily that the operator in (2.14) is positive. This shows that positive Rockland oper-
ators always exist on any graded Lie group. Note that if G is stratified and L is a (left-invariant
negative) sub-Laplacian, then it is customary to privilege −L as a positive Rockland operator.
The next lemma says that the point 0 can be neglected in the spectrum of a positive Rockland
operator and its group Fourier transform.
Lemma 2.12. Let R be a positive Rockland operator with spectral measure E.
(1) Then for any f ∈ L2(G),
‖E[0, ǫ)f‖2 ց 0 and ‖E(ǫ,+∞)f‖L2(G) ց ‖f‖L2(G) as ǫց 0.
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(2) If π is a non-trivial unitary irreducible representation of G, then the spectrum of π(R) is a
discrete subset of (0,∞).
(3) Let ψ ∈ C∞(R) be a scalar valued function satisfying ψ ≡ 1 on (Λ,∞) for some Λ ∈ R.
Then ψ(tR) and ψ(tπ(R)) converges to the identity mapping of L2(G) and Hπ for the strong
operator topology (SOT). Moreover we have
(2.15) ∀π ∈ Ĝ, ∃r = rπ > 0, ∀r > rπ, ψ(r · π(R)) = ψ(rνπ(R)) = IHπ .
Sketch of the proof. Let us recall that the heat kernel ht of R is by definition the right convolution
kernel of e−tR and that it satisfies ht = t
−Q
ν h1 ◦D
t−
1
ν
with h1 ∈ S(G). This has the two following
consequences. Firstly, it yields classically
‖e−tRf‖2 = ‖f ∗ ht‖ −→
t→∞
0, f ∈ L2(G),
which implies Part (1). Secondly, it implies that the operators π(ht), t > 0, are compact and form
a continuous semi-group. One checks easily that π(R) is its infinitesimal generator, and this yields
Part (2). Part (3) follows easily from spectral properties and Parts (1) and (2). 
Remark 2.13. We can give a value for rπ in (2.15):
rπ =
λmin(π)
Λ
∈ (0,∞),
where λmin(π) is the minimum eigenvalue of π(R), see Part 2 of Lemma 2.12. In this case, rπ is
ν-homogeneous in π:
∀t > 0, π ∈ Ĝ, rt·π = λmin(t · π)
Λ
=
tνλmin(π)
Λ
.
Hence the range of rπ as π runs over Ĝ is (0,∞).
The properties of the functional calculus of R and of the group Fourier transform imply the
following lemma.
Lemma 2.14. Let R be a positive Rockland operator of homogeneous degree ν and f : R+ → C be
a measurable function. We assume that the domain of the operator f(R) = ∫R f(λ)dE(λ) contains
S(G). Then for any x ∈ G,
(f(rνR)φ) ◦Dr = f(R) (φ ◦Dr) , φ ∈ S(G),
where ν denotes the homogeneous degree of R, and
(2.16) f(rνR)δ0(x) = r−Qf(R)δ0(r−1x), x ∈ G,
where f(R)δ0 denotes the right convolution kernel of f(R).
Let π be an irreducible unitary representation. Then the domain of the operator f(π(R)) =∫
R f(λ)dEπ(λ) contains H∞π and we have
(2.17) F{f(R)ϕ}(π) = f(π(R)) ϕ̂(π), φ ∈ S(G).
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2.5. Sobolev spaces. The (inhomogeneous) Sobolev spaces L2a(G), resp. the homogeneous Sobolev
spaces L˙2a(G), a ∈ R, as the completion of the domain Dom(I +R)
a
ν of (I +R)aν , resp. the domain
Dom(Raν ) of Raν , for the Sobolev norm
‖f‖L2a(G),R := ‖(I +R)
a
ν f‖L2(G), resp. ‖f‖L˙2a(G),R := ‖R
a
ν f‖L2(G).
We realise the elements of L2a(G) as tempered distributions and we have
S(G) ⊂ Dom(I +R)aν ⊂ L2a(G) ⊂ S ′(G).
We realise the elements of L˙2a(G) as the linear functionals f on Dom(R¯−
a
ν ) satisfying
∃C > 0, ∀φ ∈ Dom(R¯− aν ), |f(φ)| ≤ C‖R¯− aν φ‖L2(G).
Each f ∈ L˙2a(G) defines a unique function R
a
ν f ∈ L2(G) via the continuous linear functional
ψ 7→ f(R¯aνψ).
The following lemma implies that the Sobolev spaces defined above do not depend on the choice
of Rockland operators:
Lemma 2.15. Let R1 and R2 be two positive Rockland operators of homogeneous degree ν1 and ν2
respectively. Then for any a ∈ R, the operators (I +R1)
a
ν1 (I +R2)−
a
ν2 and (R1)
a
ν1 (R2)−
a
ν2 extends
to bounded operators on L2(G).
The Sobolev spaces defined above satisfy the following natural properties:
Theorem 2.16. (1) The spaces L2a(G) and L˙
2
a(G) are Banach spaces. Different choices of
positive Rockland operators yields equivalent (homogeneous) Sobolev norms.
(2) (Sobolev embeddings) We have the continuous inclusions
L2a(G) ⊂ C(G), a > Q/2,
where C(G) denotes the Banach space of continuous and bounded functions on G.
(3) If a = 0 then L20(G) = L
2(G). If a > 0 then Dom(Raν ) = Dom(I + R)aν ⊃ S(G), and
L2a(G) = L
2(G) ∩ L˙2a(G) with
‖f‖L2a(G) ≍ ‖f‖L2(G) + ‖f‖L˙2a(G),
after a choice of positive Rockland operators to realise the Sobolev norms.
(4) For any α ∈ Nn0 , Xα maps continuously L2s(G) to L2s−[α](G) and L˙2s(G) to L˙2s−[α](G), for
any s ∈ R.
(5) Let R be a positive Rockland operator of degree ν. Let also a, s ∈ R. Then the operator
(I + R)aν maps continuously L2s(G) to L2s−a(G) and the operator (R)
a
ν maps continuously
L˙2s(G) to L˙
2
s−a(G).
(6) For any s ∈ R, the Banach spaces L2−s(G) and L˙2−s(G) are the duals of L2s(G) and L˙2s(G)
respectively via the dualities
〈f, g〉L2s×L2−s = 〈(I +R)
s
ν f, (I +R)− sν g〉L2×L2 , 〈f, g〉L˙2s×L˙2−s = 〈R
s
ν f,R− sν g〉L2×L2 .
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(7) The Banach spaces L2a(G) and L˙
2
a(G) satisfy the properties of interpolation (in the sense of
Theorem 4.4.9 and Proposition 4.4.15 in [25]).
In order to distinguish the Sobolev spaces L2s(G) on the graded group G and the usual Sobolev
spaces on the underlying Rn, we denote by Hs the Eulidean Sobolev spaces on Rn. The spaces Hs
and L2s(G) are not comparable globally (we assume that G is not abelian), but they are locally:
Proposition 2.17. For any s ∈ R and any χ ∈ D(Rn), the mapping S(G) ∋ f 7→ χf extends
(uniquely) to a continuous operator of Hs → L2sυ1(G) and to a continuous operator of L2s(G) →
Hs/υn (where υ1 ≤ . . . ≤ υn are the dilation’s weights in increasing order).
2.6. Bessel potential and Fourier Inversion Formula. Classical considerations on Bessel po-
tentials in this context imply that the convolution kernel of (I + R) s1ν is square integrable when
s1 < −Q/2, i.e. (I +R)
s1
ν δ0 ∈ L2(G), see [25, §4.3.3]. The Plancherel formula (2.4) then yields
(2.18)
∫
Ĝ
‖π(I +R) s1ν ‖2HS(Hπ)dµ(π) <∞ for s1 < −Q/2,
and consequently,
(2.19)
∫
Ĝ
tr
∣∣∣π(I +R) s1ν ∣∣∣ dµ(π) <∞ for s1 < −Q.
Naturally, the Plancherel theorem (cf. Section 2.2) implies a Fourier Inverse Formula, at least
formally. The next proposition gives hypotheses which imply the FIF.
Proposition 2.18 (Fourier Inversion Formula). Let R be a positive Rockland operator of homoge-
neous degree ν. Let σ = {σ(π) : H∞π → Hπ, π ∈ Ĝ} be a field of operators on Ĝ defined (at least)
on
∫
ĜH∞π dµ(π). Let s > Q.
(1) The field of operators {π(I +R) sν σ(π), π ∈ Ĝ} is also defined on ∫ĜH∞π dµ(π). We assume
that supπ∈Ĝ ‖π(I +R)
s
ν σ(π)‖L (Hπ) is finite.
(2) For each π ∈ Ĝ, the field of operator {π(I+R) sν : H∞π →H∞π , π ∈ Ĝ} acts on
∫
Ĝ
H∞π dµ(π).
The field of operators {π(I +R) sν σ(π), π ∈ Ĝ} is defined on ∫
Ĝ
H∞π dµ(π). We assume that
supπ∈Ĝ ‖π(I +R)
s
ν σ(π)‖L (Hπ) is finite.
Then σ ∈ L2(Ĝ) and κ = F−1σ is in L2s/2, in particular it coincides with a continuous and bounded
function on G. Moreover∫
Ĝ
tr |σ(π)|dµ(π) <∞ and κ(0) =
∫
Ĝ
trσ(π) dµ(π).
We will need the following classical properties for approximations of δ0:
Lemma 2.19. Let ψ1 ∈ S(G). For ǫ > 0, we set ψǫ = (ψ1)(ǫ), that is, ψǫ(x) = ǫ−Qψ1(ǫ−1x). We
also denote c :=
∫
G ψ1 =
∫
G ψǫ.
(1) As ǫ → 0, we have ψǫ −→ cδ0 in S ′(G), and if κ ∈ S ′(G) is continuous and bounded then∫
G
κψǫ −→ cκ(0) .
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(2) If π is a continuous unitary representation of G, then (ψ̂ǫ(π))ǫ>0 converges to cIHπ in the
strong operator topology (SOT) on Hπ.
Proof of Lemma 2.19. Part 1 is classical, see e.g. [25, §3.1.10]. For Part 2, we write
ψ̂ǫ(π)
∗ − cIHπ =
∫
G
ψǫ(x)π(x)dx − cIHπ =
∫
G
ψ1(x) (π(ǫx)− IHπ) dx.
Thus, applying a vector v ∈ Hπ and for any R > 0 decomposing the integral as
∫
G =
∫
|x|<R+
∫
|x|≥R,
we obtain:
‖(ψ̂ǫ(π)∗ − cIHπ)v‖Hπ ≤ sup
|x′|≤ǫR
‖π(x′)v − v‖Hπ
∫
G
|ψ1| + 2‖v‖Hπ
∫
|x|>R
|ψ1(x)|.
And the conclusion follows easily from the continuity of x′ 7→ π(x′)v at 0 and the integrability of
ψ1 ∈ S(G). 
Proof of Proposition 2.18. Let us assume the hypothesis of Part 1. The membership of σ in L2(Ĝ)
follows from
‖σ‖
L2(Ĝ)
≤ ‖π(I +R)− sν ‖
L2(Ĝ)
sup
π∈Ĝ
‖π(I +R) sν σ(π)‖L (Hπ),
since the first term of the right-hand side is square integrable by (2.18). We also have∫
Ĝ
tr |σ(π)|dµ(π) ≤ sup
π∈Ĝ
‖π(I +R) sν σ(π)‖L (Hπ)
∫
Ĝ
tr |π(I +R)− sν |dµ(π)
and the last integral is finite by (2.19). Hence
∫
Ĝ tr |σ(π)|dµ(π) is finite.
Let κ = F−1σ. As σ ∈ L2(Ĝ), κ ∈ L2(G). Moreover
‖(I +R) s2ν κ‖L2(G) = ‖π(I +R)
s
2ν σ‖
L2(Ĝ)
≤ ‖π(I +R)− s2ν ‖
L2(Ĝ)
sup
π∈Ĝ
‖π(I +R) sν σ(π)‖L (Hπ).
Hence κ ∈ L2s/2. The Sobolev embedding, see Theorem 2.16, implies that κ is continuous and
bounded on G.
Let ψ1 ∈ S(G) with
∫
G ψ1 = 1. We construct the δ0-approximate (ψǫ)ǫ>0 ⊂ S(G) as in
Lemma 2.19. By the Parseval formula, see (2.5), we have:
(2.20)
∫
G
κ(x)ψ¯ǫ(x)dx =
∫
Ĝ
tr
(
σ(π)ψ̂ǫ(π)
∗
)
dµ(π).
By Lemma 2.19, the left-hand side of (2.20) tends to κ(0) as ǫ→ 0. Note that the right-hand side
of (2.20) is integrable since:
|tr
(
σ(π)ψ̂ǫ(π)
∗
)
| ≤ ‖ψ̂ǫ(π)‖L (Hπ)tr |σ| ≤ ‖ψ1‖L1(G)tr |σ|.
Lemma 2.19 and the Lebesgue Dominated Convergence Theorem imply that the right-hand side
of (2.20) converges to
∫
Ĝ
tr σ(π)dµ(π) as ǫ → 0. Taking the limit in both sides of (2.20) as ǫ → 0
concludes the proof of Proposition 2.18 under the hypothesis of Part 1.
For Part 2, the fact that {π(I +R) sν : H∞π →H∞π , π ∈ Ĝ} acts on
∫
Ĝ
H∞π dµ(π) follows from [25,
Lemma 5.1.2]. We then proceed as above. Another proof is by taking the adjoint. 
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Remark 2.20. In fact, the proof above shows that if ψ1 ∈ S(G) and ψǫ = (ψ1)(ǫ) as in Lemma 2.19
and if σ and κ are as in Proposition 2.18, then∫
Ĝ
∫
Ĝ
tr
∣∣∣σ(π)ψ̂∗ǫ (π)∣∣∣ dµ(π) <∞, and lim
ǫ→0
∫
Ĝ
tr
(
σ(π)ψ̂∗ǫ (π)
)
dµ(π) = c κ(0),
where c =
∫
G ψ1.
Corollary 2.21. Let σ ∈ L∞(Ĝ). Then for any φ ∈ S(G), we have
∫
Ĝ
tr
∣∣σ(π)FG(φˇ)(π)∣∣ dµ(π) <∞
and denoting by κ ∈ S ′(G) the kernel of σ, i.e. σ = κ̂, we have:
(2.21) 〈κ, φ〉 =
∫
Ĝ
tr
(
σ(π)FG(φˇ)(π)
)
dµ(π),
where φˇ(x) = φ(x−1).
Proof. If φ ∈ S(G), then φ̂ satisfies the hypotheses of Proposition 2.18 since (I +R)Nφ ∈ S(G) is
integrable for any N ∈ N. For the same reason σFG(φˇ) satisfies the hypotheses of Proposition 2.18.
We conclude with 〈κ, φ〉 = φˇ ∗ κ(0) and FG(φˇ ∗ κ) = σFG(φˇ). 
Remark 2.22. Corollary 2.21 implies that if σ ∈ L∞(Ĝ) and κ ∈ S ′(G) are such that (2.21) holds
for any φ ∈ S(G) or D(G) then κ is the kernel of σ, i.e. σ = κ̂.
We will also need the following inversion formula:
Proposition 2.23. Let κ be a compactly supported distribution on G. Then for each unitary
representation π of G and v,w ∈ Hπ, we can define
(κ̂(π)v,w)Hπ =
∫
G
κ(x)(π(x)∗v,w)Hπdx,
since x 7→ (π(x)∗v,w)Hπ is smooth and bounded on G.
For any smooth and bounded function φ on G, we have∫
Ĝ
tr
(
κ̂(π) φ̂(π)
)
dµ(π) = 〈κ, φ〉,
interpreting the left hand side as the limits (in this order) of the absolutely convergent double
integral:
lim
R→∞
lim
N→+∞
∫
N ·C
∫
G
trN (κ̂(π)π(x)) φ(x)χR(x) dxdµ(π),
where χ ∈ D(G) with χ ≡ 1 on a neighbourhood of 0 and χR(x) := χ(R−1x), C a compact neigh-
bourhood of 1 ∈ Ĝ such that ∪N∈NN · C = Ĝ, and trN denotes the trace of the operators projected
on the subspace spanned by the first N vectors, having fixed a fundamental sequence of vector fields.
For instance, having fixed a quasinorm, we can choose C := {|π| ≤ 1}, see Section 2.3. The
definition of a fundamental sequence of vector fields may be found in [20, A93].
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Proof. Corollary 2.21 implies the result when κ ∈ D(G).
Let κ be a compactly supported distribution. We consider ψ1 ∈ D(G) satisfying ψ(0) = 1, and
ψǫ(x) := ǫ
−Qψ(ǫ−1x). Then κǫ = κ ∗ ψǫ is in D(G) and we conclude the proof by passing carefully
to the limit using Lemma 2.19. 
2.7. Operators of type ν. The properties of kernels or operators of type ν extends from the
Euclidean setting to the case of homogeneous Lie groups, so in particular to graded Lie groups (see
e.g. [27, Chapter 6 A] or [25, §3.2]):
Definition 2.24. A distribution κ ∈ D′(G) which is smooth away from the origin and homogeneous
of degree ν − Q is called a kernel of type ν ∈ C on G. The corresponding convolution operator
f ∈ D(G) 7→ f ∗ κ is called an operator of type ν.
Example 2.25. Let R be a positive Rockland operator of homogeneous degree ν. For any a ∈ C,
ℜa ∈ [0, Q), the operator R− aν is of type a. See [25, §4.3].
The next statement summarise the properties of the operators of type ν used in the paper:
Proposition 2.26. Let G be a graded group.
(1) An operator of type ν with ν ∈ [0, Q) is (−ν)-homogeneous and extends to a bounded operator
from Lp(G) to Lq(G) whenever p, q ∈ (1,∞) satisfy 1p − 1q = ℜνQ .
(2) Let κ be a smooth function away from the origin homogeneous of degree ν with ℜν = −Q.
Then κ is a kernel of type ν, if and only if its mean value is zero, that is, when
∫
S
κdσ = 0
where σ is the measure on the unit sphere of a homogeneous quasi-norm given by the polar
change of coordinates, see Proposition 2.2. (This condition is independent of the choice of
a homogeneous quasi-norm.)
(3) Let κ be a kernel of type s ∈ [0, Q). Let T be a homogeneous left differential operator of
degree νT . If s− νT ∈ [0, Q), then Tκ is a kernel of type s− νT .
(4) Suppose κ1 is a kernel of type ν1 ∈ C with ℜν1 > 0 and κ2 is a kernel of type ν2 ∈ C with
ℜν2 ≥ 0. We assume ℜ(ν1+ν2) < Q. Then κ1∗κ2 is well defined as a kernel of type ν1+ν2.
Moreover if f ∈ Lp(G) where 1 < p < Q/(ℜ(ν1 + ν2)) then (f ∗ κ1) ∗ κ2 and f ∗ (κ1 ∗ κ2)
belong to Lq(G), 1q =
1
p − ℜ(ν1+ν2)Q , and they are equal.
The L2-boundedness of operators of type 0 (see Part (1) in the case ν = 0) and the characteri-
sation of Part (2) are proved using the classical construction of a principal value distribution and
quasi-orthogonality. The next lemma summarises the result in more detail with the vocabulary of
this paper:
Lemma 2.27. (1) Let κ ∈ C1(G\{0}) be (−Q)-homogeneous and with vanishing mean value.
Then κ extended to a distribution on G which is the kernel of an convolution operator
bounded on L2(G). We fix a homogeneous quasi-norm | · |. For each j ∈ Z, we define the
integrable function κj via κj(x) := κ(x)12j≤|x|≤2j+1, x ∈ G. Then for each π ∈ Ĝ, and each
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v ∈ Hπ, the limit
∑M2
j=−M1
κ̂j(π)v converges in Hπ as M1,M2 →∞. This defines a field of
operators
∑
j∈Z κ̂j wich is 0-homogeneous and satisfies:
(2.22) sup
π∈Ĝ
‖
∑
j∈Z
κ̂j(π)‖L (Hπ) ≤ C sup
|z|=1,|α|≤1
|Xακ(z)|,
where C is a constant which depends on the structural constants of the group G and of the
choice of a homogeneous quasi-norm | · |, but not on κ.
(2) Let σ = {σ(π) ∈ L (Hπ), π ∈ Ĝ} be a measurable field of operators such that
• σ is 0-homogeneous, i.e. σ(rπ) = σ(π) for (almost) all π ∈ Ĝ and all r > 0,
• σ is bounded, i.e. supπ∈Ĝ ‖σ(π)‖L (Hπ) <∞,
• the kernel associated with σ, i.e. κ ∈ S ′(G) such that κ̂ = σ, coincides with a C1
function on G\{0}.
Then the mean value of κ vanishes. Using the notation of Part 1, the sum
∑
j κj converges
in S ′(G) and defines a tempered distribution which coincides with κ on G\{0}. We have
κ =
∑
j
κj + cσδ0,
where cσ =
∫
G
κ(z)χ(z)dz where χ ∈ D(R) is such that χ(0) = 1 and χ(z) = χ1(|z|) for
some χ1 ∈ C(R). The constant cσ does not depend on χ or | · |.
As a representative of the measurable field σ, we may choose the one given via:
σ(π)u =
+∞∑
j=−∞
κ̂j(π)u+ cσu, π ∈ Ĝ, u ∈ Hπ.
In this case, cσ = σ(1).
Sketch of the proof of Lemma 2.27. See e.g. [25, §3.2.5] for the proof of Part (1). For Part (2),
let κ˜ be the kernel associated with the symbol
∑
j∈Z κ̂j . Then κ˜ =
∑
j κj is a (−Q)-homogeneous
tempered distribution. For any φ ∈ D(G), the sum ∑j〈κj , φ〉 is absolutely convergent and its sum
is 〈κ˜, φ〉. Hence κ˜ coincides with κ on G\{0} so the distribution κ− κ˜ being −Q-homogeneous and
supported at the origin must be a multiple of δ0. If there exists φ1 ∈ C(R) such that φ(z) = φ1(|z|)
then
〈κj , φ〉 =
∫
2j≤|z|≤2j+1
κ(z)φ1(|z|)dz = 0
as the mean value of κ is zero and 〈κ˜, φ〉 = 0. This together with κ = κ˜+ cσδ0 with cσ ∈ C implies
the rest of the statement. 
3. Pseudo-differential calculus
Here we outline the pseudo-differentical calculus developed in [25].
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3.1. Quantisation. A symbol is a measurable field of operators σ(x, π) : H∞π →H∞π , parametrised
by x ∈ G and π ∈ Ĝ. We formally associate to σ the operator Op(σ) as follows
Op(σ)f(x) :=
∫
G
tr
(
π(x)σ(x, π)f̂ (π)
)
dµ(π),
where f ∈ S(G) and x ∈ G.
Regarding symbols, when no confusion is possible, we will allow ourselves some notational
shortcuts, for instance writing σ(x, π) when considering the field of operators {σ(x, π) : H∞π →
H∞π , (x, π) ∈ G× Ĝ} with the usual identifications for π ∈ Ĝ and µ-measurability.
This quantisation has already been observed in [41, 5, 25] for instance. It can be viewed as an
analogue of the Kohn-Nirenberg quantisation since the inverse formula can be written as
f(x) :=
∫
G
tr
(
π(x)f̂(π)
)
dµ(π), f ∈ S(G), x ∈ G.
This also shows that the operator associated with the symbol I = {IHπ , (x, π) ∈ G × Ĝ} is the
identity operator Op(I) = I.
Note that (formally or whenever it makes sense), if we denote the (right convolution) kernel of
Op(σ) by κx, that is,
Op(σ)φ(x) = φ ∗ κx, x ∈ G, φ ∈ S(G),
then it is given by
π(κx) = σ(x, π).
Moreover the integral kernel of Op(σ) is
K(x, y) = κx(y
−1x), where Op(σ)φ(x) =
∫
G
K(x, y)φ(y)dy.
We shall abuse the vocabulary and call κx the kernel of σ, and K its integral kernel.
3.2. Difference operators. The difference operators are aimed at replacing the derivatives with
respect to the Fourier variable in the Euclidean case. For each α ∈ Nn0 , the difference operator ∆α
is defined via
∆αf̂(π) = FG(xαf)(π), π ∈ Ĝ.
Here f is in a distributional space on which the group Fourier transform has been defined, i.e.
L1(G), L2(G) or Ka,b(G) etc...
The difference operators satisfy the Leibniz rule:
(3.1) ∆α(σ1σ2) =
∑
[α1]+[α2]=[α]
cα1,α2∆
α1σ1 ∆
α2σ2,
where cα1,α2 are universal constants. By ‘universal constants’, we mean that they depend only on G
and the choice of the basis {Xj}nj=1. This comes from the fact that for any α ∈ Nn0 , with the same
constants cα1,α2 as above, we have
(3.2) (xy)α =
∑
[α1]+[α2]=[α]
cα1,α2x
α1yα2 .
20 V. FISCHER AND C. FERMANIAN-KAMMERER
Note that c0,α′2 = δα=α′2 and cα′1,0 = δα′1=α.
From (3.2), one also deduces that if φ ∈ S(G) and κ ∈ S ′(G)
(xαφ) ∗ κ =
∑
[α1]+[α2]=[α]
cα1,α2(−1)α2xα1φ ∗ (xα2κ).
Taking the Fourier transform, the following property holds for any φ ∈ S(G) and σ ∈ L∞(Ĝ)
satisfying ∆α
′
σ ∈ L∞(Ĝ) for any α′ ∈ Nn0 with [α′] ≤ [α]:
(3.3) σ∆αφ =
∑
[α1]+[α2]=[α]
cα1,α2(−1)α2∆α1{∆α2σ φ̂}.
Example 3.1. One can prove easily
∆απ(X)β =
{
0 if [α] > [β],∑
[α′]=[α]−[β] c
′
α′,α,βπ(X)
α′ if [α] ≤ [β],
where c′α′,α,β are universal constants.
Using (2.8), if f and xαf are integrable, then
(r · π)(xαf) = π(xαf)(r) = r−[α]π(xαf(r)) = r−[α]∆αf̂(r).
Hence denoting σ = f̂ and σr · = {σr·π, π ∈ Ĝ}, we have σr · = f̂(r) by (2.8) and we have obtained:
(3.4) ∆α (σr ·) (π) = r
[α] (∆ασ) (r · π), r > 0, π ∈ Ĝ.
One checks easily that (3.4) holds as long as it makes sense.
We also have the following integration by parts:∫
Ĝ
tr (∆ασ1 σ2) dµ = (−1)|α|
∫
Ĝ
tr (σ1 ∆
ασ2) dµ,
if σ1, σ2 ∈ FGS(G) and α ∈ Nn0 . Indeed in this case, using the FIF, see Proposition 2.18, both sides
are equal to
∫
GF−1G σ1(x)xαF−1G σ2(x−1)dx. Along the same idea, we have:
Lemma 3.2. Let σ be a symbol such that at least one of the two quantities
sup
π∈Ĝ
‖π(I +R) sν σ(π)‖L (Hπ) , sup
π∈Ĝ
‖σ(π)π(I +R) sν ‖L (Hπ),
is finite for some s > Q. Then for any α ∈ Nn0\{0}, we have:∫
G
tr (∆ασ(π)) dµ(π) = 0,
in the sense that if (ψǫ)ǫ>0 is any δ0-approximate as in Lemma 2.19, then each quantity∫
G
tr
∣∣∣σ(π) ∆αψ̂ǫ(π)∣∣∣ dµ(π), ǫ > 0,
is finite and the following limit exists and is zero:
lim
ǫ→0
∫
G
tr
(
σ(π) ∆αψ̂ǫ(π)
)
dµ(π) = 0.
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By Remark 2.20, in the case α = 0, the limit above is cκ(0) where c =
∫
G ψ1 and κ is the kernel
of σ.
Proof of Lemma 3.2. We set φ1(x) = x
αψ1(x) and φǫ(x) = ǫ
−Qφ1(ǫ
−1x). The statement follows
from φ̂ǫ = ǫ
−[α]∆αψ̂ǫ by (3.4) and by Remark 2.20,∫
Ĝ
tr
(
σ(π) φ̂ǫ(π)
)
dµ(π) −→ǫ→0 cF−1σ(0), with c =
∫
G
φ1.

3.3. The symbol classes Sm(G) and the calculus. In this section, we recall the definition and
properties of the symbolic pseudo-differential calculus defined on graded Lie groups in [25, §5].
Definition 3.3. A symbol σ = {σ(x, π) : H∞π →H∞π , (x, π) ∈ G× Ĝ} is called a symbol of order
m whenever, for each α, β ∈ Nn0 and γ ∈ R we have
(3.5) sup
x∈G,π∈Ĝ
‖π(I +R) [α]−m+γν Xβx∆ασ(x, π)π(I +R)−
γ
ν ‖L (Hπ) <∞,
where R is a (fixed) positive Rockland operator of homogeneous degree ν. The symbol class
Sm = Sm(G) is the set of symbols of order m.
By Lemma 2.15, each symbol class Sm is independent of R. The property of interpolation of
Sobolev spaces (cf. Theorem 2.16 (7)) also implies that it suffices to have (3.5) only for a sequence
(γℓ)ℓ∈Z with γℓ →ℓ→±∞ ±∞.
For a chosen positive Rockland operator R of homogeneous degree ν, the seminorms
‖σ‖Sm,a,b,c := max
[α]≤a
[β]≤b,|γ|≤c
sup
x∈G
π∈Ĝ
‖π(I +R) [α]−m+γν Xβx∆ασ(x, π)π(I +R)−
γ
ν ‖L (Hπ),
yield a structure of Frechet spaces on each Sm, m ∈ R. One checks that Sm1 ⊂ Sm2 if m1 ≤ m2.
We also define the space of smoothing symbols
S−∞ :=
⋂
m∈R
Sm,
which is endowed with the topology of projective limit.
The corresponding spaces of operators
Ψm ≡ Ψm(G) := Op(Sm), m ∈ R ∪ {−∞},
yield a calculus:
Theorem 3.4. (1) The set of operators ∪m∈RSm is an algebra of symbols in the sense that
product, taking the adjoint and applying spacial and dual derivatives{
Sm1 × Sm2 −→ Sm1+m2
(σ1, σ2) 7−→ σ1σ2
,
{
Sm −→ Sm
σ 7−→ σ∗ , and
{
Sm −→ Sm−[α]
σ 7−→ Xβ∆ασ ,
(for any m,m1,m2 ∈ R and α, β ∈ Nn0) are continuous operations.
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(2) Furthermore σ ∈ Sm if and only if it satisfies (3.5) with γ = 0. The seminorms ‖ · ‖Sm,a,b,0
yield an equivalent family of seminorms for the Fre´chet topology of Sm.
(3) The set of operators ∪m∈RΨm is a calculus in the sense that product, taking the adjoint and
applying spacial and dual derivatives{
Ψm1 ×Ψm2 −→ Ψm1+m2
(T1, T2) 7−→ T1T2
, and
{
Ψm −→ Ψm
T 7−→ T ∗ ,
(for any m,m1,m2 ∈ R) are continuous operations, and that any operator in Ψm maps
continuously L2s(G) to L
2
s−m(G).
(4) We have the asymptotic expansions:
Op−1 (Op(σ1)Op(σ2)) ∼
∑
[α]
cα∆
ασ1X
α
x σ2,
Op−1 (Op(σ)∗) ∼
∑
[α]
c′αX
α
x∆
ασ∗.
where the constants cα and c
′
α, α ∈ Nn0 , are universal with c0 = c′0 = 1.
In the statement above we use asymptotic expansions of the form
(3.6) σ ∼
∞∑
ℓ=0
σℓ, σℓ ∈ Smℓ , with mℓ strictly decreasing to −∞.
This means that for any M ∈ N,
σ −
∑
ℓ≤M
σℓ ∈ SmM+1.
More precisely in Theorem 3.4, this was used with
σℓ =
∑
[α]=wℓ
cα∆
ασ1X
α
x σ2 ∈ Sm1+m2−wℓ and σℓ =
∑
[α]=wℓ
c′αX
α
x∆
ασ∗ ∈ Sm−wℓ .
Note that any formal asymptotic yields a symbol modulo a smoothing operator:
Theorem 3.5. Let {σℓ}ℓ∈N0 be a sequence of symbols such that σℓ ∈ Smℓ with mℓ strictly decreasing
to −∞. Then there exists σ ∈ Sm0 , unique modulo S−∞, such that σ ∼∑ℓ σℓ.
Naturally the calculus ∪m∈RΨm contains the left-invariant calculus since we have:
Example 3.6. (1) For any α ∈ Nn0 , Xα = Op(π(Xα)) ∈ Ψ[α].
(2) The set Ψ0 contains any smooth function f : G→ C with bounded left-derivatives, that is,
(3.7) ∀β ∈ Nn0 , sup
x∈G
|Xβf(x)| <∞.
Another important class of symbols in the calculus is given by multipliers in Rockland operators.
The precise class of multipliers that we consider is the following. LetMm be the space of functions
f ∈ C∞(R+) such that the following quantities for all ℓ ∈ N0 are finite:
‖f‖Mm,ℓ := sup
λ>0, ℓ′=0,...,ℓ
(1 + λ)−m+ℓ
′ |∂ℓ′λ f(λ)|.
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In other words, the class of functions f that appears in the definition above are the functions which
are smooth on R+ and have the symbolic behaviour at infinity of the H’´ormander class Sm1,0(R) on
the real line. For instance, for any m ∈ R, the function λ 7→ (1 + λ)m is in Mm.
Proposition 3.7. Let m ∈ R and let R be a positive Rockland operator of homogeneous degree ν.
If f ∈ Mm
ν
, then f(R) is in Ψm and its symbol {f(π(R)), π ∈ Ĝ} satisfies
∀a, b, c ∈ N0, ∃ℓ ∈ N, ∃C > 0, ‖f(π(R))‖a,b,c ≤ C‖f‖Mm
ν
,ℓ,
with ℓ, a, b, c ∈ N0 and C independent of f .
Corollary 3.8. If χ ∈ C∞(R) is such that (suppχ) ∩ [0,+∞) is compact, then the symbol
{χ(π(R)), π ∈ Ĝ} is in S−∞. Moreover its kernel χ(R)δ0 is Schwartz, {χ(π(R)), π ∈ Ĝ} ∈ L2(Ĝ)
and ∫
Ĝ
tr |χ(π(R))|dµ(π) <∞.
Note that the membership of χ(R)δ0 in S(G) was already proved in [33], and is used to show
Proposition 3.7.
We conclude this section with recalling the following properties of the kernel associated with a
symbol in the calculus:
Proposition 3.9. Let σ ∈ Sm and let κ its associated kernel. This means that for each x ∈ G,
κx ∈ S ′(G) and σ(x, π) = κ̂x(π). Furthermore x 7→ κx ∈ S ′(G) is smooth on G, and for each x ∈ G,
κx ∈ C∞(G\{0}). Furthermore, for any neighbourhood V of 0, any N ∈ N0 and any α, β ∈ Nn0 ,
there exist a constant C > 0 and a seminorm ‖ · ‖Sm,a,b,c such that
∀x, z ∈ G, z /∈ V, |Xαz Xβxκx(z)| ≤ Cs‖σ‖Sm,a,b,c|z|−N .
The constant C and the seminorm ‖ · ‖Sm,a,b,c may depend on V,N, α, β but are independent of σ.
4. Homogeneous and principal symbols, classical calculus
In this section, we define the notions of homogeneous symbols, classical symbol classes and
principal symbol in a way analogous to the Euclidean case.
4.1. Homogeneous symbol classes S˙m.
Definition 4.1. A symbol σ = {σ(x, π) : H∞π → H∞π , (x, π) ∈ G × Ĝ} is said to be homogeneous
of degree m ∈ R or m-homogeneous when
σ(x, r · π) = rmσ(x, π),
for all x ∈ G and µ-almost all π ∈ Ĝ and dr-almost all r > 0.
A m-homogeneous symbol σ = {σ(x, π)} is regular if for any α, β ∈ Nn0 , γ ∈ R:
(4.1) sup
π∈Ĝ
x∈G
‖π(R) [α]−m+γν Xβx∆ασ(x, π)π(R)−
γ
ν ‖L(Hπ) <∞
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where R is a positive Rockland operator of degree ν
We denote by S˙m the space of regular m-homogeneous symbols.
Remark 4.2. (1) As in the inhomogeneous case, Lemma 2.15 implies that each symbol class S˙m
is independent of R.
(2) The property of interpolation of Sobolev spaces (cf. Theorem 2.16 (7)) also implies that it
suffices to have (4.1) only for a sequence (γℓ)ℓ∈Z with γℓ →ℓ→±∞ ±∞.
Before giving some concrete examples and an equivalent description for symbols in S˙m, let us
mention some routine properties regarding classes of symbols. Each S˙m, m ∈ R, is a Frechet vector
space when equipped with the seminorms
‖σ‖S˙m,a,b,c := max
[α]≤a
[β]≤b,|γ|≤c
sup
x∈G
π∈Ĝ
‖π(R) [α]−m+γν Xβx∆ασ(x, π)π(R)−
γ
ν ‖L (Hπ), a, b, c ∈ N0,
where R is a positive Rockland operator R of homogeneous degree ν. This Frechet structure is
independent of the chosen positive Rockland operator and we will see later in Corollary 4.12 that
we may assume c = 0. Furthermore taking the product and the adjoint and applying spacial and
dual derivatives{
S˙m1 × S˙m2 −→ S˙m1+m2
(σ1, σ2) 7−→ σ1σ2
,
{
S˙m −→ S˙m
σ 7−→ σ∗ , and
{
S˙m −→ S˙m−[α]
σ 7−→ Xβ∆ασ ,
(for any m,m1,m2 ∈ R and α, β ∈ Nn0 ) are continuous operations for this topology.
Example 4.3. The symbol π(X)α is homogeneous of degree [α] and regular. (See (2.7) and Exam-
ple 3.1)
Example 4.4. The symbol given by a function σ(x) independent of G is homogeneous of degree 0.
It is regular if the function is smooth with bounded left invariant derivatives, see (3.7).
Example 4.5. If R is a positive Rockland operator of degree ν and if m ∈ R, then the symbol
π(R)mν (defined spectrally) is regular and homogeneous of degree m.
Proof for Example 4.5. The homogeneity may be obtained from the properties of the Rockland
operator as in Lemma 2.14. The regularity will be a direct consequence of Proposition 4.6 below. 
We now give equivalent properties characterising a symbol in S˙m. In the abelian case, the
statement boils down to the fact that a regular homogeneous symbol yields a (non-homogeneous)
symbol in Sm(Rn) once the low frequencies have been cut off.
Proposition 4.6. Let σ = {σ(x, π) : H∞π → H∞π , (x, π) ∈ G × Ĝ} be a homogeneous symbol of
degree m ≥ 0. The following properties are equivalent.
(1) σ is in S˙m
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(2) There exist a positive Rockland operator R and a real-valued function ψ ∈ C∞(R) satisfying
ψ ≡ 0 on a neighbourhood of 0 and ψ ≡ 1 on (Λ,∞) for some Λ > 0 such that the two
symbols
{ψ(π(R))σ(x, π), (x, π) ∈ G× Ĝ} and {σ(x, π)ψ(π(R)), (x, π) ∈ G× Ĝ},
are in Sm.
(3) Property (2) holds for any such R and ψ.
Moreover the mapping {
S˙m −→ Sm × Sm
σ 7−→ (ψ(π(R))σ, σψ(π(R))) ,
is continuous, injective and open (i.e. with continuous inverse onto its image).
The proof is given in the next subsection. But first let us notice that using ψ(π(R))σ or σψ(π(R))
is essentially equivalent as we have:
Corollary 4.7. If σ ∈ S˙m, R is a positive Rockland operator and ψ ∈ C∞(R) is a scalar valued
function such that ψ ≡ 0 on a neighbourhood of 0 and ψ ≡ 1 on [Λ,∞) for some Λ > 0, then
ψ(π(R))σ − σψ(π(R)) is in S−∞.
Proof of Corollary 4.7. We keep the hypotheses of the corollary and denote Ψ(π) := ψ(π(R)). As
Ψ(π) = (1 − ψ)(π(R)), by Corollary 3.8, I − Ψ is smoothing. Since Ψσ and σΨ are in Sm by
Proposition 4.6, the symbol Ψσ − σΨ = Ψσ(I−Ψ)− (I−Ψ)σΨ, is smoothing. 
4.2. Proof of Proposition 4.6. The underlying idea is to find a replacement for the following
property in the Euclidean case: in the case of Rn, if a cut-off function ψ(ξ) on the Fourier side is
constant for |ξ| > Λ (Λ large enough), then its derivatives are ∂αξ ψ(ξ) = 0 if |ξ| > Λ. In our case,
we can not say anything in general about vanishing derivatives. However, we can show that these
derivatives are smoothing and behaves well enough in the following way:
Lemma 4.8. Let ψ ∈ C∞(R) be a real valued function satisfying ψ|[Λ,+∞) = 1 for some Λ ∈ R.
Let R be a positive Rockland operator of homogeneous degree ν. Then for any α ∈ Nn0\{0}, the
symbol given by ∆αψ(π(R)) is smoothing, i.e. is in S−∞. Furthermore for each a, b ∈ R, the fields
of operators given by
π(R) bν∆αψ(π(R))π(R)aν , π(I +R) bν∆αψ(π(R))π(R)aν , π(R) bν∆αψ(π(R))π(I +R)aν ,
are in L∞(Ĝ).
Proof of Lemma 4.8. By Example 3.1, ∆α1 = 0 thus ∆αψ(π(R)) = −∆α(1 − ψ)(π(R)). Corol-
lary 3.8 then implies the first part. If a, b ∈ νN0, the given fields of operators are bounded since
∆αψ(π(R)) ∈ S−∞ while π(R)mν and π(I +R)mν are in Ψm for any m ∈ νN0. Hence this is also
the case for a, b ∈ ν(−N0) by duality (see Theorem 2.16 (6)), and then for any a, b ∈ R by interpo-
lation (see Theorem 2.16 (7)); indeed the adjoint of (Op (∆αψ(π(R))))∗ is a linear combination of(
Op
(
∆βψ(π(R)))), [β] = [α]. 
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We will also need the following technical lemma.
Lemma 4.9. Let σ = {σ(π) : H∞π → H∞π , π ∈ Ĝ} be a measurable field of operators which is
0-homogeneous in the sense that σ(r · π) = σ(π) for any r > 0 and π ∈ Ĝ.
(1) If there exist a positive Rockland operator R and a scalar valued function ψ ∈ C∞(R) such
that ψ ≡ 1 on (Λ,∞) for some Λ ∈ R, and {ψ(π(R))σ(π)} ∈ L∞(Ĝ) then σ ∈ L∞(Ĝ).
Conversely, if σ ∈ L∞(Ĝ), then {ψ(π(R))σ(π)} ∈ L∞(Ĝ) for any positive Rockland
operator R and any scalar valued function ψ ∈ C∞(R) such that ψ ≡ 1 on (Λ,∞) for some
Λ ∈ R and we have:
‖σ‖L∞(Ĝ) ≤ sup
π∈Ĝ
‖ψ(π(R))σ(π)‖L (Hπ) ≤ sup
λ≥0
|ψ(λ)| ‖σ‖L∞(Ĝ).
We have the same property with {σ(π)ψ(π(R))}.
(2) We assume that σ ∈ L∞(Ĝ) and that there exist a real-valued function ψ ∈ C∞(R) satisfying
ψ ≡ 0 on a neighbourhood of 0 and ψ ≡ 1 on (Λ,+∞) for some Λ ∈ R, a positive Rockland
operator R of homogeneous degree ν and a number m′ ∈ R such that one of the quantities
sup
π∈Ĝ
‖π(R)m
′
ν ψ(π(R))σ(π)‖L (Hπ) or sup
π∈Ĝ
‖σ(π)ψ(π(R))π(R)m
′
ν ‖L (Hπ),
is finite. If m′ > 0 then σ = 0.
Proof of Lemma 4.9. Let σ = {σ(π) ∈ L (Hπ)} be a 0-homogeneous symbol. Let us assume that
the quantity
sup
π∈Ĝ
‖σ(π)‖L (Hπ) = sup
π∈Ĝ
u∈Hπ,‖u‖Hπ=1
‖σ(π)u‖Hπ
is finite. Then, for any ǫ > 0, there exists π0 ∈ Ĝ and u0 ∈ Hπ0 , ‖u0‖Hπ0 = 1 such that
sup
π∈Ĝ
‖σ(π)‖L (Hπ) ≤ ‖σ(π0)u0‖Hπ0 + ǫ.
By (2.15), for any r > rπ0 , we have ψ(r · π0(R)) = IHπ0 thus
ψ(r · π0(R))σ(π0)u0 = σ(π0)u0.
As σ is 0-homogeneous, we have σ(π0)u0 = σ(r · π0)u0. Hence
sup
π∈Ĝ
‖ψ(π(R))σ(π)‖L (Hπ) ≥ ‖ψ(r · π0(R))σ(π0)u0‖L (Hπ0 ) ≥ sup
π∈Ĝ
‖σ(π)‖L (Hπ) − ǫ.
This is true for any ǫ > 0 and this shows
sup
π∈Ĝ
‖σ(π)‖L (Hπ) ≤ sup
π∈Ĝ
‖ψ(π(R))σ(π)‖L (Hπ).
The rest of Part (1) follows from similar considerations and properties of the functional calculus of
π(R).
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For Part (2), let us assume that the first quantity is finite, that is,
sup
π∈Ĝ
‖π(R)m
′
ν ψ(π(R))σ(π)‖L (Hπ) <∞.
For each r > 0, we use the change of index π 7→ r · π and this quantity becomes by homogeneity
sup
π∈Ĝ
‖r · π(R)m
′
ν ψ(r · π(R))σ(r · π)‖L (Hπ) = rm
′
sup
π∈Ĝ
‖π(R)m
′
ν ψ(rνπ(R))σ(π)‖L (Hπ)
≥ rm′ sup
π∈Ĝ
r>rπ
‖π(R)m
′
ν σ(π)‖L (Hπ),(4.2)
having used (2.15). Note that the limit
(4.3) lim
r→∞
sup
π∈Ĝ
r>rπ
‖π(R)m
′
ν σ(π)‖L (Hπ) = sup
π∈Ĝ
‖π(R)m
′
ν σ(π)‖L (Hπ),
is infinite unless either m′ = 0 or σ = 0. Indeed, for the same reason as above, we have for any
r1 > 0:
sup
π∈Ĝ
‖π(R)m
′
ν σ(π)‖L (Hπ) = sup
π∈Ĝ
‖r1 · π(R)
m′
ν σ(r1 · π)‖L (Hπ)
= rm
′
1 sup
π∈Ĝ
‖π(R)m
′
ν σ(π)‖L (Hπ).
If the limit in (4.3) is infinite, as each side of (4.2) must be finite as r → ∞, we then must have
rm
′ → 0 as r →∞, that is, m′ < 0. This conclude the proof of Part (2). 
We can now prove Proposition 4.6.
Proof of Proposition 4.6. Let R be a positive Rockland operator of homogeneous degree ν. Let
ψ ∈ C∞(R) be a real valued function satisfying ψ ≡ 0 on (−∞, ǫo) and ψ ≡ 1 on (Λ,∞) for some
0 < ǫo < Λ.
Let us assume Property (1), that is, let σ ∈ S˙m. We will prove that for any α, β ∈ Nn0 ,
(4.4) sup
x∈G,π∈Ĝ
‖π(I +R) [α]−mν Xβx∆α{ψ(π(R))σ(x, π)}‖L (Hπ) <∞.
The case α = 0 of (4.4) follows from
‖π(I +R)−mν Xβψ(π(R))σ(x, π)‖L (Hπ)
≤ ‖π(I +R)−mν ψ(π(R))π(R)−−mν ‖L (Hπ)‖π(R)
−m
ν Xβσ(x, π)‖L (Hπ)
≤ sup
λ>0
|(1 + λ)−mν ψ(λ)λ−−mν |‖π(R)−mν Xβσ(x, π)‖L (Hπ) <∞.
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Let α ∈ Nn0 be such that |α| = 1. Using the Leibniz rule (3.1), we obtain
‖π(I +R) [α]−mν Xβ∆α{ψ(π(R))σ(x, π)}‖L (Hπ)
. ‖(I + π(R)) [α]−mν (∆αψ(π(R)))Xβσ(x, π)‖L (Hπ)
+‖(I + π(R)) [α]−mν ψ(π(R))
(
∆αXβσ(x, π)
)
‖L (Hπ)
For the second term on the right hand-side, we proceed as above. We modify the argument for
the first term using Lemma 4.8. Recursively we prove (4.4) with the same arguments. The case
of σ(x, π)ψ(π(R)) are handled in a similar way, the details are left to the reader. We have proved
(1) =⇒ (2) and (1) =⇒ (3).
Since (3) =⇒ (2), it only remains to prove that (2) =⇒ (1). We assume that {ψ(π(R))σ(x, π)}
and {σ(x, π)ψ(π(R))} are in Sm and we want to prove that
sup
x∈G,π∈Ĝ
‖π(R) [α]−m+γν Xβx∆α{ψ(π(R))σ(x, π)}π(R)−
γ
ν ‖L (Hπ) <∞,
for any α, β ∈ Nn0 and for a sequence (γℓ)ℓ∈Z with γℓ →ℓ→±∞ ±∞ (see Remark 4.2 (2)), and
similarly for σψ(π(R)). Clearly it suffices to show it for β = 0. Using recursively the Leibniz rule
(see (3.1)) and Lemma 4.8, it suffices to show
sup
x∈G,π∈Ĝ
‖π(R) [α]−m+γν ψ(π(R))∆α{σ(x, π)}π(R)− γν ‖L (Hπ) <∞,
for any α ∈ Nn0 and for a sequence (γℓ)ℓ∈Z with γℓ →ℓ→±∞ ±∞ (see Remark 4.2 (2)), and similarly
for ∆α{σ(x, π)} ψ(π(R)). By homogeneity of the operator ∆α (see (3.4)), it suffices to prove the
case α = 0 which we now do.
The field of operators {π(R)−m+γν σ(x, π)π(R)− γν , π ∈ Ĝ} is 0-homogeneous. Thus by Lemma
4.9 (1) and functional analysis
sup
π∈Ĝ
‖π(R)−m+γν σ(x, π)π(R)− γν ‖L (Hπ) ≤ sup
π∈Ĝ
‖ψ(π(R))π(R)−m+γν σ(x, π)π(R)− γν ‖L (Hπ)
≤ C sup
π∈Ĝ
‖π(I +R)−m+γν {ψ(π(R))σ(x, π)}π(I +R)− γν ‖L (Hπ),
with a constant
C = Cm,γ,ν = sup
λ1>ǫo
(
1 + λ1
λ1
)m−γ
ν
sup
λ2>0
(
λ2
1 + λ2
)− γ
ν
,
finite for γ ≥ 0. We apply the same argument to σ∗ and obtain
sup
π∈Ĝ
‖π(R)− γνXβσ(x, π)π(R)−m+γν ‖L (Hπ) = sup
π∈Ĝ
‖π(R)−m+γν Xβσ(x, π)∗π(R)− γν ‖L (Hπ)
≤ C sup
π∈Ĝ
‖π(I +R)−m+γν Xβ{ψ(π(R))σ(x, π)∗}π(I +R)− γν ‖L (Hπ)
= C sup
π∈Ĝ
‖π(I +R)−m+γν Xβ{σ(x, π)ψ(π(R))}π(I +R)− γν ‖L (Hπ).
This concludes the proof of (2) =⇒ (1). The rest of the proof follows easily. 
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4.3. Consequence of Proposition 4.6 and of its proof. The proof of Proposition 4.6, especially
the implication (1)=⇒(2), together with Proposition 3.7 imply
Corollary 4.10. Let R be a positive Rockland operator. Then for any seminorm ‖ · ‖Sm,a,b,c of
Sm, there exist a seminorm ‖ · ‖S˙m,a′,b′,c′ of S˙m, C > 0, and k ∈ N such that for any σ ∈ S˙m and
for any real-valued function ψ ∈ C∞(R) satisfying ψ ≡ 0 on a neighbourhood of 0 and ψ ≡ 1 on
(Λ,∞) for some Λ > 0, we have:
max(‖ψ(π(R))σ‖Sm ,a,b,c, ‖σψ(π(R))‖Sm ,a,b,c) ≤ C sup
λ>0
ℓ=0,...,k
(1 + λ)ℓ
∣∣∣∂ℓλψ(λ)∣∣∣ ‖σ‖S˙m,a′,b′,c′ ,
Note that the constant C and the integer k are independent of σ or ψ.
In Section 5, we will analyse more precisely the homogeneous symbols of degree 0. From Propo-
sition 4.6 and Corollary 4.10, we can already prove the following regularity of their kernel. If
σ ∈ S˙0, then, for each x ∈ G, σ(x, ·) ∈ L∞(Ĝ) has a kernel κx ∈ S ′(G) such that σ(x, π) = κ̂x, see
Section 2.2. The regularity of the symbol implies that this distribution coincides with a smooth
function:
Proposition 4.11. Let σ ∈ S˙0 and let κx ∈ S ′(G) be its kernel, i.e. π(κx) = σ(x, π).
Then for each x ∈ G, the distribution κx is (−Q)-homogeneous:
∀r > 0, κx(ry) = r−Qκx(y).
For each x ∈ G, the distribution κx coincides with a smooth function away from the origin and
the function (x, z) 7→ κx(z) is smooth on G× (G\{0}). Furthermore, for any compact subset S of
G\{0} and any α, β ∈ Nn0 , there exist a constant C > 0 and a seminorm ‖ · ‖S˙0,a,b,c such that
sup
x∈G
z∈S
|Xαz Xβxκx(z)| ≤ Cs‖σ‖S˙0,a,b,c.
The constant C and the seminorm ‖ · ‖S˙0,a,b,c may depend on S and α, β but are independent of σ.
Proof of Proposition 4.11. Let R be a positive Rockland operator of homogeneous degree ν. Let
ψ ∈ C∞(R) be a real-valued function satisfying ψ ≡ 0 on a neighbourhood of 0 and ψ ≡ 1 on
(Λ,∞) for some Λ > 0.
Let σ ∈ S˙0 and let κx be its associated kernel. For each t > 0, we set σ(t)(x, π) = σ(x, π)ψ(tπ(R)).
By Proposition 4.6, this defines a symbol σ(t) in S
0 and we denote by κ(t) its kernel. Lemma 2.12 (3)
and the L2-boundedness of Op(S0) imply that for each x ∈ G, Op(σ(t)(x, ·)) = Op(σ(x, ·))ψ(tR)
converges to Op(σ(x, ·)) as t→ 0 for the strong operator topology of L2(G). This implies that κ(t),x
converges to κx in S ′(G) for each x ∈ G as t→ 0. More generally, for each x ∈ G and each β ∈ Nn0 ,
Xβxκ(t),x converges to X
β
xκx in S ′(G) as t → 0. The statement now follows from the convergence
in distribution, Proposition 3.9 and Corollary 4.10. 
Another consequence of Proposition 4.6 and its proof is that as in the inhomogeneous case (see
Theorem 3.4, Part (2)), we can simplify the conditions on the regularity of the symbol:
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Corollary 4.12. Let σ be a homogeneous symbol of degree m ∈ R. Then σ is in S˙m if and only if
sup
π∈Ĝ
x∈G
‖π(R) [α]−mν Xβx∆ασ(x, π)‖L (Hπ) , sup
π∈Ĝ
x∈G
‖Xβx∆ασ(x, π)π(R)
[α]−m
ν ‖L (Hπ),
are finite for all α, β ∈ Nn0 . Here R is a fixed positive Rockland operator of degree ν. Furthermore,
for a fixed positive Rockland operator, these quantities yield an equivalent family of seminorms for
the Fre´chet topology of S˙m.
Finally, we observe that Proposition 4.6 implies the following property:
Corollary 4.13. Let χ ∈ D(R) with support in (0,∞). Let R be a positive Rockland operator. Let
σ ∈ S˙m. Then σ χ(π(R)) and χ(π(R))σ are smoothing, i.e. in S−∞. Consequently if σ does not
depend on x then its kernel is Schwartz.
Proof. The first part follows from Proposition 4.6 and Corollary 3.8. The consequence follows from
[25, Theorem 5.4.9]. 
4.4. Homogeneous asymptotic and principal part. In this subsection, we give a meaning to
a homogeneous asymptotic sum
(4.5) σ ∼
∞∑
ℓ=0
σℓ, σℓ ∈ S˙mℓ , with mℓ strictly decreasing to −∞,
which is different to the (inhomogeneous) asymptotic sum in (3.6). This will enable us to define
the principal part σ0 of such an expansion. In order to give a meaning to (4.5), we show:
Proposition 4.14. Let {σℓ}ℓ∈N0 be a sequence of homogeneous symbols such that σℓ ∈ S˙mℓρ,δ with mℓ
strictly decreasing to −∞. If R is any positive Rockland operator and ψ ∈ C∞(R) is any real-valued
function satisfying ψ ≡ 0 on a neighbourhood of 0 and ψ ≡ 1 on (Λ,∞) for some Λ > 0, then the
two sums ∑
ℓ
σℓψ(π(R)) and
∑
ℓ
ψ(π(R))σℓ,
define the same symbol in Sm0 modulo S−∞.
Moreover, this symbol modulo S−∞ does not depend on the choice of R and ψ. And, if this
symbol is in Sm with m < m0, then the first term in the homogeneous expansion is σ0 = 0.
The proof of Proposition 4.14 relies on the following property:
Lemma 4.15. If R1 and R2 are two positive Rockland operators and if ψ ∈ C∞(R) is a real-valued
function such that ψ ≡ 0 on a neighbourhood of 0 and ψ ≡ 1 on (Λ,+∞) for some Λ ∈ R, then
{ψ(π(R2))− ψ(π(R1)), π ∈ Ĝ} ∈ S−∞.
This Lemma is proved in [24].
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Proof of Proposition 4.14. Let {σℓ}ℓ∈N0 be as in the statement. The two sums
∑
ℓ σℓψ(π(R)) and∑
ℓ ψ(π(R))σℓ make sense as symbols in Sm0 modulo S−∞, see (3.6) and Theorem 3.5. They yield
the same symbol modulo S−∞ by Corollary 4.7.
We need to show that if R1 and R2 are two positive Rockland operators and ψ1, ψ2 ∈ C∞(R)
are two real-valued functions satisfying ψ1 ≡ 0 and ψ2 ≡ 0 on a neighbourhood of 0 and ψ1 ≡ 1
and ψ2 ≡ 1 on (Λ,∞) for some Λ > 0 then∑
ℓ
ψ1(π(R1))σℓ −
∑
ℓ
ψ2(π(R2))σℓ ∈ S−∞.
It suffices to show this in the case of R1 = R2 and two (different) functions ψ1, ψ2 and in the case of
ψ1 = ψ2 and two (different) R1,R2. This follows from Corollary 3.8 and Lemma 4.15 respectively.
Now let us assume that the symbol defined by
∑
ℓ σℓψ(π(R)) is in Sm with m < m0. We may
assume that m1 < m < m0. Then σ0ψ(π(R)) ∈ Sm. Denoting ν the homogeneous degree of R, we
have ψ(π(R))π(R)−mν ∈ Sm and
S0 ∋ σ0ψ(π(R))ψ(π(R))π(R)−
m
ν = σ0π(R)−
m0
ν ψ2(π(R))π(R)m
′
ν
with m′ := −m + m0 > 0. For each x ∈ G, the 0-homogeneous field {σ0(x, π)π(R)−
m0
ν , π ∈ Ĝ}
satisfies the hypotheses of Lemma 4.9 (2) and thus must be zero. This conclude the proof of
Proposition 4.14. 
Proposition 4.14 allows us to give a meaning to a homogeneous expansion as in (4.5):
Definition 4.16. Let {σℓ}ℓ∈N0 be a sequence of homogeneous symbols such that σℓ ∈ S˙mℓ with
mℓ strictly decreasing to −∞. Then
∑∞
ℓ=0 σℓ denotes the symbol σ in S
m0 modulo S−∞ given by
the asymptotic sum
∑
ℓ ψ(π(R))σℓ or
∑
ℓ σℓψ(π(R)) in the sense of (3.6) where R is any positive
Rockland operator and ψ ∈ C∞(R) any real-valued function satisfying ψ ≡ 0 on a neighbourhood
of 0 and ψ ≡ 1 on (Λ,∞) for some Λ > 0. We then write (4.5).
We denote by Sm0asymp the set of symbols σ ∈ Sm0 which admits such an homogeneous expansion.
The last part of Proposition 4.14 also shows that the first term of an expansion σ ∼∑∞ℓ=0 σℓ is
unique (hence, proceeding recursively and up to writing zero terms, the expansion itself is unique).
This allows us to define the principal part of a symbol:
Definition 4.17. If σ ∼∑∞ℓ=0 σℓ is in Sm0asymp, then its first term σ0 is called its principal part and
we write:
princm0(σ) := σ0.
Example 4.18. If σ =
∑
α cα(x)π(X)
α where (cα)α∈Nn is a sequence of functions in C
∞(G) such
that cα and all the left derivatives X
βcα are bounded while all but a finite number of cα are zero,
then σ ∈ Smasymp where m = max{[α], cα 6= 0} and
σ =
m∑
ℓ=0
σm−ℓ with σm−ℓ =
∑
[α]=m−ℓ
cα(x)π(X)
α ∈ Sℓ ∩ S˙ℓ.
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Moreover the principal part coincides with the top part of the left-invariant differential operator:
princm(σ) =
∑
[α]=m
cα(x)π(X)
α.
The asymptotic expansion and the principal part satisfy the analogue properties to its Euclidean
counterpart:
Proposition 4.19. The set Smasymp is a linear subspace of S
m and the mapping princm : S
m
asymp →
S˙m is linear. Moreover if σ ∈ Smasymp and σ′ ∈ Sm
′
asymp with asymptotic expansion σ ∼
∑
ℓ σℓ and
σ′ ∼∑ℓ′ σ′ℓ′ then σ∗ ∈ Smasymp and σσ′ ∈ Sm+m′asymp with asymptotic expansions
σ∗ ∼
∑
ℓ
σ∗ℓ and σσ
′ ∼
∑
ℓ,ℓ′
σℓσ
′
ℓ′ .
In particular,
princm (σ
∗) = princm(σ)
∗ and princm+m′
(
σσ′
)
= princm(σ)princm′(σ
′).
Proof. The linearity of Smasymp and of princm is easy to check. The property regarding the adjoint
follows from Theorem 3.4 (3). Let σ and σ′ be as in the statement. We fix a positive Rockland
operator R and a real-valued function ψ ∈ C∞(R) satisfying ψ ≡ 0 on a neighbourhood of 0 and
ψ ≡ 1 on (Λ,∞) for some Λ > 0. Then we can develop∑
ℓ≤M
σℓψ(π(R))
 ∑
ℓ′≤M ′
ψ(π(R))σ′ℓ′

on one hand as (see Proposition 4.14 (1))
(σ mod SmM )
(
σ′ mod Sm
′
M
)
= σσ′ mod SM˜
where M˜ := max(m+m′M ′ ,m
′ +mM ,mM ,m
′
M ′), and on the other hand by Corollary 4.7∑
ℓ≤M
ℓ′≤M ′
σℓψ
2(π(R))σ′ℓ′ =
∑
ℓ≤M
ℓ′≤M ′
ψ2(π(R))σℓσ′ℓ′ mod S−∞
Hence σσ′ =
∑
ℓ≤M,ℓ′≤M ′
mℓ+m
′
ℓ≥M˜
ψ2(π(R))σℓσ′ℓ′ mod SM˜ .
This implies σσ′ ∼
∑
ℓ˜
σ˜ℓ˜ where σ˜ℓ˜ :=
∑
mℓ+mℓ′=m˜ℓ˜
σℓσ
′
ℓ′ ∈ Sm˜ℓ˜ , and in particular σ˜0 = σ0σ′0. 
4.5. The classical calculus ∪mΨmcl (Ω). We can now define the classical classes of symbols and of
operators.
Definition 4.20. Let Ω ⊂ G be an open subset. We denote by Smcl (Ω) the class of symbol σ ∈
Smasymp such that the integral kernel of Op(σ) is compactly supported in Ω×Ω. The corresponding
class of operators is denoted by
Ψmcl (Ω) := Op(S
m
cl (Ω)).
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The operation of taking the principal part is denoted by princm:
princm(Op(σ)) = Op(princm(σ)), σ ∈ Smcl (Ω).
If Ω = G we may allow ourselves the shortcuts Smcl (G) = S
m
cl and Ψ
m
cl (G) = Ψ
m
cl . Naturally the
differential operators in the calculus with support in Ω are classical:
Example 4.21. If (cα)α∈Nn is a sequence of functions in D(Ω) and all but a finite number of cα are
zero, then
∑
α cα(x)X
α is in Ψmcl (Ω) where m = max{[α], cα 6= 0}. Indeed the (right convolution)
kernel is
∑
α cα(x)δ
(α)
0 which is supported in {0}. Moreover
princm
(∑
α
cα(x)X
α
)
=
∑
[α]=m
cα(x)X
α.
We will often use the following easy lemma without referring to it.
Lemma 4.22. Let Ω ⊂ G be an open subset. If A ∈ Ψ0cl(Ω) then the operator A extends uniquely
into a continuous mapping L2(Ω, loc)→ L2(Ω).
As is customary, L2(Ω, loc) denotes the space of distribution f ∈ D′(Ω) such that for all χ ∈ D(Ω),
fχ ∈ L2(Ω). Later on, we will need the more general definition:
Definition 4.23. Let Ω ⊂ G be an open subset. We denote by L2s(Ω, loc) the space of distribution
f ∈ S ′(Ω) such that for all χ ∈ D(Ω), fχ ∈ L2s(G). It is endowed with its natural structure of
Fre´chet space.
Proof of Lemma 4.22. Let A ∈ Ψ0cl(Ω). Its integral kernel is supported in a compact K ⊂ Ω. We
can always find χ ∈ D(Ω) such that χ ≡ 1 on K. Hence if φ ∈ D(Ω), then Aφ = A(χφ).
Let f ∈ L2(Ω, loc). Then fχ ∈ L2(Ω) ⊂ L2(G) and we define Af := A(fχ), as A ∈ Ψ0, it is
bounded on L2(G) (see Theorem 3.4). It is easy to show that this does not depend on the choice
of χ and that we have:
∀f ∈ L2(Ω, loc) ‖Af‖L2(G) ≤ ‖A‖L (L2(G))‖fχ‖L2(G).
Since f ∈ L2(Ω, loc) 7→ fχ ∈ L2(G) is continuous, the operator A : L2(Ω, loc) → L2(Ω) is continu-
ous. 
We now state and prove a theorem which in the Euclidean setting is a consequence of Rellich’s
theorem.
Theorem 4.24. Let Ω ⊂ G be an open subset. If A ∈ Ψmcl (Ω) with m < 0 then the operator
A : L2(Ω, loc)→ L2(Ω)
is compact, i.e. if uk ⇀
k→∞
u in L2(Ω, loc) then Auk(j) −→
j→∞
Au in the L2-norm after extraction of a
subsequence k(j).
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The notation uk ⇀
k→∞
u in L2(Ω, loc) means that the sequence (uk) of distributions in L
2(Ω, loc)
converge towards u for the Fre´chet topology of L2(Ω, loc). Consequently, uk ⇀
k→∞
u in L2(Ω, loc) if
and only if for every v ∈ L2(Ω) compactly supported, (uk, v)L2 −→
k→∞
(u, v)L2 .
Let us recall that Rellich’s Theorem states that if t < s and K ⊂ Rn a compact subset, then the
inclusion map Hs(K)→ Ht is compact.
Proof of Theorem 4.24. As A ∈ Ψmcl (Ω), its integral kernel is supported in a compact K ⊂ Ω × Ω
that we can assume of the form K = K1×K2. We can always find χ ∈ D(Ω) such that χ ≡ 1 on K2.
As the integral kernel of A is supported in K, we have Aφ = A(χφ), for any φ ∈ L2(Ω, loc). Let R
be a (fixed) positive Rockland operator of homogeneous degree ν. As A ∈ Ψm, A(I +R)−m/ν ∈ Ψ0
is bounded on L2(G). Let (uk) be a sequence in L
2(Ω, loc) with uk ⇀
k→∞
u. We have
‖Auk −Au‖L2 = ‖A(χuk − χu)‖L2 = ‖A(I +R)−
m
ν (I +R)mν (χuk − χu)‖L2
≤ ‖A(I +R)−mν ‖L (L2(G))‖(I +R)
m
ν (χuk − χu)‖L2 .
By Proposition 2.17,
‖(I +R)mν (χuk − χu)‖L2 = ‖χ(uk − u)‖L2m(G) ≤ Cm‖χ (uk − u)‖Hm/υ1 .
As uk ⇀
k→∞
u in L2(Ω, loc) and m/υ1 < 0, by Rellich’s Theorem, we can extract a subsequence
χuk(j) −→
j→∞
χu converging in the Sobolev norm of Hm/υ1 . Therefore
‖Auk(j) −Au‖L2 ≤ ‖A(I +R)−
m
ν ‖L (L2(G))Cm‖χ (uk(j) − u)‖Hm/υ1 −→j→∞ 0,
and Auk(j) −→
j→∞
Au in the L2-norm. 
5. C∗-algebras generated by 0-homogeneous regular symbols
In this section, we study the regular 0-homogeneous symbols, that is, the symbols in S˙0, and the
C∗-algebra it generates. A particular attention will be given to the ‘invariant’ symbols in S˙0, that
is, those that do not depend on x.
5.1. The Fre´chet space S˜0. In this section, we study the invariant regular 0-homogeneous sym-
bols, or in other words the symbol in S˙0 independent of x. They form the space S˜0.
Definition 5.1. We denote by S˜0 the set of symbols σ = {σ(π) : H∞π →H∞π , π ∈ Ĝ} satisfying
(1) σ is 0-homogeneous, i.e. σ(r · π) = σ(π) for all r > 0, π ∈ Ĝ,
(2) if R is a positive Rockland operator of degree ν and α ∈ Nn0 and γ ∈ R, then
sup
π∈Ĝ
‖π(R) [α]−m+γν ∆ασ(π)π(R)− γν ‖ <∞
Naturally, the second condition is independent of R and it suffices to show it for a sequence
(γℓ)ℓ∈Z with limℓ→±∞ = ±∞. This equips naturally the vector space S˜0 with a Fre´chet topology
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which is the same as the one obtained with viewing S˜0 as a closed sub-vector space of S˙0. Note
that S˜0 is also an algebra, in fact a sub-algebra of S˙0.
By Corollary 4.12, a 0-homogeneous symbol σ = {σ(π)} is in S˜m if and only if for each α ∈ Nn0 ,
the following suprema are finite
(5.1) sup
π∈Ĝ
‖π(R) [α]ν ∆ασ(π)‖L (Hπ), and sup
π∈Ĝ
‖∆ασ(π) π(R) [α]ν ‖L (Hπ).
Here R is a fixed positive Rockland operator of degree ν.
Proposition 4.11 implies that the kernel associated to a symbol σ in S˜0, i.e. κ ∈ S ′(G) such that
κ̂ = σ, is smooth on G \ {0}. Lemma 5.2 below shows the converse in the following way:
Lemma 5.2. Let σ = {σ(π) ∈ L (Hπ), π ∈ Ĝ} be a measurable field of operators such that
• σ is 0-homogeneous, i.e. σ(rπ) = σ(π) for (almost) all π ∈ Ĝ and all r > 0,
• σ is bounded, i.e. supπ∈Ĝ ‖σ(π)‖L (Hπ) <∞,
• the kernel associated with σ coincides with a smooth function on G\{0}.
Then σ ∈ S˜0.
Note that the proof of Lemma 5.2 given below does not produce any bounds for the suprema in
(5.1) in terms of κ or σ. The main ingredient is the analysis of operator of type ν, see Section 2.7.
Proof of Lemma 5.2. If κ1 is any tempered distribution, then Tκ1 denotes the convolution operator
with right-convolution kernel κ1, i.e. Tκ1(φ) = φ ∗ κ1, φ ∈ S(G). Recall that X1, . . . ,Xn is a basis
of g.
Let σ, κ satisfying the hypotheses of the statement. We fix α ∈ Nn0 , α 6= 0. By Lemma 2.15,
we may replace R by one of its power and thus we assume that ν > [α]. The operator R is a
linear combination of Xβ with [β] = ν. Let us write one Xβ as Yr . . . Y1 with Yj ∈ {X1, . . . ,Xn}
for j = 1, . . . , r. We also denote by [Yj] the homogeneous degree of Yj, so that ν = [β] = [Y1] +
. . . + [Yr] > [α]. Let r
′ ∈ N0, 0 ≤ r′ ≤ r, be such that [α] − ([Y1] + . . . + [Yr′ ]) > 0 but [α] −
([Y1] + . . . + [Yr′+1]) ≤ 0, with the convention that [Y1] + . . . + [Yr′ ] = 0 if r′ = 0 and in this
case Yr′ . . . Y1 = I. By Proposition 2.26 (4), the operator Yr′ . . . Y1Txακ = TY1...Yrxακ is of type
[α]−([Y1]+. . .+[Yr′ ]) ∈ (0, Q). As the operatorR
[α]−([Y1]+...+[Yr′+1
])
ν is of type [Y1]+. . .+[Yr′+1]−[α] ∈
(0, Q), see Example 2.25, the operator Yr′ . . . Y1TxακR
[α]−([Y1]+...+[Yr′+1
])
ν is of type [Yr′+1]. Thus the
operator Yr′+1 . . . Y1TxακR
[α]−([Y1]+...+[Yr′+1
])
ν is of type 0. Then Yr′+1 . . . Y1TxακR
[α]−([Y1]+...+[Yr′+2
])
ν
is of type [Yr′+2] and Yr′+2 . . . Y1TxακR
[α]−([Y1]+...+[Yr′+2
])
ν is of type 0. Proceeding recursively, we
obtain that
XβTxακR−
ν−[α]
ν = Yr . . . Y1TxακR−
[Y1]+...+[Yr]−[α]
ν
is of type 0. Thus RTxακR−
ν−[α]
ν is bounded on L2(G). We can apply the same reasoning to
T ∗xακ = (−1)|α|Txακ∗ where κ∗(x) = κ¯(x−1). This shows that Txακ and its adjoint T ∗xακ map
L˙2ν−[α] → L˙2ν continuously. By duality and interpolation (see Theorem 2.16), we obtain that Txακ
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maps L˙2 → L˙2[α] and L˙2−[α] → L˙2 continuously. The Plancherel theorem, see Section 2.2, now
implies that the suprema in (5.1) are finite. This concludes the proof of Lemma 5.2. 
We can now describe the symbols in S˜0 via their kernels:
Corollary 5.3. We denote by F the Fre´chet vector space of smooth functions on G\{0} which
are (−Q)-homogeneous and with zero mean value. If σ ∈ S˜0 we denote by κσ ∈ F the smooth
function obtained by restriction of the associated symbol to G\{0} and cσ ∈ C the number defined
in Lemma 2.27. The map
Θ :
{
S˜0 −→ F × C
σ 7−→ (κσ , cσ)
is an isomorphism of Fre´chet vector spaces.
Consequently, the Fre´chet space S˜0 is separable.
Proof of Corollary 5.3. The fact that the map Θ is well defined, linear, continuous, and injective
follows easily from Proposition 4.11 and Lemma 2.27. Let us show that Θ maps S˜0 onto F × C.
Given (κ, c) ∈ F × C, we want to construct σ ∈ S˙0 such that Θ(σ) = (κ, c). Defining κj as in
Lemma 2.27, we then set σ(π) :=
∑
j∈Z κ̂j + cσIHπ . The proof of Lemma 2.27 shows that this
defines a field of operators {σ(π), π ∈ Hπ} which is bounded by:
sup
π∈Ĝ
‖σ(π)‖L (Hπ) ≤ |cσ |+ C sup
|z|=1,|α|≤1
|Xακ(z)|
One checks easily that σ is 0-homogeneous and that the kernel associated with σ coincides with
κ on G\{0} and that cσ = c. By Lemma 5.2, σ ∈ S˜0. Thus Θ is surjective. As the map Θ is a
linear and continuous bijection between Fre´chet spaces, it is an isomorphism by the open mapping
theorem.
Note that F is a closed subspace of the Fre´chet space of smooth functions on G\{0} which are
(−Q)-homogeneous. The latter is isomorphic to the Fre´chet space of smooth function on the unit
sphere given by a smooth quasi-norm, and this latter Fre´chet space is well-known to be separable.
Note that by a smooth quasi-norm, we mean a quasi-norm which is smooth away from 0; such
a quasi-norm exists. Hence F is separable. As Θ is an isomorphism of Fre´chet space, S˜0 is also
separable. 
5.2. An important example. This section is devoted to a more concrete example of a symbol
in S˜0, more precisely to the symbol σf defined and studied in Lemma 5.4. It will be useful later.
Lemma 5.4. We fix a quasi-norm |·| on G. Let |·| be the associated mapping on Ĝ, see Section 2.3.
For any f ∈ S(G), S˜0 contains the symbol σf defined via
σf (π) = f̂(|π|−1 · π), π ∈ Ĝ\{1}.
Strategy of the proof of Lemma 5.4. Since f ∈ S(G), for each π ∈ Ĝ, the operator f̂(π) maps H∞π
to itself and has operator norm ≤ ‖f‖L1 . Moreover the field of operators f̂ is a measurable. Since
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the map π 7→ |π|−1 · π is continuous Ĝ\{1} → Ĝ, see Section 2.3, we have σf ∈ L∞(Ĝ) with
supπ∈Ĝ ‖σf (π)‖L (Hπ) ≤ ‖f‖L1 . One checks easily that σf is 0-homogeneous.
We denote by κ ∈ S ′(G) the kernel of σf ∈ L∞(Ĝ), i.e. σf = κ̂. Let φ ∈ S(G). By Lemma 5.2,
it suffices to show that its kernel κ ∈ S ′(G) is smooth away from 0. And for this, it suffices to
show that for every M ∈ N0 there exist N ∈ N0 and C = C(σ,M) > 0 such that for any φ ∈ D(G)
satisfying |x|−Nφ ∈ D(G), we have:
(5.2) |(κ,RMφ)| ≤ C (‖φ‖L1(G) + ‖φ‖L2(G) + ‖|x|−Nφ‖L2(G)) .
Indeed (5.2) will imply that Xακ is locally square integrable on G\{0} for any α ∈ Nn0 , and thus
that it is smooth away from 0. 
Proof of (5.2) in the case M = 0. We fix χ ∈ D(R) such that 0 ≤ χ ≤ 1, χ ≡ 1 on [−1, 1] and
χ(λ) ≡ 0 for |λ| ≥ 2. Let φ ∈ D(G). Since χ(R)δ0 ∈ S(G), see Corollary 3.8, χ(R)φ = φ ∗ χ(R)δ0
is Schwartz and so is (1− χ)(R)φ. As κ ∈ S ′(G), we can write:
〈κ, φ〉 = 〈κ, χ(R)φ〉 + 〈κ, (1 − χ)(R)φ〉.
Note that if ψ ∈ S(G), then σf ψ̂π(I + R)N ∈ L∞(Ĝ) for any N ∈ N, and σf ψ̂ satisfies the
hypotheses of Proposition 2.18. So the Fourier inversion formula yields
〈κ, ψ〉 =
∫
Ĝ
tr
(
σf (π)F(ψˇ)(π)
)
dµ(π),
where ψˇ(x) = ψ(x−1), and
|〈κ, ψ〉| ≤ ‖σf (π)‖L∞(Ĝ)
∫
Ĝ
tr |F(ψˇ)(π)|dµ(π) ≤ ‖f‖L1(G)
∫
Ĝ
tr |F(ψ)(π)|dµ(π).
Applying this to ψ = χ(R)φ ∈ S(G) implies that
|〈κ, χ(R)φ〉| ≤ ‖f‖L1(G)‖φ‖L1(G)
∫
Ĝ
tr |χ(π(R))|dµ(π),
and the last integral is finite, see Corollary 3.8.
We now turn our attention to 〈κ, (1 − χ)(R)φ〉. For the same reason as above,∫
π∈Ĝ
tr
∣∣σf (π)(1 − χ)(π(R¯))F φˇ(π)∣∣ dµ(π) <∞
and 〈κ, (1 − χ)(R)φ〉 =
∫
π∈Ĝ
tr
{
σf (π)(1 − χ)(π(R¯))F φˇ(π)
}
dµ(π)
=
∫ ∞
r=0
∫
π∈Σ1
tr
{
σf (r · π)(1 − χ)(r · π(R¯))F φˇ(r · π)
}
dς(π)rQ−1dr,
having used the polar decomposition on Ĝ, see Lemma 2.7. We now write:∫ ∞
r=0
=
∫ 1
r=0
+
∫ ∞
r=1
= I1 + I2.
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We have r · π(R) = rνπ(R) and σf (r · π) = f̂(π), π ∈ Σ1, so fixing N0 ∈ N
σf (r · π)(1 − χ)(r · π(R¯)) = rνN0
̂˜R¯N0f(π)χN0(rνπ(R¯))
where χN0(λ) = (1− χ(λ))λ−N0 , and
|I1| ≤
∫ 1
r=0
∫
π∈Σ1
tr
∣∣∣∣∣̂˜R¯N0f(π)χN0(rνπ(R¯))F φˇ(r · π)
∣∣∣∣∣ dς(π)rN0ν+Q−1dr
≤ ‖̂˜R¯N0f‖L∞(Ĝ)
∫ ∞
r=0
∫
π∈Σ1
‖χN0(rνπ(R¯))‖HS(Hπ)‖F φˇ(r · π)‖HS(Hπ)dς(π)rQ−1dr
≤ ‖ ˜¯RN0f‖L1‖χN0(π(R))‖L2(Ĝ)‖φ̂‖L2(Ĝ),
by the Cauchy-Schwartz inequality. The Plancherel formula yields ‖φ̂‖L2(Ĝ) = ‖φ‖L2(G) and, to-
gether with the functional calculus of R,
‖χN0(π(R))‖L2(Ĝ) = ‖χN0(R)‖L2(G) ≤ sup
λ≥0
(1− χ(λ))
(
1 + λ
λ
)N0
‖(I +R)−N0δ0‖L2(G).
This last quantity is finite when N0ν > Q/2 since (I + R)
s1
ν δ0 ∈ L2(G) for s1 < −Q/2, see [25,
§4.3.3].
For the second integral, we see
I2 =
∫ ∞
r=1
∫
π∈Σ1
tr
{
f̂(π)(1 − χ)(rνπ(R¯))F φˇ(r · π)
}
dς(π)rQ−1dr.
For each r > 0, we define gr := (1 − χ)(rνR˜)f ∈ L2(G) so that ĝr(π) = f̂(π)(1 − χ)(rνπ(R¯)) also
defines an operator for each π ∈ Ĝ with ĝr ∈ L∞(Ĝ)∩L2(Ĝ). We observe that if α2 ∈ Nn0 , α2 6= 0,
then
∆α2(1− χ)(π(R¯)) = −∆α2χ(π(R¯)) ∈ FGS(G).
This together with the Leibniz formula easily implies that for any α ∈ Nn0 , ∆αĝr(π) is a well defined
bounded operator on Hπ for each π ∈ Ĝ and that ∆αĝr ∈ L∞(Ĝ).
Let N ∈ N0. For any x ∈ G\{0}, we set φN (x) = |x|−Nφ(x) and assume φN ∈ D(G). We may
assume that the integer N and the quasi-norm | · | are such that | · |N is a polynomial in x, which
is then necessarily homogeneous of degree N . One checks readily that φ = |x|NφN and by (3.4),
F φˇ(r · π) = r−N∆|x|NF(φˇN )(r)(π).
From (3.3), we have
tr
{
f̂(π)(1 − χ)(rνπ(R¯))F φˇ(r · π)
}
= r−N tr
{
ĝr(π)∆|x|NF(φˇN )(r)(π)
}
= r−N
∑
[α1]+[α2]=N
cα1,α2tr∆
α1
{
∆α2 ĝr(π) F(φˇN )(r)(π)
}
=
∑
[α1]+[α2]=N
cα1,α2tr∆
α1
{
σα2 F(φˇN )
}
(r · π)
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where σα2(r · π) := r−[α2]1r≥1∆α2 ĝr(π) (r > 0, π ∈ Σ1) is in L∞(Ĝ). By Lemmata 2.7 and 3.2,
I2 =
∑
[α1]+[α2]=N
cα1,α2
∫ ∞
r=0
∫
π∈Σ1
tr∆α1
{
σα2 F(φˇN )
}
(r · π)dς(π)rQ−1dr
=
∑
[α1]+[α2]=N
cα1,α2
∫ ∞
r=0
∫
π∈Σ1
tr∆α1
{
σα2 F(φˇN )
}
(π) dµ(π)
=
∑
[α2]=N
c0,α2
∫
Ĝ
tr
{
σα2 F(φˇN )
}
(π)dµ(π).
So we have obtained:
|I2| .
∑
[α2]=N
∫
Ĝ
tr
∣∣σα2 F(φˇN )∣∣ (π) dµ(π) . ∑
[α2]=N
‖σα2‖L2(Ĝ)‖F(φˇN )‖L2(Ĝ).
By the Plancherel formula, ‖F(φˇN )‖L2(Ĝ) = ‖φN‖L2(G). We have with α2 ∈ Nn0 , [α2] = N :
‖σα2‖2L2(Ĝ) =
∫ ∞
r=1
∫
π∈Σ1
‖∆α2 ĝr(π)‖2HS(Hπ)r−2N+Q−1drdς(π),
and by the Leibniz formula
‖∆α2 ĝr(π)‖HS(Hπ) .
∑
[α0]+[α1]=N
‖∆α0 f̂(π) ∆α1(1− χ)(rνπ(R))‖HS(Hπ).
In the sum above, for α1 6= 0, we have
‖∆α0 f̂(π) ∆α1(1− χ)(rνπ(R))‖HS(Hπ) ≤ ‖x̂α0f(π)‖L∞(Ĝ)‖∆α1χ(rνπ(R))‖HS(Hπ)
whereas for α1 = 0, we have
‖∆α0 f̂(π) (1− χ)(rνπ(R))‖HS(Hπ) ≤ rN0ν‖F{ ˜¯RN0xα0f}(π)χN0(rνπ(R))‖HS(Hπ).
When N0ν ≤ 2N , these estimates yield∑
[α2]=N
‖σα2‖L2(Ĝ) .
∑
[α0]≤N
‖x̂α0f(π)‖L∞(Ĝ)
∑
0<[α1]≤N
‖∆α1χ(π(R))‖L2(Ĝ)
+
∑
[α0]=N
‖F{ ˜¯RN0xα0f}‖L∞(Ĝ)‖χN0(π(R))‖L2(Ĝ)
. ‖(1 + |x|)Nf‖L1(G)‖(1 + |x|)Nχ(R)δ0‖L1(G)
+
∑
[α0]=N
‖ ˜¯RN0xα0f‖L1(G)‖χN0(R)δ0‖L2(G).
Recall that χ(R)δ0 ∈ S(G) and we have already seen that χN0(R)δ0 ∈ L2(G) when νN0 > Q/2.
This implies that I2 is bounded up to a constant of f by ‖φN‖L2(G). Hence (5.2) is proved in the
case M = 0. 
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Proof of (5.2) for M ∈ N. If M ∈ N, then we modify the proof above. We write
(κ,RMφ) = (κ,RMχ(R)φ) + (κ,RM (1− χ)(R)φ).
First the first term, we have
(κ,RMχ(R)φ) =
∫
π∈Ĝ
tr
{
σf (π)π(R¯)Mχ(π(R¯))F φˇ(π)
}
dµ(π)
|(κ, χ(R)φ)| ≤ ‖f‖L1‖φ‖L1
∫
π∈Ĝ
tr
∣∣(λMχ)(π(R¯))∣∣ dµ(π),
and this last integral is finite since (λMχ)(π(R¯)) is the Fourier transform of a Schwartz function
by Hulanicki’s theorem. For the second term, we have:
(κ,RM (1− χ)(R)φ)
=
∫ ∞
r=0
∫
π∈Σ1
tr
{
f̂(π)rνMπ(R¯)M (1− χ)(rνπ(R¯))F φˇ(r · π)
}
dς(π)rQ−1dr,
We decompose again
∫∞
r=0 =
∫ 1
r=0+
∫∞
r=1, and a modification of the argument yields:∫ 1
r=0
≤ ‖ ˜¯RN0f‖L1‖χN0+M (π(R))‖L2(Ĝ)‖φ̂‖L2(Ĝ),
and
∫∞
r=1 ≤ ‖φN‖L2(G)I ′2 with
(I ′2)
2 .
∑
[α0]+[α1]=N
∫
Σ1
∫ ∞
1
‖∆α0FG{R˜Mf(π)} ∆α1(1− χ)(rνπ(R))‖2HS(Hπ)rνM−2N+Q−1drdς(π).
This implies (5.2) for M ∈ N and concludes the proof of Lemma 5.4 . 
5.3. The C∗-algebra C∗(S˜0) and its spectrum. In this section, we study the closure of S˜0 for
sup
π∈Ĝ
‖ · ‖L (Hπ). It is denoted by C∗(S˜0). More precisely, we prove:
Proposition 5.5. The closure of S˜0 for supπ∈Ĝ ‖ · ‖L (Hπ) is a separable C∗-algebra denoted by
C∗(S˜0). It is of type 1.
If π0 ∈ Ĝ, then the mapping {
S˜0 −→ L (Hπ0)
σ 7−→ σ(π0)
,
extends to a continuous mapping ρπ0 : C
∗(S˜0) → L (Hπ0) which is an irreducible representation
of C∗(S˜0). For any r > 0, we have ρπ0 = ρr·π0. Denoting by π˙0 the class of representations
{r · π0, r > 0}, the mapping
R :
{
Ĝ/R+ −→ Ĉ∗(S˜0)
π˙0 7−→ ρπ0
is a homeomorphism.
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Consequently, we may identify the spectrum of C∗(S˜0) with Ĝ/R+. Recall that Ĝ is the spectrum
of the C∗-algebra C∗(G) of the group. Here we view C∗(G) as the completion of S(G) or L1(G)
for the norm f 7→ sup
π∈Ĝ
‖f̂(π)‖L (Hπ).
One checks easily that C∗(S˜0) is a C∗-algebra. Its separability follows easily from Corollary 5.3.
The essential point in the proof of Proposition 5.5 is the following lemma:
Lemma 5.6. Let ρ be a representation of the C∗ algebra C∗(S˜0). For any f ∈ S(G), we set
πρ(f) = ρ(σf
∗),
where the symbol σf ∈ S˜0 is defined as in Lemma 5.4 (we assume that a quasi-norm on G has been
fixed). Then the mapping πρ : S(G)→ L (Hρ) extends to a continuous representation πρ of C∗(G).
If ρ is (non-zero) irreducible, then πρ is (non-zero) irreducible, i.e. πρ ∈ Ĝ. Furthermore for
any symbol σ ∈ S˜0, we have ρ(σ) = σ(πρ).
Proof of Lemma 5.6. We keep the notation of the statement. One checks easily that for any
f, f1, f2 ∈ S(G), we have:
‖σf‖L∞(Ĝ) ≤ ‖f̂‖L∞(Ĝ), σf1∗f2 = σf2 σf1 , and σf ∗ = σf∗ .
Let ρ be a representation of C∗(S˜0). One checks easily that the mapping πρ : S(G) → L (Hρ)
defined via πρ(f) = ρ(σf
∗) extends to a continuous representation of C∗(G).
We assume that ρ is irreducible and non-zero. Let us show that πρ is irreducible and non-zero.
We will need the following preliminary step. Let χ1 ∈ D(R)\{0} be supported in [1/2, 2] and
valued in [0,+∞). We set χǫ(λ) = χ1(ǫλ) for each ǫ > 0, λ ∈ R. The properties of R implies that
χǫ(R)δ0 = (χ1(R)δ0)(ǫ) ∈ S(G). Since
c :=
∫
G
χǫ(R)δ0 =
∫
G
χ1(R)δ0 = ‖√χ1(R)δ0‖2L2(G) > 0,
we may replace χ1 with c
−1χ1, and assume c = 1. Let us show that
(5.3) πρ(χǫ(R)δ0) = ρ(σχǫ(R)δ0) −→ǫ→0 IHρ in SOT on Hρ.
By Lemma 2.19, if π1 is a continuous unitary representation of G, then
(5.4) χ̂ǫ(π1(R)) = π1{χǫ(R)δ0} −→ǫ→0 IHπ1 in SOT on Hπ1 .
For any v ∈ Hρ, the representation πρ restricted to the closure of the subspace πρ(C∗(G))v can be
identified with a continuous unitary representation of G when πρ(C
∗(G))v 6= {0}, see [20, §13.9.3];
we can then apply (5.4) to this representation. By [20, Proposition 2.2.6], the spaceHπρ = Hρ of the
representation πρ decomposes into Hπρ,0⊕⊥H⊥πρ,0 whereHπρ,0 denotes the closure of the subspace of
v ∈ Hρ satisfying πρ(C∗(G))v = {0}. Hence we have obtained that, as ǫ→ 0, πρ(χǫ(R)δ0)→ IH⊥πρ,0
in SOT on Hρ = Hπρ and on H⊥πρ,0. If v ∈ H⊥πρ,0 and σ ∈ S˜0, then πρ(χǫ(R)δ0)ρ(σ)v is in H⊥πρ,0
and converges to ρ(σ)v which is necessarily in H⊥πρ,0. Thus the closed subspace H⊥πρ,0 is invariant
under ρ. As ρ is irreducible and non-zero, we must have H⊥πρ,0 = Hρ. Thus we have obtained (5.3).
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Let us now show that (5.3) implies the irreducibility of πρ. Let τ be a symbol in S˜
0. For every
ǫ > 0 and π ∈ Ĝ, we set f̂ǫ(π) := χǫ(π(R))τ(π). By Corollary 4.13, fǫ is Schwartz. We check easily
that σfǫ = σχǫ(R)δ0τ thus
(5.5) πρ(fǫ) = ρ(σfǫ) = ρ(σχǫ(R)δ0)ρ(τ) −→ǫ→0 ρ(τ) in SOT on Hρ.
This convergence implies easily that any πρ-invariant subspace of Hρ is also invariant under ρ.
Thus the representation πρ of C
∗(G) is irreducible.
We keep the same notation for the corresponding representation (class) πρ ∈ Ĝ of G. We observe
that
πρ(fǫ) = f̂ǫ(πρ) = χǫ(πρ(R))τ(πρ)
and, for SOT on Hρ, the left-hand side converges to ρ(τ) by (5.5) whereas the right-hand side tends
to τ(πρ) by (5.4). Hence ρ(τ) = τ(πρ) for any τ ∈ S˜0. This concludes the proof of Lemma 5.6. 
We can now prove Proposition 5.5.
End of the proof of Proposition 5.5. We fix π0 ∈ Ĝ. By Lemma 2.27, if σ ∈ S˜0, we can consider
σ(π0) ∈ L (Hπ0). One checks readily that ρπ0 : σ 7→ σ(π0) is a representation of the algebra S˜0
which extends to a continuous representation ρπ0 of C
∗(S˜0). This defines an injective mapping
R : π˙0 7→ ρπ0 which is continuous. By Lemma 5.6, R is surjective. As Ĝ/R+ is compact, see
Lemma 2.5, R is a homeomorphism.
If ρ ∈ Ĉ∗(S˜0), then ρ(C∗(S˜0)) contains πρ(C∗(G)) having used Lemma 5.6 and its notation.
As C∗(G) is of type 1, by [20, Theorem Dixmier 9.1], πρ(C
∗(G)) contains the space of compact
operators in L (Hπρ) thus so does ρ(C∗(S˜0)). Again by [20, Theorem Dixmier 9.1], this shows that
C∗(S˜0) is type 1. This concludes the proof of Proposition 5.5. 
5.4. The C∗-algebra C∗(S˙0(Ω)) and it spectrum. We can use the results in Section 5.3 on
invariant symbols to analyse x-dependent 0-homogeneous regular symbols with support in an open
set of G.
Definition 5.7. Let Ω be an open set of G. We denote by S˙0(Ω) the space of symbols σ =
{σ(x, π) : H∞π →H∞π , (x, π) ∈ Ω× Ĝ} satisfying
∀α, β ∈ Nn0 , γ ∈ R sup
x∈Ω,π∈Ĝ
‖π(I +R) [α]+γν Xβx∆ασ(x, π)π(I +R)−
γ
ν ‖L (Hπ) <∞,
where R is a (fixed) positive Rockland operator of homogeneous degree ν.
This condition does not depend on a particular choice of R. The space S˙0(Ω) has a natural
topology of Fre´chet space with semi-norms
‖σ‖S˙0(Ω),a,b,c = max
[α]≤a,[β]≤b
|γ|≤c
sup
x∈Ω
sup
π∈Ĝ
‖π(I +R) [α]+γν Xβx∆ασ(x, π)π(I +R)−
γ
ν ‖L (Hπ).
Remark 5.8. (1) Note that one can view S˙0(Ω) as the set of symbols in S˙0 obtained by restric-
tion to Ω, when one identifies two symbols which have the same restriction.
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(2) Moreover if Ω is bounded, a symbol σ in S˙0(Ω) is in fact defined for x ∈ Ω¯ and in this case
σ(x, π) ∈ L (Hπ) for almost every π ∈ Ĝ.
As in the invariant case (see Corollary 5.3), we can describe the elements of S˙0(Ω) in terms of
their kernel and this implies that S˙0(Ω) is separable:
Proposition 5.9. Let Ω be a bounded open subset of G and Ω¯ its closure.
We now denote by F0 the space of (κ, c) ∈ C∞(Ω × (G\{0})) × C∞(Ω) such that the function
(x, y) 7→ κ(x, y) = κx(y) is (−Q)-homogeneous and has zero mean value in y. It is a closed subspace
of the Fre´chet space C∞(Ω× (G\{0})) × C∞(Ω). Moreover F0 is separable.
The map
Θ0 :
{
S˙0(Ω) −→ F0
σ 7−→ (κσ , cσ)
is an isomorphism of Fre´chet vector spaces and the Fre´chet space S˙0(Ω) is separable.
Note that above, the Fre´chet structure of C∞(Ω) is given by the semi-norms f 7→ supx∈Ω |Xβx f(x)|;
note that f ∈ C∞ also yields a continuous function on Ω¯. Moreover, if F1 is a Fre´chet space,
C∞(Ω,F1) denotes the Fre´chet vector space of F1-valued smooth functions f : Ω → F1 with the
seminorms f 7→ supx∈Ω p(Xβx fx), p seminorm of F1, β ∈ Nn0 .
Proof. By Corollary 5.3 (keeping its notation), Θ induces a continuous mapping C∞(Ω, S˜0) →
C∞(Ω,F × C),
The Fre´chet vector space C∞(Ω,F × C) of smooth functions from Ω to F × C is naturally
identified with F0 which is clearly a closed subspace of C∞(Ω×(G\{0}))×C∞(Ω). It is also a closed
subspace of C∞(−Q)−hom(Ω × (G\{0})) × C∞(Ω) where C∞(−Q)−hom(Ω × (G\{0})) denotes the space
of function κ ∈ C∞(Ω × (G\{0})) such that the function Ω× (G\{0})) ∋ (x, y) 7→ κ(x, y) = κx(y)
is (−Q)-homogeneous in y. Adapting the proof that the Fre´chet space of smooth function on
the closure of a bounded open subset of a Euclidean space is separable, one proves easily that
C∞(−Q)−hom(Ω × (G\{0})) is separable. Therefore so is F0.
The Fre´chet space C∞(Ω, S˜0) of smooth functions from Ω to S˜0 is naturally identified with the
space of symbols S˙0(Ω). It is therefore separable. 
Definition 5.10. We denote by C∗(S˙0(Ω)) the closure of S˙0(Ω) for
τ 7→ sup
(x,π˙)∈Ω×(Ĝ/R+)
‖τ(x, π˙)‖L (Hπ) .
Note that if σ ∈ S˙0(Ω), x0 ∈ Ω¯ and π0 ∈ Ĝ, then σ(x0, π0) makes sense by Part 2 of Remark
5.8 for x0, and by Lemma 2.27 for π0. Moreover, one can view C
∗(S˙0(Ω)) as a space of fields on
Ω¯× Ĝ/R+. Let us summarise its properties:
Proposition 5.11. The space C∗(S˙0(Ω)) is a separable C∗-algebra of type 1.
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If π0 ∈ Ĝ and x0 ∈ Ω, then the mapping{
S˙0(Ω) −→ L (Hπ0)
σ 7−→ σ(x0, π0)
,
extends to a continuous mapping ρx0,π0 : C
∗(S˙0(Ω)) → L (Hπ0) which is an irreducible repre-
sentation of C∗(S˙0(Ω)). For any r > 0, we have ρx0,π0 = ρx0,r·π0. Denoting by π˙0 the class of
representations {r · π0, r > 0}, the mapping
R :
{
Ω¯× (Ĝ/R+) −→ ̂C∗(S˙0(Ω))
(x0, π˙0) 7−→ ρx0,π0
is a homeomorphism.
Proposition 5.11 is the non-invariant version of Proposition 5.5 whose proof we adapt.
Proof. First, let us show the analogue of Lemma 5.6. Given a representation ρ of the C∗-algebra
C∗(S˙0(Ω)), we consider
πρ(φ f) = ρ(φσ
∗
f ) = ρ(φ)ρ(σ
∗
f ) φ ∈ C∞(Ω), f ∈ S(G).
Proceeding as in Lemma 5.6, we see that πρ extends to a representation of the C
∗-algebra C(Ω¯;C∗(G))
of continuous function valued in C∗(G). We may identify these with symbols {τ(x, π˙) ∈ L (Hπ) :
(x, π˙) ∈ Ω¯× (Ĝ/R+)} which depends continuously on x. Note that C(Ω¯;C∗(G)) may be obtained
as the tensor of C(Ω¯) with C∗(G) and that its spectrum is Ω¯× Ĝ.
We now assume that ρ is irreducible.
As for any φ ∈ C(Ω¯), the operator ρ(φI) ∈ L (Hρ) commutes with any ρ(τ), τ ∈ C(Ω¯;C∗(G)),
it must be scalar, i.e. ρ(φI) ∈ CIHρ . This yields the one-dimensional representation C(Ω¯) ∋ φ 7→
ρ(φI) ∈ CIHρ . It can not be zero since ρ(I) = 0 would imply that ρ be zero. Hence it is given by
x0 ∈ Ω¯, i.e.
∀φ ∈ C(Ω¯) ρ(φI) = φ(x0)IHρ .
This implies that the ρ|1Ω¯C∗(S˜0)
, that is, the restriction of ρ to 1Ω¯C
∗(S˜0), yields an irreducible repre-
sentation of C∗(S˜0), denoted by (ρ,C∗(S˜0)). Clearly πρ|1Ω¯C∗(G)
coincides with (π(ρ,C∗(S˜0)), C
∗(G))
defined in Lemma 5.6 and may be identified with an irreducible representation of C∗(G), i.e.
πρ|1Ω¯C∗(G) ∼ π0 ∈ Ĝ. This easily implies
ρ(τ) = τ(x0, π0).
And we have obtained that any irreducible representation of C(Ω¯;C∗(G)) is of the form δx0 ⊗ π0.
Conversely, if ρ = δx0 ⊗ π0, then it is an irreducible representation of C(Ω¯;C∗(G)).
The rest of the proof is obtained easily by adapting the arguments given in the proof of Propo-
sition 5.5. 
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5.5. The states of C∗(S˜0) and C∗(S˙0(Ω). In Propositions 5.5 and 5.11, we described the spectra
of the C∗-algebras In this section, we show that this allows us to describe the states (i.e. the
continuous positive forms) of these C∗-algebra in terms of objects depending on Ĝ. We start with
C∗(S˜0):
Proposition 5.12. (1) If ℓ is a state of C∗(S˜0), then there exists a positive measure γ on
Ĝ/R+ and a measurable field of self-adjoint positive trace-class operators Γ = {Γ(π˙) ∈
L (Hπ) : π˙ ∈ Ĝ/R+} satisfying
(5.6)
∫
Ĝ/R+
tr (Γ(π˙)) dγ(π˙) = 1,
and
(5.7) ∀σ ∈ C∗(S˜0) ℓ(σ) =
∫
Ĝ/R+
tr (σ(π˙)Γ(π˙)) dγ(π˙).
(2) Conversely, given a positive measure γ on Ĝ/R+ and a measurable field of self-adjoint
positive trace-class operators Γ = {Γ(π˙) ∈ L (Hπ) : π˙ ∈ Ĝ/R+} satisfying (5.6), the linear
form ℓ defined via (5.7) is a state of C∗(S˜0). Furthermore, if γ′ and Γ′ are a positive
measure and a measurable field of self-adjoint positive trace-class operators satisfying (5.6)
and (5.7) for the same state ℓ, then there exists a measurable positive function f on Ĝ/R+
such that
dγ′(π˙) = f(π˙)dγ(π˙) and Γ′(π˙) =
1
f(π˙)
Γ(π˙), π˙ − a.e.
Proof of Part 1 of Proposition 5.12. Let ℓ be a state of the C∗-algebras C∗(S˜0). The GNS con-
struction [20, Proposition 2.4.4] yields a representation ρ of C∗(S˜0) on the Hilbert space Hℓ :=
C∗(S˜0)/{σ : ℓ(σσ∗) = 0} and
ℓ(σ) = (ρ(σ)ξ, ξ)Hℓ , σ ∈ C∗(S˜0),
where the unit vector ξ is the image of I ∈ S˜0 via the canonical projection C∗(S˜0) 7→ Hℓ. We then
decompose [20, Theorem 8.6.6] the representation ρ (taking into account the possible multiplicities)
as
(ρ,Hℓ) ∼ (ρ1,H1)⊕ 2(ρ2,H2)⊕ . . . ⊕ ℵ0(ρ∞,H∞),
and each ρr, r ∈ N ∪ {∞}, may be disintegrated as
ρr ∼
∫
Ĉ∗(S˜0)
ζdγr(ζ);
furthermore, the positive measures γ1, γ2, . . . , γ∞ are mutually singular in Ĉ∗(S˜0). Consequently
we can write ξ ∈ Hℓ as
ξ ∼ (ξ1, ξ2, . . . , ξ∞), with ξr = (ξr,s)1≤s≤r for each r ∈ N ∪ {∞}, and ξr,s ∈ Hr.
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Note that
1 = |ξ|2Hℓ =
∑
r∈N∪{∞}
r∑
s=1
|ξr,s|2Hr with |ξr,s|2Hr =
∫
Ĉ∗(S˜0)
|ξr,s(ζ)|2Hζdγr(ζ).
By Proposition 5.5, we may identify Ĉ∗(S˜0) with Ĝ/R+:
ρr ∼
∫
Ĝ/R+
π˙dγr(π˙), Hr ∼
∫
Ĝ/R+
Hπdγr(π˙),
∞∑
r=1
r∑
s=1
∫
Ĝ/R+
|ξr,s(π˙)|2Hπdγr(π˙) = 1.
Hence Γr :=
∑r
s=1 ξr,s ⊗ ξr,s∗ is a γr-measurable field on Ĝ/R+ of positive traceclass operators of
rank r. We have obtained:
ℓ(σ) = (ρ(σ)ξ, ξ) =
∑
r∈N∪{∞}
r∑
s=1
∫
Ĝ/R+
(σ(π˙)ξr,s(π˙), ξr,s(π˙))Hrdγr(π˙)
=
∑
r∈N∪{∞}
∫
Ĝ/R+
tr (σ(π˙)Γr(π˙)) dγr(π˙).
We now define the positive measure γ :=
∑
r γr. As the measures γr are mutually singular, the
field Γ :=
∑
r Γr is measurable and satisfies
Γ(π˙) ≥ 0, tr Γ(π˙) <∞,
∫
Ĝ/R+
tr Γ(π˙)dγ(π˙) = 1 .
This shows Part 1. 
Proof of Part 2 of Proposition 5.12. Given a positive measure γ on Ĝ/R+ and a measurable field
of self-adjoint positive trace-class operators Γ = {Γ(π˙) ∈ L (Hπ) : π˙ ∈ Ĝ/R+} satisfying (5.6), one
checks easily that the linear form ℓ defined via (5.7) is a state of C∗(S˜0).
To prove the last part of the statement, we consider a positive measure γ′ and a measurable
field of self-adjoint positive trace-class operators Γ′ satisfying (5.6) and (5.7) for the same state ℓ.
It suffices to consider the case of γ and Γ obtained as in Part 1; in particular γ and Γ have the
same support in Ĝ/R+. We may also assume that γ′ and Γ′ have the same support in Ĝ/R+. For
each r ∈ N ∪ {∞}, let Br be the measurable subset of Ĝ/R+ where Γ′(π˙) is of rank r a.e. We may
assume these subsets disjoint. We define the measure γ′r = 1Brγ
′ and the field Γ′r := 1BrΓ
′ as the
restrictions of γ′ and Γ′ to Br. As Γ
′
r is a measurable field of positive operators of rank r, there
exists a measurable field of orthogonal vectors (ξr,s)
r
s=1 such that Γ
′
r =
∑r
s=1 ξ
′
r,s ⊗ ξ′r,s∗. We have
tr Γ′r =
∑r
s=1 |ξ′r,s|2.
We define the representation ρ′ of C∗(S˜0) and the vector ξ′ of ρ′ via
ρ′ := ⊕r∈N∪{∞}r
∫
Ĝ/R+
π˙ dγ′r(π˙), and ξ
′ := ⊕r∈N∪{∞} ⊕rs=1
∫
Ĝ/R+
ξ′r,s(π˙) dγ
′
r(π˙).
We observe that ξ′ is a unit vector:
|ξ′|2 =
∑
r∈N∪{∞}
r∑
s=1
|ξ˜′r,s|2 =
∑
r∈N∪{∞}
∫
Ĝ/R+
tr Γ′r dγ
′
r =
∫
Ĝ/R+
tr Γ′ dγ′ = 1.
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Moreover for any σ ∈ C∗(S˜0):
(ρ′(σ)ξ′, ξ′) =
∑
r∈N∪{∞}
r∑
s=1
∫
Ĝ/R+
(
σξ′r,s, ξ
′
r,s
)
dγ′r =
∑
r∈N∪{∞}
∫
Ĝ/R+
tr
(
σΓ′r
)
dγ′r
=
∫
Ĝ/R+
tr
(
σΓ′
)
dγ′ = ℓ(σ).
In other words, the state associated with ρ′ and ξ′ coincides with ℓ. This implies that ρ′ and ρ
are equivalent [20, Proposition 2.4.1], therefore the measures γ′r and γr are equivalent for every
r ∈ N ∪ {∞} [20, Theorem 8.6.6]. In other words, there exists a measurable positive function fr
supported in Br such that dγ
′
r(π˙) = fr(π˙)dγr(π˙). As ξ
′ corresponds to ξ via the (ρ′, ρ)-equivalence,
we must have Γr(π˙) = fr(π˙)Γ
′
r(π˙). This concludes the proof of Part 2. 
From the proof of Proposition 5.12, we can determine easily the pure states, that is, the states
corresponding to the irreducible representations:
Corollary 5.13. The pure states of the C∗-algebra C∗(S˜0) are the functionals ℓ = ℓπ0,v0 of the
form:
ℓ(σ) = (σ(π˙0)v0, v0)Hπ0 , σ ∈ C∗(S˜0),
where π0 ∈ Ĝ and v0 ∈ Hπ0 is a unit vector. The states ℓ = ℓπ0,v0 where π0 ∈ Ĝ and v0 ∈ H∞π0 is a
smooth unit vector, form a dense subset of the set of states of C∗(S˜0).
We observe that ℓπ0,v0 corresponds to γ(π˙) = δπ˙0(π˙) and Γ(π˙0) = v0 ⊗ v∗0.
We also have a similar description of the states of C∗(S˙0(Ω)):
Proposition 5.14. Let Ω be a bounded open set of G.
(1) If ℓ is a state of C∗(S˙0(Ω)), then there exists a positive measure γ on Ω¯ × Ĝ/R+ and
a measurable field of self-adjoint positive trace-class operators Γ = {Γ(x, π˙) ∈ L (Hπ) :
(x, π˙) ∈ Ω¯× Ĝ/R+} satisfying
(5.8)
∫
Ω¯×Ĝ/R+
tr (Γ(x, π˙)) dγ(x, π˙) = 1,
and
(5.9) ∀σ ∈ C∗(S˙0(Ω)) ℓ(σ) =
∫
Ω¯×Ĝ/R+
tr (σ(x, π˙)Γ(x, π˙)) dγ(x, π˙).
(2) Conversely, given a positive measure γ on Ω¯× Ĝ/R+ and a measurable field of self-adjoint
positive trace-class operators Γ = {Γ(x, π˙) ∈ L (Hπ) : (x, π˙) ∈ Ω¯× Ĝ/R+} satisfying (5.8),
the linear form ℓ defined via (5.9) is a state of C∗(S˙0(Ω)).
Furthermore, if γ′ and Γ′ are a positive measure and a measurable field of self-adjoint
positive trace-class operators satisfying (5.8) and (5.9) for the same state ℓ, then there exists
a measurable positive function f on Ω¯× Ĝ/R+ such that
dγ′(x, π˙) = f(x, π˙)dγ(x, π˙) and Γ′(x, π˙) =
1
f(x, π˙)
Γ(x, π˙).
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(3) The pure states of the C∗-algebra C∗(S˙0(Ω)) are the functionals ℓ = ℓx0,π0,v0 of the form:
ℓ(σ) = (σ(x0, π˙0)v0, v0)Hπ0 , σ ∈ C∗(S˜0),
where x0 ∈ Ω¯, π0 ∈ Ĝ and v0 ∈ Hπ0 is a unit vector. The states ℓ = ℓx0,π0,v0 where x0 ∈ Ω¯,
π0 ∈ Ĝ and v0 ∈ H∞π0 is a smooth unit vector, form a dense subset of the set of states of
C∗(S˙0(Ω)).
Proof. The proof of Proposition 5.14 is a simple modification of the proof of Proposition 5.12; in-
deed, it suffices to replace the characterisation of the spectrum of C∗(S˜0) with the one of C∗(S˙0(Ω))
given in Proposition 5.11. It is left to the reader. 
We observe that ℓx0π0,v0 corresponds to γ(x, π˙) = δx0(x)⊗ δπ˙0(π˙) and Γ(x0, π˙0) = v0 ⊗ v∗0.
6. Defect measures
In this section, we state and prove our main results, that is, the existence of defect measure. We
also give example of such measures and prove the consistency of our description.
6.1. Main result. Before stating our main result, let us define the type of object a microlocal
defect measure will be
Definition 6.1. Let Ω be a Borelian set of G with non-empty interior.
• A positive trace-class-valued measure on Ω × Ĝ/R+ is a pair (γ,Γ) where γ is a positive
Radon measure on Ω× Ĝ/R+, and {Γ(x, π˙) ∈ L (Hπ), (x, π˙) ∈ Ω× Ĝ/R+} is a measurable
field of positive traceclass operators satisfying for all C compact subset of Ω∫
C×Ĝ/R+
tr (Γ(x, π˙)) dγ(x, π˙) <∞ , and γ(C × Ĝ/R+) <∞.
• Two positive trace-class-valued measures (γ,Γ) and (γ′,Γ′) are equivalent when there exists
a measurable positive function f on Ω× Ĝ/R+ such that
dγ′(x, π˙) = f(x, π˙)dγ(x, π˙) and Γ′(x, π˙) =
1
f(x, π˙)
Γ(x, π˙).
The equivalence class of (γ,Γ) is denoted by Γdγ.
We can now state our main theorem:
Theorem 6.2. Let Ω be a non-empty open set of G. Let (uk) be a sequence in L
2(Ω, loc) and
u ∈ L2(Ω, loc). We assume that uk ⇀k→∞ u a.e. in L2(Ω, loc). Then there exist a subsequence
(uk(j))j∈N of (uk) and a positive trace-class-valued measure (γ,Γ) on Ω× Ĝ/R+ such that for any
A ∈ Ψ0cl(Ω), we have the convergence
lim
j→∞
(
A(uk(j) − u), (uk(j) − u)
)
L2(Ω)
=
∫
Ω×(Ĝ/R+)
tr (princ0(A)(x, π˙) Γ(x, π˙)) dγ(x, π˙) ,
Moreover, once the subsequence (k(j)) is fixed, the positive trace-class-valued measure (Γ, γ) is
unique up to equivalence.
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Definition 6.3. We keep the notation of Theorem 6.2. A sequence (uk) is pure when the subse-
quence is trivial, i.e. k(j) = j. In this case, the equivalence class Γdγ is called the microlocal defect
measure, or MDM, of (uk).
The definition of pure sequence follows the vocabulary set in [30]; it bears no relation with pure
states.
Let us turn our attention to the proof of Theorem 6.2. It suffices to prove the case u = 0.
Furthermore an argument of diagonal extraction over a suitable sequence of bounded open subsets
exhausting Ω shows that it suffices to prove:
Proposition 6.4. Let Ω be a non-empty bounded open set of G. Let (uk) be a sequence in L
2(Ω)
converging weakly to 0. Then there exist a subsequence (uk(j))j∈N of (uk) and a positive trace-
class-valued measure (γ,Γ) on Ω¯ × Ĝ/R+, such that for any A ∈ Ψ0asymp, we have the following
convergence:
lim
j→∞
(
Auk(j), uk(j)
)
L2(Ω)
=
∫
Ω¯×(Ĝ/R+)
tr (princ0(A)(x, π˙) Γ(x, π˙)) dγ(x, π˙) .
Moreover once the subsequence (k(j)) is fixed, the trace-class-valued positive measure (Γ, γ) is unique
up to equivalence.
Remark 6.5. As the sequence (uk) converges weakly to 0, it is bounded in norm. If (uk) converges
to 0 for the L2-norm, then limk→∞(Auk, uk)L2 = 0 since A is bounded on L
2(Ω). Therefore, in the
proof of Proposition 6.4, up to extraction of a subsequence, we may assume
(6.1) sup
k
‖uk‖L2(Ω) = lim
k→∞
‖uk‖L2(Ω) = 1.
Furthermore, Rellich’s theorem (cf. Theorem 4.24 and its proof) shows that it suffices to consider
only operators A ∈ Ψ0asymp with one term (the 0-homogeneous one) in their homogeneous expansion.
The proof of Proposition 6.4 relies on the following lemma:
Lemma 6.6. Let Ω be a non-empty bounded open set of G. Let (uk) be a sequence in L
2(Ω)
converging weakly to 0 and satisfying (6.1). If R is a positive Rockland operator, ψ ∈ C∞(R) a
function such that ψ ≡ 0 on a neighbourhood of 0 and ψ ≡ 1 on a neighbourhood of +∞, and
σ ∈ S˙0comp, we set
v
(σ)
k := (Op(σψ(π(R)))uk , uk
)
L2(Ω¯)
.
(1) The sequence (v
(σ)
k )k∈N is bounded.
(2) We can extract a subsequence (kj)j∈N such that the sequence (v
(σ)
kj
)j∈N has a finite limit
in C.
(3) If (kj) is as in Part (2), then the limit is independent of ψ and R and it is the same with
Op(ψ(π(R)σ) or with Op(ψ(π(R)σψ(π(R)) instead of Op(σψ(π(R)).
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(4) If (kj) is as in Part (2), then the sequence (v
(σ∗)
kj
)j∈N has also a finite limit and
lim
j→∞
v
(σ∗)
kj
= lim
j→∞
v
(σ)
kj
.
(5) If σ is of the form σ = τ∗τ with τ ∈ S˙0(Ω¯) then any limit obtained as in Part (2) is
non-negative.
Proof of Lemma 6.6. Part (1) follows from Op(σψ(π(R))) ∈ Ψ0 being bounded on L2(G). Indeed,
we have
(6.2) |v(σ)k | ≤ ‖Op(σψ(π(R))‖L (L2(G)) sup
k′∈N
‖uk′‖2L2(G),
and the supremum above is assumed to be equal to 1. This proves Part (1) and thus Part (2).
By Proposition 4.14 and its proof together with the properties of the pseudo-differential calculus,
Op(σ∗ψ(π(R))) = Op(ψ(π(R))σ∗) modΨ−∞(ΩN0)
= Op(σψ(π(R)))∗ + E,
where E is an error term in Ψ−1(ΩN0). Using Rellich’s theorem as in Theorem 4.24 and its proof
shows Part (4).
If σ = τ∗τ with τ ∈ S˙0(Ω¯), then, extending σ and τ to symbols on S˙0, by Proposition 4.14 and
its proof together with the properties of the pseudo-differential calculus,
Op(σψ(π(R))) = Op(ψ(π(R))σψ(π(R))) modΨ−∞(ΩN0)
= Op(ψ(π(R))τ∗)Op(τψ(π(R))) modΨ−1(ΩN0).
= Op(ψ(π(R))τ)∗Op(τψ(π(R))) + E,
where E is an error term in Ψ−1(ΩN0). Thus we have
v
(σ)
k = ‖Op(ψ(π(R))τ)uk‖2L2(Ω) + (Euk, uk)L2(Ω).
The first term of the right-hand side is non-negative for all k ∈ N whereas the second term tends
to 0 as k →∞ by Theorem 4.24 and its proof. This shows Part (5). 
We can now prove Proposition 6.4.
Proof of Proposition 6.4. Let (uk) be a sequence in L
2(Ω) converging weakly to 0 and satisfying
equation (6.1). By Proposition 5.9, there exists a dense and countable (Q + iQ)-subspace V0 of
S˙0(Ω¯). By diagonal extraction, we may assume that the subsequence obtained in Lemma 6.6 is the
same for any element of V0 and we set
ℓ(σ) := lim
j→∞
v
(σ)
kj
, σ ∈ V0.
Using the density of V0 and the proof Part (1) of Lemma 6.6, we extend ℓ to a continuous linear
functional on the Fre´chet space S˜0 satisfying for any σ ∈ S˙0(Ω¯)
|ℓ(σ)| ≤ ‖σψ(π(R))‖
L (L∞(Ĝ) . ‖σ‖S˙0(Ω¯),a,b,c.
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having kept the same notation for ℓ and its extension.
Note that we can construct the subspace V0 of S˙
0(Ω) as follows. We consider V a dense and
countable (Q+iQ)-subspace of S˜0 and V1 a dense and countable (Q+iQ)-subspace of C∞(Ω). Then
the tensor product of V and V1 yields V0, the set of symbols which are finite linear combinations
over (Q + iQ) of φ(x)σ(π˙) with φ ∈ V1, σ ∈ V0. Then V0 is a dense countable subset of the
Fre´chet space S˙0(Ω). The proof of Proposition 5.9 shows that V0 is also dense in the Banach space
C∗(S˙0(Ω)) whose norm satisfies
sup
(x,π˙)∈Ω¯×(Ĝ/R+)
‖σ(x, π˙)‖L (Hπ) = inf
{∑
i
sup
π˙∈Ĝ/R+
‖τi‖L (Hπ) sup
x∈Ω¯
|fi(x)| : σ =
∑
i
fiτi
}
.
If the symbol τ is of the form f(x)σ(π˙), with f ∈ V1, σ ∈ V , then τ ∈ S˙0(Ω) and
v
(τ)
k =
(
Op(σψ(π(R)))uk , f¯uk
)
L2(Ω)
|v(τ)k | ≤ ‖Op(σψ(π(R)))‖L (L2(Ω))‖uk‖L2(Ω)‖f¯uk‖L2(Ω)
≤ ‖σ‖
L∞(Ĝ)
‖ψ‖L∞(R) sup
k
‖uk‖2L2(Ω)‖f‖L∞(Ω) ,
thus
|ℓ(τ)| ≤ ‖σ‖
L∞(Ĝ)
‖f‖L∞(G) = sup
(x,π˙)∈Ω¯×(Ĝ/R+)
‖τ(x, π˙)‖L (Hπ).
Hence ℓ admits a unique continuous extension to a linear functional of C∗(S˙0(Ω)). Lemma 6.6
implies that ℓ is a state of the C∗-algebra C∗(S˙0(Ω)). The application of Proposition 5.14 (see also
Remark 6.5) concludes the proof of Proposition 6.4, and so of Theorem 6.2. 
6.2. Example: spatial concentration. In this section, we study the example of a sequence of
functions whose mass in concentrating in 0:
Proposition 6.7. Let u1 ∈ S(G). We define
uk(x) = k
Q
2 u1(kx), x ∈ G, k ∈ N0 .
Then uk ⇀
k→∞
0 in L2(G, loc) and this sequence is pure. Its MDM is given (with the notation of
Section 2.3) by
γ(x, π) = δx=0 ⊗ ς(π), Γ(π) =
∫ ∞
r=0
uˆ1(r · π)uˆ1(r · π)∗rQ−1dr for |π| = 1.
Recall that Σ1 = {|π| = 1} and that Remark 2.8 then implies that the measure γ is independent
on a choice of quasi-norm. Besides, Lemma 2.5 shows that γ may be viewed as a measure on
G× (Ĝ/R+ \{1}). Note also that Γ(π˙) ≥ 0 and∫
Σ1
tr Γ(π˙) dς(π) =
∫
Σ1
∫ ∞
r=0
‖uˆ1(r · π)‖2HS(Hπ) rQ−1dr dς(π)
=
∫
Ĝ
‖uˆ1(π)‖2HS(Hπ)dµ(π) = ‖u1‖L2(G) <∞.
One checks easily that Γ on Ĝ is a (−Q)-homogeneous field of operators.
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Proof of Proposition 6.7. By Rellich’s theorem (cf. Theorem 4.24 and its proof), we may assume
that A = Op(σ˜0) where σ˜0 = σ0ψ(π(R)). Using (2.1), the group Fourier transform of uk is
ûk(π) = k
−Q
2 û1(k
−1 · π).
Hence we have:
(Auk, uk) =
∫
G
∫
Ĝ
tr (π(x)σ˜0(x, π)ûk(π)) dµ(π)u¯k(x)dx
=
∫
G
∫
Ĝ
tr
(
π(x)σ˜0(x, π)û1(k
−1 · π)) dµ(π)u¯1(kx)dx
=
∫
G
∫
Ĝ
tr
(
π′(x′)σ˜0(k
−1x′, k · π′)û1(π′)
)
dµ(π′)u¯1(x
′)dx′,
after the change of variables x′ = kx and π′ = k−1 · π, using (2.1) and (2.9). We are going to prove
that the following expression tends to 0 as k →∞:
(A0uk, uk)−
∫
Ĝ
tr
(
û1(π
′)∗σ0(0, π
′)û1(π
′)
)
dµ(π′)
=
∫
G
∫
Ĝ
tr
(
π(x)
(
σ˜0(k
−1x, k · π)− σ0(0, k · π)
)
û1(π)
)
dµ(π)u¯1(x)dx
= T1 + T2,
where
T1 =
∫
G
∫
Ĝ
tr
(
π(x)
(
σ0(k
−1x, k · π)− σ0(0, k · π)
)
ψ(k · π(R)) û1(π)
)
dµ(π)u¯1(x)dx,
T2 =
∫
G
∫
Ĝ
tr (π(x)σ0(0, π)(1 − ψ)(k · π(R)) û1(π)) dµ(π)u¯1(x)dx
=
∫
Ĝ
tr (σ0(0, π)(1 − ψ)(k · π(R)) û1(π)û1(π)∗) dµ(π),
and the function ψ is chosen as usual, ψ ≡ 0 on a neighbourhood of 0 and ψ ≡ 1 on (Λ,∞) for
some Λ > 0.
For T2, we use that by (2.15), for each π ∈ Ĝ, there exists kπ ∈ N such that (1−ψ)(k ·π(R)) = 0
for all k ≥ kπ. Hence for k ≥ kπ, we also have
tr ( (1− ψ)(k · π(R))σ0(0, π) û1(π)û1(π)∗) = 0.
Since we have
|tr ( (1− ψ)(k · π(R))σ0(0, π) û1(π)û1(π)∗)| ≤ Cψ,σ0‖û1(π)‖2HS(Hπ)
with Cψ,σ0 := supλ>0 |1− ψ(λ)| supπ′∈Ĝ ‖σ0(0, π′)‖L (H′π) ∈ (0,∞) and∫
Ĝ
‖û1(π)‖2HS(Hπ)dµ(π) = ‖u1‖22 <∞,
the Lebesgue dominated convergence theorem yields that T2 tends to 0 as k →∞.
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Let us now study T1. The mean value theorem stated in Lemma 2.3 extends to Banach value
functions. Hence fixing a homogeneous quasi-norm | · |, there exists a constant C > 0 such that for
any σ ∈ S˙0, x ∈ G and r > 0, we have
sup
π∈Ĝ
‖σ0(rx, π)− σ0(0, π)‖L (Hπ) ≤ C
n∑
j=0
|rx|νj sup
y∈G,π∈Ĝ
‖Xjσ0(y, π)‖L (Hπ).
We obtain ∣∣tr (π(x) ψ(k · π(R)) (σ0(k−1x, k · π)− σ0(0, k · π)) û1(π)) u¯1(x)∣∣
≤ CC ′ψ,σ0 |u1(x)|
n∑
j=0
|k−1x|νjtr |û1(π)|
where C ′ψ,σ0 := sup
λ>0
|ψ(λ)| sup
y∈G,π∈Ĝ,j=1,...,n
‖Xjσ0(y, π)‖L (Hπ) ∈ (0,∞). Since u1 ∈ S(G), we have
∫
G
|u1(x)|
n∑
j=0
|x|νjdx <∞ and
∫
Ĝ
tr |û1(π)| dµ(π) <∞,
and the Lebesgue dominated convergence theorem yields again that T1 tends to 0 as k →∞.
We have shown that T1 and T2 tend to 0 as k →∞ and this implies
(Auk, uk)L2(G) −→
k→∞
∫
Ĝ
tr
(
û1(π
′)∗σ0(0, π
′)û1(π
′)
)
dµ(π′),
which gives the result by use of the polar decomposition for the Plancherel measure, see Section 2.3.

6.3. Example: oscillations from square integrable representations. We now study another
example, which may be viewed as a spectral or dual concentration. We consider a graded group G
which admits a (unitary irreducible) representation π0 which is square integrable modulo its centre.
We also fix a smooth unit vector v0 ∈ H∞π0 and consider the associated matrix coefficient:
e0(x) := (π0(x)v0, v0)Hπ0 , x ∈ G.
We may assume that the basis {X1, . . . ,Xn} of the Lie algebra g has been chosen so that a subset
{Xj1 , . . . ,Xjnz}, form a basis for the centre z of g. Therefore we can write any element x as
x = expG(x1X1 + . . .+ xnXn) = x
′xz = xzx
′,
where xz = expG(xj1Xj1 + . . . + xnzXnz) and x
′ = expG
 ∑
j /∈{j1,...,jnz}
xjXj
 . Naturally, we iden-
tify the centre of the Lie algebra z and the centre of the group Z := expG z with R
nz . Note that
we still consider anisotropic dilations in those directions. The quotient group G′ := G/Z is also
graded and we denote by Q′ its homogeneous dimensions, also given by
Q′ :=
∑
j /∈{j1,...,jnz}
υj .
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Finally, we denote by dπ0 the formal degree of π0 for which we have for any v1, w1, v2, w2 ∈ Hπ0 :
(6.3) dπ
∫
G/Z
(π0(x
′)v1, w1)Hπ0 (π0(x
′)v2, w2)Hπ0dx
′ = (v1, w1)Hπ0 (v2, w2)Hπ0 ,
see [17, p. 169 and theorem 4.5.11].
Proposition 6.8. Let u0 ∈ S(Rnz). For each k ∈ N, let uk : G → C be the square integrable
function given by
uk(x) = k
Q′
2 e0(kx)u0(xz), x ∈ G.
Then ‖uk‖L2(G) = ‖e0‖L2(G′)‖u0‖L2(Z) <∞ and uk ⇀
k→∞
0 in L2(G, loc). This sequence is pure and
its MDM is given by
γ(x, π˙) =
( |u0(xz)|2
dπ0
dxz ⊗ δx′=0
)
⊗ δπ˙=π˙0 ,
with Γ(π˙0) = v0 ⊗ v∗0 being the orthogonal projection on Cv0.
The Schwartz function on the centre is needed to contain the oscillations, as in the abelian case.
Indeed, on the one hand, on the centre Z of the group, π0 coincides with the character e
iλ0·, i.e.
π(xz) = e
iλ0xz where we identify xz with an element of R
nz and where λ0xz denotes the standard
scalar product of the two elements λ0 and xz of R
nz . Thus for any x = x′xz in G we have
e0(x) = (π0(x
′xz)v0, v0)Hπ0 = e
iλ0xz(π0(x
′)v0, v0)Hπ0 = e
iλ0xze0(x
′).
On the other hand, e0
∣∣
G′
∈ S(G′). See again [17, p. 169 and theorem 4.5.11].
Before starting the proof, let us describe the more concrete case of the Heisenberg group and the
matrix coefficient given by the bounded spherical functions, see e.g. [5]. More precisely, we realise
the Heisenberg group as H1 = {(x, y, t) ∈ R3} with law
(x, y, t)(x′, y′, t′) =
(
x+ x′, y + y′, t+ t′ +
1
2
(xy′ − x′y)).
Let π0 be the representation of H1 determined (up to equivalence) by the fact that it coincides
with the character t 7→ eit on the centre of H1. For the smooth vector, we choose the ℓ-th Hermite
function (with L2(R)-normalisation) if we realise this representation in the Schro¨dinger model, or
equivalently, the (suitably normalised) monomial of degree ℓ in the Bergman-Fock model. In this
case, the matrix coefficient is given by
e0(x, y, t) = e
itLℓ(x
2 + y2
2
),
where Lℓ is the ℓ-th Laguerre function, that is, Lℓ(r) = e−r2 Lℓ(r) and Lℓ is the ℓ-th Laguere
polynomial. Note that the e0 in this particular case is of the form described above.
Proof of Peoposition 6.8. First let us show that each function uk is square integrable:
‖uk‖2L2(G) =
∫
G′
∫
Rnz
|e0(kx′kxz)u0(xz)k
Q′
2 |2dxzdx′ =
∫
G′
|e0(kx′)|2kQ′dx′
∫
Rnz
|u0(xz)|2dxz
=
∫
G′
|e0(x′′)|2dx′′
∫
Rnz
|u0(xz)|2dxz,
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having used the change of variable x′′ = kx′. As the functions e0 and u0 are Schwartz on G
′ and Rnz
respectively, the quantity above is finite, and uk ∈ L2(G) with ‖uk‖L2(G) = ‖e0‖L2(G′)‖u0‖L2(Z).
For any φ1 ∈ D(Rnz), φ2 ∈ D(G′), we have∫
G′
∫
Rnz
uk(xzx
′)φ1(xz)φ2(x
′)dxzdx
′ =
∫
Rnz
eiλ0(kxz)u0(x
′)φ1(xz)dxz
∫
G′
e0(kx
′)φ2(x
′)k
Q′
2 dx′.
By the Riemann-Lebesgue theorem, the integral over Rnz tends to zero as k →∞. After the change
of variable x′′ = kx′, the integral over G′ becomes∫
G′
e0(kx
′)φ2(x
′)k
Q′
2 dx′ = k
−Q′
2
∫
G′
e0(x
′′)φ2(k
−1x′)dx′ ∼k→∞ k
−Q′
2 φ2(0)
∫
G′
e0(x
′′)dx′,
thus this integral tends to zero as k →∞. Hence uk ⇀
k→∞
0 in L2(G, loc).
Let us now compute the MDM of (uk). Let A = Op(σ) ∈ Ψ0cl(G). Let χ ∈ D(G) be real valued
and such that the support of the integral kernel of A is in {χ = 1} × {χ = 1}.
(Auk, uk)L2(G) = (A(χuk), χuk)L2(G)
=
∫
Ĝ
∫
G
tr (π(x)σ0(x, π)ψ(π0(R))π(χuk)) (χu¯k)(x)dxdµ(π);
here we understand the double integral over Ĝ as in Proposition 2.23, that is, as the limit of the
absolutely convergent double integral:
lim
N→+∞
∫
N ·C
∫
G
trN trN (π(x)σ0(x, π)ψ(π0(R))π(χuk)) (χu¯k)(x)dxdµ(π),
where C a compact neighbourhood of 1 ∈ Ĝ such that ∪N∈NN · C = Ĝ, and trN denotes the trace of
the operators projected on the subspace spanned by the first N vectors, having fixed a fundamental
sequence of vector fields. Hence we are led to study:∫
Ĝ
∫
G
tr (π(x)σ(x, π)π(χuk)) (χu¯k)(x)dxdµ(π)
=
∫
Ĝ
∫
G
∫
G
tr (π(x)σ(x, π)π(y)∗) (χu¯k)(x)(χuk)(y)dxdydµ(π),
having expanded π(χuk). This multiple integral is again convergent. Applying the change of
variables first y 7→ w = y−1x and using the properties of the trace, the integral above becomes∫
Ĝ
∫
G
∫
G
tr
(
π(x)σ(x, π)π(wx−1)
)
(χu¯k)(x) (χuk)(xw
−1)dxdwdµ(π)
=
∫
Ĝ
∫
G
∫
G
tr (π(w)σ(x, π)) (χu¯k)(x) (χuk)(xw
−1)dxdwdµ(π)
=
∫
Ĝ
∫
G
∫
G
tr
(
π′(w′)σ(x, k · π′)) (χu¯k)(x) (χuk)(x k−1w′−1)dxdw′dµ(π′),
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after the change of variable (π,w) 7→ (π′, w′) = (k−1 · π, kw), whose Jacobian is 1 by (2.1) and
(2.9). Let us write
(χu¯k)(x) (χuk)(x k
−1w′
−1
) = kQ
′
χ(x)χ(x k−1w′
−1
) e¯0(kx)e0(kx w
′−1) u¯0(xz)u0((x k
−1w′
−1
)z)
= kQ
′ |χ|2(x)|u0|2(xz)e¯0(kx)e0(kx w′−1) + εk(x,w′).
We claim that for any τ ∈ L∞(Ĝ) such that F−1G τ is a compactly supported distribution on G,
we have for any x ∈ G
(6.4)
∫
Ĝ
∫
G
trπ(y)τ(π)e0(xy
−1)dydµ(π) = (π0(x)τ(π0)v0, v0)Hπ0 .
Indeed by the Fourier inversion formula, the limit is equal to∫
G
F−1G τ(y) e0(xy−1)dy
interpreted in the sense of a compactly supported distribution at a smooth bounded function, and
this is equal to the right hand side of (6.4). We can apply this to τ = {σ(x, π), π ∈ Ĝ} since
F−1σ(x, ·) is the convolution kernel of A which is compactly supported (as the integral kernel of A
is compctly supported). Hence the claim in (6.4) is proved and we may apply it to obtain:
(Auk, uk)L2(G) = T (k) + ε˜(k)
where
T (k) :=
∫
G
kQ
′ |χ|2(x)|u0|2(xz)e¯0(kx)(π0(kx)σ(x, k · π0)v0, v0)Hπ0dx,
ε˜(k) := lim
R→+∞
∫
(k−1R)·C
∫
G
∫
G
tr
(
π′(w′)σ(x, k · π′)εk(x,w′)
)
dxdw′dµ(π′).
Let us show that ε˜(k) tends to zero as k →∞. It is easy to see that in the Sobolev space L2s for
any s > Q/2, we have the uniform convergence:
sup
x∈G
‖εk(x, ·)‖L2s(G) −→k→∞ 0.
From Section 2.6, we have
∀φ ∈ L2s(G), τ ∈ L∞(Ĝ)
∣∣∣∣∫
Ĝ
tr
(
τ(π)φ̂(π)
)
dµ(π)
∣∣∣∣ ≤ Cs‖τ‖L∞(Ĝ)‖φ‖L2s(G).
From the two properties above, we obtain easily
|ε˜(k)| ≤
∫
G
‖σ(x, ·)‖
L∞(Ĝ)
‖εk(x, ·)‖L2s(G)dx −→k→∞ 0,
as the integrand has compact support in x ∈ G.
For T (k), as we have
e¯0(kx)π0(kx) = e
−iλ0(kxz)e¯0(kx
′) eiλ0(kxz)π0(kx
′)
= e¯0(kx
′)π0(kx
′),
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the change of variable x′′ = kx′ whose Jacobian is k−Q
′
yields:
T (k) =
∫
G′
∫
Rnz
kQ
′ |χ|2(x)|u0|2(xz)e¯0(kx′)(π0(kx′)σ(xzx′, k · π0)v0, v0)Hπ0dxzdx′
=
∫
G′
∫
Rnz
|χ|2(xzk−1x′′)|u0|2(xz)e¯0(x′′)(π0(x′′)σ(xzk−1x′′, k · π0)v0, v0)Hπ0dxzdx′′.
We claim that, by the Lebesgue theorem, this converges towards
(6.5) T (k) −→
k→∞
∫
G′
∫
Rnz
|χ|2(xz)|u0|2(xz)e¯0(x′′)(π0(x′′)σ0(xz, π0)v0, v0)Hπ0dxzdx′′,
where σ0 = princ(A). Indeed we fix a positive Rockland operator R (of homogeneous degree ν)
and ψ ∈ C∞(R) a smooth function such that ψ ≡ 0 on a neighbourhood of 0 and ψ ≡ 1 on [Λ,∞).
We know that the symbol
ρ := σ − σ0ψ(π(R)),
is in Sm1 with m1 < 0. We may write
(ρ(x, k · π0)v0, v0)Hπ0 = (ρ˜k,xvk, v0)Hπ0
where ρ˜k,x = ρ(x, k · π0)k · π0(I +R)−
m1
ν and vk := k · π0(I +R)
m1
ν v0. The operator ρ˜k,x is uni-
formly bounded:
‖ρ˜k,x‖L (Hπ0 ) ≤ sup
x∈G,π1∈Ĝ
‖ρ(x, π1)π1(I +R)−
m1
ν ‖L (Hπ0 ) ≤ ‖ρ‖Sm1 ,0,0,m1 ,
and so is the vector vk:
‖vk‖H0 ≤
∥∥∥k · π0(I +R)m1ν ∥∥∥
L (Hπ0 )
‖v0‖H0 ≤ sup
λ>λmin(π0)
(1 + kνλ)
m1
ν ≤ 1.
Here λmin(π0) is the smallest eigenvalue of π0(R), see Lemma 2.12 (2), so λmin(π0) ∈ (0,∞) and
‖vk‖H0 tends to 0 as k →∞. It is now a routine exercise left to the reader to apply the Lebesgue
theorem and obtain the convergence in (6.5).
As A is compactly supported in {χ = 1} × {χ = 1}, we may assume that σ0 is compactly
supported in x, and that this support is included in {χ = 1}. Hence we have obtain that the
(Auk, uk)L2(G) has the same limit as T (k) which can be rewritten as
1
dπ0
((∫
G
princ0(A)(xz, π0) |u0(xz)|2dxz
)
v0 , v0
)
Hπ0
.

6.4. Example: general oscillations. In Section 6.3, we constructed a pure sequence associated
with a square integrable representation. In this section, we generalise the idea to any irreducible
representation of G. If the representation is finite dimensional, then it is of dimension 1 (see [17])
and we may proceed as in the Euclidean case. Let us consider π0 an irreducible representation of
infinite dimension. We will replace the properties of square integrability with the general results
on representations of nilpotent Lie groups due to Pedersen [39].
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Unfortunately, the notation adapted to the presence of dilations is in conflict with the conven-
tional notation for Jordan-Ho¨lder bases. Indeed, our canonical basis X1, . . . ,Xn of g, that is, a
basis adapted to the gradation (see Section 2.1), is adapted to the Jordan-Ho¨lder sequence:
g =: gn ⊂ gn−1 ⊂ . . . ⊂ g1 ⊂ g0 := {0}, where gk := RXn−k ⊕ . . .⊕ RXn, k = 1, . . . , n− 1,
except for the order of the labels in the basis; for instance Xk ∈ gn−k. We denote by J the set of
jump indices of π0:
J := {1 ≤ k ≤ n : dπ0(Xk) /∈ dπ0(gn−k−1)}.
We observe that the set of jump indices is the same for r · π0, for any r > 0. We set
gJ := ⊕k∈JRXk and gJc := ⊕k/∈JRXk.
The natural Haar measures on gJ and gJc are Πk∈Jdxj and Πk/∈Jdxj respectively; we will denote
them by dx, or any other letter representing the variable of integration.
For any Schwartz function φ ∈ S(gJ) on the vector space gJ , we define:
φ˜ :=
∫
x=(xk)k∈J∈gJ
φ(x) π0
(
exp
(∑
k∈J
xjXj)
))
dx
This is a smooth operator on Hπ0 , i.e. φ˜ ∈ L (Hπ0)∞. Moreover (cf. [39]), φ 7→ φ˜ is an isomorphism
between the Fre´chet spaces S(gJ) and L (Hπ0)∞; its inverse is given by
(6.6) L (Hπ0)∞ ∋ A 7→ fA ◦ exp
∣∣
ge
, where fA(x) := tr (π0(x)A) , x ∈ G.
Any element in L (Hπ0)∞ is trace-class. An example of an element of L (Hπ0)∞ is v⊗w∗ where
v and w are two smooth vectors of Hπ0 . For any φ ∈ S(gJ) the operator φ˜ is traceclass with [39]
(6.7) tr φ˜ =
1
dπ0
φ(0).
Here dπ0 > 0 is a computable constant depending on π0 and on the choice of Jordan-Ho¨lder basis,
but not on φ.
We can now state and prove the following generalisation of Proposition 6.8:
Proposition 6.9. Let π0 be an irreducible representation of G of infinite dimension. We define
its jump set J and the subspaces gJ , gJc of g as above. We set
QJ :=
∑
k∈J
υk.
Let u0 ∈ S(gJc). Let A ∈ L (Hπ0)∞ and define fA as in (6.6). For each k ∈ N, let uk : G → C be
the function given by
uk(x) = k
QJ
2 fA(kx) u0(xJc).
Then ‖uk‖L2 = d−1/2π0 ‖A‖HS(Hπ0 )‖u0‖L2(gJc ) and uk ⇀k→∞ 0 in L
2(G, loc). This sequence is pure and
its MDM is given by
γ(x, π˙) =
( |u0(xJc)|2
dπ0
dxJc ⊗ δ0(xJ)
)
⊗ δπ˙0(π˙), Γ(π˙0) = AA∗.
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In the statement, we have used the following notation:
if x = exp(
n∑
k=1
xjXj) ∈ G, then xJc := (xj)j /∈Jc ∈ gJc , xJ := (xj)j∈J ∈ gJ .
In the proof, we will use the following properties:
Lemma 6.10. Let π0 be an irreducible representation of infinite dimension of G. We define as
above its jump set J , the subspaces gJ , gJc.
(1) There exists a linear function F : gJ × gJc → gJ such that
π0(x) = π0 (exp (XJ + F (XJ ,XJc))) ,
where x = exp(
n∑
k=1
xjXj) ∈ G, XJ =
∑
k∈J
xjXj ∈ gJ , XJc =
∑
k/∈J
xjXj ∈ gJc.
Furthermore, for any XJc, the change of variable XJ 7→ X ′J = XJ + F (XJ ,XJc) is a
diffeomorphism of gJ with determinant 1.
(2) Let A ∈ L (Hπ0)∞ and define fA as in (6.6). We have∫
(xk)k∈J∈gJ
fA(x) π0
(
exp
(∑
k∈J
xjXj
))∗
dx =
1
dπ0
A.
(3) Let σ ∈ L∞(Ĝ) be such that F−1G σ is a compactly supported distribution on G. Then∫
G
∫
Ĝ
tr (σ(π) π(w)) fA(w
−1x)dµ(π)dw = tr (κ(π0)π0(x)A) ,
interpreting the left hand side as in Proposition 2.23, that is, as the limits (in this order)
of the absolutely convergent double integral:
lim
R→∞
lim
N→+∞
∫
N ·C
∫
G
trN (σ(π)π(w)) fA(w
−1x)χR(w) dwdµ(π),
where χ ∈ D(G) with χ ≡ 1 on a neighbourhood of 0 and χR(x) := χ(R−1x), C a compact
neighbourhood of 1 ∈ Ĝ such that ∪N∈NN ·C = Ĝ, and trN denotes the trace of the operators
projected on the subspace spanned by the first N vectors, having fixed a fundamental sequence
of vector fields.
Proof. Part (1) is a simple consequence of the definition of a jump set, it is left to the reader. Part
(2) is in [39]. For Part (3), we apply Proposition 2.23 to obtain:∫
G
∫
Ĝ
tr (σ(π) π(w)) fA(w
−1x)dµ(π)dw =
∫
G
F−1G σ(w) fA(w−1x)dw
=
∫
G
tr
(F−1G σ(w)π0(w)∗π0(x) A) dw = tr (σ(π0)π0(x)A) ,
since A is traceclass and σ(π0) ∈ L (Hπ0). 
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The arguments to show Proposition 6.9 follow the ones for Proposition 6.8. The main modifi-
cations come from replacing the properties of the centre with Lemma 6.10 Part (1). We will only
outline the ideas, the technical details being very similar to the ones in the proof of Proposition 6.8.
Sketch of the proof of Proposition 6.9. Let χ ∈ D(G) and σ ∈ S0cl(G).
(Op(σ)(χuk), χuk)L2(G) = k
QJ
∫
Ĝ
∫
G
∫
G
tr (σ(x, π)π(w)) (χuk)(xw
−1) χuk(x)dwdxdµ(π)
= kQJ
∫
Ĝ
∫
G
∫
G
tr (σ(x, k · π)π(w)) (χuk)(x k−1w−1) χuk(x) dwdxdµ(π),
after the change of variable (π,w) 7→ (k · π, k−1w). For k large,
(χuk)(x k
−1w−1) ∼ (χu0)(x) fA((kx)w−1).
Lemma 6.10 Part (3) implies∫
Ĝ
∫
G
tr (σ(x, k · π)π(w)) fA((kx)w−1) dwdµ(π) = tr (π0(kx)σ(x, kπ0)A) .
Let us define u0(x) = u0((xk)k∈Jc) when x = exp(
∑n
k=1 xjXj) ∈ G. Therefore
(Op(σ)(χuk), χuk)L2(G) ∼ kQJ
∫
G
tr (π0(kx)σ(x, kπ0)A) fA(kx)|χu0|2(x)dx
=
∫
gJc
∫
gJ
tr
(
π0(e
XJ+kXJc )σ(ek
−1XJ+XJc , kπ0)A
)
fA(eXJ+kXJc )|χu0|2(ek−1XJ+XJc )dXJdXJc ,
having written x = exp(XJ +XJc) and then performed the change of variable XJ 7→ k−1XJ . We
have k−1XJ → 0, so
(Op(σ)(χuk), χuk)L2(G)
∼
∫
gJc
∫
gJ
tr
(
π0(e
XJ+kXJc )σ(eXJc , kπ0)A
)
fA(eXJ+kXJc )|χu0|2(eXJc )dXJdXJc
=
∫
gJc
∫
gJ
tr
(
π0(e
X′J )σ(eXJc , kπ0)A
)
fA(e
X′J )|χu0|2(eXJc )dX ′JdXJc ,
after having used the change of variable XJ 7→ X ′J = XJ +F (XJ , kXJc), see Lemma 6.10 Part (1).
Applying Lemma 6.10 Part (2) on the integral over gJ concludes the (sketch of the) proof. 
In the next section, we will need the following limits which follow from similar computations to
the ones above:
Corollary 6.11. (1) Let π0, A, u0 and uk as in Proposition 6.9. If x0 6= x1 and u0 has a
compact support small enough then
lim
k→∞
(Op(σ)(χuk(x1·)), χuk(x0·))L2(G) = 0.
(2) Let π0 and u0 as in Proposition 6.9 and A, B be in L (Hπ0)∞. We construct (uk) and (vk)
as in Proposition 6.9 for A and B respectively. If AB∗ = 0 then
lim
k→∞
(Op(σ)(χuk), χvk)L2(G) = 0.
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(3) Let π0, A and u0 as in Proposition 6.9 and consider π˙1 ∈ Ĝ with π˙1 6= π˙0, and v0 and B
in L (Hπ1)∞. We construct (uk) and (vk) as in Proposition 6.9 for u0, π0, A and v0, π1, B
respectively. Then
lim
k→∞
(Op(σ)(χ(uk + vk)), χ(uk + vk))L2 = lim
k→∞
(Op(σ)(χuk), χuk)L2 + lim
k→∞
(Op(σ)(χvk), χvk)L2 .
Proof of Part (1). An argument of translation shows that it suffices to prove the case x1 = 0.
Proceeding as in the proof of Proposition 6.9, we obtain:
(Op(σ)(χuk), χuk(x0·))L2(G) ∼ kQJ
∫
G
tr (π0(kx)σ(x, kπ0)A) fA(k(x0x))(χu0)(x) χu0(x0x)dx.
Now u0(x)u¯0(x0x) = 0 for any x ∈ G when u0 as a support small enough and x0 6= 0. 
Proof of Part (2). Proceeding as in the proof of Proposition 6.9, we obtain:
(Op(σ)(χuk), χvk)L2(G) ∼ kQJ
∫
G
tr (π0(kx)σ(x, kπ0)A) fB(kx)|χu0|2(x)dx
∼
∫
gJc
∫
gJ
tr
(
π0(e
X′J )σ(eXJc , kπ0)A
)
fB(e
X′J )|χu0|2(eXJc )dX ′JdXJc
=
∫
gJc
tr
(
1
dπ0
B∗σ(eXJc , kπ0)A
)
|χu0|2(eXJc )dX ′JdXJc .
Hence this is zero when AB∗ = 0. 
Proof of Part (3). Proceeding as in the proof of Proposition 6.9, we obtain:
(Op(σ)(χuk), χvk)L2(G) ∼ kQJ
∫
G
tr (π0(kx)σ(x, kπ0)A) fB(kx)|χu0|2(x)dx
∼
∫
gJc
∫
gJ
tr
(
π0(e
XJ+kXJc )σ(eXJc , kπ0)A
)
fB(eXJ+kXJc )|χu0|2(eXJc )dXJdXJc ,
having used the jump set for π0. And this is equivalent to the same quantity with princ0(σ)
replacing σ. So when princ0(σ) is zero at (x, π˙0) for all x ∈ G, we have
lim
k→∞
(Op(σ)(χuk), χvk)L2(G) = 0.
Let us fix a continuous real-valued function on Ĝ/R+ such that η(π˙0) = 0 and η(π˙1) = 1.
Considering a general symbol σ, we write σ = ση + (1− η)σ so
ℜ(Op(σ)(χuk), χvk)L2 = ℜ(Op(ση)(χuk), χvk)L2 + ℜ((χuk), (Op(σ(1 − η))∗χvk)L2 .
As ση vanishes at π˙0, the limit of the first term on the right hand side is zero. For the second term,
we have as in the proof of Lemma 6.6 or
lim
k→∞
((χuk), (Op(σ(1 − η))∗χvk)L2 = lim
k→∞
((χuk),Op(σ
∗(1− η))χvk)L2
and it must be zero since σ∗(1− η) vanishes at π˙1. 
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6.5. Consistency of the description. Our main result describes MDMs as trace-class-valued
positive measures, see Section 6.1. In this section, we will show the converse, that is, that any
trace-class-valued positive measure is a MDM:
Proposition 6.12. Let Ω be a non-empty open set of G. Let (Γ, γ) be a trace-class-valued positive
measure on Ω× Ĝ/R+. Then, there exists a pure sequence (uk) with Γdγ as MDM.
As in Section 6.1, an argument of diagonal extraction over a suitable sequence of bounded open
subsets exhausting Ω shows that it suffices to prove:
Lemma 6.13. Let Ω be a non-empty bounded open set of G. We fix a positive Rockland operator R,
and a function ψ ∈ C∞(R) such that ψ ≡ 0 on a neighbourhood of 0 and ψ ≡ 1 on a neighbourhood
of +∞. For any trace-class-valued positive measure (Γ, γ) on Ω¯ × Ĝ/R+, there exists a sequence
(uk) in L
2(Ω) such that uk ⇀k→∞ 0 and
(6.8) ∀σ ∈ S˙0(Ω), lim
k→∞
(Op(σψ(π(R)))uk , uk)L2(Ω) =
∫
Ω¯×(Ĝ/R+)
tr (σ(x, π˙) Γ(x, π˙)) dγ(x, π˙) .
We will need the following vocabulary:
Definition 6.14. Let Ω be a Borelian set of G with non-empty interior.
• A trace-class-valued measure on Ω× Ĝ/R+ is a pair (γ,Γ) where γ is a complex measure on
Ω × Ĝ/R+, and {Γ(x, π˙) ∈ L (Hπ), (x, π˙) ∈ Ω × Ĝ/R+} is a measurable field of operators
such that (|γ|,Γ) is a positive trace-class-valued measure, see Definition 6.1.
• Two trace-class-valued measures (γ,Γ) and (γ′,Γ′) are equivalent when there exists a mea-
surable positive function f on Ω× Ĝ/R+ such that
dγ′(x, π˙) = f(x, π˙)dγ(x, π˙) and Γ′(x, π˙) =
1
f(x, π˙)
Γ(x, π˙).
The equivalence class of (γ,Γ) is denoted by Γdγ. We may sometimes allow ourselves to
identify an equivalence class with one of its representatives.
• A trace-class-valued measure on Ω× Ĝ/R+ (γ,Γ) is positive when γ is positive and in this
case, we may write Γdγ ≥ 0.
The following lemma describes the topological dual of C∗(S˙0(Ω)) when Ω is bounded:
Lemma 6.15. Let Ω be a non-empty bounded open set of G. We denote by M the set of trace-
class-valued measures on Ω¯×Ĝ/R+ modulo equivalence, and byM+ = {Γdγ ≥ 0} the set of positive
trace-class-valued measures on Ω¯× Ĝ/R+ modulo equivalence.
(1) For any trace-class-valued measure (γ,Γ) on Ω¯× Ĝ/R+, the linear form ℓ(γ,Γ) given by
ℓ(γ,Γ)(σ) :=
∫
tr (σ Γ) dγ =
∫
(x,π˙)∈Ω¯×Ĝ/R+
tr (σ(x, π˙) Γ(x, π˙)) dγ(x, π˙), σ ∈ C∗(S˙0(Ω)),
is continuous on C∗(S˙0(Ω)); its norm is
∫
tr (Γ)d|γ|.
(2) Conversely, given any continuous form on C∗(S˙0(Ω)), there exists a trace-class-valued mea-
sure (γ,Γ) on Ω¯× Ĝ/R+ such that ℓ = ℓ(γ,Γ).
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(3) If two trace-class-valued measures (γ,Γ) and (γ′,Γ′) yield the same linear form, i.e. ℓ(γ,Γ) =
ℓ(γ′,Γ′), then they are equivalent.
(4) The map Φ : ℓ = ℓ(γ,Γ) 7→ Γdγ is an isomorphism from the topological dual of the Banach
space C∗(S˙0(Ω)) onto the Banach space M which is equipped with the norm given by
‖Γdγ‖M :=
∫
tr (Γ)d|γ|.
(5) The states of the C∗-algebra C∗(S˙0(Ω)) are mapped by Φ onto the measures Γdγ ≥ 0 with∫
tr (Γ)dγ = 1. The pure states corresponds to (δx0(x) ⊗ δπ˙0(π), v0 ⊗ v∗0) where x0 ∈ Ω¯,
π˙0 ∈ Ĝ/R+ and v0 a unit vector in Hπ0.
(6) The positive forms of the C∗-algebra C∗(S˙0(Ω)) are mapped by Φ onto M+.
Proof. The states were characterised in Proposition 5.14. The properties are easily proved from
well-known facts or routine exercises in functional analysis. 
We can now prove Lemma 6.13.
Proof of Lemma 6.13. We denote by M˜ the subset of M+ of Γdγ ≥ 0 for which there exists a
sequence (uk) in L
2(Ω) satisfying uk ⇀k→∞ 0 and (6.8). We already know that M˜ contains 0, and
the examples in Propositions 6.7 and 6.9.
Claim 1: Let us show that M˜ is convex. Indeed, one checks easily that if the sequence (uk) in
L2(Ω) satisfies uk ⇀k→∞ 0 and (6.8) with Γdγ ≥ 0, then for any r > 0 the sequence (ruk) satisfies
the same property with r2Γdγ ≥ 0.
Claim 2: One checks easily that if x0 ∈ G and if the sequence (uk) in L2(Ω) satisfies uk ⇀k→∞
0 and (6.8) with Γdγ ≥ 0, then the sequence (uk(x0 ·)) satisfies the analogous properties with
Γ(x0x, π˙)dγ(x0x, π˙) when this is in M˜. In this sense, M˜ is invariant under spatial translations.
Lemma 6.15 allows us to identify M with the topological dual of C∗(S˙0(Ω)); we now equip it
with the weak-* topology. By the Krein-Milman Theorem, M+ is the positive span of the pure
states and 0 (i.e. the closure of the set of all non-negative linear combinations of pure states).
Claim 3: Let us show that M˜ is closed in M+. Indeed, let (Γ(j)dγ(j))j∈N be a sequence in
M˜ converging to Γdγ in M+. Considering corresponding sequences (u(j)k )k∈N in L2(Ω) satisfying
u
(j)
k ⇀k→∞ 0 and (6.8) with Γ
(j)dγ(j) ≥ 0, then we extract a diagonal subsequence (u(k(j))k(j) )j∈N
satisfying u
(k(j))
k(j) ⇀j→∞ 0. By Proposition 6.4, we may assume that this subsequence satisfies (6.8)
for a certain positive trace-class-valued measure which has to coincide with Γdγ by the uniqueness
properties in Proposition 6.4 and Lemma 6.15 (3). Hence the limit Γdγ is in M˜ which is thus
closed.
Conclusion: Considering a sequence as in Proposition 6.9 with π0 ∈ Ĝ of infinite dimension,
A ∈ L (Hπ0)∞, u(ǫ)0 = ǫ−QJc/2u0(ǫ−1x) where ǫ > 0, u0 ∈ D(gJc) with a support small enough
and QJc =
∑
k∈Jc υk, the proof of Claim 3 shows that (δx=0 ⊗ δπ˙=π0 , AA∗) ∈ M˜ when 0 ∈ Ω.
Using the invariance under spatial translation (cf. Claim 2), (δx=x0 ⊗ δπ˙=π˙0 , AA∗) ∈ M˜ for any
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x0 ∈ Ω¯ and π0 ∈ Ĝ of infinite dimension. Note that this membership also holds when π0 is of finite
dimension (therefore of dimension one, and it suffices to adapt the Euclidean case), and we view it
as a degenerate case of Proposition 6.9. We choose A = v0⊗ v∗0 with v0 ∈ Hπ0 smooth and unitary.
We can remove the hypothesis ‘smooth’ by considering a sequence of such vectors and Claim 3.
This shows that M˜ contains all the pure states, see Lemma 6.15 (5). Moreover, they can all be
obtained as MDM of sequences obtained by diagonal extractions of suitable sequences constructed
in Proposition 6.9. This together with Corollary 6.11 and Claim 1 show that M˜ also contains the
positive span of the pure states and 0. Therefore M˜ =M+. 
7. Applications
In this section, we investigate the properties of the MDM of a sequence of functions that sat-
isfy a differential equation. In particular, we are concerned with Div-Curl type results and, as a
consequence, we shall focus on vector-valued sequences.
Let Ω be an open subset of G and let us consider a vector-valued sequence of functions of L2(Ω),
(Uk)k∈N = (u
k
1 , · · · , ukN )k∈N, N ∈ N. We assume that (Uk) converges weakly to some vector valued
function U = (u1, · · · , uN ) of L2(Ω)N , in the sense that for all j ∈ {1, · · · , N}, ukj tends weakly to
uj in L
2(G). In order to study the defects of compactness of a family of the form (Uk)k∈N, we shall
use matrices of symbols in S˙0. We denote by MN (S˙0) the set of such matrices with N lines and
N rows. More generally, we denote by MN (A) the set of matrices with N lines and N rows and
with entries in a given algebra A, for instance A = C or S˙0 or C∗(S˙0). We shall need basic notions
about the C∗-algebra MN (A) for a general C∗-algebra A, and this is done in the first subsection.
Then, we shall define MDM for vector-valued sequences and discuss localisation property of MDM
whenever (Uk)k∈N satisfies a system of differential equations. Finally, the last subsection is devoted
to compensated compactness results and application to Div-Curl Lemma.
7.1. Matrices of a C∗-algebra. Let A be an algebra with unit 1A and let N ∈ N. We have
already defined the algebra MN (A) of the N × N matrices with coefficients in A. We need to
set some natural notation. We denote by IN ∈ MN (C) the identity matrix and by AIN the set
of diagonal matrices in MN (A) with the same repeated entry on the diagonal, by Eij the N × N
complex matrix with 0 in every entry except for the ith row and jth column where the entry is 1,
and by 1AEij ∈ MN (A) the matrix with 0 in every entry except for the ith row and kth column
where the entry is 1A. Finally, we denote byMP,Q(A) the set of matrices with P lines and Q rows
and with entries in A. If the algebra A is also a normed vector space, we set the following norm
on MN,1(A):
‖V ‖2MN,1(A) = ‖
N∑
j=1
vjv
∗
j ‖A when V =

v1
...
vN
 .
The next lemma gives the main properties of MN (A) when A is a C∗-algebra.
Lemma 7.1. Let A be a C∗ algebra with unit 1A and let N ∈ N.
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(i) Equipped with the norm given by
‖M‖MN (A) = sup{‖V ∗1 MV2‖A : V1, V2 ∈ MN,1(A), ‖V1‖MN,1(A) ≤ 1, ‖V2‖MN,1(A) ≤ 1},
MN (A) is a C∗-algebra with unit 1AIN . The sub-C∗-algebra AIN of MN (A) is isomorphic
to the C∗-algebra A.
(ii) Let π be a representation of the C∗-algebra MN (A) . Let ξ1 be a non-zero vector of this
representation with ξ1 ∈ π(E11)Hπ. We denote by W the closed subspace of Hπ generated
by ξ1. As Hilbert spaces, W is isomorphic to the orthogonal sum of N copies of π(AIN )ξ1.
Furthermore the representation π of the C∗-algebra MN (A) on W is completely determined
by its restriction π
∣∣
AIN
to AIN .
(iii) The spectrum of the C∗-algebra MN (A) may be identified with the spectrum of the C∗-
algebra A via the homeomorphism which maps an irreducible representation π of MN (A)
to the irreducible representation of A defined by the restriction π
∣∣
AIN
.
(iv) If ℓ is a state of A and V ∈ MN,1(A) with ℓ(V ∗V ) = 1, then the functional L = Lℓ,V
defined on MN (A) via
L(M) = ℓ(V ∗MV ), M ∈ MN (A),
is a state of MN (A). The pure states of MN (A) are of the form Lℓ,v with ℓ a pure state
of A and V ∈ MN,1(C)1A a complex vector satisfying ℓ(V ∗V ) = 1.
Proof. Part (i) is left to the reader. Let us prove Part (ii). Let π be a representation of the
C∗-algebra MN (A). For each j = 1, . . . , N , we set H(j)π := π(1AEjj)Hπ. The subspaces H(j)π are
closed, orthogonal and their sum is Hπ = ⊕⊥1≤j≤NH(j)π since EiiEjj = δi=jEii and IN =
∑N
j=1Ejj
in MN (C). Furthermore, since π(mIN ) and π(1AEjj) commutes for j fixed and any m ∈ A, the
algebra A acts on H(j)π via m 7→ π(mIN ). We also observe that for any 1 ≤ i, j ≤ N , π(1AEji)
maps H(i)π to H(j)π since EjiEii = EjjEjiEii. In fact, π(1AEji) maps unitarily H(i)π onto H(j)π with
inverse π(1AEij) since EijEji = Eii and EjiEij = Ejj.
Let us fix a non-zero vector ξ(1) ∈ H(1)π . Let π(MN (A))ξ(1) be the closed subspace of Hπ
generated by ξ(1) under π. Its orthogonal projection on H(j)π is
π(1AEjj)π(MN (A))ξ(1) = π(1AEjj)⊕l,k π(AIN )π(1AElk)ξ(1) = π(AIN )π(1AEj1)ξ(1),
that is, the closed subspace in H(j)π generated by ξ(j) := π(1AEj1)ξ(1) under the action of A given
by the restriction of π to AIN . All these orthogonal projections are unitarily isomorphic:
π(1AEjj)π(MN (A))ξ(1) = π(AIN )ξ(j) = π(1AEj1)π(AIN )ξ(1).
So, as vector spaces and in terms of actions of A via π|AIN , π(MN (A))ξ(1) is isomorphic to N
copies of π(AIN )ξ(1). Furthermore, writing any matrix M ∈ MN (A) as M =
∑
1≤l,k≤N mlk1AElk
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with ml,k ∈ A, we have
π(M)ξ(j) =
∑
1≤l,k≤N
π(mlk1AElk)ξ
(j) =
∑
1≤l,k≤N
π(mlkIN )π(1AElkEj1)ξ
(1)
=
∑
1≤l≤N
π(mljIN )π(1AEl1)ξ
(1) =
∑
1≤l≤N
π(mljIN )ξ
(l),
is in π(MN (A))ξ(1). So π acts on π(MN (A))ξ(1) where it is completely determined by its restriction
to π(AIN ). This shows Part (ii).
Part (iii) follows from Part (ii) and its proof. Before proving Part (iv), let us observe that the
last computations in Part (ii) above imply
(π(M)ξ(1), ξ(1))Hπ = (π(m11IN )ξ
(1), ξ(1))Hπ .
A form of converse of this property consists in noticing that if ℓ is a state of the C∗-algebra A, then
the functional L defined onMN (A) via L(M) = ℓ(m11) is a state of the C∗-algebraMN (A). More
generally, if V ∈ MN,1(A) is a fixed vector valued in A and ℓ is a state of the C∗-algebra A, then
the functional L defined on MN (A) via L(M) = ℓ(V ∗MV ) is a state of the C∗-algebra MN (A)
provided that ℓ(V ∗V ) = 1.
Let us now prove Part (iv). Let L be a state ofMN (A). We set Γji := L(1AEij) for 1 ≤ i, j ≤ N ,
and consider the matrix Γ = (Γij) ∈ MN (C). Since L(M) = L(M∗), the matrix Γ = Γ∗ is
Hermitian so there exists a N ×N unitary matrix P such that P ∗ΓP is diagonal. We may replace
L byM 7→ L(PMP ∗) and assume that Γ is diagonal. Since L is a positive linear functional, so is its
restriction M 7→ tr (MΓ) to MN (C) and this implies Γ ≥ 0. Furthermore as L is a state, tr Γ = 1.
So we may assume that Γ = Diag(λ1, . . . , λN ) with λ1 ≥ λ2 ≥ . . . ≥ λN ≥ 0 and λ1+ . . .+ λN = 1.
We now assume that L is pure. Let π be the irreducible representation of the C∗-algebraMN (A)
and ξ the unit vector associated with L. We can decompose
ξ = ξ1 + . . .+ ξN , where ξj := π(1AEjj)ξ ∈ H(j)π := π(1AEjj)Hπ.
We have 1 = ‖ξ‖2Hπ = ‖ξ1‖2Hπ + . . .+ ‖ξN‖2Hπ = λ1 + . . .+ λN and more generally
(ξi, ξj)Hπ = (π(1AEij)ξ, ξ)Hπ = L(1AEij) = λjδi=j .
Necessarily ξ1 6= 0. Naturally, ξi ∈ H(i)π is orthogonal to ξ(j) := π(1AEj1)ξ1 = π(1AEj1)ξ ∈ H(j)π if
i 6= j. And for j = 2, . . . , N , ξj is orthogonal to ξ(j) since
(ξj , ξ
(j))Hπ = (π(1AEjj)ξ, π(1AEj1ξ)Hπ = (π(1AE1j)ξ, ξ)Hπ = L(1AE1j) = δ1=j .
This shows that if ξ2 6= 0 then the space π(MN (A))ξ2 generated by ξ2 under the representation π
of MN (A) will be non-zero and distinct from π(MN (A))ξ1, contradicting the irreducibility of π.
Therefore 0 = ξ2 = . . . = ξN and ξ = ξ1 is unitary. Furthermore we have:
L(M) =
∑
1≤i,j≤N
(π(mijEij)ξ, ξ) =
∑
1≤i,j≤N
(π(mijEij)ξj , ξi) = (π(m11E11)ξ1, ξ1) = ℓ1(m11),
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where ℓ1 is the state of A associated with the restriction of π to A on π(AIN )ξ1 and the unit vector
ξ1. With the notation of the statement, this shows L = Lℓ1,V with V = e11A where e1 is the first
vector of the canonical basis of CN ; one checks easily ℓ1(V
∗V ) = ℓ1(1A) = 1. This concludes the
proof of Part (iv) and of Lemma 7.1. 
7.2. Microlocal defect measures of vector-valued sequences and localisation properties.
Let us now go back to the family (Uk)k∈N in L
2(Ω)N where Ω is an open subset of G. We are
concerned with the limit of quantities of the form
(Op(σ)Uk, Uk)L2(Ω)N
for σ ∈ MN (S˙0cl(Ω)). In view of the description of the preceding section, a MDM of (Uk)k∈N is a
pair (Γ, γ) consisting of a positive Radon measure γ and of a N ×N matrix of γ-integrable fields
of non-negative trace-class operators Γ = (Γi,j)1≤i,j≤N , such that, up to a subsequence, for all
σ ∈ MP,Q(S˙0cl(Ω)),
lim
k→∞
(Op(σ)Uk, Uk)L2(Ω)N =
∫
Ω×(Ĝ/R+)
trN (σ(x, π˙) Γ(x, π˙)) dγ(x, π˙)
where the trace trN denotes the trace of operators of L1(HNπ ): if σ = (σi,j)1≤i,j≤N , Γ = (Γi,j)1≤i,j≤N ,
trN (σ(x, π˙) Γ(x, π˙)) =
∑
1≤i,j≤N
tr (σi,j(x, π˙) Γj,i(x, π˙)) .
Since Uk = (u
k
1 , · · · , ukN ), Γi,jdγ describes the limit of quantities
(
Op(σ)uki , u
k
j
)
L2(Ω)
for scalar
symbols σ. The field Γi,jdγ is the joint measure of the sequences (u
k
i ) and (u
k
j ).
Let us now consider a matrix-valued operator P consisting of K lines and N rows of differential
operators of order m such that (PUk)k∈N converges to 0 in L
2
−m(Ω, loc)
K as k → +∞. Recall that
L2s(Ω, s) was defined in Definition 4.23. If the family (Uk)k∈N solves a differential equation, in the
sense that PUk tends to 0 in L
2
−m(G)
K , then the MDM Γdγ satisfies the following localization
property.
Proposition 7.2. Let p(x, π) be the principal symbol of the matrix-valued differential operator
P ∈ MK,N(Sm(Ω)) where Ω is an open subset of G. We assume that the family (Uk)k∈N in
L2(Ω)N is such that PUk tends to PU in L
2
−m(G)
K . Let Γdγ be a MDM of (Uk)k∈N, then
p0(x, π˙)Γ(x, π˙)p0(x, π˙)
∗ = 0, dγ(x, π˙) a.e.,
where p0(x, π˙) := π(R)−mν p(x, π˙) for any positive Rockland operator R.
Proof. We may assume that the sequence (Uk) is pure. The equation satisfied by (Uk)k∈N implies
that for any σ ∈ MK(S0cl(Ω)) we have
lim
k→∞
(
Op(σ)(I +R)−mν PUk, (I +R)−
m
ν PUk
)
L2(Ω)K
= 0.
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By the definition of Γdγ, we deduce∫
Ω×(Ĝ/R+)
trN
(
p(x, π˙)∗π(R)−mν σ0(x, π˙)π(R)−mν p(x, π˙)Γ(x, π˙)
)
dγ(x, π˙) = 0,
and this relation holds for any σ0 ∈ MK(S˙0(Ω)), and this implies the result. 
7.3. Compensated compactness. The issue of compensated compactness result is to pass to the
limit in quantities of the form ∫
Ω
φ(x)(q(x)Uk(x), Uk(x))CN dx,
for some compactly supported scalar-valued smooth function φ and for smooth bounded matrix-
valued function q ∈ MN (D(Ω)). The aim is to find conditions on the matrix q which allow to
pass to the limit in terms of weak limits U of (Uk)k∈N. The next proposition is a compensated
compactness result. Recall that the spaces L2s(Ω, loc) were defined in Definition 4.23.
Proposition 7.3. Let p(x, π) be the principal symbol of the matrix-valued differential operator
P ∈ MK,N(Sm(Ω)) where Ω is an open subset of G. Let (Uk)k∈N be a sequence in L2(Ω, loc)N which
converges to U weakly in L2(Ω, loc)N and such that (PUk)k∈N converges to PU in L
2
−m(Ω, loc)
K .
(i) Let q ∈ MN (C∞(Ω)) be such that for all x ∈ Ω, π ∈ Ĝ and h ∈ (H∞π )N , we have
p(x, π)h = 0 =⇒ (q(x)h, h)HNπ = 0.
Then the sequence of smooth functions given by x 7→ (q(x)Uk(x), Uk(x))CN converges to
x 7→ (q(x)U(x), U(x))CN in D′(Ω).
(ii) Let q ∈MN (C∞(Ω)) be such that q∗ = q and satisfying for all x ∈ Ω, π ∈ Ĝ and h ∈ (H∞π )N ,
p(x, π)h = 0 =⇒ (q(x)h, h)HNπ ≥ 0.
Then, for any non-negative φ ∈ D(Ω),
lim inf
k→∞
∫
Ω
φ(x)(q(x)Uk(x), Uk(x))CN dx ≥
∫
Ω
φ(x)(q(x)U(x), U(x))CN dx.
Proof of Proposition 7.3. The proof follows the lines of [30, Theorem 2]. Part (i) follows from Part
(ii), using in particular the decomposition of q = q1+ iq2 with q1, q2 smooth function valued in the
space of Hermitian N ×N -matrices. So we just have to prove Part (ii). We may assume that the
sequence (Uk) is pure and that U = 0. As a consequence, we know that
lim
k→∞
∫
Ω
φ(x)(q(x)Uk(x), Uk(x))CNdx =
∫
Ω×Ĝ/R+
φ(x)tr (q(x)Γ(x, π˙))dγ(x, π˙)
and our aim is to show that the right-hand side of the preceding equality is 0. The proof comes
from the following observation: fixing Ω′ a bounded open subset of G whose closure is included
in Ω, we have
∀ε > 0, ∃Cε > 0, ∀(x, π˙) ∈ Ω′ × Ĝ/R+, ∀h ∈ Hπ,
(q(x)h, h)HNπ + Cε‖p0(x, π˙)h‖2HKπ ≥ −ε‖h‖
2
HNπ
,(7.1)
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where p0(x, π˙) = π(R)−mν p(x, π˙). Indeed, this equation yields the positivity of the operator
Rε(x, π˙) = q(x) + Cεp
∗
0(x, π˙)p0(x, π˙) + εId
and we deduce ∫
Ω×Ĝ/R+
φ(x)trN (Rε(x, π˙)Γ(x, π˙))dγ(x, π˙) ≥ 0.
On the other hand,
trN (Rε(x, π˙)Γ(x, π˙)) = trN (q(x)Γ(x, π˙)) + CεtrK(p0(x, π˙)Γ(x, π˙)p
∗
0(x, π˙)) + ε tr (Γ(x, π˙)).
By Proposition 7.2, we obtain that for all φ ∈ D(Ω′) and ε > 0,∫
Ω×Ĝ/R+
φ(x)trN (q(x)Γ(x, π˙))dγ(x, π˙) ≥ −ε
∫
Ω×Ĝ/R+
φ(x)tr Γ(x, π˙) dγ(x, π˙),
which allows us to conclude.
It remains to prove (7.1). We first note that the injectivity of π(R) implies that the property
on q with respect to p is also satisfied by p0, i.e. for all x ∈ Ω, π ∈ Ĝ and h ∈ HNπ ,
p0(x, π)h = 0 =⇒ (q(x)h, h)HNπ ≥ 0.
We argue by contradiction: if (7.1) is false, then there exists ε0 > 0 and sequences (xn)n∈N of Ω
′
and (π˙n)n∈N of Ĝ/R
+, together with unit vectors hn ∈ HNπn for each n ∈ N such that
(q(xn)hn, hn)HNπn
+ n‖p0(xn, π˙n)hn‖2HNπn < −ε0.
We interpret these sequences as the data of a sequence of states (Ln)n∈N of the C
∗-algebra
C∗(MN (S˙0(Ω′))), defined by
∀σ ∈ C∗(MN (S˙0(Ω′))), Ln(σ) = (σ(xn, π˙n)hn, hn)HNπ .
We have
∀n ∈ N, Ln(q) + nLn(p∗0p0) < −ε0,
in particular Ln(q) < −ε0 for all n ∈ N. We extract a weak-∗ converging sub-sequence from of
(Ln)n∈N and we denote its weak limit by L. Note that L is a state and it satisfies L(q) ≤ −ε0 and
L(p∗0p0) = 0. Desintegrating L into pure states [20, §8.8] and combining Lemma 7.1 with Proposi-
tion 5.14, we obtain L as an integral of states of the form σ 7→ (V ∗(x0, π˙0)σ(x0, π˙0)V (x0, π˙0)v0, v0)Hπ0
against a positive measure ν. Since L(p∗0p0) = 0, we have:
(V ∗(x0, π˙0)p
∗
0p0(x0, π˙0)V (x0, π˙0)v0, v0)Hπ0 = ‖p0(x0, π˙0)V (x0, π˙0)v0‖2HKπ0 = 0 ν-a.e.
But our hypothesis implies
(q(x0)V (x0, π˙0)v0, V (x0, π˙0)v0)HNπ ≥ 0 ν-a.e.,
and therefore L(q) ≥ 0. This contradicts L(q) ≤ −ε0 < 0. Hence (7.1) is proved and this concludes
the proof of Proposition 7.3. 
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7.4. Link with div-curl results. Our result below gives a new approach to div-curl lemma, which
had already been considered from a more geometric (sub-Riemannian) perspective in [6, 7]. We
assume that G is a stratified Lie group. We fix a canonical basis X1, . . . ,Xn1 on the first stratum.
Then the divergence operator is defined by
∀f = (f1, · · · , fn1) ∈ S(G)n1 , div(f) = X1f1 + · · ·+Xn1fn1 .
We denote by π(div) the symbol of the operator div. This symbol is a vector of n1 symbols of
order 1, i.e. div ∈ M1,n1(S1cl(G)). We define the curl-property as follows:
Definition 7.4. Let Ω be an open subset of G. A n1×n1 matrix ρ(x, π) ∈ Mn1(Smcl (Ω)) of symbols
of order m satisfies the curl-property when, for all x ∈ Ω, π ∈ Ĝ, h1, h2 ∈ (H∞π )n1 :
π(div) · h1 = 0 and ρ(x, π)h2 = 0 =⇒ (h1, h2)Hn1π = 0.
Recall that the spaces L2s(Ω, loc) were defined in Definition 4.23. We have the following div-curl
type result.
Proposition 7.5. Let Ω be an open subset of G. Let (Vk)k∈N and (Wk)k∈N be two bounded pure fam-
ilies of L2(Ω, loc)n1 with weak limits V and W respectively. We assume that the sequence of scalar
functions (div(Vk))k∈N converges to div(V ) in L
2
−1(Ω, loc) as k → +∞ and that (Op(ρ)Wk)k∈N
converges to Op(ρ)W in L2−m(G, loc)
n1 where ρ(π) ∈ Mn1×n1(Smcl (Ω)) satisfies the curl-property,
cf Definition 7.4. Then the sequence of functions given by x 7→ φ(x)(Vk(x),Wk(x))Cn1 converges to
x 7→ φ(x)(V (x),W (x))Cn1 in the sense of distribution on Ω as k →∞.
Proof. We set:
p(x, π) :=
(
R(π)m−1π(div) 0
0 ρ(x, π)
)
∈ Mn1+1,2n1(Smcl (Ω)) and q(x) :=
(
0 0
In1 0
)
∈ M2n1(C).
Then, for any h = (h1, h2) ∈ (H∞π )n1 × (H∞π )n1 = (H∞π )2n1 , we have
(q(x)h, h)
H
2n1
π
= (h1, h2)Hn1π ,
and
p(x, π)h = 0 ⇐⇒ π(div) · h1 = 0 and ρ(x, π)h2 = 0.
The curl-property allows us to apply Proposition 7.3 Part (i) to the sequence (Uk)k∈N given by
Uk = (Vk,Wk) ∈ C2n1 , the operator P = Op(p) and the matrix-valued function q(x). The statement
follows. 
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