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In this article a problem of approximation from nonconvex sets is considered. Let 
L,, 1 < p 4 cc, be the Lebesgue space of extended real functions on a compact real 
interval. Given a subset P of quasi-convex functions and a function fin L,, the 
problem is to tind a best L,-approximation to f  from P n L,. It is shown that if P 
is closed under pointwise convergence of sequences of functions, then a best 
approximation exists. Also investigated are properties of norm bounded subsets and 
convergent sequences of quasi-convex functions. Since convex and monotone func- 
tions are quasi-convex, the results are applicable to the problems of approximation 
from subsets of convex and monotone functions; in particular, the convex problem 
is analyzed in some detail. 0 1989 Academic Press, Inc. 
1. INTRODUCTION 
Let L,, 1 d p d 00, be the Lebesgue space of extended real functions on 
a compact real interval. The problem considered in this article is to find a 
best approximation to a function in L, from Pn L,, where P is a subset 
of quasi-convex functions. It is shown that if P is closed under pointwise 
convergence of sequences of functions then a best approximation exists. In 
particular, a best approximation from the set of all quasi-convex functions 
exists. Since the set of convex or monotone functions is contained in the set 
of quasi-convex functions, the results for the convex and monotone 
approximation problems follow from those for the quasi-convex problem. 
In this sense the quasi-convex problem presents a unifying basis for 
analysis of a class of approximation problems. Furthermore, the condition 
of convexity is not imposed on P and, in fact, the set of all quasi-convex 
functions is not convex, hence the problem considered is essentially non- 
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convex in nature. In addition to the exploration of existence of a best 
approximation, as a tool for analysis, the properties of L,-bounded subsets 
and convergent sequences of quasi-convex (convex) functions satisfying 
certain conditions are investigated. 
Let Z= [a, b], be a real interval and H be the set of all extended real 
valued functions on I. Let L,, 1 6 p < co, denote all (equivalence classes of) 
Lebesgue measurable functions f in H for which /fl” has finite integral; L,, 
is a Banach space with the norm Ilfll, = (s If/ p)“p [4]. Similarly, L, is the 
Banach space of (equivalence classes of) essentially bounded functions ,f 
with norm ljfjl m = ess sup IfI. A function k in H is quasi-convex if 
k(~s+(l-lG)t)<max{k(s),k(t)}, (1.1) 
for all s, t in Z and all 0 d A < 1 [lo]. Similarly, k is convex if k > --co and 
k(lls+(l-A)t)<Ak(s)+(l-A)k(t), (1.2) 
for all s, t in Z, all 0 < il< 1. We impose the condition k > --cc so that 
terms such as co - co do not appear in (1.2) [ 121. (Using the concept of 
an epigraph, we may alternatively define a convex function having values 
in [ - co, co] as in [ 12, p. 231. However, it can be easily shown that if a 
convex function k thus defined is in 1 < p < 00, then k > -co. Then, by 
[ 12, Theorem 4.11, that definition is equivalent to ( 1.2) for functions in 
L,.) We call k in H monotone if k(s) <k(t) for s 6 t. If K, K,, and K, 
denote, respectively, the set of quasi-convex, convex and monotone 
functions, then clearly Ki c K, i = 1,2. It is easy to see that K is a nonconvex 
cone whereas K, and K2 are convex cones. In what follows, a notation such 
as K n L, denotes all equivalence classes in L, to each of which a function 
in K belongs. To state our problem mathematically let f E L,, 1 < p < co, 
P c K, and d denote the inlimum of IIf - k I( p for k in P n L,. The problem 
of quasi-convex approximation is to find a g in P n L,, called a best or 
optimal approximation tof from Pn L,, so that 
A=Ilf-gll,=inf{Ilf-kll,,:k~Pn~,), lGp6co. (1.3) 
If 1 < p < 00 and P n L, is a closed, convex set, then a unique best 
approximation exists since L, is uniformly convex [ 1, 41. However, we 
shall establish more general results for 1 d p d co. 
The main results for quasi-convex and convex approximation appear in 
Sections 2 and 3, respectively. We summarize them below. For brevity, we 
say that P is sequentially closed if P is closed under pointwise convergence 
of sequences of functions in P. it is shown that if P is sequentially closed, 
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then P n L, is closed in L,, 1 <p < co, and a best approximation exists. In 
particular, this result immediately holds with P = K and K2 since K and K2 
are sequentially closed. It extends to P = K,, since, as is shown later, 
K, n L, = f?, n L,, where Z?, is the closure of K1 in the topology of 
pointwise convergence for H [S]. We remark here that if P is closed in the 
topology of pointwise convergence for H, which is the product topology for 
[ - co, co]‘, then P is sequentially closed. 
A subset F of H is called equi-Lipschitzian relative to an interval .Zc Z 
if each f in F is finite on J, and for some C > 0, 
If@)-f(l)1 d Cls- 4, (1.4) 
uniformly for all f in F and all s, t in J. Let (k,) be a sequence of functions 
in Kn L, and (Ik, - kll, + 0 for some k in L,. We show that if (k,) is equi- 
Lipschitzian relative to an interval Jc Z and k is continuous on J, then 
k, + k uniformly on J. (This result holds in greater generality for a 
sequence (k,) in L, which is not necessarily in K. See [19].) In particular, 
if (k,) is in K, n L,, and k is continuous on (a, 6), then k, + k uniformly 
on all closed intervals Jc (a, 6). Fundamental to the above results are the 
following basic propositions. If (k,) is a norm bounded sequence in Kn L,, 
then there exists a subsequence ( gi) of (k,) and a g in Kn L, such that 
gi + g on Z; (k,) is bounded above, uniformly in n, on all closed intervals 
contained in (a, b). If (k,) is in K1 n L,, then so is g, and (k,) is 
additionally bounded below on Z uniformly in n. (The conditions on P 
have been further relined in a later article [18] where a general theorem 
for existence of a best L,-approximation is provided. This development is 
applicable to various function classes including quasi-convex, convex, 
super-additive, monotone, star-shaped and n-convex.) 
The problem of isotone approximation in L,, 1 < p < co, which is a 
more general version of monotone approximation, is considered in [6]. In 
that setting, given a o-lattice L of subsets of a set Sz, a best approximation 
to a given function in L, = L,(Q) is found from the set of all L-measurable 
functions in L,. When Q is partially ordered, there exists a o-lattice L so 
that the set of all isotone functions in L, is precisely the set of all 
L-measurable functions in L,. Consequently, properties of the unique best 
monotone approximation for 1 < p < co may be obtained by specializing 
the results of [6] to D = Z and considering the appropriate a-lattice. 
However, there does not exist a a-lattice L of subsets of Z so that the set 
of all quasi-convex (convex) functions in L, equals the set of all 
L-measurable functions in L,. Hence, the approach and the results of [6] 
cannot be applied directly to the problem of quasi-convex (convex) 
approximation. Some approximation problems on L, spaces are analyzed 
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in [7, 131. The problems of uniform approximation by quasi-convex and 
convex functions on an interval are investigated in [ 14-15 J, and, on a 
convex subset of R”, in [16]. An efficient algorithm to determine a best 
least squares quasi-convex approximation is presented in [ 173 and L, 
approximation by convex functions of several variables is considered in 
[19]. Finally, we note that the quasi-convex, convex, and monotone 
approximation problems arise in curve fitting and estimation. This is 
elaborated upon in [14, IS]. 
2. APPROXIMATION BY QUASI-CONVEX FUNCTION 
In this section we establish several results for the quasi-convex problem 
including the existence of a best approximation. 
We first state a result which appears in [2, 3, 15-J. In [ 151, this result 
appears in the context of isotone functions on partially ordered sets. 
PROPOSITION 2.1. A function k on I is quasi-convex if and onZy if there 
exists an x in I such that k is nonincreasing on [a, x)( [a, x]) and non- 
decreasing on [x, b]((x, 61). Consequently, 
k(x)<max(limit(k(s): SIX}, limit{k(s): six}}. 
Such an x is called a partitioning point of k; it is not necessarily unique. 
It follow from the above proposition that if k is a bounded quasi-convex 
function on Z, then its total variation does not exceed 4 sup{ Ik(s)j: s E I). 
The following result is an immediate consequence of Proposition 2.1 and 
the definition of I\.(( a. 
LEMMA 2.1. Let k E K n L, and x be a partitioning point of k. Then 
k(s)< Ilk\\, for all s in (a, b) and k(s) 2 - Ilkli, for all s in [a, x)u (x, b]; 
k is possibly infinite at one or more points, a, b, and x: - co at x, + cc at 
a ifa#x, and +oo at b tfb#x. 
LEMMA 2.2. Let (k,) be a sequence of functions in K n L,, 1 < p < oz, 
such that Ilk,ll, G D for all n and some D > 0. Zf [c, d] c (a, b), then k, < B 
on [c, d] for all n for some number B > 0 which depends upon [c, d]. 
Furthermore, there exist an x in Z and a subsequence (h,) of (k,) with the 
following properties: 
(i) Zf [r, t] c (a, x) and [u, v] c (x, b), then lhil <A on [r, t] u 
[u, V] for all i 2 N for some number A and integer N, both of which depend 
upon the intervals [r, t] and [u, v]. 
(ii) hi, iS N, are nonincreasing on [r, t] and nondecreasing on [u, v]. 
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lfp = 0~) then, with the same hypothesis as above, k, < D on (a, b) for all 
n. Furthermore, (i) and (ii) above hold with A = D. 
Proof: We first show the existence of (hi) satisfying (i) and (ii) for 
1 < p < co. Let x, in Z be a partitioning point of k,. Then the sequence (x,) 
contains a subsequence (x,;) converging to x. Assume a < x < 6; the cases 
for which x = a or b may be considered similarly. Let hi = k,. Let also t’ = 
(t + x)/2 and U’ = (U + x)/2. Choose N so that t’ < x,, < U’ for all i > N. By 
Proposition 2.1, hi, i> ZV, are nonincreasing on [a, t’] and nondecreasing 
on [u’, b]. Thus (ii) follows. Again, hi(s) 2 hi(r) for a <s < r and 
hi(s) < hi(t) for t 6 s 6 t’. Consequently, if x denotes the indicator function 
of [a, r] u [t, t’], we have 
D 2 Ilkill, > IlhiX(lp 2 max{ Ihi(r [hi(t)1 } min{ (r - a)‘lP, (t’ - t)““}. 
This inequality may be easily verilied by considering the four cases 
hi(r) 3 hi(t) > 0, 0 > hi(r) > hi(t), hi(r) > -hi(t) > 0, and 0 > -hi(r) 2 hi(t). 
We conclude that 
max{lhi(r)19 IhAt) > <AI (2.1) 
for some A I which depends upon [r, t]. By Proposition 2.1, lhil is bounded 
on [r, t] by the left side of (2.1), hence Ihj( d A, on [r, t]. Similarly, 
lhil < A2 on [u, v]. The required A in (i) equals max{A,, AZ}. The proof 
of the boundedness above of k, is similar. In this case, we may show that 
Da Ilk,llp~max{k,,(c), k,(d), 0) min{(c-a)l’P, (b-d)‘lP}. 
Since k, cannot exceed max{k,(c), k,(d), 0} on [c, d], the conclusion 
follows. 
If p = co, then by Lemma 2.1, k, 6 Ilk,,jl~ <D on (a, b) for all n. Now let 
x, (hi), and N be as in the case 1 < p < co. Then again, by Lemma 2.1, hi 2 
- llhill co 2 -D on [r, t] u [u, v] for all i.2 N. The proof is now complete. 
The proof of the following lemma is similar to that of Lemma 2.2. 
LEMMA 2.3. Let kE Kn L,, 1 < p < 00, and x be a partitioning point of 
k. Then k is bounded above on every closed interval contained in (a, 6) and 
bounded below on every closed interval contained in [a, x) u (x, b]; k is 
possibly infinite at one or more points, a, b, and x: -co at x, + co at a if 
a#x, and +co at b ifb#x. 
THEOREM 2.1. Let (k,) be a sequence of functions in Kn L,, 1 < p < co, 
such that Ilk,llp< D for all n and some D>O. Then sup{k,(s): SE J, 
n > 1 } < co for all closed intervals JC (a, 6) (ifp = 00, then k, < D on (a, b) 
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for all n). Furthermore, there exist a subsequence (g,) of (k,) and a g in 
Kn L, such that (g,) converges to g pointwise on I and 11 gllp < D. The func- 
tion g is finite on (a, x) v (x, b), where x in I is some partitioning point qf 
g, and possibly infinite at one or more points, a, b, and x. 
Proof: Assume first that 1 d p < cc. The assertion concerning the boun- 
dedness above of k, on J follows immediately from Lemma 2.2. Again by 
Lemma 2.2, there exists an x in I and a subsequence (h,) of (k,) with the 
properties stated there. Assume a < x < b, the remaining cases may be con- 
sidered similarly. Let 0 < E < min{x - a, b - x)/2, and for each positive 
integer m let 
I,,, = [a + E/m, x-E/m] v [x + E/m, b-E/m]. 
Let xrn be the indicator function of 1,. By Lemma 2.2 there exist A, and 
N, so that lhiXrnl GA,,, on I for all i> N,,. Also hiXm, i > N,, are nonin- 
creasing on [a + Elm, x - E/m], nondecreasing on [x + E/m, b - E/m], and 
zero elsewhere, hence the total variation of h,x, does not exceed SA,. We 
conclude that, for each m, (h,X,), i= 1,2, . . . . is a sequence of uniformly 
bounded functions on I having uniformly bounded total variation. Hence, 
by Helly’s selection theorem [9, p. 2223, the sequence (hiX,) contains a 
subsequence (fuxi) which converges pointwise, as i + co, to a real function 
fi on I; fi is bounded by A,. By the same argument, the sequence (fiixz) 
contains a subsequence (fzix2) which converges pointwise to a real function 
,fi on Z;fz is bounded by A*. We apply this diagonal procedure successively 
for each m. Since 1, c I, + , , we have f,,, = f, + , on I,. Now define a real 
function $ on (a, x) u (x, 6) = u Z, by rl/(s) =f,Js) if SEZ,. Clearly I,+ is 
well defined, is nonincreasing on (a, x), and nondecreasing on (x, b). The 
diagonal sequence ( $i = fji) converges to ij on (a, x) u (x, b). Now, we may 
extract a subsequence (g,) of ($i) so that each of the three sequences of 
numbers (sia)h k,(b)), and (gi(X)) converges to a limit point, possibly 
+ cc for the first two sequences and - cc for the last. Then ( gi) converges 
pointwise to an extended real function g where g = $ on (a, x) u (x, b). 
Since (g,) is in K, it follows from (1.1) that its pointwise limit g is in K. 
It remains to show that ge L,. We have IIgi~mllp 6 //g,/j, d D for all i and 
I giXml 6 A, for all sufficiently large i. Since constant functions are in L,, 
letting i -+ a and using the dominated convergence theorem, we have 
//g~,,llp<D. Now lgxmlptlglp as m+co on (a,x)u(x,b). Hence, by the 
monotone convergence theorem, 11 gllp < D. Hence g is in K n L, and has 
properties as stated in Lemma 2.3. 
If p = cc, then we apply Helly’s selection theorem as above together with 
Lemma 2.2 to derive the required conclusions. The proof is now complete. 
THEOREM 2.2. Let k E L,, 1 bp d co, and (k,), a sequence in Kn L,. 
Assume Ilk,, - k/l,, + 0. Then the following apply: 
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(a) k E Kn L,. Hence Kn L, is a closed cone which is not convex. 
(b) Ifk is continuous at s in (a, b), then lim sup k,(s) <k(s). 
(c) If (k,) is equi-Lipschitzian relative to an interval JC I and k is 
continuous on J, then k, -+ k unl~ormly on J. 
(d) If (k,) is equi-continuous at s in (a, b) and k is continuous at s, 
then k,(s) + k(s). 
ProoJ: We assume 1 Q p < cc in what follows. The case p = co is 
straightforward or similar. 
(a) Since j/k, - kll, + 0, there exists a subsequence (h,) of (k,) such 
that h, -+ k a.e. Since I/h,//, are bounded, by Theorem 2.1, (h,) contains a 
subsequence ( gi) such that gi + g for some g in K n L,. Hence k = g a.e. 
and Kn L, is closed. As remarked in Section 1, K n L, is a cone which is 
not convex. 
(b) Let E > 0, then there exists 6 > 0 such that for all t in (s- 6, 
s + S) c Z we have /k(t) - k(s)] < E. By Proposition 2.1, each k, is nonin- 
creasing on [a, s] or nondecreasing on [s, b]. Without loss of generality 
assume k, is nondecreasing on [s, b]. Then k,,(s) <k,(t) for all s < t < s + 6. 
Hence, 
[k,(t) - k(t)1 3 k,(t) - k(t) 2 k,(s) - k(s) - E 
for all t in (s, s + 6). If x is the indicator function of (s, s + 6) then 
Ilk,-kllp~ Ilk-k) x&,2 (max{k(s)-k(s)-~, O}) Cp. 
Since E is arbitrary, we obtain the required result by letting n + co. 
(c) Assume (k,) satisfies (1.4). We first show that k satisfies (1.4). As 
in the proof of (a), there exists a subsequence (g,) of (k,) such that gj + g 
for some g in Kn L, and k = g a.e. Since (g,) satisfies (1.4) so does g. 
Again since k and g are continuous on J, we have k = g on J. 
We now show that k, + k on J. Let SE J, E > 0 sufficiently small, and 
6 = s/2C. Choose an interval J’ of length 6 so that s E J’ c J. Then we have 
(k,(s) - k,(t)1 GE/~ and [k(s) - k(t)( <e/2 for all t in J’ for all n. Conse- 
quently, 
k(t) - k(t)1 2 k,(s) - W)l - ~3 
for all t in J’ and all n. If 1 is the indicator function of J’ then 
Ilk, - kll, 2 II (k, - k) xllp 2 max{ IL(s) - k(s)1 -E, 01) PIP. 
Letting n + cc, we conclude that k,,(s) + k(s). 
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It remains to show that k, + k uniformly on J. We use a standard argu- 
ment similar to the one in [4, p. 2661 or [ 12, p. 903. Let E >O and I’c J 
be a finite set so that no element of J is at a distance greater than .s/3C 
from an element of I’. Let N> 0 such that Ik,(t) - k(t)\ d ~/3 for all t in I 
for all n 2 N. Since I’ is finite, such an N exists. Now let s E J and select t 
in I’ so that (s - t( < &/3C. Then Ik,,(s) - k,(t)\ d .s/3 and (k(s) - k(t)1 6 e/3. 
Hence 
k(s) - k(s)1 Q W,(s) -k,(t)1 + k(t) - k(t)1 + (k(t) - k(s)1 GE, 
for all s in J for all n > N. Thus, the convergence is uniform on J. 
(d) The proof is similar to that of (c). 
The proof is complete. 
We remark that Theorem 2.2(c) and (d) hold in greater generality for a 
sequence (k,) in L, which is not necessarily in K. See [ 193 for a proof 
without using Theorem 2.1. 
THEOREM 2.3. Let P c K be nonempty and closed under pointwise con- 
vergence of sequences of functions. Then P n L,, 1 < p < CO, is closed in L, 
and a best approximation to an f in L, from Pn L, exists. In particular, a 
best approximation from K n L, exists. 
Proof We first show that P n L, is closed. Let (k,) be a sequence of 
functions in P n L, such that Ilk,, - kll, + 0 for some k in L,. Then as in 
the proof of Theorem 2.2(a), there exists a subsequence (g,) of (k,) such 
that gi + g for some g in Kn L, and k = g a.e. By hypothesis g is in P. 
Hence k E P n L, and P n L, is closed. 
Now let 1~ p < co and A be as in (1.3). There exists a sequence (k,) in 
Pn L, such that I( f - k,ll, + A. Since (k,) is bounded, by Theorem 2.1 
there exist a g in K n L, and a subsequence ( gi) of (k,) so that gi -+ g on I. 
Since If - gJ + If - gl a.e. on I, by Fatou’s lemma, lim infll f - grllp > 
)I f - g/J,. Since P is sequentially closed, g is in P. This shows that g is a 
best approximation from P n L,. Clearly, since K is closed under the 
pointwise convergence of sequences of functions, the second statement of 
the theorem follows from the first. The case p = co may be similarly treated. 
The proof is now complete. 
We now make some remarks. Closedness of Kn L, (Theorem 2.2(a)) 
also follows from Theorem 2.3 with P = K. Since K2 c K and K, is closed 
under pointwise convergence of sequences of functions, the following also 
immediately follows from Theorem 2.3. K, n L,, 1 < p 6 CQ, is a closed 
subset of L, and a best approximation to an fin L, from K, n L, exists. 
Since K, n L, is a closed convex cone, a best approximation is unique for 
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1~ p < co. We point out that it is possible to derive further results on best 
approximations from Kn L, by arguments similar to those presented 
in [15]. 
3. APPROXIMATION BY CONVEX FUNCTIONS 
Since K1 c K, the results of this section are a direct consequence of those 
of Section 2 or are derivable by identical or similar methods. Some 
strengthening of the results is made possible by the special structure of 
convex functions. 
LEMMA 3.1. Let kEK,nL,, 1 < p < co. Then k is bounded above on 
every closed interval contained in (a, b), bounded below on I, and possibly 
+ 00 at a or b. Thus, k isfinite and continuous on (a, b). Zf k E K, n L,, then 
k is bounded above on (a, b) by Ilk/l co, below on Z by - llkll oo, and other 
properties stated for 1 < p < 00 apply. 
ProojI By definition, we have k > -co. Note that K, c ZC Hence, if 
1 G p < co, then by Lemma 2.3 we conclude that k is finite and hence 
continuous on (a, b) [ll, p. 43. Now if t E (a, b), then there exists a line of 
support K at t so that k > x on Z [ 11, p. 121. Hence, k is bounded below 
on I. If p = co, the assertions follow from Lemma 2.1 and arguments using 
continuity of k. 
THEOREM 3.1. Let (k,) be a sequence offunctions in K, n L,, 1 d p 6 co, 
such that llknllp Q D for all n and some D >O. Then sup{k,(s): SE J, 
n 2 1) < co for all closed intervals JC (a, b) and inf{k,(s): s E Z, n Z 1 } > 
- co. (Zf p= co then k,d D on (a, b) and k,2 -D on Zfor all n.) Further- 
more, there exist a subsequence (g,) of (k,) and a g in K, n L, such that (g,) 
converges to g pointwise on I and (( g(lp < D. The function g is finite on (a, 6) 
and possibly + cg at a or b. 
Proof Let 1 < p c co, the case p = co is straightforward. Since K1 c K, 
by Theorem 2.1, (k,,) is bounded above on J uniformly in n. By Lemma 3.1 
each k, is finite and continuous on (a, b). Now we show that (k,) is 
bounded below on 2 uniformly in n as stated. To reach a contradiction, 
assume that there exist tn in Z so that k,(t,) < 0 and k,(t,) + -a~. By com- 
pactness of I, there exists a subsequence of (t,) which converges to t in I. 
Without loss of generality, for the convenience of notation, assume t, --) t. 
Also assume t < 6, the other case is similar. By convexity of k,, the set 
(s E I: k,,(s) < 0 > is either empty or an interval with endpoints say c,, d,, 
with c,< t, dd,. Since k, is continuous on (a, b), we have k,(c,) =0 
(k,(d,,) = 0) in case c,(d,) is in (a, 6). Now consider the epigraph of k,: 
((s, u):sEZ, co >u2kk,(s)}. 
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If k,(t,) < 0, then, because of its convexity, the epigraph contains the tri- 
angle with endpoints (c,, 0), (d,, 0), and (t,, k,(t,)). This triangle, in turn, 
contains a rectangle whose sides are of length (d,- c,)/2 and lk,(t,)l/2. 
Hence, if we define a function f, on I by f,Js) = k,(t,)/2 for all s in 
((t, + c,)/2, (t, + dJ2) and 0 elsewhere, then I,f,,l < lk,l on I. Conse- 
quently, Ilf,ll,< llknllp, and for all large n, 
((42 - cnY2)“” lkl(~Jl/2 G llkrll, Q D. 
Hence (d,, - c,) -+ 0 and limit c, = limit d, = t < b. We then have t, < d, < h 
and k,(d,) = 0 for all large n. Letting t < y < b and ,I,, = (y - d,)/( y - t,,) we 
have d, = 1, t, + (I - I,) y and hence, by convexity of k,, 
O=k,(4)~AM~,)+ (1 -4,) k,(y). 
Consequently, 
k(Y) 2 (&z/(1 - AJ)( -kAt,)) 2 &I( -kn(tn)). 
Since i, + 1, we have k,(y) -+ co, which is a contradiction to the fact that 
k,(y) are bounded above. Thus (k,) is bounded below on I uniformly in n. 
Since K, c K, Theorem 2.1 demonstrates the existence of a subsequence 
(g,) of (k,) and a g in Kn L, such that gi + g. Again, (g,) is bounded 
above on .Z and below on Z uniformly in i. Hence g has these properties 
also and g> -cc. Since (gi) is in K,, by (1.2), its pointwise limit g is in 
K,, and g E K, n L,. The proof is now complete. 
LEMMA 3.2. Let P c K, be nonempty and P be the closure of P in the 
topology of pointwise convergence for H. Then, P c K and Pn L, c K, n L,, 
ldp<CO. 
Proof. It is easy to see that K is closed in the pointwise topology for H, 
hence P c K. To establish the second inclusion, let k E P n L,. We show 
that k > --a~. Suppose that k(s) = -cc for some s in I. If for all t in I with 
t #s, [k(t)\ = co, then k is not in L,. Hence there exists t in Z with 
Ik(t)l < co, and, without loss of generality, let s < t d b. By the definition of 
P, there exists a net or generalized sequence (k,) of functions in P such that 
k, -+ k pointwise on Z. By (1.2) we have 
k,(As + (1 -1) t) < Ik,(s) + (1 -A) k,(t), Q<l<l, 
for all c( and hence this inequality holds for k. It follows that k = --co on 
[s, t). Hence, k is not in L,. We have thus shown that k > -CD. Since k 
satisfies (1.2), we conclude that k E K, and thus k E K, n L,. The proof is 
complete. 
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We now state two theorems and prove them simultaneously. Theorem 3.2 
provides an alternative proof of a result in [S]. 
THEOREM 3.2. K, n L,, 16 p < co, is a closed convex cone. Let 
1 <p< cc and (k,) be a sequence of functions in K1 n L, such that 
I( k, - klj, -+ 0 for some k in L, which is continuous on (a, b), then k, -+ k 
uniformly on every closed interval JC (a, b). 
THEOREM 3.3. Let P c K, be nonempty and closed under pointwise con- 
vergence of sequences of functions. Then P A L,, 1 < p < GO, is closed in L, 
and a best approximation to an f in L, from P n L, exists. A best 
approximation from K, n L, exists. 
Proo$ We first prove Theorem 3.2. We apply Theorem 3.1 to derive 
that K, n L, is a closed convex cone in the same way Theorem 2.1 was 
applied to derive Theorem 2.2(a). Since Ilk,jlp G D for some D, by 
Theorem 3.1, (k,) is pointwise bounded on (a, b). Hence (k,) is equi- 
Lipschitzain on every closed interval JC (a, 6) [l 1, Theorem 10.61. The 
required conclusion now follows from Theorem 2.2(c). 
We now prove Theorem 3.3. Since P c K, c K, it follows by Theorem 2.3 
that P n L, is closed and a best approximation from P n L, exists. By 
Lemma 3.2, we have R, c K and X3, n L, = K, n L,. Again, by substituting 
P = R, in Theorem 2.3 since this set is sequentially closed, we conclude that 
a best approximation from K, n L, exists. This substitution also shows that 
K, n L, is closed. The proof is complete. 
We remark that since K, n L, is a closed convex cone, a best approxima- 
tion from K, n L, is unique for 1 -C p < co. The following conclusions 
follow from Lemma 3.2 and Theorem 2.3. If PC K, is nonempty, then 
Pn L,, l<p<co, is closed in L,, Pn L, c K, n L,, and a best 
approximation to an f in L, from Pn L, exists. 
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