Introduction
Unique to many fuel-cell applications is a relatively low fuel energy density anode exhaust gas stream of approximately 1.1 to 1.5 MJ/m 3 (~30 to 40 Btu per standard cubic foot)
1 that results from the incomplete oxidation of fuel components in the anode section. This residual fuel needs to be oxidized to achieve acceptable pollutant emissions and thermal efficiency. To date, catalytic reactors are usually selected to complete the oxidation of this gas stream. Such systems are expensive and add to the initial cost of the fuel-cell "balance of plant," as well as subsequent operational costs. By improving our understanding of the anode exhaust gas oxidation processes, cheaper and easier to operate combustion systems can be achieved. In addition, current conceptual system designs integrate fuel cells with a gas turbine engine (i.e., the hybrid cycle), (Williams et al. 1995) . To achieve optimal performance with projected thermal efficiencies near 75%, these systems will require the oxidation of the anode exhaust gas prior to entering the gas turbine system. Hence, understanding the combustion behavior of these low energy mixtures will aid the future development of these systems as well.
This paper examines the oxidation of an anode-gas stream emitted by a molten carbonate fuel cell through the use of an optimally designed air-staged combustor. While air-staged combustion has been applied in the past to achieve a variety of goals, e.g. Smart and Weber (1989) , no known experimental work on optimal air-staged combustion analysis has been reported for fuel energies below 2.2 MJ/m 3 (60 Btu per standard cubic foot). In addition, few methodologies have been proposed in the literature for achieving an optimized combustor design. A single air-port combustor (Essenhigh 1974 ) provides an analytic model that proves an optimal combustor can be achieved through the use of a perfectly-stirred-reactor (PSR) followed by a plug-flow-reactor (PFR), i.e., the Bragg criterion. This result, however, was derived based on simple chemistry, and on the assumption of single-port air injection. Its applicability to other systems needs to be investigated. This paper presents both a numerical model and an experimental study used for the prediction and assessment of an optimal anode gas oxidizer. Section 2 provides a general description of a fuel cell, and presents the parameter values relevant to this study. The details of the numerical model are presented in Section 3, and the experiment is described in Section 4. Results from both the numerical model and experiment are presented in Section 5, followed by a summary of the main findings in Section 6.
Fuel Cell Specifications
Fuel cells convert chemical energy directly into electrical energy through electrolysis (Kordesch and Simader 1996) . For the typical molten carbonate fuel cells under consideration, natural gas is mixed with water in a reforming process to create hydrogen and carbon monoxide (Figure 1 ). Carbonate ions passing through the electrolyte from the cathode react with the hydrogen and carbon monoxide at the surface of the anode at approximately 950 K (1250 o F). During the reaction, electrons from the carbonate ions are given up to provide a current to drive an external load.
The electrolysis of the hydrogen and carbon monoxide in the anode section is incomplete, causing residual hydrogen and carbon monoxide to exit the anode. Overall chemical-to-electrical conversion efficiencies at the anode are near 75% for molten carbonate fuel cells, which means that 25% of the original fuel energy exits as hydrogen and carbon monoxide. Due to the flow of carbonate molecules to the anode (~3 carbonate: 1 methane @ 75% utilization) and the water added for reforming methane, the anode exhaust gas is highly diluted with carbon dioxide and water vapor. There is very little publicized experimental data on fuel cell anode gas composition; however, most models assume near equilibrium concentrations at the anode exhaust temperature. Therefore, for the current study, a base anode exhaust composition is given as 7.8% hydrogen and 5.5% carbon monoxide, with the balance being 48% carbon dioxide and 39% water vapor--i.e., near equilibrium at 950 K. This gas mixture has a heating value near 1.5 MJ/m 3 (40 Btu per standard cubic foot) higher heating value. Because of this unique gas composition, temperature, and fuel energy density, the best strategy for oxidation is not readily evident from past combustion work. To achieve optimal system performance, it is mandatory that all of the fuel be oxidized. Likewise, it is important that pressure drops through the system be minimized. Significant engineering design costs are incurred to reduce system pressure drops by as little as one inch of water. Further, to be economically viable, the size of the optimal oxidizer must be kept to a minimum to achieve low capital cost. It is readily apparent that achieving oxidation without a catalyst becomes highly desirable in order to maximize efficiency (lower pressure drop). It is also hoped that by removing the catalyst, lower capital and maintenance costs can be achieved.
Finally, the best combustor will also have an inherent capability to oxidize the fuel; i.e., it will permit the auto-ignition and complete oxidation of the incoming gas. Such a combustor will be stable in that, should the fuel cell system have an upset, upon its return to normal conditions the combustor will automatically re-light.
The Combustor Model
The simplified numerical model employed in this study considers the detailed evolution of the fuel species inside a combustor composed of a series of adiabatic plugflow-reactor sections, and an optional adiabatic perfectly-stirred-reactor inserted anywhere within the series of plug-flow-reactors (Figure 2) . Unless otherwise noted, the base configuration used for the model analysis is 128 mm (5 inch) diameter x 1.8 m (5 ft) long atmospheric combustor, supplied with an anode gas stream at the base conditions described in Section 2, and flow rate of 9.3 g/s (960 scfh). The air for oxidation is supplied at 300 K and atmospheric pressure.
This model is an extension of the work reported by Gemmen (1996) which had simplified chemistry. For plug-flow-reaction, the system is considered to be onedimensional and non-diffusive. For perfectly-stirred reaction, the system is considered to be zero-dimensional, or fully mixed. For this work, 11 plug-flow-reactor sections are used. At the inlet to each combustor section some quantity of air is injected and rapidly mixed with the incoming gas from the previous combustor section. The mixture then undergoes reaction according to the type of combustion (plug-flow or perfectly-stirred) until the mixture leaves the combustor section. The simulation employed the reaction set from Kim et al. (1991) and thermodynamic data from the Chemkin database (Kee at al. 1989 ). Because of the parabolic mathematical nature of the proposed model, the solution of the problem is achieved by starting at the first combustor, and sequentially assessing the solution for each downstream combustor. The solution of each plug-flow-reactor was performed by the LSODE routine described by Radhakrishnan and Hindmarsh (1993) . The solution of the perfectly-stirred reactor was solved by the PSR routine described by Glarborg et al. (1990) . The numerical routines were written in 32-bit C++, and executed on a 233 MHz PC. The model was validated by comparisons with Mulholland et al. (1992) and direct comparisons with other Chemkin model results for problems representative of the current study.
Two types of calculations were performed using the model. One calculation determined the optimal air injection profile for a given length combustor and fuel inlet condition (temperature, species, and mole flux), both with and without a PSR. For this calculation, two different optimization methods are examined. Another calculation predicted the minimum fuel energy density required at the inlet in order to achieve autoignition for a given fuel inlet condition, air injection profile, and combustor length. Results from this calculation were compared to experimental auto-ignition data. Both calculations are described in detail in the following sections.
In spite of the fact that diffusional processes are absent within the model's PFR sections, the present model should be suitable for these two studies, since we desire the prediction of a self-ignitable combustor. For such practical results where the greatest importance lies in the pre-ignition processes, the role of diffusion transport (whether molecular or turbulent) in the reaction processes leading up to ignition is not significant (Mulholland et al. 1992 ). It is not until the species and temperature gradients become very large near the flame-front that diffusion becomes significant. However, by then the model has sufficiently predicted the ignition event--at least for the practical purposes desired in this study. In general, however, diffusion can play a significant role in making a combustor suitable for a given application as it can support the existence of hysteresis. With hysteresis, the combustion of fuel, once lit within the combustor, is found to remain stable in spite of slight upsets in inlet conditions. This type of stability information cannot be predicted with the current model.
The Optimization Models
In order to obtain the shortest combustor with a high fuel conversion efficiency, we can expect that the reaction rate of the anode gas mixture needs to be maximized in some way--whether it can be maximized locally along the combustor or requires global optimization remains to be determined. In simple terms, the modified Arrhenius rate expression that governs fuel oxidation chemistry can be written as
where RR is the reaction rate parameter, [F] is the fuel component concentration, [O] is the oxidizer concentration, A is the Arrhenius rate coefficient, T is absolute temperature, n is the pre-exponential, E is the reaction energy, and R is the universal gas constant. As is evident from this equation, to achieve locally the highest reaction rate RR in a hot fuel mixture, there will be a trade-off between increasing the concentration of oxidizer [O] and slowing down the molecular kinetics (AT n exp[-E/RT]), as relatively cool ambient air is added. Hence, a search for the optimal air injection to any section needs to be made.
Two different optimization methods have been examined in this study 3 . In both methods, the optimization parameter is defined as the summed molecular flow rates of hydrogen and carbon monoxide leaving a particular combustor section. It is assumed that the best combustor design will have an air injection profile along the combustor that 3 There are many methods described in the literature that efficiently determine the optimal solution to a given problem. One method that is frequently suggested to apply to the current problem is called Dynamic Modeling (Stoecker 1989) . Dynamic Modeling is a formal method for determining the optimal configuration of staged systems. However, because this method works the problem in reverse (from exhaust to inlet), it necessarily assumes that the system is reversible. This is not the case for the current problem where multiple pathways (in terms of concentration and temperature history) can lead to the same final (exhaust) solution (i.e., ultimately equilibrium temperature and concentrations.) minimizes this parameter (i.e., maximizes the overall reaction rate through one (or more) combustor section [s] ). The most general of the two methods, referred to as the Global model, accounts for the fact that the performance of upstream combustor sections affect downstream combustor sections. The other method, referred to as the Local method, ignores this effect, but it can produce an optimized solution nearly 100 times faster than the Global method. While the Local method is not as general, its results compare well with the Global model for the current experimental application where only plug-flow reactors are used.
The Local procedure assumes that the optimal air injection profile for the overall combustion system can be found by determining the air injection at each individual section, "i", that produces the lowest total flow rate of fuel components, z i , exiting that section. Hence, the solution procedure is to move sequentially downstream through the combustion system, starting at the inlet, and locally determine the optimal air injection flow rate. Because this procedure only passes through all combustor sections once, it is very efficient and offers fast solutions. The validity of the assumption that the optimal air injection profile for the overall system can be obtained by such a local optimization procedure is examined in Section 5.
In the Global model, the optimization parameter, Z, is defined as the summed molecular flow rates of hydrogen and carbon monoxide leaving the last combustor section. It is assumed that the best combustor design will have an air injection profile along the combustor that minimizes this parameter. The assessment of Z for a given air profile considers the downstream integration across all combustor sections; hence, the Global procedure considers the possibility that the optimal air injection at section "i" may require non-optimized (in the Local sense) air injection at combustor sections upstream of "i." Since at this time there is no mathematical proof available that shows how the search domain might be constrained (and, hence, how to efficiently avoid certain profile domains) a consideration of all possible profiles is required. Given the aforementioned requirements and limits on understanding, simple logic suggests that a random examination of all possible air injection profiles be performed to ensure a truly optimized solution.
A limited form of such a search routine is now described. The global procedure uses a directed search method that begins with a user defined air injection profile. The search proceeds by separately considering each combustor section using two different perturbation procedures. The first procedure assumes that the total air injected is fixed at the current value. During the analysis of each section, the amount of air injected at the section is increased a small amount from its prior determined (current optimal) value. Because of the constraint on the total injected air, the amount of air injected in all other combustor sections is decreased a small amount from their prior determined optimal profile values. The decrease can happen uniformly over all other combustor sections, or can occur completely over just one combustor section at a time; however, no section can have negative air injection values. Both techniques are tried separately and the entire combustion system is analyzed for the new flow conditions. If an improvement to the optimization parameter, Z, is discovered, then the new profile is saved, from which further adjustments are also attempted to determine other improved air injection profiles. The second perturbation procedure does not constrain the total air to be fixed. Instead, it simply adds or subtracts a small amount of air from a section to test if an improved profile results. The entire procedure is terminated once the adjustments (less than 0.1% of the current total air flow value) no longer show any improved profile. The results of this method are compared to the Local method in Section 5.
Ignition Studies
The model was used to predict the inlet conditions at which auto-ignition could occur for a given anode gas mole flux, air injection temperature, airflow profile, and combustor length. There are a variety of definitions for "ignition" within the literature: "turning points" for PSR calculations, maximum slope or point-of-inflection for PFR calculations, etc, (Mulholland et al. 1992) . For the practical purposes of this work, ignition is defined to be sufficiently achieved if at least 90% of the fuel has been oxidized prior to leaving the combustor. The fact that less than 10% of the fuel could possibly remain unoxidized for the prediction is immaterial to this ignition study. The only objective is to assess whether sufficient combustion was possible, and not whether the given combustor provides optimal chemical conversion. In practice, it is found that once at least half the inlet fuel energy is reacted, a sufficient temperature rise is achieved (T > 1150 K) such that any remaining oxidation proceeds immediately, subject only to the availability of oxidant.
This ignition algorithm was used to generate a map of conditions under which ignition occurs, and the results compared to experimental data. For this mapping, the model employed the same operating conditions (species composition, temperature, flow rates, etc.) as that used in the experiment. For a given condition, the point of ignition was determined by continually changing the inlet H 2 and CO mole fractions (by the same factor) and searching for the minimum total inlet fuel energy density needed to achieve ignition at a given inlet temperature.
Experimental Configuration
The experiment investigated the ignition behavior for a molten-carbonate anode exhaust gas mixture and the emission levels produced using a short, air-staged combustor. Because of the flow rates used, and the relatively high temperatures needed (>1000 K or 1350 o F) a gas generator burning a mixture of natural gas, oxygen, and carbon dioxide was used to simulate the anode gas emitted from a fuel-cell. Liquid oxygen and liquid carbon dioxide dewars supplied oxygen and carbon dioxide gas with flow rates of 4.03 g/s (386 scfh) and 4.13 g/s (288 scfh), respectively. Natural gas at a nominal flow of 1.18 g/s (225 scfh) was mixed with the oxygen and carbon dioxide streams and burned in the combustor. A 25 mm (1 inch) thick aluminum-oxide refractory material was used to protect the metal walls of the combustor. The hot combustion gases were cooled via internal and external water coils to reflect that 75% of the fuel energy in a fuel cell is removed as electric power. The cooled gases at 920 K to 1000 K (1200 o F to 1350 o F) entered the 128 mm diameter x 1.5 m long development combustor, where air at 560 K (550 o F) was injected at 11 evenly spaced locations along its axis. The air injection occurred through a cross-member having two rows of 4, 0.66 mm (0.026 in.) diameter holes equally spaced along each of the legs (Figure 3) . The air from each hole was injected at 45 degrees from the upstream axial direction (counter-flow air injection) in order to mix the air and fuel streams as quickly as possible. A simple two step air injection profile was selected for these studies, having 28% of the total air evenly injected through the first 5 injectors with the balance evenly injected through the final 6 injectors. Three different total amounts of air were tested to show its effect on the ignition process: 3.4 g/s (350 scfh), 4.4 g/s (450 scfh) and 5.3 g/s (550 scfh). The injected air completed the oxidation of the residual fuel energy, and the exhaust products were removed from the building through a 8 m (25 foot) long stack after being diluted by up to 97 g/s (10000 scfh) of air.
The experimental evaluation for the ignition curves was accomplished by achieving even temperatures along the axis of the combustor and then slowly increasing the amount of excess fuel to the gas generator until ignition was detected by a series of thermocouples located along the centerline of the combustor. This procedure was performed for a range of inlet (anode) gas temperatures for each of the three air flow rates studied.
A gas analysis system was employed in the experiment to measure the concentrations of molecular hydrogen, carbon monoxide, carbon dioxide, oxygen, nitrogen oxides, methane, and non-methane species. The gas was continuously sampled using heated stainless steel tubing until the sample reached a conditioning unit where the water vapor was removed. The dry sample was then analyzed by the on-line gas analyzers: H 2 (gas chromatograph), CO (NDIR), CO 2 (NDIR), NOx (chemiluminescense), O 2 (zirconium oxide), and fuel (flame ionization). Due to the wide range of CO (10 ppm to 20%), three different analyzers for CO were used. Gas was sampled separately upstream and downstream of the development combustor to evaluate combustor performance. Figure 4 shows the mole fractions (dry basis) of carbon dioxide, hydrogen and carbon monoxide that are produced by the gas generator for various fuel energy densities as controlled by the excess fuel delivered to the gas generator. As can be seen, the relative concentrations of carbon monoxide and hydrogen are different from the near equilibrium anode exhaust values described in Section 2.
In particular, the experimental data has higher carbon monoxide and less hydrogen. This discrepancy was determined (by a separate detailed chemistry model study) to be due to the quenching of the chemistry which occurs once the gas temperature is reduced below about 1500 to 1600 K (2200 to 2400 o F). Based on prior work showing that higher proportions of carbon monoxide causes slower overall reaction rates (Chomiak et al. 1989) , it is expected that the results obtained from the current work will provide a conservative-length estimate for the optimal combustor needed in a fuel cell application. For example, the burning velocity data of Chomiak et al. (1989) shows that the flame speed of the fuel-cell gas may be approximately two times greater than the flame speed of the gas used in the experiment. Hence, a smaller combustor for the fuel cell is likely. Figure 5 shows the results predicted by the Local model for the base configuration described in Section 3, and where only PFR reactors are considered. The air injection results are shown normalized by the total injected air predicted by the search routine (7.4 g/s), and the fuel by the inlet fuel flow rate. As can be seen, the optimal profile requires a small injection at Injector 1. Injector 2 shows significantly less air injection, followed by an increased injection at Injector 3. Injectors 4 & 5 show decreasing air injection, followed by increasing injection at Injectors 6, 7 and 8. While the fuel remaining at the entrance to section 9 is already near ppm levels, more air is injected at Injectors 9, 10 and 11 to produce a total fuel flow exiting the combustor of 2.5E-7 mole/s. Throughout the process, the temperature slowly rises, and the concentrations of H 2 and CO decrease--note for future discussion, less than 1 ppm of fuel components remain after 1.6 m.
Results and Discussion

Global vs. Local Optimized Air Injection for PFR Reactors
Figure 5 also shows the results predicted by the Global model for the same conditions as used in the Local model. The Global model was initialized using the results from the Local model presented above. The Global search results determined a need for 4% more air than that predicted by the Local model. The results also showed a 5% reduction in the exhaust fuel compared to the Local model. In short, except for the air injection profiles, the Global results come fairly close to those of the Local model (air values at Injectors 2, 4, 7 and 11 are significantly different). This result is similar to that produced by the relatively simple and independent chemistry model reported by Gemmen (1996) . While a separate study that resolves the concern of relative vs. absolute minimums must still be performed, these results suggest that using the Local procedure is satisfactory for these fuel cell studies. The many other profiles examined during the Global procedure need not be considered, except for achieving slightly more refined emission predictions.
Effect of PSR
The effect of adding a PSR (200 mm diameter x 300 mm length which has a length/diameter ratio representative of a typical dump combustor) to the previous system (with PFR sections now of total length 1.5 m, thereby preserving an overall system length of 1.8 m) was investigated by separately considering all the combinations of PFR & PSR sequences. Both the Local and Global optimization routines were used (the Global cases again being initialized from the Local results). The best location for a PSR that caused the combustion to occur earliest was following section three for the Local cases, while that for the Global cases was at the inlet. The results for the PSR following section three will be presented first.
The Local and Global results for the PSR following section three are shown in Figure  6 . The Local predictions show 1 ppm concentrations being achieved by 1.55 m and a fuel flow rate of 2.1E-7 mole/s at the combustor exit. These are minor reductions as compared to the results without a PSR presented in Fig. 5 . Comparing the Local and Global predictions in Figure 6 now, however, show significantly different results. In particular, the Global air injection profile shows more air at the inlet and relatively fewer bumps. Also, 24% more air was needed for the Global prediction, which resulted in 65% less fuel flow at the exit as compared to the Local results. In addition, the Global predictions now show 1 ppm concentrations being achieved by 1.2 m. It is apparent that chemical processes within a PFR & PSR combined system result in significant Global interactions. To better point to the main contributing factor (is it the fact that a PSR exists in combination with a PFR system, or is it that PSR combustors themselves fundamentally produce Global influence), a separate study of 11 series of PSR combustors is required. This issue is left for a later study.
While the best PSR location determined via the Local model was following the third PFR, the Global model showed the best PSR location to be at the inlet. Interestingly, this is in agreement with the analytical work of Essenhigh (1974) for relatively simple combustor designs, but which could not account for any Global interactions. The Global prediction with the PSR at the inlet showed only slightly different air injection behavior as that reported in Figure 6 . Also, only 6% more air was needed. Yet it resulted in 36% less fuel flow at the exit and 1 ppm concentrations now being achieved within only 0.9 m.
In spite of the seemingly good benefit achieved by adding a PSR (combustion occurring earlier), the cost of doing so was equivalent to adding a 0.7 m (27.6 in.) long PFR section to the existing 11 PFRs (using volume equivalence and equal diameters). This would make the total length of the combustor 2.2 m (86 in.) long instead of 1.8 m long (1.5 m of existing PFR sections + 0.7 m due to the PSR equivalent PFR.) This significantly reduces the practical benefit of adding a PSR for the current problem. Having arrived at this cost/benefit result, we have not pursued the PSR configuration in our experimental work. Future work will examine this conclusion more closely to determine if other PSR geometries perform better under multi-airstaged injection.
Sensitivity Analysis
Figures 7 and 8 show the sensitivity of the exhaust fuel flow rate (Z) to inlet temperature and air injection, respectively, for the PFR system analyzed in Section 5.1. For these analyses, the Global optimized solution was perturbed (in either inlet temperature or airflow rate) with all other parameters held fixed, and the performance of the combustor evaluated. As shown in Figure 7 , even small decreases in anode exhaust temperature can significantly degrade the performance of this combustion system. Such model results reflect flameout conditions common to most combustion systems. It is apparent that, to reliably perform the oxidation over the 1.8 m length combustor, the inlet temperature needs to be maintained above 950 K. If lower inlet temperatures are used, a new (longer) combustor design would be required. For the air injection sensitivity results shown in Figure 8 , it is seen that relatively weak effects occur when going richer. For leaner conditions, the sensitivity is high for air ports #3 to #7 when at least 8% more air is injected. For changes less than 2-4%, only injector #4 shows a significant effect. Figure 9 shows the results from the experimental tests on the ignition behavior of the simulated anode gas. The figure shows that for a given anode gas temperature and total air flow rate, a minimum fuel energy density is required before the mixture will ignite within the 1.5 m long combustor. Also shown are the model predictions when analyzed using the same conditions (air profile, total air, air temperature, and simulated anode gas composition, etc.) as employed in the experiment. The model results follow the experimental data remarkably well. While the data is somewhat "noisy," the general trend of increasing fuel needed for ignition with increasing air is also evident. A statistical analysis shows that there is only a 5% probability that the changes seen with airflow rate are due to random variation.
Ignition Tests and Model Predictions
For the conditions tested, analyzer data showed that at least 350 scfh air flow at 40% excess air was required to reduce CO levels below 1 ppmv (wet @ 15% O2). NOx increased slightly with excess air, but was always less than about 4 ppmv (wet @ 15% O2).
Summary and Conclusions
The performance of a post-anode gas phase reactor has been examined via numerical modeling and experimental testing. The model employed a Local (for fast predictions) and Global (for improved predictions) optimization routines. Representative test cases were modeled with and without a PSR included in a series of PFRs. The experiment was configured as a series of 11 PFRs, with inlet conditions that approximated those found at the anode exit of a molten-carbonate fuel cell.
Model results show that Local and Global profile predictions are similar when only PFR reactors are present. This result is fortunate as it allows the use of the efficient Local routine for finding optimal air profiles. For the pure PFR system studied, the optimal air injection profile requires a small addition of air at the inlet, followed by a short "cooking time," followed by a relatively large injection of air to complete the oxidation. The model results also showed that the sensitivity of the air injection ports due to departures from their optimal values is greatest for injectors #3 to #7, and only when 2-4% more air is injected.
When a PSR is included in the series of PFRs, the model shows significantly different air profile predictions between the Local and Global routines. This result is unfortunate as it indicates that, to achieve true optimization with a PSR combustion system, very time consuming search-and-find procedures are required until tools are derived that provide knowledge of what air profile domains can be avoided. Finally, for the PSR selected, the oxidation could occur in a much smaller length. However, in spite of the improved performance achieved by adding a PSR, a preliminary cost/benefit assessment tentatively suggests that only PFRs need be considered for the fuel cell oxidizer. More work is needed to determine if other PSR geometries provide improved results.
Experimental results show that the complete oxidation of the anode gas can be achieved in a distance of less than 1.5 m (5 ft). These results can be achieved with very low CO (<1 ppm) and NOx (<10 ppm) emission levels. A comparison of model predictions to the experimental results show the model to reliably predict the ignition behavior of the experimental gas mixture. 
