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Abstract—In this paper, we investigate the optimization of non-
uniform linear antenna arrays (NULAs) for millimeter wave
(mmWave) line-of-sight (LoS) multiple-input multiple-output
(MIMO) channels. Our focus is on the maximization of the system
effective multiplexing gain (EMG), by optimizing the individual
antenna positions in the transmit/receive NULAs. Here the EMG
is defined as the number of signal streams that are practically
supported by the channel at a finite SNR. We first derive
analytical expressions for the asymptotic channel eigenvalues with
arbitrarily deployed NULAs when, asymptotically, the end-to-end
distance is sufficiently large compared to the aperture sizes of
the transmit/receive NULAs. Based on the derived expressions,
we prove that, the asymptotically optimal NULA deployment
that maximizes the achievable EMG should follow the groupwise
Fekete-point distribution. Specifically, the antennas should be
physically grouped into K separate uniform linear antenna
arrays (ULAs) with the minimum feasible antenna spacing within
each ULA, where K is the target EMG to be achieved; in
addition, the centers of these K ULAs follow the Fekete-point
distribution. We numerically verify the asymptotic optimality of
such an NULA deployment and extend it to a groupwise projected
arch type (PAT) NULA deployment, which provides a more
practical option for mmWave LoS MIMO systems with realistic
non-asymptotic configurations. Numerical examples are provided
to demonstrate a significant capacity gain of the optimized
NULAs over traditional ULAs.
Index Terms—Millimeter wave (mmWave), line-of-sight (LoS),
multiple-input multiple-output (MIMO), non-uniform linear an-
tenna arrays (NULAs), effective multiplexing gain (EMG),
Fekete-point distibution.
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W ITH the rapidly growing mobile services, there hasbeen an ever increasing demand for very high wireless
transmission data rates up to tens-of-Gigabits/second [1][2].
The conventional microwave bands below 6 GHz have already
been heavily utilized and cannot meet this demand [3]. Com-
paratively, the higher millimeter wave (mmWave) frequency
band, ranging from 30GHz to 300GHz, offers large swathes
of unlicensed spectrum and can potentially form the basis for
the next revolution in wireless communications [4]-[7].
Although the mmWave band presents a very wide range
of spectrum, it consists of many frequency segments with
distinct channel characteristics and various service restrictions
imposed by regulators in different countries [6][8]. After
excluding some sub-bands with severe atmospheric absorption
that are unsuitable for outdoor wireless transmissions, the
remaining segments are discretely distributed in the overall
mmWave band. Aggregating these discrete bandwidth seg-
ments for mobile broadband communication remains a great
challenge in the near future [7]. Currently, the widest commer-
cially available single-channel mmWave bandwidth is 5 GHz,
located at the E-band, ranging from 71-76 GHz and 81-86 GHz
[7][9][10]. Thus to support tens of gigabits/s transmission rates
over a single mmWave channel with bandwidth no wider than
5 GHz, we must employ transmission schemes with very high
spectral efficiencies (e.g., higher than 4 bits/s/Hz). However,
due to very high operating frequencies, mmWave transceivers
face new hardware design challenges such as increased phase
noise, limited amplifier gain and the need for transmission line
modeling of circuit components, which prevent the use of high
order modulations in most mmWave transmission schemes [8].
Fortunately, thanks to the significantly reduced mmWave
signal wavelengths, a large number of antennas can be packed
into the transmitter/receiver with much smaller aperture sizes.
This allows the use of multiple-input multiple-output (MIMO)
techniques [11][12] to compensate for severe propagation
losses of mmWave transmissions [8] and, at the same time,
increase the system spectral efficiency by exploring the spatial
domain. However, severe propagation loss also significantly
reduces the richness of scattering in the mmWave propagation.
When the transmitter and receiver are in view of each other
without obstacles between them, the mmWave propagation is
dominated by the line-of-sight (LoS) path. In this case, the
channel is represented by a LoS MIMO model with highly cor-
related fading coefficients between different transmit-receive
antenna pairs. Such a mmWave LoS MIMO channel matrix
is typically rank deficient, which significantly degrades the
achievable multiplexing gain of the channel [13][14].
There have been many research papers on mmWave LoS
2MIMO systems. For example, for a point-to-point LoS MIMO
channel with uniform linear antenna arrays (ULAs) at both link
ends, [15]-[17] showed that the channel vectors experienced by
different transmit/receive antennas can be mutually orthogonal
if the antenna numbers and spacings of the transmit/receive
ULAs as well as the communication distance between them
satisfy the so-called Rayleigh distance criterion, indicating
that the maximum multiplexing gain is indeed achievable in
pure LoS environments. In [18], the authors considered a more
practical scenario where the communication distance is larger
than the Rayleigh distance. They showed that, in this case,
the effective multiplexing gain (EMG) of a ULA-based LoS
MIMO channel that can be practically achieved is limited
by the product of the aperture sizes of the transmit/receive
ULAs. Here the EMG is defined as the number of spatially
independent signal streams that can be practically supported
by the channel at a finite signal-to-noise ratio (SNR). As
a natural extension of ULAs, a nonuniform linear antenna
array (NULA) allows its antenna elements to be non-uniformly
distributed on a line segment, providing an additional dimen-
sion to optimize the EMG. However, the NULA deployment
optimization problem is very complex analytically, and most
existing papers on NULAs are based on simulations or brute
force exhaustive search [19]. How to systematically optimize
the deployment of NULAs for maximizing the EMG is still
an open problem.
In this paper, we investigate the NULA deployment op-
timization for EMG maximization in mmWave LoS MIMO
systems. Our contributions are as follows.
• We derive analytical expressions for the eigenvalues of
mmWave LoS channels with arbitrarily deployed trans-
mit/receive NULAs when, asymptotically, the commu-
nication distance is sufficiently large compared to the
aperture sizes of the transmit/receive NULAs;
• Building on the asymptotic analysis, we analytically show
that, the asymptotically optimal NULA deployment that
maximizes the system EMG should be grouped into
K separate ULAs with the minimum feasible antenna
spacing within each ULA, where K is the target EMG
to be achieved; in addition, the centers of these K ULAs
should follow the Fekete-point distribution [20]. Such a
deployment is referred to as the groupwise Fekete-point
NULA deployment. Its asymptotic optimality is verified
via numerical examples;
• We also investigate the NULA design in a non-asymptotic
scenario through numerical optimizations. We show that
the groupwise Projected arch type (PAT) NULA deploy-
ment, which can be regarded as an extension of the group-
wise Fekete-point one, is a suitable option for practical
mmWave systems with non-asymptotic configurations.
Several numerical examples are provided to demonstrate
a performance gain obtained with optimized NULAs.
In summary, to the best of our knowledge, this is the first
work that presents an analytical method to optimize the
NULA deployment in mmWave LoS MIMO channels for
EMG enhancement. The results provide useful insights into
the design of tens-of-gigabits wireless communication systems
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Fig. 1. The 3-D geometrical model for a mmWave LoS MIMO channel with
arbitrarily deployed NULAs at both link ends.
over mmWave frequencies.
Notations: Boldface lower-case symbols represent vectors.
Capital boldface characters denote matrices. The operators
(·)T , (·)H and ‖ ·‖2 denote the transpose, conjugate-transpose
and 2-norm of a matrix or vector, respectively. IM represents
an M -by-M identity matrix. For a vector a, diag(a) is a
diagonal matrix with a being the main diagonal. For a square
matrix A, tr(A) and det(A) denote its trace and determinant,
respectively. For an integer N , {1, 2, · · · , N} stands for the
set consisting of 1, 2, · · · , N . For a set S, |S| is the size of S.
II. PRELIMINARIES
A. System Model
Consider a fixed point-to-point mmWave LoS MIMO sys-
tem with N transmit and M receive antennas. Assuming M ≤
N , without loss of generality, and focusing on slowly varying
frequency-flat fading channels, we model the transmission in
the complex baseband as
r =Hs+ n (1)
where s ∈ CN×1 and r ∈ CM×1 are, respectively, the
transmitted and received signal vectors; n ∈ CM×1 is a vector
of independent and identically distributed (i.i.d.) complex ad-
ditive white Gaussian noise (AWGN) samples with mean zero
and variance N0; and H = {hm,n} ∈ CM×N is the channel
response matrix. Since the pure LoS channel is considered
here, the channel coefficient between each transmit-receive
antenna pair is a deterministic function of the distance between
them. Thus following the ray tracing principle, we model each
entry of H as [21]
hm,n =
ρλ
4pidm,n
e−j
2pi
λ
dm,n , ∀m,n (2)
where hm,n is the channel coefficient from the n-th transmit
antenna to the m-th receive antenna, dm,n is the distance
between them, λ is the signal wavelength, and ρ contains
all relevant constants such as attenuation and phase rotation
caused by the antenna patterns at the transmitter/receiver.
Assume that two NULAs with aperture sizes Lt and Lr
are deployed at the transmitter and receiver, respectively, with
arbitrary array orientations and antenna element distributions.
We construct the following 3-D geometrical coordinate system
to facilitate the calculation of {dm,n}. As illustrated in Fig. 1,
the origin is located at the center of the transmit NULA. The
z-axis is chosen as the line that connects the transmit NULA
3center and receive NULA center, pointing from the former to
the latter. The x-axis is set such that the linear transmit NULA
lies in the 2-D plane spanned by the x-axis and z-axis. Finally,
the y-axis is determined by the right-hand rule based on the x-
axis and z-axis. In this coordinate system, the receive NULA
may have an arbitrary orientation. For specification, we use
θt to represent the angle between the transmit NULA and the
x-axis. In addition, we denote by θr the angle between the
receive NULA and the x-axis, and by φr the angle between the
projected vector of the receive NULA in the y-z plane and the
z-axis. Similar to those adopted in [16]-[18][22]-[24], the 3-D
geometrical model in Fig. 1 describes a communication system
employing linear antenna arrays with arbitrary orientations.
For the ease of describing the coordinates of the n-th
transmit antenna, denoted by (xt,n, yt,n, zt,n), we use αt,n ∈
[−1, 1] to indicate its normalized position on the transmit
NULA relative to the transmit NULA center. Then we have
xt,n =
Lrαt,ncosθt
2
, yt,n = 0, and zt,n =
Lrαt,nsinθt
2
.
Similarly, let αr,m ∈ [−1, 1] represent the normalized position
of the m-th receive antenna on the receive NULA relative to its
center. The coordinates of the m-th receive antenna relative to
the center of the receive NULA, denoted by (xr,m, yr,m, zr,m),
are given by
xr,m =
Lrαr,mcosθr
2
, yr,m =
Lrαr,msinθrsinφr
2
and zr,m =
Lrαr,msinθrcosφr
2
.
In addition, we assume a far-field communication distance
throughout this paper [25], i.e., the distance between the
centers of the transmit and receive NULAs, denoted by D,
is much larger than Lt and Lr. Under this assumption, the
path gains between all the transmit-receive antenna pairs are
approximately the same and (2) can be rewritten as
hm,n ≈ ρλ
4piD
e−j
2pi
λ
dm,n (3)
with
dm,n =
√
(xr,m−xt,n)2+(yr,m−yt,n)2+(D+zr,m−zt,n)2
≈ D + zr,m +
x2r,m + y
2
r,m
2D
− zt,n +
x2t,n + y
2
t,n
2D
−LrLtcosθrcosθt
4D
αr,mαt,n. (4)
According to (3) and (4), we can decompose the channel
matrix H as
H =
ρλ
4piD
e−j
2piD
λ ΦrHˆΦt (5)
where both Φr ∈ CM×M and Φt ∈ CN×N
are diagonal matrices with their diagonal entries be-
ing {e−j 2piλ (zr,m+(x2r,m+y2r,m)/2D)|m = 1, 2, · · · ,M} and
{e−j 2piλ (−zt,n+(x2t,n+y2t,n)/2D)|n = 1, 2, · · · , N}, respectively,
and Hˆ = {hˆm,n} ∈ CM×N is a full matrix with
hˆm,n=e
j
piLrLtcosθrcosθt
2λD αr,mαt,n = ejταr,mαt,n (6)
and
τ
.
=
piLrLtcosθrcosθt
2λD
. (7)
Here, physically, τ represents the product of the effective
transmit/receive NULA aperture sizes relative to the commu-
nication distance. Hence the value of τ reflects the range of the
discrepancy of the channel coefficients of different transmit-
receive antenna pairs. Since both Φr and Φt are unitary by
definition, the singular values of H are identical to those of
Hˆ apart from a constant scaling factor |ρ|λ/4piD. Define the
channel gain matrix
GM,N(τ)
.
= HˆHˆH . (8)
Denote by µ(m)M,N (τ) the m-th largest eigenvalue of matrix
GM,N(τ). In this paper, we will analyze the impact of antenna
deployments, i.e., {αr,m} and {αt,n}, on these eigenvalues
{µ(m)M,N(τ)|m = 1, 2, · · · ,M} and optimize the individual
positions of all transmit/receive antenna elements, i.e., {αr,m}
and {αt,n}, to improve the system performance.
B. Uniform Linear Antenna Array and Rayleigh Distance
As a special case of NULA, a uniform linear antenna array
(ULA) requires all the antenna elements to be equally spaced.
In this case, we have
αr,m =
2m−M − 1
M − 1 , ∀m and αt,n =
2n−N − 1
N − 1 , ∀n. (9)
Consequently, matrix GM,N(τ) in (8) can be
further simplified, with its entries, denoted by
{gm,n|m,n ∈ {1, 2, · · · ,M}}, expressed as [15]
gm,n = sin 2τN(m−n)(M−1)(N−1)/sin
2τ(m−n)
(M−1)(N−1) . It has been
shown in [15][16][26] that, at high SNRs, the maximum
mutual information of the ULA-based mmWave LoS MIMO
channel can be achieved when
D = DRaycosθrcosθt, (10)
where DRay
.
= NLrLtλ(M−1)(N−1) is called the Rayleigh distance
1
.
Substituting (10) into (7), we have τ = pi(M−1)(N−1)2N and
GM,N(τ) reduces to a scaled identity matrix N ·IM , indicating
that the resultant channel can support M simultaneous spatial
streams with equal channel quality [16].
It is also seen from (10) that, when D ≤ DRay , we can
always find a proper ULA deployment for the angles θr and
θt so that the Rayleigh distance criterion in (10) is met.
On the other hand, when D > DRay , it is not possible
to satisfy (10) unless we increase the aperture sizes of the
transmit/receive ULAs to make D ≤ DRay . The resulting
large aperture size of the transmitter/receiver is undesirable
in practice. The scenario D > DRay is most common in
practical outdoor mmWave applications. For example, for a
mmWave system with λ = 0.004m, Lt = Lr = 0.6m and
M = N = 20, from (10) we have DRay ≈ 5 m, which
is far less than the expected outdoor mmWave communication
distance (e.g., about 100 to 200 meters). This general scenario
1Here we have assumed M ≤ N . Generally, the Rayleigh distance is
defined as DRay = max{M,N}LrLt/λ(M − 1)(N − 1).
4of D > DRay was considered in [18]. It is shown in [18]
that, though the system multiplexing gain (i.e., the rank of the
channel matrix) may still remain unchanged, some channel
eigenvalues vanish to zero quickly as D increases and cannot
be utilized for signal transmission when the system operating
SNR is finite. Motivated by this, the authors in [18] introduced
a more practical concept of effective multiplexing gain (EMG)
for the system, defined as
dM,N (τ)
.
=
∑M
m=1
I
(
µ
(m)
M,N(τ)
/
µ
(1)
M,N (τ) ≥ Γ
)
. (11)
In this definition, I(·) is an indicator function taking a value
of 1 if its argument is true and 0 otherwise, and Γ is a pre-
determined threshold representing the minimum tolerable ratio
between the qualities of those eigenmodes that are utilized for
signal transmission. The higher the system operating SNR is,
the less ratio between the qualities of the utilized eigenmodes
can be tolerated, and in turn the less the value of the threshold
Γ can be set. When Γ is properly chosen according to the
system operating SNR, dM,N(τ) corresponds to the number of
independent spatial streams that can be practically supported
by the channel. The main observation drawn in [18] is that,
beyond the Rayleigh distance, the achievable EMG of the
channel, dM,N (τ), is limited by the product of the aperture
sizes of the transmit and receive ULAs. Since the channel ca-
pacity increases linearly with the EMG, while logarithmically
with the system SNR, i.e., Cap ≈ dM,N (τ)log2(1+γ) where
γ is the average SNR of each data stream, a higher EMG
is preferable in practice. However, the only way to achieve a
higher EMG in a ULA-based system is to increase the aperture
sizes of the transmit and receive ULAs, Lt and Lr, which
is impractical in many systems. How to further maximize
dM,N (τ) in a more general NULA-based system with fixed Lt
and Lr through the optimization of transmit/receive antenna
element distributions is an open research problem, and it is
the focus of this paper.
III. ASYMPTOTIC ANALYSIS
Before the NULA deployment optimization, we first con-
sider the asymptotic channel characterization in the extreme
of τ → 0, which will provide us with some insight of the
channel behavior when τ is not zero but small, and facilitate
our optimization problem formulation in the next section. Here
τ → 0 corresponds to the case2 in which the communication
distance D is sufficiently large compared to the product of the
antenna aperture sizes of the transmit and receive NULAs, Lt
and Lr.
For convenience, we define the following two Vandermonde
matrices for a given integer K .
C
(r)
M×K =

1 αr,1 α
2
r,1 · · · αK−1r,1
1 αr,2 α
2
r,2 · · · αK−1r,2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 αr,M α
2
r,M · · · αK−1r,M
 (12)
2Mathematically, τ → 0 also corresponds to the case of θt → 0 or θr → 0,
where the system EMG can be simply improved through rotating the transmit
or receive NULA. Hence this case is trivial and out of our interest in this
paper.
and
C
(t)
N×K =

1 αt,1 α
2
t,1 · · · αK−1t,1
1 αt,2 α
2
t,2 · · · αK−1t,2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 αt,N α
2
t,N · · · αK−1t,N
 . (13)
Let the QR decompositions of matrices C(r)M×M and C(t)N×N
be, respectively,
C
(r)
M×M = Q
(r)
M R
(r)
M×M and C
(t)
N×N = Q
(t)
N R
(t)
N×N , (14)
where Q(r)M (Q(t)N ) is an M ×M (N ×N ) unitary matrix, and
R
(r)
M×M (R(t)N×N ) is an M × M (N × N ) upper triangular
matrix. The following theorems show that the asymptotic
behaviors of matrix GM,N(τ) are tractable.
Theorem 1: As τ → 0, the m-th largest eigenvalue of
GM,N(τ) satisfies
lim
τ→0
lnµ(m)M,N (τ)
lnτ
= 2(m− 1), ∀m = 1, 2, · · · ,M. (15)
Theorem 2: As τ → 0, the eigenvector of matrix GM,N (τ)
corresponding to µ(m)M,N (τ) converges to the m-th column of
Q
(r)
M (see definition in (14)) for all m = 1, 2, · · · ,M .
The proofs of Theorems 1 and 2 are given in Appendices A
and B, respectively. From these two theorems, we can obtain
the following corollary. Its proof is given in Appendix C.
Corollary 1: When τ is small, the m-th largest eigenvalue
of matrix GM,N(τ) can be approximately represented as
µ
(m)
M,N(τ) ≈
(
r
(r)
m r
(t)
m
(m− 1)!
)2
τ2(m−1) (16)
where r(r)m (r(t)m ) is the m-th diagonal entries of the matrices
R
(r)
M×M (R(t)N×N ) defined in (14).
IV. NULA DEPLOYMENT OPTIMIZATION
A. Problem Formulation
Let us now return to the EMG maximization problem.
Denote by τ (K)min the critical value of τ when the step function
dM,N (τ) changes value from K − 1 to K , i.e.,
τ
(K)
min = min{τ |dM,N (τ) = K}. (17)
Physically, τ (K)min represents the minimum value of τ that
can support an EMG of K (K ≤ M) at a practical SNR.
Then from the property of non-decreasing step functions, we
conclude that maximizing dM,N (τ) for a given τ (beyond
the Rayleigh distance) is equivalent to minimizing τ (K)min for a
given K , and the EMG maximization problem can be initially
formulated as
P1: min
{αr,m},{αt,n}
τ
(K)
min . (18)
This is in line with the practical antenna design consideration,
as a smaller τ (K)min corresponds to smaller transmit/receive
aperture sizes Lt, Lr and/or a longer communication distance
D that can achieve the same EMG of K , both of which
are preferable for practical mmWave LoS MIMO systems.
5However, we are unable to express τ (K)min as an explicit function
of {αr,m} and {αt,n} at present. Hence it is difficult to solve
P1 directly.
In this paper, we consider the following alternative problem.
P2: max
{αr,m},{αt,n}
∏K
k=1
µ
(k)
M,N (τ), (19)
where K is the target EMG3 to be achieved. Note that P2
does not involve the threshold Γ and so can be optimized
independent of the value of Γ.
We argue that P2 is consistent with P1 as follows. On one
hand, recalling the definitions of τ (K)min and dM,N (τ) in (17)
and (11), respectively, we can rewrite (17) as
τ
(K)
min = min{τ |µ(K)M,N(τ)/µ(1)M,N (τ) ≥ Γ} (20)
Hence the aim of P1 is to minimize the value of τ under
the constraint that the ratio between µ(K)M,N(τ) and µ
(1)
M,N (τ)
is no less than a certain threshold Γ. This is equivalent to
maximizing the ratio between µ(K)M,N (τ) and µ
(1)
M,N(τ) at a
proper value of τ .
On the other hand, from (8), we have the following natural
constraint for P2.∑K
k=1
µ
(k)
M,N (τ) ≤
∑M
k=1
µ
(k)
M,N(τ) = tr(GM,N (τ)) = MN.
(21)
According to the Cauchy-Schwarz inequality, for a set of non-
negative variables {µ(k)M,N(τ)|k = 1, 2, · · · ,K} with a finite
upper bound MN on their sum, their product is maximized
when all these variables take the same value, and in turn the
ratio between the minimum one (i.e, µ(K)M,N (τ)) and the max-
imum one (i.e., µ(1)M,N (τ)) is also maximized simultaneously.
In other words, when the target function in P2 is maximized,
the ratio of µ(K)M,N(τ)/µ
(1)
M,N (τ) will be maximized as well.
Therefore, Problems P1 and P2 are consistent with each other
in this sense.
It is worth noting that P2 is also consistent with a capacity
maximization problem. Assume that we want to transmit
K (K ≤ M) parallel data streams over the mmWave LoS
MIMO channel in (1). From the information theory for MIMO
systems [27], the best way is to transmit them along the largest
K eigenmodes of the channel. Assuming a high transmit SNR
γ and equal power allocation among all the K data streams,
we write the corresponding channel capacity as
Cap =
K∑
k=1
log2
(
1+
γ
K
µ
(k)
M,N (τ)
)
≈
K∑
k=1
log2
( γ
K
µ
(k)
M,N(τ)
)
= Klog2(γ/K) + log2
(
K∏
k=1
µ
(k)
M,N(τ)
)
. (22)
Clearly, the first term in (22) is independent of the antenna
deployment parameters {αr,m} and {αt,n}, and the second
term is consistent with P2, indicating that the solution to P2
also leads to the maximization of the channel capacity in (22).
3This target EMG should equal the maximum practically achievable EMG
of the system. The latter can be easily determined via an exhaustive search.
Hence we assume that the value of target EMG K is known from now on.
B. Approximate NULA Deployment Optimization for Small τ
Recall the approximate eigenvalue expression (16) derived
in Section III based on asymptotic analysis. When τ is small,
we can substitute (16) into the target function of P2 and rewrite
it as
K∏
k=1
µ
(k)
M,N (τ) ≈
K∏
k=1
(
r
(r)
k r
(t)
k
(k − 1)!
)2
τ2(k−1)
=
K∏
k=1
(
τ (k−1)
(k − 1)!
)2
·
K∏
k=1
(
r
(r)
k
)2
·
K∏
k=1
(
r
(t)
k
)2
. (23)
It is easy to see that the first multiplicative term in (23)
is independent of the antenna deployment, while the second
and third terms are determined by the transmit and receive
antenna deployments {αr,m} and {αt,n}, respectively. Hence
to maximize (23) in P2, we only need to separately maximize
the second and third terms in (23) via optimizing {αr,m} and
{αt,n}, respectively. Thus when τ is small, P2 can be further
decomposed into the following two problems.
Approximate NULA Deployment Optimization Criteria:
P3: max
−1≤αr,1≤αr,2≤···≤αr,M≤1
K∏
k=1
(
r
(r)
k
)2 (24)
and
P4: max
−1≤αt,1≤αt,2≤···≤αt,N≤1
K∏
k=1
(
r
(t)
k
)2
. (25)
By noting that P3 and P4 are very similar, our discussion
below will be mainly focused on P3.
To solve Problem P3, we need first to express each r(r)k in
(24) as an explicit function of {αr,m}. The following theorem
provides a closed-form relationship between r(r)k and {αr,m}.
Theorem 3: The diagonal entries of upper-triangular matrix
R
(r)
M×M in (14) can be written as
r
(r)
1 =
√
M (26)
and4
r
(r)
k =

∑
S⊂{1,2,··· ,M},
|S|=k
∏
i<j,
i,j∈S
(
αr,j − αr,i
)2
∑
S⊂{1,2,··· ,M},
|S|=k−1
∏
i<j,
i,j∈S
(
αr,j − αr,i
)2

1/2
, ∀k > 1.
(27)
The proof of Theorem 3 can be found in Appendix D.
According to Theorem 3, we have
K∏
k=1
(
r
(r)
k
)2
= M
K∏
k=2
∑
S⊂{1,2,··· ,M},
|S|=k
∏
i<j,
i,j∈S
(
αr,j − αr,i
)2
∑
S⊂{1,2,··· ,M},
|S|=k−1
∏
i<j,
i,j∈S
(
αr,j − αr,i
)2
=
∑
S⊂{1,2,··· ,M},
|S|=K
∏
i<j,
i,j∈S
(
αr,j − αr,i
)2
. (28)
4Note that when k = 2, each additive term in the denominator of (27)
should be 1.
6Substituting (28) into (24), we can reformulate P3 as
P5: max
−1≤α1≤α2≤···≤αM≤1
fM,K(α) (29)
where α = (α1, α2, · · · , αM ),
fM,K(α) ,
∑
S⊂{1,2,··· ,M},
|S|=K
∏
i<j,
i,j∈S
(
αj − αi
)2 (30)
and the subscript r has been omitted for brevity.
C. A Special Case: K = M
When K = M , the function fM,K(α) reduces to
fK,K(α) =
∏
1≤i<j≤K
(
αj − αi
)2
. (31)
It is easily seen that fK,K(α) in (31) is just the squared
determinant of the Vandermonde matrix constructed by
{α1, α2, · · · , αK}. Thus Problem P5 (and in turn P3) reduces
to the Vandermonde determinant maximization (VDM) prob-
lem [28] over the interval [−1,+1]. This kind of problems
were first considered in [20][29] and the corresponding opti-
mal values of {αk}, denoted by {γK,k|k = 1, 2, · · · ,K}, are
referred to as Fekete points or Gauss-Lobatto points [30].
D. General Cases: K ≤M
The following theorem provides the optimal solution to
Problem P5 in the general case5 of K ≤M when K divides
M . Its proof can be found in Appendix E
Theorem 4: When K divides M , the optimal solution to P5
is to divide {αm|m = 1, · · · ,M} into K equal-size groups,
and let all {αm} in the k-th group take the same value of
γK,k, i.e.,
αm = γK,k, if k − 1 < mK/M ≤ k. (32)
In summary, we should divide all the M antenna elements
into K groups with approximately the same sizes. The anten-
nas in the same group should be compactly co-located, e.g.,
forming a ULA with the minimum spacing of λ/2, and the
centers of these K groups should follow the above-mentioned
Fekete-point distribution. This groupwise deployment can be
intuitively understood as follows. Since we aim to achieve
an EMG of K , only K distinct eigenmodes are required
to support K spatially independent signal streams, and the
rest eigenmodes are unnecessary. Thus by dividing all the
antennas into K compact groups, we can already guarantee
K distinct eigenmodes. The antennas in the same group can
be completely utilized to provide power gain for a capacity
enhancement. Note that the conclusion of letting all group
centers to follow the Fekete-point distribution is drawn in the
extreme case of τ → 0. Therefore, we can only guarantee its
optimality in this asymptotic case. It may not be optimal in
the non-asymptotic case when τ takes finite values. We will
discuss this practical scenario in Section V.
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Fig. 2. Illustration of Fekete points for K = 2, 3, · · · , 10.
E. Fekete-Point Distribution
Till now, we have analytically shown that the asymptotically
optimal NULA deployment is closely related to the Fekete-
point distribution. It is well known that finding the exact values
of all Fekete points within a general compact set6 is a difficult
and open problem (Problem 7 of [31]). However, when the
compact set reduces to the one-dimensional interval [−1, 1],
we can readily show the following property for the function
(31).
Property 1: The function fK,K(α) in (31) is strictly quasi-
convex over the set of Sα , {(α1, α2, · · · , αK)| − 1 = α1 ≤
α2 ≤ · · · ≤ αK = 1}.
Property 1 can be proved by directly checking if fK,K(α)
satisfies the definition of the strictly quasi-convex function
[32]. Due to space limitation, we skip the proof here. Based on
Property 1, we can adopt the standard steepest descend method
with adaptive step length [32] to find the corresponding Fekete
points that maximize fK,K(α). The details are omitted here
for brevity.
Fig. 2 illustrates some Fekete-point distributions for K
being up to 10. Their specific values are listed in Table I. We
can see that when K = 2 and 3, the Fekete-point distribution
reduces to the conventional uniform distribution. While when
K ≥ 4, the Fekete-point distribution distinguishes itself from
the uniform one by “pushing” the points towards the two
ends of the interval and exhibits a symmetric and centrifugal
distribution.
F. Projected Arch Type (PAT) Distribution
According to the symmetric and centrifugal property of the
Fekete-point distribution shown above, we develop the follow-
ing projected arch type (PAT) distribution to approximate the
Fekete-point distribution, which leads to an extension of the
groupwise Fekete-point antenna deployment and will facilitate
a practical implementation of the latter.
5 We numerically find that, even if K does not divide M , the NULA
deployment in (32) is still optimal. However, we are unable to prove it at
present.
6A set S is compact if for every open cover of S there exists a finite
subcover of S .
7TABLE I
DETAILED VALUES OF FEKETE POINTS WITH K = 2, 3, · · · , 10
K Fekete points
2 −1, 1
3 −1, 0, 1
4 −1,−0.4472, 0.4472, 1
5 −1,−0.6547, 0, 0.6547, 1
6 −1,−0.7651,−0.2852, 0.2852, 0.7651, 1
7 −1,−0.8302,−0.4688, 0, 0.4688, 0.8302, 1
8 −1,−0.8717,−0.5917,−0.2093, 0.2093, 0.5917, 0.8717, 1
9 −1,−0.8998,−0.6772,−0.3631, 0, 0.3631, 0.6772, 0.8998, 1
10 −1,−0.9195,−0.7388,−0.4779,−0.1653, 0.1653, 0.4779,
0.7388, 0.9195, 1
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Fig. 3. Illustration of the approximation of the Fekete points using the
projected arch type distribution with K = 4.
Let us take the case of K = 4 as an example. As shown
in Fig. 3, we consider an arch with a certain angle θ. The
2-D coordinate system is constructed by letting the chord
corresponding to this arch be on the x-axis with its center point
located at the origin. For convenience, we further normalize
the length of the chord to be 2. Then we uniformly distribute
K = 4 points on the arch. By projecting these four points
onto the x-axis, we can obtain a symmetric and centrifugal 4-
point distribution, which we refer to as the projected arch type
(PAT) distribution. It can be expected that, when the value of
θ is properly chosen, we can generate a good approximation
for the Fekete-point distribution with K = 4. In addition,
such an approximated distribution can be characterized by a
single parameter θ. Mathematically, we can approximate all
the Fekete points {γK,k|k = 1, 2, · · · ,K} as
γK,k ≈ γ˜K,k ,
sin (2k−1−K)θK2(K−1)
sin θK2
(33)
where θK is the optimized value of θ that minimizes the
approximation error, i.e., θK = argminθ ‖γK − γ˜K‖2 and
γ˜K = (γ˜K,1 γ˜K,2 · · · γ˜K,K).
Table II lists the values of {θK} and their corresponding
approximation errors. We can see that when K = 4 and 5,
the Fekete points can be exactly described using the PAT
distribution, and when K > 5, the PAT approximation errors
are only of the order 10−4. This indicates that our PAT
approximation is very accurate. Note that we did not include
the cases of K = 2 and 3 as their corresponding PAT
TABLE II
VALUES OF θK FOR PAT APPROXIMATION AND THEIR APPROXIMATION
ERROR
K θK ‖γK − γ˜K‖
4 2.7136 0
5 2.8066 0
6 2.8660 2.689 × 10−4
7 2.9074 3.3458× 10−4
8 2.9378 3.5097× 10−4
9 2.9612 3.4593× 10−4
10 2.9798 3.3158× 10−4
approximation is always exactly accurate for any θ.
V. NUMERICAL EXAMPLES AND DISCUSSIONS
Till now, we have analytically optimized the NULA deploy-
ment in the extreme case of τ → 0. In this section, We numeri-
cally validate the asymptotic optimality of the proposed NULA
deployment. We also verify if such an NULA deployment
can improve the capacity over conventional ULAs in practical
mmWave environments with non-vanishing τ (i.e., with a finite
communication distance and non-vanishing transmit/receive
NULA aperture sizes). In addition, we propose a groupwise
PAT NULA deployment as an extension of the asymptotically
optimal groupwise Fekete-point NULA deployment for prac-
tical mmWave LoS MIMO systems.
A. Some Numerical Examples: A First Glance
We first consider the system designs that achieve the EMG
up to 3. Fig. 4 plots the curves of µ(K)M,N(τ)/µ
(1)
M,N (τ) (K = 2
in (a) and K = 3 in (b)) versus τ achieved by ULAs and
optimized NULAs in mmWave LoS MIMO channels with
variable numbers of transmit/receive antennas up to 24. From
Fig. 4, we can see that when Γ = −10dB, the value of τ (2)min
achieved in the ULA-based system with M = N = 24 is
0.8776. For comparison, the corresponding optimized NULA-
based system has the τ (2)min value of only 0.3063. Similarly,
from Fig. 4(b) we can obtain the value of τ (3)min to be 2.2821
and 1.3218, respectively, for the ULA-based system with
M = N = 24 and the corresponding optimized NULA-
based system. This indicates that to maintain the same EMG
of K = 2 or 3, the latter system can communicate over a
longer distance, or requires less transmitter/receiver aperture
sizes, than the former system. For example, if such a system
lies indoor operating at 60 GHz with transmit/receive NULA
aperture sizes Lt = Lr = 0.1 meter, the conventional ULA-
based antenna deployment can only maintain an EMG of 2
and 3 up to a communication distance of
D =
piLtLr
2λτ
(2)
min
≈ 3.58 meters and D = piLtLr
2λτ
(3)
min
≈ 1.38 meters,
(34)
respectively, while with our optimized NULA deployment,
these distances can be increased to 10.26 meters and 2.38
meters, respectively. Similarly, if this system lies outdoor with
operation frequency of 75 GHz and Lt = Lr = 0.6 meter,
our optimized NULA deployment can maintain the EMG of
2 and 3 up to a communication distance of 461.5 meters and
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Fig. 4. The values of µ(K)
M,N
(τ)/µ
(1)
M,N
(τ) versus τ achieved by ULAs and
optimized NULAs in mmWave LoS MIMO channels with variable numbers
of transmit and receive antennas and (a) K = 2 and (b) K = 3, respectively.
106.9 meters, which are contrast to the respective distances of
161 meters and 61.9 meters for the ULA deployment. Some
general observations can be made from Fig. 4, as listed below.
• For any fixed Γ, the values of τ (2)min and τ (3)min for ULA-
based systems increase with the numbers of antennas M
and N . This means that in a ULA-based mmWave LoS
MIMO system with a given configuration (e.g., D, Lt
and Lr), increasing the system power gain by allocating
more antennas will reduce the achievable EMG;
• For any fixed Γ, the values of τ (2)min and τ (3)min for optimized
NULA-based systems remain constant when M and N
increase. This property comes from a groupwise antenna
deployment. It means that the newly added antennas can
be completely utilized to provide power gain without
affecting the achievable multiplexing gain;
• Given the same M and N , the value of τ (2)min (or τ (3)min)
achieved by the optimized NULA is always smaller than
that achieved by the conventional ULA, regardless the
value of Γ. This indicates that the proposed optimized
NULA is superior to the ULA in terms of achievable
EMG, both asymptotically (when Γ is sufficiently small,
and consequently τ (2)min or τ
(3)
min will also be sufficiently
small) and non-asymptotically (when Γ takes finite val-
ues).
The optimized NULA is also superior to ULAs in terms
of capacities. In Fig. 5 we plot the aforementioned system
capacities achieved by both ULAs and the optimized NULAs7
when the communication distance is set such that τ = τ (2)min
and τ = τ (3)min, respectively in Figs. 5(a) and 5(b). For
convenience, we set |ρ|λ/4piD = 1/MN , such that the total
channel power is normalized, i.e., tr(HHH) = 1. Thus the
SNR γ here represents the received SNR. We can clearly
see the slope difference between the curves with ULAs and
optimized NULAs for both the waterfilling capacity and that
with equal power allocation (among the largest two or three
eigenmodes), indicating that a higher effective multiplexing
gain can be achieved using the proposed optimized NULAs,
even in the non-asymptotic scenario.
B. Groupwise PAT NULA Deployment
In this subsection, we discuss the possibility of achieving
a higher effective multiplexing gain, i.e., K ≥ 4. Fig. 6 plots
the curves of µ(4)M,N(τ)/µ
(1)
M,N (τ) versus τ achieved by ULAs
and optimized NULAs in mmWave LoS MIMO channels
with variable numbers of antennas. Similar to Fig. 4, we can
obtain from Fig. 6 the value of τ (4)min for any given value of
the threshold Γ in each system. We can make the following
observations from Fig. 6.
• Given Γ, the value of τ (4)min increases with the antenna
numbers M and N in the ULA-based systems, but
remains constant in the optmized NULA-based ones.
This observation is the same as that made from Fig.
4 and reflects the superiority of the groupwise NULA
deployment;
• For small values of Γ (e.g., Γ < −15 dB), the value
of τ (4)min in the optimized NULA-based system is always
smaller than that in the corresponding ULA-based sys-
tem, indicating that the proposed groupwise Fekete-point
NULA deployment is indeed asymptotically superior to
the ULA one.
• When Γ > −15 dB, the value of τ (4)min in the optimized
NULA-based system becomes larger than its counterpart
in the ULA-based system with M = N = 4, showing that
the proposed NULA deployment in the previous sections
is, though asymptotically optimal, suboptimal in some
non-asymptotic scenarios.
The asymptotic optimality of the groupwise Fekete-point
NULA deployment when K = 4 is also demonstrated in
Fig. 7 below in terms of capacity. Similar to Fig. 5, we
consider a mmWave LoS MIMO system with M = N = 24,
Lt = Lr = 0.6 meter and aim at achieving an EMG of K = 4.
By setting the threshold at Γ = −25 dB, we can find from
7For practical reasons, we set a spacing of λ/2 = 0.002 meter, instead
of 0, between the adjacent antennas within each group. This adjustment only
leads to marginal capacity loss.
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Fig. 5. Capacity comparison between ULA- and optimized NULA-based
mmWave LoS MIMO systems with M = N = 24. The communication
distance is set such that τ = τ (2)min and τ = τ
(3)
min, respectively in Figs.(a) and (b)
Fig. 6 that the corresponding value of τ (4)min for the groupwise
Fekete-point NULA deployment is τ (4)min = 1.5696, which
corresponds to a communication distance of D = 90.0686
meters. Fig. 7 plots the capacities of such a mmWave LoS
MIMO system with D = 90.0686 meters that are achieved
by both the groupwise Fekete-point NULAs and ULAs, from
which we can easily see the superiority of the groupwise
Fekete-point NULA deployment over the ULA one. Note that
here we set a relatively small value for the threshold Γ at
−25 dB. This is because otherwise when Γ > −15 dB, the
ULA deployment may outperform the groupwise Fekete-point
NULA deployment in the mmWave system with M = N = 4
in terms of µ(4)M,N (τ)/µ
(1)
M,N (τ), as seen from Fig. 6. In
addition, it is seen from Fig. 6 that, for the groupwise Fekete-
point NULA deployment, the ratio of µ(4)M,N (τ)/µ
(1)
M,N (τ) is
always smaller than −4.8 dB. This indicates that, when we set
Γ > −4.8 dB, we even cannot achieve the EMG of 4 using the
groupwise Fekete-point NULA deployment practically. This
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Fig. 6. The values of µ(4)
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(τ) versus τ achieved by ULAs and
optimized NULAs in mmWave LoS MIMO channels with variable numbers
of transmit and receive antennas.
?
Fig. 7. Capacity comparison between ULA-based and optimized NULA-
based mmWave LoS MIMO systems with M = N = 24 and Lt = Lr = 0.6
meter. The communication distance is set to be D = 90.0686 meters.
problem is even more serious when the target EMG is higher
than 4. Therefore, we need seek some more practical NULA
design solutions, as detailed below.
Recall from Section V-B that the Fekete-point distribution
can be well approximated by the projected arch type (PAT)
distribution with angle θ = θK . Hence a straightforward
option to the practical NULA design is to extend the proposed
groupwise Fekete-point NULA deployment to the following
groupwise PAT NULA deployment: We still divide all the
transmit/receive antenna into K groups of approximately equal
sizes with the minimum feasible antenna spacing in each
group. Then, we require the centers of these groups to follow
the PAT distribution with a certain angle θ and span the
overall transmit/receive aperture. This groupwise PAT NULA
deployment reduces to the groupwise Fekete-point NULA
deployment when θ = θK . Given the values of K and Γ,
we can easily find a proper value of θ via one-dimensional
search to minimize τ (K)min .
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Fig. 8. The values of τ (K)min achieved by the groupwise PAT NULA
deployment with various angle θ and Γ = −10 dB.
Fig. 8 plots the values of τ (K)min achieved by the general
groupwise PAT NULA deployment with various angle θ when
the threshold Γ is set at a reasonable level of Γ = −10
dB. The optimal value of θ that minimizes τ (K)min , denoted
by θ∗K(Γ), is marked by “©” in the figure. The values of
{θK} that correspond to the groupwise Fekete-point NULA
deployment are also marked in Fig. 8 by “⋆”. Note that with
Γ = −10 dB, τ (K)min does not exist for K ≥ 7 in systems
with the groupwise Fekete-point NULA deployment, and so
the corresponding {θK} are not shown in the figure. From
Fig. 8 we can see that when K ≥ 5, we should set a non-zero
value of θ for the general groupwise PAT NULA deployment
to achieve the minimum τ (K)min . It is also seen from Fig. 8 that
the value of τ (K)min is almost unchanged when θ varies around
its optimal value, i.e., θ∗K(Γ), indicating that the proposed
groupwise PAT NULA deployment is robust to calibration
errors in real systems.
VI. EXTENSION TO NON-UNIFORM RECTANGULAR
ANTENNA ARRAYS
It is worth noting that, following a similar derivation as
that in Section VII of [18], we can readily extend the above
discussion to the system with two-dimensional non-uniform
rectangular antenna arrays (NURAs) at both the transmitter
and receiver, where the rows (columns) of the transmit and
receive NURAs are parallel and aligned with each other.
In this case, the system EMG can be enhanced by letting
each row/column of the transmit/receive NULAs to follow
a groupwise PAT deployment. The detailed discussions are
omitted here due to space limitation.
VII. CONCLUSIONS
In this paper, we investigated the NULA deployment op-
timization in mmWave LoS MIMO channels for maximiz-
ing the system EMG. Our analysis shows that the highest
multiplexing gain can be achieved by a groupwise Fekete-
point NULA deployment in the limit when the transmit-receive
distance is very large relative to the aperture sizes of the
transmit/receive NULAs. We also developed a simple and
accurate approximation for the Fekete-point distribution using
the PAT distribution, which can be characterized by a single
angle parameter. Finally, we discussed the NULA deploy-
ment in some practical mmWave communication scenarios.
We numerically developed a more general array deployment,
referred to as groupwise PAT NULA deployment. Numerical
results are provided to demonstrate the performance gain of the
optimized NULA deployments over the conventional ULAs.
The results in this paper provide useful insights into the design
of future wireless communications systems operating at tens-
of-Gigabits/second data rates. Such high-speed systems may
find use in a wide spectrum of applications, including wireless
backhaul, last-mile access, network recovery, campus LAN
and storage access.
VIII. APPENDICES
A. Proof of Theorem 1
To prove (15), let us first return to (6) and perform Taylor
expansion on hˆm,n, i.e.,
hˆm,n = e
jταr,mαt,n =
∑∞
i=0
(jταr,mαt,n)
i
i!
. (35)
From (35), we can decompose Hˆ as
Hˆ = ATBT (36)
where A = C(r)M×∞, B = C
(t)
N×∞ (see (14) for definitions)
and T = diag{t1, t2, · · · } is an ∞-by-∞ diagonal complex
matrix with tm = (jτ)m−1/(m− 1)!.
For the ease of derivation below, we further divide ma-
trices A, B and T into sub-matrices as, respectively, A =
(A1A2, · · · ), B = (B1B2, · · · ) and T = diag(T1,T2, · · · )
where Am is the m-th M -by-M sub-matrix of A, Bm the
m-th N -by-M sub-matrix of B and Tm the m-th M -by-M
diagonal sub-matrix of T . Define Hˆm
.
= AmTmB
T
m. Then
(36) can be rewritten as
Hˆ =
∑∞
m=1
AmTmB
T
m =
∑∞
m=1
Hˆm. (37)
Next, we focus on the singular values of Hˆ1, or equivalently
the eigenvalues of Gˆ .= Hˆ1HˆH1 . Denote by µˆ
(m)
M,N (τ) the m-th
largest eigenvalue of Gˆ. We have
lim
τ→0
ln
(∏M
m=1 µˆ
(m)
M,N (τ)
)
lnτ
= lim
τ→0
ln
(
det(Gˆ)
)
lnτ
= lim
τ→0
ln
(
det(A1T1BT1 B1TH1 AT1 )
)
lnτ
= lim
τ→0
ln
(
det(AT1A1T1BT1 B1TH1 )
)
lnτ
= lim
τ→0
ln
(
det(AT1A1)det(T1)det(BT1 B1)det(TH1 )
)
lnτ
= lim
τ→0
ln
(
det(AT1A1)det(BT1 B1) τ
M(M−1)(∏M−1
m=1 m!
)2
)
lnτ
= M(M − 1). (38)
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On the other hand, recalling the fact A1 = C(r)M×M and the
QR decomposition (14), we define
G˜
.
=(Q
(r)
M )
T GˆQ
(r)
M =R
(r)
M×MT1B
T
1 B1T
H
1 (R
(r)
M×M )
T . (39)
Then G˜ has the same eigenvalues as Gˆ (i.e., {µˆ(m)M,N(τ),m =
1, 2, · · · ,M}). In addition, since R(r)M×M is upper-triangular,
the m-th diagonal entry of G˜, denoted by g˜m, satisfies,
lim
τ→0
lng˜m
lnτ = 2(m− 1), ∀m = 1, 2, · · · ,M. (40)
From (40), we can upper-bound the asymptotic slope of
µˆ
(m)
M,N (τ) by
lim
τ→0
ln
(
µˆ
(m)
M,N (τ)
)
lnτ
≤ lim
τ→0
ln
(∑M
l=m µˆ
(l)
M,N(τ)
)
lnτ
≤ lim
τ→0
ln
(∑M
l=m g˜l)
)
lnτ
= 2(m− 1) (41)
where the second inequality follows Theorem 4.3.26 of [33]
(pp.195). Based on (41), we obtain
lim
τ→0
ln
(
M∏
m−1
µˆ
(m)
M,N(τ)
)
lnτ
= lim
τ→0
M∑
m−1
ln
(
µˆ
(m)
M,N(τ)
)
lnτ
≤
M∑
m−1
2(m− 1) = M(M − 1). (42)
Note that (42) holds with equality if and only if all the
inequalities in (41) holds with equality for ∀m = 1, 2, · · · ,M .
In fact, the equality in (42) does hold due to (38), yielding
lim
τ→0
ln
(
µˆ
(m)
M,N (τ)
)
lnτ
= 2(m− 1), ∀m = 1, 2, · · · ,M. (43)
Finally, we need to check the relationship between µˆ(m)M,N (τ)
and µ(m)M,N (τ). Return to (37). Since Hˆ can be viewed as
a perturbation form of Hˆ1, i.e., Hˆ = Hˆ1 +
∑∞
m=2 Hˆm,
according to Weyl’s Perturbation Theorem [29][34], we have∣∣∣∣√µ(m)M,N (τ)−√µˆ(m)M,N(τ)∣∣∣∣ ≤ ‖∑∞m=2 Hˆm‖. (44)
Recall the definition of Hˆm. We have
lim
τ→0
‖∑∞m=2 Hˆm‖
τM−1
≤ lim
τ→0
∑∞
m=2 ‖Am‖·‖Tm‖·‖BTm‖
τM−1
= lim
τ→0
∑∞
m=2 ‖Am‖· τ
M(m−1)
(M(m−1))! ·‖BTm‖
τM−1
= 0. (45)
Combining this and (44), we obtain
lim
τ→0
∣∣∣∣√µ(m)M,N(τ)/τ2(m−1)−√µˆ(m)M,N(τ)/τ2(m−1)∣∣∣∣
≤ lim
τ→0
∑∞
m=2 ‖Hˆm‖
τM−1
= 0, (46)
which indicates that the difference between µ(m)M,N and µˆ
(m)
M,N
is a higher-order infinitesimal term of τ2(m−1). Hence we have
lim
τ→0
ln
(
µ
(m)
M,N (τ)
)
lnτ
= lim
τ→0
ln
(
µˆ
(m)
M,N (τ)
)
lnτ
= 2(m−1), ∀m=1, 2, · · · ,M, (47)
which completes the proof.
B. Proof of Theorem 2
We first introduce some notations that are useful in the
proof below. Let u(m)M (τ) be the eigenvector of GM,N (τ)
corresponding to µ(m)M,N (τ). Define
u˙
(m)
M
.
= lim
τ→0
u
(m)
M (τ). (48)
Then {u˙(m)M |m = 1, 2, · · · ,M} form a basis for the M
dimensional space, and the m-th column of Q(r)M , denoted by
q
(m)
M can be represented as
q
(m)
M =
∑M
n=1
εm,nu˙
(n)
M , ∀m = 1, 2, · · · ,M (49)
where {εm,n} are real numbers satisfying
∑M
n=1 ε
2
m,n =
1, ∀m = 1, 2, · · · ,M .
Theorem 2 can be proved by contradiction starting from
m = M . Assume that u(M)M (τ) does not converge to q
(M)
M
as τ → 0, i.e., q(M)M 6= u˙(M)M . Then we have εM,M 6= 1 and
∃n∗ (n∗ < M) such that εM,n∗ 6= 0. This leads to
lim
τ→0
g˜M = lim
τ→0
(
q
(M)
M
)T
GM,N(τ)q
(M)
M
= lim
τ→0
(
M∑
n=1
εM,nu˙
(n)
M
)T
GM,N (τ)
(
M∑
n=1
εM,nu˙
(n)
M
)
= lim
τ→0
M∑
n=1
ε2M,n
(
u˙
(n)
M
)T
GM,N(τ)u˙
(n)
M
= lim
τ→0
M∑
n=1
ε2M,nµ
(n)
M,N (τ) ≥ ε2M,n∗µ(n
∗)
M,N (τ),
which indicates that
lim
τ→0
lng˜M
lnτ
≤ lim
τ→0
ln
(
ε2M,n∗µ
(n∗)
M,N (τ)
)
lnτ
= 2(n∗ − 1) < 2(M − 1). (50)
Clearly, (50) is inconsistent with (40). Hence we conclude that
εM,M = 1 and εM,n = 0, ∀n 6= M , leading to u˙(M)M = q(M)M .
Next, we consider m = M−1. From the facts u˙(M)M = q(M)M
and u˙M−1M ⊥ u˙(M)M , we have εM−1,M = 0. Similar to the
above argument for the case of m = M , we can conclude that
the assumption u˙(M−1)M 6= q(M−1)M will lead to
lim
τ→0
lng˜M−1
lnτ
> 2(M − 2), (51)
which is again inconsistent with (40). By adopting this ar-
guement recursively, we can show that u˙(m)M = q
(m)
M for all
m = 1, 2, · · · ,M . Hence the proof is completed.
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C. Proof of Corollary 1
The from of (16) directly follows from Theorem 1 and here
we only prove the coefficient. Since GM,N(τ) = HˆHˆH from
(8), Theorem 2 implies that the left singular vectors of Hˆ
converge to the columns of Q(r)M (apart from a phase factor)
when τ → 0. Similarly, we can also show that, as τ → 0, the
right singular vectors of Hˆ converge to the first M columns
of Q(t)N (also apart from a phase factor). Denote by p(m)N the
m-th column of unitary matrix Q(t)N . Then combining this and
(36), we obtain
lim
τ→0
µ
(m)
M (τ,N)
τ2(m−1)
= lim
τ→0
∣∣∣(q(m)M )T Hˆp(m)N ∣∣∣2
τ2(m−1)
= lim
τ→0
∣∣∣(q(m)M )TATBTp(m)N ∣∣∣2
τ2(m−1)
. (52)
Similar to (14), we perform QR decomposition on A and
B as
A = C
(r)
M×∞ = Q
(r)
M R
(r)
M×∞ and B = C
(t)
N×∞ = Q
(t)
N R
(t)
N×∞
(53)
respectively. It is worth to point out that, here we use the
same notations of Q(r)M and Q
(t)
N as those in (14). This can
be interpreted as follows by taking Q(r)M as an example. From
the operation of the QR decomposition, the unitary matrix
Q
(r)
M in (53) only depends on the first M columns of C(r)M×∞,
which are the same as those of C(r)M×M in (14). Similarly,
the first M columns of R(r)M×∞ in (53) are also the same at
those of R(r)M×M in (14). (The same relationship holds between
R
(t)
N×∞ and R
(t)
N×N .) Denote by r(t)m,n and r(r)m,n, respectively,
the (m,n)-th elements of matrices R(t)N×∞ and R
(r)
M×∞. We
can rewrite (52) based on (53) as
lim
τ→0
µ
(m)
M,N (τ)
τ2(m−1)
= lim
τ→0
∣∣∣∣∣
(
q
(m)
M
)T
Q
(r)
M R
(r)
M×∞T (R
(t)
N×∞)
T (Q
(t)
N )
Tp
(m)
N
τm−1
∣∣∣∣∣
2
= lim
τ→0
∣∣∣∣∣∣
∑∞
n=m r
(r)
m,n · (jτ)
m−1
(m−1)! · r
(t)
m,n
τm−1
∣∣∣∣∣∣
2
=
(
r
(r)
m,mr
(t)
m,m
(m− 1)!
)2
. (54)
Finally, by redefining r(r)m,m .= r(r)m and r(t)m,m .= r(t)m in (54)
for simplicity, we obtain (16).
D. Proof of Theorem 3
The proof of (26) is apparent. From the operation of QR
decomposition, r(r)1 equals the norm of the first column in
C
(r)
M×M , i.e., a length-M all-one vector. Thus (26) holds.
Now we consider the proof of (27). From (14), we have
det
((
C
(r)
M×k
)T
C
(r)
M×k
)
=det
((
R
(r)
M×k
)T(
Q
(r)
M
)T
Q
(r)
M R
(r)
M×k
)
=det
((
R
(r)
M×k
)T
R
(r)
M×k
)
=
k∏
i=1
(
r
(r)
i
)2
,
which indicates that
r
(r)
k =
(∏k
i=1
(
r
(r)
i
)2∏k−1
i=1
(
r
(r)
i
)2
)1/2
=
 det
((
C
(r)
M×k
)T
C
(r)
M×k
)
det
((
C
(r)
M×(k−1)
)T
C
(r)
M×(k−1)
)
1/2 . (55)
Meanwhile, from the Cauchy-Binet formula [35], we have
det
((
C
(r)
M×K
)T
C
(r)
M×K
)
=
∑
S⊂{1,2,··· ,M},
|S|=K
det
((
C
(r)
M×K(S)
)T) · det(C(r)M×K(S))(56)
where C(r)M×K(S) is a K-by-K sub-matrix of C(r)M×K con-
taining K rows of the latter indicated by the set S. Clearly,
C
(r)
M×K(S) is also a Vandermonde matrix, whose determinant
is given by
det
(
C
(r)
M×K(S)
)
= det
((
C
(r)
M×K(S)
)T)
=
∏
i<j,
i,j∈S
(
αr,j − αr,i
)
. (57)
Substituting (57) into (56) and (55) in turn, we can obtain
(27). This completes the proof.
E. Proof of Theorem 4
Before proving Theorem 4, we first introduce a good prop-
erty of the Fekete points in polynomial interpolation. Recall
that {γK,k} are a set of K Fekete points that maximize a
K-dimensional Vandermonde matrix over [−1, 1]. Define
lK,k(x) =
∏
i6=k(x− γK,i)∏
i6=k(γK,k − γK,i)
(58)
as the associated fundamental (or cardinal) Lagrange inter-
polating polynomial. Then for any polynomial function f(x)
with degree less than K , we always have [30]
f(x) =
∑K
k=1
lk(x)f(γK,k). (59)
Now let us return to Theorem 4. From the proof of Theorem
3, it is easy to see that the target function in P5 can be written
into a matrix form as∑
S⊂{1,2,··· ,M},
|S|=K
∏
i<j,
i,j∈S
(
αj−αi
)2
= det
((
C
(r)
M×K
)T
C
(r)
M×K
)
.
(60)
Using (59), we represent each entry in C(r)M×K , i.e., αim, as
αim =
∑K
k=1
lK,k(αm)γ
i
K,k. (61)
Thus we have
C
(r)
M×K = LM×KΓK×K (62)
where the entry at the m-th row and k-th column of LM×K
is lK,k(αm) and ΓK×K is a K × K Vandermonde matrix
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generated by γK = (γK,1, γK,2,··· ,γK,K ). Substituting this into
(60), we obtain
det
((
C
(r)
M×K
)T
C
(r)
M×K
)
= det
((
LM×KΓK×K
)T
LM×KΓK×K
)
= det
(
Γ
T
K×KL
T
M×KLM×KΓK×K
)
= det
(
Γ
T
K×K
) · det (LTM×KLM×K) · det (ΓK×K)
= f2K,K(γK) · det
(
LTM×KLM×K
)
≤ f2K,K(γK)
K∏
k=1
(
M∑
m=1
l2K,k(αm)
)
≤ f2K,K(γK)
(
1
K
K∑
k=1
M∑
m=1
l2K,k(αm)
)K
. (63)
In [30], it is shown that the polynomials {lK,k(x)} defined in
(58) always satisfy∑K
k=1
lK,k(x)
2 ≤ 1 ∀x ∈ [−1, 1] (64)
where the equality holds only when x = γK,k, ∀k. Substituting
this into (63), we further upper bound the latter as
det
((
C
(r)
M×K
)T
C
(r)
M×K
)
≤ f2K,K(γK)
(
1
K
M∑
m=1
(
K∑
k=1
l2K,k(αm)
))K
≤ f2K,K(γK)
(
M
K
)K
. (65)
Now we set the values of {αm|m = 1, 2, · · · ,M} according
to (32) when K divides M . Then it is easy to verify that both
the two inequalities in (65) hold simultaneously, indicating
that the setting of {αm|m = 1, 2, · · · ,M} in Theorem 4 is
optimal. This completes the proof.
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Line-of-Sight MIMO Channels with Uniform
Linear Antenna Arrays: Beyond the Rayleigh
Distance
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Abstract
This paper is concerned with the characterization of fixed point-to-pint line-of-sight (LoS) multiple-
input multiple-output (MIMO) channels.
Index Terms
Light-of-Sight (LoS), Multiple-input multiple-output (MIMO), Uniform Linear Arrays (ULAs),
Rayleigh Distance.
I. INTRODUCTION
The multiple-input multiple-output (MIMO) technique has been extensively studied for future
wireless communications
II. SYSTEM MODEL
Consider a fixed point-to-point MIMO system with N antennas at the transmitter and and M
antennas at the receiver. Assuming slowly varying and frequency-flat fading channels, we model
the transmission in complex baseband as
y =
√
ρHx+ n (1)
where x ∈ CN×1 and y ∈ CM×1 are, respectively, the transmitted and received signal vectors,
n ∈ CM×1 a vector of identical and independently distributed (i.i.d.) complex additive white
Peng Wang, Yonghui Li and Branka Vucetic are with the School of Electrical and Information Engineering, The University
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Gaussian noise (AWGN) samples with zero mean and unit variance, ρ the common power
attenuation over all antenna links, and H ∈ CM×N the nomalized free-space channel-response
matrix. Concentrating on the pure LoS channel, we follow the ray-tracing principle and model
each entry of H as
hm,n = e
j 2pi
λ
dm,n , m = 1, 2, · · · ,M and n = 1, 2, · · · , N (2)
where hm,n is the normalized channel coefficient between the m-th transmit antenna and the
n-th receive antenna, dm,n the corresponding distance between them and λ the wavelength of
transmitted signal x. Note that in (2) we have assumed that the transmit and receive antenna
arrays are sufficiently apart away from each other and so the path loss gains of different antenna
links are approximately the same. This common path loss gain is normalized and accounted in
paramter ρ in (1).
xr,n =
(
(n− 1)dr − (N − 1)dr/2
)
cosθr, (3)
yr,n =
(
(n− 1)dr − (N − 1)dr/2
)
sinθrsinφr, (4)
zr,n =
(
(n− 1)dr − (N − 1)dr/2
)
sinθrcosφr (5)
where dr is the distance between adjacent transmit antennas. Based on the above constructed
3-D model, we can write dm,n in (2) as
dm,n =
√
(xr,n − xt,m)2 + (yr,n − yt,m)2 + (D + zr,n − zt,m)2
≈ D + zr,n − zt,m + (xr,n − xt,m)
2 + (yr,n − yt,m)2
2(D + zr,n − zt,m) (6)
≈ D + zr,n − zt,m + (xr,n − xt,m)
2 + (yr,n − yt,m)2
2D
(7)
= D +
x2r,n + y
2
r,n
2D
+ zr,n − xr,nxt,m + yr,nyt,m
D
+
x2t,m + y
2
t,m
2D
− zt,m (8)
where the approximations in (6) and (7) holds because we have assumed that the two ULAs are
far away from each other compared to their array dimensions, i.e., D >> xt,m, yt,m and zt,m, ∀m
and D >> xr,n, yr,n and zr,n, ∀n.
It has been proved in [][] that when the so-called Rayleigh distance criterion is fulfilled, i.e.,
D =
max(M,N)drdtcosθtcosθr
λ
. (9)
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the matrix H constructed in the above way is full rank and contains identical singular values,
indicating that the maximum mutual information of the channel is achieved. Our task in this paper
is to investigate the system behavior when (9) cannot be satisfied due to practical constraints.
For simplicity, we first assume that the uniform linear array (ULAs) equipped at both the
transmitter and receiver are aligned with each other. The situation with general ULA orientations
will be considered later in Section XX. We build up the following geometrical model to facilitate
the expression for {dm,n} : The transmit ULA lies on the x-axis with its center located at the
origin. The receive ULA, parallel to the transmit ULA, is centered on the positive half of y-axis
with distance D from the origin. Denote by (xt,m, yt,m) the coordinates of the m-th transmit
antenna. Then we have
xt,m = (m− 1)dt − (M − 1)dt/2 and yt,m = 0, m = 1, 2, · · · ,M. (10)
where dt is the distance between adjacent transmit antennas. Similarly, the coordinates of the
n-th receive antenna relative to its center, denoted by (xr,n, yr,n), are given by
xr,n = (n− 1)dr − (N − 1)dr/2 and yr,n = 0, n = 1, 2, · · · , N. (11)
III. CHANNEL CHARACTERIZATION
We now move our focus on the characterization of the channel matrix H . Substituting (7)
into (2), we obtain
hm,n = e
j 2pi
λ
(
D+
x2r,n+y
2
r,n
2D
+zr,n−
xr,nxt,m+yr,nyt,m
D
+
x2t,m+y
2
t,m
2D
−zt,m
)
= ej
2piD
λ e
j 2pi
λ
(
x2r,n+y
2
r,n
2D
+zr,n
)
e
−j 2pi
λ
(
xr,nxt,m+yr,nyt,m
D
)
e
j 2pi
λ
(
x2t,m+y
2
t,m
2D
−zt,m
)
(12)
IV. CONCLUSIONS
APPENDIX A
APPENDIX A
Appendix A comes here.
APPENDIX B
APPENDIX B
Appendix B comes here.
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