Abstract. We propose numerical schemes to determine whether a given function is convex, polyconvex, quasiconvex, and rank one convex. These notions are of fundamental importance in the vectorial problems of the calculus of variations.
Usually one wants to minimize (1) subject to some constraints, e.g. certain boundary conditions, isoperimetric constraints, etc : : : The only general method to deal with these problems consists in proving the sequential weak lower semicontinuity of I(u). When m = 1 or n = 1, this property is equivalent to the convexity of f. However, when m; n > 1, it is equivalent to the so called quasiconvexity of f, a notion introduced by Morrey 23] .
De nition 1. However, except in a few cases, this is analytically an almost intractable notion. One is therefore led to introduce some weaker and stronger notions, namely rank one convexity and polyconvexity. More precisely, if m = n = 2, then g : R 2 2 R ?! R is convex and f( ) = g( ; det ): Remark 1.1. The general relationship between these notions is as follows: f convex =) f polyconvex =) f quasiconvex =) f rank one convex: For more details see Ball 4] and Dacorogna 12] . The converse to each of the above implications is false, however. For example, when m = n = 2, f( ) = det is polyconvex but not convex. The existence of a rank one convex function that is not quasiconvex when n 2; m 3 was proved by Sverak 30] . In the case m = 2, however, it is still an open question to determine whether f rank one convex =) f quasiconvex: (2) In view of the di culties involved in checking analytically these notions, we present in this paper some numerical schemes to verify if a given function has the desired convexity property. In particular we are interested in comparing, in the case m = n = 2, rank one convexity and quasiconvexity, checking numerically for their equivalence. We have studied a great many examples in the case n = 2 and m = 2 or 3. The conclusions of our extensive computations are the following.
1. The numerical results are in complete agreement with all the known analytical results. In particular, when m = 3 and n = 2, we had no di culty checking numerically that Sverak's function is rank one convex but not quasiconvex. 2 . In all examples we tested, when m = n = 2, quasiconvexity and rank one convexity turned out to be equivalent, thereby suggesting that (2) is true in this case. This is in agreement with earlier numerical experiments 13, 18] . Finally, it should be noted that numerical computations on these questions and related ones have been treated by many authors. See, for example, Dacorogna{ This paper is organized as follows: In Section 2 we discuss several families of functions. These families have been studied extensively and many analytical results concerning their convexity, polyconvexity, and rank one convexity properties have been proved. In contrast, we have almost no information about their quasiconvexity. In Section 3 we show how the problem of determining whether a given function is convex, polyconvex, quasiconvex, or rank one convex reduces to solving a, possibly constrained, optimization problem. In Section 4 we introduce two general schemes for checking the convexity properties of a function such as those described in Section 2. In Section 5, we discuss the algorithms we used to solve the optimization problem. In Section 6 we present our numerical results for the families of functions introduced in Section 2. Finally, in Section 7 we discuss further numerical investigations in the case n = 2, m = 2 or 3. Note that all m n matrices of rank one are of the form a b for suitable a and b, although this representation is not unique.
When m = n, we let R n n + and R n n ? denote those n n matrices with det > 0, respectively det < 0. The case = 1 has been studied by Dacorogna{Marcellini 16] Let > 0 and > 0, and consider the function f = j ? P j 2 + (g(P ) + (j j 2 + j j 4 )) This is essentially the counterexample of Sverak 30] . He showed that there exists an > 0 su ciently small so that f is not quasiconvex for all > 0, while for every choice of > 0 f is rank one convex for small enough. Again f is smooth.
All of these examples share a similar pattern with respect to their convexity properties. More precisely, 1. for each example the function f is convex when = 0, 2. for each example there exist convexity, polyconvexity, quasiconvexity, and rank one convexity thresholds c ; p ; q ; r respectively, with the property that for 2 0; 1) the function f is convex () c ; (3) polyconvex () p ; (4) quasiconvex () q ; (5) rank one convex () r : (6) 3. Some numerically useful characterizations of the different notions of convexity
We show how the problem of determining whether a function is convex, polyconvex, quasiconvex, or rank one convex reduces to solving an optimization problem. This can be done in several ways depending on the smoothness properties of the function.
Let f : R m n ?! R, and suppose that f 2 C 1 (R m n ). Let h : R m n R m n ?! R be de ned as h( ; ) = f( + ) ? f( ) ? hrf( ); i; ; 2 R m n ; (7) and let the function g : R m n R m R n ?! R be given by g( ; a; b) = h( ; a b); 2 R m n ; a 2 R m ; b 2 R n : There is no practical advantage in using these characterizations, however, since solving a constrained optimization problem, even with only simple bound constraints as is the case here, is harder than solving an unconstrained one.
If we assume that f 2 C 2 (R m n ), then it is well known that f is convex if and only if its Hessian r 2 f( ) is positive semide nite for all . If we denote the smallest eigenvalue of the Hessian of f at by min ( ), then we have f is convex () inf min ( ) 0:
While there exist e cient algorithms to minimize the smallest eigenvalue of a symmetric matrix depending on a vector of parameters (see Overton 25, 26] ), there is again no practical advantage in using the characterization (11) of convexity as eigenvalue minimization is a substantially more di cult problem to solve than (9).
The rank one convexity of f is equivalent to the so called Legendre{Hadamard 
Proposition 3.2. f is polyconvex if and only if the optimal value of problem (14) is 0.
Let us now assume that f 2 C 1 (R 2 2 ) and for ; ; 2 R 2 2 with det 6 = 0, det 6 = 0, de nẽ l( ; ; ? ; i.e. det < 0:
We then have the following characterization of polyconvexity (see Aubert 3] ).
Proposition 3.3. f is polyconvex if and only if the optimal value of problem (16) is 0. We now turn to the quasiconvexity case. It is clear from the de nition that f : R m n ?! R is quasiconvex if and only if I(f) inf 2R m n ;'2W
for every bounded open subset of R n . Recall that the in mum in (17) is independent of the choice of (see 12]). Thus, from now on, we take to be a xed and particularly simple domain, e.g., when n = 2, the interior of the unit square (19) One can show that (see 6])
Since it is obvious from the de nition (19) that I h (f) 0 for every h > 0, the following result follows from (20) . In our numerical investigations we have used the characterizations of convexity, rank one convexity, polyconvexity, and quasiconvexity provided by propositions (3.1), (3.2), (3.3), and (3.4).
Algorithms
We describe two numerical schemes for checking the convexity, polyconvexity, quasiconvexity, and rank one convexity of a function such as those introduced in Section 2. More precisely, we wish to determine numerically the values of the thresholds c ; p ; q ; r de ned in (3), (4), (5), (6) respectively.
The rst scheme, which we shall call the direct method, has the advantage of simplicity and reliability, but is somehow ine cient. The second one, which we shall call the pq-method, is several order of magnitudes faster than the direct method, but will occasionally fail to compute the correct value of the threshold.
We consider a function f : R m n ?! R that is a ne in , namely f ( ) = f 1 ( ) + f 2 ( ) with f 1 ; f 2 2 C 1 (R m n ) and f 1 convex. Observe that all of the functions described in Section 2 are of this form for suitable values of m and n. Recall the function h : R m n R m n ?! R de ned in (7) (8), (13), (15) , and (18) Observe that + is well de ned provided takes on negative values for large enough. Thus we make the following assumptions on :
1. p(x) 0 for all x 2 R k ; 2. q(x) < 0 for some x 2 R k .
Now we describe the direct method to compute + .
Algorithm 4.1. The direct method: 1. Choose an initial value of large enough that (x) < 0 for some x 2 R k .
2. Use a minimization algorithm to compute a point x for which (x) < 0.
3. Set equal to ? p(x) q(x) . 4. Go to step 2. The algorithm terminates when the optimization process in step 2 fails to determine an x with (x) < 0. The current value of is then the computed approximation of + .
Step 3 is justi ed as follows. Given a value of and a point x with (x ) < 0, let
q(x ) : Then (x ) < 0 for every > . Hence, + .
Of course, the performance of this scheme is completely dependent on the choice of the optimization algorithm in step 2. We will address this issue in the next section. It is clear, however, that this method is inherently ine cient, since we can expect to have to solve a great many optimization problems before a good approximation to + is obtained. q(x) : x 2 R k with q(x) < 0 5. The optimization algorithms We now turn to a discussion of the methods that are used to solve the optimization problems in algorithms (4.1), (4.2), and (4.3). An extensive discussion of optimization techniques can be found in e.g. 17, 24], while 22] provides a guide to available software, both commercial and public domain.
Two of the most widely used unconstrained optimization techniques are the conjugate gradient methods and the variable metric methods. Conjugate gradient methods, of which the Polak-Ribi ere method, or modi cations of it, is usually thought to be the most e ective, are particularly well suited for large scale problems due to their low storage requirements. Variable metric methods, of which the BFGS method is usually thought to be the most e cient, have much higher storage requirements and so are better suited to small and medium scale problems. (Limited memory BFGS methods 21] alleviate this problem, but we did not use these techniques.) We used the routine CONMIN of Shanno and Phua 29] . CONMIN implements both the BFGS method and a modi cation of the Polak-Ribi ere conjugate gradient method due to Shanno 28] , with the choice of the method left to the user. Both algorithms use a cubic interpolation for the line search. This routine, written in FORTRAN, is algorithm 500 of TOMS and is available on Netlib.
Of course, none of these methods is guaranteed to converge to a global minimum of the function. Since the optimization problems to be solved are global optimization problems, we have also considered some stochastic algorithms designed to avoid being trapped at a local minimum. First we considered a simulated annealing version of the classical Nelder-Meade simplex method given in 27]. This method only requires function evaluations and makes no use of gradient information. However, it is only suitable for small scale problems due to high storage requirements. We also considered a method based on stochastic di erential equations 2, 18] . This is essentially the gradient method perturbed by a stochastic term that vanishes asymptotically, thus compounding the ine ciency of the gradient method with the ine ciency inherent to a stochastic method. It has been proved, however, that, under suitable assumptions on the function to minimize, the method converges towards the global minimum in some probabilistic sense. Furthermore, the method has very low storage requirements, and is therefore suited for large scale problems. Gremaud 18] used also a modi ed version of the algorithm, replacing the gradient method by the Polak-Ribi ere conjugate gradient method, thereby improving on the e ciency. No proof of convergence to a global minimum exists for the modi ed version, however. Another possible approach which we have not explored is to make use of evolutionary algorithms, especially evolutionary strategies (see Tomassini 31] for a survey of the methods and a guide to further literature). These methods appear to be better suited to small scale problems, however.
To solve the constrained optimization problems, we used the routine FSQP of Zhou and Tits 32]. FSQP is based on sequential quadratic programming. It is very versatile, and can handle simple bounds as well as linear and nonlinear equality and inequality constraints. The routine is written in FORTRAN and is available from the authors.
Numerical results
In this section we present the results of our numerical investigations on the families of functions introduced in Section 2. We compare our results with the small number of known theoretical values and with the few values computed in 13, 18] .
We compute the values of c , q , and r for hundreds of values of in examples 1 and 2. We invest considerably less e ort in the computation of the polyconvexity threshold p . Indeed, we only estimate p for the family of functions of example 1 and for about 20 di erent values of . This is only due to the fact that computing p is of considerably less theoretical interest than estimating q and r , and not a re ection of the relative merits of the algorithms. Figure 1 . Graphs of vs for convexity, quasiconvexity, and rank one convexity for example 1. The bottom curve is c , the next highest is r , and the top one is q (note that the curves for rank one convexity and quasiconvexity are, here, indistinguishable).
In the examples of Section 2 we have n = 2 and, for the computations of q , is taken to be the interior of the unit square 0; 1] 0; 1]. The triangulations T h are constructed as follows. We choose an integer s and we partition the interval 0; 1] into s subintervals of equal length, and then divide each resulting square into two triangles, for a total of 2s 2 triangles. So the mesh size h is equal to 1=s, and the dimension of the space U h , corresponding to zero boundary conditions, is equal to m(s ? 1) 2 All the coding was done in FORTRAN and C++ and made use of the BLAS level one. All computations were run on Silicon Graphics workstations equipped with R4000, R4400, and R8000 processors.
6.1. Example 1. We compute c , r , q , for between 1 and 8 in steps of 0.01.
The results are displayed in gure 1, where the values of c , r , and q are plotted as functions of . The c and q curves are computed using the function h of (7) and k of (18) respectively, and the pq-method together with the minimization algorithm of Shanno and Phua. The mesh size h is 1=20 and we used periodic boundary conditions. The minimization algorithm is initialized with a random starting point for = 1. Henceforth, the starting point is taken to be the computed solution at the previous value of . The r curve is computed using the function g of (8) Figure 2 . Graphs of vs for convexity, quasiconvexity, and rank one convexity for example 1 with random starting point. The bottom curve is c , the next highest r , and the top one q .
the simulated annealing version of the Nelder-Meade algorithm. The minimization routine is initialized with a random starting point for every value of .
We see that the r and q curves are nearly indistinguishable. Indeed, the largest gap between the computed values of r and q was about 9:2 10 ?4 . When = 1, so that the correct values of c and r are known, the results were as follows:
computed 1.9506 1.9510 Thus the results are comparable, with ours slightly better. Recall that Gremaud's computations used a stochastic algorithm designed to locate the global minimum of the function, while ours used a deterministic algorithm unable to distinguish between local and global minima. Nonetheless, the stochastic algorithm was unable to nd better values than the deterministic one. This is very interesting, since the pq-method may indeed encounter di culties with local minima. This is illustrated in gure 2. Again the c , r , and q curves are plotted as functions of . But now, the minimization routine for the computation of q is initialized with a random starting point for every value of . We see that for larger values of , the algorithm grossly overestimated the value of q .
Finally, in gures 3 and 4, we illustrate the e ect of the choice of boundary conditions on the solutions. Figure 3 shows the graph of one component of the solution for the computed q with = 1 that satis es zero boundary conditions. The graph is displayed from two di erent points of view to emphasize the oscillatory structure of the function. Figure 3 shows the same component of the solution to the same problem but satisfying periodic boundary conditions. In both cases the mesh size is h = 1=100.
We now discuss our estimates of the polyconvexity threshold p . We starting point for = 1. Henceforth, the starting point is taken to be the computed solution at the previous value of . In gure 5 the mesh size h is 1/20 for the rst graph, and we observe convergence problems in the computation of q for larger values of . In the second graph of gure 5, the mesh size is increased to 1/50, and the r and q curves then become indistinguishable. Figure 5 . Graphs of vs for convexity, quasiconvexity, and rank one convexity for example 2 with a 20 20 grid (top graph) and a 50 50 grid (bottom graph). The bottom curve is c , the next highest is r , and the top one is q .
The worst error between the computed value of r and the correct values was about 1:8 10 ?3 , while the largest gap between the computed values of r and q , with h = 1=50, was about 1:4 10 ?3 . When = 1, the computed value of q was 1.00000808500197, yielding an error of order 10 ?6 . The gap between the computed r and q increases as approaches 3. In all of these examples, we found our estimations of q and r to be essentially equal.
In dimension 2, we have considered the following families of functions. 
