Abstract-Several attempts have been made over the years to estimate the sensitivity of audible scan surveys. Some estimates involved certain factors of the background count rate, while others involved calculations utilizing parameters pulled from the normal (Gaussian) distribution, regardless of background count rate. This paper discusses the results of a purely Poisson-based calculational method for the determination of appropriate decision levels and affiliated detection limits associated with health physics audible scan surveys. Comparisons are made to the other approaches and to empirical tests, where available. Although agreement with previous estimates can be had over limited ranges of background count rate, order-of-magnitude differences are possible outside of those ranges. The previous estimates are generally conservative at the higher count rates but quite nonconservative at the lowest count rates. Several real-life operational examples are provided that illustrate the approach. Health Phys. 116(1):27-41; 2019
INTRODUCTION
THE USE of health physics instrumentation typically involves up to three types of measurements. The first, and usually the most precise measurement type, is the scaler mode measurement, where a discrete count is performed for a preset time period. The next type is the ratemeter mode measurement, where the meter movement (or digital display) indicates the measured value resulting from either a rolling scaler or from a so-called resistor-capacitor (RC) tank circuit or its digital equivalent. The last type of health physics measurement is the audible scan survey, where a certain residence time (or observation interval) is employed while scanning, and the surveyor listens carefully for a change in background click rate.
The first two measurement types typically allow an algebraic approach (i.e., using representative equations) to the calculation of decision levels, detection limits, and other affiliated quantities. Although the concepts are no different, involving distributions of possible counts for both the zero-net-signal case and the detectable-signal case, a simple algebraic equation is really not possible for the audible scan survey type of measurement. This paper therefore discusses a Poisson-based calculational method for the determination of the critical (i.e., decision) level L C and the affiliated detection limit L D (Currie 1968 (Currie , 2004 US EPA 2004) associated with health physics audible scan surveys. Examples are provided which highlight the various concepts utilizing reallife (i.e., operational) instruments and readouts (i.e., with actual displayed units such as cps, cpm, Bq, mrem h −1 , etc.). Comparisons are made to other approaches as well as to empirical tests where available.
DERIVATION OF POISSON-BASED APPROACH
In the audible scan survey, a surveyor utilizes a certain residence time (or observation interval) while scanning and listens carefully for a change in background click rate. First, let us assume that the only practical and necessary residence times to consider in the conduct of audible scan surveys are 1-, 2-, 3-, and 4-s intervals. Let us consider, however, any conceivable background count rate, i.e., from 0 cpm up to 12,000 cpm. The number of background counts in such a small residence time is often so small that only purely Poisson statistical techniques are appropriate. The Poisson mean count expected in an observation interval is simply the product of the background count rate and the residence time. For instance, for a background count rate of 30 cpm and a residence time of 3 s (i.e., 1/20 min), the mean count is 1.5 counts. Examination of the Poisson distribution for a mean count of 1.5 shows significant probabilities for 0 through 5 observed counts (see Fig. 1 and the Appendix).
The false positive probability deemed representative of an audible click survey will be chosen as ≤1%, i.e., a statistical a of ≤0.01 (see the Appendix for a detailed explanation of the terminology used throughout this paper). Note that the use of a statistical a of ≤ 0.01 is the same as saying that a typical unobserved surveyor (see later sections regarding empirical tests) listening carefully to the audible clicks stops to reinvestigate an area (due to hearing a questionable elevated level) about 1 time in 100 independent sampling portions. Due to a questionable elevated level, a 3-s audible scan step, for example, should on the average therefore only need to be repeated once every 300 s (or 5 min) of audible survey time. For an alpha surface contamination scan survey with a 100-cm 2 probe, this represents 1 "stop and/or backup" in every 10,000 cm 2 (or 1 m 2 ) of surface area surveyed. This is empirically much more typical than a choice of 5 stops in every 1 m 2 (representing the common statistical a value of 0.05) or more and also will yield a poorer sensitivity (i.e., a more conservative detection limit). However, since an audible scan survey is not a highly quantitative measurement, the detection probability deemed appropriate for an audible click survey can readily be chosen in the range of 75% to 90%, i.e., a statistical b of 0.25 to 0.1, respectively (see Appendix).
For the mean count of 1.5 considered above, the Poisson cumulative probability for 0 counts through 4 counts is 0.9814, and for 0 counts through 5 counts is 0.9955. Hence, 1.86% of the distribution is above 4 counts, and 0.45% is above 5 counts. Hence, 5 counts corresponds to a gross L C (gL C ) value that must be exceeded in order to detect a rate that would be distinguishable from background at the chosen false positive probability of ≤0.01. The Poisson distribution that has 75% of its counts above 5 counts has a 7.4227 mean count, corresponding to a gross L D (gL D ) value that is reliably distinguishable from background (i.e., detectable) 75% of the time. Of course all these numeric quantities (i.e., Poisson mean counts and decision levels) are on the gross count scale. When corrected for background and converted to the count rate unit of cpm, the L C is 70 net cpm, and the L D is about 118 net cpm (see Appendix).
This same analysis was repeated for a total of 55 different background count rates, covering the range of 0 cpm to 12,000 cpm, for residence times of 1, 2, 3, and 4 s. The lowest backgrounds correspond to typical audible scan surveys for either alpha contamination using ZnS(Ag) scintillator or gas proportional counter (PC) detectors, or for neutron fields using a gas PC detector within moderated rem meters. The highest backgrounds correspond to typical gamma scan surveys using various NaI(Tl) detectors. The intermediate backgrounds correspond to typical audible scan surveys for beta contamination using plastic scintillator, gas PC, or pancake Geiger-Mueller (GM) detectors. Note that residence times of 5 s or more are not practical and those less than 1 s were considered as characteristic of poor-quality surveys. The analyses were performed for detection probabilities of 75% and 90% (i.e., statistical b of 0.25 and 0.10, respectively). The results are shown in Tables 1 and 2 , respectively. Note also that at the highest backgrounds, audible click divide circuits do not change the relative shape of the relevant Poisson distributions; only the fine structure of the available integer gross L C values is affected.
When the net critical level L C is divided by an efficiency e (cpm per any given specific unit), then a resulting activity is known as the critical activity (CA), a resulting concentration is known as the critical concentration (CC), and a resulting dose rate is known as the critical dose rate (CDR). This is shown in eqn (1):
When the net detection limit L D is divided by that efficiency e (cpm per any given specific unit), then a resulting activity is known as the minimum detectable activity (MDA), a resulting concentration is known as the minimum detectable concentration (MDC), and a resulting dose rate is known as the minimum detectable dose rate (MDDR). This is shown in eqn (2):
EXAMPLES OF USE Example 1a
The Thermo HP-380AB, utilizing a dual-scintillator detector (Thermo Fisher Scientific, Waltham, Massachusetts, US), has an alpha efficiency of about 20% (4 pi) and an alpha background count rate ≤8 cpm (maximum allowable for release surveys). The probe has a sampling area of 100 cm Table 1 (i.e., those specific to a 3-s residence time), one finds that the gross value to be exceeded is 2 counts. In other words, a surveyor would Table 1 , one finds that the worst-case gross value to be exceeded is 34 counts. In other words, a surveyor would make the distinguishable-from-background decision at 35 or more clicks in a 3-s residence time (i.e., an instantaneous gross rate exceeding 680 cpm represents the hearing of a questionable elevated level with a "stop and/or backup" frequency of 1-in-100 independent samples). The L C value is therefore 230 cpm, and the L D is 326 cpm. The CA and MDA are about 12.8 Bq and 18.2 Bq, respectively.
Example 2
An old Eberline NRD-1/PNR-4 neutron rem meter (Thermo Fisher Scientific) had an efficiency of about 40 cpm per mrem h −1 (the actual unit of display three decades ago) when utilizing the original 0.8-atm (i.e., 60 cm Hg) 10 BF 3 tube, and about 140 cpm per mrem h −1 when utilizing the 4-atm 3 He replacement tube. The rem meter was used for an audible scan of an area at a speed which allows potential fields to influence the detector for about 2 s (i.e., about 0.3 m s −1 at a distance of 0.3 m). Let us first assume that the background count rate was essentially zero, i.e., that the occurrence of a single click is cause for further investigation. What are the calculated values of the L C , CDR, L D , and MDDR? From the second group of columns in Table 1 (i.e., those specific to a 2-s residence time), one finds for a 0 cpm background that the gross click value to be exceeded is 0. In other words, a surveyor would make the distinguishable-from-background decision at 1 or more clicks in a 2-s residence time. The L C value is 0 cpm, and the L D is about 42 cpm. The CDR and MDDR were therefore 0 and 0.3 mrem h −1 , respectively, with the 3 He tube, and 0 and 1 mrem h −1 , respectively, with the 10 BF 3 tube. Now let us assume that the background click rate is larger and that the distinguishable-from-background decision becomes 2 or more clicks in a 2-s residence time. 2-s residence time:
3-s residence time:
4-s residence time:
Bkgd ( Over 30 y ago, while surveying a heavy-ion accelerator beam line for neutron fields using the NRD-1 with the 10 BF 3 tube, the author asked his elderly colleague why he always wrote "<2 mrem/h" on his survey tags if he didn't detect anything. He stated that over the decades he had never audibly detected anything that subsequently measured less than 2 mrem h −1 .
COMPARISON TO OTHER APPROACHES AND TESTS
Comparisons to background Several rules of thumb have appeared over the years. Huffert and Miller (1995) stated that, while scanning, a doubling of the instrument background count rate generally indicates residual radioactivity above the background rate R b . In the terminology of this paper, this can be reinterpreted as the gross L C = 2 Â R b or the net L C = R b . Berger (1992) stated that, while scanning at background levels of several thousand cpm, experience has shown that a 25% to 50% increase in the audible output rate may be easily identifiable. In the terminology of this paper, this can be reinterpreted as the gross L C = (1.25 to 1.5) Â R b or the net L C = (0.25 to 0.5) Â R b . While scanning at background levels of a few cpm, a 2-or 3-fold increase in the audible signal is required before a change is readily recognizable. In the terminology of this paper, this can be reinterpreted as the gross L C = (2 to 3) Â R b or the net L C = (1 to 2) Â R b . Abelquist and Brown (1999) interpreted Berger's intentions, in the terminology of this paper, as net L D = (1.25 to 1.5) Â R b at the higher background count rates and net L D = (2 to 3) Â R b at the lowest background count rates.
These various ratios were calculated for the Poissonbased data previously presented in Tables 1 and 2 . The rules of thumb were indeed found to be valid, but only over limited ranges of background count rate. These are summarized in Tables 3 and 4 for the detection probabilities of 75% and 90%, respectively. Those rules applicable at the higher background count rates would appear to hold for some typical NaI(Tl) detectors, whereas those applicable at the lower background count rates would appear to hold for typical pancake GMs and the beta channels of dual-scintillator and gas-proportional probes. The rules most certainly do not apply for the lowest background count rate realm, i.e., those characteristic of alpha scintillators, the alpha channels of dual-scintillator and gas-proportional probes, and neutron rem meters where, for background count rates ≤8 cpm, the calculated Poisson-based net L D /R b ratio ranges from 9 to 165 for the 75% detection probability case and from 12 to 275 for the 90% detection probability case. Berger (1992) additionally emphasized the need for a residence time of 3 s for those situations when relatively low count rates may be indicative of residual activity exceeding guideline values. This is exactly the case when attempting to reliably detect a mere 5 Bq (100 cm 2 ) −1 of residual transuranic alpha activity on surfaces (example 1a). Berger also emphasized, for optimum detection sensitivity, the need to monitor the audible output (headphones preferred) rather than observing fluctuations in the displayed reading. This was also confirmed by Tzelgov et al. (1987) , who emphasized the use of only auditory information in the conduct of a radiation search (i.e., an audible scan survey in the terminology of this paper).
Comparisons to surveyor efficiency (i.e., human performance) factors
Estimates of scanning sensitivities have also been developed based on signal detection theory modified for human performance , Abelquist et al. [1998] , Abelquist and Brown [1999] , and Abelquist et al. [2002] ). The estimates were expressed as:
where s represented the minimum detectable number of net source counts in a given residence time (equivalent to gL D − m b , as counts in the terminology of this paper); m b was the expected number of background counts in a given residence time; d 0 was the index of sensitivity (defined in the above references), related to both false positive and nondetection probabilities and numerically equivalent to the sum of the so-called k a and k b values (Currie 1968) , i.e., d 0 = k a + k b , under the assumption of normality (i.e., obtained from the Gaussian distribution); and p was the efficiency of the surveyor (defined in the above references), with a value of unity for an ideal observer but with values ranging from 0.50 to 0.75 for typical human surveyors.
Therefore upon rearrangement and the substitution of
where gL D is the Poisson-based gross L D (in gross counts) for the specified detection probability (represented by k b above), affiliated with the Poisson-based gL C (in gross counts) for the specified false positive probability (represented by k a above) affiliated with a Poisson background count of m b mean counts. Surveyor efficiency p values were calculated for the Poisson-based data previously presented in Tables 1 and 2 using eqn (4). Note that for the 75% detection probability with a normal k b value of 0.6745, d′ = 2.326 + 0.6745 = 3.001, and for the 90% detection probability with a normal k b value of 1.282, d′ = 2.326 + 1.282 = 3.608. (The false positive probability was fixed at 1% with a normal k a value of 2.326.) The assumption of typical surveyor efficiency values within the range of 0.50 to 0.75 was also found to hold true but once again only over limited ranges of background count rate. These are summarized in Table 5 for either detection probability of 75% or 90%. Those efficiencies near 0.75 correspond to the higher background count rates within the stated range and would appear to hold for small NaI(Tl) detectors, whereas those efficiencies near 0.50 correspond to the lower background count rates within the stated range and would appear to hold for typical pancake GMs and the beta channels of dual-scintillator and gas-proportional probes. The surveyor efficiency concept most certainly does not apply for the lowest background count rate realm, i.e., those characteristic of alpha scintillators, the alpha channels of dual-scintillator and Table 3 . Background count rate ranges (in cpm) that meet the stated conditions for the case of a 75% detection probability vs. residence time (in seconds). Table 4 . Background count rate ranges (in cpm) that meet the stated conditions for the case of a 90% detection probability vs. residence time (in seconds). gas-proportional probes, and neutron rem meters where, for background count rates ≤8 cpm, the calculated p value ranges from 0 to 0.3 for the 75% detection probability case and from 0 to 0.2 for the 90% detection probability case. For a direct comparison between the signal detection theory and the Poisson-based approaches, detection limits were calculated for identical statistical a and b. Detection limits were determined by signal detection theory with a 1% false positive and 90% detection probability (i.e., d′ = 3.608) and a 4-s residence time, for human-performance surveyor efficiency values of 0.25, 0.50, 0.75, and 1.00 (i.e., the socalled ideal surveyor). These results are presented in Fig. 2a. (Note that identical plots were realized for a 1.00 surveyor efficiency and residence times of 1, 2, 3, and 4 s.) The Poisson-based detection limits with a ≤1% false positive probability and 90% detection probability for residence times of 1, 2, 3, and 4 s (i.e., the four net L D columns from Table 2 ) are presented in Fig. 2b . The two sets of plotted results appear remarkably similar. The Poisson-based values are larger, due presumably to the larger k a and k b values inherently involved (Justus 2016) , with the largest difference, of course, occurring at extremely low background count rates. Upon closer inspection of the figures, one might even be tempted to conclude that the less efficient surveyors are (what this author refers to as) turbo friskers (i.e., those using a probe speed far in excess of what is desirable).
Comparisons to empirical tests
Comparisons can also be made to empirical tests where available. A major problem with any test is that by definition all surveyors are observed, and none want to fail the test by not detecting the contamination. An additional problem inherent in many of the tests is that residence times far in excess of practical were allowed within the test protocols. For instance, in one test involving 1.5-m 2 test portions (Olsher et al. 1986 ), the average survey took about 30 min to complete (implying a 12-s residence time per 100 cm 2 ) with some surveyors taking about 45 min (implying an 18-s residence time per 100 cm 2 ). The accompanying false positive frequency was 19 to 35%, which would lower the actual residence time used while scanning, but which would imply a "stop and/or backup" investigation at a rate of up to 1 in every 3 independent sample. "Faced with a test situation… [surveyors]…used extra time to make sure they did not miss anything" (Olsher et al. 1986 ). It was noted there, however, that the experienced surveyors did employ smaller residence times than the inexperienced (which did actually lower the detection probabilities of the experienced relative to the inexperienced).
One of the earliest (published) studies was by Sommers (1975) , utilizing a pancake GM detector with a 5-cm diameter circular window. The pancake GM detector was used at a fixed background count rate of 120 cpm. An extensive set of experimental data was obtained by moving sources past the detector windows at measured velocities. The results from the audible source detection portion of the tests involved just a few experienced surveyors and were presented in Figs. 6, 7, and 8 of that reference. No mention was made there of the false positive frequency. Those only at the 75% detection probability are presented here in Table 6 along with the Poisson-based detection limits at that same probability (but with a statistical a ≤ 0.01). The residence times given Fig. 2. (a) Detection limits determined by signal detection theory with a 1% false positive probability, 90% detection probability, and 4-s residence time for human-performance efficiency values of 0.25, 0.50, 0.75, and unity (see text); (b) Poisson-based detection limits with a ≤1% false positive probability and 90% detection probability, for residence times of 1, 2, 3, and 4 s. are based on the full diameter. Note that the mean chord length of a circular window for parallel paths is pr/2 = 3.9 cm, which means in practice that average residence times are reduced to about 78% of those typically calculated using the full diameter of 5 cm. The values in Table 6 are comparable only for the residence times ≥1 s. In the Pacific Northwest Laboratories (PNL) report by Goles et al. (1991) , reference was made in the alpha detection section to using the statistical methods established in draft American National Standards Institute (ANSI) Standard 13.12 (1985) . That method was Poisson based, but only allowed for a gL C value of 0. (This was later extended in US DOE [1997] and US EPA [2000] to gL C values up to 1, and in this paper to gL C values up to about 870.) However, reference was made in the beta detection section to empirical testing with 23 radiation protection technologists (RCTs). The RCTs were asked to survey a surface that had many discrete normal uranium (pure uranium in natural abundance) contamination sites of varying activity. A pancake GM detector was used for the tests, operated under three different background count rates. The results were summarized in Figs. 2, 3 , and 4 of that reference as net detectable count rates for detection probabilities ranging from about 20 to 90% and in the text of the manuscript at the detection probability of 67%. No mention was made there of the false positive frequency. Those from the figures at the 75% detection probability are presented here in Table 7 along with the Poisson-based detection limits at that same probability (from Table 1 ) for residence times of 1, 2, and 3 s. No residence times (or speeds) of the pancake GM were stated. However, it would appear from Table 7 that at the lowest background rate, a faster residence time was used, and as the background rate was increased (i.e., making detection harder), the residence time increased (i.e., the RCTs slowed down). Note also that with a circular window, effective residence times are smaller than those associated with the full diameter.
In the PNL report by Johnson (1994) , reference was made in the alpha detection section to using the draft ANSI standard (1978) Poisson-based approach, which only allowed for a gL C value of 0. However, reference was made in the beta detection section to empirical testing with 15 RCTs. The RCTs, with their backs to the apparatus, were asked to listen as 100-cm 2 sources were moved at different speeds under a pancake GM detector. The pancake GM detector was used at a fixed background count rate of 160 cpm. The results were summarized in Fig. 1 and Table 1 of that reference as a minimum detectable count rate for two different detection probabilities (i.e., 67% and 95%). These are presented here in Table 8 along with Poisson-based detection limits at those same probabilities (not from Table 1 or 2).
With an assumed source dimension of 10 cm and a GM window diameter of 5 cm, residence times were determined using 10-to 15-cm effective counting lengths. Although there are some similarities, the surveyors generally did better than what Poisson statistics would predict (at the presumed statistical a of ≤0.01). However, although false positive data was collected in the 1994 study, it was not reported; a large statistical a would most certainly reduce the numeric values of the minimum detectable count rate. A US DOE field intercomparison program was initiated in 1993 (Harrington and Lang 1993) , involving 46-cm Â 61-cm Â 0.32-cm anodized-aluminum plates (i.e., the so-called Argonne plates) with therefore a surface area of 0.28 m 2 . Unfortunately, all surveyors were observed, none probably wanted to fail the test by not detecting the contamination, and residence times far in excess of practical were allowed within the test protocols. Fifty-five surveyors participated in the intercomparison (Keebler 1997) , utilizing survey times up to about 30 min. For instance, the Los Alamos National Laboratory (LANL) participants (17 in total) used survey times ranging from 4.6 min to 29.1 min, with an average of 10.9 min (Buhl et al. 1997 ), implying residence times per 100 cm 2 ranging from 10 s to 63 s, with an average of 23 s. In the Oak Ridge National Laboratory (ORNL) report, Coleman (1998) stated "Generally, the results of the study should be viewed with objective skepticism. The survey practices observed during the study were not consistent with methods which would typically be used during 'real' field surveys."
At Argonne National Laboratory (ANL), Cooke and Justus 3 used a motorized scanning system to move a dualscintillator probe over one of the aluminum plate's spot of alpha contamination with a 100-net-cpm source count rate at 1-s, 2-s, and then 3-s residence times. The instrument's headphone jack was utilized to amplify the audible clicks Table 7 . Net detectable count rates for three different background count rates from Goles et al. (1991) compared to the Poisson-based approach (at the 75% detection probability). )   50  305  350  327  173  144  250  310  360  531  337  249  500  475  550  674  441  339 to a roomful of over 30 RCTs. The RCTs could see the movement of the probe, but the spot was invisible to the naked eye. The contamination was not reliably heard, as expected (Table 9) , until the slower 3-s residence time was used. Coleman 4 performed a series of tests with a pancake GM detector exposed to ever-increasing background count rates up to 1,000 cpm in order to determine the corresponding count rates that were distinguishable from background. The resulting individual measurement comparison (IMC) levels that were considered to be detectable by a surveyor (based on audible response) by scanning or momentary observation for a range of instrument background count rates were tabulated by US DOE (2001, 2014) . These IMC levels are plotted in Fig. 3 along with the Poisson-based gL C levels from Tables 1 and 2 . The residence time affiliated with the IMC does appear to be slightly in excess of 4 s, consistent with the description of the tests. 4 An experimental measurement of detectable count rate was presented by the UK National Physical Laboratory (NPL).
5 Sources were placed on a motor-driven translation table with the instrument under test positioned above the table. Technicians sat so that they could not see the source/ instrument and were asked to indicate when they heard an increase in count rate. The findings were that (1) in order to detect 0.2 Bq cm −2 from 90 Sr, use a 100-cm 2 proportional counter probe and survey at 5 cm s , and (2) in order to detect 0.08 Bq cm −2 from alpha emitters, use an alpha probe and survey at 2.5 cm s Table 1 indicates that to meet an L D value of 352 cpm, the background count rate should be ≤300 cpm, readily achieved from a gas PC probe. Next, the 0.08 Bq cm −2 of alpha emitters over 100 cm 2 implies 8 Bq or 480 dpm of alpha emitters per 100 cm 2 . At an assumed counting efficiency of only 15%, this corresponds to an L D of 72 cpm. With a presumed 4-s residence time (i.e., 10 cm at 2.5 cm s −1 ), Table 1 indicates L D values ≤70 cpm for background count rates ≤10 cpm (readily achieved from most alpha probes).
DISCUSSION
A purely Poisson-based calculational method was presented for the determination of decision levels and affiliated detection limits associated with audible scan surveys. It extends a previous approach, generally applicable only to certain alpha surface contamination surveys and based only on exceeding a gL C of 0 or 1 (ANSI 1978; Johnson 1994; US DOE 1997; US EPA 2000) , to essentially any health physics audible scan survey, even to those involving relatively large background count rates and (hence) decision levels. The background count rate values listed in Tables 1 and 2 pertain to perfectly known Poisson means, i.e., to be interpreted as "given a background rate of " or "when the background is." The values given in Tables 1 and 2 for the decision level and the affiliated detection limit were specifically calculated for a ≤1% false positive frequency and 75% or 90% detection probabilities, respectively, but the approach is readily adapted to, for instance, a 5% false positive frequency and a 67% detection probability, or any other choice of statistical a or b.
As the Multi-Agency Radiological Laboratory Analytical Protocols Manual (MARLAP) points out (section 20.4.2.3), Table 9 . For a background count rate of 8 cpm (0.133 cps) and a source rate of 100 cpm (1.67 net cps), Poisson-based false alarm and detection probabilities vs. actual detection. Tables 1 and 2 , and the resulting Poisson variance was seen to be significantly larger than almost any potential extra-Poisson variance. The Poisson-based relative 2-sigma errors exceed 100% for backgrounds ≤60 cpm at the 4-s residence time and ≤200 cpm at the 1-s residence time. These relative errors reduce only to less than 30% at background count rates of ≥700 cpm at the 4-s residence time and ≥3,000 cpm at the 1-s residence time. On the other hand, there is relatively minimal extra-Poisson variance. One contribution would be residence time variations during the scan surveys where, for instance, a 3-s residence time sometimes becomes 2.7 s or 3.3 s, i.e., 3 ± 0.3 s or only a ±10% variation. Another contribution would be alpha and beta efficiency variations during alpha and beta scan surveys where for instance a 0.32-cm survey height sometimes becomes near contact or 0.64 cm, i.e., 3.2 ± 3.2 mm. From Fig. 1 of Justus (2011) , it can be seen that for the alpha channels the relative efficiency ranges from 1.0 to 0.74 for the near-contact to the 0.64-cm survey heights, respectively, or 0.87 ± 0.13, i.e., a ±14.9% variation. For the beta channels the relative efficiency ranges from 1.0 to 0.92 for the near-contact to the 0.64-cm survey heights, respectively, or 0.96 ± 0.04, i.e., a ±4.2% variation. For the typical alpha survey, conducted with low-background probes and 2-s or 3-s residence times, the Poisson-based relative errors can range from about 200% to 500%, which is far in excess of 10% due to residence time variations and 15% due to survey height variations. For instance, for the mean count of 1.5 counts considered previously, the Poisson-based relative error is 163% with a coverage factor of 2. It is therefore reasonable to ignore the variance in residence time in the determination of the L C and L D count values and their conversion to count rate quantities, as well as the variance in efficiency in the determination of reported activities, concentrations, and the like. For scans of neutron and gamma fields, there would be little concern about variance in the efficiency. However, for certain gamma field surveys conducted with high-sensitivity GM probes exhibiting about 90 cpm background and 2-s or 3-s residence times, the Poisson-based relative errors are now only about 50%. Nonetheless, when added in quadrature with the 10% value due to residence time variations, the Poisson-based variance still dominates above the extra-Poisson variance. For scans with various NaI-based instrumentation, which can exhibit backgrounds of 1,300 to 12,000 cpm, the Poisson-based relative errors can range from about 5% to 20% for 1-s or 2-s residence times. These are comparable to a 10% value due to residence time variations. However, any efficiency factors utilized for the conversion of count rates to concentrations within the contaminated soil, concrete, or activated metals being surveyed derive from a presumed volumetric distribution. The survey height normally controls the field of view. The potential difference between any actual field distribution and that assumed for the efficiency factors is more than likely quite significant. The measurement errors are therefore dominated by Poisson variance, and the interpretation of those measurements by various forms of bias are beyond the present scope.
With regard to comparisons to other approaches and studies, one needs to first postulate the following theory: observed surveyors slow down significantly and exercise much larger false positive frequencies relative to their very own survey techniques when unobserved. The false positive frequency reported and/or desired in some of the other approaches and studies was actually as large as 60%. Just imagine every other 100-cm 2 scan portion (on average at a 50% false positive frequency) being interrupted by an additional backup-and-reinvestigate scan. This actually represents a type of surveying technique that should be described as disruptive scan surveying. Reasonable 2-s or 3-s residence times increased significantly, sometimes to well over 30 s (Olsher et al. 1986; Keebler 1997) . Additionally, for the approach based on signal detection theory modified for human performance, how does one determine the specific human efficiency factor value to assign Tables 1 and 2. to any given surveyor? Is there to be a standardized test or a standard test plate? Nonetheless, comparisons to other approaches and empirical tests were mostly in general agreement, i.e., well within a factor of 2.
The original intent of the development of the Poissonbased approach was to document the sensitivity of the (unobserved) audible scan survey techniques that the author incidentally observed and even conducted over the decades. At any given background and residence time, it was seen that the decision level corresponding to a false positive frequency of about 1% was typically centrally located within a relatively narrow band of decision levels with corresponding false positive frequencies ranging from about 5% to 0.1%. Hence, a 1% false positive frequency was thereby chosen as representing the average audible scan survey, since often a little more attention from the surveyor results in the 5% value and a little less attention in the 0.1% value. However, besides after-the-fact documentation, the approach is also useful for before-the-survey instruction and training. For any given survey instrument, in order to meet the required survey goals, a given residence time can be specified and if needed, a maximum background rate as well. When a slightly excess number of counts is heard, one need only to backup and resample for one more residence time only. If that count was due to a random background fluctuation, then the independent resample will almost certainly yield a result less than the decision level. The probability of two false positives in a row is only a 2 < 0.01 2 = 10 −4
. If that count was due to an actual source, then the independent resample will usually yield a result greater than the decision level. The probability for a miss is still only b = 0.10 to 0.25.
Although the Poisson-based approach was strictly applicable to a small (i.e., point) source, the same statistical approach can be used to estimate the sensitivity for a distributed source (example 3 below). The resultant sensitivities are found to be reasonably similar, this result arising from the fact that the increased total residence time of the detector over the distributed source somewhat compensates for the lower surface concentration of the distributed source (Goles et al. 1991 ).
Example 3
Consider a 100-cm 2 square probe fully entering a 100-cm 2 square contamination area with 6 Bq of uniform contamination (i.e., 72 net cpm, see example 1a). Assume the detector spans one dimension of the square contamination area while scanning across the other. The mean number of gross counts in the first 3 s (while completely entering the area) is about 2.2 counts, and the number while exiting is also 2.2 counts in the last 3 s. For a gL C of 2 counts, the nondetect probability for 2.2 counts is about 62%. The probability of missing this upon both entry and exit is 0.62 2 , which is 0.38. Hence the overall detection probability is 62%, i.e., not too far from a 67% to 75% goal. Finally, regarding low-level alpha contamination surveys, utilizing a 3-s residence time, a 100-cm 2 alpha probe with a 20% alpha counting efficiency and background counts ≤8 cpm, the reliable detection of about 5 Bq in any 100 cm 2 is possible through the audible scan survey. The reliable detection of only one-third that activity in any 100 cm 2 is not possible. However, 1.67 Bq (100 cm 2 ) −1 in almost every 100-cm 2 portion of a 1-m 2 area could not be missed since this represents an apparent background increase by a net of about 20 cpm and would actually interfere with the conduct of the audible scan survey for the localized maximum value of 5 Bq (100 cm 2 ) −1 . In such a case, blindly following the approach outlined in this paper would also result in disruptive scan surveying. One must always understand what the measurements are indicating and adjust accordingly.
CONCLUSION
As stated previously, several attempts have been made over the years to estimate the sensitivity of audible scan surveys. Some estimates involved certain factors of the background count rate, while others involved calculations utilizing parameters pulled from the normal (Gaussian) distribution, regardless of background count rate. The use of health physics instrumentation typically involves three types of measurements: the scaler mode measurement, the ratemeter measurement, and the audible scan survey. The first two measurement types typically allow an algebraic approach to the calculation of decision levels, detection limits, and other affiliated quantities. Although the concepts are no different, involving distributions of possible counts for both the zero-net-signal case and the detectable-signal case, a simple algebraic equation was deemed not possible for the audible scan survey type of measurement.
This paper therefore presented a purely Poisson-based calculational method for the determination of decision levels and affiliated detection limits associated with health physics audible scan surveys. It is nothing more than a logical extension of ANSI-approved and Multi-agency Radiation Survey and Site Investigation Manual (MARSSIM)-approved methods to much higher background count rates. Numeric examples within the paper were specific to a chosen statistical a of ≤0.01 and a statistical b of typically 0.25. The approach could be readily adapted, however, to other chosen values. Several real-life operational examples were provided that illustrated the approach. Comparisons were made to the other approaches and to empirical tests, where available. Although agreement with the previous estimates can be had over limited ranges of background count rate, order-of-magnitude differences are possible outside of those ranges. The previous estimates were found to be generally conservative at the higher count rates, but quite nonconservative at the lowest count rates.
APPENDIX Calculations of the Poisson distribution
The Poisson distribution is a normalized probability distribution in two variables, one a non-negative real number m and the other a discrete non-negative integer N.
With m representing the Poisson mean count and N the observed count, the distribution is known to be applicable to all radioactive decay processes that health physics personnel might encounter in typical measurements, which is referred to as small sampling (Rainwater and Wu 1947; Stevenson 1965) where only a small fraction of radioactive atoms yield counts. The distribution is normalized. The expression in eqn (A1) represents the probability for an observed count N given a Poisson mean count m. This Poisson-based probability density function (pdf ) distribution can be entered into Excel software (Microsoft Corp., Redmond, Washington, US) using the built-in Poisson distribution function, as simply POISSON.DIST(N,m, FALSE) . This allows Poisson distributions to be readily determined, even for quite large values of the Poisson mean count, m (i.e., up to means of thousands of counts). The cumulative distribution function (cdf ) and 1 − cdf expressions can also be obtained through POISSON.DIST(N,m,TRUE) and 1 − POISSON.DIST(N,m,TRUE), respectively.
Example A1
As an example (from the main text), a background count rate of 30 cpm is sampled for a time period of 3 s. The expected mean count is 30 cpm Â 3 s Â 1 min/60 s = 1.5 counts. Table A1 presents the pdf, cdf, and 1 − cdf values calculated from the appropriate functions in Excel for a Poisson mean count value of 1.5 counts and for observed counts of 0 through 7 counts. For each value of observed count N, its pdf value is the probability of observing exactly that N value, its cdf value is the sum of the probabilities of observing counts less than or equal to that N value, and its 1 − cdf value is the sum of the probabilities of observing counts greater than that N value. It can be noted that the 1 − cdf value becomes ≤0.01 at N = 5. Therefore, if the decision is made that any observed count above N = 5 (typically referred to as a decision or critical level L C ) is different than or distinguishable from background, then that decision should on average result in ≤1 in 100 incorrect decisions that one has encountered a new distribution that is larger than background when only the background distribution is indeed present. This incorrect decision will be referred to here as the false positive probability, and its magnitude represented by a statistical a value (Currie 1968) . In this example, a is seen to be equal to about 0.0045. Five gross counts in 3 s corresponds to an instantaneous gross count rate of 100 cpm and net count rate of 70 cpm. These values can be found in Tables 1 and 2 of the main text in the columns pertaining to a 3-s residence time. The terminology used there is gL C (cts) for the decision level as 5 gross counts, gL C (cpm) for the decision level as 100 gross cpm, and L C (cpm) for the decision level as 70 net cpm. Note that the decision level must always be exceeded when making a detection decision.
Example A2
For the background count rate and residence time considered in example A1 above, a decision level of 5 gross counts was selected (based on the chosen requirement for a statistical a value of ≤0.01). Now, the detection probability deemed appropriate for an audible click survey can readily be chosen in the range of 75% to 90%. This means that what will be referred to here as the nondetection probability would range from 25% to 10%, and this magnitude will be represented by statistical b values (Currie 1968) of 0.25 to 0.10, respectively. For a decision level at 5 gross counts, the Poisson distributions that meet the above detection requirements (typically referred to as a detection limit L D ) are found to have the Poisson means of 7.4227 and 9.2747 counts, respectively. These are presented in Table A2 for observed counts of 0 through 10 counts. It can be noted that the 1 − cdf values become 0.75 and 0.90 at N = 5. In the 3-s residence time, 7.4227 and 9.2747 counts corresponds to instantaneous gross count rates of about 148.5 and 185.5 gross cpm and net count rates of about 118.5 and 155.5 net cpm, respectively. These values can be found in Tables 1 and 2 of the main text in the columns pertaining to a 3-s residence time. The terminology used there is gL D (cts) for the 7.4227 and 9.2747 gross count values, and L D (cpm) for the 118.5 and 155.5 net cpm values. 
