In this work, we propose the joint optimization of the automatic gain control (AGC), which works in the remote radio heads (RHHs), and a low-resolution aware (LRA) linear receive filter based on the minimum mean square error (MMSE), which works on the baseband unit (BBU) pool, for large-scale multi-user multiple-input multiple-output (MU-MIMO) systems with coarsely quantized signals in cloud radio access networks. We develop successive interference cancellation receivers based on the proposed joint AGC and LRA-MMSE (AGC-LRA-MMSE) approach. An analysis of the achievable sum rates is also carried out. Simulations show that the proposed design has better error rates and higher achievable rates than existing techniques.
I. INTRODUCTION
In recent years, the demand for wireless communications given by the huge number of devices connected to networks has increased exponentially. The expectation is that the mobile data traffic will grow at a 47 percent compound annual growth rate (CAGR) from 2016 to 2021 [1] . Due to the scarce spectrum, the energy consumption, and the need for costs reduction, the development of technologies to improve the spectral efficiency (SE) and energy efficiency (EE) without sacrificing other communication resources has become even more important. In this context, Cloud Radio Access Networks (C-RANs) and large-scale MU-MIMO are key technologies to be jointly deployed in 5G systems.
In C-RANs, the radio frequency and the processing functionalities of the conventional base station (BS) are split into a remote radio head (RRH) and a baseband processing unit (BBU) pool located within a cloud unit (CU) [2] . Centralization allows joint signal processing techniques that span multiple base stations, allowing effective inter-cell interference mitigation that improves network performance and spectral efficiency (SE) [3] . Large-scale MU-MIMO systems employ a large number of antennas at the BS with the goals of enabling significant gains in both energy and spectral efficiency [4] . However, the high number of antenna elements increases This work has been funded by CNPq, FAPERJ, CGI and CAPES.
considerably the hardware cost and the energy consumption due to the presence of several analog-to-digital (A/D) and digital-to-analog (D/A) converters [81] . Is well known that the energy loss in a large-scale MU-MIMO receiver is mainly from the analog-to-digital converter (ADC) processing unit and the digital baseband processing unit, which are both affected by the resolution of the ADCs. Moreover, one of the main challenges for implementing C-RANs is that the RRHs are connected to the CU by limited-capacity links. In a scenario where a huge amount of data is collected by large receive antenna arrays, an often adopted approach is to compress signals with a lower number of bits to deal with the limited-capacity fronthaul links. Therefore, to become these technologies commercially viable, the use of low-resolution ADCs is unavoidable [76] , [77] , [78] , [79] . Due to the need to minimize the distortions arising from the quantization an AGC is used, before the quantizers, to adjust the analog signal level to the dynamic range of the ADC. The use of an AGC is also important in applications where the received power varies over time, as occurs in mobile scenarios.
In this paper, we propose an uplink framework for jointly designing the AGCs that work in the RRHs and low-resolution aware (LRA) linear receive filters according to the MMSE criterion, which works in the CU of large-scale MU-MIMO with C-RANs. In order to improve the detection performance, we propose successive interference cancellation (SIC) receivers based on the proposed joint AGC and LRA-MMSE (AGC-LRA-MMSE) design approach. An expression for the achievable sum rates of the proposed AGC-LRA-MMSE with SIC receiver is also presented. Simulations show that the BER and sum-rate performance of AGC-LRA-MMSE with SIC using 4-6 bits outperforms competing techniques and is close to that of a system with full resolution.
The next section describes the uplink channel of a largescale MU-MIMO system with C-RANs and the model for the quantization distortion. The expressions of the proposed AGC-LRA-MMSE receiver design are presented in Section III. Section IV develops the sum rate analysis. Simulations are shown and discussed in Section V. Conclusions are given in Section VI.
Notation: Vectors and matrices are denoted by lower and upper case italic bold letters. The operators (·) T , (·) H and tr(·) stand for transpose, Hermitian transpose and trace of a matrix, respectively. 1 denotes a column vector of ones and I denotes an identity matrix. The operator E[·] stands for expectation with respect to the random variables and the operator ⊙ corresponds to the Hadamard product. Finally, diag(A) denotes a diagonal matrix containing only the diagonal elements of A and nondiag(A) = A − diag(A). In this paper, we consider the uplink channel of a large-scale MU-MIMO system with C-RANs as depicted in Fig. 1 . This system is comprised of L cells where K users per cell are placed randomly, uniformly distributed over the cells. Each mobile station (MS) and each RRH are equipped with N T transmit antennas and N R receive antennas, respectively. We further assume that all BS share the same frequency band and all users simultaneously transmit data streams to their base stations equipped with antenna arrays [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] , [15] , [16] , [17] , [18] , [19] , [33] , [22] , [21] , [24] , [23] , [25] , [27] , [26] , [29] , [30] , [31] , [36] , [37] , [34] , [35] , [28] , [61] , [40] , [38] , [39] , [44] , [42] , [43] , [44] , [45] , [46] , [47] , [48] , [49] , [51] , [53] , [54] , [58] , [59] , [60] , [61] , [63] , [64] , [65] , [66] , [88] , [68] , [69] , [70] , [71] , [73] , [74] , [75] . Consequently, the signal transmitted by MSs in neighboring cells can lead to intercell interference at the receivers. The N R -dimensional received signal vector at the RRH in the l-th cell can be expressed as
II. SYSTEM DESCRIPTION

Cloud Unit
whereH (u) li ∈ C NR×NT corresponds to the propagation matrix between the N T transmit antennas of user u in the ith cell to the N R receive antennas of the RRH in the lth cell. Their coefficients model independent fast and large-scale fading which are given byH
li represents the fast fading coefficient from the nth transmit antenna of the uth user in the ith cell to the mth receive antenna of the lth RRH. They are assumed to be independent and identically distributed (i.i.d) circularly symmetric complex Gaussian random variables with zero mean and unit variance. The quantity β (u) li models both geometric attenuation and shadow fading which are assumed to be independent, over m and n. The large scale coefficients can be obtained from β
li represents the shadow fading and obeys a log-normal distribution with standard deviation σ shadow (i.e 10 log(z (u) li ) follows a Gaussian distribution with zero-mean and standard deviation σ shadow ), d (u) li corresponds to the distance between the uth user in the ith cell and the RRH in the lth cell, r is the cell radius, and γ is the path-loss exponent [82] . In this model, we consider the time block fading model, where the small-scale fading channel matrix H li remains unchanged for several coherence intervals [83] . Let x (u) i ∈ C NT ×1 as a vector of symbols transmitted by an user of the ith cell. Their elements are assumed to be i.i.d circularly symmetric complex Gaussian random variables with zero mean and unit variance. n l ∈ C NR×1 is a vector that denotes the additive white Gaussian noise (AWGN) at the BS in the lth cell with covariance matrix E[n l n H l ] = σ 2 n I NR . We can write (1) in matrix form as y l =H l x + n l , whereH l = [H l1 ,H l2 , ...,H lL ] is the C NR×LKNT matrix with the coefficients of the channels between each user in the cluster and the N R receive antenna of the lth RRH.
transmit symbol vector by all users of the cluster.
When the received signal is processed in the cloud we assume that the BBU pool has knowledge about the received signals by all RRHs. Therefore, the received symbol vector y ∈ C LNR×1 by all RRHs of the cluster can be written as y =Hx + n, where n ∈ C LNR×1 contains AWGN samples andH ∈ C LNR×LKNT is the propagation matrix with the channel coefficients between each user and each receive antennas of the cluster.
In this work, we adopt a uniform symmetric mid-riser quantizer characterized by a set of L = 2 b quantization labels. The quantization, Q(y i,l ), 1 ≤ i ≤ N R , l ∈ {R, I}, of the real or imaginary parts of the input signal of the quantizer is a nonlinear mapping of y i,l ∈ R to a discrete set that results in additive distortion. Its quantization rule is
The quantization factor ρ (i,l) q indicates the relative amount of quantization noise generated by a quantization process. This factor is defined in [84] as follows
where r y i,l y i,l = E[y 2 i,l ] is the variance of y i,l . This factor depends on the number of quantization bits b, the quantizer type and the probability density function of y i,l . Under the optimal design of the scalar finite resolution quantizer, the following equations hold for all 1 ≤ i ≤ N R , l ∈ {R, I}, [84] :
Under multipath propagation conditions and for a large number of antennas y i,l are approximately Gaussian distributed and they undergo nearly the same distortion factor ρ i,l = ρ q , ∀i, ∀l. Let q i = q i,R + jq i,I be the complex quantization error and under the assumption of uncorrelated real and imaginary parts of y i we obtain r qi qi = ρ q r yiyi , and r yiqi = −ρ q r yiyi . As shown in [85] , the optimal quantization step ∆, for the uniform quantizer case and for a Gaussian source, decreases as √ b2 −b and ρ q is asymptotically well approximated by ∆ 2 12 .
III. JOINT AGC AND LRA-MMSE FILTER DESIGN
In this section, we present the procedure to compute the AGC matrices and the LRA receive filter. We initialize the algorithm by computing the modified MMSE receiver W l , that takes into account quantization, for each of the cluster cells. In order to obtain the optimal AGC coefficients, the derivative of the cost function that takes into account both the presence of the AGC and the estimated signal is computed in an alternating fashion [80] . Then, to detect the desired symbols in the cloud, an AGC-LRA-MMSE receive filter with SIC (AGC-LRA-MMSE-SIC), which considers the quantization effects and the presence of the AGCs, is derived.
A. Low Resolution Aware (LRA-MMSE) Receive Filter
The received signal after the quantizer is expressed, with the Bussgang decomposition [86] , as a linear model r l = y l + q l . Then, the linear receive filter W l ∈ C KNT ×NR that minimizes the MSE
is given by
where the cross-correlation matrix R x l r l ∈ C KNT ×NR , and the autocorrelation matrix R r l r l ∈ C NR×NR are expressed as
We can get the autocorrelation matrix R y l y l ∈ C NR×NR and the cross-correlation matrix R x l y l ∈ C KNT ×NR directly from the MU-MIMO model as
To compute equations (9) and (8) we need to obtain the covariance matrices R x l q l , R y l q l and R q l q l as a function of the channel parameters and the distortion factor ρ q . The procedure to obtain these matrices was developed in [84] and we employ the expressions:
Substituting (12) in (8) and (13) and (14) in (9), we get
R r l r l = (1 − ρ q )(R y l y l − ρ q nondiag(R y l y l )). (16) Substituting (15) and (16) in (7) we obtain the expression of the LRA-MMSE receive filter for a coarsely quantized MU-MIMO system for the lth cell:
B. AGC Design
To obtain the optimum AGC coefficients we compute the derivative of the MSE cost function with respect to the matrix G l keeping W l fixed. Therefore, we will have a initialization using the LRA-MMSE linear filter W l previously computed. After that we will obtain G l . Consider G l ∈ R NR×NR as a diagonal matrix and g l ∈ R NR×1 a vector with the diagonal coefficients of G l . We can write G l = diag(g l ). The MSE cost function can be written as
where α corresponds to the clipping factor of the AGC. This factor is a commonly used rule to adjust the amplitude of the received signal in order to minimize the overload distortion.
To obtain the optimum G l matrix we compute the derivative of the MSE cost function with respect to diag(g l ), equate the derivatives to zero, and then solve for g l . After this, we get
where 1 is a N R ×1 vector of ones. The optimum AGC matrix can be written as G l = diag(g l ). Based on the received signal power, the clipping factor α can be obtained from
where β is a calibration factor. To ensure an optimized performance, the value of β was set to √ b 2 in simulations, which corresponds to the modulus of the last quantizer label.
Before quantizing, the received signals are treated by independent AGCs. After that, the quantized signals are sent to the CU and, at the same time, the respective AGC coefficients are also sent. In the BBU pool an R LNR×LNR AGC matrix that contains all AGC coefficients of the cluster can be organized as G = diag([g T 1 , ..., g T L ] T ).
C. AGC-LRA-MMSE-SIC receiver in the CU SIC detectors can outperform linear detectors and achieve the sum-capacity in the uplink of MU-MIMO systems. At each stage, one data stream is decoded and its contribution is removed from the received signal. To minimize error propagation, data streams are ranked based on reliability measures such as log-likelihood ratios or channel powers [87] , [88] . At the a-th stage the received signal vector, y (a) ∈ C LNR×1 in the CU, is given by y (a) = y (1) , if a=1, and
is the symbol estimated at the j-th stage prior to the a-th stage andh Φ(j) ∈ C LNR×1 is the Φ(j)-th column ofH. In this notation, Φ corresponds to the ranking vector, whose entries indicates what symbol is detected at each stage. After detection, the corresponding columnh Φ(a) from the channel matrixH (a) ∈ C LNR×(LKNT −a+1) is nullified and a new LRA-MMSE receive filter is computed for the next stage. The quantized received signal vector r (a) ∈ C LNR×1 , in the a-th stage, is given by
To compute the LRA-MMSE linear receive filter we use the Wiener-Hopf equations W The uplink sum rate of the AGC-LRA-MMSE-SIC receiver in a system with LKN T interfering layers is equal to the sum of the achievable rate of the a-th stream after the AGC-LRA-MMSE receiver, and the achievable rate of the reduced size (LKN T − a) × LN R MIMO system after removal of the a-th stream, given by
where Υ Φ(a) is the desired signal power and Γ Φ(a) is the interference plus noise power. The expectation is taken over the channel coefficients. In the a-th stage, the estimated symbol is given bŷ
where Ω is a set of symbols estimated at prior stages. The coefficients of the receive filter w Φ(a)
LRA,l are obtained from the Φ(a)-th row of the filter matrix W (a) LRA . Given a channel realizationH, the desired signal power is computed by
whereh Φ(a) l is the Φ(a)-th column ofH (a) . Then,h Φ(a) l becomes null and the interference plus noise power is
whereH (a) l is the channel matrix between the users in the l-th cell and all receive antennas. Substituting (25) and (26) in (23) we get the achievable sum rate R sum of the system.
V. RESULTS
In this section, we evaluate the performance of the proposed AGC-LRA-MMSE-SIC design. We consider uplink C-RANs composed of 4 RRHs connected to the CU. The RRHs share the same frequency band. Each cell contains in the covered area one centralized RRH equipped with 64 receive antennas and a total of K = 8 users equipped with N T = 2 transmit antennas each. The channel model in the simulations includes fast fading, geometric attenuation, and log-normal shadow fading. The small-scale fading is modeled by a Rayleigh channel whose coefficients are i.i.d complex Gaussian random variables with zero-mean and unit variance. The large-scale fading coefficients are obtained by β
where the path-loss exponent is γ = 3.7, and the shadowfading standard deviation is σ shadow = 8.0 dB. We consider a cell radius of r c = 1000 meters and the users are randomly distributed in a covered area between a cell-hole radius of r h = 200 meters and the cell edge. For each channel realization, the users transmit data packets with 100 symbols using QPSK modulation. SIC receivers employ channel normbased ordering. The simulated bit error ratio (BER) is averaged over the transmission of 100 packets, by each transmit antenna of each user. In each RRH the received signals are treated by independent AGCs and then quantized by b-bit resolution uniform quantizers before signal transmission to the BBU.
In Fig. 2 we investigate the BER performance gain achieved by the proposed AGC-LRA-MMSE receiver design with SIC detection scheme (AGC-LRA-MMSE-SIC) when users transmit QPSK symbols. To investigate this we consider the Modified MMSE receiver presented in [84] and the standard AGC from [89] with the standard MMSE receiver. For a fair comparison we also employ [84] with the SIC detection scheme. Through this result is possible to see that in a system whose signals are quantized with 6 bits, the proposed AGC-LRA-MMSE-SIC approach achieves a very close performance to the performance achieved by the Full-Resolution (FR) standard MMSE-SIC receiver in a system with signals quantized with 16 bits. Moreover, the proposed AGC-LRA-MMSE-SIC detection scheme has a significantly better performance than existing techniques. Increasing the modulation order we evaluate in Fig. 3 the BER performance achieved by the proposed scheme in a scenario whose users transmits 16-QAM modulation symbols. A comparison between Fig. 3 and Fig. 2 shows a significant performance loss due to the higher modulation order. In Fig. 3 the BER performance achieved by the AGC-LRA-MMSE-SIC scheme when signals are quantized with 5 or 6 is close to the FR Standard MMSE-SIC receiver. We can also see that the proposed scheme achieves a better performance than existing techniques. This result indicates that the proposed AGC-LRA-MMSE-SIC scheme can improve the BER performance even when users transmit symbols of a higher modulation order. Fig. 4 compares the achievable sum rates by the proposed AGC-LRA-MMSE-SIC receiver and the sum rates achieved by the FR Standard MMSE-SIC receiver. We can see that, the proposed receiver achieves a sum rate similar to the FR Standard MMSE-SIC receiver, even in a system whose signals are quantized with 5 bits.
The improved performance achieved by the proposed AGC-LRA-MMSE-SIC design is due the optimizations of the AGC that adjusts the analog signal level to the dynamic range of the ADC, the receiver that takes into account the quantization distortion and the additional gain achieved by SIC detection. 
VI. CONCLUSIONS
We have proposed the joint design of the AGC and LRA-MMSE receive filters for coarsely quantized large-scale MU-MIMO systems in C-RANs. The proposed AGC-LRA-MMSE-SIC receiver design outperforms competing low-resolution receiver designs and achieves a performance very close to that achieved by the FR Standard MMSE-SIC receiver in terms of BER and sum rates.
