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Introducción  
Existen diversas áreas de la Matemática que emplean métodos y herramientas en el análisis o 
resolución de problemas aplicados; una de estas áreas es la programación lineal que utiliza 
tradicionalmente el método simplex para resolver problemas de optimización. Diferentes 
metodologías han surgido en el área de la optimización y son utilizadas con la finalidad de mejorar 
el método simplex, ideado por George Dantzig cuando trabajó para la Fuerza Aérea de los Estados 
Unidos. Uno de los objetivos de Dantzig era desarrollar modelos matemáticos para resolver 
problemas prácticos de planificación y programación. Producto de este trabajo Dantzig creó el 
método simplex y resolvió con éxito un problema de dieta de 77 variables, lo cual fue un gran logro 
para la época. 
En 1953, Dantzig y Ochard- Hays generaron un algoritmo alternativo para el método simplex 
revisado donde se aplica un método de forma del producto en la inversión matricial, de modo que 
se remplaza la inversa de la matriz por el producto de matrices elementales, y la eficiencia del 
algoritmo depende de la cantidad de ceros de la matriz de datos. Esta modificación genera buenos 
resultados en la práctica, debido a que la mayoría de los problemas presentados, generalmente 
tienen esta característica. 
En la década de los 70 se implementó el método de la descomposición LU o método de Bartels- 
Golub, para resolver eficientemente el sistema de ecuaciones generado en cada iteración del 
método simplex revisado. La factorización LU evita las inversión directa de matrices tratándolas 
como el producto de dos matrices L (lower o inferior) y U (upper o superior); este es un algoritmo 
más rápido y estable. (Labrecciosa Miralles, 2009) 
El objetivo de esta tesis es comparar los algoritmos simplex y simplex revisado, para conocer sus 
ventajas , desventajas, intervalos de eficiencia, formas de desarrollarse , cantidad de operaciones 
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por iteración que exige cada algoritmo, y determinar en qué situaciones es preferible utilizar uno 
u otro método.  
La investigación está dividida en capítulos. El primero hace referencia al planteamiento del 
problema, los objetivos de la investigación, antecedentes, metodología e hipótesis. 
El capítulo II establece las bases del método simplex, se describen los pasos del método, además  
se cuenta el número de operaciones involucradas. 
El capítulo III hace referencia al método simplex revisado que se desarrolla mediante dos 
implementaciones: forma producto de la inversa y por descomposicion LU, cada uno con el número 
de operaciones que realizan por iteración. 
El capítulo IV presenta un estudio comparativo del método simplex y del método simplex revisado. 
Finalmente se  presentan las conclusiones y algunas recomendaciones. 
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CAPÍTULO I 
GENERALIDADES 
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1.1 Planteamiento del problema  
El método simplex es un algoritmo iterativo que sirve para resolver problemas de programación 
lineal y se desarrolla de una manera sistemática encontrando soluciones cada vez más cercanas al 
óptimo; generalmente se representa en forma tabular y concluye cuando no es posible mejorar la 
solución presente (Pérez S. N., 2013).  
En la mayoría de los problemas de programación lineal (PPL) se tiene que el número de variables 
es mucho mayor que el número de restricciones (n > m). Esto hace que al trabajar con el simplex 
normal queden muchas columnas sin entrar a la base, esto es, nunca se realizó un pivotaje sobre 
ellas, sin embargo, se realizaron operaciones sobre todos sus elementos que realmente no fueron 
necesarias. (Hernández & Moreno, 1991) 
El método simplex revisado es un procedimiento que ahorra cálculos y espacio de memoria al 
disminuir el número de operaciones por aplicar acciones. (Hernández & Moreno, 1991)  
Las aseveraciones anteriores dan origen a este estudio comparativo del algoritmo simplex y el 
algoritmo simplex revisado y para ello se plantean las siguientes interrogantes: 
1. ¿Cuáles son las diferencias en los procedimientos al emplear ambos algoritmos? 
2. ¿En qué medida el número de variables y de ecuaciones de un PPL hace más conveniente 
la utilización de uno u otro algoritmo? 
3. ¿Emplearán el mismo número de operaciones ambos algoritmos o existirán diferencias? 
4. ¿Será un método más eficiente que otro? 
5. ¿Cuáles son las ventajas y desventajas de aplicar uno u otro algoritmo? 
La respuesta a estas interrogantes facilitará la labor del investigador de operaciones quien 
podrá determinar cuál método debe utilizar para obtener resultados con mayor brevedad y 
precisión. 
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1.2 Objetivos de la investigación  
1.2.1 Objetivos generales  
 Estudiar los algoritmos simplex y simplex revisado. 
 Comparar los algoritmos simplex y simplex revisado. 
1.2.2 Objetivos específicos 
• Examinar los procedimientos de los algoritmos simplex y simplex revisado 
• Estudiar el algoritmo simplex revisado por forma producto de la inversa y descomposición 
LU. 
• Determinar el número de operaciones que involucran ambos algoritmos. 
• Identificar la existencia de intervalos de eficiencias en cuanto al número de variables y de 
ecuaciones que intervienen en el PPL. 
• Conocer las ventajas y desventajas de la aplicación de ambos algoritmos. 
• Determinar cuál de los dos algoritmos es recomendable para resolver un PPL. 
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1.3 Marco de referencia  
1.3.1 Antecedentes   
 La programación lineal se plantea como un modelo matemático desarrollado durante la Segunda 
Guerra Mundial para planificar los gastos y los retornos, a fin de reducir los costos al ejército y 
aumentar las pérdidas del enemigo. Se mantuvo en secreto hasta 1947, y ya, en la posguerra, las 
industrias lo usaron en su planificación diaria. 
 El nombre Programación Lineal no procede de la creación de programas de ordenador, sino de un 
término militar: programar, que significa realizar planes o propuestas de tiempo para el 
entrenamiento, la logística o el despliegue de las unidades de combate 
En 1948 se comenzaron a dictar los primeros cursos de investigación de operaciones, como una 
rama de la matemática aplicada que busca, mediante el modelaje matemático, la estadística y el 
desarrollo de algoritmos, conseguir soluciones óptimas. (Labrecciosa Miralles, 2009) 
George Dantzig, considerado el padre de la programación lineal,  fue un 
profesor, físico y matemático estadounidense. Recibió muchos honores, tales como la Medalla 
Nacional de Ciencia en 1975 y el premio de Teoría John von Neumann en 1974. 
En 1947 creó el método simplex con el fin de resolver problemas de programación lineal, en los 
cuales intervienen tres o más variables. Los fundadores de la técnica son George Dantzig, quien 
publicó el algoritmo simplex, en 1947, John von Neumann, quien desarrolló la teoría de la dualidad 
en el mismo año, y Leonid Kantoróvich, un matemático ruso, quien utilizó técnicas similares en la 
economía antes de Dantzig y ganó el premio Nobel en economía en1975.  
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El problema de la programación lineal consiste en encontrar un vector (𝑥1, 𝑥2,∙ ⋯ 𝑥𝑗,⋯ 𝑥𝑛) que 
optimice la forma lineal llamada función objetivo. 
                       𝒄𝟏𝒙𝟏 + 𝒄𝟐𝒙𝟐 +⋯+ 𝒄𝒋𝒙𝒋 +⋯+ 𝒄𝒏𝒙𝒏                                      
sujeta a las restricciones lineales   
 
 
                                                  
 
             𝒙𝒋 ≥ 𝟎                          𝒋 = 𝟏, 𝟐,⋯ ,𝒏                                
El objetivo consistirá en maximizar o minimizar el valor de la función objetivo (por ejemplo, 
incrementar ganancias o reducir pérdidas, respectivamente). 
El método simplex hace posible descubrir cuándo el problema no tiene solución finita o cuándo no 
tiene soluciones posibles.  
Posterior al método simplex surge el  método simplex revisado que es un procedimiento para llevar 
a cabo los pasos del método simplex en un arreglo más pequeño, ahorrando así, espacio de 
almacenamiento. (Reyes Ecalera, s.f) 
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1.3.2 Metodología  
Esta tesis está basada en aportes de autores al tema en discusión, es decir, la información ha sido 
obtenida mediante la recolección y/o recopilación de datos existentes en forma documental, ya sea 
de libros, textos, tesis, artículos, sitios web y otro tipo de documentos que validan la información 
en el presente trabajo. La investigación está enmarcada en la sección de Tesis de Investigación 
Documental. El tema a tratar es un estudio comparativo de los algoritmos simplex y simplex 
revisado. 
1.3.3 Tesis del trabajo 
El estudio comparativo del Algoritmo Simplex y del Algoritmo Simplex Revisado mostrará 
diferencias en cuanto al número de operaciones que se exige en cada uno. 
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CAPÍTULO II 
EL MÉTODO SIMPLEX 
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Introducción  
La resolución de problemas de programación lineal mediante el método simplex fue abordada por 
G.B Dantzig, en el “análisis de la actividad de la producción y la distribución”. Este método 
permite explorar de forma sistemática diversos programas, pasando de un programa a otro "vecino" 
que es "al menos tan bueno" como el anterior. 
El método también proporciona criterios para determinar cuándo el problema tiene un óptimo 
infinito. (Zidaroiu, 1978). 
2.1 Formas de expresar un PPL. 
Un PPL se puede expresar de diversas maneras: 
Forma estándar: 
 Esta forma tiene las siguientes características: 
1. Todas las restricciones deben ser ecuaciones de igualdad (identidades matemáticas). 
2. Todas las variables deben tener valor positivo o nulo (condición de no negatividad). 
3. Los términos independientes de cada ecuación deben ser no negativos. 
Hay que adaptar el problema modelado a la forma estándar  para poder aplicar el algoritmo simplex. 
(Granja & Ruiz Ruiz, 2006-2018) 
En general, 
max(𝑚𝑖𝑛) 𝑐′𝑥 
(2.1.1)                                                        𝐴𝑥 = 𝑏  
 𝑥 ≥ 0 
 
 
 
Las matrices de este sistema quedan expresadas de la siguiente forma: 
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(2.1.2)     𝑥 = (
𝑥1
𝑥2
⋮
𝑥𝑛
)                  𝑐 = (
𝑐1
𝑐2
⋮
𝑐𝑛
)            𝐴 = (
𝑎11 ⋯ 𝑎1𝑛
⋮ ⋮ ⋮
𝑎𝑚1 ⋯ 𝑎𝑚𝑛
)               𝑏 = (
𝑏1
𝑏2
⋮
𝑏𝑚
) 
Donde: 
𝑥: Es el vector de variables  
𝑐: Vector de costos 
𝐴: Matriz de los coeficientes tecnológicos  
𝑏: Vector de términos libre  
Diremos que las restricciones de un PPL son concordantes si son de la forma ≥ en un 
problema de minimización  o del tipo ≤ en un problema de maximización. 
Forma canónica: 
Un PPL está en su forma canónica, si todas las variables son no negativas y todas las 
restricciones son concordantes:  
Así                                                  
(2.1.3) 
 
 
2.2 Reglas básicas para transformar un PPL. 
1. En la función objetivo:  
min 𝑧 = −max (−𝑧) 
2. En las desigualdades: 
Para la desigualdad 
∑𝑎𝑖𝑗𝑥𝑗
𝑛
𝑗=1
≥ 𝑏𝑖     
𝑴𝒊𝒏 𝒄′𝒙 
𝑨𝒙 ≥ 𝒃 
𝒙 ≥ 𝟎 
 
𝑴𝒂𝒙 𝒄′𝒙 
𝑨𝒙 ≤ 𝒃 
𝒙 ≥ 𝟎 
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se introduce  una nueva variable 𝑥𝑛+1, como sigue:  
∑𝑎𝑖𝑗𝑥𝑗 − 𝒙𝒏+𝟏
𝑛
𝑗=1
= 𝑏𝑖         ; 𝒙𝒏+𝟏 ≥ 𝟎 
Análogamente, para la desigualdad 
∑𝑎𝑖𝑗𝑥𝑗
𝑛
𝑗=1
≤ 𝑏𝑖     
se introduce una nueva variable 𝑥𝑛+1, como sigue: 
∑𝑎𝑖𝑗𝑥𝑗 + 𝒙𝒏+𝟏
𝑛
𝑗=1
= 𝑏𝑖         ; 𝒙𝒏+𝟏 ≥ 𝟎 
Las nuevas variables agregadas se denominan variables de holgura. 
La ecuación de la forma  
∑𝑎𝑖𝑗𝑥𝑗
𝑛
𝑗=1
= 𝑏𝑖     
Puede ser transformada en dos desigualdades: 
 
∑𝑎𝑖𝑗𝑥𝑗
𝑛
𝑗=1
≥ 𝑏𝑖        ,            ∑𝑎𝑖𝑗𝑥𝑗
𝑛
𝑗=1
≤ 𝑏𝑖     
 
 
 
 
 
 
 
11 
 
2.3 Solución básica y solución básica factible 
Definición 1. ?̅? es la solución factible del PPL 2.1.1, si 𝐴?̅? = b y ?̅?  ≥ 0 
Definición 2. Dada una matriz base 𝐵 formada por 𝑚 columnas de la matriz A, se dice que 
𝑥 = (𝑥𝐵,𝑥𝑁,) es solución básica si verifica 𝐵𝑥𝐵= 𝑏, 𝑥𝑁 = 0. Todas las componentes  de 𝑥𝐵 
se llaman variables básicas y las 𝑥𝑁, variables no básicas. Por tanto, una solución básica tiene 
como máximo 𝑚 componentes distintas de cero. Si además, 𝑥𝐵 tiene todas sus componentes 
no negativas se dice que la solución es básica factible. 
Definición 3. Una solución básica factible se dice que es degenerada si alguna componente 
básica es cero, es decir, si tiene menos de 𝑚 componentes estrictamente positivas. De lo 
contrario es no degenerada. 
Una solución básica para 𝐴𝑥 = 𝑏 se obtiene haciendo 𝑛 −𝑚 variables iguales a cero, 
 𝑥𝑁 = 0, donde 𝑥𝑁 es un vector de estas variables iguales a cero. Luego se determinan los 
valores de las 𝑚 variables restantes, que satisfacen el sistema, 𝐵𝑥𝐵 = 𝑏,  𝑥𝐵 es un vector de 
variables básicas. 
La selección de distintas variables no básicas genera diferentes soluciones básicas. 
Para el siguiente sistema se presentarán todas las soluciones básicas 
𝑥1 + 𝑥2 = 4 
𝑥2 + 𝑥3 = −2 
El sistema tiene n = 3 variables , m = 2 ecuaciones , luego tiene 𝑛 −𝑚 =  3 − 2 = 1 
variable no básica 
Si la variable no básica es 𝑥3 y las variables básicas son 𝑥1, 𝑥2 , se tiene que 𝑥3 = 0.  
Al resolver el sistema se obtiene: 
𝑥1 + 𝑥2 = 4 
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𝑥2 = −2 
𝑥1 = 6 ,   𝑥2 = −2,   𝑥3 = 0  es una solución básica del sistema. 
Si se toma 𝑥1 como variable no básica  y las demás  como variables básicas, se obtiene  la 
siguiente solución básica del sistema: 
𝑥1 = 0 ,   𝑥2 = 4 ,   𝑥3 = −6  
En este ejemplo las soluciones son básicas, pero no son factibles. 
El número de soluciones básicas posibles está acotado por el número de formas en que se 
pueden extraer 𝑚 de las 𝑛 columnas para formar la base. Es decir, el número de soluciones 
básicas factibles es menor o igual que: 
(
𝑛
𝑚
)=
𝑛!
𝑚!(𝑛−𝑚)!
 
Se podría enumerar todas las soluciones básicas factibles y seleccionar aquella con el 
mínimo valor de la función objetivo, la dificultad con este procedimiento es que hasta el 
problema más pequeño tendría una cantidad grande de soluciones básicas factibles.  
Un problema en la forma estándar que tiene 15 variables y 5 restricciones, podría tener 
hasta  
(
15
5
)=3 003 
soluciones básicas factibles. 
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2.4 Mejoramiento de una solución básica factible  
El método simplex es un ingenioso procedimiento que permite optimizar a través de iteraciones el 
valor de la función objetivo.  
Se considera el problema (2.1.1), en el caso de minimización, donde A es una matriz con 𝑚 filas y 
𝑛 columnas de rango 𝑚,  𝑚 < 𝑛. B es una base formada por las columnas  𝑎1…… . . , 𝑎𝑚. (Bazaraa 
& Jarvis, 1981) 
Sea  𝑁 la matriz formada por las 𝑛 − 𝑚 columnas restantes.  𝑥𝐵 el vector columna de las variables  
correspondientes a las columnas de 𝐵, llamado vector de variables básicas y 𝑥𝑁  corresponde a las 
variables restantes. 
Con 𝛽 se designa al conjunto de los índices básicos; correspondientes a los de las variables básicas 
y  con  η el conjunto de los índices no básicos. 
El sistema 𝐴𝑥 = 𝑏 se puede escribir  como 𝐵𝑥𝐵 + 𝑁𝑥𝑁 = 𝑏.   
Multiplicando por 𝐵−1 y reordenado los términos, se obtiene  
𝑥𝐵 = 𝐵
−1𝑏 − 𝐵−1 𝑁𝑥𝑁 
Dado que los valores de las componentes de 𝑥𝑁  son cero, se tiene  
𝑥𝐵 = 𝐵
−1𝑏 
Sea la función objetivo  
𝑧 = 𝑐′𝑥 
Haciendo 𝑐𝐵 los costos correspondientes  a las variables básicas y 𝑐𝑁 al resto, se tiene  
𝑧 = 𝑐′𝐵𝑥𝐵 + 𝑐′𝑁𝑥𝑁 
Donde 𝑥𝑁 = 0 
Se tiene que 
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𝑧 = 𝑐′𝐵𝑥𝐵 
Sustituyendo 𝑥𝐵 se obtiene 
𝑧 = 𝑐′𝐵𝐵
−1𝑏 
Para mejorar el valor de la función objetivo, una variable no básica deberá entrar a la base y una 
variable básica salir de esta. 
 Sea 𝑎𝑗 la  𝑗-ésima columna de N y 𝑥𝑗 la variable que corresponde a la 𝑗-ésima columna de N. Se 
tiene  
𝐵𝑥𝐵 +𝑁𝑥𝑁 = 𝑏 
𝑥𝐵 = 𝐵
−1𝑏 − 𝐵−1 𝑁𝑥𝑁 
𝑥𝐵 = 𝐵
−1𝑏 − 𝐵−1∑𝑎𝑗𝑥𝑗
𝑗∈η
 
Se remplaza  
𝐵−1𝑏 =?̅?,                𝑦𝑗 = 𝐵
−1𝑎𝑗, 
Resulta que  
(2.1.4)                                                    𝑥𝐵 = ?̅? − ∑ 𝑦𝑗𝑥𝑗𝑗∈η  
Sea  𝑎𝑘 al k-ésimo vector columna  de 𝑁 que abandona la base y 𝑥𝑘 la variable que corresponde a 
dicho vector; tenemos que 
𝑥𝐵= 𝐵
−1𝑏 − 𝐵−1 𝑎𝑘𝑥𝑘 
en donde 𝑦𝑘 = 𝐵
−1 𝑎𝑘 y   
 
𝑥𝐵 = ?̅? − 𝑦𝑘𝑥𝑘,   
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Denotando las componentes de 𝑥𝐵 y ?̅? por 𝑥𝐵1, 𝑥𝐵2, … 𝑥𝐵𝑚 𝑦 ?̅?1, ?̅?2, … , ?̅?𝑚 , la ecuación vectorial 
anterior se puede escribir como sigue. 
(2.1.5)                                      
(
 
 
 
𝑥𝐵1
𝑥𝐵2
⋮
𝑥𝐵𝑟
⋮
𝑥𝐵𝑚)
 
 
 
=
(
 
 
 
?̅?1
?̅?2
⋮
?̅?𝑟
⋮
?̅?𝑚)
 
 
 
−
(
 
 
𝑦1𝑘
𝑦2𝑘
⋮
𝑦𝑟𝑘
⋮
𝑦𝑚𝑘)
 
 
𝑥𝑘  
Tomando en consideración que la nueva  variable básica tiene que ser distinta de cero, es necesario 
que 𝑥𝑘 aumente hasta alcanzar el primer punto en el que la  variable básica que saldrá se haga cero. 
Resulta que la primera variable básica que se hace cero corresponde al mínimo 
?̅?𝑖
𝑦𝑖𝑘
 para 𝑦𝑖𝑘  
positivos. En otras palabras: 
?̅?𝑟
𝑦𝑟𝑘
=
𝑚𝑖𝑛
1 ≤ 𝑖 ≤ 𝑚
{
?̅?𝑖
𝑦𝑖𝑘
: 𝑦𝑖𝑘  > 0} 
que es el criterio de salida de 𝑥𝑟 en el algoritmo simplex. 
Luego 
𝑥𝐵𝑖 = ?̅?𝑖 −
𝑦𝑖𝑘
𝑦𝑟𝑘
?̅?𝑟   𝑖 = 1,𝑚̅̅ ̅̅ ̅̅  
 
Considerando que, 
𝑧 = 𝑐′𝐵𝑥𝐵 + 𝑐′𝑁𝑥𝑁 
Resulta 
𝑧 = 𝑐′𝐵 (𝐵
−1𝑏 −∑𝐵−1𝑎𝑗𝑥𝑗
𝑗∈𝜂
) +∑𝑐𝑗𝑥𝑗
𝑗∈𝜂
 
Por agrupación se tiene: 
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𝑧 = 𝑐′𝐵𝐵
−1𝑏 −∑(𝑐′𝐵𝐵
−1𝑎𝑗 − 𝑐𝑗)
𝑗∈𝜂
𝑥𝑗 
 Si   𝑧?̅? = 𝑐′𝐵𝐵
−1𝑏   𝑦   𝑧𝑗 = 𝑐′𝐵 𝑦𝑗, entonces 
𝑧 = 𝑧?̅? −∑(𝑧𝑗 − 𝑐𝑗)
𝑗∈𝜂
𝑥𝑗 
Si en determinada iteración,  se  verifica que  𝑧𝑗 − 𝑐𝑗 > 0,  para algún 𝑗 ∈ 𝜂 entonces la solución 
no es  óptima y  existirá una variable no básica 𝑥𝑘 que entrará a la base, según  
𝑚𝑎𝑥
𝑗 ∈ 𝜂(𝑧𝑗 − 𝑐𝑗) = 𝑧𝑘 − 𝑐𝑘 
que es el criterio de entrada del algoritmo simplex 
El valor de la función objetivo mejorada sería 
𝑧 = 𝑧?̅? − (𝑧𝑘 − 𝑐𝑘)𝑥𝑘 
Es decir 
(2.1.6)                                                𝑧 = 𝑧?̅? − (𝑧𝑘 − 𝑐𝑘)
?̅?𝑟
𝑦𝑟𝑘
 
Considerando el caso no degenerado ?̅?𝑟 > 0 ,por lo tanto, 𝑥𝑘 =
?̅?𝑟
𝑦𝑟𝑘
> 0  y   
𝑧 = 𝑧?̅? − (𝑧𝑘 − 𝑐𝑘)𝑥𝑘  , donde 𝑧𝑘 − 𝑐𝑘 > 0, se tiene que 𝑧 < 𝑧?̅? ; es decir la función objetivo 
mejora estrictamente. 
La solución básica factible es óptima cuando 𝑧𝑗 − 𝑐𝑗 ≤ 0 para todo  𝑗 ∈ 𝜂. Denotando  los valores 
de 𝑥𝐵 por ?̅?, la solución estará dada por: 𝑧 = 𝑐𝐵?̅? 
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2.5 Salida de la base y variable de bloqueo  
Si el vector 𝑦𝑘  tiene alguna componente positiva, entonces la correspondiente variable básica 
decrece conforme 𝑥𝑘 crece; no obstante, 𝑥𝑘 no puede crecer indefinidamente pues se correría el 
riego de violar la no negatividad de las variables básicas. La primera variable básica 𝑥𝐵𝑟 que se 
hace cero se llama variable de bloqueo pues  bloquea o impide un incremento  adicional de 𝑥𝑘. Asi 
𝑥𝑘 entra a la base y 𝑥𝐵𝑟 sale de ella. (Bazaraa & Jarvis, 1981) 
2.6 Problema de minimización 
Un problema de minimización en el algoritmo simplex conlleva los siguientes pasos: 
 
1. Determinar una base inicial 𝐵. 
2. Resolver el sistema 𝐵𝑥𝐵 = 𝑏 (con solución única 𝑥𝐵 = 𝐵
−1𝑏 = ?̅?). 
3. Optimalidad: resolver el sistema 𝑤𝐵 = 𝑐𝐵 con 𝑤 = 𝑐𝐵𝐵
−1 calcular para todas las variables 
no básicas 𝑧𝑗 − 𝑐𝑗 = 𝑤𝑎𝑗 − 𝑐𝑗; sea 𝑧𝑘 − 𝑐𝑘 =
𝑚á𝑥𝑖𝑚𝑜 
𝑗 ∈ 𝜂
𝑧𝑗 − 𝑐𝑗. Si  𝑧𝑘 − 𝑐𝑘 ≤ 0 entonces el 
proceso se detiene con la solución básica factible presente como una solución óptima. De 
no ser así se continua con el siguiente paso 
4. Resolver el sistema 𝐵𝑦𝑘 = 𝑎𝑘, con 𝑦𝑘 = 𝐵
−1𝑎𝑘 . Si 𝑦𝑘 ≤ 0 entonces el proceso se detiene 
con la conclusión que el problema tiene óptimo infinito, es decir la solución no está acotada. 
En caso que 𝑦𝑘 ≰ 0 se sigue al paso 5. 
5. Elegir la variable de entrada: Para ello se cambia una variable básica por una no básica. 
Para mejorar el valor objetivo se debe escoger 𝑥𝑘 variable no básica cuyo valor  𝑧𝐽 − 𝑐𝐽 sea 
el mayor.  
Estos es, el  
𝑚á𝑥𝑖𝑚𝑜
𝑗 ∈ 𝜂
(𝑧𝑗 − 𝑧𝑗) = 𝑧𝑘 − 𝑐𝑘 . Llamado criterio de entrada 
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Elegir la variable de salida: La variable que sale 𝑥𝑟  es aquella que alcanza:  
(2.1.7)                                   
?̅?𝑟
𝑦𝑟𝑘
=
𝑚𝑖𝑛
1 ≤ 𝑖 ≤ 𝑚
{
?̅?𝑖
𝑦𝑖𝑘
: 𝑦𝑖𝑘  > 0}  Llamado criterio de salida 
6. Finalmente actualizar la base, donde 𝑎𝑘 remplaza a 𝑎𝐵𝑟 . Se repite el paso 1. 
2.7 Problema de maximización 
Un problema de maximización también se puede trabajar directamente con los pasos anteriores, 
siguiendo los siguientes criterios para el paso 3. 
𝑧𝑘 − 𝑐𝑘 =
𝑚í𝑛𝑖𝑚𝑜  
𝑗 ∈ 𝜂
(𝑧𝑗 − 𝑐𝑗) , para 𝑗 no básico. 
 El proceso se detiene cuando 𝑧𝑘 − 𝑐𝑘 ≥ 0. En caso contrario, se siguen los pasos 4 y 5 antes 
mencionados. (Bazaraa & Jarvis, 1981). 
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2.8 Tablero simplex 
 El tablero simplex es un arreglo que proporciona toda la información necesaria para desarrollar el 
método simplex. En él se pueden actualizar los valores  𝑧𝑗 − 𝑐𝑗 de las nuevas variables no básicas, 
también se pueden actualizar las variables básicas y sus valores, y las columnas 𝑦𝑗, mediante una 
simple operación de pivoteo  
Tablero simplex antes de pivotear  
 
 
 
 
 
 
 
 
 
 
 
            
Tabla 1 
         Fuente: Bazaraa, M. S., & Jarvis, J. j. (1981). Programación Lineal y Flujo de Redes. México: 
Limusa.  
Zidaroiu, D. C. (1978). Cercetare Operationala. Bucuresti: Universitatea Din Bucuresti.  
 
Nota de la tabla  
 𝑽. 𝑩            Variable básica 
 𝑽. 𝑽. 𝑩      Valor de la variable básica       
   𝑦𝑟𝑘   es el elemento pivote  
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Si 𝑥𝑘 es la variable que entra a la base, determinada por el criterio de entrada y 𝑥𝑟 la variable que 
sale de la base determinada por el criterio de salida, entonces el pivoteo sobre 𝑦𝑟𝑘  se puede efectuar 
como sigue: 
1. Se divide cada término de la fila 𝑟 por 𝑦𝑟𝑘   
2. Hacer la columna pivote 0 excepto el pivote el cual quedará en 1 
3. Para i=1,2,⋯𝑚,  𝑖 ≠ 𝑟 se aplica la conocida regla del rectángulo: 
 
 
 
                       Figura1: regla del rectángulo. Fuente: Zidaroiu, D. C. (1978). Cercetare  
Operationala. Bucuresti: Universitatea Din Bucuresti.  
(2.1.8)                                                        ?̅?𝑖𝑗 = 𝑦𝑖𝑗 −
𝑦𝑟𝑗
𝑦𝑟𝑘
𝑦𝑖𝑘  
 
 
Tablero simplex después de pivotear. 
 
Tabla 2 
Fuente: Bazaraa, M. S., & Jarvis, J. j. (1981). Programación Lineal y Flujo de redes. México: 
Limusa.  
Zidaroiu, D. C. (1978). Cercetare Operationala. Bucuresti: Universitatea Din Bucuresti.  
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2.9 Degeneración y ciclado  
Cuando el 
𝑚𝑖𝑛
1 ≤ 𝑖 ≤ 𝑚
{
?̅?𝑖
𝑦𝑖𝑘
: 𝑦𝑖𝑘  > 0}  se alcanza para dos o más variables básicas  
simultáneamente , en la siguiente iteración al menos una variable básica será cero y se dice que la  
nueva solución será degenerada. 
La degeneración puede provocar ciclación, es decir, eventuales repeticiones de los resultados en el 
curso de la aplicación del algoritmo simplex, La condición también revela que el modelo tiene por 
lo menos una restricción redundante. (Garrido, 2015) 
 Este fenómeno en la práctica no se da con frecuencia, sin embargo, siendo una posibilidad 
matemática, es necesario mencionarlo. 
2.10 Número de productos que se realizan al pivotear  
1. Dividir el renglón r por 𝑦𝑟𝑘  este paso implica (𝒏 −𝒎+ 𝟏) productos. 
2.  Actualizar el i-ésimo renglón para 𝑖 = 1, 2,… ,𝑚  con i ≠ 𝑟  aplicando la regla del 
rectángulo conlleva  (𝒎 − 𝟏)(𝒏 −𝒎+ 𝟏) productos. 
3. Actualizar el renglón objetivo implica (𝒏 −𝒎+ 𝟏) productos. 
El número total de productos es de: 
𝒏 −𝒎+ 𝟏 + 𝒏−𝒎+ 𝟏 + (𝒎 − 𝟏)(𝒏 −𝒎 + 𝟏) 
−𝒎𝟐 +𝒎𝒏+ 𝒏+ 𝟏 
𝒎(𝒏 −𝒎) + 𝒏 + 𝟏 
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CAPÍTULO III 
EL ALGORITMO SIMPLEX REVISADO 
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Introducción  
Los problemas más complejos por lo general conllevan matrices de gran tamaño con una mayoría 
de elementos cero. Esto lleva a que el procedimiento para calcular la inversa en el algoritmo 
simplex emplee un gran número de operaciones.  
La matriz básica 𝐵 solo cambia ligeramente en cada iteración, esto lleva a razonar lo siguiente: se 
puede actualizar tanto 𝐵 como 𝐵−1 sin necesidad de calcular toda la matriz; para ello se utiliza el 
algoritmo simplex revisado en su forma producto de la inversa que se aborda, mediante la 
utilización de matrices elementales. Además, se empleará la descomposición LU que se 
desarrollará más adelante. 
3.1 Pasos del algoritmo simplex revisado  
El método simplex revisado conserva los mismos pasos que el método simplex; sin embargo, en 
su forma tabular opera con un formato más pequeño que conserva toda la información necesaria. 
Es importante mencionar que con el método simplex revisado no es necesario trabajar con las 
variables no básicas ya que solo se necesitan los coeficientes de las variables básicas entrantes, en 
otras palabras, la columna pivote. Este método, en cada iteración, calcula solo la información 
necesaria lo que favorece en menos cálculo y menos almacenamiento. 
Una iteración del algoritmo simplex revisado utiliza los siguientes pasos: 
1. Determinar una base admisible inicial  𝐵  
2. Calcular: 
𝐵−1,       𝑥𝐵 = 𝐵
−1𝑏,         𝑤 = 𝐶𝐵𝐵
−1 
 
3. Determinar las cantidades  
𝑧𝑗 − 𝑐𝑗 = 𝑤𝑎𝑗 − 𝑐𝑗               para todo 𝑗 ∈ 𝜂 
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Si 𝑧𝑗 − 𝑐𝑗 ≤ 0 para todo j = 1,2,…, n, en un problema de minimización (𝑧𝑗 − 𝑐𝑗 ≥ 0 para un 
problema de maximización), la solución es óptima y es el fin del proceso. Si esto no se cumple, se 
determina la variable 𝑥𝑘 que entra en la solución, con el criterio de entrada: 
max(𝑧𝑗 − 𝑐𝑗) = 𝑧𝑘 − 𝑐𝑘 
4. Se determina el índice 𝑟 , tal que  𝑚𝑖𝑛 {
𝑥𝐵
𝑦𝑖𝑘
} (𝑝𝑎𝑟𝑎 𝑡𝑜𝑑𝑎 𝑖) =
𝑥𝐵
𝑦𝑟𝑘
 y de esta forma se 
determina la variable 𝑥𝑟 que sale de la base.  
5. Se  forma una nueva base ?̂? remplazando en la base B, 𝑎𝑟  por 𝑎𝑘, luego se repite todo el 
procedimiento. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
25 
 
Ejemplo 1: 
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑎𝑟 (𝑥1 + 𝑥2 − 4𝑥3) 
𝑠𝑢𝑗𝑒𝑡𝑜 𝑎  𝑥1 + 𝑥2 + 2𝑥3 ≤ 9 
 𝑥1 + 𝑥2 − 𝑥3 ≤ 2 
−𝑥1 + 𝑥2 + 𝑥3 ≤ 4 
𝑥1, 𝑥2, 𝑥3 ≥ 0 
Se introducen las variables de holgura  
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑎𝑟( 𝑥1 + 𝑥2 − 4𝑥3 + 0𝑥4 + 0𝑥5 + 0𝑥6) 
𝑠𝑢𝑗𝑒𝑡𝑜 𝑎  𝑥1 + 𝑥2 + 2𝑥3 + 𝑥4                                   = 9 
         𝑥1 + 𝑥2 − 𝑥3                        + 𝑥5                       = 2 
     −𝑥1 + 𝑥2 + 𝑥3 +                                    𝑥6 = 4 
𝑥1,   𝑥2,   𝑥3, 𝑥4, 𝑥5,   𝑥6     ≥ 0 
Iteración Inicial  
1.  
𝑥𝐵 = (
𝑥4
𝑥5
𝑥6
)      𝑥𝑁 = (
𝑥1
𝑥2
𝑥3
)   𝐵−1 = (
1 0 0
0 1 0
0 0 1
)   
𝑁 = (
1 1 2
1 1 −1
−1 1 1
) ;    𝑐𝐵 = (0 0 0) ;   𝑐𝑁 = (1 1 −4);        𝑏 = (
9
2
4
) 
2. Calcular 𝑤 = 𝑐𝐵𝐵
−1 
𝑤 = (0 0 0) (
1 0 0
0 1 0
0 0 1
) = (0 0 0) 
3. Calcular 𝑧𝑗 − 𝑐𝑗, para todo 𝑗 ∈ 𝜂 
(𝑧𝑗 − 𝑐𝑗) 𝑗 ∈ 𝜂 = (0 0 0) (
1 1 2
1 1 −1
−1 1 1
) − (1 1 −4) = (−1 −1 4) 
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4 es el mayor  por lo tanto 𝑥3 entra a la base 
4. Encontrar 𝑦𝑘 = 𝐵
−1𝑎𝑘 
𝑦𝑘 = (
1 0 0
0 1 0
0 0 1
)(
2
−1
1
) = (
2
−1
1
) 
5. Elegir el vector 𝑎𝑟 que saldrá de la base e intercambiarlo por 𝑎𝑘 
𝑥𝐵 = (
𝑥4
𝑥5
𝑥6
) = (
9
2
4
) − (
2
−1
1
) 𝑥3 
𝑚𝑖𝑛 {
9
2
,
4
1
} 
          𝑥6 sale de la base. 
Iteración 1 
𝑥𝐵 = (
𝑥4
𝑥5
𝑥3 
)      𝑥𝑁 = (
𝑥1
𝑥2
𝑥6
)   𝐵 = (
1 0 2
0 1 −1
0 0 1
)    𝐵−1 = (
1 0 −2
0 1 1
0 0 1
)   
𝑁 = (
1 1 0
1 1 0
−1 1 1
) ;    𝑐𝐵 = (0 0 −4);  𝑐𝑁 = (1 1 0)     
1. Calcular 𝑤 
𝑤 = (0 0 −4)(
1 0 −2
0 1 1
0 0 1
) = (0 0 −4) 
2. Calcular 𝑧𝑗 − 𝑐𝑗, para todo 𝑗 ∈ 𝜂 
(𝑧𝑗 − 𝑐𝑗) 𝑗 ∈ 𝜂 = (0 0 −4)(
1 1 0
1 1 0
−1 1 1
) − (1 1 0) = (4 −4 −4) − (1 1 0) 
(𝑧𝑗 − 𝑐𝑗) 𝑗 ∈ 𝜂 = (3 −5 −4) 
3 es el mayor por lo tanto 𝑥1 entra a la base 
3. Actualización de 𝑎𝑘 
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𝑦1 = (
1 0 −2
0 1 1
0 0 1
)(
1
1
−1
) = (
3
0
−1
) 
4. Actualización de 𝑥𝐵 
𝑥𝐵 = (
1 0 −2
0 1 1
0 0 1
)(
9
2
4
) = (
1
6
4
) 
5. Elegir el vector 𝑎𝑟 que saldrá de la base e intercambiarlo por 𝑎𝑘 
𝑥𝐵 = (
𝑥4
𝑥5
𝑥3
) = (
1
6
4
) − (
3
0
−1
)𝑥1 
𝑚𝑖𝑛 {
1
3
} 
𝑥4 sale de la base. 
Iteración 2 
𝑥𝐵 = (
𝑥1
𝑥5
𝑥3
)      𝑥𝑁 = (
𝑥4
𝑥2
𝑥6
)    𝐵 = (
1 0 2
1 1 −1
−1 0 1
)     𝐵−1 =
(
 
 
1
3
0 −
2
3
0 1 1
1
3
0
1
3 )
 
 
 
𝑁 = (
1 1 0
0 1 0
0 1 1
) ;    𝑐𝐵 = (1 0 −4);  𝑐𝑁 = (0 1 0);     𝑏 = (
1
6
4
) 
1. Calcular 𝑤 
𝑤 = (1 0 −4)
(
 
 
1
3
0 −
2
3
0 1 1
1
3
0
1
3 )
 
 
= (−1 0 −2) 
2. Calcular 𝑧𝑗 − 𝑐𝑗, para todo 𝑗 ∈ 𝜂 
(𝑧𝑗 − 𝑐𝑗) 𝑗 ∈ 𝜂 = (−1 0 −2)(
1 1 0
0 1 0
0 1 1
) − (0 1 0) = (−1 −3 −2) − (0 1 0) 
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(𝑧𝑗 − 𝑐𝑗) 𝑗 ∈ 𝜂 = (−1 −4 −2) 
(𝑧𝑗 − 𝑐𝑗) 𝑗 ∈ 𝜂 ≤ 0. Por lo tanto no se  actualiza 𝑎𝑘 
3. Actualización 𝑥𝐵 
𝑥𝐵 =
(
 
 
1
3
0 0
0 1 0
1
3
0 1
)
 
 
(
1
6
4
) =
(
 
 
1
3
6
13
3 )
 
 
 
4. Valor de la función objetivo 𝑧 = 𝑐𝐵𝑥𝐵=(1 0 −4)(
1
3
6
13
3
) = −
51
3
= −17 
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3.2 Formato tabla 
El método simplex revisado permite   llevar a cabo los pasos del simplex en un arreglo más pequeño.  
Suponiendo que existe una solución básica inicial, se puede generar la siguiente tabla: 
Base inversa Lado Derecho 
  𝒘 = 𝑪𝑩𝑩
−𝟏 𝑐𝐵?̅? 
𝑩−𝟏 ?̅? 
 
Para ahorrar espacio en la tabla, tomando en consideración que ya se conoce  𝑤 = 𝐶𝐵𝐵
−1 , se 
determina aparte los   𝑧𝑗 − 𝑐𝑗 = 𝑤𝑎𝑗 − 𝑐𝑗  para  definir si el proceso termina o si entra a la base una 
nueva variable.  De continuarse el proceso se procede a trabajar con la siguiente tabla:  
Base inversa Lado Derecho 
  𝒘 = 𝑪𝑩𝑩
−𝟏 𝑐𝐵?̅? 
𝑩−𝟏 ?̅? 
Posteriormente se determina  𝑚𝑖𝑛 {
?̅?
𝑦𝑖𝑘
} (𝑝𝑎𝑟𝑎 𝑡𝑜𝑑𝑎 𝑖) =
?̅?
𝑦𝑟𝑘
,  se pivotea en  
𝑦𝑟𝑘  y se repiten los pasos. 
 
 
 
 
 
 
𝒙𝒌 
𝒛𝒌 − 𝒄𝒌 
𝒚𝒊𝒌 
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3.3 Número de operaciones   
Analizando los siguientes pasos, se puede determinar el número de operaciones que conlleva el 
método simplex revisado. 
1. Número de productos (la división se considera como una multiplicación) al pivotear en una 
iteración.  
      𝑤 = 𝑐𝐵𝐵
−1 , este conlleva 𝑚 multiplicaciones. 
 𝑐𝐵𝑥𝐵  
𝑐𝐵𝑥𝐵 − (𝑧𝑘 − 𝑐𝑘) 
𝑏𝑟𝑗
𝑦𝑟𝑘
 
Se evidencia una multiplicación. 
 𝐵−1 para el cálculo de la inversa tenemos 𝑚2 productos 
 𝑥𝐵 involucra 𝑚 productos  
Finalmente se tiene: 
𝒎𝟐 + 𝟐𝒎 + 𝟏 = (𝒎+ 𝟏)𝟐  productos 
2. Número de productos al calcular los 𝑧𝑗 − 𝑐𝑗 = 𝑤𝑎𝑗 − 𝑐𝑗   en una iteración . 
Es evidente que multiplicar 𝑤𝑎𝑗 conlleva 𝑚 productos que se deben repetir o multiplicar por el 
número de variables no básicas, de allí se obtiene el siguiente resultado: 
𝒎(𝒏 −𝒎) 
El total de productos en el método simplex revisado empleando la tabla anterior es:  
(𝒎 + 𝟏)𝟐 +  𝒎(𝒏 −𝒎) 
 Número de adiciones (la resta se considera como una adición) al pivotear en una 
iteración. 
 𝑤 = 𝑐𝐵𝐵
−1 , este conlleva 𝑚 sumas  
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 𝑐𝐵𝑥𝐵  
𝑐𝐵𝑥𝐵 + (𝑧𝑘 − 𝑐𝑘) (−
𝑏𝑟𝑗
𝑦𝑟𝑘
) 
Se evidencia una adición. 
 𝐵−1 para el cálculo de la inversa tenemos 𝑚2 −𝑚 adiciones. 
 ?̅? involucra 𝑚 − 1 adiciones 
Finalmente se tiene: 
𝒎+𝟏 +𝒎𝟐 −𝒎+  𝒎 − 𝟏 
𝒎𝟐 +𝒎 = 𝒎(𝒎+ 𝟏) adiciones 
Otra forma sencilla de analizar es observar el arreglo de la tabla y considerar que en la fila 
pivote no se realiza ninguna adición, lo que permite obtener  
(𝒎 + 𝟏)(𝒎) sumas 
3. Número de adiciones al calcular los 𝑧𝑗 − 𝑐𝑗 = 𝑤𝑎𝑗 − 𝑐𝑗 .  
Al realizar el cálculo de las 𝑤𝑎𝑗 se obtiene (𝒎 − 𝟏)(𝒏 −𝒎) adiciones, al restarle los 𝑐𝑗   
se tiene (𝒏 −𝒎), es decir,  el número de variables no básicas, lo que da finalmente: 
(𝒎 − 𝟏)(𝒏 −𝒎) + (𝒏 −𝒎) = (𝒏 −𝒎)(𝒎 − 𝟏 + 𝟏) = 𝒎(𝒏 −𝒎) adiciones. 
Finalmente, el número total de adiciones está determinado por:  
𝒎(𝒏 + 𝟏) 
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3.4 Forma producto de la inversa. 
En 1953 Dantzig y Orchard-Hays generaron un algoritmo alternativo para el método 
simplex revisado. En este se aplica un método de forma del producto en la inversión 
matricial, de modo que se reemplaza la inversa de la matriz por el producto de matrices 
elementales. 
Para cada uno de los pasos del algoritmo simplex revisado es necesario el cálculo de la 
inversa, sin embargo, calcularla hace laborioso el trabajo. 
La base 𝐵 solo cambia ligeramente en cada iteración esto hace posible actualizar 𝐵 y 𝐵−1 
sin necesidad de recalcularla en cada paso como se hace en el método simplex.   
 Existe una forma más rápida para calcular la inversa  esto es, mediante la forma producto 
de la inversa que permite  actualizar 𝐵−1 aplicando una matriz elemental. (Ramos, 2010) 
Definición 4. Dada una matriz 𝐵  𝑚𝑥𝑚 invertible, existen a lo más 𝑚 matrices elementales 
que realizan los respectivos pivotajes, de tal manera que: 
𝐸𝑚𝐸𝑚−1, … . . , 𝐸1𝐵 = 𝐼 
𝐼 es la identidad  
(3.1.1)                                             𝐸𝑚𝐸𝑚−1, … . . , 𝐸1 = 𝐵
−1 
Esto nos indica que si se desea obtener 𝐵−1 se necesita obtener el producto de matrices 
elementales.   
De manera que el algoritmo es más eficiente cuanto más ceros tenga la matriz de datos. 
Para problemas cuyas matrices tienen gran cantidad de ceros, se obtienen resultados 
rápidamente y se ahorra además el costo computacional de almacenamiento y actualización 
por iteraciones.  
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Esta modificación generó buenos resultados en la práctica debido a que la mayoría de los 
problemas presentados, generalmente, tienen una representación matricial con muchos 
ceros.  (Miralles, Daniel A. Labrecciosa, 2009) 
3.5 Construcción de la inversa de una matriz aplicando acciones  
Para el desarrollo de esta sección se empleará el vector acción 𝐴𝑖 que guarda la información de la  
matriz elemental (ver apéndice) para obtener la inversa de  una matriz B=[𝑏1 𝑏2… . . 𝑏𝑚 ]  
Para esto se siguen los siguientes pasos: 
1. Extraer la columna 𝑏1 y construir la acción que guarda la información de la matriz 
elemental 𝐸1, esto contempla un producto. 
2. Se extrae la columna 𝑏2  y se le aplica el vector acción 𝐴1  y con el resultado se 
construye el vector acción 𝐴2 que guarda la información de la matriz elemental 𝐸2. Esto 
implica 𝒎+𝟏 productos.  
3. Se extrae la columna 𝑏3, se le aplica el vector acción 𝐴1 y al resultado se le aplica  el 
vector acción 𝐴2 y luego se construye el vector acción 𝐴3 que guarda la información de 
la matriz elemental 𝐸3 .Así se continua hasta construir  𝑚 vectores acción.(Hernández  
& Ruiz , 1991, p.13) 
Ejemplo 2: sea 
𝐵 = (
2 1 1
1 −1 1
4 1 3
) 
Se denota por 𝐴𝑖 , 𝑖 = 1… .𝑚,  a las acciones que guardan la información de las matrices 
elementales . 
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Siguiendo los pasos anteriores se construirán los vectores acción y las matrices elementales, 
así: 
𝐴1 = (
1
2
1
4
)                                                                     𝐸1 = (
1
2
0 0
−
1
2
1 0
−2 0 1
) 
Se aplica 𝐴1 a la segunda columna de 𝐵 y con el resultado se construye el vector acción 𝐴2 
y la matriz elemental 𝐸2 
(
1
2
1
4
)(
1
−1
1
)=
(
 
 
1
2
−1 −
1
2
(1)(1)
1 −
1
2
(4)(1)
)
 
 
=(−
1
2
3
2
−1
) 
𝐴2 =
(
 
 
−
1
2
2
3
−1)
 
 
 
𝐸2 =
(
 
 
 
1 (−
1
2
)(−
2
3
) 0
0 −
2
3
0
0 (−1)(−
2
3
) 1)
 
 
 
                   𝐸2 =
(
 
 
 
1
1
3
0
0 −
2
3
0
0
2
3
1)
 
 
 
 
Se aplica 𝐴1 a la tercera columna de 𝐵, al resultado se le aplica la  𝐴2 y se construye el vector 
acción 𝐴3 y  la matriz elemental 𝐸3. 
 𝐴2𝐴1𝑏
3=(
1
2
−
2
3
−1
)(
1
2
1
4
)(
1
1
3
) 
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 𝐴2𝐴1𝑏
3 =
(
 
 
1
2
−
2
3
−1)
 
 
(
 
 
 
1
2
1 −
1
2
(1)(1)
3 −
1
2
(4)(1))
 
 
 
 
 𝐴2𝐴1𝑏
3=(
1
2
−
2
3
−1
)(
1
2
1
2
1
) 
 𝐴2𝐴1𝑏
3=
(
 
 
1
2
+
2
3
(
1
2
)(
1
2
)
−
1
3
1 − 1(
2
3
)(
1
2
)
)
 
 
 
 𝐴2𝐴1𝑏
3=
(
 
 
2
3
−
1
3
2
3 )
 
 
 
𝐴3=
(
 
 
2
3
−
1
3
3
2 )
 
 
                   𝐸3 =
(
 
 
1 0 −
2
3
.
3
2
0 1
1
3
.
3
2
0 0
3
2 )
 
 
                   𝐸3 = (
1 0 −1
0 1
1
2
.
0 0
3
2
) 
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3.6 Operar con la forma producto de la inversa  
En el algoritmo simplex se actualiza el vector 𝑏 , el  vector de costos y la columna pivote, 
resolviendo estos tres sistemas: 
𝐵𝑥𝐵 = 𝑏 
(3.1.2)                                                            𝐵𝑦𝑘 = 𝑎𝑘 
𝑤𝐵 = 𝑐𝐵 
Al emplear el algoritmo simplex revisado se resuelven los tres sistemas, solo que al aplicar la forma 
producto de la inversa se empleará el uso de matrices elementales y se deben considerar los pasos 
mencionados en 3.1.1 
Luego, la solución de los sistemas (3.1.2) queda determinada de la siguiente forma: 
𝑥𝐵 = 𝐸𝑡𝐸𝑡−1, … . . , 𝐸1𝑏 
𝑦𝑘 = 𝐸𝑡𝐸𝑡−1, … . . , 𝐸1𝑎𝑘 
𝑤 = 𝑐𝐵𝐸𝑡𝐸𝑡−1, … . . , 𝐸1 
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3.7 Actualización de la inversa  
Partiendo de una base inicial 𝐵, se puede obtener la base ?̂? de la nueva iteración y resolver los tres 
sistemas: 
?̂?𝑥𝐵 = 𝑏 
(3.1.3)                                                            ?̂?𝑦𝑗 = 𝑎𝑗 
𝑤?̂? = 𝑐𝐵 
Considerando la base 𝐵 = [𝑏1, 𝑏2,⋯ 𝑏𝑚] con matriz inversa 𝐵−1, si  la columna no básica 𝑎𝑘 
remplaza a la columna básica  𝑏𝑟 , se obtiene una nueva base ?̂?. Para obtener ?̂?−1en términos de 
𝐵−1  tomando en consideración que 𝑎𝑘 = 𝐵𝑦𝑘  y que 𝑏
𝑖 = 𝐵𝑒𝑖 , donde 𝑒𝑖  es el i-ésimo vector 
canónico en la i-ésima posición. Se tiene:  
?̂? = [𝑏1, 𝑏2, ⋯ 𝑏𝑟−1, 𝑎𝑘 , 𝑏
𝑟+1, ⋯ 𝑏𝑚] 
?̂? = [𝐵𝑒1, 𝐵𝑒2,⋯𝐵𝑒𝑟−1, 𝐵𝑦𝑘 , 𝐵𝑒𝑟+1, ⋯𝐵𝑒𝑚] 
?̂? = 𝐵𝑀 
 
Donde 𝑀 es la matriz: 
(3.1.4)                                    𝑀 =
(
 
 
 
1 0 0 𝑦1𝑘 0 0
0 1 0 𝑦2𝑘 0 0
0 0 ⋱ ⋮ 0 0
0 0 0 𝑦𝑟𝑘 0 0
0 0 0 ⋮ ⋱ 0
0 0 0 𝑦𝑚𝑘 0 1)
 
 
 
 
Considerando que ?̂? = 𝐵𝑀,  para encontrar  ?̂?−1  se tiene que ?̂?−1 = (𝐵𝑀)−1 , lo que hace 
necesario calcular 𝑀−1. Esta inversa se obtiene multiplicando a 𝑀 por una matriz elemental que 
realice un pivotaje, con uno en el lugar de 𝑦𝑟𝑘 , esto es: 
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𝐸𝑀 =
(
 
 
 
 
 
 
 
1 0 0 −
𝑦1𝑘
𝑦𝑟𝑘
0 0
0 1 0 −
𝑦2𝑘
𝑦𝑟𝑘
0 0
0 0 ⋱ ⋮ 0 0
0 0 0
1
𝑦𝑟𝑘
0 0
0 0 0 ⋮ ⋱ 0
0 0 0 −
𝑦𝑚𝑘
𝑦𝑟𝑘
0 1
)
 
 
 
 
 
 
 
(
 
 
 
1 0 0 𝑦1𝑘 0 0
0 1 0 𝑦2𝑘 0 0
0 0 ⋱ ⋮ 0 0
0 0 0 𝑦𝑟𝑘 0 0
0 0 0 ⋮ ⋱ 0
0 0 0 𝑦𝑚𝑘 0 1)
 
 
 
 
𝐸𝑀 = 𝐼 
𝑀−1 = 𝐸 
Ya que ?̂? = 𝐵𝑀 y aplicando las propiedades de las matrices inversas (Merino & Santos , 2010) se 
tiene:  
?̂?−1 = (𝐵𝑀)−1 = 𝑀−1𝐵−1 = 𝐸𝐵−1 
Finalmente 𝐵−1 = 𝐸?̂?−1 
Esto es ?̂?−1 = 𝐸𝐸𝑡𝐸𝑡−1, … . . , 𝐸1  y la actualización de los sistemas queda determinada así: 
𝑥?̂? = 𝐸𝐸𝑡𝐸𝑡−1, … . . , 𝐸1𝑏 
(3.1.5)                                                  ?̂?𝑘 = 𝐸𝑡𝐸𝑡−1, … . . , 𝐸1𝑎𝑘 
?̂? = 𝑐𝐵𝐸𝐸𝑡𝐸𝑡−1, … . . , 𝐸1 
Para calcular 𝑥?̂? no es necesario aplicar todas las matrices elementales, basta con la última. 
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3.8 Pasos para aplicar el método simplex revisado, forma producto de la inversa. 
1. Calcular 𝐸𝑡𝐸𝑡−1, … . . , 𝐸1 = 𝐵
−1  
2. Obtener 𝑤 = 𝑐𝐵𝐸𝑡𝐸𝑡−1, … . . , 𝐸1 
3. Calcular 𝑧𝑗 − 𝑐𝑗  si el máximo coeficiente es negativo, se está en el óptimo, de lo 
contrario ir al paso 4 
4. Se elige 𝑎𝑘 que entra a la base y se actualiza con 𝑦𝑘 = 𝐸𝑡𝐸𝑡−1, … . . , 𝐸1𝑎𝑘 
5. Se actualiza el vector 𝑥?̂? = 𝐸𝑏 (b es el de la etapa anterior) 
6. Elegir el vector 𝑎𝑟 que saldrá de la base e intercambiar por 𝑎𝑘 
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Ejemplo 3: 
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑎𝑟 (𝑥1 + 𝑥2 − 4𝑥3) 
𝑠𝑢𝑗𝑒𝑡𝑜 𝑎  𝑥1 + 𝑥2 + 2𝑥3 ≤ 9 
 𝑥1 + 𝑥2 − 𝑥3 ≤ 2 
−𝑥1 + 𝑥2 + 𝑥3 ≤ 4 
𝑥1, 𝑥2, 𝑥3 ≥ 0 
Se introducen las variables de holgura  
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑎𝑟 (𝑥1 + 𝑥2 − 4𝑥3 + 0𝑥4 + 0𝑥5 + 0𝑥6) 
𝑠𝑢𝑗𝑒𝑡𝑜 𝑎  𝑥1 + 𝑥2 + 2𝑥3 + 𝑥4                                   = 9 
         𝑥1 + 𝑥2 − 𝑥3                        + 𝑥5                       = 2 
     −𝑥1 + 𝑥2 + 𝑥3 +                                    𝑥6 = 4 
𝑥1,   𝑥2,   𝑥3, 𝑥4, 𝑥5,   𝑥6     ≥ 0 
Iteración Inicial  
1.  
𝑥𝐵 = (
𝑥4
𝑥5
𝑥6
)      𝑥𝑁 = (
𝑥1
𝑥2
𝑥3
)   𝐸1 = 𝐸2 = 𝐸3 = 𝐵 = 𝐵
−1 = (
1 0 0
0 1 0
0 0 1
)   
𝑁 = (
1 1 2
1 1 −1
−1 1 1
)    𝑐𝐵 = (0 0 0) 𝑐𝑁 = (1 1 −4)    𝑏 = (
9
2
4
) 
2. Calcular 𝑤 = 𝑐𝐵𝐸𝑡𝐸𝑡−1, … . . , 𝐸1 
𝑤 = (0 0 0) (
1 0 0
0 1 0
0 0 1
) = (0 0 0) 
3. Calcular 𝑧𝑗 − 𝑐𝑗, para todo 𝑗 ∈ 𝜂 
(𝑧𝑗 − 𝑐𝑗) 𝑗 ∈ 𝜂 = (0 0 0) (
1 1 2
1 1 −1
−1 1 1
) − (1 1 −4) = (−1 −1 4) 
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4 es el mayor por lo tanto 𝑥3  entra a la base 
4. Actualización 𝑎𝑘 
𝑦𝑘 = 𝐸3𝐸2𝐸1 (
2
−1
1
) = (
2
−1
1
) 
5. Actualización 𝑥𝐵 = 𝐸3𝐸2𝐸1𝑏 
𝑥𝐵 = (
1 0 0
0 1 0
0 0 1
)(
9
2
4
) = (
9
2
4
) 
6. Elegir el vector 𝑎𝑟que saldrá de la base e intercambiar por 𝑎𝑘 
𝑥𝐵 = (
𝑥4
𝑥5
𝑥6
) = (
9
2
4
) − (
2
−1
1
) 𝑥3 
𝑚𝑖𝑛 {
9
2
,
4
1
} 
𝑥6 sale de la base. 
Iteración 1 
1. Construir la matriz 𝐸4 tomando en consideración que 𝑀
−1 = 𝐸 
𝑀 = (
1 0 2
0 1 −1
0 0 1
) 
𝑀−1 = (
1 0 −2
0 1 1
0 0 1
) 
𝐸4 = (
1 0 −2
0 1 1
0 0 1
) 
𝑥𝐵 = (
𝑥4
𝑥5
𝑥3
)      𝑥𝑁 = (
𝑥1
𝑥2
𝑥6
)    𝐵 = (
1 0 2
0 1 −1
0 0 1
)   
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𝑁 = (
1 1 0
1 1 0
−1 1 1
)    𝑐𝐵 = (0 0 −4) 𝑐𝑁 = (1 1 0)    𝑏 = (
9
2
4
) 
2. Calcular 𝑤 = 𝑐𝐵𝐸𝐸𝑡𝐸𝑡−1, … . . , 𝐸1 
𝑤 = (0 0 −4)(
1 0 −2
0 1 1
0 0 1
)(
1 0 0
0 1 0
0 0 1
) = (0 0 −4) 
3. Calcular 𝑧𝑗 − 𝑐𝑗, para todo 𝑗 ∈ 𝜂 
(𝑧𝑗 − 𝑐𝑗) 𝑗 ∈ 𝜂 = (0 0 −4)(
1 1 0
1 1 0
−1 1 1
) − (1 1 0) = (4 −4 −4) − (1 1 0) 
(𝑧𝑗 − 𝑐𝑗) 𝑗 ∈ 𝜂 = (3 −5 −4) 
3 es el mayor por lo tanto 𝑥1entra a la base 
4. Actualización 𝑎𝑘 
𝑦1 = (
1 0 −2
0 1 1
0 0 1
)(
1 0 0
0 1 0
0 0 1
)(
1
1
−1
) = (
3
0
−1
) 
5. Actualización 𝑥𝐵 
𝑥𝐵 = (
1 0 −2
0 1 1
0 0 1
)(
9
2
4
) = (
1
6
4
) 
6. Elegir el vector 𝑎𝑟 que saldrá de la base e intercambiar por 𝑎𝑘 
𝑥𝐵 = (
𝑥4
𝑥5
𝑥3
) = (
1
6
4
) − (
3
0
−1
)𝑥1 
𝑚𝑖𝑛 {
1
3
} 
𝑥4 sale de la base. 
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Iteración 2 
1. Construir la matriz 𝐸5 tomando en consideración que 𝑀
−1 = 𝐸 
𝑀 = (
3 0 0
0 1 0
−1 0 1
) 
𝑀−1 =
(
 
 
1
3
0 0
0 1 0
1
3
0 1
)
 
 
 
𝐸5 =
(
 
 
1
3
0 0
0 1 0
1
3
0 1
)
 
 
 
𝑥𝐵 = (
𝑥1
𝑥5
𝑥3
)      𝑥𝑁 = (
𝑥4
𝑥2
𝑥6
)    𝐵 = (
1 0 2
1 1 −1
−1 0 1
)   
𝑁 =  (
1 1 0
0 1 0
0 1 1
)    𝑐𝐵 = (1 0 −4) 𝑐𝑁 = (0 1 0)    𝑏 = (
1
6
4
) 
 
2. Calcular 𝑤 
𝑤 = (1 0 −4)
(
 
 
1
3
0 0
0 1 0
1
3
0 1
)
 
 
(
1 0 −2
0 1 1
0 0 1
)(
1 0 0
0 1 0
0 0 1
) = (−1 0 −2) 
3. Calcular 𝑧𝑗 − 𝑐𝑗, para todo 𝑗 ∈ 𝜂 
(𝑧𝑗 − 𝑐𝑗) 𝑗 ∈ 𝜂 = (−1 0 −2)(
1 1 0
0 1 0
0 1 1
) − (0 1 0) 
(𝑧𝑗 − 𝑐𝑗) 𝑗 ∈ 𝜂 = (−1 −3 −2) − (0 1 0) 
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(𝑧𝑗 − 𝑐𝑗) 𝑗 ∈ 𝜂 = (−1 −4 −2) 
𝑧𝑗 − 𝑐𝑗 ≤ 0. Por lo tanto no se  actualiza 𝑎𝑘 
4. Actualización 𝑥𝐵 
𝑥𝐵 =
(
 
 
1
3
0 0
0 1 0
1
3
0 1
)
 
 
(
1
6
4
) =
(
 
 
1
3
6
13
3 )
 
 
 
5. Valor de la función objetivo 𝑧 = 𝑐𝐵𝑥𝐵=(1 0 −4)(
1
3
6
13
3
) = −
51
3
= −17 
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3.9 Número de operaciones mediante la forma producto de la inversa 
Los pasos para determinar la inversa de una matriz, están dados por: 
Pasos Nº de productos 
1. Construir la primera acción conlleva un producto. 
2. Extraer la segunda columna de 𝑩 y aplicarle la primera 
acción conlleva  𝒎  productos, crear la segunda acción 
contempla un producto. 
3. Extraer la tercera columna de 𝑩 y aplicarle la primera 
acción conlleva  𝒎 productos, aplicarle la segunda acción 
al resultado de igual forma contempla 𝒎  productos y  
crear la tercera acción un producto. 
Continuar el proceso hasta obtener  𝒎 acciones. 
1. 1 
2. 𝑚  1 
 
3. 𝑚   𝑚   1 
⋮ 
m.  𝑚   𝑚    𝑚 ⋯1      
Tabla 3 
Luego el número de operaciones para encontrar la inversa es: 
𝒎(𝒎 − 𝟏) +𝒎(𝒎− 𝟐) + ⋯+𝒎[𝒎− (𝒎− 𝟐)] + 𝒎[𝒎− (𝒎 − 𝟏)] + 𝒎 
                Aplicando la suma de Gauss se tiene: 
𝒎(𝒎− 𝟏)   +      𝒎(𝒎 − 𝟐)        + ⋯+𝒎[𝒎− (𝒎− 𝟐)] +𝒎[𝒎− (𝒎− 𝟏)] = 𝒙 
𝒎[𝒎− (𝒎− 𝟏)] +  𝒎[𝒎− (𝒎− 𝟐)] +⋯+      𝒎(𝒎− 𝟐)          +      𝒎(𝒎− 𝟏)        = 𝒙 
Sumando ambas sucesiones se obtiene: 
𝒎𝟐 +𝒎𝟐 +⋯+𝒎𝟐+𝒎𝟐=𝟐𝒙  
La sucesión llega hasta (𝑚 − 1) lo cual da por resultado: 
(𝒎 − 𝟏)𝒎𝟐 = 𝟐𝒙 
(𝒎 − 𝟏)𝒎𝟐
𝟐
= 𝒙 
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         Luego el número de operaciones para encontrar la inversa de 𝐵 está dado por: 
(𝒎 − 𝟏)𝒎𝟐
𝟐
+𝒎 
𝒎𝟑
𝟐
−
𝒎𝟐
𝟐
+𝒎 
Para resolver cada uno de estos sistemas: 
𝑥𝐵 = 𝐵
−1𝑏 
𝑦𝑗=𝐵
−1𝑎𝑗  
𝑤 = 𝑐𝐵𝐵
−1. 
Se necesitan  𝑚2  multiplicaciones para cada uno de los 3 sistemas. En total serían   𝟑𝒎𝟐 productos. 
De lo anterior se concluye que en el simplex revisado el número total de multiplicaciones serían: 
 
𝒎𝟑
𝟐
−
𝒎𝟐
𝟐
+𝒎+ 𝟑𝒎𝟐 
Es decir:  
𝒎𝟑
𝟐
+
𝟓𝒎𝟐
𝟐
+𝒎 
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Ejemplo4: Un problema resuelto por la forma producto de la inversa, empleando las acciones: 
                   𝑚𝑖𝑛𝑚𝑖𝑧𝑎(−𝑥1 − 2𝑥2 + 𝑥3) 
𝑠𝑢𝑗𝑒𝑡𝑜 𝑎  𝑥1 + 𝑥2 + 𝑥3 ≤ 4 
− 𝑥1 + 2𝑥2 − 2𝑥3 ≤ 6 
2𝑥1 + 𝑥2 ≤ 5 
𝑥1, 𝑥2, 𝑥3 ≥ 0 
 
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑎𝑟 (−𝑥1 − 2𝑥2 + 𝑥3 + 0𝑥4 + 0𝑥5 + 0𝑥6) 
𝑠𝑢𝑗𝑒𝑡𝑜 𝑎  𝑥1 + 𝑥2 + 𝑥3 + 𝑥4                                       = 4 
       −𝑥1 + 2𝑥2 − 2𝑥3                        + 𝑥5                       = 6 
     2𝑥1 + 𝑥2                                                         𝑥6 = 5 
𝑥1,   𝑥2,   𝑥3, 𝑥4, 𝑥5,   𝑥6     ≥ 0 
 
Iteración Inicial  
1.  
𝑥𝐵 = (
𝑥4
𝑥5
𝑥6
)      𝑥𝑁 = (
𝑥1
𝑥2
𝑥3
)    𝐵 = (
1 0 0
0 1 0
0 0 1
)   
𝑁 =  (
1 1 1
−1 2 −2
2 1 0
) ;   𝑐𝐵 = (0 0 0);   𝑐𝑁 = (−1 −2 1);     𝑏 = (
4
6
5
) ;  𝑤 = (0 0 0) 
2. Calcular 𝑧𝑗 − 𝑐𝑗, para todo 𝑗 ∈ 𝜂 
(𝑧𝑗 − 𝑐𝑗) 𝑗 ∈ 𝜂 = (0 0 0) (
1 1 1
−1 2 −2
2 1 0
) − (−1 −2 1) = (1 2 −1) 
 𝑥2 entra a la base 
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3. Actualización 𝑎𝑘 
𝑦𝑘 = (
1
2
1
) 
4. Elegir el vector 𝑎𝑟  que saldrá de la base e intercambiar por 𝑎𝑘 
𝑚𝑖𝑛 {
4
1
,
6
2
,
5
1
} 
𝑥5 sale de la base. 
Iteración 1 
1.  
𝑥𝐵 = (
𝑥4
𝑥2
𝑥6
)      𝑥𝑁 = (
𝑥1
𝑥5
𝑥3
)    𝐵 = (
1 1 0
0 2 0
0 1 1
)   
𝑁 = (
1 0 1
−1 1 −2
2 0 0
) ;    𝑐𝐵 = (0 −2 0);   𝑐𝑁 = (−1 0 1);    𝑏 = (
4
6
5
) 
2. Determinar la inversa de la matriz aplicando acciones  
𝐴1 = (
1
0
0
)                 𝐴1𝐵
2 = (
1
0
0
)(
1
2
1
) = (
1
2
1
)   luego  𝐴2 = (
1
1
2
1
) 
Para determinar la tercera acción  𝐴3 
(
1
1
2
1
)(
1
0
0
)   (
0
0
1
)  =   (
1
1
2
1
)   (
0
0
1
)  = (
0
0
1
)          luego 𝐴3 = (
0
0
1
) 
3.  Calcular 𝑤 = 𝑐𝐵𝐴3 𝐴2 𝐴1 
Se puede determinar 𝑤, así: 
𝑤 = (0 −2 0) (
0
0
1
)(
1
1
2
1
)(
1
0
0
)  = (0 −2 0)(
1
1
2
1
) = (0 (−
2
2
−
1
2
. 0) 0) 
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𝑤 = (0 −1 0)(
1
0
0
) = (0 −1 0) 
Se observa que efectivamente es necesario 𝑚2 operaciones. 
4. Calcular 𝑧𝑗 − 𝑐𝑗, para todo 𝑗 ∈ 𝜂 
(𝑧𝑗 − 𝑐𝑗) 𝑗 ∈ 𝜂 = (0 −1 0) (
1 0 1
−1 1 −2
2 0 0
) − (−1 0 1) = (1 −1 2) − (−1 0 1) 
(𝑧𝑗 − 𝑐𝑗) 𝑗 ∈ 𝜂 = (2 −1 1) 
 𝑥1entra a la base 
5. Actualización 𝑎𝑘 
𝑦1 = (
0
0
1
)(
1
1
2
1
)(
1
0
0
)(
1
−1
2
) =
(
 
 
 
3
2
−
1
2
5
2 )
 
 
 
 
6. Actualización 𝑥𝐵 
𝑥𝐵 = (
0
0
1
)(
1
1
2
1
)(
1
0
0
)(
4
6
5
) = (
1
3
2
) 
7. Elegir el vector 𝑎𝑟 que saldrá de la base e intercambiar por 𝑎𝑘 
𝑚𝑖𝑛 {
2
3
,
4
5
} 
𝑥4 sale de la base. 
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Iteración 2 
1.  
𝑥𝐵 = (
𝑥1
𝑥2
𝑥6
)      𝑥𝑁 = (
𝑥4
𝑥5
𝑥3
)    𝐵 = (
1 1 0
−1 2 0
2 1 1
)   
𝑁 = (
1 0 1
0 1 −2
0 0 0
)    𝑐𝐵 = (−1 −2 0) 𝑐𝑁 = (0 0 1)    𝑏 = (
4
6
5
) 
2. Determinar la inversa de la matriz aplicando acciones  
𝐴1 = (
1
−1
2
)                 𝐴1𝐵
2 = (
1
−1
2
)(
1
2
1
) = (
1
3
−1
)        luego  𝐴2 = (
1
1
3
−1
) 
 
Para determinar la tercera acción 𝐴3, se tiene : 
(
1
1
3
−1
)(
1
−1
2
)   (
0
0
1
)  =   (
1
1
3
1
)   (
0
0
1
)  = (
0
0
1
)               luego 𝐴3 = (
0
0
1
) 
3.  Calcular 𝑤 = 𝑐𝐵𝐴3 𝐴2 𝐴1 
𝑤 = (−1 −2 0)(
0
0
1
)(
1
1
3
−1
)(
1
−1
2
) = (−1 −2 0)(
1
1
3
1
)
= (−1 (−
2
3
−
1
3
. −1) 0) 
𝑤 = (−1 −
1
3
0)(
1
−1
2
) = (−
4
3
−
1
3
0) 
 
 
 
51 
 
4. Calcular 𝑧𝑗 − 𝑐𝑗, para todo 𝑗 ∈ 𝜂 
(𝑧𝑗 − 𝑐𝑗) 𝑗 ∈ 𝜂 = (−
4
3
−
1
3
0)(
1 0 1
0 1 −2
0 0 0
) − (0 0 1) = (−
4
3
−
1
3
−
2
3
) − (0 0 1) 
(𝑧𝑗 − 𝑐𝑗) 𝑗 ∈ 𝜂 = (−
4
3
−
1
3
−
5
3
) 
6. Actualización 𝑥𝐵 
𝑥𝐵 = (
0
0
1
)(
1
1
3
−1
)(
1
−1
2
)(
4
6
5
) =
(
 
 
 
2
3
10
3
1
3 )
 
 
 
 
Valor de la función objetivo 𝑧 = 𝑐𝐵𝑥𝐵 = (−1 −2 0) 
(
 
 
2
3
10
3
1
3)
 
 
=−
22
3
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3.10  Descomposición LU 
Se puede expresar una matriz 𝐵 como el producto de dos matrices, una triangular inferior (𝐿) y 
otra triangular superior (𝑈). 
Así: 
𝐵 = 𝐿𝑈 
Luego, 
𝑈 = 𝐿−1𝐵 
Para encontrar U, es necesario determinar las matrices elementales que transformen a 𝐵 en una 
matriz triangular superior, así: 
Sea 
𝑩=
(
 
 
 
 
𝒃𝟏𝟏 ⋯ 𝒃𝟏𝒋 … 𝒃𝟏𝒏
𝒃𝟐𝟏 ⋯ 𝒃𝟐𝒋 … 𝒃𝟐𝒏
⋮ ⋮ ⋮ ⋮ ⋮
𝒃𝒊𝟏 ⋯ 𝒃𝒊𝒋 … 𝒃𝒊𝒏
⋮ ⋮ ⋮ ⋮ ⋮
𝒃𝒎𝟏 ⋯ 𝒃𝒎𝒋 … 𝒃𝒎𝒏)
 
 
 
 
 
La matriz que transforma el elemento 𝑏𝑖𝑗  en uno y pone ceros debajo de él es: 
E=
(
 
 
 
 
 
𝟏 𝟎 𝟎 … 𝟎 𝟎
𝟎 𝟏 𝟎 … 𝟎 𝟎
⋮ ⋮ ⋮ ⋮ ⋮ ⋮
𝟎 𝟎
𝟏
𝒃𝒊𝒋
… 𝟎 𝟎
⋮ ⋮ ⋮ … 𝟏 ⋮
𝟎 𝟎 −
𝒃𝒎𝒋
𝒃𝒊𝒋
… 𝟎 𝟏
)
 
 
 
 
 
 
Se observa que la matriz 𝐸 es triangular inferior. 
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Luego, 
𝑬𝑩 =
(
 
 
 
 
 
 
𝟏 𝟎 𝟎 … 𝟎 𝟎
𝟎 𝟏 𝟎 … 𝟎 𝟎
⋮ ⋮ ⋮ ⋮ ⋮ ⋮
𝟎 𝟎
𝟏
𝒃𝒊𝒋
… 𝟎 𝟎
⋮ ⋮ ⋮ … ⋮ ⋮
𝟎 𝟎 −
𝒃𝒎𝒋
𝒃𝒊𝒋
… 𝟎 𝟏
)
 
 
 
 
 
 
(
 
 
 
 
𝒃𝟏𝟏 ⋯ 𝒃𝟏𝒋 … 𝒃𝟏𝒏
𝒃𝟐𝟏 ⋯ 𝒃𝟐𝒋 … 𝒃𝟐𝒏
⋮ ⋮ ⋮ ⋮ ⋮
𝒃𝒊𝟏 ⋯ 𝒃𝒊𝒋 … 𝒃𝒊𝒏
⋮ ⋮ ⋮ ⋮ ⋮
𝒃𝒎𝟏 ⋯ 𝒃𝒎𝒋 … 𝒃𝒎𝒏)
 
 
 
 
 
𝑬𝑩 =
(
 
 
 
𝒃𝟏𝟏 ⋯ 𝒃𝟏𝒋 … 𝒃𝟏𝒏
𝒃𝟐𝟏 ⋯ 𝒃𝟐𝒋 … 𝒃𝟐𝒏
⋮ ⋮ ⋮ ⋮ ⋮
𝒃𝒊𝟏 ⋯ 𝟏 … 𝒃𝒊𝒏
⋮ ⋮ ⋮ ⋮ ⋮
𝒃𝒎𝟏 ⋯ 𝟎 … 𝒃𝒎𝒏)
 
 
 
 
De lo anterior, se obtiene que: 
𝑈 = 𝐸𝑚 …𝐸𝑚−1… . 𝐸1𝐵 
Dado que  
𝑈 = 𝐿−1𝐵 
Se puede inferir que, 
𝐿−1 = 𝐸𝑚 …𝐸𝑚−1… . 𝐸1 
Ejemplo 5: 
Para desarrollar este ejemplo, se emplearán los vectores acción (ver apéndice) que guardan la 
información de cada una de las matrices elementales ya que reducen el número de productos y 
adiciones. 
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𝐶 = (
2 1 0 0
1 −1 2 0
1 1 3 0
1 0 0 1
) 
Construir la primera acción 
𝐴1 =
(
 
 
1
2
1
1
1)
 
 
 
Lo que  indica que la primera columna de U será  
𝑢1 = (
1
0
0
0
) 
Aplicar la primera acción a la segunda columna de la matriz C, se obtiene: 
(
 
1
2
1
1
1)
 (
1
−1
1
0
)=
(
 
 
 
1
2
−
3
2
1
2
−
1
2)
 
 
 
 
Con el resultado, construir la segunda acción, así: 
𝐴2 =
(
 
 
 
 
0
−
2
3
1
2
−
1
2)
 
 
 
 
 
Luego la segunda columna de 𝑈, es  
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𝑢2 =
(
 
 
1
2
1
0
0)
 
 
 
Aplicar la primera acción a la tercera columna de la matriz C y al resultado aplicarle la segunda 
acción, así. 
(
 
 
 
 
0
−
2
3
1
2
−
1
2)
 
 
 
 
(
 
 
1
2
1
1
1)
 
 
(
0
2
3
0
) =
(
 
 
 
 
0
−
4
3
11
3
−
2
3)
 
 
 
 
 
Con el resultado construir la tercera acción, así: 
𝐴3 =
(
 
 
 
0
0
3
11
−
2
3)
 
 
 
 
La tercera columna de 𝑈, es  
𝑢3 =
(
 
 
0
−
4
3
1
0 )
 
 
 
Aplicar la primera acción a la cuarta columna de la matriz C y al resultado aplicarle la segunda 
acción y al nuevo resultado aplicar la tercera acción, así: 
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(
 
 
 
0
0
3
11
−
2
3)
 
 
 
(
 
 
 
 
0
−
2
3
1
2
−
1
2)
 
 
 
 
(
 
 
1
2
1
1
1)
 
 
(
0
0
0
1
) = (
0
0
0
1
) 
La cuarta columna de 𝑈, es  
(
0
0
0
1
) 
Finalmente, la matriz U se puede expresar de la siguiente manera: 
𝑈 =
(
 
 
 
1
1
2
0 0
0 1 −
4
3
0
0 0 1 0
0 0 0 1)
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3.11 El algoritmo simplex mediante descomposición LU 
En cada iteración del algoritmo simplex revisado es necesario realizar los cálculos 
pertinentes para determinar:  
𝑥𝐵 = 𝐵
−1𝑏 
(3.1.6)                                                           𝑦𝑘=𝐵
−1𝑎𝑘  
𝑤 = 𝑐𝐵𝐵
−1. 
Estos cálculos pueden expresarse también como sistemas de ecuaciones en función de la 
matriz base 𝐵, de la siguiente forma: 
𝐵𝑥𝐵 = 𝑏 
(3.1.7)                                                                      𝐵𝑦𝑘=𝑎𝑘 
𝑤𝐵 = 𝑐𝐵. 
La factorización LU de la matriz base se puede plantear como el producto de dos matrices, 
𝐵 = 𝐿𝑈 
Donde L y U son matrices triangular inferior y superior respectivamente. 
La  factorización 𝐿𝑈 permite expresar a  𝐵𝑥 = 𝑏  como 𝐿𝑈𝑥 = 𝑏.  
Lo anterior será utilizado para establecer los pasos que dan solución al método simplex revisado 
mediante la factorización LU 
Consideremos una base inicial con sus respectivas columnas, como sigue: 
𝐵 = (𝑏1, 𝑏2, …… , 𝑏𝑚) 
Para obtener la base de una nueva iteración, utilizando la anterior, se debe extraer el vector columna 
que sale de la matriz 𝐵 (columna r) y colocar al final de esta matriz, la columna que entra a la base 
(columna 𝑘), así: 
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?̂? = [𝑏1, 𝑏2, 𝑏𝑟−1, 𝑏𝑟+1, …… , 𝑏𝑚 , 𝑎𝑘] 
Para obtener 𝑥?̂? se debe establecer el mismo reordenamiento. 
Si se multiplica 𝐿−1 por ?̂? se obtiene: 
𝐿−1?̂?= [𝐿−1𝑏1, 𝐿−1𝑏2, 𝐿−1𝑏𝑟−1, 𝐿−1𝑏𝑟+1, …… , 𝐿−1𝑏𝑚 , 𝐿−1𝑎𝑘]  y dado que 𝐵 = 𝐿𝑈  se tiene que 
𝐿−1𝐵 = 𝑈, por lo tanto se puede expresar 𝐿−1?̂?, de la siguiente forma: 
𝐿−1?̂? =  [𝑢1, 𝑢2, 𝑢𝑟−1, 𝑢𝑟+1, …… , 𝑢𝑚 , 𝐿
−1𝑎𝑘] = 𝑀  donde 𝑢𝑖 representa las columna de U 
(Hernández & Moreno, 1991) 
Luego  ?̂? = 𝐿𝑀 
La matriz 𝑀 puede ser transformada en una matriz triangular superior, multiplicándola por 
 𝑚 − 𝑟 + 1 matrices elementales que terminen con unos en las diagonales principales y los ceros 
en los elementos inmediatamente inferior. (Hernández & Moreno, 1991) 
?̂? = 𝐸𝑚 …𝐸𝑚−1… .𝐸𝑟𝑀 
Aprovechando el aporte anterior podemos calcular ?̂?−1, como sigue: 
Si, 
𝑀 = 𝐸𝑟
−1…𝐸𝑚−1
−1 … . 𝐸𝑚
−1?̂? 
Y recordando que: 
?̂? = 𝐿𝑀 
Se puede expresar ?̂? como: 
?̂? =L𝐸𝑟
−1…𝐸𝑚−1
−1 … .𝐸𝑚
−1?̂? 
Considerando 
?̂? = 𝐿𝐸𝑟
−1…𝐸𝑚−1
−1 … .𝐸𝑚
−1 
 Luego 
?̂?−1 = (𝐿𝐸𝑟
−1…𝐸𝑚−1
−1 … .𝐸𝑚
−1)−1 
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Por lo tanto, 
?̂?−1 = (𝐸𝑚…𝐸𝑚−1… . 𝐸𝑟)𝐿
−1 
Para encontrar ?̂?−1 se multiplican todas las matrices elementales que se utilizaron para transformar 
a la matriz 𝑀en triangular superior por la matriz triangular inferior inversa de la iteración anterior. 
(Torres Solis & Villalobos Castillo, 2015) 
En la iteración inicial, se parte con que la matriz base es la identidad, al igual que las matrices 𝐿−1 
y U. 
La descomposición LU de la base permite resolver los sistemas de ecuaciones mencionados 
anteriormente como sigue: 
Iniciando con el cálculo de 𝑤 que es la solución del sistema: 
                          (3.1.8)                            𝑤𝐵 = 𝑐𝐵. 
              𝑤𝐿𝑈 = 𝑐𝐵 
𝑥𝑈 = 𝑐𝐵,  donde  𝑤 = 𝑥𝐿
−1 
Se resuelven ambos sistemas de la siguiente forma: 
Se calcula el vector 𝑥 con sustitución progresiva y posteriormente se sustituye el resultado en el 
segundo sistema para encontrar 𝑤. 
El vector 𝑤 que se ha encontrado ayuda a determinar el vector que entra a la base mediante el 
criterio:  max(𝑧𝑗 − 𝑐𝐽). 
El siguiente sistema es el que actualiza el vector 𝑎𝑘 que entra a la base , esto es: 
(3.1.9)                                                          𝐵𝑦𝑘 = 𝑎𝑘 
Esto es, 
𝐿𝑈𝑦𝑘 = 𝑎𝑘  
𝑦 = 𝐿−1𝑎𝑘,  donde 𝑦 = 𝑈𝑦𝑘  
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Primero se resuelve 𝑦 = 𝐿−1𝑎𝑘 y luego con sustitución regresiva 𝑦 = 𝑈𝑦𝑘. 
 
para actualizar 𝑥𝐵 mediante el desarrollo del sistema, se tiene que: 
(3.1.10)                                                            𝐵𝑥𝐵=𝑏 
Esto es, 
𝐿𝑈𝑥𝐵=𝑏 
𝑦 = 𝐿−1𝑏, donde 𝑦 =U𝑥𝐵 
Primero se calcula 𝑦 = 𝐿−1𝑏 y luego 𝑦 =U𝑥𝐵 
Posterior al desarrollo de los tres sistemas, se determina el vector que sale de la base mediante el 
𝑚𝑖𝑛 {
𝑥𝐵
𝑦𝑖𝑘
𝐵 } (𝑝𝑎𝑟𝑎 𝑡𝑜𝑑𝑎 𝑖), y  se construye la matriz   𝑀 = [𝑢1, 𝑢2, 𝑢𝑟−1, 𝑢𝑟+1, …… , 𝑦𝑘] luego  
se calculan las matrices elementales que actualizan  ?̂?esto es: ?̂? = 𝐸𝑚 …𝐸𝑚−1… . 𝐸𝑟𝑀 , y se  
actualiza ?̂?−1mediante el producto de matrices elementales. 
El proceso culmina cuando 𝑧𝑗 − 𝑐𝑗 ≤ 0 para un problema de minimización 𝑧𝑗 − 𝑐𝑗 ≥ 0 para un 
problema de maximización, para todo 𝑗. 
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3.12 Pasos para emplear el método simplex revisado por descomposición LU 
1. Dada la matriz 𝐵, se calcula 𝑈 y 𝐿−1. 
2. Se calcula 𝑤, resoviendo 𝑥𝑈 = 𝑐𝐵 con sustitución progresiva y luego 𝑤 = 𝑥𝐿
−1. 
3. Calcular los 𝑧𝑗 − 𝑐𝑗, para todo 𝑗 ∈ 𝜂. 
4. Se actualiza 𝑎𝑘, calculando primero 𝑦 = 𝐿
−1𝑎𝑘 y luego con sustitución regresiva 𝑦 = 𝑈𝑦𝑘. 
5. Para actualiza 𝑏, se resuelve 𝑦 = 𝐿−1𝑏 y luego 𝑦 =U𝑥𝐵. 
6. Emplear el criterio de salida para determinar la variable que sale de la base. 
7. Construir 𝑀. 
8. Calcular las matrices elementales que actualizan 𝑈. 
9. Actualizar 𝐿−1 
10. Ir al paso 2. 
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Ejemplo 6: 
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑎𝑟 (−3𝑥1 − 5𝑥2 + 0𝑥3 + 0𝑥4 + 0𝑥5) 
𝑠𝑢𝑗𝑒𝑡𝑜 𝑎      𝑥1                        + 𝑥3                                           = 4 
                          2𝑥2                                    + 𝑥 4                     = 12 
         3𝑥1 + 2𝑥2                                                         𝑥5 = 18 
𝑥1,   𝑥2,   𝑥3, 𝑥4, 𝑥5 ,      ≥ 0 
 
Iteración Inicial  
𝑥𝐵 = (
𝑥3
𝑥4
𝑥5
)      𝑥𝑁 = (
𝑥1
𝑥2
)          𝐵 = (
1 0 0
0 1 0
0 0 1
)         𝑈 = (
1 0 0
0 1 0
0 0 1
) 
𝑁 =  (
1 0
0 2
3 2
) ;    𝑐𝐵 = (0 0 0);  𝑐𝑁 = (−3 − 5);     𝑏 = (
4
12
18
) ;      𝐿−1 = (
1 0 0
0 1 0
0 0 1
) 
a. Resolver el sistema 𝑤𝐵 = 𝑐𝐵 
Primero se resuelve con sustitución progresiva 𝑥𝑈 = 𝑐𝐵 y luego 𝑤 = 𝑥𝐿
−1, esto es 𝑤 = 𝑥𝐴3𝐴2𝐴1. 
𝑥 (
1 0 0
0 1 0
0 0 1
) = (0 0 0) 
𝑥 = (0 0 0) 
𝑤 = 𝑥𝐴3𝐴2𝐴1. 
𝑤=(0 0 0) 
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b. Determinar 𝑧𝑗 − 𝑐𝑗, para todo 𝑗 ∈ 𝜂 
(𝑧𝑗 − 𝑐𝑗) 𝑗 ∈ 𝜂 = (0 0 0) (
1 0
0 2
3 2
) − (−3  − 5) = (3  5) 
Luego 𝑥2 entra a la base 
c. Actualizar 𝑎2 resolviendo el sistema 𝐵𝑦2 = 𝑎2 
Primero se resuelve 𝑦 = 𝐿−1𝑎2, luego con sustitución regresiva se resuelve 𝑈𝑦2=y 
𝑦 = 𝐴3𝐴2𝐴1. 𝑎2 
𝑦 = (
0
2
2
) 
(
1 0 0
0 1 0
0 0 1
)𝑦2 = (
0
2
2
) 
𝑦2 = (
0
2
2
) 
d. Actualizar 𝑏 resolviendo el sistema 𝐵𝑥𝐵 = 𝑏 
Primero se resuelve 𝑦 = 𝐿−1𝑏, luego con sustitución regresiva se resuelve 𝑈𝑥𝐵 = 𝑦 
𝑦 = 𝐴3𝐴2𝐴1. 𝑏 
𝑦 = (
4
12
18
) 
(
1 0 0
0 1 0
0 0 1
)(
𝑥3
𝑥4
𝑥5
) = (
4
12
18
) 
𝑥𝐵 = (
4
12
18
) 
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e. Elegir el vector 𝑎𝑟 que saldrá de la base 𝑚𝑖𝑛 {
12
2
,
18
2
}. 𝑥4 sale de la base  
Luego ?̂?𝐵 queda reordenada, así 
?̂?𝐵 = (
𝑥3
𝑥5
𝑥2
) 
f. Determinar ?̂? y ?̂?−1 
Construir la matriz 𝑀=(
1 0 0
0 0 2
0 1 2
).Como el elemento 𝑚2,2 es cero, se introduce una matriz de 
permutaciones 𝑃1, así: 
𝑃1 = (
1 0 0
0 0 1
0 1 0
) 
𝑃1𝑀 = (
1 0 0
0 0 1
0 1 0
).(
1 0 0
0 0 2
0 1 2
).= (
1 0 0
0 1 2
0 0 2
). 
Construir la acción 4, 
𝐴4=(
0
0
1
2
) 
Para obtener ?̂?, se tiene: 
𝑃1𝑀 = (
1 0 0
0 1 2
0 0 2
) realizar un pivotaje en el elemento (3,3) de la matriz antes mencionada, 
aplicando por la izquierda la acción que guarda la información de la matriz elemental que realiza 
dicho pivotaje, así: 
(
1
0
0
)(
0
1
0
)=(
0
1
0
), 
 Con este cálculo se tiene la primera y segunda columna de ?̂?,la tercera columna se obtiene así: 
65 
 
(
0
1
0
)(
1
0
0
)(
0
2
2
)=(
0
2
2
) 
Luego, 
?̂?=(
1 0 0
0 1 2
0 0 1
) es una matriz triangular superior. 
?̂?−1 = 𝐸4𝑃1𝐿
−1 
Iteración 1  
 
𝑥𝐵 = (
𝑥3
𝑥5
𝑥2
)      𝑥𝑁 = (
𝑥1
𝑥4
)          𝐵 = (
1 0 0
0 0 2
0 1 2
)         𝑈 = (
1 0 0
0 1 2
0 0 1
) 
𝑁 = (
1 0
0 1
3 0
) ;    𝑐𝐵 = (0 0 −5);  𝑐𝑁 = (−3  0);     𝑏 = (
4
12
18
) 
a. Resolver el sistema 𝑤𝐵 = 𝑐𝐵 
Primero se resuelve con sustitución progresiva 𝑥𝑈 = 𝑐𝐵 y luego 𝑤 = 𝑥𝐿
−1, esto es 𝑤 = 𝑥𝐸4𝑃1. 
𝑥 (
1 0 0
0 1 2
0 0 1
) = (0 0 −5) 
𝑥 = (0 0 −5) 
𝑤 = 𝑥𝐴4. 
(0 0 −5)(
0
0
1
2
)=(0 0 −5/2) 
Este resultado se multiplica por la matriz de permutaciones, se tiene: 
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𝑤 = (0 −
5
2
0) 
b. Determinar  𝑧𝑗 − 𝑐𝑗, para todo 𝑗 ∈ 𝜂 
(𝑧𝑗 − 𝑐𝑗) 𝑗 ∈ 𝜂 = (0 −
5
2
0)(
1 0
0 1
3 0
) − (−3  0) = (3  −
5
2
) 
Luego 𝑥1 entra a la base 
c. Actualizar 𝑎2 resolviendo el sistema 𝐵𝑦2 = 𝑎2 
Primero se resuelve 𝑦 = 𝐸4 𝑃1. 𝑎1, luego con sustitución regresiva se resuelve 𝑈𝑦1=y 
 𝑦 = 𝐸4  𝑃1. 𝑎1 
Multiplicar. la matriz de permutaciones por 𝑎1, así: 
(
1 0 0
0 0 1
0 1 0
)(
1
0
3
) = (
1
3
0
) 
Aplicarle a este resultado por la izquierda 𝐴4 
𝑦 = (
0
0
1
2
)(
1
3
0
) 
𝑦 = (
1
3
0
) 
(
1 0 0
0 1 2
0 0 1
)𝑦1 = (
1
3
0
) 
𝑦1 = (
1
3
0
) 
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d. Actualizar 𝑏 resolviendo el sistema 𝐵𝑥𝐵 = 𝑏 
Primero se resuelve 𝑦 = 𝐸4 𝑃1 𝑏, luego con sustitución regresiva se resuelve 𝑈𝑥𝐵 = 𝑦 
Multiplicar. la matriz de permutaciones por 𝑏, así: 
(
1 0 0
0 0 1
0 1 0
)(
4
12
18
) = (
4
18
12
) 
Aplicarle a este resultado por la izquierda 𝐴4 
𝑦 = (
0
0
1
2
)(
4
18
12
)=(
4
18
6
) 
(
1 0 0
0 1 2
0 0 1
)(
𝑥3
𝑥5
𝑥2
) = (
4
18
6
) 
𝑥𝐵 = (
4
6
6
) 
Elegir el vector 𝑎𝑟 que saldrá de la base 𝑚𝑖𝑛 {
4
1
,
6
3
}. 𝑥5 sale de la base  
Luego ?̂?𝐵 queda reordenada, así 
?̂?𝐵 = (
𝑥3
𝑥2
𝑥1
) 
e. Determinar ?̂? y ?̂?−1 
𝑀=(
1 0 1
0 2 3
0 1 0
)  
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transformar 𝑀 en una matriz triangular superior  
(
1
0
0
)(
0
2
1
)=(
0
2
1
) 
𝐴5 = (
0
1
2
1
) 
(
0
1
2
1
)(
1
3
0
)=(
1
3
2
−
3
2
) 
𝐴6 = (
0
0
−
2
3
) 
Luego, 
?̂?=(
1 0 1
0 1
3
2
0 0 1
) es una matriz triangular superior. 
?̂?−1 = 𝐸6𝐸5𝐸4𝑃1 
Iteración 2  
𝑥𝐵 = (
𝑥3
𝑥2
𝑥1
)      𝑥𝑁 = (
𝑥5
𝑥4
)          𝐵 = (
1 1 1
0 2 0
0 2 3
)         𝑈 = (
1 0 1
0 1
3
2
0 0 1
) 
𝑁 =  (
0 0
0 1
1 0
)    𝑐𝐵 = (0 −5 −3) 𝑐𝑁 = (0  0)    𝑏 = (
4
6
6
)       
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a. Resolver el sistema 𝑤𝐵 = 𝑐𝐵 
Primero se resuelve con sustitución progresiva 𝑥𝑈 = 𝑐𝐵 y luego 𝑤 = 𝑥𝐿
−1, esto es 𝑤 = 𝑥𝐸4𝑃1. 
𝑥 (
1 0 1
0 1
3
2
0 0 1
) = (0 −5 −3) 
𝑥 = (0 −5
9
2
) 
𝑤 = 𝑥𝐴6𝐴5𝐴4. 
(0 −5
9
2
)(
0
0
−
2
3
)(
0
1
2
1
)(
0
0
1
2
)=(0 −1 −
3
2
) 
Este resultado se multiplica por la matriz de permutaciones 𝑃1 y se obtiene: 
𝑤 = (0 −
3
2
−1) 
b. Determinar 𝑧𝑗 − 𝑐𝑗, para todo 𝑗 ∈ 𝜂 
(𝑧𝑗 − 𝑐𝑗) 𝑗 ∈ 𝜂 = (0 −
3
2
−1)(
0 0
0 1
1 0
) − (0   0) = (−1  −
3
2
) 
Dado que 𝑧𝑗 − 𝑐𝑗 < 0, se está en el óptimo. 
c. Actualizar 𝑏 resolviendo el sistema 𝐵𝑥𝐵 = 𝑏 
Primero se resuelve 𝑦 = 𝐸6𝐸5𝐸4 𝑃1 𝑏, luego con sustitución regresiva se resuelve 𝑈𝑥𝐵 = 𝑦 
Multiplicar. la matriz de permutaciones por 𝑏, así: 
(
1 0 0
0 0 1
0 1 0
)(
4
12
18
) = (
4
18
12
) 
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Aplicarle a este resultado por la izquierda los vectores acción: 
𝑦 = (
0
0
−
2
3
)(
0
1
2
1
)(
0
0
1
2
)(
4
18
12
)=(
4
9
2
) 
(
1 0 1
0 1
3
2
0 0 1
)(
𝑥3
𝑥2
𝑥1
) = (
4
9
2
) 
𝑥𝐵 = (
2
6
2
) 
𝑧 = 𝑐𝐵𝑥𝐵 
El valor de la función objetivo es: 
 𝑧 = (0 −5 −3)(
2
6
2
) = −36 
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3.13 Número de operaciones mediante la descomposición LU 
Para construir U y 𝐿−1son necesarios los siguientes pasos. 
1. Dada la matriz 𝐵, se le extrae su primera columna 𝑏1, posteriormente se construye el vector 
que reúne la información de la matriz elemental (vector acción), de tal forma que al aplicar 
el vector acción por la izquierda de 𝑏1 se obtenga (
1
0
0
⋮
). Para formar esta primera acción se 
requiere un producto. 
2. Se extrae la segunda columna de 𝐵, se le aplica la primera acción y con el resultado se 
construye la segunda acción.  Aplicarle la primera acción por la izquierda a 𝑏2 requiere de 
𝑚 productos y para construir la segunda acción se requiere de un productos, por lo tanto se 
necesitan 𝒎+𝟏 productos. 
3. Se extrae la tercera columna de 𝐵 , se le aplica la primera y la segunda acción 
respectivamente por la izquierda. Aplicarle la primera acción a 𝑏3 requiere de 𝑚 productos, 
a el nuevo resultado aplicarle la segunda acción requiere de 𝒎− 𝟏 producto y construir la 
tercera acción que requiere de un productos. Por lo tanto se necesitan 𝒎+ (𝒎− 𝟏) +1 
productos. 
4. Se extrae la 𝑚 − é𝑠𝑖𝑚𝑎 columna de 𝐵 se le aplican las (𝒎 − 𝟏) acciones esto requiere de  
𝒎+ (𝒎− 𝟏) + (𝒎− 𝟐)………… . (𝟏)𝟐  productos y finalmente se construye la 𝑚 −
 é𝑠𝑖𝑚𝑎 acción lo que requiere de un producto. 
Recapitulando, el número total de productos que conlleva construir 𝑈 y 𝐿−1 está dado de la 
siguiente forma. 
𝟏 +𝒎+ 𝟏 +𝒎+ (𝒎− 𝟏) + 𝟏 +𝒎+ (𝒎− 𝟏) + (𝒎− 𝟐) + 𝟏⋯+𝒎+ (𝒎 − 𝟏)+ (𝒎− 𝟐) + ⋯+ 𝟐 + 𝟏 
=(𝒎 − 𝟏)𝒎+ (𝒎− 𝟐)(𝒎− 𝟏) +⋯(𝒎− 𝒓)(𝒎− (𝒓 − 𝟏)) + ⋯+ (𝟏)(𝟐) + 𝒎 
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=(𝒎 − 𝒓)[𝒎− (𝒓 − 𝟏)]=𝒎𝟐 − 𝟐𝒎𝒓 +𝒎+ 𝒓𝟐 − 𝒓 
= [∑ 𝒎𝟐 − 𝟐𝒎𝒓 +𝒎+ 𝒓𝟐 − 𝒓
𝒎−𝟏
𝒓=𝟏
] + 𝒎 
Al remplazar las sumas se obtiene: 
∑𝒎𝟐
𝒎−𝟏
𝒓=𝟏
= (𝒎− 𝟏)𝒎𝟐 
𝟐𝒎∑ 𝒓
𝒎−𝟏
𝒓=𝟏
=
𝟐𝒎(𝒎− 𝟏)𝒎
𝟐
 
∑𝒎
𝒎−𝟏
𝒓=𝟏
= 𝒎(𝒎− 𝟏) 
∑ 𝒓𝟐
𝒎−𝟏
𝒓=𝟏
=
(𝒎− 𝟏)(𝒎)(𝟐𝒎− 𝟏)
𝟔
 
∑ 𝒓
𝒎−𝟏
𝒓=𝟏
=
(𝒎 − 𝟏)𝒎
𝟐
 
De donde: 
(𝒎 − 𝟏)𝒎𝟐 −
𝟐𝒎(𝒎−𝟏)𝒎
𝟐
+𝒎(𝒎− 𝟏)+ 
(𝒎−𝟏)(𝒎)(𝟐𝒎−𝟏)
𝟔
−
(𝒎−𝟏)𝒎
𝟐
+𝒎 
=
(𝒎−𝟏)(𝒎)(𝟐𝒎−𝟏)
𝟔
+
(𝒎−𝟏)𝒎
𝟐
+𝒎 
=
(𝒎𝟐−𝒎)(𝟐𝒎−𝟏)
𝟔
+
𝒎𝟐−𝒎
𝟐
+𝒎 
=
𝟐𝒎𝟑 − 𝟑𝒎𝟐 +𝒎
𝟔
+
𝒎𝟐 −𝒎
𝟐
+𝒎 
=
𝟐𝒎𝟑 − 𝟑𝒎𝟐 +𝒎+ 𝟑𝒎𝟐 − 𝟑𝒎
𝟔
+𝒎 
=
𝟐𝒎𝟑 − 𝟐𝒎
𝟔
+𝒎 
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=
𝒎𝟑
𝟑
−
𝒎
𝟑
+𝒎 
=
𝒎𝟑 + 𝟐𝒎
𝟑
 
En el sistema  (3.1.9), para determinar el número de productos para resolver el sistema, se tiene:   
𝑦 = 𝐿−1𝑎𝑘 
Dado que   𝐿−1 = 𝐸𝑚𝐸𝑚−1……𝐸1, entonces   𝑦=𝐸𝑚𝐸𝑚−1……𝐸1𝑎𝑘  
Aplicar la primera acción por la izquierda 𝐴1𝑎𝑘  requiere 𝑚  productos, dado que las matrices 
elementales son triangular inferior, aplicar la siguiente acción requiere 𝑚− 1 productos  y así 
sucesivamente. Finalmente se obtiene que el número de productos es:  
𝒎   + (𝒎− 𝟏) + (𝒎− 𝟐) + ⋯+ [𝒎− (𝒎− 𝟑] + [𝒎− (𝒎− 𝟐] + [𝒎− (𝒎− 𝟏)] 
Se aplica la suma de Gauss: 
  𝒎        + (𝒎− 𝟏) + (𝒎− 𝟐) +⋯+ [𝒎− (𝒎− 𝟑] + [𝒎− (𝒎− 𝟐] + [𝒎− (𝒎 − 𝟏)] = 𝒙 
    [𝒎 − (𝒎 − 𝟏] + [𝒎− (𝒎− 𝟐]+[𝒎 − (𝒎− 𝟑] +⋯+ (𝒎− 𝟐) + (𝒎− 𝟏) +𝒎 = 𝒙 
𝒙 =
𝒎(𝒎+ 𝟏)
𝟐
 
Con el valor que se obtuvo del sistema anterior, se sustituye en este segundo 𝑦 = 𝑈𝑦𝑘   y mediante    
sustitución regresiva se obtiene el valor de la última variable. 
Para una mejor comprensión, a continuación, se presenta el proceso de la sustitución regresiva, así: 
(
 
 
1 𝑢12 𝑢13 ⋯ 𝑢1𝑚
0 1 𝑢23 ⋯ 𝑢2𝑚
⋮ ⋮ ⋱ ⋮ ⋮
0 0 0 1 𝑢𝑚−1,𝑚
0 0 0 0 1 )
 
 
(
 
 
𝑥1
𝑥2
⋮
𝑥𝑚−1
𝑥𝑚 )
 
 
=
(
 
 
𝑏1
𝑏2
⋮
𝑏𝑚−1
𝑏𝑚 )
 
 
 
𝑥𝑚 = 𝑏𝑚                     
El de la penúltima variable, se obtiene con el valor de la última variable como se muestra a 
continuación: 
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 𝑥𝑚−1 = 𝑏𝑚−1 − 𝑢𝑚−1,𝑚𝑥𝑚 
Y el valor de la antepenúltima variable y demás, se obtienen como sigue: 
𝑥𝑖 = 𝑏𝑖 − ∑ 𝑢𝑖𝑘𝑥𝑘
𝑚
𝑘=𝑖+1                 𝑖 = (𝑚 − 1,𝑚 − 2⋯1) 
Lo anterior ayuda a determinar el número de productos que se necesitan para resolver el sistema 
antes mencionado: 
(𝒎 − 𝟏) + (𝒎 − 𝟐) +⋯+ [𝒎− (𝒎 − 𝟐)] + [𝒎− (𝒎− 𝟏)] 
Aplicando la suma de Gauss se obtiene:  
(𝒎 − 𝟏) + (𝒎 − 𝟐) +⋯+ [𝒎− (𝒎 − 𝟐)] + [𝒎− (𝒎 − 𝟏)] = 𝒙 
[𝒎 − (𝒎− 𝟏)] + [𝒎− (𝒎− 𝟐)] +⋯+ (𝒎− 𝟐) + (𝒎− 𝟏) = 𝒙 
𝒙 =
𝒎(𝒎− 𝟏)
𝟐
 
Para resolver el sistema 𝐵𝑦𝑘=𝑎𝑘, se requieren: 
𝒎(𝒎+𝟏)
𝟐
+ 
𝒎(𝒎−𝟏)
𝟐
=
𝒎𝟐+𝒎+𝒎𝟐−𝒎
𝟐
= 𝒎𝟐 productos 
En el sistema (3.1.8) se resuelve 𝑥𝑈 = 𝑐𝐵, con sustitución progresiva, esto lleva el mismo 
número de productos que resolver 𝑦 = 𝑈𝑦𝑘  , es decir 
𝒎(𝒎−𝟏)
𝟐
. 
Aplicar una acción por la izquierda o por la derecha emplea el mismo número de productos, por lo 
tanto, el número de productos que se utilizaron para  𝑥𝐿−1= 𝑤 será el mismo que se utiliza para 
resolver  𝑦 = 𝐿−1𝑎𝑘, esto es: 
𝒎(𝒎+𝟏)
𝟐
  productos. 
Luego, al resolver ambos sistemas se tienen 𝑚2 productos. 
Resolver el sistema (3.1.10) emplea el mismo procedimiento, por lo tanto requiere igualmente 
𝑚2 productos. 
Los tres sistemas  emplean 3𝑚2 productos. 
 
75 
 
Trabajar con el método de la descomposición LU emplea un total de:  
𝒎𝟑+𝟐𝒎
𝟑
+ 𝟑𝒎𝟐 Productos. 
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CAPÍTULO IV 
COMPARACIÓN DE LOS MÉTODOS SIMPLEX Y SIMPLEX REVISADO 
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4.1 Comparación de los métodos simplex y simplex revisado formato tabla  
A continuación, se presenta un estudio comparativo de ambos métodos, considerando el número 
total de multiplicaciones y sumas que se realizan.  
Observación: La división será considerada como una multiplicación y la resta como una suma. 
Método Operaciones Pivoteo 𝑧𝑗 − 𝑐𝑗 Total 
Simplex 
Multiplicaciones (𝑚 + 1)(𝑛 − 𝑚 + 1)  𝑚(𝑛 − 𝑚) + 𝑛 + 1 
Sumas 𝑚(𝑛 −𝑚 + 1)  𝑚(𝑛 −𝑚 + 1) 
Simplex 
Revisado 
Multiplicaciones  (𝑚 + 1)2 𝑚(𝑛 −𝑚) 𝑚(𝑛 − 𝑚) + (𝑚 + 1)2 
Sumas  𝑚(𝑚 + 1) 𝑚(𝑛 −𝑚) 𝑚(𝑛 + 1) 
Fuente: Bazaraa, M. S., & Jarvis, J. j. (1981). Programación Lineal y Flujo de redes. México: 
Limusa.  
Al observar la tabla, el método simplex contempla un menor número de pasos que el simplex 
revisado, sin embargo al  trabajar con matrices no básicas con una cantidad muy altas de ceros, se 
hace más útil el algoritmo simplex revisado, dado que al calcular los  𝑧𝑗 − 𝑐𝑗 se puede omitir el 
trabajar con ceros, ahorrando un gran número de pasos. 
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Para determinar en cuál intervalo es más eficiente emplear el algoritmo simplex revisado, se 
recurrirá a determinar lo siguiente: 
El número total entre multiplicaciones y sumas para el método simplex es de:  
𝒎𝒏−𝒎𝟐 + 𝒏 + 𝟏 +𝒎𝒏−𝒎𝟐 +𝒎 
−𝟐𝒎𝟐 + 𝟐𝒎𝒏 +𝒎+𝒏 + 𝟏 
Para el simplex revisado se tiene: 
𝒎𝒏−𝒎𝟐 +𝒎𝟐 + 𝟐𝒎 + 𝟏 +𝒎𝒏 +𝒎 
𝟐𝒎𝒏 + 𝟑𝒎 + 𝟏 
 
Luego conviene emplear el método simplex revisado cuando: 
𝟐𝒎𝒏 + 𝟑𝒎 + 𝟏 < −𝟐𝒎𝟐 + 𝟐𝒎𝒏 +𝒎+𝒏+ 𝟏 
Esto es cuando se tenga:  
𝟐𝒎(𝒎+ 𝟏)  < 𝒏 
Esto es, si 𝑚 = 2 entonces 𝑛 debe ser mayor que 12 lo que hace inferir que el método simplex 
revisado es conveniente emplearlo  cuando 𝒏 sea significativamente mayor que 𝒎 
Ejemplo7: Si 𝑚 = 2 𝑦 𝑛 = 13, entonces se tiene: 
𝟐(𝟐)(𝟏𝟑)+ 𝟑(𝟐) + 𝟏 < −𝟐(𝟐)𝟐 + 𝟐(𝟐)(𝟏𝟑) + 𝟐 + 𝟏𝟑 + 𝟏 
𝟓𝟗 < 𝟔𝟎 
Luego, conviene el uso del método simplex revisado, en este caso. 
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4.2 Comparación de los métodos simplex y simplex revisado por forma producto de 
la inversa y descomposición LU. 
Simplex Simplex Revisado  
Número de  operaciones Forma producto de la inversa  Descomposición LU 
−2𝑚2 + 2𝑚𝑛 + 𝑚 + 𝑛 + 1 
 
𝑚3
2
+
5𝑚2
2
+ 𝑚 
𝑚3 + 2𝑚
3
+ 3𝑚2 
 
Determinemos el intervalo en el que es más eficiente emplear la descomposición LU que la forma 
producto de la inversa. 
𝒎𝟑
𝟐
+
𝟓𝒎𝟐
𝟐
+𝒎 >
𝒎𝟑 + 𝟐𝒎
𝟑
+ 𝟑𝒎𝟐 
𝒎𝟑 − 𝟑𝒎𝟐 + 𝟐𝒎 > 𝟎 
𝒎(𝒎− 𝟏)(𝒎− 𝟐) > 𝟎 
𝒎 = 𝟎 , 𝒎 = 𝟏, 𝒎 = 𝟐 
 (−∞, 𝟎) 
Valor de 
prueba: -1 
(𝟎, 𝟏) 
Valor de 
prueba: 0,5 
(𝟏, 𝟐) 
Valor de 
prueba: 1,5 
(𝟐,∞) 
Valor de 
prueba: 3 
𝒎 - + + + 
(𝒎 − 𝟏) - - + + 
(𝒎 − 𝟐) - - - + 
𝒎(𝒎− 𝟏)(𝒎− 𝟐) - + - + 
Evidentemente  el intervalo que satisface la inecuación es  (2,∞) lo que indica que utilizar la forma 
producto de la inversa genera mayor número de  multiplicaciones y sumas que emplear la 
descomposición LU para 𝑚 > 2. 
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Ejemplo 8: Consideremos  una matriz con 𝑚 = 3  
𝟑𝟑
𝟐
+
𝟓(𝟑)𝟐
𝟐
+ 𝟑 >
𝟑𝟑+𝟐(𝟑)
𝟑
+3(𝟑)𝟐 
39>38 
Se evidencia que utilizar el método de descomposición LU, conlleva un menor número de 
operaciones que trabajar por la forma producto de la inversa. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
81 
 
Conclusión 
 Luego de estudiar minuciosamente el método simplex y simplex revisado se pudo 
determinar que en cuanto al formato tabla, el arreglo que emplea el método simplex 
revisado es más pequeño que el del simplex, sin embargo, el número total de operaciones 
de este último es menor.  
 
  Si se estudia el número de elementos no ceros versus el número de elementos de la matriz 
de restricciones, podría convenir emplear el método simplex revisado ya que se ahorraría 
el tener que multiplicar por ceros. 
 
 Al analizar en qué intervalo es más eficiente emplear el método simplex revisado  se 
determinó que es posible cuando 2𝑚(𝑚 + 1)  < 𝑛 esto es,  para 𝑛 de gran tamaño, mayor 
que 𝑚. 
 
 En cuanto al método simplex por forma producto de la inversa, calcula la matriz inversa 
mediante el producto de matrices elementales, empleando acciones que reducen 
sustancialmente las operaciones, sin embargo, no es el algoritmo más eficiente ya que el 
método de descomposición LU al descomponer 𝐵 = 𝐿𝑈 reduce aún más  el número de 
operaciones. 
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  Tanto el método simplex como su modificación, que es el método simplex revisado, son 
de gran utilidad en la programación lineal, sin embargo, conviene aplicar uno u otro según 
la dimensión de la matriz de restricciones, para determinar cuál generará un menor número 
de procedimientos en cada iteración. 
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Recomendaciones 
 Estudiar otros métodos que permitan obtener mayor estabilidad numérica y que mejoren la 
eficiencia del método simplex. 
 
 Emplear el resultado de la investigación al desarrollo de un problema de aplicación 
empleando el método que se ajuste a la matriz de restricciones. 
 
 Estudiar cuáles programas de computación emplean menor número de operaciones al 
resolver un problema de programación lineal. 
 
 Ampliar la investigación a otros campos. 
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Apéndice 
Matrices elementales  
Definición: Una matriz 𝑚 ×  𝑚  se llama matriz elemental si puede obtenerse de la matriz 
identidad 𝐼𝑚𝑥𝑚 por medio de sólo una operación elemental de renglón. (Merino & Santos , álgebra 
líneal con métodos elementales, 2010), así: 
a. Intercambiando los renglones 𝑖 y 𝑗,  
b. Multiplicando el renglón i por una constante c diferente de cero. 
c.  Sumando al renglón 𝑖 el renglón j multiplicado por la constante c. 
Si se desea multiplicar el renglón 𝑖 de una matriz 𝐵 de 𝑚 filas por 𝑛 columnas por una constante 
𝑐 , basta multiplicar la matriz identidad modificada con 𝑐 en el 𝑖-ésimo lugar de la diagonal por la 
matriz 𝐵 
Ejemplo: 
Considerando la matriz 𝐵 = (
𝑎 𝑏 𝑐 𝑑
𝑒 𝑓 𝑔 ℎ
𝑖 𝑗 𝑘 𝑙
) si se multiplica por 𝑐 el tercer renglón 
se obtiene 
(
1 0 0
0 1 0
0 0 𝑐
)(
𝑎 𝑏 𝑐 𝑑
𝑒 𝑓 𝑔 ℎ
𝑖 𝑗 𝑘 𝑙
) = (
𝑎 𝑏 𝑐 𝑑
𝑒 𝑓 𝑔 ℎ
𝑐𝑖 𝑐𝑗 𝑐𝑘 𝑐𝑙
) = 
Si se requiere sumarle al renglón i, el renglón j de una matriz de 𝑚 filas por 𝑛 columnas , Esto 
equivale a multiplicar dicha matriz por la identidad, agregándole un 1 en el í-ésimo renglón j-ésima 
columna.  
Ejemplo: 
En la matriz 𝐵 = (
2 3 4
4 3 2
3 1 5
) sumarle al primer renglón el tercero. 
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Se tiene: 
(
1 0 1
0 1 0
0 0 1
)(
2 3 4
4 3 2
3 1 5
) = (
5 4 9
4 3 2
3 1 5
) 
Se construirá una matriz que al multiplicar por ella realice un pivotaje, combinando multiplicación 
por un escalar y suma de renglones, en la segunda columna de la matriz 𝐵. Cada operación se 
registrará en la matriz identidad. 
𝐵 = (
2 3 4
4 3 2
0 1 0
) 
. Para hacer un pivotaje en  𝑏22  hay que hacer 1 en el elemento 𝑏22 lo que requiere que se 
multiplique la segunda fila de 𝐵 por 
1
3
 , quedando de la siguiente manera: 
𝐴𝐵 = (
1 0 0
0
1
3
0
0 0 1
)(
2 3 4
4 3 2
0 1 0
) 
𝐴𝐵 = (
2 3 4
4
3
1
2
3
0 1 0
) 
 Para que  la segunda columna sea (
0
1
0
), en lugar de (
3
1
1
) se resta  al primer renglón tres veces el 
segundo y al tercero el segundo renglón y se registran estos cambios en la matriz identidad: 
𝐶 = (
1 −3 0
0 1 0
0 −1 1
) 
 
Multiplicar  𝐶(𝐴𝐵) 
𝐶(𝐴𝐵) = (
1 −3 0
0 1 0
0 −1 1
)(
2 3 4
4
3
1
2
3
0 1 0
) 
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𝐶(𝐴𝐵) =
(
 
 
−2 0 2
4
3
1
2
3
−
4
3
0 −
2
3)
 
 
 
Como 𝐶(𝐴𝐵) = (𝐶𝐴)(𝐵): 
𝐶𝐴= (
1 −3 0
0 1 0
0 −1 1
)(
1 0 0
0
1
3
0
0 0 1
) 
𝐶𝐴 =
(
 
 
1 −1 0
0
1
3
0
0 −
1
3
1
)
 
 
 
En efecto, es la matriz buscada.  
Resulta que esta matriz difiere de la identidad 𝐼 solo en la segunda columna. 
En general, la matriz elemental 𝐸 es aquella que realiza un pivotaje en el lugar 𝑏𝑖𝑗  de la matriz: 
𝑩=
(
 
 
 
 
𝒃𝟏𝟏 ⋯ 𝒃𝟏𝒋 … 𝒃𝟏𝒏
𝒃𝟐𝟏 ⋯ 𝒃𝟐𝒋 … 𝒃𝟐𝒏
⋮ ⋮ ⋮ ⋮ ⋮
𝒃𝒊𝟏 ⋯ 𝒃𝒊𝒋 … 𝒃𝒊𝒏
⋮ ⋮ ⋮ ⋮ ⋮
𝒃𝒎𝟏 ⋯ 𝒃𝒎𝒋 … 𝒃𝒎𝒏)
 
 
 
 
 
De forma tal que al multiplicar 𝐸 por B se obtenga: 
E𝑩=
(
 
 
 
𝒃𝟏𝟏 ⋯ 𝟎 … 𝒃𝟏𝒏
𝒃𝟐𝟏 ⋯ 𝟎 … 𝒃𝟐𝒏
⋮ ⋮ ⋮ ⋮ ⋮
𝒃𝒊𝟏 ⋯ 𝟏 … 𝒃𝒊𝟑
⋮ ⋮ ⋮ ⋮ ⋮
𝒃𝒎𝟏 ⋯ 𝟎 … 𝒃𝒎𝒏)
 
 
 
 
La matriz  elemental 𝐸 que  realiza un pivotaje en  el lugar 𝒃𝒊𝒋, de la matriz 𝐵 queda determinada 
así, 
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E=
(
 
 
 
 
 
 
𝟏 𝟎 −
𝒃𝟏𝒋
𝒃𝒊𝒋
… 𝟎 𝟎
𝟎 𝟏 −
𝒃𝟐𝒋
𝒃𝒊𝒋
… 𝟎 𝟎
𝟎 𝟎
𝟏
𝒃𝒊𝒋
… 𝟎 𝟎
⋮ ⋮ ⋮ … 𝟏 ⋮
𝟎 𝟎 −
𝒃𝒎𝒋
𝒃𝒊𝒋
… 𝟎 𝟏
)
 
 
 
 
 
 
 
                      Figura 2. 
Vector acción 
Al operar con matrices elementales para realizar un pivotaje sobre una matriz, la mayor parte de 
las operaciones consisten en multiplicar por ceros y unos, con la finalidad de ahorrar 
procedimientos; en un vector llamado acción se guardará la información necesaria de las matrices 
elementales para realizar el pivotaje. 
A continuación, se presentará la forma de construir acciones y aplicarlas: 
Si el vector c se multiplica por una matriz elemental que realice un pivotaje en el lugar 𝑏𝑖𝑗 , resulta: 
𝑬𝒄=
(
 
 
 
 
 
 
𝟏 𝟎 −
𝒃𝟏𝒋
𝒃𝒊𝒋
… 𝟎 𝟎
𝟎 𝟏 −
𝒃𝟐𝒋
𝒃𝒊𝒋
… 𝟎 𝟎
𝟎 𝟎
𝟏
𝒃𝒊𝒋
… 𝟎 𝟎
⋮ ⋮ ⋮ … 𝟏 ⋮
𝟎 𝟎 −
𝒃𝒎𝒋
𝒃𝒊𝒋
… 𝟎 𝟏
)
 
 
 
 
 
 
(
 
 
 
 
 
 
𝑐1
𝑐2
⋮
⋮
⋮
𝑐𝑖
⋮
⋮
𝑐𝑚)
 
 
 
 
 
 
=
(
 
 
 
 
 
 
 
 
 
𝑐1 − (
𝒃𝟏𝒋
𝒃𝒊
) 𝒄𝒊
𝑐2 − (
𝒃𝟐𝒋
𝒃𝒊
) 𝒄𝒊
⋮
⋮
⋮
𝑐𝑖
𝒃𝒊
⋮
⋮
𝑐𝑚 − (
𝒃𝒎𝒋
𝒃𝒊
) 𝒄𝒊)
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(
 
 
 
 
 
 
 
 
 
 
 
𝑐1 − (
𝒃𝟏𝒋
𝒃𝒊
) 𝒄𝒊
𝑐2 − (
𝒃𝟐𝒋
𝒃𝒊
) 𝒄𝒊
⋮
⋮
⋮
𝑐𝑖
𝒃𝒊
⋮
⋮
𝑐𝑚 − (
𝒃𝒎𝒋
𝒃𝒊
) 𝒄𝒊
)
 
 
 
 
 
 
 
 
 
 
 
=
(
 
 
 
 
 
 
𝑐1
𝑐2
⋮
⋮
⋮
0
⋮
⋮
𝑐𝑚)
 
 
 
 
 
 
−
(
 
 
 
 
 
 
 
𝑏1𝑗
𝑏2𝑗
⋮
⋮
⋮
−1
⋮
⋮
𝑏𝑚𝑗)
 
 
 
 
 
 
 
𝒄𝒊
𝒃𝒊
 
 
Es decir,  solo se necesita conocer el vector 𝑐, la matriz 𝑚𝑥1 y el índice 𝑖 del renglón donde se 
realiza el pivotaje (Hernández & Moreno, 1991) 
Finalmente, el vector que guarda la información de la matriz elemental es: 
(
 
 
 
 
 
 
 
 
𝑏1𝑗
𝑏2𝑗
⋮
⋮
⋮
𝟏
𝒃𝒊
⋮
⋮
𝑏𝑚𝑗)
 
 
 
 
 
 
 
 
 
denominado vector acción 𝐴𝑖 (Hernández & Moreno, 1991) 
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Multiplicación de  un vector por una matriz elemental. 
Se multiplica 𝑐 por la matriz elemental para pivotear en 𝑏𝑖𝑗  
 
(𝒄𝟏, 𝒄𝟐, … 𝒄𝒊…𝒄𝒎)
(
 
 
 
 
 
 
𝟏 𝟎 −
𝒃𝟏𝒋
𝒃𝒊𝒋
𝟎 𝟎
𝟎 𝟏 −
𝒃𝟐𝒋
𝒃𝒊𝒋
𝟎 𝟎
𝟎 𝟎
𝟏
𝒃𝒊𝒋
𝟎 𝟎
⋮ ⋮ ⋮ 𝟏 ⋮
𝟎 𝟎 −
𝒃𝒎𝒋
𝒃𝒊𝒋
𝟎 𝟏
)
 
 
 
 
 
 
=(𝒄𝟏, 𝒄𝟐, … 𝒄?̂?…𝒄𝒎) 
Donde,  
𝒄?̂?=
−𝒄𝟏𝒃𝟏𝒋
𝒃𝒊
−
𝒄𝟐𝒃𝟐𝒋
𝒃𝒊
−⋯+
𝒄𝒊
𝒃𝒊
−⋯
𝒄𝒎𝒃𝒎𝒋
𝒃𝒊
   
Factorizando, se tiene: 
𝒄?̂?=+
𝒄𝒊
𝒃𝒊
−
𝟏
𝒃𝒊
(𝒄𝟏𝒃𝟏 + 𝒄𝟐𝒃𝟐 +⋯𝒄𝒎𝒃𝒎) 
Se observa que fue necesaria la información que guarda el vector acción. 
En vez de decir que se multiplicará una matriz elemental que realice un pivotaje en el lugar 𝑏𝑖𝑗 , se 
dirá que se va aplicar una acción por la izquierda que  realice un pivotaje  
Aplicación de una acción por la izquierda: 
Sea  𝐴 =
(
 
 
 
𝒂𝟏𝟏 ⋯ 𝒂𝟏𝒋 … 𝒂𝟏𝒏
𝒂𝟐𝟏 ⋯ 𝒂𝟐𝒋 … 𝒂𝟐𝒏
⋮ ⋮ ⋮ ⋮ ⋮
𝒂𝒊𝟏 ⋯ 𝒂𝒊𝒋 … 𝒂𝒊𝒏
⋮ ⋮ ⋮ ⋮ ⋮
𝒂𝒎𝟏 ⋯ 𝒂𝒎𝒋 … 𝒂𝒎𝒏)
 
 
 
  al  realizar un pivotaje en el lugar 𝑎𝑖𝑗, se aplica el vector 
acción por la izquierda y se tiene : 
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(
 
 
 
 
𝒂𝟏𝒋
𝒂𝟐𝒋
⋮
𝟏
𝒂𝒊𝒋
⋮
𝒂𝒎𝒋)
 
 
 
 
(
 
 
 
𝒂𝟏𝟏 ⋯ 𝒂𝟏𝒋 … 𝒂𝟏𝒏
𝒂𝟐𝟏 ⋯ 𝒂𝟐𝒋 … 𝒂𝟐𝒏
⋮ ⋮ ⋮ ⋮ ⋮
𝒂𝒊𝟏 ⋯ 𝒂𝒊𝒋 … 𝒂𝒊𝒏
⋮ ⋮ ⋮ ⋮ ⋮
𝒂𝒎𝟏 ⋯ 𝒂𝒎𝒋 … 𝒂𝒎𝒏)
 
 
 
=
(
 
 
 
 
 
 
𝒂𝟏𝟏 −
𝒂𝟏𝒋
𝒂𝒊𝒋
𝒂𝒊𝟏 ⋯ 𝒂𝟏𝒋 −
𝒂𝟏𝒋
𝒂𝒊𝒋
𝒂𝒊𝒋 … 𝒂𝟏𝒏 −
𝒂𝟏𝒋
𝒂𝒊𝒋
𝒂𝒊𝒏
𝒂𝟐𝟏 −
𝒂𝟐𝒋
𝒂𝒊𝒋
𝒂𝒊𝟏 ⋯ 𝒂𝟐𝒋 −
𝒂𝟐𝒋
𝒂𝒊𝒋
𝒂𝒊𝒋 … 𝒂𝟐𝒏 −
𝒂𝟐𝒋
𝒂𝒊𝒋
𝒂𝒊𝒏
⋮ ⋮ ⋮ ⋮ ⋮
𝟏
𝒂𝒊𝒋
𝒂𝒊𝟏 ⋯
𝟏
𝒂𝒊𝒋
𝒂𝒊𝒋 ⋯
𝟏
𝒂𝒊𝒋
𝒂𝒊𝒏
⋮ ⋮ ⋮ ⋮ ⋮
𝒂𝒎𝟏 −
𝒂𝒎𝒋
𝒂𝒊𝒋
𝒂𝒊𝟏 ⋯ 𝒂𝒎𝒋 −
𝒂𝒎𝒋
𝒂𝒊𝒋
𝒂𝒊𝒋 ⋯ 𝒂𝒎𝒏 −
𝒂𝒎𝒋
𝒂𝒊𝒋
𝒂𝒊𝒏)
 
 
 
 
 
 
 
 
Ejemplo: Sea 
B=(
2 2 3
3 2 1
1 1 1
) 
Se realizará un pivotaje en la primera columna de B donde el elemento pivote es 2 
Siguiendo lo demostrado anteriormente se tiene: 
                         (
1
2
3
1
)(
2 2 3
3 2 1
1 1 1
) =
(
 
 
2
2
2
2
3
2
3 − (
3
2
) 2 2 − (
3
2
) 2 1 − (
3
2
)3
1 − (
1
2
) 2 1 − (
1
2
) 2 1 − (
1
2
)3
)
 
 
=
(
 
 
1 1
3
2
0 −1 −
7
2
0 0 −
1
2)
 
 
 
Observación: Para construir una acción se requiere una división, para aplicar una acción que realice 
pivotaje se requieren 𝑚 productos.  
 
