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Abstract
Materials in nuclear reactors and satellites experience continually damaging
radiation which leads to their degradation over time. Currently, a materials
safe working lifetime within these environments is estimated with a large, costly,
safety margin. The work of this thesis aims to improve the usefulness of an optical
technique known as reflection anisotropy spectroscopy (RAS), which once fully
characterised could allow materials to be actively monitored in such environments.
The intrinsic optical anisotropy of the Cu(110) surface has been exploited to study
nanoscale kinetics of ion bombarded surfaces. Within the Cu(110) RA spectrum
the 2.1eV peak is particularly sensitive to surface defects and largely unaffected
by the bulk of the substrate. Using the Poelsema-Comsa model (which assumes
defects scatter surface electronic states within a patch centred on the defect) it
can be demonstrated that at finite temperatures the decay of the 2.1eV peak
contains information relating to the diffusion of surface defects. A kinetic Monte
Carlo simulation has been created to model the destruction of this peak and
allows further understanding of the diffusion processes involved.
The decay of the 2.1eV peak with ion bombardment has been successfully mod-
elled for a range of temperatures using experimental RAS data for comparison.
Through a novel way of analysing RAS data, it has been shown that the total
scattering cross section per ion impact decreases with bombardment time, which
it is believed to be due to surface diffusion. This could give a novel way of
measuring surface diffusion directly from RAS measurements.
Clustering of ion induced surface defects has been analysed and the results found
are consistent with STM images of the same surface obtained 30 minutes after
bombardment. While molecular dynamics calculations have previously attempted
to predict the surface topology and defect clustering nanoseconds after impact,
using a kinetic Monte Carlo simulation improves on this, demonstrating that
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diffusion on long time scales (currently inaccessible using molecular dynamics
calculations) play an important role in predicting nano-surface topology.
2.1eV peak recovery after surface damage by ion bombardment was also
investigated. The peak was found to recover at finite temperatures, which is also
seen in experimental data. It was concluded that the surface diffusivity values in
the literature are too high and a new value for diffusivity has been calculated by
comparing simulation and experimental data.
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Lay Summary
Materials in nuclear reactors and satellites experience continually damaging
radiation which leads to their degradation over time. Currently, a material’s
safe working life time within these environments is estimated with a large, costly,
safety margin. The work of this thesis aims to improve the usefulness of an optical
technique known as reflection anisotropy spectroscopy (RAS), which once fully
characterised could allow us to actively monitor materials in such environments.
In this thesis a specific copper surface which exhibits channels of atoms is studied.
It has a high level of anisotropy (as it looks very different in the direction along the
channels when compared to across the channels) and has been exploited to study
nanoscale kinetics of radiation damaged surfaces. This is possible as a highly
anisotropic surface, if damaged by radiation, becomes more isotropic. RAS is a
non-destructive optical probe which has the ability to measure this anisotropy,
and therefore the amount of damage on the surface.
We find that while damaging the surface with radiation, the amount of anisotropy
measured is temperature dependent. At high temperatures the atoms are more
mobile so that atoms, which were dislodged by the radiation damage, cluster
together or fill holes where an atom once was. Both of these processes restore
anisotropy to the surface, which can be measured using a feature in the RAS
spectrum.
In this thesis I have created a model of the copper surface which simulates the
radiation damage. This is done by creating impact sites with holes where atoms
once were, and around the holes atoms which ‘sit’ on the surface; this is analogous
to a crater where a stone has been dropped into sand. The atoms are then given
energy to move over the surface (this is equivalent to increasing the temperature of
the surface) and in doing so repair the damage. Using this method experimental
RAS data has been successfully modelled. This helps us understand the key ways
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the atoms behave on the surface as a function of temperature, and shows how
RAS could be used in the future to monitor radiation damaged surfaces.
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Surfaces pose an interesting area of research as it is here that many physical
and chemical processes occur. While solid state physics primarily deals with the
bulk of a material, where structures are considered as infinite in all directions,
surface science deals with conditions where this is not inherently the case [1–
4]. This termination of the bulk structure leads to symmetry breaking, surface
reconstructions, and formation of entirely new electronic states.
Studying surfaces on the nanoscale allows for in depth interpretation of the atomic
arrangement. This is important for understanding processes such as chemical
reactions, crystal growth, catalysis, and atomic diffusion. Continuing research
into this area is important to further understand these processes and to develop
new technologies which exploit the unique physics at the surface.
The work of this thesis aims to improve the usefulness of an optical technique
known as reflection anisotropy spectroscopy (RAS) and by using our current
understanding of it to develop a simulation which models the nanoscale surface
kinetics of ion bombarded surfaces. Once fully characterised RAS may allow
us to actively monitor materials within a nuclear reactor or on a satellite, both
of which experience continually damaging radiation leading to degradation over
time. Currently a material’s safe working life time in these environments has a
large, costly, safety margin. Further understanding could allow for a materials
replacement closer to when it begins to fail, and not before.
1
1.1 Studying Surfaces using Light
Epioptics, a term first coined by John McGilp in 1995 [5], is the study of surfaces
using the optical spectrum of light. At these wavelengths the penetration depth
of electromagnetic radiation is much larger than the few monolayers needed to
study the surface [6], and the processes that occur there, it therefore must be
split into surface and bulk component signals. The non-trivial contribution
from the surface, however, has been identified with improved techniques and
instrumentation. Various epioptics techniques such as laser light scattering [7],
surface differential reflectance [8], photoluminescence [9], and RAS [10] have been
developed which isolate the surface contribution in the resulting spectra.
As the penetration depth of the optical wavelength is so long these epioptic
techniques are non-destructive as the surface receives little of the energy of the
impinging radiation. This is essential when studying time evolved phenomena
on the surface, and also convenient for cases when samples are expensive or
time consuming to produce. Also of advantage is the simplicity and ease of
use of these techniques. Many surface probes require ultra high vacuum (UHV)
environments, but this is not the case with epioptics as light is not significantly
scattered by transparent media, such as air, and so can be used in non-specialised
environments. This ability to be used in ‘normal’ ambient conditions means many
epioptic techniques can be used in a number situations many other techniques
cannot access. Their simplicity arises from the type of radiation used, where
only optical spectra is utilised, and in many cases a standard lamp can be used
to generate the radiation (or if a spectra is not desirable a small, cheap, laser
can be utilised to produce a single wavelength instead). As these are cheap and
readily available, epioptics becomes very accessible when compared to complex
techniques such as scanning tunnelling microscopy (STM).
1.2 Simulating Surfaces
Simulating a physical system allows us to develop a unique insight into the
processes which govern it. In modelling a system it might be thought that
identifying every parameter, process, or perturbation that drives it is desired.
This is, in fact, not usually so helpful as most real systems are extremely complex
and actually can be described with a smaller number of key parameters which
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dominate the behaviour. It is identifying these primary governing processes and
parameters which is more interesting, as these tell us a lot about the physics
of the system being modelled. This is further improved when coupled with
experimental data, such that reproducing the observations can help determine
if the key processes have been correctly ascertained and calculated.
This thesis examines the nanostructuring and kinetics of the Cu(110) surface and
uses computational simulations to model experimental data already collected from
the system.
To date, ion damaged crystals have been modelled using molecular dynamics
(MD) and atomistic simulations [11–14]. This thesis builds on this work by using
the results from MD simulations as input parameters in a kinetic Monte Carlo
(KMC) simulation; this enables us to greatly increase the simulated time and
length scales needed to model experimental observations.
1.3 Thesis Outline
The aims of this thesis are to further characterise the RAS spectrum of Cu(110)
and to model the nanoscale kinetics of the ion bombarded Cu(110) surface. This is
achieved through construction of a KMC simulation and analysis of experimental
RAS and STM data to calibrate the model.
Chapter 2 introduces RAS and discusses the experimental techniques which are
used to gain data analysed in this thesis. STM is also discussed here as it is a
complimentary experimental technique used along with RAS to understand the
nanostructuring of the ion bombarded surface.
Chapter 3 discusses Cu(110) which is the particular surface analysed in this thesis.
The RA spectra of the surface is discussed in detail as well a review of the work
already performed in understanding its surface kinetics.
Chapter 4 introduces the KMC simulation with explanations of the key algorithms
used in the simulation, the input parameters, and the analysis techniques which
allow for the comparison with experimental RAS and STM data. Preliminary
results are also presented at the end of this chapter.
Chapter 5 gives results of simulation testing which was carried out to confirm
that the program behaves sensibly, and to ascertain its robustness and sensitivity
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to input parameters.
Chapter 6 presents results of simulating the Cu(110) surface during ion bom-
bardment, using the KMC simulation. Simulations were carried out in order
to replicate experimental conditions, where the aim was to understand defect
kinetics of Cu(110) further. A new type of analysis is also presented in this
chapter where the patch per ion impact is monitored over bombardment time.
This method of analysis may give further insight into the diffusion mechanisms
on the surface, and a direct way of measuring diffusion using RAS data.
Chapter 7 analyses the nanostructure of the ion bombarded Cu(110) surface after
long diffusion periods of up to 30 minutes. STM images of the surface have been
re-analysed and compared to KMC simulation results of the surface which are
shown to improve on MD simulation results. The evolution of adatom clusters
are also analysed giving an insight to the formation of surface clusters.
Chapter 8 presents results of studying the annealing process of a damaged surface
using the KMC simulation. Results of the ion bombarded surface after long
diffusion periods are presented and compared to experimental RAS results. Also
calculated is a new value for the diffusion coefficient, D0, by comparing the
simulation and experimental results.
Chapter 9 present the conclusions of the work in this thesis and suggests areas of
further study.





In this chapter RAS is discussed in detail including the techniques used to gain
experimental data analysed in this thesis, as well as a discussion of the optical
system. Scanning tunnelling microscopy (STM) is also discussed here as it is
a complimentary experimental technique which when used with RAS can help
us understand the RA spectra in more detail and thus the nanostructure of the
surface.
2.2 Reflection Anisotropy Spectroscopy
RAS is a non-destructive optical probe which provides information about a
surface’s electronic structure and surface modified bulk electronic structure
[10]. This is achieved by measuring the difference between reflected light which
polarised in orthogonal directions. This technique probes the anisotropy of the
surface as a function of photon energy and is sensitive to transitions between
electronic states near the Fermi level in semiconductors and metals. RAS has
been shown to be sensitive to defect orientations [15, 16], atomic steps [17–19],
surface alloying [20], surface reconstructions [15, 21], temperature [22–25], and
molecular adsorption [22, 26, 27].
Conventional surface probes such as STM and LEED (low energy electron
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diffraction) give a very detailed understanding of the surface as well as high
spatial resolution. However, these techniques are often expensive due to the
complex instrumentation needed, and require an ultra clean surface (and therefore
a UHV environment). RAS, however, uses the reflection of visible light, as a
consequence it can be applied to non vacuum environments and can achieve fast
data collection. RAS is also simple to implement, relatively inexpensive, and
robust, but interpretation of the RAS spectra is non-trivial. As a result, to fully
understand the data complementary information is needed, either from other
experimental techniques, theory or both.
In this section a history of RAS is given and the experimental technique explained
with an overview of the theory.
2.2.1 A Brief History of RAS
RAS was first developed in the mid to late 1980s by Aspnes et al. [21, 28–
31] as a novel way to investigate surfaces. RAS was first termed reflectance
difference spectroscopy (RDS), but this was later changed to differentiate the
method from a technique used to measure the reflectance of plane polarized light
off a single crystal in separate experiments, although some groups still use the
original name. In 1993 Borensztein et al. [32] became the first group to use the
RAS technique to probe a single crystal metal surface. Prior to this RAS was
mainly used in the monitoring of semiconductor growth in real time. The RAS
technique is particularly useful here as semiconductor growth experiments are
usually carried out in atmospheres of noble gasses, such that electron microscopy
and spectroscopy would not be appropriate as the atmosphere would scatter the
electrons. RAS, however, utilities EM radiation which is more weakly scattered
in noble gas atmospheres.
2.2.2 Experimental Set Up
Experimental RAS data discussed in Chapters 6, and 8 of this thesis were carried
out by Dr. Paul Lane (unless otherwise stated) with the equipment constructed
by Dr. Brian Macdonald [33] as part of his Ph.D.
The simplest way of measuring an RA response is to measure the reflection of
linearly polarised light which is incident on a sample, and then rotate the sample
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or the polarisation of light while measuring reflectance, this set up is shown in
Figure 2.1.
Figure 2.1 A schematic of a simple RAS setup with a rotating linear polariser.
By measuring the intensity of the reflected light as a function of the rotation








where Rx and Ry are the reflectivity of the sample in the different polarisation
directions, IDC is the measured reflected intensity of the DC signal and IAC the
measured reflected intensity of the AC signal. In this simple experimental design
no phase information can be extracted from the output signal.
The spectrometer used in experiments analysed in this thesis follows the Aspnes
et al. [21] set up, illustrated in Figure 2.2, which utilised a photoelastic modulator
(PEM) instead of physically rotating the sample or polariser as used in earlier
experiments by Aspnes and Studna [28].
In this set up the light originates from a Xenon lamp, passes through a polariser
and is incident on a sample (if a vacuum is needed the light will pass through
the window on to the sample, and then on reflection passes through the window
again). The reflected light then passes through a PEM and an analyser before it
is passed to the detector. An ion gun is also used to damage surfaces and create
defects using argon ion bombardment.
The following sections contain more detail on how each of these components work
and their main function.
The Xenon Lamp
A Xenon lamp is used for its broad spectral emission from the near infrared to
near ultraviolet. It produces unpolarised light with wavelength range of ≈180nm
to ≈1µm and acts as a point light source. To operate, a voltage is applied to an
7
Figure 2.2 Images of the RAS apparatus using the Aspnes design [21]: (a)
photograph of the setup (b) schematic showing the setup with the
main components [10].
anode and cathode which is separated by a chamber of high pressure xenon gas.
The lamp has a small aperture (≈1mm) and produces an intense beam of light.
Focusing mirrors are used to maintain the intensity and keep the light collimated.
The Polariser
The unpolarised light from the lamp passes through a Rochon prism which
linearly polarises the light in a direction parallel to the plane of incidence.
The polariser works by utilising the interface between two prisms of birefringent
material. When the light passes through the first prism there is no change in the
refractive index such that all the light passes through undeviated. On entering
the second prism any light that is not linearly polarised parallel to the plane of
incidence will experience a change in refractive index causing it to deviate at an
angle (this beam is called the extraordinary beam); this can be removed from the
system. The linearly polarised light does not experience a change in refractive
index (and as such is called the ordinary beam) and passes through the prism
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Incident light from lamp Ordinary Beam 
Extraordinary Beam 
Figure 2.3 Schematic of the Rochon prism showing the deviating the extraordinary
beam of light and the ordinary beam (linearly polarised light) passing
through the prism undeviated.
with no change of path. A schematic of this system is shown in Figure 2.3. The
linearly polarised beam is then reflected off a sample which is explained in more
detail in Section 2.2.3.
The Photoelastic Modulator
The reflected light contains information about the surface anisotropy. In order
to analyse the difference in the reflected x and y components, the light is
passed through a PEM. The PEM modulates the retardation of one polarisation
component of the transmitted light at frequency ω ∼ 50kHz. This has the effect
of switching the reflected light into two elliptically polarised modes, one with its
semi-major axis in the x direction and the other with its semi-major axis in the
y direction.
The Analyser
The analyser consists of another Rochon prism which converts the phase
modulated signal from the PEM into an amplitude modulated signal. The
maximum amplitudes are a measure of reflectivity in the different directions.
The difference in reflectivity ∆r is rx − ry, and the average amplitude can be
used to calculate the average reflectivity r, shown later in Equation 2.9.
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The Diffraction Grating
To enable an RA spectrum to be obtained the light must be split into its individual
wavelengths. This is achieved with a monochromator which uses a holographic
diffraction grating. The grating has 1200 lines per mm, a spectral range of 200-750
nm, and a maximum resolution of 1nm. The light is reflected off the diffraction
grating, with the wavelength of light having been selected by changing the angle
of the grating, and is then incident on the detector.
The Photomultiplier Tube
A photomultiplier tube (PMT) is sensitive to the intensity of light which is
impingent on it and is used to detect the RAS signal. The PMT has a spectral
range of 185-900nm, which is larger than the monochromator so that it can detect
all frequencies passed to it. It also has a high sensitivity, and can achieve a
nanosecond response time and high signal to noise ratio. The produced signal
is low current (∼mA) which is converted into a voltage before being sent to the
lock-in amplifier.
The Lock-In Amplifier
A lock-in amplifier is used to extract the difference in amplitudes of rx and ry light.
To do this the PEM modulation frequency, ω, is used as a reference. The signal
received by the amplifier has an AC component and an DC offset. The offset
is proportional to the overall reflectivity of the sample, and the AC component
contains the information about the surface anisotropy which we wish to measure.
The Vacuum Chamber
RAS can operate in a non-vacuum environment but a UHV (a pressure range
of between 10−8 to 10−12mbar [34]) is essential if precise control of the surface
is needed. All experiments analysed in this thesis have been carried out in such
conditions as a vacuum chamber is needed to keep the sample clean. The light,
therefore, passes through a low-strain window, which has a small birefringence,
into the vacuum chamber.
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The chamber used in experiments can achieve an UHV of 10−11mbar which is
needed to keep the sample clean (for several hours at this pressure), allowing for
nanoscale control of the surface.
2.2.3 The Sample
[001] [110]
Figure 2.4 Schematic showing the incident linearly polarised light split into
components in the [001] and [11̄0] directional axis.
As shown in Figure 2.2 the dielectric axes of the sample, assumed here to be an
fcc(110) crystal, are oriented at 45 degrees to the plane of incidence of the light.
The incident light can be thought of as having equal components in the [11̄0]
and [001] directions (x and y respectively) on the sample surface as illustrated in
Figure 2.4. If there is a surface anisotropy (as there is on the fcc(110) surface)
the two components of light will not reflect equally, such that after reflection the
phase and/or magnitude of the two components will not be the same. Figure 2.5
shows the reflected light from the fcc(110) surface. The incident light interacts
anisotropicaly with the surface which results in reflection of elliptically polarised
light.
In order to obtain an RA response from the sample, the surface and/or the bulk
must have some optical anisotropy in the way the light is reflected, or must
undergo a process which creates this anisotropy. There must also be some long
range order to the anisotropy as the beam of light has width of ∼1mm and the
RAS signal is, essentially, an average over this area.
As the light penetrates some way into the bulk of the material, if the RA response
is to be surface specific, the sample must have an optically isotropic bulk structure
so that the contributions from the bulk cancel. Cubic crystals are therefore ideal




Figure 2.5 An STM image of the clean Cu(110) surface taken in constant current
mode by Lane [35]. The area imaged corresponds to a 4nm × 4nm
patch with the individual surface atoms visible. Inset schematic shows
the reflected light from the Cu(110) surface. Vector arrows are not to
scale.
The sample studied in this thesis is Cu(110) which is explained in more detail in
Chapter 3.
2.2.4 The Ion Gun
An ion gun is used to bombard the sample with positively charged argon ions.
This facility is needed to clean the surface by cycles of ion bombarding and
annealing. The ion beam erodes the surface along with any contaminants, but
this leaves the surface disordered. Annealing the sample encourages order leading
to a structurally and chemically perfect surface.
The ion gun can also be used to prepare a surface with a quantified amount of
radiation damage where the ion beam and plane of incidence of the light from
the RA spectrometer are at 45◦ to each other; this enables ion bombardment and
RAS measurements to be conducted at the same time.
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The argon ions that are fired at the sample have a fixed energy between 100 -
3000eV and give a beam current of 10-12µA. They are created by leaking argon
gas into a discharge chamber, and are then accelerated and focused onto the
sample to create surface defects. The ion gun operates at typical input gas
pressures of 2 × 10−5mbar. To measure the beam current a drain current from
the sample manipulator is monitored, and from this the beam size and flux can
be estimated.
Ideally the gun would operate within a well defined area receiving the full flux of
ions as show in Figure 2.6(a).

















(b) Schematic of the beam profile in
the experiment, where x is the
approximate length and position of the
sample.
Figure 2.6 Schematics of the ideal beam profile, and the profile achieved in
experiment.
In reality the beam profile is closer to the distribution shown in Figure 2.6(b).
This non ideal beam profile results in the sample receiving an inhomogeneous ion
flux with the greatest intensity in the centre of the beam. To optimise the flux (as
a homogeneous flux distribution is preferred) the ion beam is slightly de-focused
so that it is wider than the sample. The sample is then moved in front of the
beam until a maximum current is recorded on the sample. This then ensures the
sample is within the most homogeneous and highest flux part of the beam.
The ion gun also requires time for the pressure and the filament current to
stabilise, and so achieve a stable maximum flux. Ideally when the gun is
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(a) Schematic of the ideal flux when the








(b) Schematic of the flux when the beam
is switched on which is unideal, where
t is the time it takes the flux to become
stable which is ≈0.3s.
Figure 2.7 Schematics of the ideal ion flux profile, and the profile achieved in
experiment.
But again in reality the gun requires time for the pressure of the gas in the
chamber to become stable, producing ions in the fashion shown in Figure 2.7(b).
This is important to consider when bombarding a sample for a short period of time
to create defects as the number of ions impacting the surface may not initially be
stable. This becomes an important consideration in analysis presented in later
chapters.
2.2.5 Optics of the System
To understand the optics of the system we need to consider the amplitude of the









By the time the light reaches the detector it is of the following form [35](described
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where θM−A is the difference in angle between the PEM and analyser, θM is
the angle of the PEM, δW1 and δW2 are small phase shifts caused by window
birefringence, and θP is polariser angle, and θM−A = θP = θM = 45
◦.
The matrices contained in Equation 2.3 correspond (in order) to the analyser,
the output rotation, the PEM, the low strain window, the sample, the low strain
window, the input rotation, and the polariser. It can be shown [10] that the light
intensity at the detector, I = |A|2, is of the form
I = I0 + Iω sin(δM) + I2ω cos(δM) , (2.4)
where
δM = δ0 sin(ωt) , (2.5)
and ω is the modulation frequency of the PEM.
By using Bessel functions and only considering the first order terms on the window

























this is sensitive only to second order window strain (which is very small), most





part of the RAS signal shown in Equation 2.8 to measure
the anisotropy of a crystal surface.
2.2.6 Origins of the RAS Signal
A typical sample consists of an isotropic substrate and a thin overlayer with
one dielectric axis parallel to the surface normal. The incident EM radiation
interacts with the surface layer and also with the atoms deep within the crystal
since the optical penetration depth is much greater than an atomic diameter. If
the bulk of the material is optically isotropic any difference in the reflectivity of
x and y polarised light can be attributed unambiguously to the surface region. If
there is an anisotropy in the surface geometry, for example the fcc(110) crystal
surface, then the interaction of the polarised light will depend on the direction
of polarisation. It is then the difference in the reflectivity, ∆r, normalized to the







For standard samples, evaluation of the Fresnel reflection coefficients for x and y








where d is the optical thickness of the surface layer, ∆ε is the dielectric anisotropy
in the plane of the surface (i.e. εx−εy), and εb is the substrate dielectric function.
The approximation is valid when d is much smaller than the wavelength of light, λ.
Thus in measuring the RAS signal (∆r
r
) d∆ε can also be deduced, which provides
information about the anisotropy of the surface. This can reveal, for example,
the extent of damage a surface has undergone through ion bombardment, or the
alignment of molecular adsorbates.
2.3 Scanning Tunnelling Microscopy
STM, a surface probe which utilises quantum tunnelling between a sharp
conductive tip and a sample, was first introduced by Gerd Binnig and Heinrich
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Rohrer in 1981 [37, 38] earning them a Nobel prize in 1986.
Figure 2.8 An STM image of a quantum corral [39]
To operate the tip is given a voltage bias, and when bought close to the surface
(≈1nm) a tunnelling current is measured. The current is a function of the local
density of states of the sample, the distance between the tip and the surface,
and the voltage bias of the tip. The tip is passed over the surface, and by either
keeping the tunnelling current fixed (known as constant current mode) or keeping
the hight fixed (known as constant height mode) a three dimensional map of the
surface can be obtained.
In constant current mode a topographical map is achieved by keeping the
tunnelling current fixed and varying the height of the tip. The height in the
z plane with the x and y position of the surface is recorded. In constant height
mode the tip is kept at a fixed distance above the surface and the tunnelling
current, which is dependent on the surface height, is used to create a 3D image
of the surface.
STM imaging can give a very accurate image of the nanostructure of the
surface, however, to achieve optimal resolution the surface needs to be at a
low temperature and be in UHV conditions. This is to ensure the surface is
contaminant free and the defects which are present on the surface are static
enough for the STM tip to be sensitive to them. An example of an STM image
of the Cu(110) surface collected by Lane [35] is shown in Figure 2.5.
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2.3.1 Imaging Surface States using STM
It has been shown by Crommie et al. [39–41] that surface electronic states can
be imaged using STM. Figure 2.8 is an image of a ‘quantum corral’. This was
created by using the STM tip to manipulate individual iron atoms and place them
on a Cu(111) surface in a circle. The resulting image clearly shows the electronic
states within the circle interfering and creating a standing wave. This shows us
that defects influence the surface states over a large surrounding area and has
recently become the focus for many groups who are interested in the phenomena





The Cu(110) surface is an ideal sample to use for both configuring RAS, as it
exhibits a high level of orthogonal anisotropy, as well as to study the diffusion
mechanisms that govern the surface at finite temperatures. It is, therefore,
the surface used in experiments analysed in this thesis, and also the subject
of simulations carried out.
Copper has a face centred cubic (fcc) structure with the bulk terminated (110)
surface shown in Figure 3.1. The clean Cu(110) surface adopts an unreconstructed
arrangement1 and assumes a surface configuration very similar to that shown in
Figure 3.1. The lattice parameter of the unit cell (equal to the distance between
atoms in the [001] direction) is 3.61Å, and the nearest neighbour distance (equal
to the distance between atoms in the [11̄0] direction) is 2.55Å.
This chapter gives a review of the work already performed to understand the
Cu(110) RAS signal and surface kinetics.
1when the surface of a crystal assumes the same structure to that of the bulk.
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Figure 3.1 A schematic of the Cu(110) surface showing the anisotropy present in
the arrangement of surface atoms, with the [001] and [11̄0] directions
indicated.
3.2 RAS spectra of Copper(110)
The RAS spectrum of the Cu(110) surface was first studied by Hoffman et al.
[43] in 1995 who reported the spectrum of the clean surface as well as the effects
of surface adsorbates on the spectrum. It has since become well studied, with
the RAS signal analysed by several groups making it reasonably well understood,
this makes it possible to correlate changes in the RAS spectrum to modifications
on the surface.
The RAS spectrum of clean Cu(110) at room temperature, shown in Figure 3.2,
has two distinct features; these occur at photon energies of ≈2.1eV and the region
of ≈4eV. The presence of these features is not obvious and arise from different
effects, which are discussed in more detail in the following sections.
3.2.1 The 4eV Region
The 4eV region contains two inverted peaks, one at ≈3.9eV and the other at
≈4.2eV as visible in the spectra (Figure 3.2). One of the first attempts to explain
this region was made by Sun et al. [44] where it was suggested that the 3-5eV
range in the spectrum is due to the surface anisotropy of the d-band electron
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Figure 3.2 The RAS spectrum of clean Cu(110) at room temperature [35], where
∆r = r[11̄0] − r[001].
states. This was modelled using the derivative model, which uses an observation
by Rossow et al. [36] that the RA spectra is proportional to the derivative of the






In this study Sun et al. [44] also explain that the surface atoms have fewer nearest
neighbours than the bulk atoms leading to a smaller overlap of d-band electrons
in this region, and attribute the RAS signal to this anisotropic narrowing of the
bands.
Recently Sun et al. [45] used the evolution of the 4eV region during and after ion
bombardment to monitor the creation and healing of defects on the surface and
also in the substrate bulk. This part of the spectrum evolves on a much longer
time scale to the 2.1eV peak [46].
3.2.2 The 2.1eV Peak
Hofmann et al. [43] produced the first RAS signal of clean Cu(110) under UHV
conditions. The spectrum obtained clearly shows the 2.1eV peak, though inverted
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due to a sign error. The peak is due to the transitions between two states on the
surface Brillouin zone, shown in Figure 3.3 [47], occurring at the Ȳ symmetry
point. This is based on a study by Jiang et al. [48] where they explain that as
Figure 3.3 A schematic of the bulk Brillouin Zone for Cu with the surface Brillouin
zone projected in the kz direction [47].
the electrons that occupy the ground state are p-orbital, due to dipole selection
rules, only light polarised in the [001] direction can excite these electrons. These
states lie within forbidden regions in the bulk of the material but are created at
the surface where the bulk of the crystal terminates. The atoms at the surface
have a lower coordination number which produces surface electronic states that
lie in the otherwise forbidden regions.
Stahrenberg et al. [49] followed this by producing a non-inverted spectrum of
clean Cu(110), correcting the sign error made earlier by the same group, and
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also assigned the 2.1eV peak to the Ȳ transition described above. The transition
made is between a partially filled band and an unoccupied band, as illustrated
in Figure 3.4. The occupied band lies ≈0.4eV below the Fermi energy and the
unoccupied state lies ≈1.8eV above, as shown by photoemission [50] and inverse
photoemission [51] spectroscopy results.
Figure 3.4 Diagram showing the occupied and unoccupied bands at the Ȳ
symmetry point in the surface Brillouin zone and the Fermi energy
(EF ) [35].
RAS spectra are known to be sensitive to the temperature of the surface [22–25],
this effect has been observed for the Cu(110) 2.1eV peak by Martin et al. [23].
The peak intensity was observed to decrease with increasing temperature which
they attribute to a shift in the surface states. Using STM images they were also
able to observe a roughening of the surface and a high proportion of generated
monatomic steps with increasing temperature, both of which affect the peak. It
was also found that the 4.2eV peak in the 4eV region of the RA spectrum was
enhanced with surface roughening and increasing temperature.
Sun et al. [24] were the first to present a calculation of the surface state
RA spectrum with varying temperature. They calculated the surface dielectric
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anisotropy spectrum, ∆ε, by integrating the optical transitions in the vicinity of
the Ȳ symmetry point, illustrated in Figure 3.4, using the expression:





L[ω − Ef (k) + Ei(k), σ]F [Ei(k), T ] k dk , (3.2)
where Ei and Ef are the initial and final energies of the electronic transition,
L[ω, σ] is a Gaussian with width σ (which is dependent on T to model vibrational
broadening), and F is the Fermi-Dirac function. Using literature values for the
band curvatures and for the T dependence of the band energy shifts Sun et
al. computed ∆ε and hence the RAS spectrum of Cu(110). Calculated results
showed that the 2.1eV peak intensity decreases and shifts to a lower energy with
increasing temperature, as seen in experiment.
Figure 3.5 The contributions to the 2.1eV RAS peak [24].
Since only qualitative agreement was observed Sun et al. [24] offered a more
complex interpretation of the RAS spectrum, attributing it to the combination of
three contributions; surface state transitions, transitions between modified bulk
states (with relationship described by Equation 3.1), and an anisotropic Drude
effect (which assumes a free electron-like conduction band, but with differing
parameters for transitions that can be accessed with [001] and [11̄0] polarised
light), the combination of which are shown in Figure 3.5. This improved on
the agreement with experimental data but since each of the three contributions
has structure around 2.1 eV, the resulting spectrum is not very sensitive to the
relative weights of the different components.
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Lane et al. [22] later pointed out that the temperature dependence of the band
energies, and their curvatures, are not known precisely and fine-tuning of these
parameters (within the error bars) allows the shape of the RAS spectrum to
be fitted well by a surface state calculation alone. Results for 100K and 300K
are shown in Figure 3.6. However the intensity of the 2.1 eV RAS peak of
Figure 3.6 The computed RA spectra at 100K (red dashed line) and 300K (blue
line) [22] and the experimental spectra at 100K (circles) and 300K
(squares) [24].
Cu(110) is lower in experiment than predicted by a surface state calculation
for temperatures above 300K. This is also the case for Ag(110) where there is no
ambiguity concerning Drude effects or surface modified states. As T is increased
the peak was lost more quickly than expected using the surface state model,
indicating a missing element. Isted et al. [25] assigned this to thermally induced
surface defects, whose effect was modelled using the Poelsema-Comsa method,
described in Section 3.3, (which assumes the surface state electrons are scattered
by defects) originally suggested by Sun et al. [27].
3.3 The Poelsema-Comsa Model
In an attempt to model the 2.1eV peak intensity Heskett et al. [52] used
an algorithm which placed an N × N patch on each lattice site. If there is
no defect present within the patch, then all the lattice sites within the patch
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contribute towards the RA signal2, and only those sites within the defect free
patches contribute. They created a Monte Carlo simulation to model inverse
photoemission spectroscopy (IPES) results of Cu(110) using this algorithm but
did not consider adatoms or diffusion in their model. They reported that the
IPES peak, which corresponds to the Ȳ state, which generates the RAS signal
seen at 2.1eV, decayed approximately exponentially with defect density while the
decay in their simulated signal was approximately Gaussian.
Sun et al. [27] improved on this and were the first to use a model devised by
Poelsema and Comsa [53] to simulate the 2.1eV RAS peak. The model was
originally used to recreate helium surface scattering intensities, where a surface
defect will scatter He atoms within a patch with an area centred around the defect
which is larger that the area of the defect. Applying this analysis technique, the
normalised 2.1eV Cu(110) RAS peak intensity during ion bombardment can be
described by the following equation [22, 25, 27, 54];
I = (1− θ)ΣI , (3.3)
where θ is the density of ion impacts (θ = ion flux × time), and ΣI is the RAS
cross section or patch size per impact in unit cells. Using this improves on the
Heskett et al. [52] method giving the correct exponential decay of the peak.
This method assumes the electronic surface states, which contribute to the RAS
peak intensity, are scattered within a patch centred on the ion impact site which
has a total size of ΣI . The impact sites form a lattice gas
3. As the impact sites
are made up of a distribution of individual defects ΣI can be thought of as a
function of the area of the RAS patches which are centred on each defect, Σd,
such that
ΣI = f(Σd) . (3.4)
As a result the scattering area surrounding the impact site is larger than the
physical area of the defects created by the impact. The 2.1eV peak signal then
originates from the area of the surface which has not had its electronic states
scattered by surface defects.
2i.e. the surface states within the patch are intact and not scattered.
3A lattice gas is a lattice where each site can either contain a molecule or not [55], such
that molecules are only contained within the lattice sites. When discussing a lattice gas in this
thesis it is also implied that the molecules are randomly distributed as an ideal gas would be.
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The active surface fraction, fa is proportional to the RAS peak intensity




where a lattice gas site is considered ‘clean’ if it is not within a patch (therefore the
surface electron states are intact within that lattice site) and a site is considered
‘damaged’ if it is within a patch (as the surface electron states are damaged
within that patch). When the coverage is low the impact sites are more likely to
be further apart with their RAS patches not overlapping, therefore
I ∝ 1− θΣI (3.6)
for θ << 1.
Figure 3.7 Schematic of two adatoms on the Cu(110) with ‘RAS patches’ that do
not over lap, and two adatoms with overlapping patches.
When the defects are close enough to each other such that the RAS patches
overlap the result is that the total area of the surface which is damaged is less
than if they were further apart; illustrated in Figure 3.7.
Equation 3.3 assumes the total patch area per impact size , ΣI , is constant over
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time; the applicability of this assumption is something which is considered in
Chapters 5, and 6.
3.4 Ion Bombarded Copper(110)
Bombardment by ions liberates some surface adatoms into the vacuum, which
erodes the surface, but also changes the structure by creating vacancies in the
top-most layer and depositing adatoms around the vacancies [56–58]. This is not
too dissimilar to a crater where a stone has been dropped into sand.
There have been several studies aimed at gaining an understanding of the
nanostructure of the ion bombarded copper surface [14, 22, 23, 33, 35, 54, 59–63].
Below are two which lead us to the conclusion that surface defect diffusion plays
an active role in shaping the surface. It is as a consequence of this work that I
have written a kinetic Monte Carlo (KMC) simulation, outlined in Section 4.2,
to simulate diffusion of defects on the surface.
Also presented in this section is the effects of temperature on the RAS intensity,
the data of which is used later in Chapter 6 for comparison against simulation
data.
3.4.1 STM Imaging Used to Interpret the 2.1eV RAS Peak
As the atomic arrangement of the surface directly affects the surface electronic
structure, combing RAS and STM imaging gives a unique and powerful insight
into surface morphology [23]. By using STM in conjunction with RAS we are now
able to interpret surfaces outside of cold and high vacuum environments. This
new understanding can then be applied to surfaces which are not necessarily
under these conditions.
In a recent study by Lane et al. [22] the ion gun, described in Section 2.2.4, was
used to damage the Cu(110) surface in order to investigate the effects of defects
on surface electronic states. The yield of each impact was assumed to be 3 defects
(2 vacancies and 1 adatom) but this was later shown to be too small in a study
which demonstrated, through STM images of Cu(110) after ion bombardment,
that the yield is much higher with approximately 5 vacancies and 25 adatoms
per impact [54]. Figure 3.8(a) is an STM image showing the arrangement of
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the impact sites; it can been seen that the ion impact creates islands of adatom
clusters around vacancy clusters, analogous to the debris seen around a crater
formed by a mechanical impact.
(a) An STM image of the Cu(110) surface
after ion bombardment. The inset
picture shows a magnification of a
typical impact site (approximately
4nm×4nm) with the vacancies (black)
clustered in the centre and the adatom
clusters (white) dotted around the
vacancies [54].
(b) Schematic showing the cross section
of an impact site as corresponding to
the boxed area in Figure (a). The
defects are illustrated as filled black
circles and the lattice illustrated with
open circles. The grey area shows
the accumulated cross sections of each
of the defects, Σd, and the area
enclosed by the red line shows the
total cross section for the impact site,
ΣI , (approximately 170 unit cells)
[54].
Figure 3.8 STM image of the ion bombarded Cu(110) surface at 144K and a
schematic showing an impact site with proposed RAS cross section.
The atomic defects did not form a lattice gas (as they have a non random
distribution), but with knowledge of the surface geometry the Poelsema-Comsa
model, explained in Section 3.3, was used by Isted et al. [54] to model the RAS
intensity of the 2.1eV peak. This was achieved by assigning each atomic defect a
patch, Σd, which would sum up to a total patch size per impact, ΣI , as
ΣI = f(Σd) ; (3.7)
this is illustrated in Figure 3.8(b). The RAS signal was shown to decay in
proportion to a patch size per impact of ΣI ≈ 170 unit cells per impact, with
the individual defects having a cross section of Σd ≈ 19 unit cells shown in
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Figure 3.8(b).
In the same study [54] STM images of the Cu(110) surface at 144K were used
to calculate the RAS peak. The surface was bombarded at intervals of 2 seconds
with a flux of 0.0014 impacts/unit cell/second and then imaged (such that a clean
surface was prepared, bombarded for a specific time, and then RAS and STM
measurements made). By using the images of the surface with the Poelsema-
Comsa analysis they attempted to calculate the normalised RAS 2.1eV peak
intensity for each bombardment time with different patch sizes, the results of this
is shown in Figure 3.9.
Figure 3.9 The normalised 2.1eV RAS peak (solid circles), and the calculated RAS
peak using STM images for patch size radii of 0.5nm (squares), 0.75nm
(triangles), 1nm (diamonds), and 1.5nm (open circles), as a function
of ion bombardment time at 144K [54].
Using this analysis the calculated peak intensity does not fit the experimentally
obtained peak intensity well. This could be due to the assumption that at this
temperature the surface is inactive. The time between bombarding the surface
and taking a RA spectra was approximately 2 minutes, while the time between
bombarding and taking an STM image was approximately 30 minutes. The role of
diffusion on the nanostructuring of the surface is further discussed in Chapters 6,
7, and 8.
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3.4.2 STM and MD Cluster Results
In a recent study by Lane et al. [14] the ion bombardment process was modelled
using a molecular dynamics (MD) simulation and compared to STM images of
impact sites. It was found by analysing the STM images that an average 10±6
adatoms and 9±3 vacancies were created per ion impact. The MD simulation
generated an average of 10.3±0.8 adatoms per impact which is consistent with
STM analysis. The number of adatoms in each cluster size per impact was also
analysed, results of which are shown in Figure 3.10.
Figure 3.10 Cluster analysis of the number of adatoms created per ion impact for
a given cluster size [14] for STM (black squares) and MD (red circles)
analysis.
The results show a large disagreement for cluster sizes under 3 adatoms. Also,
there is a broad peak in the experimental histogram at ≈ 5 adatoms which is
shifted to a lower cluster size in MD, and is smaller.
In counting the clusters in STM images it may be that the resolution is not
high enough to distinguish between an adatom which is one lattice site away
from a cluster, which could account for some discrepancy. Figure 3.8(a) shows a
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typical ion impact site which was used to gain statistics on the number and size
of clusters per impact, and (b) shows the authors interpretation of the image.
Though the interpretation of the positioning of the defects remains as accurate
as the resolution allows, there is the possibility that some of the clusters differ in
shape due to the lack of detail in the image. Also, the STM data was taken by
choosing obvious impact sites and counting the number of adatom clusters in the
immediate vicinity. This gives a bias to impacts that look like the classic crater
(with a large vacancy cluster and adatom clusters around it), which will most
likely give bias to the larger adatom clusters. Single adatoms may not always be
counted using this method due to their mobility, having diffused a distance away
from the initial impact site.
The discrepancy in the data could also be explained by looking at the time scales
involved with each process. In the case of the MD simulations the time span is
of the order of nanoseconds (this is explained in greater detail in Section 4.3.2)
which allows for some diffusion on the surface, but nothing significant, while the
STM data was recorded ≈30 minutes after the surface was bombarded.
3.4.3 Diffusion Effects on the Bombarded Surface
Once a surface has undergone ion bombardment at a finite temperature, the
defects created will diffuse across the surface [35]. This can be indirectly seen
in Figure 3.11 where at higher temperatures the 2.1eV peak is less affected by
ion bombardment. This is due to the defects having enough energy to overcome
energy barriers allowing them to ‘hop’ to adjacent lattice sites on the surface, such
that adatoms are likely to recombine with vacancies or join step edges, repairing
the surface and restoring the anisotropy. At lower temperatures the defects have
less energy resulting in the surface becoming more disordered and isotropic with
constant bombardment and hence the accelerated destruction of the 2.1eV peak
seen in Figure 3.11.
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Figure 3.11 The un-normalised 2.1eV peak intensity of the ion bombarded Cu(110)
surface at 183K (red), 203K (black), 223K (blue), 243K (orange),





The conclusion was reached in Chapter 3 that to model the nanostructure of
radiation damaged Cu(110) diffusion processes would need to be considered,
and a simulation that can reach time spans of up to 30 minutes would also be
required. A KMC simulation has been written to model diffusion processes on
the surface for temperatures above ≈100K, and with time and length scales seen
in experimental RAS and STM data (up to hours, and µm).
Density functional theory (DFT) is ab initio and solves the Schrödinger equation
for electronic states based on the density of the electronic states and not the
individual electron orbitals [64]. MD use these solutions as input parameters
to calculate the forces on individual particles within a system, this is described
in more detail in Section 4.3.2. Monte Carlo simulations then use the statistics
gained using MD to simulate systems on larger length and time scales.
The schematic shown in Figure 4.1 illustrates the time and length scales different
simulation methods can achieve. It is clear that a KMC simulation is appropriate
as this type of simulation can reach the time and length scales needed.
This chapter contains explanations about the algorithms, input parameters, and
analysis techniques used in the simulation which allow for comparison with
experimental RAS and STM data. Preliminary results are also presented at
the end of the chapter.
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Figure 4.1 Schematic showing the approximate time and distance scales that can
be accessed using different programming methods.
4.2 Kinetic Monte Carlo Methods
A KMC simulation utilising the Gillespie algorithm (explained later in this
section) has been created using the Java programming language that simulates the
Cu(110) surface during and after Ar+ bombardment. Specifically, the diffusion
processes and nanostructuring of resulting defects is studied in this thesis using
the simulation created.
The program produces a 2D lattice with a finite depth and width where each
lattice site represents a unit cell on the Cu(110) surface. There are two types of
defects which are represented in the simulation, adatoms and vacancies, which are
deposited on the lattice, with an initial arrangement described by MD simulation
results; an example of this is shown in Figure 4.2. The ion impact sites form
a lattice gas while the vacancies and adatom form a localised lattice gas within
a specified ejection range centred on the impact site. By utilising the Gillespie
algorithm these defects have the functionality to diffuse over the lattice.
Monte Carlo simulations rely on the generation of random numbers and the use
of artificial dynamics [64]. The dynamics are said to be artificial as the true
forces on the system are not analysed and calculated, only the probabilities for
each process to occur is used. For example, if you take a fair coin and toss it,
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Figure 4.2 Simulated ion impact site with adatoms (blue), and vacancies (orange).
the outcome can be calculated by analysing the exact forces imposed on the coin.
This method would be very slow but very exact (similar to an MD simulation
explained in Section 4.3.2). By doing this a number of times it would become
clear that there is a 50/50 probability whether the coin lands heads up or tails
up. At this point, when we have the probability of each outcome, we can assign
a random number, let’s say between 0 and 1, to each flip. If the number assigned
to the flip is greater than 0 but less than 0.5 then the coin lands heads up, and
if the number is between 0.5 and 1 then it lands tails up. This new procedure
is a description of a Monte Carlo process. This method is quicker, but relies on
many samples to gain an accurate representation of the system due to natural
statistical error.
MD experiments by Lane et al. [14] have been used to gain statistics of the
Cu(110) system where in this case there are several processes to consider (which
is perhaps more like throwing a loaded dice, than a coin). These are used in a
KMC simulation that uses random numbers to model the kinetics of the system.
By using this method much larger time scales can be reached than with MD
alone.
The adatoms that diffuse on the surface undergo a random walk process [4]
through independent hopping from one stable site on the surface to an adjacent
site, this can be described as a stochastic Markov Chain as each hop is random
and ‘memoryless’ (i.e. does not depend on the previous process). Each process
(or hop) has an associated diffusion coefficient, D (cm2s−1), which is described
by the following Arrhenius equation [65, 66];







where ∆E is the energy barrier of the process, T is the temperature of the surface,
kB is the Boltzmann constant, and D0 is the diffusivity of the surface. The 1D
random walk equation can then be used to calculate the rate of the process





where d is the distance to hop which is equal the lattice parameter (3.61Å) in the
[001] direction, or the nearest neighbour distance (2.55Å) in the [11̄0] direction.
Two complications beyond the simple coin toss analogy are apparent, firstly an
adatom could potentially choose between several different processes, secondly
there are many adatoms and it is unclear which one will hop next. The Gillespie
algorithm, described in the next section, solves these two problems for us.
4.2.1 The Gillespie Algorithm
The Gillespie algorithm, devised by Daniel Gillespie in 1976 [68, 69], allows for
one adatom to move at a time with a varying time step; this allows all processes
to have to ability to occur on the surface, and tells us which adatom will move
next, and where to. It is implemented by summing over all the available surface





where ci is the rate of a single reaction, i, (in this case the hops per second of each
reaction which can be calculated using Equation 4.2). This can then be used to





and also the probability P (t) of a non-specific reaction happening after time
interval t
P (t) = λe−tλ . (4.5)
These two probabilities are independent of each other so each step requires the
generation of at least two random numbers; one to calculate the time step and
another to choose the reaction that will occur.
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Figure 4.3 Schematic showing the relationship between the time step and the
cumulative of the function P (t), shown in Equation 4.6, for λ = 1.
To calculate the time step from Equation 4.5 first the cumulative, C(t), needs to




P (t)dt = 1− e−λts . (4.6)
The relationship between this function and the time step is shown in Figure 4.3.
By rearranging Equation 4.6 and choosing a random number, R, between 0 and






To choose the reaction that will occur, the total number of each available reaction
on the surface is counted. The probability of a reaction being chosen is then
weighted by the total reactions available on the surface and the probability of
the reaction happening. Once a type of reaction has been chosen, the specific
reaction is picked at random from all available reactions of that type.
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The benefit to using this algorithm is that if the surface is inactive then the time
step increases so that the program progresses quickly with no unnecessary steps,
unlike a fixed time step where computational time is wasted in awaiting the next
reaction.
4.2.2 Program Progression
The Mersenne-Twister algorithm was used to generate random numbers used in
the simulation. Mersenne-Twister is a pseudo-random number generator which
is both robust and fast.
The program progresses in the following way (also shown in Figure 4.4):
• the activity of the surface is calculated using Equation 4.3,
• a process is chosen using Equation 4.4,
• the time step is calculated using Equation 4.7,
• the adatom is moved to it’s new location on the lattice, the time is updated.
This is repeated until the desired time, t, is reached.
Averaging Multiple Runs
As there is a natural amount of statistical fluctuation in the simulations due to
the use of random numbers and the finite size of the simulation, it is important
to carry out repeat runs to obtain an average; here we are assuming the ‘ergodic
hypothesis’ holds true1. In the case of analysing the surface using the Poelsema-
Comsa method, the implementation of which is described in Section 4.4.1, after
each step the active surface fraction, fa, described in Equation 3.5, is calculated.
In order to average over a number of runs a uniform time step is needed, as
such each fa is binned into time steps of 0.1s (this value was chosen as many of
the experiments have a data point recorded for every 0.1s). Within the bins the
average fa is calculated so that there is a value for every 0.1s increment. This
then allows for the averaging over multiple runs of the program where an error on
1where a large system can be represented with the same smaller system sampled many times.
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Figure 4.4 Diagram showing the steps involved with progressing the KMC
simulation.
the mean can also be calculated. To minimise the error on the mean simulations
are run at least 15 times.
Is is also of interest to illustrate surface properties, such as RAS intensity and
adatom histograms, as a function of ion dose. As the number of ions impacting
the surface is not uniform (due to the ions creating a lattice gas and impacting the
surface at random intervals), the active surface fraction is binned into a constant
ion dose. In each bin the average fa is calculated so that there is a value for every
increment. This then allows for the averaging over multiple runs of the program
where an error on the mean can also be calculated.
4.3 Processes Included in the Model
Figure 4.5 is a schematic showing the processes that are included in the model.
These processes were chosen as they have the lowest energy barriers and therefore
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have the highest probability to occur at the temperatures studied. The processes
labelled indicate the adatom moving in the direction of the arrow one lattice site
along. Process 9 shows an adatom recombining with a vacancy. These processes
are also used for large clusters as the energy barriers do not change significantly;
an example of this is a trimer of adatoms in the [11̄0] direction, where the energy











Figure 4.5 Schematic showing the processes on the surface which are included in
the simulation. Adatoms are shown in blue, and surface atoms in white.
Arrows indicate the adatom that will move as well as the direction.
4.3.1 Surface Energy Barriers and Hopping Rates
Table 4.1 contains information on the energy barriers associated with the
processes shown in Figure 4.5. These were calculated by Lane et al. [14] using
MD simulations, and are similar to energy barriers calculated by other groups
[70–72] (which are within 10% of the values calculated by Lane et al. [14]). The
effect of varying the energy barriers by a fixed percentage is explored further in
Section 5.3.3.
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Table 4.1 The energy barriers for the associated process shown in Figure 4.5
calculated using MD simulations [14]
To give an idea of the hopping rates involved, using D0 = 6.29 × 10−4 cm2 s−1
[72] and a temperature of 150K, the hopping rate of a single adatom in the [01̄1]
direction (process 1) is ≈ 8 hops per second, and the hopping rate of a single
adatom in the [001] direction (process 2) is ≈ 6× 10−4 hops per second.
Figure 4.6 shows how the hopping rate of different processes varies with
temperature. As can be seen from the graph processes 1, 5, and 9 are the
dominant processes as these govern along channel diffusion which have the lowest
energy barriers. This means at low temperatures the processes with the smallest
energy barriers dominate the diffusion process.
We can calculate the hopping ratio of two different processes with temperature,














where ca and cb are the hopping rates for two arbitrary processes, a and b,
as described by Equation 4.2 da and db are the respective hopping distances.
Graph 4.7 shows how this ratio varies with temperature for c1
c2
, which is the
along channel diffusion divided by the across channel diffusion. The ratio is a
very large number in this temperature range, and decreases exponentially. This
shows that for very high temperatures the hopping ratio of the different processes
decreases, such that at higher temperatures an increasing number of processes
become dominant.
Figure 4.8 shows this hopping ratio for c1
c3
, which is the along channel diffusion
rate divided by the along channel boiling rate. The ratios are smaller, but still
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Figure 4.6 Adatom hopping rate as a function of temperature for process 1 (black),
2 (red), 3 (blue), 4 (orange), 5 (green), 6 (dark grey), 7 (pink), 8 (dark
yellow), and 9 (dark red) corresponding to Table 4.1.
very high in this temperature range, which is to be expected as the energy barriers
for these processes are more similar.
This leads us to conclude that by varying the surface temperature between
0K and ≈1000K the balance between in-channel diffusion and recombinations
could change significantly, without the importance of dimer dissociation or cross-
channel diffusion changing as these are only significant at very high temperatures.
4.3.2 Molecular Dynamics Calculations
MD has previously been used to predict nanostructuring in Ni and Cu crystals
[11, 12, 73] and crater annihilation [13] (which is the recombination of surface
vacancies and adatoms).
MD simulations utilise empirical fits to the equations of motion to simulate a
many body system. This is done by evaluating the forces present on each particle
at any one time to determine the position, r(t + ∆t), and velocity , v(t + ∆t),
of a particle, where r =
√
x2 + y2 + z2 and ∆t is the integrated time step. The
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Figure 4.7 The relationship between the adatom hopping ratio of c1c2 (the along
channel diffusion over the across channel diffusion) and temperature.







where i is the atom being considered, Fi is the force on i, E is the potential
energy, and α represents the coordinates in x, y, and z. MD simulations solve
these equations numerically for a large system of particles.
The simulation results by Lane et al. [14] used in this thesis as the input
parameters to the KMC simulation utilised the MOLDY code [74] with 250,000
atoms. The Finnis-Sinclair potential well [75, 76], which has been used previously
to model surfaces and cascades [77–79], was used. This model splits the potential
energy of each atom into a screened Coulomb repulsion term and a second moment
tight binding term. They simulated the experimental conditions at 144K by using
the Cu(110) surface, with periodic boundary conditions in the [001] and [11̄0]
directions, and started with a 500eV Ar ion at 5° off surface normal and 3.5 Å
above the surface. The simulation was run for 10ps before the ion was introduced
and then simulated until all damage had settled which took around 2-3ps. The
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Figure 4.8 The relationship between the adatom hopping ratio of c1c3 (the along
channel diffusion over the along channel boiling) and temperature.
simulation was run 90 times so that statistics could be gathered.
Input Parameters from MD Results
As well as surface energy barriers MD simulations can give other parameters as
an input to the KMC simulation; these are [14]:
• Adatom ejection range = 8 unit cells.
• Vacancy ejection range = 4 unit cells.
• Adatom sputter yield = 10 adatoms.
• Vacancy sputter yield = 9 vacancies.
These values are used in the simulation to recreate the experimental conditions,
with the sensitivity of each parameter on the outcome of the simulation further
explored in Chapter 5.
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4.4 Analysis Techniques
In order to simulate the RAS intensity the Poelsema-Comsa model has been incor-
porated into the program. Also, to allow for comparison with experimental STM
and MD simulation data a cluster counting algorithm has been implemented.
Both of these analysis techniques are described below.
4.4.1 Implementing the Poelsema-Comsa Model
To compare simulation to experimental RAS data the Poelsema-Comsa model has
been implemented. This is achieved by placing a 2D lattice patch over each defect
on the surface, where the area within each patch does not contribute towards the
RAS intensity as described in Section 3.3. The active surface fraction is then
calculated using Equation 3.5 by counting the ‘undamaged’ lattice sites (i.e. the
sites which are not within a patch) and dividing by the total number of lattice
sites. This number is directly proportional to the normalised RAS intensity.
Ideally we would model an infinite sized lattice but, as this is not possible due to
computing restrictions, finite lattices are modelled. In doing so boundary issues
arise where a defect is close to the edge of the simulated lattice so that the RAS
patch associated with that defect is outside the boundaries of the simulation, and
so will not contribute to the destruction of the RAS signal. A way to avoid this is
to use periodic boundary conditions where the patch wraps around and appears
on the opposite side of the lattice; this has therefore been implemented into the
program.
4.4.2 Cluster Analysis of Defects on the Surface
In order to compare STM and MD simulation results to KMC results a cluster
counting algorithm has been incorporated into the simulation. This algorithm
records the number of adatom clusters and also how many adatoms are in each
cluster. An adatom is counted as being part of the same cluster of another adatom
if they are either one site above or below, or one site left or right of each other.
This algorithm gives a true value of the size and number of different clusters.
However, this may not give comparable results to STM data because the
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resolution of the images may make it hard to distinguish between adatoms next
to each other and adatoms which are near each other. This is described in more
detail in Section 3.4.2.
4.5 Preliminary Results
Figure 4.9 The initial surface at time t = 0.
The initial surface consists of a 100× 100 unit cell lattice with a step edge to the
left made up of 2 adjacent adatoms as shown in Figure 4.9. Adatoms placed on
the surface interact with the step as though the adatoms at the step were double
dimers, such that they can ‘stick’ to the step creating a ‘sink’ for the adatoms,
but can also diffuse away. Adatoms, however, cannot diffuse over the step edge up
to the higher terrace. The right side of the lattice is a step down where adatoms
can not ‘hop’ over the step as at the temperatures studied the probability of this
process occurring is very low.
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Figure 4.10 shows preliminary results of the simulation at 183K as well as
experimental data taken at the same temperature. The surface was ion
bombarded for 12 seconds and the normalised RAS intensity calculated using
the Poelsema-Comsa model described in Sections 3.3 and 4.4.1. The graph shows
a decay in the peak, which is very similar to experimental results, indicating the
simulation is producing sensible results.
Figure 4.10 Preliminary results of the simulation showing the RAS intensity vs ion
bombardment time. Experimental results (solid line) were taken at
183K. The simulation (open circles) was run at 183K, on a 100x100
lattice with a step edge, and a patch per defect size of 49 unit cells.
Error bars are not included as they are too small.
Figure 4.11 shows the simulated surface after 2 seconds of ion bombardment and
the same bombarded surface after 30 minutes of diffusion. The surface looks
distinctively different after 30 minutes, such that the defects have created large
clusters, adatoms have joined the step edge, and some adatoms and vacancies
have recombined.
Further testing results are presented in Chapter 5, with surface simulation results
presented in Chapters 6, 7, and 8.
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(a) The simulated surface after 2 seconds
of ion bombardment.
(b) The simulated ion bombarded surface
after 30 minutes of diffusion.
Figure 4.11 Preliminary results of the program showing the simulated lattice 2
seconds after ion bombardment and the same lattice after 30 minutes
of diffusion with adatoms shown as blue and vacancies as orange. A





Having shown in the previous chapter that the simulation produces sensible
results, it is now important to test the program to understand its sensitivity
to input parameters and also to further understand its limitations. This will
confirm that the program behaves sensibly and also confirm its robustness and
sensitivity to these parameters.
5.2 Functionality Testing
To confirm the simulation behaves sensibly and consistently the effect of varying
the simulation size (the number of unit cells within the simulation), ion flux, and
patch per defect shape has been tested. The lattice size should not affect results
beyond the size needed for good statistics. Ion flux should have a fairly predictable
effect on the RAS signal as, repeated here from Equation 3.3, I = (1 − θ(t))ΣI
where θ is the impacts per unit cell which is a function of time, t. Taking the
basic tests as ‘passed’ and trusting the programming algorithms, as well as its
limitations, we can move forward.
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5.2.1 Ion flux
The simulation was tested to verify the effect of varying ion flux on the RAS
intensity. Figure 5.1 shows the results of this at 0K plotted on a time axis. As
flux increases, the peak decays more rapidly. The behaviour, as expected, is
described by Equation 3.3.
Figure 5.1 The decay of the RAS intensity with varying with flux at 0K. 0.0001
(black) 0.00055 (purple) 0.001 (red), 0.0025 (orange), 0.005 (blue),
and 0.01 (green) ions/unit cell/s .
As the data is taken at 0K, so that there is no diffusion occurring on the surface,
upon converting the x axis to impact density the data should coincide. This is
this is confirmed with data shown in Figure 5.2, telling us that when bombarding
the lattice with different fluxes the simulation responds as expected.
5.2.2 Lattice Size
The lattice was tested for robustness against changing the lattice size. Potentially
boundary conditions could affect the resultant RAS intensity of the surface at any
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Figure 5.2 The decay of the RAS intensity vs impact density with varying flux at 0K
for fluxes of 0.0001 (red), 0.0003 (black), 0.0005 (blue), 0.001 (green),
0.003 (orange), 0.005 (grey), and 0.01 (purple) ions/unit cell/s.
one time, and this may be the case for a small lattice. Results of this test are
shown in Figure 5.3. No identifiable difference between the simulation results for
each lattice size can be seen.
5.2.3 Dependence on Defect Patch Shape
The sensitivity of the program on the patch per defect shape has been tested,
using a patch of 49 unit cells. The patch shape was varied by using a rectangle
with sides of 7× 7 unit cells, and a ‘star’ shaped patch with the same area shown
in Figure 5.4.
The results of simulations with different patch sizes are shown in Figure 5.5.
These results show that the program behaves the same regardless of patch shape,
as is expected.
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I m p a c t  D e n s i t y  ( I m p a c t s  p e r  U n i t  C e l l )
Figure 5.3 The simulated normalised RAS intensity during ion bombardment for
lattice sizes of 150×150, 200×200, 300×300, 350×350, and 400×400.
Figure 5.4 A star and square patch used in the Poelsema-Comsa model.
5.3 Sensitivity to Input Parameters
To test robustness and sensitivity of the program to input parameters from
MD simulations the effect of energy barriers, defect ejection range, patch size,
and adatom-vacancy recombinations have been tested. It is useful to know the
sensitivity to these parameters and important to understand how robust the
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Figure 5.5 The RAS intensity vs bombardment time with a square (black line) and
star (red line) RAS patch.
simulation is against them. This will allow us to understand how uncertainties
in values affect the results, as well as telling us which parameters play key roles
in the destruction of the RAS intensity and the nanostructuring of the surface.
5.3.1 Patch Per Defect Size
Figure 5.6 shows results which tell us how the peak decay changes with varying
the patch per defect size, Σd. This has the effect of changing the total patch per
impact size where ΣI = f(Σd). As expected, by inspecting Equation 3.3, with
increasing defect patch size the 2.1eV peak decays more rapidly.
The peak decay is affected quite drastically with varying patch sizes. This implies
the extent of RAS decay is highly dependent on the electron scattering effect of
a defect.
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Figure 5.6 The RAS intensity vs bombardment with varying patch per defect size.
Simulated at 144K with ion flux of 0.0014 ions/unit cell/second, with
patch per defect sizes of 2x2 (black), 3x3 (red), 4x4 (blue), 5x5 (grey),
6x6 (green), and 7x7 (orange) unit cells.
How Impact Patch Size Varies with Defect Patch Size
As each impact site consists of a distribution of defects and each defect has a
corresponding patch size, Σd, associated with it, it is of interest to know the effect
increasing the defect patch size has on the total patch size of the impact, ΣI , the
results of this are shown in Figure 5.7. The data was created by simulating the
surface at a temperature of 0K and using a least squares fit to fit the Poelsema-
Comsa equation to the RAS intensity vs bombardment time data in order to
calculate the patch per impact ΣI .
It is expected that for a large patch per defect size that the patch per impact
would increase linearly. This is because there is complete overlap in the centre of
the impact site with the increasing size only contributing to the damage outside
the adatom ejection range. This is what is found in Figure 5.7 where for patch
per defect sizes of over 20 unit cells the patch per impact increases approximately
linearly.
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Figure 5.7 The patch per impact area vs patch per defect area. Error bars too
small to include.
5.3.2 Ejection Range
The ejection range of the adatoms and vacancies are taken from MD results as
explained in Section 4.3.2. Figure 5.8 shows the results of varying the ejection
range of the adatoms while all other parameters are kept constant.
The results suggest that the 2.1eV peak decay is not sensitive to changes in the
ejection range for values over 8 unit cells. The literature suggests a value of 8
unit cells [14] for the adatom ejection range so the associated error on this value
should not affect the simulation outcome.
5.3.3 Surface Energy Barriers
The energy barriers used in the KMC simulations input parameters are taken
directly from MD results as described in Section 4.3.1. It is again important to
know the sensitivity of the program to a change in these barriers.
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B o m b a r d m e n t  T i m e  ( s )
Figure 5.8 Simulation results of the RAS intensity vs bombardment time for
adatom ejection ranges of 5 (green), 8 (red), 10 (black), and 15 (blue)
unit cells.
Changing Energy Barriers by a Fixed Percentage
Changing the surface energy barriers by a fixed percentage should have an
inverse effect to changing the temperature of the lattice as, repeated here from
Equation 4.1 ,






such that lowering the energy barriers would have the same effect as increasing
the temperature.
Figure 5.9 shows the results for this, where lowering the energy barriers equally
does indeed affect the peak such that it decays less quickly.
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Figure 5.9 Sensitivity of the 2.1eV peak intensity vs bombardment time to energy
barriers at 183K. Cu(110) energy barriers (blue dot dash), 10% lower
(black dash), 5% higher (grey dash), 10% higher (black solid line), 25%
higher (red dots).
Creating a 1-Dimensional Lattice
Diffusion in the [100] direction (across the channels) was ‘frozen out’ so that
adatoms could only move in the [11̄0] direction (along the channels) and also any
‘boiling off’ [11̄0] energy barriers were set to non ‘boiling off’ energies (i.e. in
Figure 4.5 the energy barriers of processes 2, 4, 6, and 8 are set to infinity such
that these processes will not occur, and process 5 = 1 and 7 = 3). This was
to test whether at low temperatures the surface behaves in as a 1 dimensional
lattice, with results shown in Figure 5.10.
The difference between the the 1D and 2D lattice seem to be negligible at
183K. This shows the movement of the adatoms and key processes at this
temperature only occurs in the [11̄0] direction, which may not be the case though
at higher temperatures. This makes sense as, as discussed in Section 4.3.1, at low
temperatures the along channel processes dominate.
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I m p a c t  D e n s i t y  ( I m p a c t s / u n i t  c e l l )
Figure 5.10 The RAS intensity vs impact density at 183K for a 1D (black) and 2D
(red) lattice.
5.3.4 Effects of including Adatom-Vacancy Recombinations
A process which has been included in the simulation due to its role in surface
repair is adatom-vacancy recombination (process 9 seen in Figure 4.5). The effects
of this have been tested by removing the process from the model, with results
shown in Figure 5.11.
The results show that at 183K adatom-vacancy recombinations play an important
role in the nanostructuring of the surface. As expected the decrease in the 2.1eV
peak is faster with no recombinations. This is because recombinations help to
repair surface anisotropy and therefore restore the 2.1eV peak intensity.
Figure 5.12 shows the simulated surface with the same flux with (a) and without
(b) adatom-vacancy recombinations. It is obvious upon inspection of the two
images that the recombinations affect the surface nanostructure considerably.
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I m p a c t  D e n s i t y  ( I m p a c t s / U n i t  C e l l )
Figure 5.11 The RAS intensity vs impact density at 183K with (red) and without
(black) adatom-vacancy recombinations.
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(a) The simulated surface after 12 seconds
of ion bombardment with adatom-
vacancy recombinations.
(b) The simulated surface after 12 sec-
onds of ion bombardment without
adatom-vacancy recombinations.
Figure 5.12 Simulation results of the surface bombarded with an ion flux of 0.0014
ions/unit cell/second with adatoms shown as blue and vacancies as
orange. A step edge is created using 2 rows of adatoms.
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Chapter 6
Modelling the RAS signal of the Ion
Bombarded Cu(110) Surface
6.1 Introduction
The ion bombarded Cu(110) surface has been simulated using the KMC
simulation described in Chapter 4. Simulations were carried out in order to
replicate experimental conditions used in published results [54], in doing this the
aim is to understand defect kinetics of the Cu(110) further. Ideally we would
like to demonstrate that RAS can reveal the defect distribution, this would mean
‘inverting’ experimental data, which is not possible. Similarly, simulations cannot
completely reproduce experiment since some parameters are not known precisely.
But experiment can guide simulations, and simulations can interpret experiments.
A new type of analysis is also presented in this chapter where the patch per ion
impact, ΣI , is monitored over bombardment time for experimental and simulation
data. This method presents a new complex analysis which may give further
insight to the diffusion mechanisms on the surface, and a direct way of measuring
diffusion using RAS data, though analysis of this seems non-trivial.
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6.2 Optimising Ion Flux and Patch per Defect Size
There are some remaining input parameters that need to be optimised using the
experimental data. The ion flux for each experimental data set is required as the
flux is probably not stable, as discussed in Section 2.2.4, and in order to accurately
recreate experimental data we need to know the ion flux. Also required is the
patch per defect, Σd, size. This is calculated by manual refinement where the
patch per defect size is changed until the best fit to experimental data is found.
Both of these methods and results are presented below.
6.2.1 Calculating the Ion Flux
As discussed in Section 2.2.4 the ion gun may not be stable when first switched
on. This leads to large uncertainties when measuring the ion flux. The flux can
be better calculated by using the experimental RAS intensity data.
In the initial stage of ion bombardment of the clean surface it is likely that the
ion impacts will land far apart from each other. This means the ‘RAS patch’
from each impact, ΣI , will not overlap, and at low temperatures we can assume
the patch size is constant over time. This leads to a linear decrease in the RAS
intensity for a low bombardment time. This can be shown by considering the












rate of change of the ions impacting the surface (the ion flux), where θ is the
number of ions that have impacted the surface at time, t.
A linear fit to the experimental data at 183K with bombardment time of 0 to
1 second is shown in Figure 6.1. The linear fit gives a slope of dI
dt
= −0.644 ±
0.027 s−1, using Equation 6.1 and for a value of ΣI = 170 unit cells [54] the flux
is calculated to be
dθ
dt
= (3.79± 0.16)× 10−3 ions unit cell−1s−1 . (6.2)
Using this method the flux can be calculated for the experimental data at different
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B o m b a r d m e n t  T i m e  ( s )
Figure 6.1 The RAS intensity for low bombardment time (open circles) with a
linear fit (red line) to the data.
temperatures, the results of this are shown in Table 6.1. This method assumes a
constant patch per impact size which is appropriate for low temperature results.
At higher temperatures, in this case over 243K, the slope is not linear for low t
and therefore measuring the flux this way is not appropriate.
Temperature (K) Flux (ions/unit cell/s)
183 (3.8± 0.2)× 10−3
203 (6.4± 0.6)× 10−3
223 (4.5± 0.2)× 10−3
243 (1.6± 0.1)× 10−3
Table 6.1 The calculated flux for each experimental data set varying with
temperature.
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6.2.2 Patch Per Impact Optimisation
Surface ion bombardment was first simulated at 183K as this is the lowest
temperature experimental data available for comparison. As the diffusion







lower temperatures, T , lead to a lower surface activity, λ, as is apparent by
combining Equation 4.2 and 4.3. This leads to simulations that run faster due to







where ts is the time step of a reaction occurring. For this reason the 183K data
was used for patch per defect optimisation.
The simulation can be used to estimate the patch per defect size, Σd, by
optimising to match experimental data at 183K. This is achieved by using the
flux calculated in the last section, dθ
dt
= (3.79 ± 0.16) × 10−3 ions unit cell−1s−1,
and using the input parameters from MD simulations described in Section 4.3.2
as well as surface energy barriers outlined in Section 4.3.1.
Figure 6.2 shows the simulation results of changing the patch per defect size with
the experimental result at 183K. It is clear that a patch per defect Σd between
6×7 and 7×7 unit cells fit the data more closely. A patch per defect area of 7×7
unit cells has therefore been used in subsequent simulations.
This is in much better agreement with experiment than previous results [54],
shown in Figure 3.9 which shows it is important to consider diffusion when
simulating the RAS intensity data. The size of the patch per defect calculated
using the simulation is also consistent with other studies [22, 54] which indicates
a correct distribution of adatoms.
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Figure 6.2 The normalised RAS intensity with bombardment time for experimental
data (black line), and simulated data with patch per defect sizes of 4×4
(blue dashed), 6×6 (green dots), 7×7 (black dash dot dot), and 6×7
unit cells (red line) at 183K.
6.3 Modelling the RAS Intensity for Various
Temperatures
Having optimised the patch per defect using the low temperature experimental
data in Section 6.2.2, and having calculated the flux for experimental data at
various temperatures in Section 6.2, it is now possible to model the experimental
data. Presented here are results of modelling the data with the Poelsema-
Comsa fit using Equation 3.4 and using the Poelsema-Comsa method in the KMC
simulation to recreate the surface and model the RAS intensity.
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Figure 6.3 The RAS intensity vs impact density,θ, for 140K (dark blue), 150K
(red), 165K (light blue), 174K (green), 180K (orange), and 200K
(grey).
6.3.1 Temperature Effects on the Peak
Figure 6.3 shows the results on the RAS intensity with impact density (number
of ion impacts per unit cell) for varying temperature. For higher temperatures
the 2.1eV peak decreases more slowly than for low temperatures, this mimics the
behaviour of experimental data seen in Figure 3.11.
Effects of temperature on the patch per impact size, ΣI , are shown in Figure 6.4.
In order to calculate ΣI Equation 3.3, repeated here for clarity
I = (1− θ)ΣI , (6.5)
where θ is the impact density and I the RAS intensity, was fitted using the least
squares method for each temperature.
The result is not a linear decrease in patch per impact size as maybe expected.
This shows a ‘switch on’ temperature of some processes around 160K, where ΣI
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Figure 6.4 The patch per impact as a function of temperature. Errors originate
from statistical variation.
decreases quickly. By inspecting Figure 4.6 the processes being access could be 5
and 9 corresponding to processes illustrated in Figure 4.5.
6.3.2 Modelling Experimental Data with the
Poelsema-Comsa Fit
The Poelsema-Comsa model has been used here to fit the experimental data
at various temperatures in the same way it was used above in Section 6.3.1.
Figures 6.5(a), 6.5(b), 6.6(a), and 6.6(b) show the experimental data at 183K,
203K, 223K, and 243K respectively with the Poelsema-Comsa fit.
The fit was used to calculate the patch per impact, ΣI , for each temperature
using Equation 3.3 and the calculated flux in Table 6.1. Table 6.2 shows the
results of this fit. There is a trend of decreasing patch size, with the exception of
the 223K data.
The results are interesting as they show that the patch per impact, ΣI , is
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(a) 183K
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(b) 203K
Figure 6.5 The experimental data with a Poelsema-Comsa fit for 183K and 203K.
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(b) 243K
Figure 6.6 The experimental data with a Poelsema-Comsa fit for 223K and 243K.
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Table 6.2 The patch per impact calculated for experimental data at each
temperature.
dependent on temperature. As the energy of the impacting ions remains constant
with each data set the amount of damage initially created is solely dependent on
the flux (as explained in Section 6.2.1), and therefore the initial ΣI should be
constant for all temperatures. This implies that the patch per defect is affected
by the surface diffusion.
6.3.3 Modelling Experimental Data with the Kinetic Monte
Carlo Simulation
The simulations were carried out on a 100×100 unit cell lattice with a step edge,
using the flux calculated in Table 6.1 and a patch per defect of Σd = 7 × 7 unit
cells as this was the optimal size found in Section 6.2.2. The results for 183K,
203K, and 223K are shown in Figures 6.7(a), 6.7(b), and 6.8 respectively.
Above this temperature range the simulation can not reach bombardment times
of order of seconds as the time step decreases with increasing temperature, as
described in Section 4.2.1. As the time step decreases the computational time
needed to reach longer time scales increases, as such temperatures of above 223K
are currently beyond the limit of the program.
The simulation seems to fit the 183K and the 203K data well. The flux, Σd, and
diffusion rates seem to have been estimated correctly. This also indicates there
are no key diffusion processes missing from the model, where the processes chosen
are shown in Figure 4.5.
The 223K data has a y-axis change as the experimental 2.1eV RAS data did not
fall to zero. This is due the RAS spectra changing due to temperature effects,
described in Section 3.2.2, where the surface states shift with temperature. As
such, the RAS intensity for the 223K data was normalised to the 183K data (so
that the RAS intensity falls to the same value as the 183K data), and in doing so
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(b) 203K
Figure 6.7 The simulation and experimental data for the ion bombarded surface
at 183K and 203K.
72























B o m b a r d m e n t  T i m e  ( s )
Figure 6.8 The simulation and experimental data for the ion bombarded surface
at 223K.
the simulation data is now able to more accurately model the higher temperature
data.
After re-normalisation of the experimental data the simulation does not predict
the 223K data with the same accuracy as the lower temperature experimental
data. The residuals at 223K are shown in Figure 6.10 and are the largest for
simulated data. This could be due to a miscalculation of the flux, an inaccuracy
in the model which is only observed at higher temperatures, or an experimental
anomaly. An inaccuracy in the model could arise from an overestimation of the
amount of diffusion on the surface at this temperature.
6.3.4 Analysing Residuals
Here the residuals of the Polesema-Comsa fit to the simulation and experimental
data have been analysed. Doing this allows us to evaluate whether the model
and the simulation are accurately predicting experimental data.
Figures 6.9(a), 6.9(b), and 6.10 show residuals of the experimental data and the
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(a) Residuals of the experiment−the Poelsema-Comsa fit at 223K.
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(b) Residuals of the the simulation−the Poelsema-Comsa fit at 183K.
Figure 6.9 Graphs showing the residuals of the experiment and the simulation−the
Poelsema-Comsa fit.
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Figure 6.10 Residuals of the the simulation−experiment at 223K.
fit, the simulation data and the fit, and the experimental data and the simulation
data respectively. These residuals were chosen as they show the largest trend;
residuals for all the data analysed are contained within Appendix A. The periodic
feature contained in some of the residuals come from experimental data rather
than simulation.
As can be seen from the residuals there is a trend present, where each one is
qualitatively similar. This hints at a missing parameter in the Poelsema-Comsa
model.
6.4 Analysing the Patch per Impact as a function
of Bombardment Time
In Section 6.3.4 the residuals of the Poelsema-Comsa model were analysed with
respect to the simulation and the experimental data. The data shows a clear
trend leading to, as discussed, the conclusion that the Poelsema-Comsa model is
missing a parameter. This is possibly temperature dependent, and leads us to
consider diffusion to be the possible missing parameter.
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The Poelsema-Comsa model (described in Section 3.3) uses Equation 3.3,
repeated here for clarity
I = (1− θ)ΣI , (6.6)
where I is the RAS 2.1eV peak intensity, θ is the impact density, and ΣI is the
patch per ion impact in unit cells to model the RAS data. In this model the
patch per impact is constant as each impact creates a ‘RAS patch’ which does
not change. This assumption should hold true for the 0K case where no diffusion
occurs on the surface such that all defects are immobile. However, at non zero
temperatures the total patch per impact may change over time as the defects
recombine and create clusters which reduces damage, as explained in Section 3.3.






such that the patch per impact can be plotted as a function of bombardment
time, t, as θ = ft, where f is the flux (ions/unit cell/second).
6.4.1 Experimental Results
As discussed above, the Poelsema-Comsa equation assumes there is no surface
diffusion, and in this case the patch per impact is constant. Using Equation 6.7
the patch per impact can be plotted against bombardment time for experimental
data, the results of which are shown in Figure 6.11 for various temperatures.
The results show a decreasing trend in the patch per impact for all temperature
ranges in the experimental data. Unexplained though, is a rise in the patch
per impact in the first few seconds of bombardment before the decrease. This
could be due to variations in the flux due to the ion gun having not stabilised as
described in Section 2.2.4.
Temperatures of 183K-223K qualitatively behave similarly, each taking a few
seconds to reach their maximum patch per impact and then decreasing at
approximately the same rate. The higher temperature data (243K-283K) also
behave similarly but quite differently to the lower temperature data. In this
regime the patch per impact increases to a maximum within the first seconds of
bombardment, and then decreases more rapidly than the lower temperature data.
This indicates a change in the surface kinetics between temperatures of 223K and
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Figure 6.11 The patch per impact as a function of bombardment time for
experimental data at 183K (black), 203K (red), 223K (blue), 243K
(green), 263K (purple), and 283K (pink).
243K. This change could be attributed to the ‘switching on’ of a process in this
temperature region. Analysing the data this way shows us that ΣI is dependent
on temperature, T , and time, t, i.e.
ΣI = f(Σd, T, t) . (6.8)
6.4.2 Simulation Results
The patch per impact was also analysed for the simulation data, with results
shown in Figure 6.12. The simulation results show a similar decline in the
patch per impact to experimental results. The first seconds of bombardment
also replicate the behaviour seen in experimental data.
Also shown in Figure 6.12 are results for bombarding the surface at 0K. As can
be seen from the graph the patch per impact is relatively stable which implies a
constant patch per impact. This is expected as there is no diffusion occurring on
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Figure 6.12 The patch per impact as a function of bombardment time for
simulation data at 0K (green), 183K (black), 203K (red), and 223K
(blue).
the surface. The noise is due to the random nature of the ion flux, where at any
time there is a probability that an ion impact will occur, but the actual number
will vary over time. The 0K data also shows a large increase in the first seconds
of bombardment, which means this is not an effect of diffusion. It could be due
to a sensitivity of the ion flux, where at the start of bombardment not many ions
have impacted the surface such that the average flux is unstable.
6.5 Discussion
The Cu(110) surface has been successfully simulated at temperatures of 183K
and 203K. This indicates that the flux, and patch per defect size of Σd = 7 × 7
unit cells have been correctly calculated using the experimental data. It also
indicates that the key diffusion processes have been successfully identified and
their corresponding energy barriers are correct, and that in order to model the
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RAS intensity at finite temperatures diffusion of defects need to be considered
which improves on previous studies [54].
It seems that at the higher temperature of 223K the simulation does not predict
the normalised peak quite as well as the lower temperature data. This could be
due to an inaccuracy in the simulation, possibly too much diffusion such that the
diffusivity constant, D0, is too high.
After analysis of residuals it was concluded that the Poelsema-Comsa model is
missing a parameter which is assumed to be diffusion. Diffusion plays a role
in decreasing the patch per impact size over time. This has been shown to be
the case using experimental data of the 2.1eV peak such that ΣI = f(Σd, T, t).
This method for analysing the patch per impact over time seems non-trivial with
features in the data still unexplained, but with more investigation may provide a




Nanostructure after Ion Damage
7.1 Introduction
In this chapter the nanostructure of the Cu(110) ion bombarded surface is
analysed and modelled. As explained in Section 3.4.2 current studies do not
replicate the nanostructure of the surface well, this chapter explores whether
including diffusion on the minute scale in the model improves on the current MD
results [14].
STM images of the surface have first been re-analysed and a new result for the
surface structure calculated. This is then compared to KMC simulation results of
the surface, which are shown to improve on MD simulation results. The evolution
of adatom clusters are also analysed giving a unique insight to the formation of
these clusters.
7.2 STM Cluster Analysis
As discussed in Section 3.4.2, in the analysis of STM images in a study by Lane
et al. [14] only defects which were part of craters which were obvious impact sites
upon inspection were counted, this may have biased larger impact sites and not
included single adatoms. It can be reasoned that, with higher surface mobility,
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single adatoms may have diffused away from these crater sites and therefore may
not have been included in the results.
7.2.1 Image Analysis
A new way of assessing the surface nanostructure has been devised using the image
editing software ImageJ [80]. Figure 7.1 shows an image of the Cu(110) surface
after ion bombardment of 2 seconds at a rate of 0.0014 ions/unit cell/second.
Figure 7.1 STM image of the 80× 80 nm2 Cu(110) surface after 2 seconds of ion
bombardment [54].
Using the software the background was subtracted and the contrast and
brightness enhanced such that only the adatoms are visible on the surface as
seen in Figure 7.2(a).
Thresholding1 was then used to create a binary image. The result of this is
shown in Figure 7.2(b). The software then allows for particle analysis of this
1Where pixels above a certain number on the grey scale are converted into a white pixel,
and below are converted into black.
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(a) STM image of the Cu(110) surface
after 2 seconds of ion bombardment
with the background subtracted.
(b) STM image of the Cu(110) surface
after 2 seconds of ion bombardment
with the background subtracted and
thresholded.
Figure 7.2 STM images of the Cu(110) after image analysis using ImageJ.
image where each cluster is allocated a number, and the associated area of the
cluster in pixels.
Knowing that the size of the image corresponds to an area of 80nm×80nm,
each cluster area can be converted into nm2 using the size in pixels. STM tip
convolution (a result of the STM tip having a non zero thickness) is accounted
for by subtracting 1Å from the radius of each cluster. The number of adatoms
which make up a cluster size can be calculated using this information where an
adatom was assumed to be the size of one unit cell.
The number of impacts on the surface can be calculated using the flux
(0.0014±0.0003 ions/unit cell/second), the bombardment time (2 seconds), and
the area being analysed (6400nm2), which equates to 195±40 impacts over the
whole area. The cluster sizes are then rounded to whole numbers and binned
according to their size, this gives the total number of each cluster size on the
whole surface being analysed. This is then divided by the total number of ion
impacts on the surface to give the average number of each cluster size per impact.
Figure 7.3 shows the results for the different levels of thresholding on the surface.
The thresholded values correspond to the grey scale values which are are the
cut off values for the binary image. As can be seen the lower thresholded value
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of 46 produces a noisy profile with many larger clusters being counted and less
single adatoms being counted on the surface. This is due to the grey scale value
being too small such that small clusters are being counted as larger clusters due
to surface blurring (due to STM tip convolution), and clusters which are close
together are being counted as one large cluster as they merge together.
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Figure 7.3 Cluster profile for threshold values of 46 (black squares), 80 (blue
triangles), and 96 (red circles).
The higher thresholds suffer the opposite problem where smaller adatoms may not
be included as their grey scale values are under the threshold value, and clusters
maybe underestimated in size. However, larger clusters are being differentiated
from clusters close by. The thresholded value of 80 was chosen as single adatoms
are still being observed on the surface and the larger clusters are not merging
into one and are being counted, with their size estimated as being approximately
correct.
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7.2.2 New Cluster Analysis Results
The result of the new STM analysis is shown in Figure 7.4 along with STM
analysis by Lane et al. [14]. Applied to the analysis was a cut off point for single
adatoms of over size 0.7, where only clusters with over 0.7 adatoms were counted.
This is because the image contains some noise and any cluster of size under 0.7
adatoms is more likely noise than a surface defect. The error bars on the new
analysis are due to uncertainties in flux.





















C l u s t e r  S i z e
Figure 7.4 Cluster analysis of the STM image with the original data (red circles)
[14] and data from the new analysis (black squares).
As can be seen from the graph the cluster profiles are qualitatively different. The
new analysis suggests more single adatoms on the surface, with a peak in clusters
of 3 to 4 adatoms. There is then a fast decline in the number of larger adatom
clusters. This is more consistent with what is seen on the surface in Figure 7.1
where on close inspection small adatom clusters can be seen which are not in
close proximity to an obvious impact site. The new analysis also predicts fewer
large adatom clusters than the original analysis.
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This new analysis of the STM images will be used as experimental results in the
following sections. This is because it takes account of the whole surface, without
bias to large impact sites caused by identifying impact sites by eye.
7.3 Simulation Results
As explained in Section 3.4.2 previous surface simulations do not replicate the
atomic structure of the surface after ion bombardment and 30 minutes of diffusion
well. By considering surface diffusion on the scale of minutes this has been
improved.
Figure 7.5 shows the KMC simulated surface after (a) 2 seconds of ion
bombardment at 0.0014 ions/unit cell/second and (b) the same surface after
30 minutes of diffusion at 144K. There is a clear difference in the surface
nanostructure upon inspection of the two images, which implies diffusion plays
a large role in the shaping of the surface under these conditions. This section
further explores the nanostructure of the surface after long diffusion periods using
quantitative measurements of the surface clustering.
7.3.1 A Comparison with STM and MD Results
To improve on previous results [14] the KMC simulation (described in Chapter 4)
has been used to incorporate diffusion into the model of the ion bombarded surface
deduced from MD simulations (which we believe give an accurate representation
of the bombardment process on the picosecond time scale). The KMC simulation
bombarded a 100×100 unit cell lattice (with a step edge) for 2 seconds at a flux
of 0.0014 ions/unit cell/second in order to recreate the experimental conditions.
The surface was then diffused at 144K for 30 minutes, after which the number
of clusters and the size of each was calculated using the algorithm described in
Section 4.4.2.
Results of the cluster analysis from the KMC simulation are shown in Figure 7.6
along with MD [14] and the new STM surface analysis. The results show that
the KMC model can qualitatively reproduce the surface better than MD alone.
Although an improvement on MD results as the biggest discrepancy is removed
(the excess of single adatoms in the MD results), the KMC model underestimates
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(a) The simulated surface after 2 seconds
of ion bombardment.
(b) The simulated ion bombarded surface
after 30 minutes of diffusion.
Figure 7.5 Results of the program showing the simulated lattice 2 seconds after
ion bombardment and the same lattice after half an hour of diffusion
with adatoms shown as blue and vacancies as orange. A step edge is
created with a 2 layerd line of adatoms.
the number of smaller adatom clusters and larger clusters remaining on the surface
after the total diffusion time. This could be due to a diffusion parameter being
too high such that all the single adatoms have either recombined with a vacancy
or step, or have created a cluster with other adatoms.
Figure 7.7 shows the residuals of the STM data compared to KMC and
MD simulations. As can be seen from the graph the KMC predicts the
surface structure more accurately for lower sized cluster than MD alone, but
is underestimating single adatom clusters.
7.3.2 Cluster Evolution
Using the cluster counting algorithm described in Section 4.4.2 the number of
adatom clusters on the surface has been monitored after the surface has been
ion damaged as a function of diffusion time. The surface was bombarded for 2
seconds at 0.0014 ions/unit cell/second at 144K. The total number of adatoms
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Figure 7.6 Frequency of adatoms which make up different cluster sizes per defect
for MD calculations (blue squares) [14], STM imaging results using the
new imaging technique (grey triangles), and KMC results (red circles).
that make clusters of a given size was recorded at intervals such that the surface
was left to diffuse for 1 second after ion bombardment, up to half an hour. Results
of these simulations are shown in Figure 7.8.
The simulation results show the single number of adatom clusters decrease
logarithmically (note the logarithmic scale of the graph) which is previously
predicted by Lane et al. [22]. This shows that the number of single adatoms
on the surface decrease quickly in the first few seconds once the diffusion process
has begun.
The number of adatoms which make it to a step edge increases logarithmically
with diffusion time, which is expected as the single adatoms migrate over the
surface to join the step edge. The number of of dimers on the surface seems to
decrease with increasing diffusion time. This is probably due to single adatoms
joining the dimers to make trimers such that the number of smaller clusters
decrease as the larger clusters increase. This is seen in the increase with time of
the number of clusters of size ≥ 5 adatoms.
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Figure 7.7 Residuals of the MD simulation and the new STM cluster analysis (red
circles), the KMC simulation and the new STM cluster analysis (black
squares).
Clusters of 3 and 4 adatoms seem to increase in the first ≈ 10 seconds before
decreasing. This is possibly due to single adatoms joining to make larger clusters,
where this reaches a maximum at ≈ 10 seconds after which many turn into larger
clusters which is seen in the increase in the 5 adatoms and above clusters.
This time scale of cluster evolution is interesting as the surface structure seems to
change quickly in approximately the first 10 seconds, and then on a slower time
scale after this initial diffusion. This has implications when taking experimental
measurements of the surface structure, such as RAS data, after damaging the
surface as it seems measurements need to be taken quickly in order to obtain a
true picture of the surface immediately after ion bombardment.
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Figure 7.8 Frequency of adatoms which make up different cluster sizes per defect
as a function of time on a log scale, for cluster sizes of 1 (black square),
2 (red circle), 3 (green triangle), 4 (blue upside down triangle), above
5 adatoms (orange star), and adatoms which have joined the step edge
(light blue diamond) are shown.
7.4 Discussion
The nanostructuring of the ion bombarded Cu(110) surface has been analysed
using STM images and simulations. A new technique for image analysis has been
described along with cluster analysis results. This new technique was deemed
more suitable as it considered the whole imaged surface, without bias to obvious
impact sites.
The surface was simulated in order to reproduce STM experimental results with
the new analysis. By analysing residuals the KMC simulation was shown to be
more effective in modelling the surface than MD alone. This is because MD results
simulate up to nanoseconds, but diffusion mechanisms that shape the structure
of the surface take place on the seconds scale.
It was concluded that a surface diffusion parameter was too high at this
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temperature as after 30 minutes of diffusion the simulated surface underestimated
the amount of single adatoms and small clusters than the experimental results
show. This could be due to the diffusivity constant, D0, being too high.
The number of adatoms which make up different cluster sizes was recorded for
different diffusion times. The surface was seen to change quickly in the first
≈ 10 seconds and then more gradually for the remainder of the 30 minutes of
diffusion. This implies the nanostructure of the surface changes quickly, with
other processes occurring more gradually after the first ≈ 10 seconds.
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Chapter 8
Modelling Surface State Recovery
8.1 Introduction
Once the surface has undergone ion bombardment at temperatures above 0K
the annealing process begins. This chapter analyses this process by using
experimental and simulation data of the Cu(110) RAS intensity after the surface
has undergone ion bombardment.
In experimental results, collected by Lane [81], the Cu(110) surface was ion
bombarded for a few seconds at a number of temperatures, the ion gun was
then switched off and the surface monitored for ≈ 30 minutes using RAS. The
RAS intensity was measured and seen to recover over time.
KMC simulations have been performed to mimic this experimental data, with the
surface bombarded for 2 seconds and then left to diffuse for 30 minutes while the
Poelsema-Comsa method was used to calculate the RAS intensity.
Presented here is an analysis of the the peak recovery after ion bombardment and




Experimental RAS data of the annealing process, obtained from Lane [81], has
been analysed. In these experiments the Cu(110) surface was bombarded for 10
seconds at 0.0014 ions/unit cell/second for a range of temperatures at which time
the ion gun was switched off. The surface was then maintained at the temperature
at which it was bombarded while the RAS intensity was monitored. An example
is illustrated in Figure 8.1 which shows the experimental data at 243K. The peak
recovery is clearly visible in the data with the signal to noise ratio is relatively low.
The recovery of the peak was calculated for different experimental temperatures,
Figure 8.1 Peak recovery for experimental RAS data at 243K [81] showing the
total peak damage by ion bombardment, and the peak recovery after
ion bombardment.
results are presented in Figure 8.2 as a percentage of the original signal. The
peak recovery was recorded as a percentage of the total peak damage indicated
in Figure 8.1.
The errors on the values originate from the noise in the signal which can be seen
in Figure 8.3, where the normalised experimental RAS intensity is plotted with
92


















T e m p e r a t u r e  ( K )
Figure 8.2 Experimental results of % 2.1eV peak recovery with temperature.
time for various temperatures. Figure 8.2 shows that the percentage of the peak
which is recovered increases with temperature.
As loss of the intensity of the 2.1eV peak can be thought of as representing damage
due to defects on the surface it can be seen in the results that over time the
surface repairs itself after undergoing ion bombardment at finite temperatures.
The recovery of the peak increases within the temperature range studied; as
the repairing process is temperature dependent it can be deduced that the
diffusion process is playing a significant role in this. This is because with higher
temperatures the adatoms have higher mobility resulting in a greater probability
that they will join step edges, recombine with vacancies, or join large clusters, all
of which contribute to the recovery of the signal.
Figure 8.3 also illustrates the uncertainty in the ion flux as each surface was
bombarded for ≈10 seconds but the initial decrease in signal varies considerably.
This is partly due to errors in timing a 2 second burst of ions, and partly due to
the fluctuating flux. This may affect the recovery of the peak as it is not known
how dependent the recovery is on the initial amount if damage.
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Figure 8.3 Experimental results of peak recovery with temperature at 183K (dark
grey), 203K (blue), 223K (pink), 243K (red), and 263K (black) [81].
8.3 Modelling the Recovery
The surface was simulated in order to further explore the diffusion mechanisms
which play the key role in the recovery of the RAS intensity.
To simulate peak recovery a 100×100 unit cell lattice (with a step edge) was
bombarded at 0.0014 ions/unit cell/second for 2 seconds with a patch per defect
size of Σd = 7 × 7 unit cells. The program then simulated surface diffusion for
a further 1800 seconds with the average 2.1eV peak recorded every 0.1 seconds
using the Poelsema-Comsa model outlined in Sections 3.3 and 4.4.1 for a range
of temperatures. The results at 144K are shown in Figure 8.4 where the peak
recovery is clearly visible. The simulation was run for a number of temperatures,
the results of which are shown in Figure 8.5.
The percentage recovery for each temperature was calculated and is presented
in Figure 8.6. The recovery increases with temperature as is the case with
experimental data discussed in Section 8.2. The amount of recovery seems to
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Figure 8.4 The recovery of 2.1eV peak at 144K. The simulated surface was
bombarded for 2 seconds and then left to recover for half an hour.
be approximately constant between 155K and 180K.
By comparing Figures 8.2 and 8.6 the amount of peak recovery seems to be
overestimated by the simulation, with 183K recovery at ≈ 25% for simulation
data and ≈ 5% for experimental data. This suggests diffusion parameters are set
too high in the simulation, which is further explored in Section 8.5.
A zoomed in plot of the simulation data for peak recovery after 8 seconds can
be seen in Figure 8.7. For temperatures of 130K, 135K, and 144K the recovery
rates look similar, but above these temperatures the recovery rate increases. This
suggests a ‘switch on’ temperature where a process is activated in the 144K-155K
region. This agrees with overall recovery results shown in Figure 8.6 where it was
discussed earlier that above 144K the recovery plateaus, such that the processes
with the next largest energy barriers are not being activated. By inspecting
Figure 4.6, at these temperatures the simulation could be accessing processes 5
and 9 (illustrated in Figure 4.5) which were perhaps not active below 155K.
It can also be seen in Figure 8.7 that the 2.1eV peaks do not decrease to
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Figure 8.5 The results for peak recovery after 2 seconds of ion bombardment for
130K (yellow), 135K (light blue), 144K (black), 155K (light grey), 160K
(red), 165K (pink), 170K (dark blue), and 180K (dark grey).
the same values for each temperature. This is partly due to different rates of
diffusion during the bombardment process and also because of flux variation,
where the program simulates the flux using probabilities and random numbers
which introduce an inherent variation in each run, much like the experimental
data.
8.4 Modelling STM Data
It was described in Section 3.4.1 how the RAS intensity was modelled using
STM data, by Isted et al. [54]. The experimental RAS data was collected by
bombarding the sample for a period of time and after ≈2 minutes the signal was
recorded. This was repeated for bombardment times of up to 10 seconds at 2
minute intervals.
To simulate this data a 100×100 unit cell lattice (with a step edge) was
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Figure 8.6 Simulation results of percentage of 2.1eV peak recovery with
temperature
bombarded at the same intervals (of 2 seconds up to 10 seconds) at a flux of
0.0014 ions/unit cell/second with a patch per defect of 7×7 unit cells. Diffusion
was then simulated for 2 minutes and a value of the RAS intensity recorded after
this time. The results of this are shown in Figure 8.8.
The simulation results do not perfectly reproduce experimental results but are
an improvement on using STM images [54] alone which were collected 30 minutes
after the initial ion bombardment, as seen in Figure 3.9. The simulation seems to
recover the peak too much which is possibly due to an overestimation of diffusivity,
D, on the surface; this is consistent with what was previously found in Section 8.2.
8.5 Calculating the Diffusivity Constant
It was concluded in Sections 8.2, 8.3, and 8.4 that the simulated data was
overestimating the surface diffusivity, D. One way to lower diffusivity is by
decreasing the diffusion constant, D0, as D ∝ D0 (by inspection of Equation 4.1);
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Figure 8.7 Graph showing the results for peak recovery 8 seconds after 2 seconds of
ion bombardment for 130K (yellow), 135K (light blue), 144K (black),
155K (light grey), 160K (red), 165K (pink), 170K (dark blue), and
180K (dark grey).
this, however, assumes the surface energy barriers to be correct.
It is possible to calculate a new value forD0 using the simulation and experimental
recovery data. By comparing Figures 8.2 and 8.6 the graphs seem to agree when
the simulation temperature (TS) is ≈130K and the experimental temperature
(TE) is ≈180K. By assuming that when TE = 180K and TS = 130K , D0E (the
experimental D0), can be found by equating DE and DS, the experimental and












where D0S = 6.29 × 10−4 cm2 s−1 [72] (which is the value for D0 used in the
simulation), kB is the Boltzmann constant, and E is the energy barrier of the
process being considered. For E = 0.33eV, which is the energy barrier for a
single adatom hopping along a channel, the new value for the diffusion constant
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Figure 8.8 The normalised 2.1eV RAS signal after bombarding the surface and
leaving to diffuse for 1min for simulation (red filled circles) and
experimental (black open circles) results.
D0 is
D0E = 1.77× 10−7cm2s−1 , (8.2)
which is a factor of 10−3 lower than the value calculated by Yildirim et al.
[72]. This value would also be affected if the initial clustering in the first few
picoseconds after bombardment, demonstrated by Lane et al. [14], is included in
the simulation.
8.5.1 Simulating the Ion Bombarded Surface with the New
Diffusivity Constant
Figure 8.9 shows the simulated 183K ion bombarded surface with the new value
for D0 (D0E) and a patch per defect of Σd = 6×6 unit cells, and the the D0 value
calculated by Yildirim et al. [72] (D0S) with a patch per defect of Σd = 7 × 7
unit cells, and experimental data [35].
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Figure 8.9 The RAS intensity with bombardment time at 183K for simulation data
using a 7x7 patch per defect and the Yilidrim et al. [72] value for D0
(red line), simulation data using a 6x6 patch per defect using the new
value for D0 (black line), and experimental data (circles) [35]
Using a value for D0 calculated above and a patch per defect size of
Σd = 6× 6 unit cells (8.3)
the patch per impact, ΣI = 190 ± 2 unit cells, which was calculated by fitting
the Poelsema-Comsa model to the data. This is within 1 error bar of the value
calculated using the experimental data in Section 6.3.2 which was ΣI = 194 ± 4
unit cells.
The peak recovery was simulated using the new parameters at 183K, the results
of this are shown in Figure 8.10. As can be seen from the graph, the simulation
using a patch per defect of Σd = 6×6 unit cells and the new value for D0 recovers
much slower, with a percentage peak recovery of 15±2%. The experimental peak
recovery at this temperature is 4± 5% meaning that the recovery is still 2 error
bars away from the experimental value. This is an improvement, though, on using
the original parameters at 180K which gives a peak recovery of 22± 5% which is
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Figure 8.10 Simulated recovery at 180K using using a 7x7 patch per defect and
the Yilidrim et al. [72] value for D0 (blue), and using a 6x6 patch per
defect using the new value for D0 (black)
3 error bars away from the experimental value.
The process of finding D0E can be repeated using Equation 8.1 where the recovery
of the simulation at 180K is approximately equal to experimental recovery at
205K (this was found by fitting a linear trend to the data in Figure 8.2). Using
TE = 205K, TS = 205K, and D0S = 1.77×10−7cm2s−1 a new value of the diffusion
constant for E = 0.33eV is
D0E = 1.32× 10−8cm2s−1 . (8.4)
This new value is close to the previous calculated value for D0 such that the value
seems to be converging.
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8.6 Discussion
The recovery of the RAS intensity on the Cu(110) surface has been successfully
modelled at temperatures of 130K, 135K, 144K, 155K, 160K, 170K, and 180K. A
transition is clearly seen in the data between 144K and 155K where the recovery
rate changes from slow to relatively fast. This signifies a process (or processes)
being activated at temperatures above 144K which is not dominant below this
temperature. By inspecting Figure 4.6, at these temperatures the simulation
could be accessing processes 5 and 9 (illustrated in Figure 4.5) which were perhaps
not active below 155K.
When comparing experimental and simulation percentage peak recovery data
after 30 minutes of surface diffusion, it was clear that the simulation overestimates
the amount of recovery on the surface. This is probably due to too much diffusion
occurring on the surface.
Experimental data at 144K has also been modelled where the surface was
bombarded at specific time intervals and the 2.1eV peak recorded after 2
minutes of surface diffusion. When these were compared the simulation again
overestimated recovery on the surface, and therefore the amount of diffusion.
As the analysis of simulation results in comparison with experimental results
point to too much diffusion, i.e. the diffusivity D is too high, a new value for
the diffusivity constant, D0 was calculated. Using this new value for D0 the
surface was simulated with constant ion bombardment at 183K, for comparison
with results in Chapter 6, and the patch per defect optimised to Σd = 6× 6 unit
cells.
The surface recovery was then simulated with the new value of D0 at 180K. The




Conclusions and Future Work
9.1 Conclusions
The aims of this thesis were to model the nanoscale kinetics of the ion bombarded
Cu(110) surface. This has been achieved through the use of a KMC simulation
which allows for longer simulation times than MD alone. The Poelsema-Comsa
model was incorporated into the simulation in order to reproduce experimental
RAS intensity results. Input parameters from MD simulations were used in the
KMC simulation, other parameters such as patch per defect have been optimised
using low temperature experimental RAS data.
This thesis has shown that the KMC simulation produced can model the
nanoscale kinetics of the surface; this could prove useful as a tool in predicting
surface behaviour and nanostructuring. Also shown is the importance of surface
diffusion on nanostructuring with the improvements on modelling the surface
using STM data [54], and MD data [14] by considering this.
In Chapter 6 the Cu(110) surface during ion bombardment was successfully
simulated at temperatures of 183K and 203K using the Poelsema-Comsa model
of the RAS intensity. This indicates that the flux, and patch per defect size
were correctly calculated using the experimental data. It also indicates that the
key diffusion processes were successfully identified for these temperatures and
their corresponding energy barriers are correct. At the higher temperature of
223K the simulation did not predict the normalised peak as well as the lower
temperature data. This could be due to an inaccuracy in the simulation, possibly
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an overestimation of diffusivity, with D0 being too high.
After analysis of residuals it was concluded that the Poelsema-Comsa model is
missing a parameter which was assumed to be diffusion. By analysing the patch
per impact over bombardment time, and comparing experimental results with
simulation results, it was concluded that diffusion may play a role in the trend
seen in the residual data. Though this method for analysing RAS data seems
non-trivial, with features in the data still unexplained. More investigation may
provide a way of monitoring surface diffusion using experimental RAS data alone.
In Chapter 7 the nanostructuring of the ion bombarded Cu(110) surface was
analysed using STM images and KMC simulations. A new technique for image
analysis was described along with cluster analysis results. This new technique
was deemed more suitable as it considered the whole imaged surface.
The surface was simulated in order to reproduce STM experimental results with
the new analysis. The KMC simulation was shown to be more effective in mod-
elling the surface than MD alone, showing that longer times scales were needed
to reproduce the experimental STM results. A diffusion parameter seemed to be
too high as after 30 minutes of diffusion the simulated surface underestimated the
number of small adatom clusters when compared to experimental results. This
could be due to the diffusivity constant, D0 being too high, which is in agreement
with previous results.
The number of adatoms which make up different cluster sizes was recorded for
various diffusion times. The nanostructure of the surface was seen to change
quickly, with other processes occurring more gradually after the first≈ 10 seconds.
This time scale of cluster evolution is interesting as this has implications when
experimental measurements of the surface structure are taken, such as when
recording RAS data. After damaging the surface, results in this thesis suggest
measurements need to be taken quickly in order to obtain a true picture of the
surface immediately after ion bombardment.
In Chapter 8 the recovery of the RAS intensity on the Cu(110) surface was
successfully modelled at temperatures of 130K to 180K. The data showed a
transition at a temperature of ≈ 144K where the recovery rate changes from
slow to relatively fast.
When comparing experimental and KMC simulation data of percentage peak
recovery after 30 minutes of surface diffusion, it was clear that the simulation
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overestimates the amount of surface state recovery. This is possibly due
to too much diffusion occurring on the surface or too many recombinations.
Experimental data at 144K was also modelled and, again, overestimated recovery,
and therefore the amount of diffusion.
As the analysis of simulation results in comparison with experimental results point
to a diffusion parameter being too large, a new value for the diffusivity constant,
D0 was calculated. Using this new value for D0 the surface was simulated with
constant ion bombardment at 183K, and a new patch per defect optimised to
Σd = 6 × 6 unit cells. The surface recovery was then simulated with the new
value of D0 at 180K. This affected results, and the surface is seen to recover
slower with the new D0 value.
Many of the results in this thesis suggest the diffusivity constant used is too
high at these temperatures. This leads to a decreased patch per defect size of
Σd = 6 × 6 unit cells when the simulation was re-optimised. It is also possible
the initial placement of adatoms on the surface is not sophisticated enough, with
adatoms being placed randomly within an ejection range of the impact site. MD
simulations [14] show us that on the nanosecond time scale some diffusion and
clustering of the adatoms occur which the KMC simulation does not take account
of. This extra initial clustering would likely result in less single adatoms diffusing
on the surface.
9.2 Future Work
It would be of interest to reproduce all KMC simulation results with the new
value of D0 calculated in Chapter 8 using a patch size of Σd = 6 × 6 unit cells.
This would possibly confirm the overestimation of diffusion on the surface using
the D0 value calculated by Yildirim et al. [72]. The discrepancy in the amount of
diffusion could also be due to inaccuracies in the surface energy barriers (where
a key diffusion process energy barriers could have been underestimated), as such
it would be interesting to explore this further to find where the overestimation
originates from.
An improvement to the simulation would be to use results from MD simulations
[14] to construct the initial bombarded surface structure. This would possibly
lead to less adatom migration as the defects are less active where initially more
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adatoms form clusters. This would effect the clustering of adatoms on the surface
and would be of interest to simulate the RAS intensity and also investigate the
clustering profile after these changes.
To reach higher temperatures in order to recreate experimental RAS results the
program needs to perform faster. A way to do this would be to parallelise the
program which would allow it to run on multiple cores.
Once the program is parallelised it would be interesting to run the simulation
at room temperature, as the RAS intensity is seen to remain constant at these
high temperatures. More processes would possibly need to be considered at high
temperatures such as the creation of thermal defects, vacancy migration, and
cluster diffusion. This could also allow the analysis of the 4eV region in the RAS
spectra which evolves on much larger time scales (∼ 1000s) [46].
It would be of interest to simulate another fcc(110) surface such as gold using
the surface energy barriers and diffusivity constant which are associated with this
surface. The 1.7eV in the RAS spectrum of Ag(110) has shown to be sensitive
to surface defects [10, 25, 82] which would make it interesting to use the model
created to simulate this peak by changing input parameters.
It has been shown in this thesis that by plotting the patch per impact, ΣI , with
bombardment time may give us a novel way of measuring diffusion on the surface
using RAS data alone. There are still unknowns in this method of analysing the
data and interpretation does not seem to be trivial. Investigating this further
may give a new way of measuring the average nanostructure of the surface using
RAS data.
The simulation created could be used to model Cu adatoms being deposited onto
the Cu(110), where instead of having a crater with every ion impact, a single
adatom could be placed on the surface instead. This could provide a way of
simulating the growth of Cu monolayers and island formation on the surface.
The Poelsema-Comsa model used in this thesis places a patch, Σd, on each defect.
The defect is said to destroy surface states which contribute towards the 2.1eV
peak within this patch. The surface states involved are shown in Figure 3.4,
but it is not obvious if the occupied band is destroyed over the same area as
the unoccupied band. Angle-resolved photoemission spectroscopy [83] currently
tells us the quenching area of the occupied band, Σo, and inverse photoemission
spectroscopy [51] tells us the quenching area of the unoccupied band, Σu, whereas
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RAS tells us a function of both of these where
Σd = f(Σo,Σu) . (9.1)
It would be of interest to use the simulation to determine this function and find
out which band, Σu or Σo, is dominant (i.e. which patch is bigger).
The model created is a step in further understanding the nanoscale structure and
kinetics of the surface after ion bombardment. By taking into account higher
energy radiation, this further characterisation of the RA response could help
provide the information needed to make RAS a suitable technique in monitoring




A.1 Experimental Data and Poelsema-Comsa Fit
The residuals for the experimental data and the fit have been analysed and
presented here for various temperatures.
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Figure A.1 Residuals of the experiment−the Poelsema-Comsa fit at 183K.
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Figure A.2 Residuals of the experiment−the Poelsema-Comsa fit at 203K.
If the fit were perfect then we would expect the residuals to look like noise centred
around zero on the y axis. This looks to be the case for the 183K and 203K data
in Figures A.1 and A.2 respectively, and perhaps shows a small trend between
bombardment times of 0 to 4 seconds. There is, however, an obvious trend is in
the 223K and 243K data in Figures A.3 and A.4 respectively.
A.2 Simulation Data and Poelsema-Comsa Fit
The residuals for the experimental data and the fit have been analysed and
presented here for various temperatures.
The residuals shown in Figures A.5, A.6, and A.7 show a trend similarly seen in
the experiment residuals in Section A.1.
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Figure A.3 Residuals of the experiment−the Poelsema-Comsa fit at 223K.
A.3 Experimental Data and Simulation Data
The residuals for the experimental data and the simulation data have been
analysed and presented here for various temperatures in Figures A.8, A.9, and
A.10.
There is again an obvious trend in the residuals which hints at a missing
parameter.
110
0 2 4 6 8 1 0 1 2 1 4
- 0 . 2

















B o m b a r d m e n t  T i m e  ( s )
Figure A.4 Residuals of the experiment−the Poelsema-Comsa fit at 243K.
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Figure A.5 Residuals of the the simulation−the fit at 183K.
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Figure A.6 Residuals of the the simulation−the fit at 203K.
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Figure A.7 Residuals of the the simulation−the fit at 223K.
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Figure A.8 Residuals of the the simulation−the experimental data at 183K.
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Figure A.9 Residuals of the the simulation−the experimental data at 203K.
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Figure A.10 Residuals of the the simulation−the experimental data at 223K.
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