Some fractional Newton methods have been proposed in order to find roots of nonlinear equations using fractional derivatives. In this paper we introduce a fractional Newton method with order α + 1 and compare with another fractional Newton method with order 2α. We also introduce a fractional Traub method with order 2α + 1 and compare with its first step (fractional Newton method with order α + 1). Some tests and analysis of the dependence on the initial estimations are made for each case.
Introduction
In this section we introduce some conepts related with fractional calculus, and a fractional Newton method recently proposed with Caputo and Riemann-Liouville derivatives. Caputo fractional derivative of a function f (x) of order α > 0, a, α, x ∈ R is defined as (1)
The Caputo derivative holds the propery of nonfractional derivative, cD α a C = 0, being C a constant, as we can see in [1] . We will be using m = 1 in this paper.
The following theorem provides a Taylor power serie of f (x) with Caputo Derivative.
Theorem 1 (Theorem 3, [2] ). Let us suppose that cD 
with a ≤ ξ ≤ x, for all x ∈ (a, b] where cD A fractional Newton method with Caputo derivative has been proposed in [3] , as shown in the following iterative expression:
, k = 0, 1, 2, . . .
with Γ(α + 1) as a damping parameter. Let us denote this method CFN 1 . Riemann-Liouville fractional derivative of first kind of f (x) with order α, 0 < α ≤ 1, is defined as
The Riemann-Liouville derivative does not hold the propery of nonfractional derivative, D α a + C = 0, being C a constant.
The following theorem provides a Taylor power serie of f (x) with Riemann-Liouville Derivative (see [4] ).
Theorem 2 (Proposition 3.1, [5] ). Let us assume the continuous funtion f : R −→ R has fractional derivatives of order kα, for any positive integer k and any α, 0 < α ≤ 1, then the following equality holds,
where D αk a + f (x) is the Riemann-Liouville derivative of order αk of f (x). Another fractional Newton method was proposed in [3] with Riemann-Liouville derivative, as shown in the following iterative expression:
with Γ(α + 1) as a damping parameter. Let us denote this method R-LFN 1 . Now we introduce the design of a fractional Newton method with Caputo derivative and without damping parameter, as shown in the next subsection. Let us denote this method CFN 2 .
2 Convergence analysis 
Newton method with Caputo derivative
is at least α + 1, being 0 < α ≤ 1, and the error equation is 
The quotient
can be calculated as
(Γ(α + 1)) 2 − Γ(2α + 1) (Γ(α + 1)) 3 C 2 e where the generalized binomial coefficient is (see [6] ) r k = Γ(r + 1) k!Γ(r − k + 1)
, k ∈ {0} ∪ N.
Thus,
Let x k+1 = e k+1 +x and x k = e k +x.
In the next subsection we introduce the design of a fractional Newton method with Riemann-Liouville derivative and without damping parameter. Let us denote this method R-LFN 2 . 
Newton method with Riemann-Liouville derivative
is at least α + 1, being 0 < α ≤ 1, and again the error equation is
Now we introduce the design of a fractional Traub method with Caputo derivative and without damping parameter using CFN 2 as first step, as shown in the next subsection. Let us denote this method CFT.
Traub method with Caputo derivative
Theorem 5. Let the continuous function f : D ⊆ R −→ R has fractional derivative with order kα, for any positive integer k and any α ∈ (0, 1], in the interval D containing the zerox of f (x). Let us suppose cD ᾱ x f (x) is continuous and not null atx. If an initial approximation x 0 is sufficiently close tox, then the local convergence order of the fractional Traub method of Caputo type
being
is at least 2α + 1, being 0 < α ≤ 1, and the error equation is
Proof. The Taylor expansion of f (x) and its Caputo-derivative at x k aroundx can be expressed by
that multiplying by Γ(α + 1) results
Raising this expression to the power 1/α:
Let e k = x k −x, we can say that
Let us evaluate f (y k ):
We can see that α 2 + 3α ≥ 3α for all α ∈ [0, 1]. It is also clear that if we choose the first element of expansion
2α will have order (α + 1)2α = 2α 2 + 2α ≥ 3α for all α ∈ [0.5, 1]. So,
Let us call
Ae
In the next subsection we introduce the design of a fractional Traub method with Riemann-Liouville derivative and without damping parameter using R-LFN 2 as first step. Let us denote this method R-LFT. 
Traub method with Riemann-Liouville derivative
is at least 2α + 1, being 0 < α ≤ 1, and again the error equation is
In the next section we are going to test functions, and analyze the dependence on the initial estimation of the Newton and Traub methods shown before.
Numerical stability
In this section we will be using Matlab R2018b with double precission arithmetics, |x k+1 −x k | < 10 −8 or |f (x k+1 )| < 10 −8 as stopping criterium, and a maximum of 500 iterations. For calculation of Gamma function we use the program made in [7] . For Mittag-Leffler function we use the program provided by Igor Podlubny in Mathworks.
Numerical results
In this subsection we are going to test 4 functions in order to make a comparisson between the methods desgned before by using different initial estimations. Our first function is f 1 (x) = −12. table 21 we can see that CFN 1 requires less iterations than CFN 2 for a real value of x 0 , while in tables 22 and 23 CFN 2 requires less iterations than CFN 1 for a large value of imaginary part. Table 1 : Fractional Newton1 and Newton2 results for f1(x) with Caputo derivative and initial estimation x0 = −1.5 Table 2 : Fractional Newton1 and Newton2 results for f1(x) with Caputo derivative and initial estimation x0 = −1.5 + 1e04i In the case of R-LFN 1 and R-LFN 1 can be observed the same behavior as in Caputo case. In table 24, R-LFN 1 requires less iterations than R-LFN 2 for a real value of x 0 , while in tables 5 and 6 R-LFN 2 requires less iterations than R-LFN 1 for a large value of imaginary part. Now, let us compare the Traub methods CFT and R-LFT with their first steps CFN 2 and R-LFN 2 respectively for f 1 (x). In both tables 7 and 8 we can see that Taub method requires less iterations than its first step. Table 7 : Fractional Newton2 and Traub results for f1(x) with Caputo derivative and initial estimation x0 = −1.5 Our second function is f 2 (x) = ix 1.8 − x 0.9 − 16, with rootsx 1 = 2.90807 − 4.24908i andx 2 = −3.85126 + 1.74602i. In tables 9-16 can be observed exactly the same behavior for f 2 (x) as in tables 21-8 for f 1 (x). Table 9 : Fractional Newton1 and Newton2 results for f2(x) with Caputo derivative and initial estimation x0 = −4.5 
)| iter 0.9 -1.01e-04+4.84e-08i 2.3837e-07 1.0176e-04 500 -3.72e-04+1.23e-19i 6.7672e-07 3.7289e-04 500 0.91 -9.71e-05+3.77e-08i 2.2269e-07 9.7116e-05 500 -3.15e-04+1.32e-22i 5.7799e-07 3.1534e-04 500 0.92 -9.16e-05+3.03e-08i 2.0596e-07 9.1637e-05 500 -2.63e-04+7.94e-23i 4.8744e-07 2.6335e-04 500 0.93 -8.5e-05+2.52e-08i
1.8797e-07 8.5216e-05 500 -2.16e-04+7.45e-20i 4.0451e-07 2.1646e-04 500 0.94 -7.77e-05+2.11e-08i 1.6846e-07 7.7728e-05 500 -1.74e-04-1.32e-23i
3.2865e-07 1.7423e-04 500 0.95 -6.90e-05+1.74e-08i 1.4717e-07 6.9027e-05 500 -1.36e-04-1.98e-23i
2.5931e-07 1.3628e-04 500 0.96 -5.89e-05+1.34e-08i 1.2373e-07 5.8939e-05 500 -1.02e-04+9.92e-24i 1.9576e-07 1.0215e-04 500 0.97 -4.72e-05+9.08e-09i 9.768e-08 4.7242e-05 500 -7.03e-05+2.42e-20i 1.33e-07 7.036e-05 500 0.98 -3.24e-05+3.98e-09i 6.3507e-08 3.2418e-05 500 -4.57e-05-1.75e-09i 9.0754e-08 4.5746e-05 500 0.99 -1.84e-05-8.37e-10i
3.7563e-08 1.8423e-05 500 -2.13e-05+7.35e-21i 4.2567e-08 2.1369e-05 500 1 6.5401e-17 1.5194e-08 0 4 6.5401e-17 1.5194e-08 0 4 Let us now compare Traub method with its first step for f 3 (x). In both tables 19 and 20 can be observed that Taub method requires less iterations than its first step.
)| iter 0.9 2.6106e-09 2.5158e-08 2.6106e-09 8 9.2854e-09 3.1633e-07 9.2854e-09 5 0.91 1.2569e-09
1.351e-08 1.2569e-09 8 4.3293e-09 1.7542e-07 4.3293e-09 5 0.92 7.2879e-09 8.8464e-08 7.2879e-09 7 1.8388e-09 9.0552e-08 1.8388e-09 5 0.93 3.2741e-09 4.5591e-08 3.2741e-09 7 6.9418e-10 4.2699e-08 6.9418e-10 5 0.94 1.3017e-09 2.1227e-08 1.3017e-09 7 2.2469e-10 1.79e-08 2.2469e-10 5 0.95 9.0542e-09 1.7783e-07 9.0542e-09 6 6.4561e-09 7.0013e-07 6.4561e-09 4 0.96 2.9901e-09 7.3682e-08 2.9901e-09 6 1.8294e-09 2.9042e-07 1.8294e-09 4 0.97 7.2773e-10 2.3997e-08 7.2773e-10 6 3.6228e-10 9.4541e-08 3.6228e-10 4 0.98 5.2033e-09 2.5831e-07 5.2033e-09 5 3.7599e-11 1.9964e-08 3.7599e-11 4 0.99 4.0463e-10 4.0319e-08 4.0463e-10 5 1.5139e-09 2.7685e-06 1.5139e-09 3 1
6.5401e-17 1.5194e-08 0 4 1.3111e-17 1.7116e-08 0 3 
R-LFN
)| iter 0.9 -3.72e-04+1.23e-19i 6.7672e-07 3.7289e-04 500 -1.99e-04+3.82e-07i 3.6114e-07
1.993e-04 500 0.91 -3.15e-04+1.32e-22i 5.7799e-07 3.1534e-04 500 -1.67e-04+5.22e-07i 3.0667e-07 1.6748e-04 500 0.92 -2.63e-04+7.94e-23i 4.8744e-07 2.6335e-04 500 -1.38e-04+6.6e-07i
2.5688e-07 1.3892e-04 500 0.93 -2.16e-04+7.45e-20i 4.0451e-07 2.1646e-04 500 -1.13e-04+7.52e-07i 2.1135e-07
1.133e-04 500 0. 94 -1.74e-04-1.32e-23i 3.2865e-07 1.7423e-04 500 -9.04e-05+7.47e-07i 1.6986e-07 9.0407e-05 500 0.95 -1.36e-04-1.98e-23i
2.5931e-07 1.3628e-04 500 -7e-05+6.52e-07i 1.3232e-07 7.0024e-05 500 0.96 -1.02e-04+9.92e-24i 1.9576e-07 1.0215e-04 500 -5.19e-05+5.46e-07i 9.8323e-08 5.1901e-05 500 0.97 -7.03e-05+2.42e-20i
1.33e-07 7.036e-05 500 -3.46e-05+7.8e-07i 6.319e-08 3.466e-05 500 0.98 -4.57e-05-1.75e-09i 9.0754e-08 4.5746e-05 500 -2.37e-05-1.66e-09i 4.8178e-08 2.3718e-05 500 0.99 -2.13e-05+7.35e-21i 4.2567e-08 2.1369e-05 500 -1.11e-05+4.41e-08i 2.2946e-08 1.1127e-05 500 1 6.5401e-17 1.5194e-08 0 4 1.3111e-17 1.7116e-08 0 3 Tests with imaginary initial estimations have not been included because there is no convergence for these cases with f 4 (x). CFT method We can see that the number of iterations does not necessarily reduce when α increases and the methods converges to multiple roots.
Convergence planes
In this subsection we are going to analyze the dependence on the initial estimation of the Newton and Traub methods by using convergence planes defined in [8] and used in [3] for the same purposes as in this paper. Let us regard f 1 (x). In figures 1, 2, 3 and 4 we can see that CFN 1 and R-LFN 1 have a higher percentage of convergence than CFN 2 and R-LFN 2 respectively, not only with real or imaginary initial estimations, but also with Caputo or Riemann-Liouville derivative. Let us regard f 2 (x). In figures 7-12 we can observe exactly the same behavior for f 2 (x) as in figures 1-6 for f 1 (x). In the case of Traub, it can be observed in figure 17 that Traub method does not improve the percentage convergence of its first step with Caputo derivative, while in figure 18 we can observe that Traub improves the percentage convergence of its first step with Riemann-Liouville derivative as in f 1 (x) and f 2 (x). In figures 19-24 we can see the behavior for f 4 (x). We can see for f 4 (x), in general, that CFN 1 and R-LFN 1 methods have a higher percentage of convergence than CFN 2 and R-LFN 2 methods respectively. We can also see that Traub methods improve Newton methods.
Concluding Remaks
Two new fractional Newton methods and two fractional Traub methods have been designed with Caputo and Riemann-Liouville derivatives. These methods do not need a damping parameter to prove the order of convergence. Some tests were made, and the dependence on the initial estimation was analized. In general, the fractional Newton methods proposed in [3] has better properties than the fractional Newton methods designed in this paper in terms of wideness of the basins of atractions of the roots, even though the new Newton methods could show better results with large absolute values of the imaginary part of the initial estimations. The Traub methods improve the new Newton methods, not only because require less iterations, but also because have higher percentage of convergence.
