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1第1章 序論
1.1 背景
音声認識システムを応用したアプリケーションは，ユビキタス環境におけるデータ入力
の効率化，利便性の向上，老人や情報弱者に対する簡便なユーザインタフェースの提供な
どの観点から，強く普及が望まれている．特に車載情報システムや情報家電などのように，
利用方法が複雑化し，必要な機能の利用，情報へのアクセスが困難となっている今日の情
報機器にとっては，初心者や高齢者を含む「だれでも」が「簡単に」機器を活用し，情報
を利用することができるインタフェースの普及が重要であり，その役割を担うモダリティ
として音声インタフェースは重要な位置を占める．その普及のためには，話者や周辺環境，
利用タスクによらない高い認識精度の実現に加え，ユーザビリティの高いインタフェース
の開発を可能にする技術が必要である．これまでの音声認識技術の研究・開発の結果，開
発サイドが想定する環境で，想定する個人属性を有する話者が，想定した範囲の方法で利
用する場合には十分な性能を与えることが可能になった．しかしながらこれらの条件が異
なる場合には著しく性能が低下し，音声認識アプリケーションの普及を妨げる一因となっ
ている．また，そもそも使用方法を限定したとしても，「だれでも」が「簡単に」利用可能
なインタフェースを構築することは，多くの開発者にとって容易なことではない．実際に
これまでの多くのすぐれた音声認識応用技術の研究開発の成果にも係わらず，未だ音声認
識アプリケーションが十分に普及しているとは言えない．
音声認識アプリケーションの普及を促進するためには，音声認識技術を応用したシステ
ムを開発できる開発者の充足が必須である．今日では，音声認識技術に関する研究・開発
が広く進んでいるものの，オープンソース開発者や，フリーウエア・シェアウエア開発者
と言った一般の開発者が，自身のソフトウエアに音声インタフェースを採用するケースは
稀である．もちろん，CTIシステムのように，音声データをはじめから対象としており，
商業的にも応用が進んでいる分野も存在する．しかしながら，このような限られた分野の
開発者だけでは，音声インタフェースの普及は進まず，従来の既成概念にとらわれない新
しい音声認識技術の利用方法も生まれない．このような問題に対して，音声認識アプリ
ケーションの開発を困難にする課題について，これまでにも様々な分析と報告が行われて
いる [1] [2]．しかしながら，それらに対する十分な解は未だ確立されていない．
これらの問題を解決するためには，音声認識技術そのものの研究・開発だけでなく，よ
り高品質な音声インタフェースの，より多くの開発者による，より簡単な開発を可能にす
るために必要な技術，すなわち音声認識アプリケーション開発支援技術の確立が重要であ
る．音声認識アプリケーション開発支援技術が確立されれば，開発者の新規参入が容易に
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なり，音声認識アプリケーション開発のコミュニティが活発化される．それにより，音声
認識技術が有効活用された，「だれでも」が「簡単に」機器を活用し，情報を利用すること
ができるインタフェースの普及が進むことが期待される．
1.2 音声認識アプリケーション開発の課題
1.2.1 音声インタフェース設計の困難性
音声インタフェース設計の困難さは，その多様性にある．例えば，同じ音声インタフェー
スと言っても，機能選択のための音声インタフェースであったり，ディクテーションやデー
タ入力のための音声インタフェース，または音声対話システムであったりと，それぞれ全
く違ったインタフェース設計が必要となることがある．例えば，グラフィカル・ユーザ・
インタフェース (Graphical User Ingterface, GUI)と比較して，基本的な入出力方式が定義
されておらず，標準的な使い方もないという致命的な問題がある．一般的に GUIの場合，
そのインタフェースの特徴は以下の 3つの要素を用いて説明できる．
 スクリーンデバイスによる情報提示
 ポインティングデバイスによる項目選択
 キーボードデバイスによるデータ入力
もちろん，キーボードがソフトウエアキーボードになったり，テンキー入力になったりと
差異は存在する．ポインティングデバイスに関しても，マウスではなくタッチパネルの利
用を前提とするケースや，近年ではマルチタッチを採用したインタフェースも選択肢とな
りうる．しかしながらいずれの場合も基本的な概念は同一である．それに対して音声イン
タフェースの場合，このように抽象化してインタフェースを表現することが出来ない．
また，もうひとつの特殊性として，音声認識システムの存在が無視できないという点が
ある．これは，音声認識システムが単体として動作可能なライブラリとして利用可能にな
るのではなく，語彙や言語モデル，音響モデル，それらの変更による認識精度の変化，さ
らに場合によっては物理的なマイクロフォンの数や配置，信号処理方式まで含めて設計の
対象としなくてはならないという点である．GUI設計で例えると，テキストとして入力さ
れるデータは常に正確ではなく，その精度はインプットメソッドの構成や入力方式によっ
て大きく変化するため，それらの影響を念頭においたインタフェース設計が求められると
いうのに等しい．さらに，システムリソースや処理時間を無視することができないため，
稼働プラットフォームやアーキテクチャ設計も念頭に置かなくてはならない．
1.2.2 実利用方法の予測不可能性
ユーザビリティの高い良質な音声インタフェースの構築は困難な仕事である．しかしな
がら，実利用環境における実ユーザの振る舞いを正確に予測することも同等に困難な仕事
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である．一般に音声認識システムは，ユーザの比較的自由な振る舞いに対応することが求
められる複雑なシステムである．このようなシステムでは，開発サイドで予めユーザの振
る舞い全てを予想してシステムを組み上げることが困難である．その結果として，音声認
識エンジンの性能・特性とアプリケーション設計とのミスマッチ，あるいは開発サイドの
期待した使い方と利用者の望む使い方のミスマッチが発生している [3]．前者は，主に実
利用環境におけるエンジンの特性や限界が正しく理解されないまま設計が進められたこ
とで発生し，後者は，主に実利用環境における利用方法の多様性を把握したと開発者が思
い込むことによって発生する．このような問題を解決するためには，実利用環境における
実ユーザの振る舞いを開発者が分析し，その結果に応じてシステムの改善を行い，それを
ユーザ側に再配備するという，音声認識アプリケーションにおけるシステムライフサイク
ルの実現が必要となる．しかしながら今日の音声認識アプリケーション開発では，実際の
利用の現場でどのような問題が生じているのかをつかむことが困難であったため，有効な
開発，問題点の抽出，改良のサイクルが行われていない．
1.2.3 言語資源を必須とする開発の非効率性
言語資源を必須とする音声認識システムを利用したアプリケーション開発において，適
切な言語資源の準備は必ずしも容易な作業ではない．音声認識システムが使用する言語資
源としては，読み情報を含んだ語彙情報，言語モデルや文法，音響モデル等があり，開発
者はアプリケーションに適したこれらのモデルを用意しなくてはならない．またこれらの
作業には音声認識技術に関する高い専門性が求められ，適切なモデルの構築には時間もコ
ストも要求される．さらに，語彙情報のように，インタフェースの性能・性質に直接関係
する言語資源の場合，そのモデルは一度構築したら完了というものではなく，継続的な維
持・拡張が求められる．しかしながら，これらの作業をアプリケーション毎に，人手で繰
り返し行うにはあまりにも非効率である．
1.3 本研究の目的
本研究では，音声認識アプリケーションを開発する上で問題となる，良質な音声インタ
フェース設計の困難性や，その実現の非効率性を解決するための技術として，音声認識ア
プリケーション構築支援技術を開発する．
まず，音声インタフェース設計の困難性に関する問題を取り上げ，良質な音声インタ
フェース設計の知見を共有し，新規の開発者でも適切な音声インタフェースの設計を可
能にする枠組みについて検討を行う．特に専門知識を持たない研究・開発者による音声認
識アプリケーション開発への参加の敷居を下げ，音声認識インタフェースを備えたアプリ
ケーションの普及を促進するための技術開発を目指す．具体的な音声認識アプリケーショ
ンとしては，音声認識技術をインタフェースとして利用したアプリケーションを対象とす
る．特に，“使える”音声インタフェースの実現を目指し，以下の特徴を同時に満たすイン
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タフェースの基本方式を構築する．
 初心者にとって理解・利用が容易
 熟練者にとって効率的
 初心者から熟練者への移行が自然に可能
また，音声認識アプリケーションにおける，汎用的な機能拡張の枠組みを備えた新しい
プラットフォームを提供し，利用者の実際の振る舞いのモニタリング機能を効率的かつ効
果的に実現する技術の実現を目指す．すなわち，利用者と開発者との間に存在するギャッ
プを埋めるための技術として，ランタイム (アプリケーション利用時)のユーザの振る舞い
に関するデータを収集し，これを開発サイドにフィードバックする技術を開発する．デー
タを開発者にフィードバックすることで，システムの改良速度が飛躍的に向上することが
期待できる．また動作解析技術を開発し，ユーザからのフィードバックに基づいてどのよ
うに認識器を改良するべきか，あるいはどのようにユーザに改善指示を出すべきかを判断
するための支援を行う．これらによって，開発サイドでのシステムの改良，ユーザからの
データフィードバックに基づくシステムのチューニングなどの影響が利用者側に対し再度
フィードバックされる枠組みの実現，ユーザが常に最適な状態で音声認識システムを利用
できるようになることを目指す．
さらに音声認識アプリケーション開発における知見の共有と，開発効率を向上するため
の技術として，広く開発者が利用可能な開発支援サービスの実現を目指す．具体的には，
音声認識アプリケーション開発における最も重要かつ困難な作業の一つである，システム
が認識可能な語彙の適切な設計と，実際に利用されている語彙のメンテナンスに着目する．
そこでは，アプリケーションに用いる語彙情報作成の負荷を低減するための，語彙情報を
アプリケーション開発者で共有する枠組みを構築する．そのためにあらゆる分野の語彙情
報を一元化されたオンラインデータベース上に蓄積し，共有のウェブサービスとして提供
する．
本研究ではこれらの技術を，それぞれ独立した単独の技術として確立するだけでなく，
音声認識アプリケーション構築支援技術として，効果的に統合された枠組みとして実現す
ることが大きな目標である．
1.4 双方向型音声認識アプリケーション開発パラダイム
本節では，本研究で実現を目指す音声認識アプリケーションにおける新しい開発パラダ
イムとして提案する，双方向型音声認識アプリケーション開発パラダイムについて述べる．
1.4.1 従来のアプローチ
音声認識アプリケーション開発では，音声認識エンジン開発者から音声認識アプリケー
ション開発者へエンジンが渡り，アプリケーション開発者から利用者へエンジンが組み込
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図 1.1 双方向型開発パラダイム概要
まれたアプリケーションが渡るという，一方向の流れが一般的に行われる．この一方向型
の開発パラダイムは，音声認識アプリケーション開発に限った話ではなく，ソフトウエア
開発においては一般的である．しかしながら，実利用環境における実際の利用方法の予測
が困難な音声認識アプリケーションでは，このような開発パラダイムでは良質なシステム
の提供が困難である．
今日の音声認識システムは，利用者が開発者の意図したとおりの振る舞いを行い，用意
された語彙の中で発話をするのであれば，実利用環境においても高い認識精度を示すこと
が期待できる．しかしながら実際には，利用者はマニュアルを読まないことが多く，必ず
しも開発者の意図した通りの使い方が行われない．その結果として，利用者はシステムに
用意されていない語彙外発話や，用意されていない文法の発話が行われる．それに対し今
日の音声認識システムでは，このような想定外の入力に対する適切な処理は困難である．
すなわち，実利用環境における正確な語彙外発話の検出や文法外発話の検出が困難であり，
ユーザはシステムを利用しながら適切な使い方を学習することが期待できない．このよう
な問題に対処するために，語彙の増大や文法の拡大を行うことが考えられるが，それに伴
う認識精度の低下やさらなる曖昧性への対応が求められ，現実的な解法とはならない．
1.4.2 提案するアプローチ
従来のパラダイムの問題の解決策として，本研究では，双方向型音声認識アプリケーショ
ン開発パラダイムを提案し，その実現を目指す (図 1.1)．双方向型音声認識アプリケーショ
ン開発パラダイムでは，エンジン開発者とアプリケーション開発者，および利用者が有機
的に連携することが可能な枠組みを利用する．ここでは，ランタイム (アプリケーション利
用時)のユーザの振る舞いに関するデータを収集 (図 1.1[1])し，これを開発サイドに対し
てフィードバック (図 1.1[2])する．データを開発者にフィードバックすることで，システ
ムの改良を効率的かつ効果的に実現する．また動作解析技術 (図 1.1[3])によって，ユーザ
からのフィードバックに基づいてどのように認識器を改良するべきか，あるいはどのよう
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にユーザに改善指示を出すべきかを判断するための支援を行う．これらによって，開発サ
イドでのシステムの改良，ユーザからのデータフィードバックに基づくシステムのチュー
ニング (図 1.1[4])などの影響が随時利用者側に対し再度フィードバック (図 1.1[5])される
枠組みが実現され，ユーザは常に最適な状態で音声認識システムを利用できるようになる．
双方向型アプリケーション開発パラダイムの実現に必要な技術は，それぞれ単独でも重
要な技術ではあるが，大規模な情報の収集と知見の共有のためには，全てを併せ持つこと
が望ましい．すなわち，このパラダイムの実現には，これらの技術の実現に必要な共通の
枠組みを，多くのエンジン・アプリケーションで組み込み可能な形で実現する手法が必要
である．
1.5 本論文の構成
本論文では，次章以降次のような内容を扱う．
第 2章では，良質な音声インタフェースの具体的な実現例として開発した，簡易コント
ローラを援用する高透過な音声インタフェースについて述べる．従来の音声インタフェー
スには，効率性と容易性のトレードオフ問題があり，熟練者が効率的に使用できると同時
に，初心者にも使い勝手の良いインタフェースはこれまでに実現されていなかった．それ
に対して提案手法では，機能選択用のインタフェースである Flexible Shortcutsとデータ入
力用のインタフェースである Select&Voiceを組み合わせ，片手で操作が可能な簡易コント
ローラを併用することで，初心者にも利用可能でありながら，熟練者にとっては効率的に
操作が可能な，新しいインタフェースを実現する．Flexible Shortcutsと Select&Voiceそれ
ぞれで単独に評価実験を行い，優位性を示す．また，統合したインタフェースによって実
現される実現例について述べる．
第 3章では，新しい開発パラダイムを実現する上での基盤となる，汎用的な機能拡張の
枠組みを備えた音声認識アプリケーション開発のプラットフォームとして，Proxy-Agent
を用いた音声認識システムについて述べる．特に，双方向型の開発パラダイムを実現する
ために必要な機能として，利用者の入力音声や振る舞いを含む音声アプリケーションのモ
ニタリング機能，モニタリングした情報をネットワーク経由でサーバに送信するフィード
バック機能，フィードバックデータの分析に基づく，音声入力や振る舞いに関する統計デー
タの提供機能，音声認識エンジンのモデルデータや機能モジュールの配信機能を挙げ，そ
れらがこの枠組みの中で如何に実現されるかを説明する．また，実際に提供されるシステ
ムのアーキテクチャや枠組みについて述べ，Proxy-Agentを利用したアプリケーションが
どのように提供可能かを示す．
第 4章では，音声認識アプリケーション開発における知見の共有と負荷の低減と促進す
るためのサービスとして提供する，語彙情報の共有・収集・管理サービスについて述べる．
音声認識アプリケーションにおける語彙情報の定義はアプリケーションの性能に直結する，
非常に負担の大きい作業であり，性能を維持するためには長期的なメンテナンスも求めら
れる．従来のアプリケーション開発では，これらの作業は開発者や機関毎に独立して行わ
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れ，作業や知見の共有は進められてこなかった．それに対して本研究で提供する語彙情報
サービスでは，語彙に関する情報の一元管理と半自動更新を可能にし，語彙開発の作業コ
スト削減と品質向上を可能にする．本章では，このサービスを実現する上で必要な集合知
を実現するための枠組みとその実装方法について述べ，実際に公開されたサービスの詳細
を説明する．
第 5章と第 6章では，音声認識アプリケーションの適用可能範囲を広げ，広い分野での音
声認識システムの利用を可能にするミドルウエアについて述べる．第 5章では，音声認識シ
ステムを利用したウェブアプリケーション開発のためのミドルウエアとして開発した，ネッ
トワーク配信型音声認識システムについて述べる．ネットワーク配信型音声認識システム
では，ウェブアプリケーション用の音声認識エンジンとして，音声認識エンジンがそのまま
実行環境であるクライアントの環境にネットワーク経由で配信される．配信された音声認
識システムはローカル通信用のHTTPサービスを提供し，ブラウザ上のHTML/JavaScript
と連携を行う．この枠組みを用いることで，標準的なウェブ技術だけを用いて，実行環境
内の音声認識エンジンを用いた音声インタフェースの構築が可能となる．第 6章では，分
散技術を利用したマルチモーダルインタフェース開発のためのミドルウエアとして開発し
た，Message Oriented NEtworked-module Architecture, MONEA,について述べる．MONEA
では，アプリケーションを構成するすべてのモジュールを Networked-moduleとして分散
環境にてアクセス可能にする．P2P技術を利用した通信サービスが提供され，非同期メッ
セージの送受信によって簡便な連携が可能となる．CORBA等の一般的な分散技術と比較
して，実装や導入が容易であり，音声エンジンモジュールや画像処理モジュール等の知覚
モジュールを効果的に組み合わせた，マルチモーダルインタフェースのコストを大幅に削
減することが可能となる．
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2.1 はじめに
本研究の目的は，良質な音声インタフェースを備えたアプリケーション開発を支援する
基盤技術の確立である．本章では，その確立すべき対象となる “良質な音声インタフェー
ス”についての検討を行う．良質な音声インタフェース設計を可能にするために必要な開
発支援技術としては，良質なインタフェース設計に関する知見の創出と，それらを共有す
るための枠組みが挙げられる．しかしながら，開発対象となる音声インタフェースには，
自由度が高すぎる，標準的な入出力デバイスやその利用方法も定まっていない，という課
題が残っている．そこで本研究では，これらを整備するための基本研究として，特定の使
用環境を仮定し，そこで効果を発揮する良質な音声インタフェース設計に関する知見とし
てその創出を行う．
想定するインタフェースの使用環境としては，商用の車載情報端末や情報家電を中心と
した情報機器の操作を対象とする．このような分野は，音声認識技術の実用化が最も期待
されている分野の 1つであり，実際にカーナビゲーションシステムなどでは，これまでに
数多くの商用の製品に音声インタフェースが組み込まれている．しかしながら，機器に音
声インタフェースが組み込まれてはいるものの，実利用環境では十分にその機能が活用さ
れていないという報告がある [3]．そこで本研究では，このような環境において良質な音
声インタフェースを開発するために必要な知見を検討し，実際にその開発を支援するため
の技術を開発する．また，このように特定の条件を与えた上で得られた条件付きの良質な
音声インタフェース設計に関する知見を，効果的に共有する枠組みに関して提案する．こ
の枠組みを通じて，条件付きの良質なインタフェース設計に関する知見を集約・共有する
ことで，汎用的な技術としての音声インタフェース設計支援技術の基盤の確立を目指す．
2.2 情報機器操作用音声インタフェースの特徴と課題
音声認識システムをアプリケーションや機器操作用インタフェースとし利用するとき，
その役割は以下の 2つに分類することができる．
機能選択 操作対象となる機器や機能を選択するための役割
パラメータ入力 機能を実行するためのパラメータ入力やデータ入力のための役割
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音声インタフェースの設計者は，対象とするアプリケーション・機器の機能の複雑さ，そ
の使用環境によって，これら両方の役割，もしくは片方の役割を備えたシステムを設計す
る．一般に，これらの役割を備えた音声インタフェースは，以下の 3通りに分類される [4]．
 Command & Control
 Directed Dialog
 Natural Language
2.2.1 Command & Control
Stifelman et al.は，特定の操作を直接マッピングした語彙をコマンドとして定義し，音声
メモアプリケーションの音声による機能選択を可能にした [5]．このアプローチはCommand
& Controlと呼ばれ，実装の容易さや，語彙数が少なく誤認識が起きにくいことから，多
くの音声アプリケーションで同様の手法が用いられている．また，比較的単純な文法の受
付を可能にし，簡単なパラメータを必要とする機能の実行を備えるインタフェースも存在
する．例えば，航空予約のシステムにおいて，“Fly to [place name]”や，“Unit [number of
unit]”という発話を可能にすることで，実行する機能の選択とそのパラメータ設定を同時
に実現する [6]. さらに，GUIと統合させ，画面の状態 (コンテキスト)に依存する形で待ち
受け語彙・文法を変更することにより，音声認識システムのパフォーマンス向上や，ユー
ザの理解を容易にするシステムも実装されている [7]. これらの方式では，ユーザは利用可
能な音声コマンドを知ってさえいれば，必要な機能を直接呼び出すことができるため，非
常に効率的な機器操作が可能である．
しかしながら実際には，このようなインタフェースを備えたシステムにおいては，開発
者が用意した語彙とユーザが実際に利用する語彙にミスマッチが起こりやすく，ユーザが
何と発話すれば良いのか分からないという問題が発生しやすい [8] [9]．特に，システムを
初めて利用するユーザの場合，そのシステムで利用可能な語彙や文法に関する知識がない
ため，正確な機器操作を期待することはできない．語彙数の増大や文法の拡充によるミス
マッチの解決手法も考えられるが，孤立単語認識では，語彙数の増加による認識率の低下
の影響が大きく，また，文法の複雑化によってシステムが複雑化するという問題を併発さ
せるため，それだけでは有効な解決手段となりにくい．そもそもユーザが実際に期待する
語彙・文法を十分に網羅するのは不可能に近い．これらの問題を解決するためには，ユー
ザによる十分な学習が最も効果的だが，一般にユーザはマニュアルを読まず，しかも試行
錯誤によって使用方法を学習することが困難であるため，使いこなせる前に音声インタ
フェースの使用をあきらめてしまう [3]．
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2.2.2 Directed Dialog
コールセンターの自動双方向音声応答システム (Interactive Voice Response System; IVR
System)のように，階層化されたメニューから，意図する機能に到達するために複数の項
目を順に選択していく音声インタフェースも機能選択用インタフェースとして多く採用さ
れている．このインタフェースでは，システム主導の音声ガイダンスによる指示に従って
ユーザが逐次音声入力を行う．機能選択用のインタフェースとしては，メニューを選択す
る毎にそのサブメニューが提示され，逐次的にサブメニューを選択していく．そのため，
サブメニュー毎に利用可能な語彙がわかりやすく，待ち受け語彙も少ないため誤認識の問
題も起きにくい．また，毎回メニューが提示されるインタフェースの場合は，利用するた
めの学習も必要としない．データ入力用インタフェースとしても同様で，ユーザは，シス
テムが要求する入力が必要となる項目ごとに，システム主導でデータ入力を行う．入力可
能なデータが限定されるため，待ち受け語彙を過度に大きくする必要がなく，実用的な音
声認識精度が期待できる．
しかしながら，システム主導ですべての音声認識を行うこのアプローチの場合，音声ガ
イダンスが冗長になりやすく,非常に煩わしい．そのため作業速度が遅い,ユーザビリティ
が低いといった問題が発生する [10]. すなわち，機能選択の場合はメニューを逐次選択して
いくために，音声の利点である入力の速さを活かしきれない．また，メニュー構造によっ
ては，ユーザが意図する機能がどのメニューに含まれているかの推定が困難となり，ユー
ザビリティは低くなりやすい [11]．この非効率性の問題は，ガイダンスの途中でユーザの
発話を可能にする枠組み (barge-in)や，現在のシステムの指示以外の発話 (未来のターンで
入力可能になる発話)の入力を可能にする枠組み (out-of-turn)などによってある程度の解
決が可能である [12] [13]．しかしながら，システムとのインタラクションが必須であり，
Command & Controlのような効率性の実現は不可能である．
2.2.3 Natural Language
システムに指示された内容だけでなく,自然言語を用いた自由な発話を受け付ける音声
インタフェースの研究も盛んに行なわれている [14] [15] [16]. このようなシステムは，主
にコールセンターにおける自動音声案内業務に導入されており，実際に多くの実用化事例
が存在する [17]．しかしながら，実用化されているシステムの多くが，航空券予約案内や
簡単な自動音声案内システム [18]等の特定用途のものに限られている．すなわち，車載情
報端末のような，多様な機能を有した機器操作のインタフェースとしては，設計・実装の
困難性から未だ適用されていない．また，Command & Controlと同様に，ユーザがシステ
ムに対して要求を出すことが前提となるため，ユーザが何と発話すれば良いのか分からな
いという問題が発生しやすい [8] [9]．さらに，対話を基本としたインタフェースの場合，
多くのユーザは人との対話と同様の方法での操作を期待する. しかしながら現在のどのシ
ステムも,入力できる語彙や文法には必ず限界があり,人同士の対話を模倣するのは技術的
に非常に困難である. そのため必ずしも使いやすいインタフェースが実装できるとは限ら
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ない.
このような問題に対して，S.Tomko et al. は，どのアプリケーションにも共通して使用
できる，ごく少数のコマンドや文法を定義することにより，自然言語システムの語彙の問
題を解決する手法を提案している [19]．この手法では，アプリケーションで利用可能な語
彙や文法，発話様式をまとめた部分集合言語 [20]を，全ての機器にて利用可能な共通言
語として定義する．これにより，最初に一度,共通言語として定義されたコマンドや文法
などの，基本操作方法をユーザが学習することで，様々な機器の利用が可能になることを
期待している．しかしながら，このような決められたコマンド文法に従った入力方式の学
習を要求するインタフェースは，コンピュータプログラマーなど，コマンドラインインタ
フェースに慣れたユーザ以外の一般ユーザにとっては,必ずしも容易に習得できるものと
は限らない．また，音声だけでない，他のモダリティーとの組み合わせを前提とした場合，
このアプローチで定義された言語は冗長になる．
2.3 簡易コントローラを援用する高透過な音声インタフェース
前節で述べたように対話型インタフェースに関して様々な研究が行われているが,シス
テム主導の冗長なインタラクションに対する煩わしさや,システムの待ちうけ表現に関す
る不透明性 (所詮，現状のシステムは自由な発話全てを受理できないが，何を受け付け何
を受け付けないかがユーザに見えない)などの問題があって，広く普及するには至ってい
ない.
そこで本研究では，“使える”音声インタフェースの実現を目指し，以下の特徴を同時に
満たすインタフェースの基本方式を設計した．
 初心者にとって理解・利用が容易
 熟練者にとって効率的
 初心者から熟練者への移行が自然に可能
ここでは，これらを同時に満たすことを困難にする，既存の音声インタフェースの致命的
な欠点の一つとして，透過性に焦点を当てる．すなわち，ユーザは音声システムに対して
何を言っても受け付けてくれることを期待するのに対し，実際には受け付けられる語彙・表
現は限られており，どの場面で何ができて何ができないのかが分かり難いという問題を持
つ．さらに，ユーザが何をどうすればできるのかを知るための手段が提供されていないこ
とが多い．このような問題に対して本研究では，明確に区別された 2種類のインタフェー
スを用意し，インタフェースの違いに依存したユーザが可能な操作の明確化を図った．具
体的には，機能選択とパラメータ入力の 2つの場面に適した，それぞれ 1つのインタフェー
スを用意する．すべての処理がこの 2種類のインタフェースで一貫して作られ，ユーザの
操作によって，コンテキストチェンジを繰り返しながらアプリケーションの操作を行える
ようにする．ユーザは，今どのインタフェースが適用されているかの情報から，そこでの
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操作方法を得る．さらに，複数のモダリティを効果的に組み合わせることにより，インタ
フェースの効率性を確保する．具体的には，操作用の標準入出力デバイス環境を明確に定
義し，音声入力を効率化のために利用する．
機能の呼び出し場面を担当するインタフェースは，FlexibleShortcutsと呼ばれるインタ
フェースを定義した．このインタフェースでは，従来のコマンド名指定による機能呼び出
しに代わり，単語列からの検索による機能呼び出しという新たな方法論がとられている．
すなわち，ユーザは機能から連想される適当な単語列を発声すると，システムはそれに最
も相応しい機能を検索しこれを呼び出す．ユニークに機能を定められないときは複数の候
補を提示し，ユーザに選択を求める．これらの機能によって，ユーザはコマンド名を正確
に覚えることなく，柔軟に機能を呼び出すことができる．とはいえ，ユーザは機能を呼び
出す効率的な単語列を思い浮かべられないこともある．このときのため，システムには簡
易コントローラ用いてメニューを辿って機能を呼び出す機能も具備されている．このとき，
メニュー構造は，機能を呼び出すための典型的な単語列を表現するよう作られているため，
ユーザは，このメニュー操作により違和感なく機能を呼び出すための単語列を覚えること
ができる．
機能の動作パラメータを指定するインタフェースは，Slect&Voiceと呼ばれるインタフェー
スを定義した．GUIの List Boxや Text Boxに似せたインタフェースが音声入力拡張され
た形で用意されており，ユーザは，任意の項目を自発的に「選択」して，「音声入力」する．
システム主導の音声インタフェースでは，システムの要求に合わせてユーザが発話をする
ことが強いられ，このことがユーザの戸惑いや効率の悪さにつながることがある．一方，
このインタフェースは，基本的には，入力する必要がある項目は一覧の形で視覚的に表示
した上で，ユーザは，自分の入れたい項目を，自分のタイミングで入力することができる．
このため，システム主導のように，ユーザに戸惑いが生じる可能性がなく，認識精度にも
良好な影響を与えるとともに，利便性も高いインタフェースとなっている．
2.4 FlexibleShortcuts:機能選択のための音声インタフェース
2.4.1 基本方式
従来手法の 1つである，Command & Control (C&C)では，いくつかのキーワードが実行
可能なコマンドに対して関連付けられる．このとき，ここで定義されるキーワードは全て
ユニークであり，キーワードから一意なコマンドの決定を可能にする．すなわち，ユーザ
がコマンドを実行するときには，ユーザはあらかじめ定義されたキーワードを発話すれば
良い．
これに対して提案手法では，C&Cと同様にコマンドに対してキーワードを定義するが，
1つのキーワードを複数のコマンドに対して関連付けられるようにする．すなわち，C&C
におけるキーワードとコマンドとの関係が “多対一”であるのに対し，提案手法では，“多
対多”の関係で定義可能にする．そして，ユーザが機能を実行するときには，あらかじめ定
義されたキーワードのうち，幾つかのキーワードを同時に入力する．このとき，もし与え
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XCommands Y Z
AKeywords A’ B C C’ D E
Utterances A - B - C A’ - C D – C’
XCommands Y Z
Keywords α β γ δ ε
Utterances α β ε
図 2.1 発話・キーワード・コマンドの関係: (左)Flexible Shortcuts. (右)C&C.
られたキーワードが特定のコマンドを一意に識別するならば，システムはそのコマンドを
実行する．もし与えられたキーワードが曖昧である場合，すなわち，与えられたキーワー
ド全てを持つコマンドが複数存在する場合，その曖昧性解決の手順を実行する．さらに提
案手法では，どのようなキーワードが定義されており，どのようにコマンドと関連付けら
れているかを知るための枠組みを，前述の手順と合わせて提供する．この枠組みを用いる
ことで，コマンドの識別に必要なキーワードを自然に学習できるようにする．
提案手法と従来手法である C&Cの，発話・キーワード・コマンドの関係を図 2.1に示
す．この例では，提案手法において，いくつかのキーワード (Aから E)と，それらの類義
語 (A’から C’)が定義され，それぞれコマンド (X, Y, Z)に対して関連付けられている (図
2.1(左))．具体的には，キーワードの集合として，fA,A’,B,C,C’g, fA,A’,B,Dg, fC,C’,D,Egが
定義されており，それぞれ，X, Y, Zに対して関連付けられている．このとき，“A-B-C”が
キーワード系列として入力に与えられたならば，システムはXを選択する (XのみがA, B,
Cの全てのキーワードを持つ)．このような，複数のキーワードを一度に入力する方式を，
ここでは，“連続キーワード入力”と定義する．
従来手法では，コマンド X, Y, Zに対するキーワードが，それぞれ，“, ”, “, ”及び
“”として定義される (図 2.1(右))．これらのキーワードはそれぞれ一意にコマンドと関連
付けられる必要がある．この場合，たとえ が概念や意味的にコマンドXを表わすのに適
していたとしても，コマンドYを表わすのに使用したならば，それを共有することはでき
ない．そのため，全てのキーワードを一意にするためには比較的長く複雑なキーワードの
採用を余儀なくされ，ユーザはその語の存在に気が付きにくくなるという問題が発生する．
これに対して提案手法の場合，キーワードとしては一意である必要がないため，単純で短
いものを利用することが可能となる．また，コマンドを一意にするキーワード系列であれ
ば，どのようなキーワードの組み合わせでもコマンド実行が可能である．このような，柔
軟なキーワードの組み合わせでコマンド選択ができるという点から，ここでは，この手法
を “Flexible Shortcuts”と定義する．
本節では，まず提案手法を実現する上で必要な，以下の課題についての方式を述べる．
 キーワード・コマンド関係の定義手法
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 キーワードを学習するための枠組み
 曖昧なキーワードが与えられた時のシステムの振る舞い
機能構造の利用
キーワードの定義を行うために，本研究では，“機能構造”と呼ばれる，木構造で表現
されたシステムで実行可能な機能の構造を利用する．機能構造とは，以下のように定義さ
れる．
 各々のノードには 1つ以上の名前 (キーワード)が与えられている
 葉ノードにはそれぞれ呼び出し可能な機能が割り振られている
 葉以外のノードには機能の種類やカテゴリなどの分類が割り振られている
機能構造の例を図 2.2に示す．この例では，メールアプリケーションの，テキストサイズ
を大きくするためのコマンド (Email – View – Text Size – Increaseに配置されるコマンド)
に対して，“Email”, “Thunderbird”, “Mailer”, “View”, “Text Size”, “Font Size”, “Increase”と
いうキーワードが割り当てられる．ユーザは，これれのキーワードの自由な組み合わせに
よりコマンドを選択する．この機能構造を用いた際のショートカットの例を以下に示す．
 “Email” – “View” – “Text Size” – “Increase”
 “Thunderbird” – “View” – “Font Size” – “Bigger”
 “Email” – “Increase” – “Text Size”
 “View” – “Increase”
 “Mailer” – “Text Size” – “Bigger”
 “Increase” – “Text Size”
 “Font Size” – “Increase”
インタラクションの定義
与えられたキーワードによっては，コマンドが一意に選択できない場合が存在する．例
えば，前節の例で，“View”という入力が得られた場合である．この場合，システムは如
何なるコマンドの選択も行うことはできない．また，“View–Normal.”という入力が得られ
た場合，システムは複数のコマンドの選択が可能になってしまう．これらの問題に対応す
るために，提案手法では flexible shortcutsで選択可能となる対象を，リーフノード (コマン
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図 2.2 機能構造の例
ド)から，中間ノードに拡張する．同時に，探索のためのインタラクションと，曖昧性を
解決するための 2種類のインタラクションを定義する．
探索のためのインタラクションは，リーフノードの選択はできないが，中間ノードの選
択が可能であるときに開始される．この場合，システムは，ユーザがリーフノードへ到達
することができるように，メニューベースのインタラクションと同様の directed dialog形式
でユーザを誘導する．すなわち，中間ノードが選択されると，その構造上の位置 (context)
に応じて，子供となるノードの一覧をユーザに提示する．一覧の提示は，システムが利用
可能なデバイスによって，音声フィードバックやスクリーンによるフィードバックを用い
て行う．ユーザは提示されたノードの一覧をヒントに，次の入力を行う，という処理を繰
り返す．ここでも，複数のキーワードを一度に入力する枠組み (連続キーワード入力)をサ
ポートすることで，冗長なインタラクションを減らすことが可能となる．このインタラク
ションの例を図 2.3に示す．この例では，step 5にて，連続キーワード入力 (View - TextSize)
を使用することで，インタラクションの回数を減らし，効率的なノード選択が可能となる
ことがわかる．
曖昧性の解決のためのインタラクションは，二つ以上のノードが候補として選択できる時
に開始される．このインタラクションは，候補となるノードの一覧が選択される点のみを除
いて，探索のためのインタラクションと同様の手続きが行われる．例えば，“View–Normal”
という入力が得られた場合，システムは下記の 2種類を候補として提示する．
 “Text Size–Normal”
 “Toolbar–Normal”
この曖昧性の解決のためのインタラクションでは，ノード選択に関する曖昧性だけでなく，
音声認識に関する曖昧性を同時に解決することも可能であるという特徴をもつ．すなわち，
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:System
1. Initialize
2. List child nodes of Root: e.g. Email, ....
3. Speak: “Email” 
4. Change context to [Email], and list its child nodes: e.g. View, Tools, …
5. Speak: “View Text Size”
6. Change context to [Email-View-Text Size], and its child nodes: 
e.g. Increase, Decrease, …
7. Speak: “Increase”
8. Execute the command: “Enlarge the text size at the email application”
図 2.3 探索のためのインタラクションの例
入力された音声の認識結果が N-Bestのような形式で複数与えられるとき，その異なった
認識結果に応じて候補として提示することが可能である．この枠組みは，音声入力の結果
が正しいかどうかをユーザに確認する従来の手法 [21]と比較して，音声入力の曖昧性の解
決と，実行する機能の曖昧性の解決を同時に行えるという特徴をもつ．
2.4.2 定式化
音声入力をX，現在のノードを ns，移動先のノードを ngとすると，この問題は P(ngjns; X)
を最大にする最尤な ngを求める問題として捉えられる．
ng = argmax
ng
P(ngjns; X) (2.1)
(2.1)式はベイズの定理により，
ng = argmax
ng
P(Xjng; ns)P(ngjns) (2.2)
のように変形される．また，nsから ngに到達するために入力可能な単語列の集合を 
 =
fWig; (Wiは単語列，i < C;Cは全ての単語から構成される単語列の組み合わせの数)とする．
図 2.4にこれらの集合の例を示す．このとき，(2.1)式はさらに以下のように変形される．
ng = argmax
ng
X
Wi2

P(XjWi)P(Wijng; ns)P(ngjns) (2.3)
(2.3)式では，第一項が音響モデル，第二項が状態・意図依存の言語モデル，第三項が状態
依存の意図モデルを表す．ここで，意図とは想定される移動先のノード (ng)を意味する．
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図 2.4 定式化のモデル (n0 9:機能構造上のノード．k0 9:ノードに関連付けられたキーワー
ド．k03:k3の類義語. !
n6
n1:n1と n6の間で定義されたキーワード系列の集合)
この式をそのまま解くことは困難であるため，ここでは
P(Wijng; ns) = P(ngjWi; ns)P(Wijns)P(ngjns) (2.4)
であることを用いて，(2.3)式をさらに (2.5)式のように変形する．
ng = argmax
ng
X
Wi2

P(XjWi)P(Wijns)P(ngjWi; ns) (2.5)
(2.5)式では，第一項が音響モデル，第二項が状態依存の言語モデル (状態依存言語モデル)，
第三項が状態と手段 (入力可能単語列)依存の意図モデルを表す．今，(2.5)式の第一項と
第二項から得られる事後確率の N-Bestを与える単語列の集合
0; (
0  
)を考える．

0 = nbest
Wi2

P(XjWi)P(Wijns) (2.6)
このとき，(2.6)式から得られるWi 2 
0を用いて (2.5)式を以下のように近似する．
ng ' argmax
ng
fmax
Wi2
0
P(XjWi)P(Wijns)P(ngjWi; ns)g (2.7)
また，(2.5)式の第三項を，意図関数として適当な関数 f (ns; ng;Wi)で定式化し，Wiの尤度
を尤度関数として L(Wi)と表すと，ngは以下の式で与えられたものとなる．
ng ' argmax
ng
fmax
Wi2
0
L(Wi) f (ns; ng;Wi)g (2.8)
すなわち，(2.1)式で与えられた問題の最尤な解は，(2.9)式を最大にする ngとして近似
的に得られる．
score(ng) = max
Wi2
0
L(Wi) f (ns; ng;Wi) (2.9)
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特に，N-Bestとして 1-Bestを用いた場合，ngは以下のような計算で算出が可能となる．
W = argmax
Wi
P(XjWi)P(Wijns) (2.10)
ng ' argmax
ng
f (ns; ng;W) (2.11)
2.4.3 アルゴリズム
前述の定式化に従って作成したアルゴリズムを以下に示す．ここでは，ユーザのフィー
ドバックを前提としたあいまい性解決の枠組みも導入される．あいまい性は，音声認識の
認識結果に加え，移動先のノードの候補にも含まれる場合がある．しかしながら提案する
手法では，いずれのあいまい性も同一の枠組み内でシームレスに解決することが出来る．
1. 現在のノード nsから状態依存言語モデル P(Wijns)を決定
2. ユーザから連続キーワードの入力を受け付ける
3. P(Wijns)を用いて入力音声から候補となる単語列の集合
0を選択
4. 全てのノードに対して (2.9)式で与えられるスコアを計算．
5. ある閾値 を超えるスコアのノードを全て選択し，その数 kに従って以下の処理を
行う
k < 0の場合 候補がなかったとして，再度入力を促して終了
k = 1の場合 そのノードを ngとして選択し終了
k > 1の場合 スコアに応じて結果をソートし，候補をユーザに提示．ユーザの選択
結果を ngとして選択し終了
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従来手法の 1つである，Directed Dialogでは，人と人との対話のアナロジーを人とマシ
ンのインタフェースに適用することで，ユーザビリティの高い音声インタフェースの実現
を目指している．音声UIのような新しいインタフェースを設計する際には，ユーザにとっ
て操作方法が解り易いように，このアナロジーを利用した設計が有効である．すなわち，
対象となる未知の問題の解決において，その問題に類似した既知の問題との類比を利用し
て解決する．ここでは，ユーザがあるデータ入力を行う場合には，対話の中で入力が必要
な項目を発話してもらうように，システムの指示に従って音声入力を行う．
これに対し提案手法では，データ入力用音声インタフェースとして，すでに広く普及し
ているGUIとのアナロジーに基づいた操作方法により，目的のタスクを実行する音声イン
タフェースを構築する．すなわち，Directed Dialogが対話形式でタスクを遂行するのに対
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図 2.5 GUIにおける提示，選択，入力の様子の例
し，提案手法ではGUIに対する操作を模擬する形式でタスクを遂行する．人同士の対話と
のアナロジーに基づいて設計されていた従来のインタフェースでは，前述の様に，操作の
効率と容易さのトレードオフの問題を解決するのは困難である．それに対し提案手法では，
広く普及しているインタフェースであるGUIとのアナロジーを利用することで，音声操作
方法が GUI操作方法から容易に類推することが出来ると共に，GUI同様のユーザ主導の
効率的な操作を可能にする．これにより，操作の効率と容易さの問題を同時に解決する．
2.5.1 基本方式
音声UIとGUIとの類似点として，提示・選択・入力の 3つに注目した．GUIでは，ま
ずシステムの出力として，ユーザが操作可能な項目とその操作方法が画面上に視覚的に提
示される．このときその項目は，操作や機能ごとに共通化された構成部品であるGUIコン
ポーネントによって提示される．
例えば，テキストフィールドの場合を考える．図 2.5に示すように画面上に白抜きの長
方形の付近（多くはその左隣）に項目名が表示することによって，ユーザはそこにその項
目に関する値を入力できることが解る．白抜きの長方形自体がそこをクリックしてその項
目に関する値を入力するという操作をユーザに提示している．他にもコンボボックスでは，
テキストフィールドの右端に下向きの三角印を表示する事によって，そこをクリックする
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ことでその項目に入力する値の一覧がドロップダウンして表示されるということを提示
している．これらは widgetなどと呼ばれる GUIコンポーネントによって提示される．こ
の GUIコンポーネントは，どのアプリケーションにおいても，共通化された構成部品と
して定義されているために，GUI操作をある程度修得したユーザであれば提示された操作
方法を理解することが可能で，またどのアプリケーションでも一貫性のある操作感が得ら
れる．多くのアプリケーションにおいてウィンドウの上方にメニューが書かれたメニュー
バーから，アプリケーションの機能を呼び出すことが出来る．このようにメニューバーと
いうGUIコンポーネントは殿アプリケーションでも共通化された部品である為に，ユーザ
はアプリケーションの機能を呼び出したいときには，メニューバーから選択すればよいと
いう操作方法が解るのである．これにより，ユーザはこのコンポーネントごとの操作さえ
覚えてしまえば，初めて使用するアプリケーションであってもある程度使用することが出
来る．
次に，ユーザはこのシステムによって提示された項目を，マウスなどのポインティング
デバイスによって選択をし，選択した項目に入力をする．この選択および入力といったユー
ザの操作は常にユーザ自身の好きなタイミングで行うことが出来る為，GUIはユーザ主導
の優れた操作性を実現している．
音声UIにおいてもGUIと同様に，システムによって提示された項目をユーザが選択し，
選択した項目に対して音声入力を行う様に設計する．まず，各GUIコンポーネントに対し，
音声操作を拡張した音声UIコンポーネントを定義する．本研究ではこれをVoice Widgets
と呼ぶ．アプリケーションはこの Voice Widgetsを共通部品として構成する．ユーザは必
ずこの部品ごとに提示された項目を選択してから，選択した項目に対し音声操作を行なう．
例えば，音声で何か値を入力させたい時にはボイステキストフィールドといった音声 UI
コンポーネントを定義する．複数の値が必要な場合は，この部品を複数配置する．ユーザ
は入力する項目を選択し，選択した項目に対して音声入力を行う．アプリケーションの機
能を呼び出す場合はボイスメニューといった音声 UIコンポーネントを定義し，ユーザは
それを選択してから音声で選択する．
この必ず項目を選択してから音声入力をすることから，本研究で提案する音声 UI を
Select&Voiceと呼ぶ．選択と入力の動作は，常にユーザ主導の操作が可能とする様に設計
することにより，GUI同様の優れた操作性を実現する．GUIに基づいた提示により，ユー
ザに適切にその操作方法を伝えることで，使い方が解らないといった問題を解決し，GUI
同様のユーザ主導の快適な操作性を定義することで，効率的な操作性を実現する．このよ
うに提案する Select&Voiceインタフェースは，容易性と効率性の問題を同時に解決するこ
とが出来る．
2.5.2 入出力デバイス環境
提案インタフェースでは，モバイル環境など限られた入出力デバイス環境での使用を想
定している. 今回検討した入出力デバイス環境は以下の 3種類である.
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図 2.6 コントローラ
A:タッチパネルディスプレイ コンビニの情報端末やハンドヘルドモバイル端末など
B:コントローラ＋画面出力 情報家電等のリモコン操作や携帯電話など
C:コントローラのみ 運転中の車載情報端末や歩行中のモバイル端末操作など
ここで, B, Cで用いられるコントローラとは,図 2.6に示すような,十字キーと 2，3個の
ボタンから構成され, 親指のみで操作できる単純なデバイスを想定している. このような
デバイス環境では,通常の PCが備える,キーボード，マウス等のポインティングデバイス，
さらには画面出力が常に使えるとは限らない (C).
提案インタフェースでは，これらの入出力デバイスが有効的に使用できる場合は積極的
に利用し，さらに与えられたデバイス環境に不利がある場合には，その制限による欠点を
音声操作によって補うように設計する．例えばAのタッチパネルでは文字入力の際のソフ
トウェアキーボード操作に対し音声入力を拡張する．環境B, Cで用いられるコントローラ
ではフォーカス移動をする場合シーケンシャルな移動しかできない. そのため特に大きな
リストから意図する選択肢を決定するときなどには十字キーを何度も押しながら選択肢を
探していかなければならないといった欠点がある. これを音声によって選択することによ
り操作性の向上を図る. また,環境 Cのようにユーザが画面を見ることが困難な場合は環
境では音声出力によって提示を行う．音声出力の役割に関しては次節にて詳しく述べる．
それぞれのデバイス環境における，各デバイスの役割および音声の役割を表 2.1に示す．
どの入出力デバイス環境においても，一貫して提示，選択，入力の操作を定義することに
よって，入出力デバイス環境によらないシームレスな操作性を実現する．
2.5.3 音声出力による情報提示
提案手法においては，画面を見ることが出来ない状況においても操作を可能にする．こ
こでは，ユーザが画面を見ながら使用したときの経験から操作方法の類推が可能であり,
音声出力によって迷いなく操作できる事を仮定する. 例えばカーナビゲーション操作など
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表 2.1 各環境における入出力デバイスおよび音声の役割．
提示 選択 入力　
通常の GUI 画面 マウス キーボード
A:タッチパネル 画面 タッチパネル ソフトウェア
ディスプレイ キーボード
(＋音声出力) ＋音声入力
B:コントローラ 画面 十字キー ソフトウェア
＆ キーボード
ディスプレイ (＋音声出力) (＋音声) ＋音声入力
C:コントローラのみ 音声出力 十字キー ソフトウェア
キーボード
(＋音声) ＋音声入力
においても,アイドリング時に画面を利用しての操作を多く経験し，そのときの操作方法
を思い出しながら操作することで,運転中など画面を見ることが出来ない状況でも使用で
きることを期待する. すなわち，提案手法では画面を見ることが出来ない状況においても,
画面を見たときと同様に，音声出力の提示を基に，画面を見ながら使用したときの経験か
らシステムモデルを類推することができることを期待する．そのために，一貫した提示，
選択，入力のインタラクションを定義し，インタフェースを構成する.
具体的な出力方式としては，コントローラとの連携により的確なタイミングで音声フィー
ドバックを行う．まず，フォーカスを移動させると,選択された項目名を出力する. 選択さ
れた項目に既に値が入力されている場合はその値を項目名に続けて出力する. 音声入力さ
れたときには,その認識結果を即時出力する. 音声出力が終わる前に,移動や入力といった
次の操作をした場合には,前の項目に対する出力は即座に停止され,その操作に従った動作
をする. ユーザはいかなる場合でも，音声出力が終わるまで待つ必要は無い．従来のシス
テム主導の音声インタラクションの様に，冗長な音声出力を最後まで聞かなければならな
いといった問題を回避する．また，音声読み上げはその項目を選択するたびに何度でも読
み上げられるようにする．これにより，システム主導の音声ガイダンスを聞いたときに，
提示された音声ガイダンスを覚えられない，または聞き逃すといった問題を解決する．項
目名と値は読み上げる声の声質を変えることによってその区別を行う. また音声コンポー
ネントの種類毎にも声質を変えることで,現在選択されているコンポーネントの種類が判
断でき,システムが受理可能な操作が分かり易いように設計する．
2.5.4 基本操作
具体的な操作方法としては，ユーザはまず，十字キーやタッチパネルを用いて，入力対
象項目となるコンポーネントを選択をする (図 2.7(a))．フォーカスの移動に伴い，選択され
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図 2.7 音声入出力の例．(a)上下ボタンで項目を選択，システムは選択された項目名と入
力されている値を読み上げる．(b)発話ボタンを押しながら選択した項目に対し音声入力
をする．(c)認識結果を表示し，読み上げる．
た項目名がシステムによって出力される. 選択された項目に既に値が入力されている場合
はその値が項目名に続けて出力される．次に発話ボタンを押しながら音声を入力する (図
2.7(b))．音声入力されたときには,その認識結果が即時出力される (図 2.7(c)). 音声入力は，
必ずこの選択した項目に対する入力を行う．このときシステムは選択されたコンポーネン
トの内容に従った待ち受け文法を用いて音声認識を行う．この時，ユーザの自由入力を受
け付けるユーザ主導対話形式のインタフェースと異なり，常に大語彙で複雑な待ち受け表
現を受け付ける必要は無い．これは当然音声認識率の改善に大きく寄与する．発話すべき
内容が，そのコンポーネントに対する内容に限られるため，またコンポーネントによって
は発話すべき内容が適切に提示されているため，語彙外発話が発生する可能性を抑えるこ
とが出来る．ユーザは自身の任意のタイミングで選択,入力の操作を行うことができ, GUI
同様のユーザ主導の操作性を実現する. 提示には，ユーザがシステムの状態を分かり易く
するため,マイク入力中,音声認識結果探索中,待ち受け中が一目で分かるように選択され
たコンポーネントの色を変え,システムの透過性の向上を図る.
2.5.5 Voice Widgets
Select&Voiceインタフェースを構成する音声UIコンポーネントであるVoice Widgetsに
ついて説明する．GUIコンポーネントの中から，音声操作による大きな利点が期待できる
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(a)Voice ComboBox選択 (b)Voice ComboBoxリスト表示
図 2.8 Voice ComboBoxの例.
ものとして以下の音声 UIコンポーネントの開発を行った．
Voice ComboBox, Voice List
選択肢リストからの選択コンポーネント．図 2.8にVoice ComboBoxの表示例を示す. 音
声入力によりリストに用意された選択肢からの選択が出来る．このとき音声認識用文法は，
その項目の全選択肢の OR接続で表わされる. 各コンポーネントは必ずこの項目を表わす
項目名ラベルが付与され，この項目が選択されると同時にラベルが音声フィードバックに
よって読み上げられる．このコンポーネントが選択された状態で決定ボタンを押す事で，
ComboBoxの場合はリストが画面上に表示され，上下キーによって選択肢を一つ一つ移動
出来るモードに切り替わる．このとき各選択肢名がフォーカスされるごとに読み上げられ，
決定キーを押すとフォーカスされている選択肢が決定される.
Voice TextField, Voice TextArea
自由文字入力コンポーネント. 図 2.9に Voice TextFieldの表示例を示す. 音声入力によ
り文字入力が出来る. 各コンポーネントは必ずこの項目を表わす項目名ラベルが付与され，
この項目が選択されると同時にラベルが音声フィードバックによって読み上げられる．こ
のコンポーネントが選択された状態で決定ボタンを押すと，ソフトウェアキーボードが表
示され，音声認識の誤認識を修正することも出来る.
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(a)Voice TextField(文字入力の場合) (b)Voice TextField(数字入力の場合)
図 2.9 Voice Textの例.
図 2.10 Voice buttonの例.
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Voice Button
アプリケーションの機能や特定動作の実行を行うコンポーネント. 図 2.10にVoice Button
の表示例を示す．Voice Buttonにフォーカスが与えられると同時に音声フィードバックに
より，そのボタンに割り当てられた機能や動作を読み上げられる. Voice Buttonには音声入
力操作を割り当てない. 特に，Voice Buttonにフォーカスがあるときに音声入力によって他
のコンポーネントにフォーカスを移動するといった動作を定義しない. これは各項目を上
下キーやポインティングデバイスによって選択をしてから，そのコンポーネントに対する
音声入力をするといった Select&Voiceインタフェースの定義に一貫性を持たせる為である.
2.6 FlexibleShortcutsと Select&Voiceの統合
本節では，前節までで述べた提案手法を統合し実装したアプリケーションについて述べ
る．まず，アプリケーションにおいて重要な構成要素となるコントローラ，音声フィード
バック，ヘルプについて述べる．次に機能選択モードにおいて使用されるGUIの設計理念
について述べる．
2.6.1 簡易なコントローラの利用
提案する音声インタフェースでは，十字キーと少数のボタンを持つ小型のコントローラ
を利用することを想定している (図 2.6)．機能選択部においては，FlexibleShortcutsにより，
機能を音声入力により効率良く呼び出すことが可能であるが，ユーザが音声認識インタ
フェース自体にまだ不慣れであったり，ユーザが機能を呼び出す効率的な単語列を思い浮
かべられない場合も考えられる．また，目的の葉の親ノードまで遷移した場合など，音声
入力を利用するよりも，機械的にメニューを 1段階ずつ進めることの方が簡単で効率もよ
い時もある．この様な事態に備え，システムには簡易コントローラ用いてメニューを辿っ
て機能を呼び出せるようにもなっている．このとき，メニューの各項目名は，そのまま音
声入力時のキーワードになるため，ユーザは，このメニュー操作により違和感なく機能を
呼び出すための単語列を覚えることができる．
使用しているコントローラは，十字キーに，4つのボタンを備えているものである．4
つのキーそれぞれに，以下のような機能を割り当てた．
 決定/発話
 リセット
 ヘルプ
 リピート
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決定/発話ボタンは，そのボタンが押し続けられた時間によって振る舞いが異なり，ボタ
ンを 0.2秒以上押し続けた場合，音声入力受付状態になり，ボタンを離すと，押していた
間に入力された音声が認識される．リセットボタンは，メニューでの位置に関わらず，メ
ニューを初期状態に戻す他，パラメータ入力用フォームから機能選択用メニューに戻る働
きを持つ．ヘルプボタンは，状態と押した回数に応じた音声ヘルプを出力するものでる．
詳細は後に述べる．リピートボタンは，ユーザが音声フィードバックを聞き逃した場合を
想定し，最後に出力された音声フィードバックをそのままリピートするものである．
このような小型のコントローラは，カーナビゲーションシステムにおいても利用され始
めているほか，十字キーとボタンの組み合わせは，携帯電話やゲーム機などでもよく見ら
れるため，多くのユーザにとって馴染みやすいものであると考えられる．またアプリケー
ションは，マウスやタッチパネルなどのポインティングデバイスが使用可能な環境では，
ポインティングデバイスによるメニューの操作やフォームでの入力項目の選択も行えるよ
うに設計されている．
2.6.2 音声フィードバックの利用
システムの状態を提示したり，ヘルプメッセージをユーザに伝えるために，機能選択部
分，パラメータ入力部分の両方で，音声フィードバックを用いる．基本方式は Select&Voice
の音声フィードバック方式で統一する．すなわち，音声フィードバックを与えることによ
り，視覚情報と聴覚情報の 2つによって，現在システム状態をより把握しやすくする．さ
らに，ある程度アプリケーションの使用経験があれば，画面出力が利用出来ない場合にも
システムの状態を把握可能にし，画面出力がない状態でのアプリケーションの使用を可能
にする．また，メニューやフォームに於いて，現在フォーカスされている項目と音声認識
結果で，音声フィードバックの声質を変更することで，そのフィードバックが何について
喋っているのかの区別が行えるようにする．
2.6.3 音声インタフェース用ヘルプシステム
多くのアプリケーションにおいて，ユーザがアプリケーションについて分からないこと
について解決するために，ヘルプが用意されている．提案するインタフェースにおいても，
ヘルプを搭載するものとする．
提案するインタフェースでは，システムの状態やユーザの操作の履歴に関するヘルプを，
音声フィードバックによって提示することを基本とする．但し，画面出力が利用できる場
合は，音声フィードバックの内容をテキストにより視覚情報としてもユーザに提示する．
今回製作したアプリケーションにおいては，コントローラに割り当てたヘルプボタンを
押した回数に応じ，シーケンシャルに新しい情報を提示する方式を採用した．特に画面出
力がない状態で，ヘルプのために特別なコンテキストを用意すると，ユーザの混乱を招き
かねないため，1つのボタンを押していくだけで済むようなシーケンシャルなヘルプとし
た．また，ユーザが自発的にヘルプボタンを押すことから，アプリケーション側から一定
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図 2.11 機能選択用 GUIの外観
時間おきに自動的に提示するようなヘルプ提示形式に比べ，ヘルプメッセージにユーザが
より耳を傾けることを期待する．
なお，ユーザがヘルプボタンを押す時は，主に現在のシステムの状態や，現在のシステ
ムの状態に至った経緯が分からない時と考えられる．そのため，ユーザに提示するヘルプ
の順序は，現在のシステムの状態，音声認識結果に関するものを先に提示するようにし，
各ボタン割り当てられた機能の説明など，基本的な操作方法などについては，後半に提示
するようにした．
2.6.4 機能選択用GUI
機能選択するために利用される GUIを図 2.11に示す．現在の階層が常に画面中央に，
そしてその中で現在フォーカスされているノードは拡大され表示される．フォーカスされ
るノードが変更された場合，新たにフォーカスされた項目名を音声フィードバックにより
ユーザに提示する．ユーザが注目する頻度が最も高い現在の階層を画面中央に表示するた
め，ユーザの視線移動の労力を抑えることが可能となっている．中央の列の左側にある列
は，現在の階層に至るまでの経路を表す．メニューの階層を進む度，画面の左側に蓄積さ
れていく．中央の列の右の列は，現在フォーカスされているノードの子ノードの一覧を示
し，現在フォーカスされているノードを選択した場合，次にどのようなノード列が現れる
かをユーザが予め知ることが出来る．
コントローラの十字キーの上下キーで，現在の階層の中でフォーカスされる項目を変
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図 2.12 曖昧なキーワード入力に対する候補の選択
図 2.13 一意に決定するのに 2つ以上のキーワードが必要な場合
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更出来る．右キーを押すことでフォーカスされたノードを選択し階層を一つ進む．もし，
フォーカスされた項目が葉であった場合は，その状態で決定/発話ボタンを短く押すこと
で，該当するコマンドを実行する．反対に，左キーでメニューを一段階溯る．画面の左側
に表示されていく過去の経路選択の履歴は，現在の階層からの距離に比例し，サイズが小
さく，また黒色も濃くなっていくので，ユーザが階層構造であることを理解出来やすいよ
うになっている．
音声認識の結果は左上に表示される．音声入力の結果，遷移先が複数考えられる場合は，
図 2.12のように，その候補が一覧で表示される．通常のメニュー選択時とは，パネルの色
を変更することで，通常のメニューとは異なる状況にあることをユーザが把握しやすくす
る．ここでは音声入力は行わず，上下キーで候補を選択し，右キーを押すことで候補を決
定する．左キーを押すと，音声入力する前の状態に戻る．音声フィードバック内容は，そ
れぞれの候補が何を表しているか，特定できるように決定される (例えば図では，それぞ
れ「AMラジオ受信」「FMラジオ受信」などと言った音声フィードバックが流れる．
またフォーカスされているノードへメニューの初期状態から一回の音声入力で遷移する
ために必要なキーワードが，黄色く表示される．フォーカスされているノードのみが黄色
い場合は，フォーカスされているノード名のみを音声入力することで，トップから遷移可
能であることを意味する．もし，2つ以上のキーワードが必要である場合は，図 2.13のよ
うに，複数のキーワードが連結されて表示される．
2.7 Time-AchievementRate Graph: 新しい客観評価手法
本節では，次節以降で述べる実験で用いられる Time-AchievementRateグラフ (以下 T-A
グラフ)について述べる．
T-Aグラフは，客観的な評価尺度を与えるために考えられた，時間に対する平均タスク
達成率の変化を描いたグラフである．このグラフを利用する際は，実験時に被験者に制限
時間を設けず，実験後にある時間の中で達成されたタスクの割合を算出する．T-Aグラフ
を用いることで，システム同士の特徴の差異を読み取ることが出来る．
一般に，平均タスク達成率を算出する時，適切な制限時間が必要となる．しかし，アプ
リケーションやタスクによって，適切な制限時間は異なる．もし，ある適当な時間制限を
定義し，それによって得られた平均タスク達成率やタスク達成時間と言った標準的な評価
を行った場合，制限時間にに左右される情報は失われる恐れがある (もしくは分散として
与えられ，差異がわかりにくくなる)．また，定められた制限時間ぎりぎりで達成された
タスクと，制限時間以内に達成されなかったタスクをはっきり区別するのが妥当であるの
か，どのように取り扱えばよいかという議論も発生する．以上のような問題を解決するた
めに，制限時間を変数とした，T-Aグラフ用いる．
T-Aグラフは，仕事の達成率を，制限時間の関数として描かれるグラフである．この手
法を利用する際は，被験者には制限時間を与えず，達成するまでタスクに取りかかる．そ
のかわりに，タスクに対していつでもギブアップすることを許可する．実験終了後，平均
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図 2.14 Time Achievementグラフの例. (上)値の定義. (下)比較の例.
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タスク達成率は制限時間によって計算され，X軸を時間，Y軸を達成率とした直交座標系
としてプロットする．最後に，グラフの形状を見ることで，そのシステムの特性や有効性
を確認する．
このグラフは単調増加の関数であり，yの最大値は 1.0となる．T-Aグラフの例を図 2.14
に示す．T-Aグラフの中で，ある時間 与えた時の，達成率を A と定義する．例えば図
2.14(上)では，制限時間が 30[秒]の時のタスク達成率は 0.66として得られる (A30 = 0:66).
また，制限時間をなしとした時の達成率を，最大タスク達成率 A1と定義する．例えば図
2.14(上)では，最大タスク達成率は 0.85として得られる (A1 = 0:85). 最大タスク達成率は，
ギブアップが行われる確率の低さを表す．またタスク達成時間の上位のうちの最大のタス
ク達成時間を Tと定義する．これを用いると，平均タスク達成時間は，T = 1
R 
0 Tadaで
求められる．これは，曲線と，y = Tで囲まれた領域の面積を意味する．例えば図 2.14(上)
では，上位 80%の最大タスク達成時間は 81秒 (T0:8 = 81)であり，平均タスク達成時間
(T 0:8)は図中の斜線部分の面積に比例する形で得られる．
T-Aグラフは，複数の異なるシステムの特性の差異を比較するために用いることが出来
る．比較の図を T-Aグラフの例を図 2.14(下)に示す．このグラフでは，AX()と AY ()の 2
つが比較されている．システムの有効性は，このグラフを比較することで評価される．注
目する点は 2つ観点から得られる．一つは制限時間の観点であり，もうひとつは達成率の
観点である．前者に注目するときは，ある時間内に達成されたタスクの数が重要な場合で
ある．例えば，解析者が，短時間に達成できるタスクの数に着目したいときなどが挙げら
れる．このようなときは，ある時間 に対する達成率 AtTauを比較することが有効である．
例として図の T-Aグラフにおいて，制限時間を 30秒と定めた場合の AX30，A
Y
30を比較する
と，AX30の方が小さい．よってごく短い時間においてはシステムXの方が有効であること
が分かる．後者は注目するときは，全体的な効率が重要な場合である．例えば，全体の 8
割のタスクを達成するための平均の所要時間に着目するときなどが挙げられる．このよう
なときは，Tに注目することが有効である．図のグラフを例にすると，T X と T Y では T Y
の方が小さいが，T X と T
Y
 では T
X
 の方が小さい．
注目すべき点を決めれば，各被験者ごとの実験結果を利用することで，ANOVAなどの
標準的な統計的検定を実行する．全ての値は同条件下における平均値として与えられるた
め，これらの要素は，制限時間とは無関係な公平な平均達成時間を得るために有効である．
2.8 FlexibleShortcutsの有効性の検証実験
まず，提案手法 FlexibleShortcutsについて，有効性を検証するために行った，従来型の
コマンド選択音声インタフェースとの比較実験について述べる．
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図 2.15 実験の手順
2.8.1 実験設定
実験タスクは，アプリケーションの操作を想定して，複数のアプリケーションの機能を
含んだ機能構造を用意し，問題文を見て，機能構造上で該当するコマンドを探すというも
のとした．
実験で用いた FlexibleShortcuts 用の機能構造は，ボイスチャット用アプリケーション
（SkypeTM) と，音楽・ビデオ再生用アプリケーション（Windows Media PlayerTM）のそ
れぞれのメニューの構造に従い構築した．各ノード名も，それぞれのメニューで使用され
ている単語をそのまま用いた．この機能構造の総ノード数は 291であり，そのうち葉の数
は 223である．また合計 91の類義語が付加された．また，FlexibleShortcutsにおける状態
依存言語モデルとしては，機能構造の現在のノードに依存し，その子孫ノードの順序関係
に基づいて自動生成される文法を利用した．
実験は，募集した被験者を 2グループに分け，タッチペンでGUI操作が可能なタブレッ
ト PCを用いて実施した．以降それぞれグループA，グループ Bとする．図 2.15に実験の
手順を示す．グループAでは，前半に提案手法であるインタフェースを用いて，音楽・ビ
デオ再生用アプリケーションを操作するタスクを 2セッション行った後，提案手法に対す
る評価を測るためのアンケートを取った．後半に比較対象であるインタフェースを用いて，
ボイスチャット用を操作するタスクを 2セッション行った後，同様にアンケートを取った．
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グループ Bでは，タスクの順番は同じに，提案手法と比較手法の順番を逆にして同様の手
順で実験を行った．各セッションは，20問のタスクから構成されている．2セッションに
分けることで，1セッション目はそのアプリケーションに初めて触れる状態を，2セッショ
ン目はそのアプリケーションにある程度慣れを持った状態をシミュレートしている．
提案手法，比較対象，どちらの場合でも，各設問において，それが正解の葉に遷移する
ことでタスクを達成したとみなした．正解と異なる葉を選択した場合は，その葉が正解で
ないという旨をGUIにより被験者に通知し，別の葉を選択するよう促した．1つのタスク
に対し，制限時間は設けず，葉の選択回数にも制限は設けなかったが，問題に対し正解と
なる葉が分からないと被験者が感じた時は，問題開始から 45秒経過した時点からギブアッ
プを可能とした．ギブアップされた場合は，正答を表示した．問題文を表示してから正解
の葉に辿り着いた時間までを，その設問あたりの所要時間とした．つまり，問題文を見て，
正解となる葉が何であるかを考える時間も所要時間に含まれる．
提案手法，比較対象，どちらの場合でも，アプリケーションについて一通りの説明を
し，被験者にも簡単にアプリケーションを操作してもらってから実験を開始した．入力に
ついては，どちらの場合でも，タッチペンによるツリーアイテム選択と音声入力の両方を
許可したが，基本的に音声入力を積極的に利用してもらうよう促した．またデコーダは
Sphinx-4 [22]を当研究室で日本語用に拡張したものを用いた．
2.8.2 比較対象
以上の条件に従い，以下の比較実験を行った．
 Flexible Shortcuts (Proposed) vs. Command & Control (C&C)
 Flexible Shortcuts (Proposed) vs. Menu-Based Interaction (Menu)
 Flexible Shortcuts (Proposed) vs. Menu-Based Interaction with Shortcuts (Menu+SC)
vs Command & Control
C&Cの音声インタフェースとして，全ての音声ショートカットが並列に置かれ，孤立単
語認識によってコマンドの指定を行う音声インタフェースを構築した．これは，機能構造
表現をした場合，全ての葉が根の直下に配置されているものであり．提案手法やメニュー
べースのように，階層構造を辿ってコマンドを探索することは出来ない．一部のパラメー
タを必要とする機能に関しては，そのパラメータを子ノードとして定義した．ショートカッ
ト名は，提案手法やメニューべースで用いる機能構造を元にして，機能構造で同じコマン
ドを指すノードの名称に準拠するように定めた．但し，「終了」など，複数のアプリケー
ションにおいて同一のコマンド名を持ちうるようなものについては，「アプリケーション
名+終了」などのコマンド名にし，コマンド名の重複を避けた．ショートカット数は 313
であり，そのうち 90が類義語である．被験者は 18～24歳の大学生 20名であり，各グルー
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プ 10名ずつに分かれた．被験者はこの実験のみに参加し，他の 2つの実験の被験者との
重複はない．
vs Menu-Based Interaction
メニューベースの音声インタフェースとして，提案手法と同様の機能構造を利用しなが
ら，孤立単語認識のみが利用可能な音声インタフェースを構築した．この際，待ち受け語
彙は現在のノードの直下の子ノードのみで構成される，すなわち，音声入力時に遷移出来
るノードがカレントノードの子ノードのみに限定される．認識可能語彙は子ノード及び類
義語のみであるため，認識精度は非常に高いが一度の入力で 1階層しか進めないため，イ
ンタラクションが増加し時間がかかることが予想される．被験者は 18～24歳の大学生 10
名であり，各グループ 5名ずつに分かれた．被験者はこの実験のみに参加し，他の 2つの
実験の被験者との重複はない．
vs Menu-Based Interaction with Shortcuts
メニューベースと C&Cを複合した音声インタフェースとして，上記のメニューべース
の音声インタフェースに，どのノードからでも全ての葉へダイレクトに移動できるショー
トカットを加えた音声インタフェースを構築した．ショートカット用の音声コマンドが全
ての葉に対し用意され，音声入力時の認識語彙は，現在選択しているノードの子ノード
のキーワードと，全てのショートカット用の音声コマンドとなる．ショートカット用の音
声コマンドは，C&Cとの比較実験で用いられたコマンド名と同一である．すなわち，各
ノードの待ち受け語彙は，そのノード直下の子ノードのキーワード一覧に，全てのショー
トカット (313語)を加えたものとなる．また，このインタフェース特有の機能として，機
能選択完了時に，その機能を直接呼び出すためのショートカット名を毎回ユーザに通知す
る機能を用意した．この機能は，実利用環境では必ずしも利用することはできないが，本
実験では，効果的に被験者がショートカット名を学習するための枠組みとして用意した．
被験者は 18～24歳の大学生 10名であり，各グループ 5名ずつに分かれた．被験者はこ
の実験のみに参加し，他の 2つの実験の被験者との重複はない．
2.8.3 主観的評価方法
インタフェースの主観的評価を測る方法として，本研究では Honeらが提案した音声イ
ンタフェースについての評価法である SASSI [23]の質問群を用いた．
SASSIは，音声インタフェースの様々な主観的評価法を調査し，先行研究からの知見に
基づいた主観的評価法を策定したものである．主な特徴として，アンケート形式を採って
いること，その解答は 7段階のリッカート尺度であること，また，最初に定めた質問群
を幾つかの研究に適用し，結果を統計的に分類をすることで，6カテゴリ 34問の質問に
絞り込んでいる点が挙げられる．6つのカテゴリはそれぞれ，System Responce Accuracy
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表 2.2 SASSIの質問項目の例
カテゴリ 質問文 肯定/否定
System Responce このシステムは振る舞いが正確だ 肯定
Accuracy このシステムとのやりとりは予測不能だ 否定
Likability このシステムは便利だ 肯定
システムの使い方を習得するのは容易であった 肯定
Cognitive Demand このシステムを使うときは高い集中力が必要となった 否定
このシステムは使いやすい 肯定
Annoyance このシステムとのやりとりは苛立つ 否定
このシステムは柔軟性に乏しい 否定
Habitability 時折正しい言葉を使っているか不安に思うことがある 否定
現状がどうなっているかわからなくなることがよくあった 否定
Speed このシステムとのやりとりは迅速であった 肯定
システムの反応はとてもゆっくりだった 否定
（システムの応答の正確性の観点）9問，Likability（システムに対する好感度の観点）9問，
Cognitive Demand（システムを使いこなすための心的負担の観点）5問，Annoyance（シス
テム使用時の不快感の観点）5問，Habitability（システムに対する理解のし易さの観点）4
問，Speed（システム応答及びそのやりとりの早さの観点）2問となっている．各カテゴリ
の質問の例を表 2.2に示す．肯定的な質問に対しての解答は，（1:強く反対～4:普通～7:強
く同意）となり，否定的な質問に対しての解答は，（1:強く同意～4:普通～7:強く反対）と
なる．
この実験においては，前半のタスクを 2セット行った後と，後半のタスクを 2セット行っ
た後に SASSIの質問に対して解答してもらい，そのタスクで扱ったインタフェースについ
て被検者の主観的評価をとった．
2.8.4 実験結果
以下，FlexibleShortcutsと比較対象について，制限時間を 秒と定めた場合のタスク達
成率を，それぞれ AP1 ，AC1 と表記する．同様にタスク達成率が となる時の平均タスク
達成時間を，それぞれ T P1 ，T P1 と表記する．
C&Cとの比較
T-Aグラフの結果と SASSIによるアンケートの結果を図 2.16にに示す．
制限時間をごく短くした場合は，C&Cが上回っているが (AP115 = 0:248(s:d: = 0:172)，
AC115 = 0:398(s:d: = 0:133)，p = 0:0033 < 0:005．また AP121 = 0:410(s:d: = 0:213)，AC121 =
0:503(s:d: = 0:146)，p = 0:1235)，それぞれのグラフは  = 27 で交差し，それ以降は
FlexibleShortcutsが上回る (AP139 = 0:785(s:d: = 0:136);，AC139 = 0:637(s:d: = 0:121)，p =
0:0018 < 0:005)．
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図 2.16 実験結果 1. Proposed vs. C&C. (左)Time achievement graph, (Session 1と Session 2
の “Proposed”は，Group AのMS1(MediaPlayer Session 1)と，Group Bの VS1(VoiceChat
Session 1)の平均, Group Aの MS2 (MediaPlayer Session 2)と Group Bの VS2(Voice Chat
Session 2)の平均. (図 2.15参照)). (右)SASSI (軸の項目:　A: System Response Accuracy, B:
Likeability, C: Cognitive Demand, D: Annoyance, E: Habitability, F: Speed )
また，C&Cの場合は，1セッション目の最大タスク達成率は，AC11 ' 80%知識や経験があ
る場合 (2セッション目)の最大タスク達成率は，AC21 ' 90%となる一方で，FlexibleShortcuts
の場合，1セッション目の最大タスク達成率は，AP11 ' 100%と高い値を得られる．つまり，
C&Cでは簡単なタスクに関しては，音声ショートカットの連想，記憶が可能であり，早く
タスクを達成できるが，それ以外では，タスク達成に時間がかかったり，あるいは達成で
きない．FlexibleShortcutsは，C&Cの「何と言えばいいか分からない」という欠点を解決
する手法と言える．更に，2セッション目のグラフはあまり差がなく，アプリケーション
に慣れを持つ場合は，FlexibleShortcutsで C&C並の効率を実現できることを示している．
アンケートでは，ほとんどのカテゴリでC&Cより提案手法の評価の方が高かった．また
システムの応答やシステムとのやりとりの早さについての評価 (F:Speed)に於いてもショー
トカットが発生するようキーワードを入力することで，目的の機能を短時間で選択可能な
提案手法が，効率の点でも好感度の高いインタフェースとみなされたことを示している．
Menuとの比較
T-Aグラフの結果と SASSIによるアンケートの結果を図 2.16に示す．
T-Aグラフから，提案手法とメニューべースを比較すると，どちらも十分な制限時間を
設けた場合のタスク達成率は高いが，特に制限時間を短くした時の平均タスク達成率に大
きな差があり，その傾向は 2セッション目で顕著になる (AP112 = 0:265(s:d: = 0:206)，AC112 =
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図 2.17 実験結果:Result of Proposed vs. Menu. (左)Time achievement graph, (右)SASSI. (各
ラベルは図 2.16と同様.)
0:035(s:d: = 0:067)，p = 0:0018 < 0:05，T P10:2 = 9:474(s:d: = 4:219)，TC10:2 = 14:338(s:d: =
2:574)，p = 0:0399 < 0:05，AP212 = 0:540(s:d: = 0:110)，AC212 = 0:110(s:d: = 0:107)，p =
0:0000 < 0:001，T P20:5 = 8:215(s:d: = 1:103)，TC20:5 = 14:400(s:d: = 2:116)，p = 0:0000 <
0:001)．メニューべースでは，例えメニュー構造を熟知した上で達成するのが容易なタス
クに取り組んだとしても，インタラクションの多さゆえに効率を大きく上げられない一方
で，提案手法に慣れるとショートカットを駆使し，目的のコマンドを素早く呼び出すこと
が出来る．よって提案手法は，メニューべースの欠点であった，効率の悪さを改善してい
ると言える．アンケートからも，提案手法の方がより苛立ちが少なく好印象を持てるイン
タフェースであることが読み取ることが出来る．
Menu+SCとの比較
T-Aグラフの結果と，SASSIによるアンケートの結果を図 2.16に示す．
T-Aグラフを見ると，提案手法とメニューべース+C&Cでは，ある程度慣れを持ってい
ると見なせる 2セッション目において殆ど差がないが，1セッション目では提案手法が大き
く上回っている (AP112 = 0:290(s:d: = 0:187)，AC112 = 0:130(s:d: = 0:127)，p = 0:0059 < 0:01，
また AP151 = 0:794(s:d: = 0:069)，AC151 = 0:72(s:d: = 0:0856)，p = 0:0475 < 0:05)．
メニューべース+C&Cでは，1セッション目において，タスク達成時またはギブアップ
時に，対象となったコマンドへのショートカット名を通知しているため，2セッション目
では，その知識を利用することで，C&Cのように短時間でタスクを達成できるようになっ
ている一方で，提案手法では，1セッション目のタスク達成時に，一意に特定できるキー
ワード列などを通知してはいない．それでも 2セッション目では比較対象と同じように，
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図 2.18 実験結果:Proposed vs. Menu+SC. (左)Time achievement graph, (右)SASSI. (各ラベ
ルは図 2.16と同様.)
つまりC&Cと同じように効率よくタスクを達成できていることが分かる．一方 1セッショ
ン目ではメニューべース+C&Cよりもグラフの立ち上がりが良いことから，1セッション
目の中で既に特定のコマンドを一意に特定するためのキーワード列を学習，利用出来てい
るためと考えられる．
2.9 Select&Voiceの有効性の検証実験
提案する GUIとのアナロジーに基づいたインタフェースと, 従来の対話形式のインタ
フェースを比較するための評価実験を行なった.
2.9.1 実験設定
スケジュール入力を行なうアプリケーションを 2種類のインタフェースを用いた場合で
使用し,被験者アンケートによる主観評価とタスク達成時間による客観評価を行った. 被験
者は 20代男性 12名で, 6名ずつの 2グループに分け，使用するインタフェースの順番を変
えた.
評価実験用アプリケーションとして，カレンダー機能のスケジュール入力アプリを用い
た．対話型システムでは「”項目名”を入力してください」といった音声ガイダンスの直
後に「ピッ」という開始合図音がなり,その後に続いてユーザが音声入力を行う. その動作
をすべての項目が入力完了するまで繰り返す. 認識誤りを起こした場合には,コントローラ
の戻るボタンを押して一つ前の項目に戻る.
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図 2.19 実験結果：(左)タスク達成時間．(右)主観評価結果．(device A: touch panel screen,
device B: controller+screen, device C: controller only)
実験タスクとしては，メール形式の文章で与えられた情報に従ってその内容のスケジュー
ルを入力する．提案システムでは,2.2節で述べた 3種類のデバイス環境について 1回づつ
計 3回のメール入力を行う．
比較する対話型システムは 1回のみ使用し，各被験者合わせて計 4回のメール入力を
行なう. 実験を始める前に実験タスクとアプリケーションの説明を簡単に行う．各インタ
フェースの説明は「入力したい項目を選択して,ボタンを押しながら音声入力をして下さ
い」など,一言程度の教示のみにとどめ，事前訓練は行わない事でユーザである被験者は
音声 UIの初心者という設定にした.
2.9.2 実験結果
各インタフェースを用いた場合のタスク達成平均時間とその 95%信頼区間を図 2.19(左)
に示す. 提案するインタフェースを用いた場合では, 対話型インタフェースに比べて，A,
B, C,のデバイス環境においてそれぞれ，41.6%, 37.6%, 36.8%，全体で 38.7%のタスク達
成時間を改善することできた.
また,デバイス環境Cの画面出力がない場合において,提案インタフェースと対話型イン
タフェースを被験者アンケートにより比較評価した．結果を図 2.19(右)に示す様に提案イ
ンタフェースの高い評価が得られた.
2.10 FlexibleShortcuts + Select&Voiceの実利用環境における有効
性の検証実験
FlexibleShortcutsと Select&Voiceを統合した車載用 PC上に実装された車載アプリケー
ションを用いて，被験者は実際に街中を運転しながら与えられたタスクを行った. 入出力
デバイス環境は，ダッシュボードに取り付けられた 7inch型インダッシュタッチパネルディ
42 第 2章 音声インタフェース基本方式の提供
図 2.20 車載実験環境
スプレイと，ハンドルに取り付けられたコントローラデバイスを用いて操作した. 車内の
様子を図 2.20に示す. ただし被験者は運転中であるので，タッチパネルは使えず，画面も
ほとんど見れない状況である. 被験者は 30代男性 1名で実験タスクは目的地設定，楽曲再
生，電話使用，スケジュール入力，などである. このタスクの中には，被験者が，実験前
に使用したことのあるアプリケーションを使用するものと，実験時までまったく使用した
ことの無いアプリケーションを使用するものが含まれている. 1時間程度アプリケーショ
ンを使用した後，被験者アンケートによる主観評価を行った.
被験者アンケートではユーザビリティに関する質問と，運転中の使用での安全性に関す
る質問を行った. まず，ユーザビリティに関しては，運転しながらでも，画面をほとんど
見ることなく，音声フィードバックを頼りに操作できることが確認された. また，「運転中
に画面をチラ見しながらタッチパネルで操作するよりもはるかに楽だった」という評価を
得た. さらに，Voice Widgetsの操作方法になれた後は，画面を見たこと無い初めて使うア
プリケーションも運転中に使用出来ることが確認された.
2.11 FlexibleShortcuts + Select&Voiceの画面がない環境における
利用可能性の評価実験
FlexibleShortcutsと Select&Voiceを統合した車載用 PC上に実装された車載アプリケー
ションを用いて，実験室にて画面のあり・なしによってどの程度利用可能性に変化が起き
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るかの評価を行った．
2.11.1 実験タスク
実験タスクは，アプリケーションの操作を想定し，複数の種類の機能を含んだ機能を用
意し，与えられた問題文から，機能構造上で該当するコマンドを探すというものとした．
さらに，問題で指定された機能の一部では，指定されたパラメータの入力をフォームにお
いて入力することを要求した．機能の選択，またはフォーム入力が完了すると，選択した
機能を機能を確認できるダイアログが表示されるようにした．
1つのタスクに対しては制限時間を設けず，被験者がある機能を選択し，それが問題文
に対し適切であると被験者が判断した時，試験官に自ら申告することを以て，タスクの達
成とした．また被験者が，問題に対し相応しいと思う機能が分からないと感じた場合は，
ギブアップを認めた．
問題文は被験者の手元にある用紙でいつでも確認することが出来るようにした．被験者
が問題を確認しコントローラのボタンを押した時点でその問題の時間計測を開始し，機能
の選択した時間，フォーム入力を完了した時間，タスク達成の自己申告またはギブアップ
が行われた時間を記録した．
実験で用いた機能構造は，カーナビゲーションに関する機能，通信に関わる機能，オー
ディオに関わる機能を含めて構築された．総ノード数は 44，またノードに付随する類義語
の総数は 31である．
フォーム入力が必要とされるものは，以下の 3つである．
 カーナビゲーション-地図-目的地設定-住所検索
 カーナビゲーション-交通情報-高速道路情報
 オーディオ-お気に入り
住所検索のフォームは，東京都の市区町村名を入力するコンボボックス (計 3つ)と地域
名を入力するテキストボックスを持つ．高速道路情報のフォームは，地方名を入力するコ
ンボボックス 1つを持つ．お気に入りフォームは，楽曲名を入力するコンボボックス 1つ
を持つ．
2.11.2 実験流れ
実験は 2回に分けて行われ，1回目と 2回目でおよそ 20日間の間が空けられた．被験者
は，16～48歳までの，男女合わせて 18名であった．被験者は 2グループに分かれた．前
半のセッションでは，全ての被験者が，共通の実験条件でタスクに取りかかった．後半の
セッションでは，グループごとに異なる条件で実験を取り組んでもらった．グループごと
の条件を，表 2.3に示す．画面出力の有無によって客観評価と主観評価にどの程度影響が
あるかを検証することを狙いとしている．
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表 2.3 グループと実験条件・画面出力の有無について
グループ 1日目 2日目
前半 後半 前半 後半
グループ A あり あり あり なし
グループ B あり なし あり あり
なお，その日画面なしのタスクを行うことになっている被験者は，トレーニングの後半
で，画面出力がない状態でのアプリケーション操作を練習した．
実験前教示
まず，被験者は，ビデオ視聴によるインストラクションを受けた．インストラクション
には，アプリケーションの操作方法，タスク内容，タスク達成条件などが含まれ，全体で
5分程度の長さであった．
トレーニング
アプリケーションやタスクへ慣れるために，インストラクションの後にトレーニングの
時間を設けた．被験者は，インストラクタから操作やタスクに関し適宜アドバイスを受け
ながら，最大 15分間トレーニングに取り組んだ．また，グループ Bの被験者は，トレー
ニングの中で，画面出力がない状態での操作を練習した．
トレーニングで使用したメニューや問題は，本番タスクと同様のものである．よって，
本番タスクは，ユーザがアプリケーションに対する慣れを持っていて，実行したい機能が
明確であり，それを実行するためにどういった操作を行えばいいか理解している，という
状況を想定できる．
前半セッション
被験者は，15分間で最大 20問のタスクに取りかかった．途中のタスクに取りかかって
いる状態で 15分経過してしまった場合，そのタスクはそのまま継続して取りかかっても
らい，残りのタスクについては打ち切りとした．
後半セッション
被験者は，グループ毎に指定された実験設定で，15分間で最大 20問のタスクに取りか
かった．途中のタスクに取りかかっている状態で 15分経過してしまった場合，そのタス
クはそのまま継続して取りかかってもらい，残りのタスクについては打ち切りとした．問
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題は，前半タスクで出たものが再度出題される．但し，問題の出現順番は変更してある．
アンケート
後半セッションが終了した後，被験者はアンケートへの回答を行った．アンケート内容
は，質問に対し，5段階のリッカート尺度で回答するものと，3題の自由記述形式だった．
被験者には，その日の後半の条件を想定してアンケートに回答することを要求した．つま
りその日の後半に画面出力がない状況でタスクに取り組んだ被験者には，画面出力なしで
アプリケーションを操作したことを思い返しながら回答してもらった．
まず，リッカート尺度で回答するアンケートの質問は，その内容で 4つのカテゴリに分
類した．
 カテゴリ 1：項目を選択する操作（画面）について
– 質問 1：あなたが意図した通りの振る舞いをしてくれましたか
– 質問 2：この操作（画面）は楽しめましたか?
– 質問 3：高い集中力が必要でしたか?
– 質問 4：同じ操作の繰り返しが多くイライラしましたか?
– 質問 5：正しい使い方（発話，操作）をしているか不安になることがありまし
たか?
– 質問 6：機器（画面）の反応は迅速でしたか?
 カテゴリ 2：データを入力する操作（画面）について
– 質問 1：あなたが意図した通りの振る舞いをしてくれましたか
– 質問 2：この操作（画面）は楽しめましたか?
– 質問 3：高い集中力が必要でしたか?
– 質問 4：同じ操作の繰り返しが多くイライラしましたか?
– 質問 5：正しい使い方（発話，操作）をしているか不安になることがありまし
たか?
– 質問 6：機器（画面）の反応は迅速でしたか?
 カテゴリ 3：システム全体について
– 質問 1：項目を選択する操作とデータを入力する操作の 2種類が混在して混乱
しませんでしたか?
– 質問 2：このシステムでは効率的な操作ができると思いますか?
– 質問 3：このシステムの操作方法は簡単におぼえられましたか?
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– 質問 4：このシステムの音声入力を積極的に利用したいと思いますか?
– 質問 5：このシステムを使いこなせるようになりたいと思いますか?
– 質問 6：機会があればこのような機器を所有したいと思いますか?
 カテゴリ 4：画面を見ないで操作した被験者のみ
– 質問 1：画面が見えなくても，2種類の画面があることに混乱しませんでしたか?
– 質問 2：項目を選択するとき，自分が今どの階層にいるのか把握できましたか?
– 質問 3：データを入力するとき，どんな入力項目があるのか，今何が入力され
ているのか把握できていましたか?
– 質問 4：このシステムなら画面を見なくても正しく操作できると思いますか?
– 質問 5：画面が見られない場面では音声入力を利用したいと思いますか?
– 質問 6：練習を積めば，画面がなくても効率的な操作が出来ると思いますか?
次に，自由記述形式で回答するアンケートの質問は，以下の通りである．
 質問 1：ヘルプを使用したか，またその時の有効性
 質問 2：システムの操作，画面で気に入った点
 質問 3：このインタフェースで気に入らなかった点
以上が 1日の実験行程である．各被験者につき，その日の実験開始から終了までの所要
時間はおよそ 1時間であった．1回目と 2回目で，グループ毎の条件以外は全く同じ行程
で実験は進められた．
2.11.3 実験結果
客観的評価
今回の実験では，機能選択またはフォーム入力が完了した時間をタスク達成時間と定め
た．よって，機能選択後にユーザがタスク達成の自己申告を行うまでの時間はタスク達成
時間に含まれていない．また，被験者によっては，セッション内で未実施のタスクが発生
したが，未実施のタスクはギブアップと同じものとして扱った．以降，2つのグループを
まとめ，画面出力の有無で比較を行った. 画面出力の有無による，後半セッションそれぞ
れの T-Aグラフを図 2.21に示す．画面出力がない状態では，画面出力がある状態に比べ
タスク達成の効率は落ちるが，画面出力がない状態でも，最大タスク達成率は 97%となっ
た．これは，画面出力がある状態での操作経験を基にして，画面出力がない状態でも，高
い確率で目的のコマンドを呼び出すことが可能であることを示していると言える．
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図 2.21 後半セッション，画面の有無による T-Aグラフ.
主観的評価
まず，リッカート尺度によるアンケートについて述べる．カテゴリ 1からカテゴリ 4に
ついて，各グループごとのアンケート評価の分布を図 2.22,図 2.23に示す．図 2.22から，
画面出力がない状態では，コマンド選択，パラメータ入力それぞれで，画面出力がある状
態に比べて主観評価がやや下がっている．しかし質問カテゴリ 3の質問 4～6については，
画面出力がある状態での評価を上回っている．また質問カテゴリ 4の 5～6についても，高
い評価を得ている．これらの質問は，主にシステムに対する所有意欲や練習意欲について
の質問であり，この設問に対する評価が高いことは，多くの被験者が，画面出力がない状
態でも音声を利用してシステムを操作出来ると感じ，そしてより上達したいと考えていた，
と考えることが出来る．この点は，この音声インタフェースの潜在的な普及可能性の高さ
を示していると考えられる．
次に，自由記述形式アンケートの結果について述べる．まず質問 1のヘルプの使用に関
して，実験 1回目では，使用したと回答した被験者は 18名中 3名で，その 3名は，画面
がない状態でのヘルプは有効だと思うと回答した．2回目では，被験者がアプリケーショ
ンの操作方法やメニューの構造に慣れを持ったため，ヘルプの利用者はいなかった．質問
2について，音声入力についての好印象を回答した被験者は，18名中 15名だった．質問 3
について，音声入力に対して何らかのマイナス印象の回答をした被験者が 4名であった．
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図 2.22 評価の分布:(上)質問カテゴリ 1. (下)質問カテゴリ 2.
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図 2.23 評価の分布:(上)質問カテゴリ 3. (下)質問カテゴリ 4.
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図 2.24 1日目前半セッション，年齢層ごとの T-Aグラフの差異
2.11.4 議論
被験者 18名について，実験 1日目前半セッションについて，10～20代，30代，40代の
3グループに分けた T-Aグラフを図 2.24に示す．年齢層が上がるほど，タスク達成効率が
減少することが読み取れる．
また，10～20代の被験者は，コントローラの操作が他の年齢層よりも迅速だった．これ
は，携帯電話や TVゲームなどで，十字キーを持ったコントローラを操作する経験が多い
ためと考えられる．
またアンケートにおいて，質問カテゴリ 3の質問 1や，質問カテゴリ 4の質問 1から質
問 4など，システムの状態把握に関する質問については，年齢層が上がるに連れ，評価は
減少した．質問カテゴリ 4について，10～20代，30代，40代の 3グループに分けたアン
ケート結果を図 2.25に示す．以上より，現在の設計では，ユーザが高齢になればなるほど，
習熟は長引くと考えられ，何らかの対策を講じる必要がある．しかし，カテゴリ 3の質問
4～6や，カテゴリ 4の質問 5～6などから，提案する音声インタフェースを使用したいと
いう意欲や，操作方法を習得したいという意欲は，グループや年齢層に関わらず高いこと
が分かった．
今回の実験では，ヘルプ機能を利用したユーザは少数であった．また，後半セッション
を画面出力がない状態で取りかかった Bグループの被験者から，“画面がない時のヘルプ
は便利だ”という意見と，“画面がない時のヘルプは混乱する”という意見の両方が得られ
た．このため，全てのユーザに混乱を与えないヘルプの提示方法，またユーザがよりヘル
プを利用しやすくする方法を考える必要がある．
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図 2.25 質問カテゴリ 4，年齢層ごとの評価の分布
2.12 知見の共有
本章で述べてきた良質な音声インタフェース設計に関する知見を，開発支援技術として
確立するためにいは，その知見の効果的に共有する枠組みが求められる．本節では，この
ような知見を開発者間で共有するために用意したサービスについて述べる．
2.12.1 パタン・ランゲージを用いた設計指針の記述と知見の共有
第 1章で述べたように，音声インタフェース設計に関しては，モデルを単純に抽象化し
て設計論を検討するのは非常に困難だということがわかる．そこで本研究では，パタン・ラ
ンゲージ [24]を用いて音声インタフェースの設計指針を記述する．パタン・ランゲージと
は，ある状況下で繰り返し発生する問題と，熟練者によって得られるて解決策のセットで
あるパターンの集合であり，特定の分野で発生する複数の問題に対して一般的で抽象的な
解法を提供する．全てのパターンには名前が付けられ，通常どのパターンも同一のフォー
マットで記述される．また，それぞれのパターンはその問題の前提条件や解法によって新
たに発生する問題によって互いに関係を持ち，全体の問題領域に対して最適な解法として
体系立てる．
例えば音声認識アプリケーション設計のためのパタン・ランゲージの場合，問題をマル
チモーダルインタフェース設計として捉え，問題の前提条件として，ポインティングデバ
イスの有無，キーボードデバイスの有無によってパターンをそれぞれ記述することができ
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図 2.26 パタン・ランゲージを用いた設計指針の知見共有サービス
る．また，孤立単語認識を利用したCommand & Controlや，大語彙連続音声認識を利用し
た音声対話システム等，様々なアプローチをそれぞれ別の問題に対する別のパターンとし
て記述する．さらにそこから発生する別の問題に対する解法をさらにそれぞれ別のパター
ンとして記述することで，音声認識アプリケーション設計のための共通の解法として提供
することが可能となる．また，解法をパターンとしてまとめそれを知見として共有するこ
とで，特定の特徴をもったインタフェースに明確な名前が定義されるようになり，開発者
間のコミュニケーションコストの低下が見込まれる．
本研究では，Wikiとメーリングリスト管理システムが統合されたウェブベースのグルー
プ・コミュニケーション・システムである qwikWeb [25]を用いた，良質な音声インタフェー
スの設計指針の共有の場として用意した (図 2.26)．また，このサービスでは，第 3章に
て述べる，実利用環境における実際のユーザの振る舞いを分析し，設計したインタフェー
スが実際にどのように利用されているかの知見を得るためのサービスと連携が可能であ
る．すなわち，ここで検出された問題の解決には，前述のパタン・ランゲージを利用し，
得られた知見をもとに開発者はアプリケーション・インタフェースの改善を行い，それを
Proxy-Agentの枠組みを用いて実環境に対して配信する．さらに，これらの分析結果をケー
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スとしてまとめ，前述のwikiに対してケースとして登録を行う．このような循環の枠組み
をを支える基盤として，このサービスは用意されている．
2.13 むすび
良質な音声インタフェース設計を可能にするために必要な開発支援技術の確立に必要な，
良質な知見の蓄積と，それらを共有するための枠組みの構築を行った．まず，アプリケー
ションにおける実行する機能選択の手法として, FlexibleShortcutsを提案した．それぞれの
コマンドに対して複数のキーワードを持たせ，入力されたキーワードの列から,意図する
コマンドを特定とすることを基本アプローチとし，さらに，そこにコマンド間の関係を記
述した機能構造と呼ばれる木構造を用意し，中間のノードへの遷移を可能とするものとし
た．これによりメニューベースのように木構造の探索が出来ることで初心者でも目的のコ
マンドに辿り着けることを保証しつつ，エキスパートは C&Cのように素早く目的のコマ
ンドを呼び出すことが可能となった．
さらに．実行に際しパラメータの設定が必要な場合に備え，パラメータ入力用のインタ
フェースとして Selec&Voiceを利用し, FlexibleShortcutsと Select&Voiceを利用した，ユー
ザ手動の高透過で高効率なアプリケーションを製作した. また，アプリケーションを構成
する要素である，コントローラ，音声フィードバック，音声ヘルプの利用方法，そして機
能選択用 GUIの設計指針について述べた．
FlexibleShortcuts，FlexibleShortcuts+Select&Voice，それぞれについて有効性を検証する
ための実験が行われ，その内容を報告した．まず，客観的評価を与えるための手法として，
T-Aグラフを提案し，その用例について述べた．
FlexibleShortcutsの検証実験では，主な従来手法である，C&C，メニューベース，メニュー
ベース+C&Cとの比較を行った．その結果，FlexibleShortcutsが，初心者が目的のコマンド
に辿り着けることを保証しながらエキスパートは効率良くコマンドが選択でき，従来手法
の長所を合わせ持ったインタフェースであることを確認した．また主観評価の面でも，多く
のユーザに好まれるインタフェースであることを確認した．FlexibleShortcuts+Select&Voice
の評価実験については，画面出力がある場合とない場合の比較を中心に報告した．ある程
度使用経験のあるアプリケーションならば，画面出力がない場合でも高いタスク達成率を
保てることが分かった．また提案するインタフェースでは，音声入力に対して好意的な感
想が多く得られ，また，所有意欲や習熟意欲が非常に高いインタフェースであることが分
かった．
知見の共有の枠組みとしては，パタン・ランゲージを用いた設計指針の共有の枠組みに
ついて述べた．また，実際に共有のために立ち上げたWikiベースのシステムを紹介した．
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3.1 はじめに
本研究の目的は，良質な音声インタフェースを備えたアプリケーション開発を支援する
ために，双方向型音声認識アプリケーション開発パラダイムを実現する基盤技術を確立す
ることである．本章では，開発パラダイムの実現において中心的な役割を担う，利用者の
実際の振る舞いのモニタリング機能を効率的かつ効果的に実現する技術について述べる．
音声認識アプリケーションの開発を支援する技術として，アプリケーションが利用する
音声認識エンジンの構築を支援するという観点からは，如何にして音声認識エンジンの構
成部品を用意し，組み立てるかに関する研究・開発が進められている．HTK [26]は，音
声認識システムを動作させるのに必要なモデルを構築するためのプログラム等を併せ持つ
ツールキットとして提供されている．また，日本語ディクテーション基本ソフトウェアで
は，日本語環境で音声認識システムを動作させるために必要なモデルが合わせて提供され
ている [27]，低レベルな処理から高レベルな処理まで多種多様な処理をスクリプト言語に
よっての呼び出し可能にしたツールキット [28]等も開発されている．これらの多くは，主
に音声認識技術の専門家が音声認識システムを構築するために必要なソフトウエアとして
提供され，自由度が高く，広い範囲での利用が可能である．しかしながら，音声認識技術
全般に関する深い知識が要求され，一般のアプリケーション開発者が容易に利用できるも
のではない．このような問題に対し河原らは，オープンソースの音声認識エンジンである
julius [29]を対象とした，必要なモデルの選択と適切なパラメータ設定の自動生成を行う，
Juliusカスタマイズサイトを提供している [30]．ここでは，音声認識エンジンを使用する
環境やハードウェアスペック，言語モデルや音響モデルをアプリケーション開発者が選択
することで，その用途にあったエンジンの実行キットのダウンロードが可能となる．項目
の選択には音声認識技術に関する深い知識を必要とせず，アプリケーション開発者の負担
を大きく減少させる．しかしながら選択可能なモデルや設定は運営者によってのみ用意さ
れ，あらかじめ用意されていないモデルを利用する場合には自前で用意する以外の選択肢
がない．
音声認識エンジンを利用するアプリケーションを開発するという観点からは，如何にして
エンジンをシステムに組み込むかに関する研究・開発が行われている．Windows SAPI [31]
や Java SAPI [32]は標準的な音声認識用APIとして設計され，アプリケーションはこれら
の APIを用いて直接エンジンを参照する．標準的な APIを用いることで開発者はエンジ
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ンの違いを意識せずにプログラミングを行うことが可能となる．しかしながら実際には，
実用的な精度で音声認識エンジンを動作させるためにはアプリケーション依存のモデルや
構成が求められることが多く，アプリケーションは特定のエンジンに依存する形で開発せ
ざるを得ない．さらにこのようなモデル，すなわちアプリケーションがエンジンを直接参
照するモデルの場合，エンジンに対する共通の機能拡張は困難となり，標準化されていな
い機能は全て個別開発が必要となる．すなわち，共通の機能拡張の枠組みが存在しないた
め，アプリケーションやエンジンごとのアドホックな拡張が随時行われることとなる．
これらの問題に対し本研究では，アプリケーションや音声認識エンジンに対して横断的
に適用可能な汎用的な機能拡張の枠組みを実現するものとして，Proxy-Agentを用いた音
声認識システムの枠組みの提案を行う．特に，双方向型の開発パラダイムを実現するため
に必要な，以下に示す機能の提供を可能にする枠組みを検討する．
 利用者の入力音声や振る舞いを含む，音声アプリケーションのモニタリング機能
 モニタリングした情報をネットワーク経由でサーバに送信するフィードバック機能
 フィードバックデータの分析に基づく，音声入力や振る舞いに関する統計データの
提供機能
 音声認識エンジンのモデルデータや機能モジュール，利用者に対する入力音声改善
指示等の配信機能
上述の機能を，特定のエンジン，特定のアプリケーションに組み込むことは比較的容易
である．しかしながら，このような個別対応では，フィードバック情報の集積がその機能
を組み込んだ特定のエンジン，アプリケーションに限られてしまい，そのメリットを共有
できるユーザが限られ，効果の広がりに欠ける．ここでは情報の収集と知見の共有とをよ
り大規模に行うことを考え，多くのエンジン，アプリケーションで組み込み可能な形でモ
ニタリング技術を提供するインフラストラクチャとして目的の機能を実現するアーキテク
チャを設計する．
3.2 Proxy-Agentアーキテクチャ
本研究で提案する Proxy-Agentアーキテクチャの基本方式について述べる．Proxy-Agent
では，前節で述べた基本機能の実現と，実際にその用途の広がりを可能にするために，以
下に示すプラットフォームとしての前提条件を満たすように設計されている．
容易な導入 既存のアプリケーションに対する付加機能としての音声認識機能の導入に利
用可能であり，必ずしも本格的な音声対話システムを対象としない
エンジンの自由選択 アプリケーション開発者が望む音声認識エンジンを利用できる
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図 3.1 Proxy-Agent概要
軽量・マルチプラットフォーム 車載情報機器や PDA端末を含む，小型デバイス上への導
入が可能
オフライン動作 ネットワークへの常時接続を必ずしも必要としない
自動更新機能 配信された情報を利用した自動更新機能をサポート
Proxy-Agentアーキテクチャは，Proxy-Agent，Application，Engine-Adapter，Device-Adapter
の 4つの要素，およびサーバサービスから構成される (図 3.1)．Proxy-Agentとは，アプリ
ケーションと音声認識エンジンの間に入ってその連携を担当するソフトウェアであり，ア
プリケーションから音声認識エンジンに対する制御信号と音声認識エンジンの入出力に関
する情報の収集を行う．Engine-Adapterとは，1つ以上のプラグイン群から構成される仮
想音声認識エンジンオブジェクトを表し，音声認識機能の実装が含まれる．認識対象とな
る入力データはDevice-Adapterから取得する．Device-Adapterとは実際の入力デバイスか
らのデータ取得ロジックを包含したデータ提供オブジェクトであり，Proxy-Agentはデバ
イスからエンジンへのデータの流れを中継することで，実際に対象となるデータを収集す
る．Engine-AdapterもDevice-Adapterも Proxy-Agentに対するプラグインとして用意され
る．アプリケーションは Proxy-Agentとメッセージの送受信を行い，Engine-Adapterの機
能を呼び出す．
Proxy-Agent は，その名前の通り “プロキシ” として振舞う．つまり，Proxy-Agent が
Engine-Adapter や Device-Adapter のインタフェースを包み隠すのではなく，クライアン
トはそれらのインタフェースをそのまま呼び出せるようにする．また，エージェント自身
のインタフェースを追加して公開することで，アプリケーションや Engine-Adapterから付
加機能の呼び出しも可能にする．さらに Proxy-Agentはネットワーク経由で外部のサービ
スとの連携を可能にし，アプリケーション・音声認識エンジンのいずれにも属しにくい機
能をプラグインとして実装可能にする．
Proxy-Agentアーキテクチャは，その構造上の特徴を活かし，前節で議論した機能の実
現を容易にする．
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まず，アプリケーション，エンジン，デバイスのデータの流れを中継するために，モニ
タリング機能は容易に実現可能となる．また，Proxy-Agentが追加APIを公開することで，
アプリケーションの状態や認識対象の特徴，前後のユーザの操作等の，付加情報が付与さ
れたモニタリングデータの収集が可能となり，収集データの分類・分析が容易になる．
さらに，外部のサービスと連携することによりフィードバック機能及びサーバからの配
信情報の取得機能が実現される．フィードバック情報が一箇所に蓄積されることにより，
多数のユーザを対象とした振る舞いの分析と統計データの算出が可能となる．最終的には，
実使用環境に適した語彙や類義語の作成，モデルの構築，が可能となり，双方向型の開発
パラダイムの実現が見込まれる．
この枠組みにより，アプリケーションや音声認識エンジンの主とする機能ではないが重
要な機能の埋め込みを容易にする．アプリケーションやエンジンに直接機能の埋め込みを
行う枠組みと比較すると，開発者はこれを，開発するアプリケーションのドメインや利用
するエンジンに依存しない，音声認識アプリケーションの共通の開発基盤として利用する
ことが出来る．これにより，広範囲のアプリケーションでの拡張機能の適用が可能となる．
Proxy-Agnetによって実現を目指される，音声認識システムの標準的な機能拡張のための
枠組みが備える主要の機能を以下に示す．
Extension capability 全ての拡張機能が Proxy-Agentに対するプラグインとして拡張可能
であること
Networking capability ネットワーク経由でのサーバ連携が可能であること
Monitoring capability 実利用環境における実行時の情報が取得可能であること
Upgrade capability 実利用環境におけるプラグインの継続的な更新が可能であること
Sharing capability 言語リソースやコンポーネントの実装，フレームワーク等の開発者間
での共有が可能であること
3.2.1 仮想音声認識エンジン
Proxy-Agent型の音声認識システムでは，音声認識エンジンは仮想音声認識エンジンとし
て利用される．仮想音声認識エンジンはプラグインによる機能拡張の枠組みを有し，Engine-
Adapterと Device-Adapterから構成される Adapter インスタンス (図 3.1)によって管理さ
れる．プラグインは，音響モデルや発話区間検出機能モジュール等の音声認識エンジンの
構成要素から，音声認識エンジンそのもの，またはアプリケーション開発者が用意したア
プリケーション特有の音声認識エンジンの操作プラグインまで自由な粒度で構成される．
そのインタフェースは，音声認識エンジンと拡張機能のインタフェースの集合として公開
される (図 3.2)．操作プラグインは，従来はアプリケーション側に記述されていた，音声
認識エンジンの操作ロジックを埋め込んだプラグインであり，アプリケーション毎に用意
される．音声認識エンジンと蜜に結合した操作プラグインが仮想音声認識エンジンに登録
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図 3.2 仮想音声認識エンジン (エンジンの APIはプラグインの APIの集合として自動的
に再定義される)
されることにより，それを呼び出すだけのアプリケーションと音声認識エンジンとの関係
を疎結合とすることが可能となる．また，さらにそこで作成したプラグインを他のアプリ
ケーションからの利用することで，音声認識アプリケーションに関する知見の共有を可能
にする．
また，仮想音声認識エンジンは，デバイスからの入力の取り扱いや，コンポーネントの
プラグイン，ロードの枠組みに関する基本機能のみを提供し，標準インタフェースの定義
等はエンジン開発者が自由に行えるようにする．すなわち，エンジンの基本構成や部品間
のインタフェースは，音声認識エンジンプログラムごとに独自の観点で定義する．しかし
ながら同時に，全ての部品が同一のプラグインの枠組みで開発されるために，VADや雑
音除去といった一部のプラグインを組み込むことも可能である．これによりエンジンの独
自性を妨げることなく，エンジン横断的な部品から，あるエンジン専用の部品まで，様々
な部品を組み合わせての音声認識エンジンの構築が可能となる．
また，簡易なアダプタであれば設定ファイルのみで構築できるような枠組みを用意し
た．この枠組みでは，利用する仮想音声認識エンジンを構成するEngine-AdapterとDevice-
Adapterのパラメータを設定ファイルとして用意することでの独自の仮想音声認識エンジ
ンの利用を可能にした．また，この設定ファイルを自動生成するためのウィザードを開発
し，簡易なエンジンの場合はコーディングレスでのアダプタの定義が可能である．
3.2.2 Proxy-Agent API
アプリケーションが利用する Proxy-AgentのAPIは Proxy-Agent Application Programmer
Interface(PA-API)として定義されている．アプリケーションは，このインタフェースを用い
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て Proxy-Agentと通信を行う．アプリケーションと Proxy-Agentとの連携は，ローカルホス
ト上のTCP/IP接続，もしくは同一のEclipse RCP上で Java APIの呼び出しによる．TCP/IP
接続用のドライバとして，JavaとC++の実装を開発した．アプリケーションと Proxy-Agent
の連携用に拡張性の高いXML形式のメッセージ交換プロトコルを定義することで，エー
ジェントやエンジンに出す具体的な処理要求の内容を自由に拡張出来るようになっている．
3.2.3 プラットフォーム
プラットフォームとして Eclipse RCP(Rich Client Platform) [33]を採用し，設計・開発を
行った．Eclipse RCPとは，非常に拡張性の高いプラグインアーキテクチャを提供するプ
ラットフォームであり，Javaベースのオープンソース統合開発環境である Eclipseの基盤
として開発されている．本研究では Proxy-Agentを Eclipseプラグインとして開発し，RCP
Applicationとして実行可能にした．つまり，前節で説明した Proxy-Agent，Engine-Adapter,
Device-Adapterを全て Eclipse Pluginとして実装した．また，それらに対するプラグインも
全て Eclipseプラグインとして実装可能にした．これにより，Eclipse IDEの提供する統合
開発環境を利用した Proxy-Agentのプラグイン開発，Eclipseが利用する標準的な枠組みに
従ったネットワーク経由でのプラグインの管理・更新機能,及び Javaによるマルチプラッ
トフォーム性等をサポートした．エンジンの更新情報を Proxy-Agentに対して配信するた
めの枠組としては，Eclipseの提供する更新用UIを利用した配信に加え，API経由での更
新を可能にした．また，Proxy-Agentのモニタリング機能によって得られたフィードバッ
クデータを管理するためのサーバシステムの実装を行った．ここでは，Proxy-Agentを利
用したアプリケーションを登録・管理するためのウェブシステム，収集されたデータを参
照・管理するためのユーザ登録・管理システム，フィードバックデータの参照・管理シス
テムを実装した．
3.3 モニタリング機能の実装
3.3.1 データ収集プロセス
Proxy-Agentに，認識エンジンに対する入出力を自動的に収集する枠組みを実装した．収
集されるデータとしては，実際にエンジンが認識処理に利用した入力音声データの全てが
保存される．具体的には，Device-Adapterから読み取られたデータを自動的に保存用ディ
レクトリ (リポジトリ)に保存する．読み取られるデータの終端は，アプリケーションから
の認識停止メッセージを受信するか，認識エンジンによって発話区間の終端が検出され，
エンジンの認識処理が停止するまでとなる．また，エンジンからの出力である認識結果も
Proxy-Agentが受け取り，それをアプリケーションに対して送信すると同時に，そのデー
タもリポジトリに保存し，それまでの入力データとの関連付けを行う．データ収集機能で
は，入力音声 (PCMとWAV形式)，認識結果 (バイナリ形式)，ログ情報 (XML形式)が保
存可能である．
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図 3.3 モニタリング時のタグ付与
ログ情報とは，アプリケーションからの制御メッセージや，データに対するタグに関す
る情報であり，Proxy-AgentによってXML形式で保存される．タグは，データに対するメ
タ情報としてアプリケーションやエンジンアダプタ，Proxy-Agentから付与される．タグ
はその情報が有効となるスコープを持ち，そのスコープ内で保存された全ての入力音声に
対して情報が付与される．スコープの種類とその範囲，タグが実際にデータに付与される
様子を図 3.3に示す．
3.3.2 タグを利用したデータ分類機能
Proxy-Agentにより収集されたタグ付きデータを，そのタグ及び認識結果を用いて自由
な階層構造で出力する機能をプロキシエージェントに対するプラグインとして実装した．
プラグインは，Proxy-Agentのコンテキストメニュー (ウィンドウズのタスクバーに表示さ
れている Proxy-Agentのアイコンを右クリックすると表示される)に出力用のメニューを
追加し，そこが選択されたら設定画面を表示する．設定画面では，出力するデータが収集
された期間と，分類に利用するタグ名のリスト，及び出力先のディレクトリを指定する．
タグ名のリストはデータの分類先のディレクトリ構造を表し，データはその末端のディレ
クトリに格納される．Proxy-Agentは出力要求を受けると，ログファイルをパースしなが
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図 3.4 タグを利用したデータ出力機構
らタグの値にしたがってディレクトリを作成し，末端のディレクトリにデータを出力する．
例えば，タグ名のリストが fA!y!xgであり (図 3.4 (左))，あるデータのタグの値がそれ
ぞれ fA=△, y=●, x=○ gである場合，そのデータは f ./△/●/○ g以下のディレクトリに出
力される (図 3.4 (右))，．
この枠組みを用いることで，アプリケーション設計時にはデータに対してフラットなタ
グ付けを行いながら，分析時には必用なデータを分析しやすい階層構造で出力し，効率的
なデータの利用が可能となる．
3.3.3 データ収集実験システムの開発
音声による旅行情報のデータ入力アプリケーションを実験用アプリケーションとして開
発した (図 3.5)．Proxy-Agentとは別の独立したプロセスで動作し，TCP/IPの接続を用い
て連携する．このアプリケーションでは，ユーザインタフェースの相違による音声入力の
特徴の変化を調べるための，音声認識機能を用いたデータ入力を行う．比較対象のインタ
フェースは 4種類でそれぞれ 10の入力項目を持つ．入力項目毎に 1つのネットワーク文
法が割り当てられ，その項目の入力には割り当てられた文法を用いた音声認識処理が実行
される．実験時には被験者毎の個人情報として，年齢と性別の入力を求める．
音声認識エンジンは Sphinx-4 [22]を用いた．アプリケーション用のプラグインとして
は，Sphinx-4のプラグインとネットワーク文法をロードする拡張機能を用いた．また，文
法の定義は全てプラグインにまとめ，アプリケーションからはその名前のみを指定した．
タグの情報としては以下の情報を付与するようにした．
 serialNumber被験者の番号
 age被験者の年齢
 gender被験者の性別
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図 3.5 実験用データ入力アプリケーション概要: (左)ユーザが項目を選択, (右)音声入力.
 interfaceインタフェースの識別子
 category入力項目
 grammar音声認識に利用した文法
3.3.4 データ収集実験と結果の分析作業
大学構内のカフェテリアにて，昼食後の学生や職員のボランティアを被験者として実験
を行った．実験では合計 78名の被験者から，合計 908回の音声入力データが得られた．収
集された入力音声は，視聴によるフィラーの発生頻度と発話様式の変化の分析に用いら
れた．
分析用データは，インタフェースとカテゴリに付与されたタグで分類を行い，実際に視
聴することでその比較を行った．分類のために新たなプログラムの作成等は必要なく，手
軽にデータが分類された．また，タグさえ付与されていれば，設計時に予定しなかった組
み合わせでもデータの比較を行えることも確認出来た．
実験を通して，アプリケーション利用者の入力音声や振る舞いの分析に必用な情報が，
アプリケーション開発者の適切なタグ情報により，自動的かつ効率的に収集可能であるこ
とが示された．また，データの分析時には，タグ情報に従ったデータの出力機能を用いる
ことができ，作業の効率化に有効であることを確認した．
3.3.5 パフォーマンスへの影響測定
Proxy-Agentを利用した音声認識アプリケーションにおいて，モニタリング機能の有無に
よるパフォーマンスへの影響を計測した．また同時に，Proxy-Agnetの有無によるパフォー
マンスへの影響も合わせて計測した．評価手法としては，Sphinx4アダプタを利用した音
声認識アプリケーションを構築し，音声ファイルを対象とした音声認識処理のターンアラ
64 第 3章 音声認識アプリケーション構築プラットフォームの提供
表 3.1 Proxy-Agent使用時のパフォーマンス比較実験結果
認識対象音声・VAD設定 w/ ALL w/o Logging w/o Proxy-Agent
[sec] [sec] [%] [sec] [%]
3.1秒・VADあり 1.500 1.483 -1.1% 1.438 -4.3%
3.1秒・VADなし 3.094 3.125 1.0% 3.056 -1.2%
5.9秒・VADあり 3.928 3.906 -0.6% 3.897 -0.8%
5.9秒・VADなし 5.170 5.131 -0.8% 5.053 -2.3%
ウンドタイムを計測した．音響モデルはASJ-JNASを利用し，語彙数 2万語の条件で連続
音声認識を行った．計測は 11回行い，2回目から 11回目までの合計 10回の平均を処理時
間として比較した．比較対象は，以下の 3通り．
 Proxy-Agentを利用し，モニタリング機能によるロギングを利用
 Proxy-Agentを利用するが，モニタリング機能によるロギングを無効
 Proxy-Agentを利用せず，直接音声認識エンジンを利用
評価結果を表 3.1に示す．表からわかるように，モニタリング機能の有無によるパフォー
マンス劣化は，認識処理の時間が最も短いケースで最大となり，その割合は 1.1%にすぎ
なかった．また，Proxy-Agentそのものを利用しないケースと比較しても，劣化の割合は
4.3%と，十分実用的なパフォーマンスで利用可能なことが確認できた．
3.4 フィードバック機能の実装
3.4.1 フィードバックデータ受信サーバ
Proxy-Agentから，フィードバックデータを受信するためのサーバシステムの設計・設
置を行った．サーバシステムは，フロントエンドサーバとバックエンドサーバの 2階層か
ら構成される．前者は DMZ(DeMilitarized Zone)に配備され，直接インターネット上のク
ライアントからの接続を受け付け，データの受信を行う役割を担う．後者はフロントエン
ドサーバからの接続のみを受け付け，データの長期保存・計算処理等の役割を担う．
また，フィードバックデータの受信処理を行うサーバソフトウェア (レシーバ) の開発
を行った．レシーバは DMZ上で動作し，Proxy-Agentからフィードバックデータを受信
する．SOAP(Simple Object Access Protocol; XMLをベースとしたメッセージ交換のための
プロトコル仕様)のインタフェースを持ち，アップロードされたデータをローカルのディ
スクに保存する．Proxy-Agentとの回線の品質が保障されていないため，データのアップ
ロードは一定の細かい単位ごとに行われる．そのためにアップロードの状態を保持し，回
線が切断された場合でも以前途中からのアップロードの再開機能 (レジューム機能)を備え
ている．
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3.4.2 フィードバックプロセス
Proxy-Agentにフィードバック機能を実装した．Proxy-Agent上にフィードバックデータ
管理スレッドが起動され，リポジトリに保持しているデータの圧縮・アップロード・削除
を行う．Engine-Adapterが起動してから停止するまでに収集されたデータを 1回の単位と
してアップロード処理を行う．
以下にフィードバックの手順を示す．
1. Proxy-Agentは，リポジトリからアップロードの対象を決定．この際，対象がディレ
クトリの場合はそれを圧縮．
2. 対象のファイルのアップロード情報が既に存在するかをチェック．
 存在しない場合：アップロードするファイルの情報をサーバに送信し，IDを含
むアップロード情報を受信しそれを保存．
 存在する場合：アップロード情報を読み込み，アップロード IDを取得．
3. アップロード IDをサーバに送信し，サーバに既にアップロードされているファイル
の容量を取得．
4. サーバにある容量の続きからデータをアップロード．
5. 全てのデータのアップロードが完了した時点で，ローカルのファイルを削除
6. 1に戻る
3.5 フィードバックデータ視覚化
知見の共有のために用意したフィードバックデータの視覚化サービスと，それを用いた
実利用環境のモニタリングデータの分析手法について述べる．
3.5.1 モニタリング
Proxy-Agentは，その稼働時に以下の情報を自動的に記録する．
 アプリケーションからの制御信号 (開始・停止)
 エンジンからの出力 (認識結果)
 エンジンへの入力 (入力音声)
認識結果はテキスト形式で，入力音声は PCM形式でクライアント端末上のリポジトリに
保存される．制御信号は入力音声と認識結果と関連付けられる形で，別途生成されたログ
ファイルに記録される．また，アプリケーション開発者は，以下の情報をさらに付与する
ことができる．
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 入力音声に対するタグ
 セッションに対するタグ
 アプリケーションに関するタグ
 イベントタグ
付与されたタグ情報は，対象となるデータの検索や分析のために利用される．セッション
は，アプリケーション開発者がAPI経由で任意のタイミングで分割することができ，視覚
化はそのセッション単位で行われる．イベントタグは時系列の情報をログに残すのに使用
される．記録されたログは定期的，もしくはユーザが指定したタイミングでサーバに対し
て自動的にアップロードされる．サーバに対してアップロードされたタグデータは，サー
バ上で分析されログファイルの内容がデータベースに格納される．
3.5.2 フィードバックデータの検索
アプリケーション開発者は視覚化サービスに対してログインを行うと，そこで自身の
アプリケーション識別子が付与されたフィードバックデータの検索が可能となる．アプリ
ケーション識別子はアプリケーション開発時にあらかじめ取得しておき，Proxy-Agentに
対して登録をしておく．検索時には，ユーザ識別子やアプリケーションの開始時間，終了
時間，フィードバックデータ中に含まれる認識結果やタグ情報を入力する．検索結果は一
覧形式で表示され，各々のフィードバックデータ毎に ID，実行時間，タグ情報，および
データに含まれるセッションの一覧が表示される．
3.5.3 フィードバックデータの視覚化
開発者がセッションを選択するとその情報が視覚化されて表示される．図 3.6に例を示
す．図 3.6の右側のボックスにはアプリケーションによって付与されたイベントタグの情
報が表示される．中央ににはエンジンに対する認識開始・停止の信号と，エンジンに対し
て入力される音声データが時系列に沿って，画面左側のボックスには，それぞれの入力に
対して得られたエンジンの認識結果が関連付けられて表示される．イベントタグは，画面
上部に設置されたコンボボックスを用いて出力する項目の選択が可能となっており，注目
するイベントを選択し，ログを分析する．音声データにはスピーカアイコンとタグアイコ
ンが設定されており，スピーカアイコンをクリックすると，その区間の音声データ (エン
ジンに対して入力された音声データ)が再生される．タグをクリックするとその音声デー
タに関連付けられたタグの一覧が表示される．また，認識結果のボックスには編集アイコ
ンと確定アイコンが設定されており，音声データ確認した後に，認識結果が正しければ確
定アイコンをチェックし，異なる場合は編集アイコンをクリックして内容を編集する．編
集された項目は文字列の色が赤くなり，正解データと区別される．これらの正解・不正解
のデータはサーバ上に保存され，将来の利用に備えられる．
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図 3.6 フィードバックデータの視覚化
3.6 開発・分析事例
本節では提案システムを用いて開発を行った評価システムに関して，実際に知見や資源・
部品の共有が実現出来たかを評価する．また，実際にシステムのモニタリング機能を有効
にし，フィードバックデータを分析することで，実利用環境のユーザの振る舞いに関する
分析が可能かを評価する．
3.6.1 アプリケーション開発
アプリケーションは，第 2章にて紹介した，機能選択用インタフェースとして Flexible
Shortcutsを，データ入力用インタフェースとして Select&Voiceを備えたインタフェースを
利用した実験用アプリケーションを用いた．この実験用アプリケーションでは，事前に開
発したアプリケーションからの部品の共有を行った．すなわち，Flexible Shortcutsを実現す
るために必要なモジュールが Proxy-Agentのプラグインとして抽出されていた (図 3.7(上))
ため，新規の開発ではそれをそのまま用いた開発 (図 3.7(下))が可能であった．また，こ
のアプリケーションでは，機能選択インタフェース用の機能構造をXML形式で与えるが，
そこから辞書の自動生成にあたって，第 4章にて述べる，語彙情報サービスから読み情報
の取得を行った．この連携機能に関してもプラグインとして用意されており，開発効率の
向上に Proxy-Agentを用いた部品の共有が有効であることを実証した．
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図 3.7 部品の共有の実現. (上)部品の共有のための再設計. (下)部品の共有のためのEclipse
環境で利用可能なアップデートサイト
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Click was recognized 
as push
図 3.8 決定ボタンのクリックが長押し (音声認識開始)として動作したことがわかる例
3.6.2 実験ログの分析
実際に実験を行った被験者 17名分の振る舞いを，フィードバックデータの視覚化より
分析した．分析は以下の手順で行った．
1. 対象となるデータをアプリケーション識別子と日付で検索
2. 適当なセッションをランダムに選択し，傾向を分析
3. 注目するデータを決定し，全被験者の全セッションを分析
まず，傾向の分析により以下の知見が得られた．
 実験システムでは決定ボタンの長押しにより音声認識を開始しているが，ボタンの
クリックにより決定をしたつもりが，システムによって長押しと判断され，音声認
識が開始してしまったケースが見られた (図 3.8)．
 音声認識をほとんど利用しないユーザが見られた (音声入力が画面に表れない)．
以上の点を踏まえ，全セッションの分析を行った．結果を表 3.2に示す．表中の分析時
間は，セッション視覚化の画面を開き，そこの音声認識の結果と入力音声を聴き比べ，認
識結果が正しければチェックを，誤認識であれば正解の入力を，また，クリックが長押し
と判断されていないかどうかのチェックをするのに要した時間の合計を表わす．表中の音
声利用をしたかどうか，上級者的な振る舞いをしていたかどうか，意図しない認識処理が
発生していたかどうかは，全てログの分析結果から容易に判断することができた．語彙の
見直しとしては，“オーディオ”という発話がほぼすべて (8割ほど) “オーディオ　オン”と
誤認識される被験者が 1名いたが，他の被験者では問題はなかったため，特に大きな語彙
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表 3.2 被験者 17名の全セッション分析結果
全被験者の全セッション総時間 9610 [sec]
全被験者の平均セッション時間 565 [sec]
全被験者の全セッション分析時間 3679 [sec]
全被験者の平均セッション分析時間 216 [sec]
全セッションの合計認識回数 217 [回]
全セッションの合計誤認識回数 57 [回]
誤認識のうち意図しない認識処理 16 [回]
全被験者の認識率 79.6 [%]
音声を利用しなかった被験者数 6 [人]
上級者的利用方法の被験者数 5 [人]
意図しない認識処理が 5回以上 2 [人]
設計の問題は見られなかった．他にも，今回はイベントタグとして全てのキー操作も保存
されていたため，ログデータからほぼすべてのユーザの振る舞いを分析出来ることが確認
された．
以上のように，フィードバックデータの視覚化から良質な音声インタフェース構築のた
めに有効な分析結果を得られることが確認された．
3.7 むすび
本稿では音声認識アプリケーションにおける利用者の実際の振る舞いをモニタリングす
る技術として Proxy-Agentアーキテクチャを提案し，Eclipse RCP上にそのシステムを構
築した．プロトタイプでは，モニタリングを可能にするためのアーキテクチャ，連携技術，
及びデータに対するタギング技術について実装を行った．また，データ入力用アプリケー
ションを開発し，プロトタイプシステムのモニタリング機能が，データ収集と分析の観点
から有効に動作することを確認した．
さらに収集したデータをサーバに対してフィードバックする機能を実装し，収集データ
の一元管理と，サーバ上でのデータ分析機能を実現した．サーバ上で実際にフィードバッ
クされたデータの分析を行い，実際に実運用されているフィードバックデータから，シス
テムの改善に効果的なデータが得られることを確認した．
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サービスの提供
4.1 はじめに
本研究の目的は，効率的な音声認識アプリケーション開発の実現のために，双方向型音
声認識アプリケーション開発パラダイムを実現する基盤技術を確立することである．本章
では，言語資源を用いたアプリケーション開発において，言語資源を共有することで開発
の効率化とその品質の向上を図るための，語彙情報共有サービスに関して述べる．
音声認識アプリケーション開発における最も重要かつ困難な作業の一つとして，システ
ムが認識可能な語彙の適切な設計と，実際に利用されている語彙のメンテナンスが挙げら
れる．適切な語彙はアプリケーション依存で決定されるため，開発者はそのアプリケーショ
ンに適した語彙を個別に設計する必要がある．例えば，スポーツ番組のディクテーション
を行う際には，スポーツ関係の語彙を，レストランナビゲーション用の音声認識システム
を構築する際には，料理関係の語彙や住所，レストラン名を網羅的に用意する必要がある．
しかしながら，このような特定の属性をもった語彙を網羅的に設計する枠組みは存在せず，
非効率な手作業が必要となる．また，VoiceNote [5]のように，音声コマンドによる操作が
可能なアプリケーションを構築する場合，ユーザビリティの観点から標準的な音声コマン
ドを念頭に置いた語彙設計が求められる．しかしながら，音声コマンドの語彙の標準化は
未だ進んでおらず，実際に利用される語彙を開発者が事前に推定するのも難しい [3]．過
去に作成された類似タスクの語彙情報の流用しようとしてもそれらの情報の共有に関する
枠組みは存在せず，過去に作成された語彙情報の活用も困難である．さらに，適切な語彙
の収集や適切かどうかの判断，読み情報の付与はアプリケーション毎に個別に人手で行わ
れ，これらを効率的に解決するための枠組みは用意されていなかった．
アプリケーション用に設計した語彙は一度設計したら完成というものではなく，実際に
適切な語彙情報の利用を可能にするためには，継続的な語彙情報のメンテナンスが必要と
なる．例えば Podcastle [34]のような，新規性・話題性の高い単語が多く現れる音声を対象
としたディクテーションシステムでは，関連する話題のコーパスをウェブから収集したテ
キストを用いて逐次更新し，言語モデルと語彙を頻繁に更新することで音声認識の精度向
上を図っている．またクラス N-gramを用いたアプリケーションの場合，クラス毎に生起
する単語を厳密に定義する必要があるが，開発時に定義した語彙やその生起確率が全く変
化しないとは考えにくい．さらに，カーナビゲーションシステムのような音声認識アプリ
ケーションでは，住所名の変更や新規の施設名への対応が求められる．このような日々増
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殖・変化する語彙を逐次更新するため，ウェブ上の情報資源を基に語彙リストを構築する
手法がとられることがある．しかし，ウェブ上で提供されるサービスは語彙情報取得に特
化しているわけではなく，そこから必要な情報の抽出が必要である．さらにこれらの枠組
みは，アプリケーション開発毎に個別に設計・実装される必要があり，作業負荷や精度・
効率の面で問題がある．また，更新された語彙情報を実利用環境に配信するための枠組み
も求められる．
そこで本研究では，アプリケーションに用いる語彙情報作成の負荷を低減するため，語
彙情報をアプリケーション開発者で共有する枠組みを提案する．そのためにあらゆる分野
の語彙情報を一元化されたオンラインデータベース上に蓄積し，共有のウェブサービスと
して提供する．音声認識アプリケーションの語彙情報の管理にウェブシステムを利用した
例として，w3voice [35]やMusicNavi [36]がある．w3voiceでは音声認識アプリケーショ
ンをWebサービスとして共有し，ユーザの作成したWebサイトから利用できるようにす
る枠組みを提案している．また，音声認識用辞書を共有することにより，認識用語彙情報
のユーザ間での更新を実現している．MusicNaviでは楽曲に関する語彙の辞書をオンライ
ンデータベースの形で共有し，音声認識システムに用いている．しかし，これらのシステ
ムで蓄積された語彙情報は指定されたアプリケーションのみでしか扱えず，ユーザの作成
したアプリケーションに組み込むための枠組みは提供されていない．また，音声認識・言
語処理アプリケーション全般を対象とした語彙情報の共同管理の枠組みは存在しない．そ
れに対して本研究では，自由に利用可能な形式で語彙情報を集約し，簡単な要求を投げる
だけで必要な語彙情報を得ることができるようなウェブベースの枠組みを実現する．また，
クローラによるWeb資源からの自動収集の枠組みと，利用者の集合知を利用した半自動
的な語彙情報作成の枠組みを構築し，データベースの増強を図る．さらに，利用者の要求
を保持し，データベース上の語彙の情報が更新されたり，新規の語彙が追加された際に利
用者やアプリケーションへ反映される機構を用意する．この枠組みを Proxy-Agent [37]の
ような音声認識システム拡張の枠組みと組み合わせることで，語彙情報の動的な更新が可
能な音声認識アプリケーション開発の新しい枠組みの実現を目指す．
4.2 集合知を利用した語彙情報の収集・共有・管理サービス
本研究では，これまで各々の開発者がアプリケーション毎に用意していた語彙定義のプ
ロセスを一元化する枠組みを構築し，語彙情報作成の効率化と作成された語彙の高精度化，
またそれに伴う知見の集約を図る．具体的には，語彙情報を集中管理するためのオンライ
ンデータベースシステムを構築し，それを利用者に公開する．分野や品詞，粒度 (語を構
成する単位の大きさ：単語や複合語，助詞を含んだ節)にとらわれない，多種多様な語を
対象とする．語彙情報としては，語とその読み情報，その語のメタ情報を扱えるようにす
る．また，利用者による語彙情報の追加・修正を可能にし，集合知を利用した語彙メンテ
ナンスの実現を図る．以下に提案システムが満たすべき，集合知による語彙メンテナンス
を実現するための条件を述べる．
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Data Intensive Systems 音声・言語アプリケーションで必要な語彙情報を提案システム
に集約し，その利用価値を高める．そのために，単一の語の読み情報の取得から，アプリ
ケーション用語彙の作成・管理まで，語彙情報に関連する全ての作業を提案システムで完
結できるようにする．またシステムを広く公開し，自然と語彙に関連する情報が集約され
るような枠組みを提供する．
Lexicon Lifecycle アプリケーション用の語彙の新規作成から，その継続的な更新まで包
括的な解法を提供する．そのために，システムが保持する膨大な情報元から利用者が必要
とする語を選択する枠組みを構築する．また，新しくデータベースに追加された語彙 (新
着語と呼ぶ)から，必要とする語彙のみを効率的に扱える枠組みをあわせて構築する．
Cooperative Framework 語彙情報を必要とするアプリケーション同士のゆるやかな連携
を可能にする．すなわち，アプリケーションで使用する語彙の定義と追加・修正された語
彙情報の共有を可能にする．また，インタフェースを広く公開し，音声・言語アプリケー
ションに限らず，さまざまなアプリケーションからの利用を可能にする．これにより，他
の多くアプリケーションで利用される語彙情報や語彙定義情報へのアクセスを実現し，自
然発生的な標準語彙の利用を可能にする．
以降，これらの特徴を満たしたシステムを構築するための，本研究における具体的な実
装のアプローチを述べる．
4.3 基本アプローチ
4.3.1 WWW上の語彙資源の利用
例えば利用者が標準語彙やレストラン名の一覧，地名の一覧など様々な語彙を取得でき
るようにするため，データベースは初期の段階で十分な量の基本語彙とその語彙に含める
情報が用意されている必要がある．標準語彙の整備には例えば ipadic1 などのWWW上で
入手可能な既存の辞書を活用する．また，ユーザのアップロードによる語彙追加の枠組み
も設け，語彙の増強を図る．加えて，レストラン名の一覧などの日々更新される語彙につ
いては，システムが情報源を随時巡回する機能を持つ必要がある．それを実現するため，
クローラを用いてWWW上の語彙資源から随時語彙情報を収集するようにする．こうす
ることにより，データベース内の語彙の新規性の維持や開発者間での標準語彙の共有が実
現できる．他所を巡回し，その情報を引用する際には語彙情報の収集元の情報も保持，明
記し，権利上の問題に配慮する．
1ipadic version 2.7.0,http://chasen.naist.jp/stable/ipadic/ipadic-2.7.0.tar.gz
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4.3.2 クエリベースの目的語彙の選別
例えばシステムがデータベースに蓄積した様々な語彙から，施設名の一覧のみを取得す
るなど，特定の語彙の集合のみを取り出せる必要がある．データベース内の全ての語を利
用者が 1つずつ判定して取り出すようなことは事実上不可能であるため，特定の語彙の集
合を端的に表現する手段を用いて目的語彙を選別しなくてはならない．また，新着語につ
いても同様で，新着語の中で目的語彙に沿った語のみが利用者の持つ語彙に追加される必
要がある．例えば施設名の一覧には施設名のみが新しく追加されることが好ましい．そう
いった観点から，データベースから必要な語彙を選別するための手段そのものを特定語彙
を表す手段として用いて，全ての新着語から必要な語のみを獲得する枠組を定める．
大量の情報から目的の情報を得る方法でまず考えられるのが，既存の多くの検索エンジ
ンで採用されている，検索条件としてのクエリを用いたものである．検索条件の結果を語
の集合とすれば，語の集合をクエリで表しているといえる．このような機構を実現するた
めには，検索の際に用いられるメタ情報を語彙自身が持つ必要がある．Yahoo!カテゴリ2
はWebページへのリンクにクラスの情報を持たせ，そのクラス情報を基にWebページへ
の参照を提供するサービスである．これを語彙取得に応用し，“クラスタリングにより語
彙にクラスの情報を持たせ，検索の際にクラスを指定し,そのクラスに属するような語彙
のリストを作る．”といった形が考えられるが，不特定多数のアプリケーションに対応す
るため語彙の一意なクラスタリングは難しい．そこで一意なクラスタリングを用いず，語
彙に対してのメタ情報として自由なタグ付けを許し，そのタグ名とクエリの一致によって
語彙を選別する方法をとる．その際のタグの情報は既存の語彙辞書やユーザ定義，Webな
どの分類の情報から幅広く回収し，多くのクエリへの対応を図る．
4.3.3 ウェブベースのアプリケーション連携
例えばある利用者がホテル名の一覧を作成するとき，他の利用者が一度ホテル名の一覧
を作成していたならば，その情報を有効に活用できる枠組みが求められる．すなわち，他
のアプリケーションに用意した語彙と語彙定義の情報を他のアプリケーション用の語彙設
計時に利用できる機能を備え，その機能を用いて効率的な語彙設計をサポートするシステ
ムが必要である．提案システムでは，利用可能性を高めるために，ウェブベースのアプリ
ケーションとしてこの語彙設計用アプリケーションを構築する．これらを実現するため，
データベースには利用者が語彙リストを作成したときに用いたクエリと追加・削除した語
彙の情報を併せて保持する．他の利用者が同じクエリによって語彙の検索を行ったときに
はこれらの情報を提示し，直接利用できるようにする．また，語彙リスト生成時に保持し
た情報を用いて，新しくデータベースに追加された語を選別し，利用者に通知する．利用
者は通知された語を語彙リストに追加ができる．追加された際，他の利用者がその語彙リ
ストを利用していた場合は，その利用者に対して語彙リストに追加された語を新しい語と
して通知する．このことにより，語彙情報作成の負荷を低減させるだけではなく，新着語
2Yahoo!カテゴリ, http://dir.yahoo.co.jp/
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の追加などの語彙の管理を分散させることができる．
語の読みの情報などの語彙に含まれる情報に不備があった場合に備え，利用者が効率的
に不備を修正し，その結果を共有できる枠組みを用意し，データベースの正確性の向上さ
せる必要もある．これを実現するために，利用者によって修正された語も新着語同様に他
の利用者に通知する機能を持たせる．
さらに，すでに運用中のアプリケーションに対して，更新された語彙の配信を可能にす
る枠組みも必要である．すなわち，アプリケーションを対象としたインタフェースを備え，
提案システムと音声認識アプリケーション間の連携を可能にする．提案システムでは，ア
プリケーション同士のゆるやかな連携を可能にするため，このインタフェースをウェブサー
ビスとして提供する．特に，Proxy-Agent [37]のプラグインとしてこのウェブサービスと
の連携を実装することで，音声認識エンジン・アプリケーションによらない汎用的な語彙
情報更新の枠組みの提供を可能にする．
4.4 提案システムの実現における課題とその対応手法
4.4.1 語の粒度不均一問題
様々な情報源から語の粒度を定めずに語彙を収集するため，比較的汎用性の低い，粗い
粒度の語が多く含まれる可能性がある．例えばデータベース内に「早稲田大学理工学部」
といった語があるにもかかわらず，「早稲田大学」や「理工学部」などのより汎用性の高
い語が存在しないなどである．このようなことはデータベースとしての有用性を損ねてし
まう．
この問題に対し，データベース上の粒度の粗い語はより小さい粒度の語に分割し，分割
された語を新規語彙として利用する (ここでは細粒度語と呼ぶ)．最も細かい粒度の語の単
位は形態素とする．
4.4.2 タグの付与指針不統一問題
様々な情報源からタグの情報を収集した場合，タグの付与指針が異なるため，検出率が
低下する恐れがある．例えばタグ情報としてオンライン百科事典Wikipedia3の記事のカテ
ゴリ情報を採用して，「早稲田大学」に「東京都の大学」をタグ付けし，「明治大学」には他
の情報源によって「大学」をタグ付けしていた場合などである．このようなことは検出率
の低下を引き起こす．例えば「大学」のタグで「早稲田大学」が検出ができない．
この問題に対し，タグの細粒度化とタグの伝搬というアプローチをとる．タグ情報とな
る語にはその上位概念となる語が多いが，そういった語の名詞を含んだ細粒度語が，より
上位の概念を表すという傾向がある．例えば「東京都の大学」に対しては「東京」「大学」
「東京都」「東京都の」「の大学」がより上位の概念を表す語となる．この傾向を利用して，
3Wikipedia,http://ja.wikipedia.org/wiki/
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図 4.1 タグの細粒度化とタグの伝播
語彙に対して付与された，タグとなる語の細粒度語も，タグ情報として利用する．例えば
「早稲田大学」に「東京都の大学」がタグ付けされた場合には，その形態素「東京」「都」
「の」「大学」もタグ情報として保持する (図 4.1)．この情報を基に「東京都の大学」の各
細粒度語をタグ情報として利用できるようにする．こうすることにより，粒度の細かい語
をタグとして利用することができる．
4.4.3 利用者クエリとタグ情報の乖離問題
利用者はデータベース内のタグの付与状態を把握していない上，タグの情報はクローラ
によって随時更新されるため，作成した目的語彙に対して入力したクエリが最も適切にそ
の語彙を表しているとは限らない．つまり，その後の新着語の獲得が適切になされないと
いうことになる．例えば，東京都の大学名の一覧を最も適切に表すクエリが「東京 and大
学 and施設」であったとする．この時，利用者が東京都の大学名の一覧を取得するために
「東京 and大学」をクエリとして指定した場合，その後の新着語獲得において「and施設」
で取り除かれるべき語も取得してしまう．
これに対し，システムによるクエリ再生成の枠組みを導入するアプローチをとる．この
枠組みでは，利用者が編集した語彙定義情報を表すものとして利用者が入力したクエリを
そのまま用いるのではなく，編集した語彙を基にシステムが判定した，そのデータベース
上で最も適したクエリを用いる．このシステムが再生成したクエリを利用者に通知するこ
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とで，利用者クエリとタグ情報の乖離を最小限にする．こうすることにより，前述した例
で利用者が「東京 and大学」を入力したとしても，システムが利用者の編集状態より「東
京 and大学 and施設」を判定するため，利用者は最も適した新着語獲得規則を利用するこ
とができる．さらに，システムがクエリの生成作業を常時行うことにより，随時更新され
ていくタグの情報にも対応することができる．
4.4.4 語彙定義基準の不透明問題
他の利用者の語彙定義情報を利用する際，その語彙選択の基準が明確でないと利用が困
難になる．例えば，他の利用者が「東京 and大学」で出力したリストを編集したものだと
分かったとしても，その編集が東京都の大学名という基準で編集したものであるのか，東
京都の大学に関係するものという基準で編集したものであるのか，または違う基準で編集
したものであるのかは不明である．将来の新着語獲得にも影響を及ぼすため，このような
語彙選択基準の曖昧なものを採用することはシステムの正確性の低下を招いてしまう．
これに対し，利用者が編集した語彙情報をそのまま共有するのではなく，その語彙を表
すクエリを共有する方法をとる．これにより，語彙の選択基準が明確になり，情報の曖昧
性の問題が解決される．利用者の編集した語彙とクエリで出力される語彙とに生じる差は，
システムによるクエリ再生成において最小限にされる.
4.5 語彙情報共有のシナリオ
システムを構築するに当たっての語彙情報の整備のシナリオを以下に示す．
1. 語の読みの情報と分類の情報を既存の辞書やWebリソースから収集
2. 分類の情報をタグ情報とし，情報源の情報と共にデータベースに登録
3. 語を形態素に分割し，タグ情報として利用
4. 1～3を繰り返し，語彙を拡充し続ける
次に語彙リストの生成と共有のシナリオを示す．
1. クエリに指定されたタグ条件を基に語彙のリストを出力
2. 出力結果を編集し，保存する
3. ユーザの編集した結果はクエリの形で他ユーザから利用可能になる
4. 3で編集した結果に近いクエリを生成
5. 生成したクエリを規則として，2の結果に新規語彙を追加し，通知する
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6. ユーザは新規語彙のみを編集
7. 4～6を繰り返す
8. 3でリストが他ユーザから利用されていた場合はその編集が逐一反映される
4.6 プロトタイプシステムの開発
前節で述べたシナリオをサポートする，プロトタイプシステムの開発を行った．図 4.2
に概観を示す．本システムはWebアプリケーションとして動作し，データベースの利用は
Webブラウザ上で行う．
データベースでは，語の綴りの情報，読みの情報，収集元の情報を保持し，語の綴りの
情報から読みや収集元の情報への関連を持つようにした．タグも語として登録され，語と
語との関連としてタグを定義するようにした．また，タグには役割を表す語を関連付けら
れるようにした．例えば品詞を表すタグには “品詞”の語への関連を持つようにする．
他の開発者が定義した語彙情報を共有するために，保存語彙の情報を 1つのリスト情報
として保持するようにした．その際，新規語彙の追加をサポートするため，クエリの情報
もリスト情報に含めるようにした．保存語彙の情報からクエリの情報へ関連を持たせ，そ
のクエリ・時刻で出力した語彙と保存語彙との差分の情報を保持し，関連を持たせた．
さらにタグの伝播のアプローチを行うため，タグの形態素も予めタグ情報とした．形態
素解析にはMeCab4 を使用した．タグとして利用する語の読み情報は各形態素の読みから
推定するようにした．
4.6.1 語彙情報の収集
最初に保持すべき基本語彙としては ipadic version 2.7.0の語や日本郵便郵便番号データ
ベース5 の地名情報を利用した．表 4.1に今回までに使用している語彙の情報源とその中
で用いた情報を示す．2009年 1月 26日時点で合計 965171語のデータを保有するデータ
ベースを構築した．
日本郵便の郵便番号データベース，三菱電機 EPGデータは，CSV形式で与えられ，そ
こから必要な情報を抽出した．はてなキーワード API6 は，はてなキーワードのコンテン
ツを任意のアプリケーションから利用するためのAPIであり，キーワードの読みとカテゴ
リ情報を直接APIから取得した．Yahoo!辞書 -新語探検7，イザ語8，はいずれもニュース
や話題語が得られるサービスであり，HTMLを解析し，読みとカテゴリの情報を取得し
4MeCab: Yet Another Part-of-Speech and Morphological Analyzer,http://mcab.sourceforge.net/
5日本郵便，郵便番号データダウンロード,http://www.post.japanpost.jp/zipcode/download.html
6はてなキーワード, http://d.hatena.ne.jp/keyword
7新語探検，http://dic.yahoo.co.jp/newword
8イザ語, http://www.iza.ne.jp/izaword/
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図 4.2 語彙情報システム外観
(上)クエリの入力，不適切語の削除及びリストの名前入力画面．(下)語の詳細情報提示
画面
80 第 4章 音声認識アプリケーション開発支援サービスの提供
表 4.1 語彙整備に用いた情報源
情報源 語彙種類 タグ情報
はてなキーワード 時事語彙 カテゴリ
イザ語 時事語彙 カテゴリ，種別
Yahoo!百科事典 基本語彙 カテゴリ
Yahoo!新語探検 時事語彙 ジャンル
FC2キーワード 時事語彙 カテゴリ
Wikipedia 時事語彙 カテゴリ
ipadic 基本語彙 品詞
日本郵便 地名，事業所名 都道府県，地名
ホットペッパー 飲食店名 都道府県，ジャンル，レストラン名
ぐるなび 飲食店名 都道府県，カテゴリ，レストラン名
じゃらん 宿泊施設・温泉名 都道府県，宿，宿名，温泉，温泉名
DMM.com アーティスト・曲名 アルバム名，アーティスト名，曲名
歌詞タイム 曲名 ジャンル，曲名
ASCII.jp IT・ビジネス用語 e-Wordsの分野情報
経済新語辞典 経済用語 e-Wordsの分野情報，経済
iFinance 金融・経済用語 カテゴリ，金融，経済
e-Words 分野，タグ情報のみ
カタカナ英単語 英字
音訳の部屋・医学用語 医学用語 医学，医学用語，病名など
人名録 KEY PERSON 有名人名 種別，人名，人物
生年月日データベース 人名 人名，人物
ChakuWiki カテゴリ
ニコニコ大百科
ニコ典 タグ
MusicNavi Webサービス 人名 人名
三菱提供 EPG抽出語彙 有名人名など 人名
Wikipediaシソーラス 類義語
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た．ホットペッパーWebサービス9，ぐるなびWebサービス10，じゃらんWebサービス11，
MusicNavi Webサービス [36]からは，WebAPI経由で地名や店名，カテゴリ，人名等をク
エリとして語彙情報を得た．また，Wikipediaで対象語を検索し，該当項目があった場合に
その関連語のタグ付けを試みた．HTML内の表や箇条書きを関連語とする手法 [38]があ
るが，Wikipediaには記事の下部に独立した要素としてカテゴリ情報があるため，HTML
を解析し，その情報のみを抽出してタグ付けを行った．その際，カテゴリの語が新規の語
であったときはその語も登録し，それに対してもタグ付けを行った．その他，合計 27の
サイトからのメタ情報・読みの収集をお粉ている (表 4.1)．
4.6.2 語彙リストの作成・保存
ユーザは検索画面上部のフォームにクエリを入力する．クエリは and,or,notや括弧によっ
て複数の条件を指定できる．クエリの入力後，フォームの下の検索結果出力画面にそのク
エリでの検索結果のリストが表示される．ユーザはその中で不適切だと思われる語に対し
て，その名前の左にあるチェックボックスをオンにし，削除ボタンを押して不適切語を除
去する．リストの右隣にはリストの名前を入力し，登録するフォームがある．ユーザはこ
こにリストの名前を入力して登録すると各形式へ出力するための保存画面が現れる．希望
する形式のボタンを押すと，その形式でリストがダウンロードできる．出力形式は CSV
ファイルや Julius孤立単語認識用辞書形式などが用意されている．リストを表示した際，
各語の右隣には語の詳細情報画面へのリンクと修正ページへのリンクがあり，ユーザはこ
こから語彙のタグ情報や情報源へのリンクを参照したり，1語単位での修正ができる．
ユーザが作成した語彙リストはデータベースに保持され，検索画面右部に生成リスト詳
細画面へのリンクが表示される．ユーザはここから過去の語彙リストの作成・更新の履歴
が参照できる．
今回作成したプロトタイプシステムでは新規語獲得規則を得るためのクエリの生成は行
わず，語彙リスト生成時に用いたクエリを新規語の獲得規則に使用している．語彙リスト
生成後に新しくデータベースに追加された語でこのクエリの条件に合致したもののリスト
を生成リスト詳細画面の下部に表示する．リスト内の不適切語に対してチェックボックス
をオンにして除去し，語彙リストを更新することができる．
4.7 クエリベースによる語彙リストの正確性評価
プロトタイプシステムを用いてクエリによる語彙リスト表現の正確性について評価を
行った．
9ホットペッパー.jp,http://www.hotpepper.jp/
10ぐるなび,http://www.gnavi.co.jp/
11じゃらん net,http://www.jalan.net/
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4.7.1 評価方法
目的を決め，それに対してクエリベースの検索での出力結果の正確性を評価した．その
際の評価基準として以下のような適合率，再現率と F値の値を使用した．
適合率 = 適合文書数
検索結果文書数
再現率 = 適合文書数
正解文書数
F値 = 2 適合率 再現率
適合率 +再現率
ここで適合文書数は出力結果中の目的を満たす語の数，検索結果文書数は出力結果の語
の数，正解文書数はデータベース内の目的を満たす全ての語の数である．
目的の語が十分に含まれると思われる検索クエリを決め，その出力結果から目的に該当
しない語を人手で取り除く．こうして作られたリストを正解文書と仮定する．このときに
使ったクエリを基準クエリ，基準クエリでの出力結果を基準セットと呼ぶ．データベース
や基準セットに含まれない目的の語はここでは無視する．
正解文書に近くなるようなクエリを“基準クエリに付け加えるクエリ”という条件の下
で探す．基準セットの語に付けられた全てのタグに対して，各語にどのタグが付けられて
いるか否かを属性変数として決定木を作成．その上で正解と不正解を分別するのに有効な
ノードを選び出し，それに割り当てられたタグを用いて正解文書に近くなるようなクエリ
をいくつか求めた．求めたクエリを有効クエリと呼ぶ (図 4.3)．
4.7.2 実験
データベースは 2007年 12月 17日時点，総語数 526042語のものを用いた．いくつかの目
的に対して基準クエリ，有効クエリを指定して実験を行った．決定木の作成にはWeka12を
用いた．また，タグの細粒語としてタグとなる語の形態素を用いた．形態素解析にはMecab
を用いた．
4.7.3 結果
出力語彙の例を表 4.2に，基準クエリと各有効クエリの結果を表 4.3に示す．いづれの
目的においても適当な条件を追加すれば F値を改善させることができた．特に 2.4の試行
では再現率を維持したまま適合率を大きく向上させることができた．
12Weka 3 - Data Mining with Open Source Machine Learning Software in Java,http://www.cs.waikato.ac.
nz/ml/weka/
4.7 クエリベースによる語彙リストの正確性評価 83
図 4.3 有効クエリの決定
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表 4.2 出力語彙の例 (番号は試行番号,括弧付きの試行番号は基準クエリを表す．)
番号 クエリ 検出語例 不適切語例 除去された語例
目的: 東京都の大学名のリスト
[2.1] 東京 and大学 明治大学/東京都の大学/立教大学 東京都の大学/明治
/東京農工大学/明治神宮野球場 神宮野球場/高橋由伸
/高橋由伸/東京六大学野球連盟 /東京六大学野球連盟
2.2 東京 and大学 明治大学/立教大学/東京農工大学 神宮球場 高橋由伸/東京都
and固有名詞 /神宮球場/成城大学/東工大/一文 /一文 の大学/明治神宮..
2.4 東京 and大学 明治大学/東京都の大学/立教大学 東京都の大学 高橋由伸
not野球 /東京農工大学 /東京四大学 /明治神宮..
/お茶の水女子大学/東京四大学 /東京六大学野..
目的: 日本の議員名のリスト
[4.1] 日本 and議員 鈴木寛/日本の国会議員/羽仁五郎 日本の国会議員/市
/中曽根康弘/市議会議員/議員連盟 議会議員/議員連盟
4.3 日本 and議員 鈴木寛/日本の国会議員/羽仁五郎 日本の国会議員 市議会議員
and国会 /中曽根康弘/議員連盟 /議員連盟
4.4 日本 and議員 鈴木寛/日本の国会議員/羽仁五郎 日本の国会議員 議員連盟
not連盟 /中曽根康弘/市議会議員 /市議会議員
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表 4.3 各クエリ条件に対しての結果 (番号は試行番号,括弧付きの試行番号は基準クエリ
を表す．時間は検索にかかった時間 [秒])
番号 クエリ 検出 不適 適合率 再現率 F値 時間
目的: 公園名のリスト
[1.1] 公園 414 122 0.7053 1.000 0.8272 3.713
1.2 公園 and地理 284 53 0.8134 0.7911 0.8021 7.971
1.3 公園 notの not場 344 70 0.7965 0.9384 0.8616 12.11
1.4 公園 and(地理 or(notの)) 369 83 0.7751 0.9795 0.8654 16.24
1.5 公園 and(地理 or(notの))not場 358 73 0.7961 0.9760 0.8769 30.53
目的: 東京都の大学名のリスト
[2.1] 東京 and大学 305 52 0.8295 1.000 0.9068 9.064
2.2 東京 and大学 and固有名詞 222 4 0.9820 0.8617 0.9179 27.43
2.3 東京 and大学 notスポーツ 277 27 0.9025 0.9881 0.9434 14.23
2.4 東京 and大学 not野球 279 26 0.9068 1.000 0.9511 13.49
2.5 東京 and大学 and 280 27 0.9036 1.000 0.9493 37.78
2.5 (固有名詞 or(not野球))
目的: 大阪府の企業名のリスト
[3.1] 大阪 and企業 626 19 0.9696 1.000 0.9846 8.939
3.2 大阪 and企業 not依頼 614 15 0.9756 0.9868 0.9812 12.90
3.3 大阪 and企業 not西 625 18 0.9712 1.000 0.9854 13.10
3.4 大阪 and企業 not打線 625 18 0.9712 1.000 0.9854 12.78
3.5 大阪 and企業 not西 not打線 624 17 0.9728 1.000 0.9862 16.08
目的: 日本の議員名のリスト
[4.1] 日本 and議員 749 22 0.9706 1.000 0.9851 11.36
4.2 日本 and議員 not日本国憲法 745 18 0.9745 1.000 0.9871 14.21
4.3 日本 and議員 and国会 740 16 0.9784 0.9959 0.9870 13.98
4.4 日本 and議員 not連盟 746 19 0.9758 1.000 0.9871 13.95
4.5 日本 and議員 and国会 not連盟 738 14 0.9810 0.9959 0.9884 19.27
目的: テレビ番組名のリスト
[5.1] テレビ and番組 1914 218 0.8861 1.000 0.9396 9.375
5.2 テレビ and番組 notホテル 1826 160 0.9124 0.9823 0.9461 13.17
5.3 テレビ and番組 notリゾート 1826 160 0.9124 0.9823 0.9461 11.76
5.4 テレビ and番組 not施設 1825 160 0.9123 0.9817 0.9458 11.84
5.5 テレビ and番組 not制度 1825 159 0.9129 0.9823 0.9463 11.62
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4.8 むすび
音声認識アプリケーション開発の問題として，システムが認識可能な語彙の適切な設計
と，実際に利用されている語彙のメンテナンスを挙げ，これらの問題を解決するために，
集合知を利用した語彙情報の収集・共有・管理システムを提案した．具体的には，語彙情
報を集中管理するためのオンラインデータベースシステムを構築し，それをウェブシステ
ムとして利用者・アプリケーションに公開する．提案システムでは，Web資源からの自動
収集の枠組みを備え，アプリケーション用の語彙の新規作成から，その継続的な更新まで
包括的な解法を提供する．また，実際に提案システムの実装としてプロトタイプシステム
の開発を行い，2009年 1月 26日時点で合計 965171語のデータを保有するデータベース
を構築した．また，提案システムを用いて生成可能な語彙リストの正確性に関して評価を
行い，提案システムによって実際に有効な語彙リストの生成が可能である事を示した．
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5.1 はじめに
本研究の目的は，双方向型音声認識アプリケーション開発パラダイムを実現するために，
音声認識アプリケーションの適用可能範囲を広げ，広い分野での音声認識システムの利用
を可能にする技術を開発することである．本章では，音声認識機能を利用したウェブアプ
リケーションの開発を可能にするための新しい枠組みを提案する．
インターネットのライフライン化に伴い，従来であればクライアント・サーバ型やスタン
ドアロン型で開発されていたアプリケーションの多くが，今日ではウェブベースのアプリ
ケーションとして開発されるようになった．これに伴い，音声認識機能を持つアプリケー
ション開発においても，ウェブベースのインタフェースを用意する要求が増加している．
ウェブベースのアプリケーションに音声インタフェースを付与する取り組みは，音声イ
ンタフェースをサポートするようにブラウザを直接拡張する手法をはじめ，様々な手法が
検討されてきた [39]．しかしながら今日の音声認識技術では，実用的な精度での音声認識
機能の動作には，アプリケーションに特化したエンジンの再構成が必要であり，これをア
プリケーション非依存かつエンジン非依存な形で，開発者・利用者ともに過多な負荷を与
えることなく実現する枠組みはまだ確立されていない．
Goddeauらは，Win32プラットフォームで動作するネットスケープのプラグインとして，
ウェブページにマイクロフォンのユーザインタフェースを埋め込むことが可能なDIGITAL
Voice Pluginを開発し，音声インタフェースを備えたウェブベースのアプリケーションの
構築を可能にした [40]．また，Digalakisらは，ブラウザ上で動作する小型プログラムであ
る Javaアプレットを用いて，ウェブページに音声入力用インタフェースを埋め込む手法を
採用した [41]．これらの手法では，音声入力を含む音声認識の処理の一部をブラウザ上で
行い，それ以外の処理を共通の音声認識サーバで実行する．ブラウザ上で動作するプログ
ラムを汎用的にすることで，アプリケーション非依存の共通の枠組みが構築可能となる．
しかしながら，アプリケーション毎に使用するエンジンやその構成を自由に変えることは
出来ず，実用的な精度の音声認識機能の提供が困難となる．
音声インタフェースを備えたウェブアプリケーションを構築する手法としては，アプリ
ケーションを SALT [42]やXHTML+Voice [43]といった標準的なマークアップ言語を用い
て記述し，ブラウザに組み込まれた音声認識エンジン連携の枠組みを利用する手法がある．
しかしながらこの手法でも，使用可能なエンジンはブラウザ・環境に依存し，開発者がエ
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ンジンの選択や再構成を行うことは出来ない．
開発者が望む音声認識システムを用いたウェブアプリケーションを開発するためには，
利用者に特定の音声認識システムのインストールを依頼し，それと連携するための特定の
手法を用いてアプリケーションを開発するしかない．しかしながらこの場合でも，利用す
る音響モデルや言語モデル，パラメータの設定等を厳密にコントロールすることは困難で
ある．また連携の手法も環境依存になりやすく，汎用的な枠組みとしては利用できない．
さらに利用者の負荷が大きく，企業のイントラネットで使用するシステムのような，使用
環境を比較的コントロールできる環境でないとこの枠組みの導入は困難である．
そこで本研究ではこれらの問題を解決し，ウェブアプリケーションの開発者に対して，
自由な音声認識エンジンの選択とアプリケーション特化の再構成を可能にしながらも，実
行環境に対して非依存な形でブラウザ連携を可能にする手法を提案する．提案手法では，
アプリケーションのネットワーク配信技術と Proxy-Agent技術 [37]を合わせて用いること
で，クライアント環境に対するエンジンの動的な配信と，標準的なウェブ技術のみを用い
たブラウザ連携を可能にする．本研究ではこのように動作する音声認識システムをネット
ワーク配信型音声認識システムと呼び，一般のウェブサイト構築に利用可能な枠組みとし
て実現する．
5.2 ウェブアプリケーション用音声認識システムのアーキテクチャ
本節では，ウェブアプリケーションとの連携が可能な音声認識システムのシステムアー
キテクチャについて述べ，その分類を行う．また，その中で提案手法がどこに位置づけら
れるかを述べ，その特徴を明確にする．
Digalakis et al. [41] では，ウェブベースの音声認識システムのアーキテクチャを，音
声認識の関連処理が実行されるホストを基準として，Server-only Processing，Client-only
Processing，Client-Server Processing，の 3通りに分類した．しかしながら，ウェブ関連の
技術が大きく発展した今日では，この分類だけではシステムの特徴を十分に表現できない．
そこで本研究では，以下の３つの軸を用いてアーキテクチャの分類を行う．
t-axis thin client vs thick client (or fat client)
d-axis independent vs dependent
c-axis unconstrained vs constrained
t-axisは，前提とする実行環境の敷居の低さを示す軸であり，この軸の上位に位置するアー
キテクチャでは，携帯端末等の低スペックなマシン環境でも利用可能であるという特徴を
持つ．また d-axisは，ブラウザやオペレーティングシステム等の実行環境，及び特定のア
プリケーションに対する依存の小ささを示す軸であり，この軸の上位に位置するアーキテ
クチャでは，アプリケーション非依存に多くの実行環境で利用可能である．c-axisは，音声
認識エンジンの性能や機能・再構成に対する制限・制約の少なさを示す軸であり，この軸
の上位に位置するアーキテクチャであれば，利用する音声認識エンジンをアプリケーショ
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t-axis: thin client
c-axis: unconstrained
d-axis
independent
A B C
E
F
G
D
図 5.1 アーキテクチャのマッピング
[A,B,C] Distributed speech recognition systems. [E,F] Standalone speech recognition systems.
[F] Embedded speech recognition systems. [G] Network deliverable speech recognition
systems (proposed model). Arrows mean possibilities of their extension.
ンに特化して自由に再構成し，かつその性能や機能を十分に活用できる．図 5.1は，これ
らの 3軸を用いてアーキテクチャの特徴を示す空間を抽象化した図である．A～Gのプロッ
トは，具体的なアーキテクチャのマッピングを表す．以降，具体的なアーキテクチャの例
に関して述べる．
5.2.1 分散型音声認識システム
分散音声認識技術を利用したアーキテクチャでは，その実行条件にハイスペックなマシ
ン環境を必要としない (図 5.1(A)(B)(C))．この形態では，ブラウザ上で動作する小型プロ
グラムが音声入力や音声認識の前処理を行い，それ以降の処理がネットワーク上のサーバ
で実行される．そのため，実行環境に与える負荷が小さい反面，処理の遅延や負荷集中の
問題等，避けることの出来ない問題が存在する．また，サーバ共有型の分散音声認識シス
テムを利用する場合，アプリケーション毎のエンジンの独自構成は困難であり，必ずしも
利用する音声認識エンジンの機能を十分に活用できない．
このアーキテクチャでは，ブラウザ上で動作するプログラムの種類や組み込み方により，
その利用可能範囲が異なる．例えばDIGITAL Voice Plugin [40]のような，特定ブラウザの
プラグインとして音声入力用コンポーネントを組み込むことを前提としたアーキテクチャ
は，汎用的な利用が困難となる (図 5.1(A))．しかしこのような問題は，Digalakis et al. [41]
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のように，実行環境に対する依存が小さい Javaアプレット等の技術を採用することであ
る程度解決する (図 5.1(B))．この方式では，アプレットが音声入力からMFCCの抽出まで
を行うことで，狭帯域のネットワークにおいても高精度な音声認識が可能となる．このよ
うなブラウザに音声インタフェースを埋め込むためにアプレットを採用する手法は，アプ
レットが音声入力をサーバにそのまま渡すだけの単純なモデル [44]を含め，今日でも様々
なアプリケーションで採用されている．Gruensteinらは，AJAX [45]技術との組み合わせ
により，マルチモーダル対話インタフェースを備えたインタラクティブな地図アプリケー
ションを開発し，公開している [46] [47]．また西村らは，一般向けに公開されている音声
対話アプリケーションの，ウェブ経由での利用を可能にしたWebたけまるくんを公開して
いる [48]．
さらに西村らはウェブシステムに対して音声入力インタフェースを拡張する枠組みとし
て，w3voiceを公開・運用している [49]．ここでは，アプレットとの連携用APIを JavaScript
ライブラリとして利用可能にすることで，その枠組みのより広い範囲での利用を可能に
した (図 5.1(C))．また，音声認識サーバ用のライブラリも合わせて公開することで，独自
サーバの運用が可能ならば，自由に再構成した音声認識システムの利用も可能にした (図
5.1(D)矢印)．
5.2.2 スタンドアロン型音声認識システム
クライアントの実行環境で直接音声認識エンジンを動作させ，そのAPIを環境依存な方
法で直接用いるアーキテクチャでは，自由な音声認識エンジンの再構成とその全ての機能
の制限無しの利用が可能である (図 5.1(D))．この形態では，例えば，利用者に特定の音声
認識システムのインストールを要求し，ブラウザとの連携をVBScript + ActiveXコンポー
ネントを用いて実現する．Windows SAPI等の標準的なAPIを用いることで，開発者によ
る自由なエンジンの再構成や，APIで定義されていない機能呼び出しが困難になるが，環
境非依存性が若干向上する (図 5.1(E)矢印)．
5.2.3 組み込み型音声認識システム
ブラウザに組み込まれた，音声インタフェースを備えたウェブアプリケーション構築の枠
組みを利用するアーキテクチャでは，マークアップ言語のみを用いたアプリケーション開発が
可能となる (図5.1(F))．この形態では，アプリケーションはSALT [42]やXHTML+Voice [43]
といったマークアップ言語を用いて記述される．これらのマークアップ言語は標準化が進
められているが，実際にはその実行環境は十分に普及しているとは言えず，プラグインや
特定のブラウザの利用が必須となる．また，直接APIを呼び出せず，様々な制約が存在す
る．なお，ブラウザがエンジンを実際に組み込んでいるものから，OS依存のエンジンを
呼び出すもの，場合によってはネットワーク経由で認識処理を実行するもの (図 5.1(F)矢
印)まで考えられるが，エンジンの再構成や開発の自由度の向上には寄与しない．
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5.2.4 ネットワーク配信型音声認識システム (提案手法)
音声認識エンジンをネットワーク経由で動的に配信・起動し，そこで起動したエンジン
との連携を前提とした HTMLを記述することで，スタンドアロン型と同等に少ない制限
で，同時に環境依存の小さい音声認識アプリケーションの構築が可能となる (図 5.1(G))．
この形態では，配信される音声認識システムが，ブラウザとの連携手段を合わせて提供す
る．特にこの連携手段を環境非依存な技術を用いて提供することで，標準的なウェブ構築
技術だけを用いた高機能な音声認識システムの構築が可能となる．
5.3 ネットワーク配信型音声認識システム実現上の課題
ネットワーク配信型音声認識システムでは，音声認識エンジンがクライアント側に動的
にダウンロードされ，クライアント端末上でブラウザとの連携を行う．この枠組みを実現
するためには，以下の課題の解決手段が必要となる．
 音声認識エンジン配信
 異なる音声認識エンジンの共存
 リソース共有
 ブラウザ連携
 オフライン動作
音声認識エンジンの配信の問題は，配信対象となるモジュールが音声認識エンジン本体
であるという点で，分散音声認識システムの際の前処理モジュールの配信とは，必要とな
る手法が異なる．すなわち，配信されるデータには音響モデルや言語モデル等大容量のモ
ジュールも含まれる．また，それらを毎回配信するのは現実的ではなく，キャッシュの枠
組みを備える必要がある．
さらに，複数のウェブアプリケーションで利用可能な枠組みとして考えた場合，利用可
能な音声認識エンジンを 1つに固定することは望ましくない．そのため，複数の異なる音
声認識エンジンを利用可能にする枠組みが求められる．さらにその際，アプリケーション
毎に同一のモジュールを別々に配信するのではなく，異なるアプリケーション・エンジン
間でのリソースを共有する枠組みが求められる．
ブラウザ連携の枠組みとしては，複数のエンジンが同時に利用可能な，環境非依存な共
通の枠組みを提供する必要がある．各々のエンジンが競合する同一の連携手段を提供する
だけでは，1つのエンジンが一度使われると別のエンジンが利用できなくなるという問題
が発生する．さらに，標準的なAPIだけでなく，エンジン独自のAPIも利用できることが
望ましい．
さらに，インターネット接続が切断している際のサービス提供の枠組みが備えられる事
が望ましい．今日のウェブベースのアプリケーションの普及に伴い，Google Gears [50]や
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Adobe AIR [51]のように，インターネット接続が利用できないときでもウェブアプリケー
ションを利用可能にする枠組みが求められている．ネットワーク配信型の音声認識システ
ムにおいても同様の枠組みの検討が必要であり，ネットワークの常時接続を前提とするこ
とは出来ない．
5.4 Proxy-Agentを用いたネットワーク配信型音声認識システム
前節で述べた課題を解決するための基本アプローチとして，Proxy-Agentを利用したネッ
トワーク配信型音声認識システムの構築手法を提案する．
Proxy-Agentとは，アプリケーションプログラム，音声認識エンジン，入力デバイス，の
間に配備されたソフトウエアコンポーネントであり (図 3.1)，以下の枠組みを提供する．
Extension capability 全ての拡張機能が Proxy-Agentに対するプラグインとして拡張可能
Networking capability ネットワーク経由でのサーバ連携が可能
Monitoring capability 実利用環境における実行時の情報が取得可能
Upgrade capability 実利用環境におけるプラグインの継続的な更新が可能
Sharing capability 言語リソースやコンポーネントの実装，フレームワーク等の共有が可能
Proxy-Agentの拡張機能として前述の枠組みを実装することにより，Proxy-Agentに対応し
た音声認識エンジンがネットワーク配信型音声認識システムとして動作可能になる．
Proxy-Agentを用いることで，エンジン配信を，Proxy-Agent本体の配信と，Proxy-Agent
に対するエンジンの配信との2段階で対応することが可能となる．具体的には，Proxy-Agent
を音声認識システムの実行基盤として配信し，Proxy-Agentの拡張機能としてエンジンの
配信機能を実現する．これにより，複数の異なる音声認識エンジンの共存を可能にすると
同時に，リソースの共有も可能となる．また，ブラウザ連携の枠組みも Proxy-Agentの拡
張機能として実装することで，複数のエンジンが共通の枠組みを同時に利用可能となる．
さらに，オフライン動作に必要な情報を Proxy-Agentが保存する枠組みを提供することで，
ネットワーク非接続時の動作も可能となる．
5.5 プロトタイプ開発
Proxy-Agentを用いて配信型音声認識システムのプロトタイプを開発した．本節ではそ
の詳細を示す．
5.5.1 配信機能の実装
Proxy-Agentのデーモンプログラム (PAD)を Java Web Startを用いて配信可能にした．
Java Web Startは，javaベースのアプリケーションのネットワーク配信を可能にする技術
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launch(jnlpFile)
:Browser :PAD :WebServer:JavaWebStart :Engine-Adapter
GET
.jar
alt [daemon is not cached]
verify
Launch
GET
Plug-ins
alt [confFile is not cached]
init(confFileURL)
GET
confFile
init
loop [for all plug-ins]
図 5.2 ネットワーク配信のシーケンス図
[1. When user clicks the link to the Proxy-Agent Daemon jnlp file, in which required jar files
are written, Java Web Start process (jws) is called by the operating system. 2. if the click is the
first time, or the version is updated, jws start downloading the libraries written in the jnlp file.
3. PAD is launched by the jws. 4. JavaScript running in the browser calls init method of PAD.
5,6. PAD downloads all required plug-ins. 7. Engine is prepared.]
であり，J2SE 1.4以降がインストールされている環境ならば設定なしで利用可能である．
HTMLに記載されたリンクからのプログラム起動が可能であり，必要なライブラリが自動
的にダウンロードされる．キャッシュ機構を備え，一度ダウンロードしたプログラムは次
回起動時には再度ダウンロードすることなくプログラムが起動される．また，オフライン
起動も可能であり，ネットワークに接続しない状態でも利用可能である．
音声認識エンジンの配信は，Proxy-Agentが備えるプラグイン配信の枠組みを用いて必
要なプラグインをダウンロードする．必要なプラグインは，アプリケーション毎に用意さ
れたエンジンの構成ファイルに従って決定され，一度ダウンロードしたプラグインはキャッ
シュされる．また，複数のエンジンの共存が可能であり，それらが同一のプラグインを利
用するならば，それらは共有される．これらの配信に関するシーケンスを図 5.2に示す．
5.5.2 ブラウザ連携
HTTPのサービスをローカル・ループバック・アドレスで提供する，簡易ウェブサーバ
機能を Proxy-Agentのプラグインとして用意した．すなわち，音声認識エンジンとブラウ
ザとの連携は，Proxy-Agentが提供する HTTPのサービスを経由して行われる．また，ブ
ラウザ側からの接続を可能にするために，JavaScriptのライブラリを用意した．この枠組
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prepare_callback
:Browser :CallbackServlet :Proxy-AgentCOMET:js :ControlServlet
GETloop
alt [timeout is detected]
[control is 
called] control(param)
control(param)
appendResponse(response)
responsecontrol_callback(
response)
[result is received]
result
eval(response)
result_callback
(result)
eval(result)
appendResult(result)
図 5.3 JavaScriptライブラリのシーケンス図
[1. After the scripts are loaded, prepare callback is called to setup the connection for callback
(as a COMET client). 2. COMET client calls the server and waits for the response. This call is
returened when (A)Timeous is detedted, (B)Control response is received, (C)Processing result
is received. 5,6. response or result are append to the callback queue. Callback servlet generate
the JSON data representing the data, and return it to the COMET client. 7. COMET client send
callback method of the JavaScript written in the HTML. 8. JSON data is executed via eval
method.]
みを用いると，ブラウザ側には HTML+JavaScriptだけで全ての必要な処理が記述できる．
通常，クロスドメインの制限により，JavaScriptを用いたローカルの HTTPサービスとの
通信は利用できない．しかしながら今回の実装では，JSONP [52]方式でライブラリを構築
したことでこの問題を回避した．また，音声認識エンジンからの結果や状態を通知するた
めに，COMET [53]方式でコールバックの枠組みを実装した．シーケンスを図 5.3に示す．
JavaScriptのライブラリでは，以下のインタフェースを用意した．
 認識処理の開始要求
 認識処理の停止要求
 Engine-Adapterに対する処理要求（制御・設定等，任意の機能の呼び出しが可能）
 データに対するタギング
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<script src="proxy.agent.service.server.url/?
adapter=config.file.url"></script>
図 5.4 例：スクリプトタグ
5.5.3 アダプタの設計と配備
Proxy-Agentを用いた音声認識システムでは，アプリケーション毎に音声認識エンジン
を利用するためのアダプタが用意される．アダプタは Engine-AdapterとDevice-Adapterの
組み合わせとして定義される (図 3.1)．Engine-Adapterは，プラグインによる機能拡張の枠
組みを有する仮想音声認識エンジンであり，開発者がその構成を自由に設計できる．その
インタフェースは，音声認識エンジンと拡張機能のインタフェースの集合として公開され，
提案手法ではそれらを JavaScriptを用いて呼び出すことが可能である．これを利用するた
めに，提案手法に従って構築するウェブアプリケーションでは，開発者は HTML(もしく
はその生成プログラム)に加え，アプリケーションで利用するアダプタとその構成ファイ
ルを用意する．
アダプタは，Proxy-Agentに対するプラグインとして，Eclipse IDE [54]を用いて開発す
る．基本構成要素はプラグインとして提供されており，一般的な音声認識エンジンであれ
ば，設定ファイルを用意するのが主作業となる．動作可能なアダプタが用意できると，ア
ダプタの実行に必要なプラグインをフィーチャーと呼ばれる Eclipseの配布単位にまとめ，
別に用意した構成情報と共にサーバに登録する．このとき，構成ファイルには以下の項目
が指定される．
 アダプタのプラグイン ID
 アダプタのフィーチャIDと配信用 URL
 他に依存するフィーチャIDと配信用 URL
5.5.4 HTML開発
提案手法におけるHTML開発は，通常のHTML+JavaScriptを用いたウェブサイト開発
の手法がそのまま利用可能である．具体的には，まず図 5.4のようなスクリプトタグを用
意する．ここでは，ソース属性にサービスを利用するためのライブラリの URLと，その
アプリケーションで利用するアダプタ構成ファイルのURLをパラメータとして指定する．
また，音声インタフェース用のフレームワーク等，他の拡張ライブラリを利用する際には，
パラメータでその利用の設定が可能である．これにより，Proxy-Agentとの接続が自動的
に行われ，ライブラリが提供するAPIを用いた音声認識エンジン連携が可能となる．認識
結果やその他処理の戻り値は JSON形式で与えられ，JavaScriptで容易な取り扱いが可能
である．
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5.6 議論
本節では，ネットワーク配信型音声認識システムに関して，エンジンの選択・再構成の
有効性と，エンジン配信の実用性に関して議論を行う．
提案手法では，音声認識対応ウェブアプリケーション開発の枠組みをアプリケーション
非依存かつエンジン非依存な形で提供する．そのため，ウェブアプリケーション開発者は，
開発するアプリケーションに適した音声認識エンジンの選択と，アプリケーションに特化
したエンジンの再構成が可能である．反面，提案手法でウェブアプリケーションを構築す
る際の作業の増大が懸念される．サーバ共有型の分散型音声認識システムと比較すると，
提案手法では新たなアダプタの定義と構成ファイルの作成，プラグインのサーバへのアッ
プロードといった追加の作業が必要となる．特に，アダプタの定義は Eclipseでのプラグイ
ン開発の知識も必要となり，必ずしも簡単な作業ではない．これらの作業は Eclipseの拡
張機能としてウィザードを作成する等，自動化が可能な範囲であるが，現時点では開発者
の負担が増大する．しかしながら，サーバ共有型の分散音声認識では，タスクオープン・
話者オープンの認識が求められ，今日の技術では実用的な認識率は得られない．また，常
時音声入力を受け付けるハンズフリー音声入力や，自然対話インタフェースの構築は困難
である．独自サーバによる分散音声認識システムの場合には，アプリケーションに特化し
た自由な構成が可能となるが，この場合はサーバの設定やメンテナンス等の作業が発生し，
開発者の負担は提案手法以上に大きくなる．スタンドアロン型の音声認識システムの場合
はこれらの問題の回避が可能であるが，音声認識エンジンの再構成の作業負担を利用者に
強いるため，望ましくない．結果として，アダプタ定義の作業負担の増大を差し引いても，
提案手法を用いたエンジンの選択と再構成可能性は有効である．
また，モデルデータを含んだ音声認識エンジンをネットワークで配信することの非実用
性が懸念される．そこで，[55]で利用した Sphinx4 [22]ベースの音声認識システムを，配
信可能な形式に変換した．結果としては PADの容量で 17M程度，音響モデルデータを含
んだエンジンのプラグインの容量で 20M程度であり，一度だけ配信するという観点では
十分現実的な容量であった．もちろん，配信に対する実用的な容量はネットワーク回線に
大きく依存するために，この容量を許容範囲とは見られないケースもある．しかしながら，
ネットワークの下りの回線速度は今後も引き続き太くなることが確実であり，容量の点で
問題となるケースは少ないと考えられる．
5.7 むすび
本章では，音声インタフェースを備えたウェブアプリケーション開発のための新たな枠
組みとして，ネットワーク配信型音声認識システムを用いた手法について述べた．また，
Java Web Startを用いた Proxy-Agentの配信の枠組みと，Proxy-Agentによるエンジン配信
の枠組みを合わせた提案手法の実現方法について述べた．さらに Proxy-Agentの拡張とし
て HTTPベースのブラウザ連携機能を実装することで，標準的な HTML+JavaScriptのみ
を用いて音声認識システムとの連携を可能にする手法を示した．
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6.1 はじめに
本研究の目的は，双方向型音声認識アプリケーション開発パラダイムを実現するために，
音声認識アプリケーションの適用可能範囲を広げ，広い分野での音声認識システムの利用
を可能にする技術を開発することである．本章では，分散技術を利用したマルチモーダル
インタフェース開発のためのミドルウエアについて述べる．
音声インタフェースだけでなく，画像処理技術やジェスチャー認識技術を併用した，マル
チモーダルインタフェースは，音声認識技術の制限や限界を超えた，よりユーザビリティ
の高いインタフェースとして期待されている．その中でも介護ロボットや家事ロボットの
ような，生活空間で活動可能なロボットに対する期待は大きい [56]．これらのロボットは，
日常生活空間で発生する様々な問題や要求に対応しながら，人間とのコミュニケーション
を取るなど，豊富な機能を備えた多機能ロボットとして実現される．多機能ロボットシス
テム開発は，数多くの機能モジュールが複雑に絡み合う統合システム開発であり，効果的
な統合技術がなくては，メンテナンスや機能拡張が可能な品質の良いシステムの構築は困
難である．本研究では，このような多機能ロボット開発に適したアーキテクチャを提供す
ることにより，ロボットシステムの複雑化を抑えながら自由で効率的な開発を可能にする
ための枠組みの実現を目指す．
ロボットの多機能性を実現する枠組みとしては，ネットワークに接続されたロボットデ
バイスを有効活用する，ネットワークロボット技術が近年注目されている．ロボットをネッ
トワークに接続し，ネットワークに接続したリソースを利用するアプローチは，Remote
Brain [57]を始め，これまでにも多くのロボットで採用されてきた．それが近年の無線LAN
の高速化やバンド幅の向上と言ったネットワーク技術の発展に加え，ユビキタスコンピュー
ティング技術への期待，センサのネットワーク対応などから，より積極的なネットワーク
リソースの利用が進められている．これらのアプローチは従来の単体で動作するロボット
と比較して，高速かつ大容量メモリの計算機の利用が可能であり，機能の高度化・充実化
が図れる．また，ロボット本体の小型化や低電力消費の実現，ネットワークを利用した新
たなサービスを提供も可能になる．さらに，ロボットの接続形態やハードウェアデバイス
に対する依存が低減するために，ロボット開発の柔軟性も向上する．しかしながらこのア
プローチで多機能ロボットを開発するためには，ネットワーク上のリソースを有効に利用
するシステム統合技術が必要となる．また，システムの複雑化回避に有効な技術も確立し
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ておらず，さらなる研究が求められる．
稲葉らは，ロボットの脳とボディを物理的に分離し，自由度の高いボディを，高速なCPU，
大規模なメモリを持つ計算機上のソフトウェアから動かすことで知能ロボットの研究を行
うパラダイムを，リモートブレイン方式として提案してきた [57]．また加賀美らは，この
パラダイムを，知能ロボット研究及びそのシステム開発という観点から整理し，リモート
ブレインプラットフォームとして設計した [58]．ここでは，大規模な知的ソフトウェアか
ら実際にロボットを動作させるシステムの構成として，Mother，Brain，Sensor & Actuator
の 3つが挙げられた．各階層の構成法と構成要素，およびそれらの間のインタフェースが
重要な課題として検討されている．Motherはロボットの振る舞いを生成するソフトウェア
であり，開発者によるロボットの振る舞いの開発が行われる．デバグツール，3次元シミュ
レータ等の開発環境，及び複数のLispライブラリから構成される．Brainはトップレベルの
Lispソフトウェアによって構成され，ロボットの振る舞いを決定する．Sensor & Actuator
は，ロボットのセンサ信号処理や動作制御を行い，複数のプロセッサのネットワークから
構成される．Mother部及び Brain部では，オブジェクトの階層構造を用いた機能の共有が
可能であるとしている．このアプローチで多機能性を実現するためには，Brain部におけ
るソフトウェアコンポーネント開発が重要である．しかしながら従来の研究では，その複
雑化を解決する手段は述べられていない．
McKeeらは，ネットワーク上に散在するリソースの集合体として構築する概念を Net-
worked roboticsとして提案している [59] [60] [61]．この概念では，遂行が期待されるタス
クに応じての実行能力があるロボットアーキテクチャが動的に組み立てられる．具体的に
は，センサ，エフェクタ，計算ユニットの 3種類のリソースをネットワーク上にモジュー
ルとして散在させ，それらを関係の定義情報に従って動的に結合させることでNetworked
Robotic Agentを構築する．従来のロボットコントロールアーキテクチャがロボットタス
クを具体化するための一枚岩的なシステムをロボット上に構築するのに対し，この概念で
は，双方向性サービスを提供する分散型リソースの集合としてシステムが動的に組み立て
られる．この研究では，動的に組み立てられるアーキテクチャという新しい概念を示して
いるが，具体的にこの手法を用いて複雑な多機能ロボットの開発が可能かは疑問が残る．
ネットワーク技術を応用したロボット開発は他にも多く行われている．Ka Keung Lee, et
al.は，ネットワークに接続された様々なサービスを利用可能にするためにロボットシステ
ムにサービス層を導入し，Jini [62]をベースとした分散技術を用いてコンポーネントの動
的再構成が可能な Intelligent Service-based Architectureを提案した [63]．ここでは，人間
が常時利用することが可能な移動型情報端末であるWearable Robotを利用したネットワー
クサービスのシステムが構築された．Antonio Sgorbissa, et al.は，現在の技術で十分信頼
度の高い自律移動が可能なロボットを構築するために，センサネットワークを利用してロ
ボットの動作に適した環境を構築する Intelligent Environment (Artificial Ecosystem - AE)を
提案している [64]．また，多様な環境での動作が必要なレスキューロボットを構築するた
めに，システムの動的再構成をアーキテクチャとしてサポートした FDNet [65]や，模倣に
よる学習機能に焦点をあてたサービスロボットアーキテクチャ[66]のように，最も標準的
な分散オブジェクト技術である CORBA [67]を用いたロボットアーキテクチャも研究され
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ている．これらの研究は，ネットワーク技術を利用することにより可能となる新しいサー
ビスの提供か，従来のロボットで提供されていた機能の高精度・高品質化，もしくは，シ
ステムの再構成可能性の向上に主眼が置かれており，ロボットの多機能性を実現するため
の枠組みや，複雑性の回避に関しては言及されていない．
RTミドルウェアは，様々なロボット要素（RTコンポーネント）を通信ネットワークを
介して自由に組み合わせることで，多様なネットワークロボットシステムの構築を可能に
する，ネットワーク分散コンポーネント化技術による共通プラットフォームを確立するこ
とを目指して開発されている [68] [69]．ミドルウェアは，コンポーネントフレームワー
ク，標準的に再利用されるソフトウエア部品群，ライブラリ群，標準サービス群から構成
され (図 6.1(左))，このミドルウェアを用いた開発を進めることで，ロボットシステムの開
発効率の低さの改善と，その再利用性の向上が期待される．このプラットフォームでは，
ロボットの構成部品は RTコンポーネントとして作成され，それらが分散オブジェクト技
術CORBAを用いて組み合わせられることでネットワークロボットシステムが構築される．
RTコンポーネントは，入出力のデータ型に重点を置くというロボットシステムの構成要
素の特徴に基づき，データ型が同じであれば接続可能な InPort/OutPortと呼ばれるデータ
ポートを持つ (図 6.1(右))．1つの RTコンポーネントは 0-n個の InPort/OutPortと，1個の
コアロジック (Activity)を持つ．Activityはコンポーネント内で起動される独立した 1つの
スレッドに対して割り当てられ，外部または内部からのイベントに応じて内部状態を遷移
させる役割を持つ．InPortは他のRTコンポーネントからの出力を受け取るための入力ポー
トとしてデータのストリームを受け取る必要がある RTコンポーネントによって保持され
る．OutPortは他のRTコンポーネントへ処理結果のデータストリームを渡す出力ポートと
して，データを出力する RTコンポーネントによって保持される．データを受け取る側の
コンポーネントからの要求に応じてデータを出力する PULL型と，能動的にデータを送る
PUSH型の動作がある．このプラットフォームを用いることで，ロボット用のソフトウェ
アコンポーネントの再利用性が高まり，コンポーネント技術を利用したシステム開発の実
現も期待される．しかしながら，再利用可能なコンポーネントの開発とその利用が可能で
あることと，実際に開発されたコンポーネントが再利用されるかは別問題であり，再利用
されない場合には，開発コストだけが高くつく可能性がある．なお，エンタープライズソ
フトウェア開発の領域では，従来からビジネスロジック用のコンポーネントの再利用が期
待されているが，実際には未だ成功していない．また，アーキテクチャが完全に CORBA
に依存しており，全てのロボット開発においてこのミドルウェアが適切な選択となりうる
とは限らない．
6.2 本研究の立場
6.2.1 多機能ロボット開発のための情報共有アーキテクチャ
まず，本研究の基本概念・設計の前提である，松坂らの手法 [70] [71]に関して説明する．
松坂らは，ロボットシステム開発のアプローチの違いを，オープンソースモデルにおけ
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図 6.1 RTミドルウェア概念図 (左)，RTコンポーネントの基本構造 (右)
(いずれも参考文献 [69]より転載)
る議論 [72]に倣って “伽藍方式”と “バザール方式”に分類し，日常の雑多な作業をこなす
ロボットのシステム開発形態としてはバザール方式での開発が望ましいと主張した．伽藍
方式とは，システムデザイナが動作環境・タスクの分析に基づいたシステム設計プロセス
を行い，その決定に従って必要な機能の実装が行われるという，従来のロボットシステム
開発における主流なトップダウン的なアプローチを意味する (図 6.2(左))．それに対してバ
ザール方式は，タスク・機能を各々のモジュール開発者が各々の問題解決手段に基づいて
分析・実装し，それら実装された機能を必要に応じて追加して行くというアプローチを表
す (図 6.2(右))．
バザール方式のシステム開発を考えた場合，各々の開発者によって開発された機能が全
体の中で統合されるためには，開発者が全体のシステムの中から自らが利用可能な情報を
選び出し，選び出した情報に自由にアクセスできる枠組みが必要である．松坂らは，この
ような情報共有を実現する枠組みとして集中・開示型の情報公開モデルである黒板モデル
と，メッセージ通知に適した枠組みである publish/subscribeモデルをあわせて採用した．黒
板モデルでは，各々のモジュールが共有の情報の開示場所に情報を書き込むことで，どの
モジュールからもそれらの情報を参照することが可能となる．publish/subscribeモデルで
は，興味のあるデータを購読 (subscribe)リストに入れておけば，そのデータに対する変化
の通知 (publish)を受けることができる．情報公開サーバは，黒板モデルに基づく情報開示
サービスを提供するサーバと publish/subscribeモデルに基づくメッセージ通知サービスを
提供するサーバとの組合わせにより構成される (図 6.3)．
これらの枠組みを用いてこれまでに多数のロボットが開発された．具体的には，頭部ジェ
スチャ認識・パラ言語理解・聞き返し理解を行いながら対話を進めるシステムや [73] [74]，
音声・音響・画像・言語処理を行いながら多人数の話者との会話に参加するシステム [75]，
インターネット経由でのロボットの遠隔操作システム [76]などが開発された．
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図 6.2 伽藍方式 (左)とバザール方式 (右)の概念図
図 6.3 情報公開・メッセージ通知モデル
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6.2.2 提案手法
本研究は，前述の松阪らの手法を拡張し，繰り返し開発により多機能性を実現するため
の開発プラットフォームのアーキテクチャとして，モーニャ(Message-Oriented NEtworked-
Robot Architecture, MONEA)の提案を行う．
MONEAは，メタアーキテクチャの具体化，バザール方式の開発モデルのサポート，軽
量ネットワークロボット用ミドルウェアの実装可能性という 3つの特徴を持つアーキテク
チャとして設計される．また，システムの複雑化を防ぎ，容易な機能追加，拡張を実現す
るための手法として，ソフトウェアパターンを利用したロボットシステムの設計手法を合
わせて提案する．ソフトウェアパターンとは，ソフトウェア工学で盛んに議論されている
テーマのひとつで，特定の文脈で繰り返し発生する設計問題と，十分な実績を持つその問
題解決手法を表す．ここでは特に，ネットワークロボットの構成部品の役割や関係の明確
化にデザインパターン [77]を，さらに上位のシステム設計にアーキテクチャパターン [78]
を導入する．ロボットアーキテクチャの設計にデザインパターンを応用した研究はこれま
でにも行われている [79] [80] [81]が，本研究はデザインパターンの利用そのものをテーマ
としているのではなく，デザインパターンの適用が容易な環境を提供するという点でこれ
らとは異なる．
ロボットの開発プラットフォームという観点では前述のRTミドルウェアやORCAなど，
これまでにも様々なプラットフォームが提案されてきた．しかしながら本論文で提案する
プラットフォームは，多機能ロボット開発に必要なメタアーキテクチャとして明示的に設
計されていると同時に，複雑化を回避し，繰り返し開発を可能にするための方法論を合わ
せて提供しているという点で，従来のプラットフォームとは一線を画す．
6.3 アーキテクチャ設計
まず，提案するアーキテクチャをメタアーキテクチャとして定義する．一般にソフトウェ
アアーキテクチャとはシステムの骨組みを表し，ソフトウェアの構成要素とその外部から
見た特徴，およびそれらの関係を構成する [82]．これに対しメタアーキテクチャでは，モ
ジュールに対する高水準の規則を定め，構成要素やそれらの関係の定義は開発者が自由に
設計する．これに従い，ここでは以下の基本概念を定める．
ネットワークに接続されたリソースを活用したロボットシステム構築のため
の，非同期のメッセージ送受信とそれに基づく情報共有フレームワークを提供
する．
さらに，以下の規則を定める．
 ネットワークに接続されたそれぞれのリソースはモジュールとして定義される
 各々のモジュールは対等のソフトウェアコンポーネントとみなされる
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図 6.4 アーキテクチャの階層構造
 モジュールは自由にグループを形成する
 グループ内では任意のモジュールとのメッセージの送受信が可能である
メッセージの送受信に基づくアーキテクチャを設計することにより，バザール方式の開
発モデルのサポートと，軽量でハードウェアに対する依存が小さいネットワークロボット
用ミドルウェアの実装可能性を実現する．このようなメッセージの送受信に基づいたシ
ステム構築の概念を本研究ではメッセージ指向と呼び，メッセージ指向でネットワークロ
ボットを構築するこのアーキテクチャを，メッセージ指向ネットワークロボットアーキテ
クチャ，MONEAと呼ぶ．メッセージ指向では，メッセージの送信対象のモジュールのイ
ンスタンス (受け手，Receiver)と送信されるメッセージに重点を置く．メッセージの受け
手はその種類や内容によって振る舞いを決定する．以下，アーキテクチャの詳細について
説明する．
6.3.1 アーキテクチャの階層構造
アーキテクチャの階層構造を図 6.4に示す．
フレームワーク層では，アーキテクチャの基幹をなすメッセージ指向フレームワーク
(6.3.2節)が提供される．ここでは，モジュールのグループ化や，メッセージを利用したモ
ジュール間連携のための枠組みが実装される．また，これらの枠組みをモジュールが利用
するための APIと，接続層のサービスをフレームワークに組み込むための APIが提供さ
れる．
接続層では，フレームワーク層によって抽象化された，実際のモジュール間の接続サー
ビスの実装が提供される．これらはフレームワーク層で定義されたインタフェースを実装
したプラグインとして用意され，仮想ネットワーク (6.3.3節)を構成する．
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モジュール開発者によって作成されたモジュールは，全てモジュール層で動作するコン
ポーネントとして配置される．開発者は，フレームワーク層で提供されるAPIを利用して
開発を行い，モジュールのグループやモジュール同士の関係と役割を全て自由に定義する
(6.3.4節)．
6.3.2 メッセージ指向フレームワーク
フレームワーク層では，メッセージ指向でのシステム構築を実現するために 2種類の
メッセージ送信用のフレームワーク，“マルチキャスト”と “ユニキャスト”，を定義する．
マルチキャストは 1対多のメッセージ送信を表し，受け手を意識しないモジュール間連携
を可能にする．ユニキャストは 1対 1のメッセージ送信を表し，受け手を明示的に意識し
た連携を可能にする．マルチキャストは電子白板モデルを用いて，ユニキャストは処理要
求モデルを用いて実現される．
マルチキャスト:電子白板モデル
このモデルでは，モジュール間の自由な情報共有を実現する．ここでは，全てのモジュー
ルがそれぞれ情報共有の為に “白板”と呼ばれる書き込み領域を持つ．各々のモジュール
は白板を自由に利用することができ，その内部状態や生成した情報を全てこの領域に対し
て記入する．白板には公開される領域と公開されない領域とを設定することができ，公開
された領域は他のモジュールからの参照が可能となる．
最近の製品にネットワーク化されたホワイトボードがあるが，これらは，白板に記述し
た内容を物理的に離れた複数のスクリーンに表示することができる．本研究ではこれらの
製品を前述の仕組みの比喩として捕らえ，このモデルのことを電子白板モデル (Networked-
Whiteboard Model)と呼ぶ．
電子白板モデルにおける情報共有では，情報の提供者と参照者の 2つの役割に分かれ
る．ここでは，情報の原子性 (atomicity)を保障するために，それぞれ以下に示す操作を定
義する．
 情報の提供側
1. 白板に情報を書き込む
2. 書き込まれた一連の情報を確定する (書き込むデータの原子性の保障)
 情報の参照側
1. 読み出す情報を最新の状態に更新する (読み出すデータの原子性の保障)
2. 白板から情報を読み出す
このモデルでは，更新されたデータを表すメッセージが送信されるタイミングが異なる，
PUSHと PULLの 2通りのモードがサポートされる．PUSHモードでは，情報の提供側が
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情報の確定を行ったタイミングでメッセージの送信を行う．PULLモードでは，情報の参
照側が情報の更新を行ったタイミングで，提供側にデータを要求するメッセージを送り，
最新のデータを受け取る．これらは，更新頻度と参照頻度の違いによって使い分けられる．
ユニキャスト:処理要求モデル
モジュールは，他のモジュールに対してある処理の実行を期待するとき，処理要求メッ
セージと呼ばれるメッセージを送信する．どのような処理が行われるかは送信するメッセー
ジに設定された情報と受け手のモジュールの状態によって異なる．送信元のモジュールは，
受け手の状態を監視することにでメッセージがどのように作用したかを判断する．各々の
モジュールには，どのような処理要求メッセージに対して処理を実行するかを事前に定義
する．この情報は設計時および実行時に得られる．
6.3.3 P2P仮想ネットワーク
P2P仮想ネットワークとはモジュール連携用の仮想ネットワーク構築技術を表し，モ
ジュール同士の仮想的な直接通信を保障する．ここでは，ハードウェアや物理的なネット
ワーク構成からモジュールを分離し，すべてのモジュールによる自由な相互接続を可能に
するための環境が提供される．ロボット内外に仮想ネットワークが構築されることにより，
モジュール間の対等で自由な相互通信と，モジュールのロボットハードウェア・ネットワー
ク構成に対する透過性が実現される．
P2P仮想ネットワークは，フレームワークに対するプラグインとして実装される．具体
的には以下のサービスが実装される．
 他のモジュールの検出
 接続経路の物理情報の抽象化
 メッセージの送信経路の確立
6.3.4 興味指向モジュールグループ
システム全体像の煩雑化リスクを低減するために，モジュール開発者は興味指向モジュー
ルグループを利用する．開発者は，担当モジュールが他のモジュールと共通する興味を持
ち，そのモジュールとの連携が必要な場合には，その興味をグループとして定義する．共
通する興味とは，画像や音声，地図といった，モジュールが対象とする様々な領域を意味
する．グループに参加するモジュールは，それぞれのグループ内での役割と，公開情報，
および対応可能な処理要求を定義する．興味指向モジュールグループは，連携が必要なモ
ジュールの共通する興味に基づいて，自然発生的に構成されていく．
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この枠組みは，モジュール開発者によるシステムの全体像の把握を容易にする．まず，
共通の興味を持つモジュール群をフィルタリングし，連携が必要なモジュールへの注目が
可能となる．また，モジュール同士の連携はグループ内に限られているため，連携の必要
がなく同一のグループに属さないモジュールとは明示的に分断される．さらに，グループ
毎に公開可能な情報を設定することで，システム内の情報の氾濫が抑制される．結果とし
て，自然発生的に構成されるグループを用いながら，連携が必要なモジュールの特定やシ
ステム全体像の把握が可能となる．
6.4 ミドルウェア
提案アーキテクチャの実装としてミドルウェアの開発を行った．ミドルウェアは図 6.4
におけるフレームワーク層で動作するソフトウェアコンポーネントとして位置づけられ，
モジュール開発者向けの枠組みと，接続層の実装をプラグインするための枠組みを提供す
る (図 6.5)．
モジュール開発者向けの APIは，Module Provider Interfaceと呼ばれ，ロボットの構成
要素となるモジュールを開発するために用いられる．接続層の実装をプラグインするため
のAPIは，Connectivity Service Provider Interfaceと呼ばれ，モジュール間の物理的な接続
を仮想化する為の仕組みの実装をプラグインするために用いられる．
モジュール間の連携で利用されるメッセージを以下に示す．
 交渉メッセージ
 処理要求メッセージ
 データ要求メッセージ
 データメッセージ
交渉メッセージはミドルウェア同士がシステム情報を交換するのに用いられるのに対し，
他のメッセージはモジュールのプログラムがデータを交換するのに用いられる．
また，ミドルウェアは C++と Javaの二つの言語でライブラリとして作成した．言語に
よるプログラミングインタフェースの差異は最小限に抑えてある．
6.4.1 モジュール定義
モジュール開発者は，作成するモジュール毎に以下の情報を定義情報として作成する．
 公開可能なプロパティの一覧
 対応可能な処理要求の一覧
 所属するグループとそこで公開する情報
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図 6.5 ミドルウェア概念図
 連携を行う外部モジュールの情報
これらの情報はモジュール定義ファイルとしてXML形式で作成される．ミドルウェア
はこの情報を用いて他のモジュールとの情報共有を実現する．開発者はこの定義ファイル
を修正することで，プログラムを修正することなしに，モジュールの連携に関する大部分
を再構成可能である．
モジュール定義ファイルにはそのモジュールの情報だけでなく，連携対象となる外部の
モジュールの情報を含めて記述する．外部のモジュールの情報としては，そのモジュール
が所属しているグループ名と，そのグループ内での役割名を記述する．IPアドレスなどの
接続先に関する詳細は記述せず，実際に接続されるモジュールの接続方法は接続サービス
のプラグインによって決定される．
モジュール定義ファイルを利用したモジュールの関係構築例
ここでは，実際にモジュール定義ファイルを用いて，どのようにモジュール間の関係が
構築されるかを説明する．
まず，図 6.6にモジュール定義ファイルの例を示す．この図では，このモジュールが公
開可能なプロパティの一覧 (図 6.6(A)) と対応可能な処理要求の一覧 (図 6.6(B)) が設定さ
れている．この定義情報を持つモジュールは，いずれのグループにも所属せず，外部との
連係を全く行わないモジュールである．
図 6.7に示す定義ファイルは，図 6.6と比較すると公開可能な情報は同じではあるが，
Robotというグループに対して，Bogieというロールで，position.x, position.y, velocityと
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<?xml version="1.0"?>
<moduleContext>
<localProxy>
<property name="position.x"/> <---------(A)
<property name="position.y"/>
<property name="direction.x"/>
<property name="direction.y"/>
<property name="velocity"/>
<method name="move"> <---------(B)
<param name="x"/>
<param name="y"/>
</method>
</localProxy>
</moduleContext>
図 6.6 外部との連係を全く行わないモジュールの定義ファイル
いう 3つの情報を公開している (図 6.7(C))．
このように，モジュール定義ファイルに設定された公開可能な情報 (図 6.6(A))は，グ
ループと役割名が設定された公開先の設定に記載されて初めて他のモジュールと共有され
る．この枠組みにより，モジュールが生成する情報のうち，どの情報が他のモジュールか
ら必要とされるかの検討は，必ずしも開発時に行う必要がない．すなわち，開発時に全て
の情報を公開可能としておくことで，共有を実際に行う必要があるときには，定義ファイ
ルの修正のみで共有を行うことが可能である．共有を行う際には，以下の要素を追加する．
<disclosure>
<group>Tracking</group>
<role>Robot</role>
<propertyRef name="position.x"/>
<propertyRef name="position.y"/>
</disclosure>
</moduleContext>
また，外部のモジュールの公開情報を参照するモジュールの場合は，図 6.8に示す定義
ファイルのように，RemoteModuleProxyを指定する．ここでは，Robotというグループの，
Bogieという名前のロールを持つモジュールを，bogieという名前で参照する (図 6.8(A))，
および，Speechというグループの，SpeechSynthesisという名前のロールを持つモジュー
ルを，synthという名前で参照する (図 6.8(B))という事を意味する．
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<?xml version="1.0"?>
<moduleContext>
<localProxy>
<property name="position.x"/> <---------(A)
<property name="position.y"/>
<property name="direction.x"/>
<property name="direction.y"/>
<property name="velocity"/>
<method name="move"> <---------(B)
<param name="x"/>
<param name="y"/>
</method>
</localProxy>
<disclosure> <---------(C)
<group>Robot</group>
<role>Bogie</role>
<propertyRef name="position.x"/>
<propertyRef name="position.y"/>
<propertyRef name="velocity"/>
</disclosure>
</moduleContext>
図 6.7 1つのグループに対して幾つかの情報を公開したモジュールの定義ファイル
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<?xml version="1.0"?>
<moduleContext>
<localProxy/>
<remoteProxy name="bogie"> <---------(A)
<group>Robot</group>
<role>Bogie</role>
</remoteProxy>
<remoteProxy name="synth"> <---------(B)
<group>Speech</group>
<role>SpeechSynthesis</role>
</remoteProxy>
</moduleContext>
図 6.8 外部のモジュールを参照するモジュールの定義ファイル
6.4.2 Module Provider Interface
モジュール開発者向けのAPIとして，電子白板モデルを利用した情報共有と，処理要求
モデルを利用したメッセージの送受信を行うためのインタフェースを用意した．
ModuleContext モジュールの実装が，Module Provider Interfaceを利用するときのエント
リポイントとして利用される．このインタフェースを通して，LocalModuleProxyの
実装クラスのインスタンス1を取得する．
LocalModuleProxy 自分自身の電子白板にアクセスする．1つのModuleContextにつき，1
つだけの LocalModuleのインスタンスが用意される．
RemoteModuleProxy 他のモジュールの電子白板へのアクセスと，メッセージの送信を行
う．1つのModuleContextにつき，複数の RemoteModuleProxyのインスタンスが用
意される．
電子白板モデル
電子白板モデルは，モジュール間でデータ要求メッセージとデータメッセージを送受信
することにより実現される．プログラミングインタフェースとしては，ローカルの白板に
情報を書く，書いた内容を確定する，リモートの白板の内容を読む，白板の内容を最新の
1本論文では，あるインタフェース (I)の実装クラスのインスタンスのことを Iのインスタンスと記述する．
この場合，ModuleContextはインタフェースとして用意されているために，ModuleContextのインスタンスは
ModuleContextの実装クラスのインスタンスを意味する．
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ModuleContext* context = ModuleContext:: GetContext();
LocalModuleProxy* local = context->GetLocalModule();
...
local->SetAsString("status", "RUNNING");
local->SetAsDouble("expressoin", id);
local->Commit(); <---------- (*)
...
local->SetAsString("status", "WAITING");
local->SetAsDouble("expressoin", 0);
local->Commit(); <---------- (*)
図 6.9 電子白板モデルを利用したプログラミング例（公開側）
状態に更新するという 4種類の操作が用意されている．そのため，開発者が直接メッセー
ジの送受信を行う必要はない．
データを提供する側とデータを参照する側のモジュールの，電子白板モデルを利用した情
報共有に関するプログラミングを図 6.9，図 6.10に示す．ここでは，情報を提供する側のモ
ジュールは更新情報を白板に記述した後に，Commitを呼び出すことでその更新を確定して
いる (図 6.9(*))．参照する側のモジュールは，対象モジュールの状態更新をTimedUpdate(図
6.10(*))を用いて監視し，最新の状態に更新されてから処理を行う．
処理要求モデル
処理要求モデルは，モジュール間で処理要求メッセージを送受信することにより実現さ
れる．他のモジュールから受信したメッセージは，処理要求イベントとしてミドルウェア
内のキューに保存される．要求を受ける側のモジュールでは，キューの直接操作による処
理要求に対応する方法と，処理要求のイベントハンドラを設定する方法が可能である．
アルゴリズム
電子白板モデル データを提供する側のモジュールでは，以下に示す手順に従いデータの
公開を行う．
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ModuleContext* context = ModuleContext:: GetContext();
RemoteModuleProxy* remote = context->GetRemoteModule("bogie");
...
while (1) {
remote->TimedUpdate(); <---------- (*)
double x = remote->GetAsDouble("expression");
...
}
図 6.10 電子白板モデルを利用したプログラミング例（参照側）
1. モジュールはModuleContextのインスタンスから LocalModuleProxyのインスタンス
を取得
2. モジュールは LocalModuleProxyのインスタンスに対して更新情報を設定
3. モジュールは一連の情報を設定した後に LocalModuleProxyの Commitを呼び出す
4. このモジュールの情報を参照している外部のモジュールが存在しない場合，ミドル
ウェアは何もせずに Commit処理は終了
5. 外部のモジュールが存在する場合，ミドルウェアは接続している外部のモジュール
のデータ参照モードによって以下のいずれかの処理で行う
 PUSHモードの場合
(a) ミドルウェアは更新されたデータをまとめてデータメッセージを作成，接
続モジュールに対して送信を要求
(b) Commit処理は終了
 PULLモードの場合
(a) 更新のフラグを立てるが，送信は行わない
(b) Commit処理は終了
(c) 外部のモジュールからデータ要求メッセージを受信し，更新フラグが立っ
ている場合，データメッセージを作成，接続モジュールに対して送信を要
求．更新フラグを下げる
(d) 更新フラグが立っていない場合，次のCommitが呼ばれたタイミングでデー
タメッセージを作成，接続モジュールに対して送信を要求．
6.4 ミドルウェア 113
6. 送信要求を受けた接続モジュールは，非同期でデータメッセージを送信
データを参照する側のモジュールでは，以下に示す手順に従いデータの参照を行う．
1. モジュールはModuleContextのインスタンスからRemoteModuleProxyのインスタン
スを取得
2. モジュールはRemoteModuleProxyのUpdate，もしくはTimedUpdateの更新メソッド
を呼び出す事により，RemoteModuleProxyの情報を最新の情報に更新
3. ミドルウェアはデータ参照モードによって以下のいずれかの更新処理を行う
 PUSHモードの場合
(a) 最後に更新メソッドが呼ばれてから，新たなデータメッセージを受け取っ
ていた場合は，その情報でデータを更新
(b) データメッセージを受け取っておらず，呼び出された更新メソッドがUpdate
の場合，更新処理は終了
(c) 呼び出されたメソッドが TimedUpdateの場合，以下のいずれかの状態にな
るまで呼び出し元のスレッドは待機
– 新たなデータメッセージを受信する
– 指定された時間が経過する
(d) 更新処理は終了
 PULLモードの場合
(a) 対象のモジュールにデータ要求メッセージを送信
(b) 空でないデータメッセージを受信した場合，その情報でデータを更新し，
更新処理は終了
(c) 空のデータメッセージを受信し，呼び出されたメソッドが Updateの場合，
更新処理は終了
(d) 呼び出されたメソッドが TimedUpdateの場合，以下のいずれかの状態にな
るまで呼び出し元のスレッドは待機
– 新たなデータメッセージを受信する
– 指定された時間が経過する
4. モジュールは RemoteModuleProxyから情報を読み出す
電子白板モデル ハンドラを設定した場合の振る舞いを以下に示す．
1. モジュールはModuleContextのインスタンスに対して，ProcessingRequestEventHandler
のインスタンスを設定
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2. ミドルウェアはそのハンドラ用のスレッドを 1つ作成・開始
3. 処理要求イベントのキューが空である間待機
 外部のモジュールから処理要求メッセージを受信した場合には，ミドルウェア
は随時イベントを作成しキューに追加
4. ハンドラ用スレッドはキューが空になるまで以下の処理を繰り返す
(a) キューからイベントを取り出す
(b) ハンドラの handleEventを呼び出す
(c) イベントを削除
5. 3に戻る
6.4.3 Connectivity Service Provider Interface
仮想ネットワークサービスをミドルウェアに組み込むためのインタフェースを用意し，
Peer-to-peer(P2P)を実現するための技術の一つである JXTA [83]を利用したサービスを実
装した．JXTAとは，ネットワークに散在するピア同士の自由な通信を可能にするための
一連のプロトコルで，オープンソースプロジェクトである Project JXTAによって定められ
ている．JXTAは JXTAネットワークと呼ばれる仮想ネットワークを構築し，ピアが存在
する物理的なネットワーク構成や，デバイスの種類，トランスポートの種類に依存するこ
となく，任意のピアと P2Pでの通信を可能にする．
JXTAは，その高い相互運用性と，マルチプラットフォーム性を持つという点で，ロボッ
トモジュールの接続技術としての優位性を持つ．まず，ロボットシステム開発の特徴とし
て，ハードウェア構成の複雑性と多様性が挙げられるが，JXTAによって構成される仮想
ネットワークを用いることで，ハードウェアの接続形態に対する依存を小さくすることが
可能となる．また，ロボットを構成するハードウェア上で動作するプラットフォームには，
組み込みOSを含む多様なプラットフォームが存在するために，軽量なプロトコルから構
成される JXTAの持つ高い移植性は大きな利点となる．
6.4.4 対話シェル
モジュール開発者の開発支援ツールとして対話型のシェルプログラムを用意した．この
プログラムは 1つのモジュールとして実行され，他のモジュールとの連携を行う．シェル
用のモジュール定義ファイルを用意すると，実行時にはその情報に基づいてモジュール間
の接続が確立される．接続が確立した後は，対象のモジュールの公開情報の参照や処理要
求メッセージの送信，自分自身の公開情報の設定等が可能である．シェルは主に以下の 3
つの用途に用いられる．
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 他のモジュールの状態を監視するためのモニタリングツール
 他のモジュールに処理要求を出すための制御ツール
 あるモジュールのダミーモジュールとしてのテスト用ツール
用意されているコマンドを表 6.1に示す．
表 6.1 シェルコマンド
command description
help コマンドの一覧を表示する
get LocalModuleProxyに設定されている値を表示する
set LocalModuleProxyに対して値を設定し，COMMIT操作を実行する
update RemoteModuleProxyに対して UPDATE操作を実行する
list RemoteModuleProxyの一覧と，公開されている値の一覧を表示する
handler デバグ用に EventHandlerを設定し，受信したイベントの情報を表示する
send RemoteModuleProxyに対して処理要求を送信する
6.5 実験システムの開発
提案したアーキテクチャを利用して，展示会でのデモンストレーション用の対話機能を
ヒューマノイドロボット ROBISUKE上に実装した．デモンストレーションでは以下のタ
スクを行う．
1. イベントの司会者として，決められたシナリオに従った対話を行う
2. 対話デモンストレーションとして，機能説明や他のロボットの紹介を対話形式で行う
3. 一般客との対話を通して，事前に決められたジェスチャーを実行する
6.5.1 ハードウェア構成
ROBISUKEは，人間との自然な対話の実現を目指して開発されたヒューマノイドロボッ
トで，ActivMedia社のROBOT台車 (PioneerIIDX)の上部に上半身が搭載された構成になっ
ている．上半身は，頭部，腕部，胴体から構成され，頭部の目，眉，口，首に合計 8自由
度，左右の腕部に各 4自由度，左右の手指に各 4自由度を持つ．頭部にはCCDカメラ 2基，
無指向性マイク 4基，スピーカ 1基，胴体に HITACHI SH3マイクロプロセッサと Xilinx
社製ソフトプロセッサコアMicroBlazeを搭載した FPGA3台をモータコントローラ用に設
置している [84]．また，無線 LANでの通信用に無線 LANアクセスポイントが搭載され，
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図 6.11 ROBISUKE概観
SH3とイーサネットケーブルで接続されている．SH3上では Debian GNU/Linuxが OSと
して稼動し，インターネットプロトコルを用いた無線通信が可能である．ロボットの概観
を図 6.11に示す．
会場にはイーサネットを用いたネットワークが張り巡らされており，ロボット上のLinux
とは IEEE802.11gを用いて接続されている．ネットワーク上には，Debian GNU/Linuxが
インストールされた PC/AT互換機が 2台，WindowsXPがインストールされたノート PC
が 1台接続されている．PC/AT互換機に対しては，イベント会場に設置されたマイクが音
声認識デバイスとして接続されている．また，ノート PCには東芝製音声合成ソフトウェ
アがインストールされており，これも会場に設置されたスピーカと接続されている．今回
のデモンストレーションでは会場に設置されたマイクとスピーカを利用し，ROBISUKEに
搭載されたこれらのデバイスは利用しない．システムの概観を図 6.12に示す．
6.5.2 システム開発とデモンストレーション
開発は，音声認識，対話システム，ロボットアーキテクチャ等を専門とする合計 5人の
開発者によって行われた．各々の開発者は，モジュール定義ファイルの記述方法，電子白板
モデル・処理要求モデルの概念，およびそれらのプログラミングインタフェース等，ミド
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図 6.12 システム概観
ルウェアを利用した開発とシステム統合方法に関して，あらかじめトレーニングを受けた．
システムは，会場のネットワーク上に配置されたデモンストレーション用対話システム
に対し，実世界のロボットエージェントである ROBISUKEがプラグインされるモデルで
設計された (図 6.13)．デモンストレーション用対話システムは，対話機能を実現するため
の複数のモジュールから構成される．数ヶ月間の開発期間を通して，合計 10のモジュー
ルが開発された．以下に開発されたモジュールを示す．
SpeechSynth. 他のモジュールから指定された内容に基づき音声合成を行い，会場のスピー
カを通して発話する．
SpeechRecog.A MC用の音声認識を行い，結果を公開する．
SpeechRecog.B ジェスチャ・デモンストレーション用に，子供の音声認識を行い，結果を
公開する．
BCFRecog. 対話用に聞き返し認識を行い，結果を公開する．
Dialogue.Host 司会者用対話デモンストレーションを行う．
Dialogue.Main 自己紹介用デモンストレーションを行う．
Dialogue.Demo 子供とのジェスチャ・デモンストレーションを行う．
TaskManager 実行するデモンストレーションの種類を管理する．
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環境：対話システム
ロボット対話システムロボット
図 6.13 ロボット対話システム
TaskChanger 実行するデモンストレーションの種類を切り替える．
RobisukeProxy ROBISUKEと対話システムを連係させる．
開発したシステムを用いて，愛地球博 (EXPO 2005 AICHI JAPAN) [85]，中部千年共生
村にてデモンストレーションを行った．ここでは，イベントの司会と自己紹介用の対話デ
モ，および一般客との対話デモが行われた．動作風景を図 6.14に示す．実験ではネット
ワークロボットシステムとして正常に動作することを確認した．
6.5.3 評価
開発の効率化に関する評価
提案手法とミドルウェアを用いた開発の効率性に関する評価を行う．
まず，今回の開発では，全ての開発者に 1時間ほどの簡単なサンプルを用いたトレーニ
ングを行っただけで，開発者はこのアーキテクチャにおけるモジュール実装方法を理解す
ることが出来た．これは，ミドルウェアやフレームワークを用いた開発における効率化に
おいて最初に問題となる，学習にかかるコストが小さい事を意味する．また，実際の開発
においても，システムの統合作業自体は，数時間で完了することが出来た．各々の開発者
がモジュールの実装にかけた時間は数週間から数ヶ月であったが，システム統合を深く意
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図 6.14 デモンストレーションの様子
識する必要はなく，自由な開発が行われた．また，幾つかのモジュールはマイクやスピー
カと言ったデバイスに接続されていたが，他のモジュールとの区別することなく開発を進
められた．
以上の結果から，提案手法を用いた開発は有効に機能したと考えられる．
複雑化の回避に関する評価
まず，開発されたモジュールとそれらの関係を図 6.15に示す．興味指向モジュールグ
ループとしては，Speech, Dialogue, Task, RobotControlの 4つのグループが定義された．こ
れらのグループは，開発が進められる中で検討され，全てが開発開始時に用意されていた
訳ではない．例えば，Taskグループは，デモンストレーションを問題なく実行するための
アイデアの中から必要となり，構成された．また，グループによってフィルタリングされ
たモジュールの関係の例を図 6.16に示す．図 6.15と比較すると，興味の範囲が絞られる
ことによりシンプルなモジュール間の関係を確認することが出来る．
Speechグループには発話に興味のあるモジュールが参加したが，ここでは，発話の状
態を監視する枠組みがオブザーバパターンを用いて構築された．オブザーバパターンと
は振る舞いに関するデザインパターンの 1つで，ある自律的な状態変化を伴うモジュー
ルと，その状態変化に依存して作業を行う複数のモジュールがあるが，それらの疎な結
合を保つ必要がある場合に用いられる．このパターンでは，構成モジュールを Subjectと
呼ばれる監視対象のモジュールと，Observerと呼ばれる監視モジュールの二つの役割が与
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図 6.15 システム設計
えられる．すなわち，SpeechSynth.が Subjectとして監視されるモジュールとなり，その
状態を監視するモジュールは，Observerとして自由にグループに参加する．今回の開発で
は，RobisukeProxyが発話の状態を監視するために Observerとしてグループに参加した．
またDialogueグループ，Taskグループにおいても，SpeechRecog.，TaskManagerをそれぞ
れ Subjectとしたオブザーバパターンが構成された．
このように，興味指向モジュールグループとデザインパターンを用いてシステムが記述
されることにより，複雑化が回避される様子が確認された．
6.6 議論
本論文では，ネットワークロボット技術を用いて効率的な多機能ロボット開発環境を実
現するためのロボットアーキテクチャとして，MONEAの設計を行った．ここでは，提案
したアーキテクチャとそのミドルウェアが提供する，開発者による自由な設計を妨げずに
開発生産性を高める枠組みについて議論を行う．
まずメタアーキテクチャという観点から本研究では，非同期のメッセージ交換とそれに
基づく情報共有フレームワークを提供することで，バザール方式の開発モデルで多機能ロ
ボットを構築する枠組みを設計した．厳密に言えば，モジュール間の通信技術さえ決定す
ればネットワークロボットシステムの開発は可能である．しかしながらこの規則だけでバ
ザール方式の開発を進めることは困難である．この場合，システムの構成要素の把握やそ
れらの関係を明確にするためには，厳密なシステム設計が必要となる．また，モジュール
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図 6.16 グループによるフィルタリングの例
開発者が自由に開発を進めた場合には，密な関係を持った多様なモジュールによって複雑
なシステムが構成されるリスクが高い．結果として繰り返し開発による機能追加が困難と
なる．そのためにMONEAは，メッセージの送受信だけでなく，電子白板モデルによる情
報共有のためのフレームワークを併せ持つ．また，興味指向モジュールグループとソフト
ウェアパターンを用いた設計手法を用いることでシステム全体の煩雑化リスクを低減する．
電子白板モデルでは，他のモジュールと共有する情報を，共有可能な状態と共有された
状態に分けて管理する枠組みが提供される．バザール方式の開発では，開発したモジュー
ルの情報が他のモジュールからどのように利用されるかを事前に把握する事が困難である．
このため電子白板モデルを利用した開発では，参照される可能性のある全ての情報を共有
可能な状態として公開する．各々のモジュールでは，どのような情報を，どのグループに
対して，どのような名前で共有するかを，後から自由に定義できる．モジュール同士が対
等の関係を持ち，モジュール開発者が情報の流れを動的に切り替えることが出来る仕組み
をあわせると，複雑なロボットの開発もバザール方式を用いた開発が可能となる [71]．情
報共有の手法としては，黒板モデルを用いる方法も考えられる．黒板モデルでは，全ての
モジュールが黒板に接続して情報の読み書きを行うことで，情報共有が実現される．しか
しながらこのモデルでは，全てのモジュールが黒板を経由した連携を行うために，直接通
信を行う場合と比較して処理のオーバーヘッドが発生する．また，モジュールが公開する
情報は，他のモジュールから利用されない場合においても黒板に対して更新し続ける必要
がある．それに対して電子白板モデルでは，公開された情報は，それを参照するモジュー
ルからの要求を受けた場合にのみ，必要な情報だけが直接メッセージとして送信される．
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それ故，ネットワークトラフィックが無駄に増加せず，システムに過大な負荷を与えない．
グループ化の方法に関しては，他にも機能分類に基づいたグループ化や，階層化による
グループ化等いくつかの方法が考えられる．例えば ORCA [86]は，ロボットの部品化を
実現するために RT参照モデルと呼ばれる階層構造を定義している．階層構造を用いると
階層間のインタフェースが定められ，階層毎の部品化とその部品の流通が可能となる．反
面，これらのグループ化はロボットの構成に関する前提条件を必要とし，モジュールの対
等な関係やモジュール開発者による自由な情報の流れの決定を妨げることがある．それに
対し興味指向を利用したグループは，インタフェースの規定のためではなく，連携が必要
なモジュールの集合として作成される．また，モジュールを複数のグループに同時に所属
させることができる為に，モジュール開発者による自由な設計と自由な情報の流れの定義
を妨げない．
開発者によるシステムの設計・開発と，システム全体像の把握を容易にするための枠組
みとしては，モジュールの役割や関係を事前に定める方法や，モジュールにライフサイク
ルを与える方法がある．しかしながらモジュールの役割や関係を事前に定めた場合，開発
者による設計の自由度が制限される．また，全てのモジュールが事前に定義されたライフ
サイクルを必要とするとは限らない．それに対しソフトウェアパターンを用いた手法では，
過去の優れた設計を再利用し，パターン名という共通のボキャブラリが与えられる．しか
しながら利用するパターンの選択権は開発者にあり，開発者による設計の自由度はなんら
制限を受けない．
軽量でハードウェアに対する依存性を小さくするための手段としては，独自プロトコル
を定義する方法や，既存の軽量な接続技術を採用する方法もある．しかしながら，ロボッ
トシステムにおける適切な通信技術は，開発するロボットによって大きく異なる可能性が
ある．そのために，アーキテクチャによって定められた軽量なプロトコルや接続技術が必
ずしも採用可能であるとは限らない．それに対してMONEAの基幹となるメッセージ指向
フレームワークは，モジュール間の単純なメッセージ交換のみで実装が可能である．その
ためにMONEAの実装では，接続層をプラグインとしてミドルウェアから切り離し，利用
する通信技術をカプセル化した．つまり，MONEAの利用者は，利用者の開発するロボッ
トシステムにおいて最も適した接続技術を選択することが可能である．
最後に，接続層のカプセル化は，MONEAのリアルタイムに関する問題に対して有効な
解決策を提供する．現在のMONEAでは，アプリケーションレベルの多機能性と容易な開
発環境の提供に焦点をあてており，それゆえにモジュール間のリアルタイム制御問題に関
して検討を行っていない．しかしながら，MONEAは接続層をカプセル化することにより，
ネットワークプロトコルやネットワークデバイス，オペレーティングシステムに対する依
存がない．また，MONEAのフレームワークは，全て非同期処理を原則としているために，
処理の呼び出しに対する依存関係が少ないため，リアルタイム性の管理が比較的行いやす
い．結果として，将来MONEAのリアルタイム対応を検討することが可能となっている．
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画像処理技術やジェスチャー認識技術を併用した，マルチモーダルインタフェースの実
現を可能にするためのミドルウエアとして，メッセージ指向を用いたネットワークモジュー
ルアーキテクチャ，MONEAを提案した．マルチモーダルインタフェースを備えたアプリ
ケーションとして，多機能ロボットを取り上げ，そこで求められる特徴として，メタアー
キテクチャ，バザール方式の開発モデルのサポート，軽量なネットワークロボット用ミドル
ウェアの 3つをあげ，MONEAにはこれらの特徴を持たせた．MONEAでは，電子白板モ
デルによる情報共有と処理要求メッセージの送信によるモジュール連携を行い，モジュー
ル間の接続は P2P仮想ネットワークによって実現される．また，自由な設計思想でのモ
ジュール開発を維持しながら，システム全体像の煩雑化を避ける手法として，興味指向モ
ジュールグループとソフトウェアパターンを用いたシステム設計手法について述べた．
提案したアーキテクチャの実装としてミドルウェアの開発を行い，モジュール間連携の
容易な再構成と，開発時に作成した設定ファイルの外部仕様書としての利用，実装上の
負担の低減を実現した．ミドルウェアのモジュール間接続技術には JXTAを採用すること
で，P2P仮想ネットワークを構築した．また，開発したミドルウェアを実際に利用して展
示会でのデモンストレーション用の対話機能の実装を行い，効率的な多機能ロボット開発
にMONEAが有効であることを確認した．
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本研究の目的は，良質な音声インタフェースを備えたアプリケーション開発を支援する基
盤技術の確立である．本論文では，より高品質な音声インタフェースの，より多くの開発
者による，より簡単な開発を可能にするために必要な技術として，音声認識アプリケー
ション開発支援技術について開発を行い，その要素技術について述べた．
第 1章では，本研究で開発を進める開発支援技術によって実現を目指す，新しい開発パ
ラダイム：双方向型音声認識アプリケーション開発パラダイムについて述べた．双方向型
音声認識アプリケーション開発パラダイムでは，エンジン開発者とアプリケーション開発
者，および利用者が有機的に連携することが可能な枠組みを利用する．その実現には，音
声アプリケーション用モニタリング機能，実量環境における利用情報のフィードバック機
能，及び，機能部品や更新データの配信機能が必要である．
第 2章では，本研究で確立すべき “良質な音声インタフェース”に関する知見の提供と
その知見の共有の枠組みの提供を行った．従来の音声インタフェースにおける，効率性と
容易性のトレードオフ問題を解決するための手法として，機能選択型音声インタフェース
である FlexibleShortcutsと，データ入力型音声入力インタフェースである Select&Voiceを
組み合わせた，新しい音声インタフェースの提案を行った．FlexibleShortcutsは，呼び出
し可能な機能に対して関連付けられた複数のキーワードを用いて，柔軟な特定の機能の
呼び出しを可能にするインタフェースである．従来の機能呼び出し型インタフェースであ
る Command and Controlと，メニュー選択型のインタフェース，および，それらのハイブ
リッドのインタフェースとの比較実験を行い，FlexibleShortcutsが，メニュー選択型イン
タフェースのように初心者にも利用が可能でありながら，Command and Controlと同程度
に効率的な機能選択が可能であることを示した．Select&Voiceは，GUIとのアナロジーを
利用し，画面と音声による情報の提示，コントローラによる項目の選択，音声によるデー
タ入力による操作を基本としたデータ入力型の音声インタフェースである．従来の対話型
のインタフェースと比較して，効率的な操作が可能であることを実験により示した．さら
に，これら 2つのインタフェースを統合し，高透過な音声インタフェースの実現が可能で
あることを，デモンストレーションシステムにより示した．
第 3章では，音声認識アプリケーション構築プラットフォームの提供を行った．本研究
で実現を目指す，双方向型音声認識アプリケーション開発パラダイムに必要な技術とし
て，利用者の入力音声や振る舞いを含む，音声アプリケーションのモニタリング機能，モ
ニタリングした情報をネットワーク経由でサーバに送信するフィードバック機能，フィー
ドバックデータの分析に基づく，音声入力や振る舞いに関する統計データの提供機能，音
声認識エンジンのモデルデータや機能モジュールの配信機能を挙げ，これらを同時に実現
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することが可能な枠組みとして，Proxy-Agentを用いた音声認識システムの提案を行った．
Proxy-Agentとは，アプリケーションと音声認識エンジンの間に入ってその連携を担当す
るソフトウェアであり，アプリケーションから音声認識エンジンに対する制御信号と音声
認識エンジンの入出力に関する情報の収集を行う．Proxy-Agentは，その構造上の特徴を
活かし，モニタリング機能やフィードバック機能等の実現を可能にし，双方向型の開発パ
ラダイムの実現が見込まれる．Eclipse RCPをベースにソフトウエアを実装し，実際にデー
タ収集アプリケーション開発や，音声インタフェース構築用のソフトウエア部品の共有が
できることを確認した．
第 4章では，音声認識アプリケーション構築支援サービスの提供を行った．音声認識ア
プリケーション開発における最も重要かつ困難な作業の一つとして，システムが認識可能
な語彙の適切な設計と，実際に利用されている語彙のメンテナンスを挙げ，これらの問題
を解決するためのサービスとして，集合知を利用した語彙情報の収集・共有・管理サービ
スを構築した．具体的には，語彙情報を集中管理するためのオンラインデータベースシス
テムを構築し，それを利用者に公開する．分野や品詞，粒度 (語を構成する単位の大きさ：
単語や複合語，助詞を含んだ節)にとらわれない，多種多様な語を対象とし，語彙情報と
しては，語とその読み情報，その語のメタ情報を扱えるようにした．さらに，利用者によ
る語彙情報の追加・修正を可能にし，集合知を利用した語彙メンテナンスの実現を図った．
集合知の利用を可能にするための条件として，Data Intensive Systemsであること，Lexicon
Lifecycleの概念を導入すること，Cooperative Frameworkを実装することを挙げ，実際に，
WWW上の語彙資源の利用，クエリベースの目的語彙の選別，ウェブベースのアプリケー
ション連携の枠組みを実装した．実験では，クエリにより適切な語彙設計が可能になるこ
とを示した．
第 5章では，ウェブベース音声認識アプリケーション用ミドルウエアの提供を行った．
ウェブアプリケーションの開発者に対して，自由な音声認識エンジンの選択とアプリケー
ション特化の再構成を可能にしながらも，実行環境に対して非依存な形でブラウザ連携を
可能にする手法として，ネットワーク配信型音声認識システムを提案した．提案手法では，
アプリケーションのネットワーク配信技術と Proxy-Agent技術を合わせて用いることで，
クライアント環境に対するエンジンの動的な配信と，標準的なウェブ技術のみを用いたブ
ラウザ連携を可能にした．具体的には，Java Web Startを用いた Proxy-Agentの配信の枠組
みと，Proxy-Agentによるエンジン配信の枠組みを合わせた提案手法の実現方法について
述べた．さらに Proxy-Agentの拡張としてHTTPベースのブラウザ連携機能を実装するこ
とで，標準的な HTML+JavaScriptのみを用いて音声認識システムとの連携を可能にする
手法を示した．
第 6章では，分散マルチモーダルアプリケーション用ミドルウエアの提供を行った．マ
ルチモーダルインタフェースを備えたアプリケーションとして，対話ロボットを取り上げ，
そこで必要な枠組みの設計を行い，分散技術を用いてマルチモーダルインタフェースを構
築するためのミドルウエア，MONEAとして実装を行った．MONEAでは，電子白板モデ
ルによる情報共有と処理要求メッセージの送信によるモジュール連携を行い，モジュール
間の接続は P2P仮想ネットワークによって実現される．また，自由な設計思想でのモジュー
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ル開発を維持しながら，システム全体像の煩雑化を避ける手法として，興味指向モジュー
ルグループとソフトウェアパターンを用いたシステム設計手法について述べた．
音声認識アプリケーション構築支援技術は，第 3章で述べたプラットフォームを中心と
して，第 2章で述べたインタフェース，第 4章で述べたサービスを単独の技術としてで
はなく，1つの統合技術として全て双方向型音声認識アプリケーション開発パラダイムの
実現を目的として開発されている．もちろん，それぞれは単独として価値のある技術であ
り，高品質な音声インタフェースの構築を可能にする．しかしながら，統合された技術と
して用いることでその効果はさらに高まるものとなる．すなわち，本研究は音声認識アプ
リケーション開発支援技術という分野の基盤技術として位置づけられ，今後さらなる要素
支援技術の拡充を進めることで，より高品質な音声インタフェースの，より多くの開発者
による，より簡単な開発が真に可能になることが期待される．
この技術は音声認識技術に留まらず，パターン認識技術全般に対して適用可能になる技
術である．本研究は，それらの分野の研究開発を進める上での，基礎として位置づけられ
るものである．
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