We present the first family of binary codes that attains optimal scaling and quasi-linear complexity, at least for the binary erasure channel (BEC). In other words, for any fixed δ > 0, we provide codes that ensure reliable communication at rates within ε > 0 of the Shannon capacity with block length n = O(1/ε 2+δ ), construction complexity Θ(n), and encoding/decoding complexity Θ(n log n). Furthermore, this scaling between the gap to capacity and the block length is optimal in an information-theoretic sense.
Introduction
Shannon's coding theorem implies that for every binary-input memoryless symmetric (BMS) channel W, there is a capacity I(W) such that the following holds: for all ε > 0 and P e > 0, there exists a binary code of rate at least I(W) − ε which enables communication over W with probability of error at most P e . Ever since the publication of Shannon's famous paper [48] , the holy grail of coding theory was to find explicit codes that achieve Shannon capacity with polynomial-time complexity of construction and decoding. Today, several such families of codes are known, and the principal remaining challenge is to characterize how fast we can approach capacity as a function of the code block length n. Specifically, we now have explicit binary codes (which can be constructed and decoded in polynomial time) of length n and rate R, such that the gap to capacity ε = I(W) − R required to achieve any fixed error probability P e > 0 vanishes as a function of n. The fundamental theoretical problem is to characterize how fast this happens. Equivalently, we can fix ε = I(W) − R and ask how large does the block length n need to be as a function of ε. That is, we are interested in the scaling between the block length and the gap to capacity, under the constraint of polynomial-time construction and decoding.
It is known that the optimal scaling is of the form n = O(1/ε µ ), where µ is referred to as the scaling exponent. It is furthermore known that the best possible scaling exponent is µ = 2, and it is achieved by random linear codes -although, of course, random codes do not admit efficient decoding. In this paper, we present the first family of binary codes that attains both optimal scaling and quasi-linear complexity on the the binary erasure channel (BEC). Specifically, for any fixed δ > 0, we exhibit codes that ensure reliable communication on the BEC at rates within ε > 0 of the Shannon capacity, with block length n = O(1/ε 2+δ ), construction complexity Θ(n), and encoding/decoding complexity Θ(n log n).
To establish this result, we use polar codes, invented by Arıkan [1] in 2009. However, while Arıkan's polar codes are based upon a specific 2 × 2 kernel, we use × binary polarization kernels, where is a sufficiently large constant. The main technical challenge is to prove that this construction works. To this end, we choose the polarization kernel uniformly at random from the set of all × nonsingular binary matrices, and show that with probability at least 1 − O(1/ ), the resulting scaling exponent is at most 2 + δ. Since is a constant that depends only on δ, the choice of a polarization kernel can be, in principle, de-randomized in time O(2 ), without affecting the complexity of construction or the encoding/decoding complexity of the resulting code.
Background and context
A sequence of papers starting with [4, 49] in 1960s and culminating with [15, 46] shows that for any discrete memoryless channel W and any code of length n and rate R that achieves error-probability P e on W, we have
where the constant (which is given explicitly in [46] ) depends on W and P e , but not on n. This immediately implies that if n = O (1/ε µ ), where ε = I(W) − R is the gap to capacity, then µ 2. We further note that expressions similar to (1) were derived from the perspective of threshold phenomena in [52] and from the perspective of statistical physics in [43] . The fact that µ 2 also follows from a simple heuristic argument. For simplicity, consider the special case of transmission over the BEC with erasure probability p. As n → ∞, the number of erasures will tend to the normal distribution with mean np and standard deviation np(1 − p). Thus channel randomness yields a variation in the fraction of erasures of order 1/ √ n. This implies that, in order to achieve a fixed error probability, the gap to capacity ε has to scale at least as 1/ √ n. It is well known [15, 46] that the lower bound µ = 2 is achieved by random linear codes. For the special case of transmission over the BEC, the proof of this fact reduces to computing the rank of a certain random matrix. Indeed, the generator matrix of a random linear code of length n and rate R is a matrix with Rn rows and n columns whose entries are i.i.d. uniform in {0, 1}. The effect of transmission over the BEC with erasure probability p is equivalent to removing each column of this generator matrix independently with probability p. The probability of error (under maximum-likelihood decoding) is equal to the probability that such residual matrix is not full-rank. This probability is easy to compute, and the desired scaling result immediately follows.
Unfortunately, random linear codes cannot be decoded efficiently. On general BMS channels, this task is NPhard [3] . On the BEC, decoding a general binary linear code takes time O(n ω ), where ω is the exponent of matrix multiplication. This leads to the following natural question: what is the lowest possible scaling exponent for binary codes that can be constructed, encoded, and decoded efficiently? For the BEC, we take efficiently to mean linear or quasi-linear complexity. Here is a brief survey of the current state of knowledge on this question.
Forney's concatenated codes [7] are a classical example of a capacity-achieving family of codes. However, their construction and decoding complexity are exponential in the inverse gap to capacity 1/ε (see [9] for more details), so they are definitely not efficient. In recent years, three new families of achieve capacity-achieving codes have been discovered; let us review what is known regarding their scaling exponents.
Polar codes: Achieve the capacity of any BMS channel under a successive-cancellation decoding algorithm [1] that runs in time O(n log n). It was shown in [9] that the block length, construction complexity, and decoding complexity are all bounded by a polynomial in 1/ε, which implies that the scaling exponent µ is finite. Later, a sequence of papers [8, 11, 21, 42] provided rigorous upper and lower bounds on µ. The specific value of µ depends on the channel W. It is known that µ = 3.63 on the BEC. The best-known bounds valid for any BMS channel W are given by 3.579 µ 4.714. Spatially-coupled LDPC codes: Achieve the capacity of any BMS channel under a belief-propagation decoding algorithm [29] that runs in linear time. A simple heuristic argument yields that the scaling exponent of these codes is roughly 3 (see [38, ). However, a rigorous proof of this statement remains elusive and appears to be technically challenging. Reed-Muller codes: Achieve capacity of the BEC under maximum-likelihood decoding [27, 28] that runs in time O(n ω ). While it has been observed empirically that the performance of Reed-Muller codes on the BEC is close to that of random codes [39] , no bounds on the scaling exponent of these codes are known.
Our main result: Binary linear codes with optimal scaling and quasi-linear complexity
Our main result is the first family of binary codes for transmission over the BEC that achieve optimal scaling between the gap to capacity ε and the block length n, and that can be constructed, encoded, and decoded in quasi-linear time. In other words, the block length, construction, encoding, and decoding complexity are all bounded by a polynomial in 1/ε and, moreover, the degree of this polynomial approaches the informationtheoretic lower bound µ 2. Somewhat informally (cf. Theorem 2), this result can be stated as follows.
Theorem 1. Consider transmission over a binary erasure channel W with capacity I(W). Fix P e ∈ (0, 1) and arbitrary δ > 0. Then for all R < I(W), there exists a sequence of binary linear codes of rate R that guarantee error probability at most P e on the channel W, and whose block length n satisfies
where β = 1 + 2 P −0.01 e 3 is a universal constant. Moreover, the codes in this sequence have construction complexity Θ(n) and encoding/decoding complexity Θ(n log n).
Remark. In the statement of the theorem, the error probability is upper-bounded by a fixed constant P e . However, a somewhat stronger claim is possible. It can be shown that Theorem 1 still holds if the error probability is required to decay polynomially fast with the block length n.
To prove Theorem 1, we will show that there exist × binary kernels, such that polar codes constructed from these kernels achieve capacity with a scaling exponent µ( ) that tends to the optimal value of 2 as grows. In Section 3, we will furthermore provide an upper bound on the required value of as a function of δ (and nothing else). The claim regarding the construction and encoding/decoding complexities immediately follows from known results on polar codes [1, 47, 50] . This is so since polar codes constructed from × binary kernels maintain the recursive structure of conventional polar codes, and thereby inherit construction complexity Θ(n) and encoding/decoding complexity Θ(n log n).
A primer on polar codes
Like many fundamental discoveries, polar codes are rooted in a simple and beautiful basic idea. Polarization is induced via a simple linear transformation consisting of many Kronecker products of a small binary matrix K, called the polarization kernel, with itself. Following [23] , we assume herein that K is an × non-singular binary matrix, which cannot be transformed into an upper triangular matrix under any column permutations. In this framework, the conventional polar codes of Arıkan [1] correspond to the special case where
Let W: {0, 1} → Y be a BMS channel, characterized in terms of its transition probabilities W(y|x), for all y ∈ Y and x ∈ {0, 1}. Further, let U = (U 1 , U 2 , . . . , U n ) be a block of n = m bits chosen uniformly at random from {0, 1} n . We encode U as X = UK ⊗m and transmit X through n independent copies of W, as shown below:
This, in a nutshell, is the polarization transformation of Arıkan [1] . To understand what polarization means in this context, let us consider a number of channels associated with this transformation. First, there is the channel W n : {0, 1} n → Y n that corresponds to n independent uses of W. Arıkan [1] also introduces the channel W * : {0, 1} n → Y n with transition probabilities given by W * (y|u) = W n y u K ⊗m . Finally, Arıkan [1] further defines, for each i ∈ [n], the channel W i : {0, 1} → Y n ×{0, 1} i−1 that is "seen" by the bit U i , as follows:
where (·, ·) stands for vector concatenation. It is easy to show that W i y, v| u i ) is indeed the probability of the event that (Y 1 , Y 2 , . . . , Y n ) = y and (U 1 , U 2 , . . . , U i−1 ) = v given the event U i = u i . The key observation of [1] is that, as n grows, the n bit-channels W i defined in (4) start polarizing: they approach either a noiseless channel or a useless channel. Formally, given a BMS channel W, its capacity I(W) and Bhattacharyya parameter Z(W) are given by Theorem (Polarization Theorem). For every δ ∈ (0, 1), almost all bit-channels become either δ-good or δ-bad as n → ∞. In fact, as n → ∞, the fraction of δ-good bit-channels approaches the capacity I(W) of the underlying channel W, while the fraction of δ-bad bit-channels approaches 1 − I(W).
This theorem naturally leads to the construction of capacity-achieving polar codes, as long as δ is o(1/n). Specifically, an (n, k) polar code is constructed by selecting a set A of k good bit-channels to carry the information bits, while the input to all the other bit-channels is frozen to zeros. In practice, the code parameters k and δ are usually selected according to the target rate of the code and/or the desired probability of error.
Let us now focus on binary erasure channels W, where the erasure probability z is equal to the Bhattacharyya parameter Z(W) defined in (5) . It is easy to see that when the underlying channel is BEC(z), then for all i, the i-th bit-channel is also a BEC. Specifically, the bit-channel W i is BEC(z m (i)), where z m (i) is a polynomial of degree at most n in z. The proof of the polarization theorem then follows by studying the evolution of the Bhattacharyya parameters z m (i) as m grows. For a fixed kernel K, these n = m Bhattacharyya parameters z m (i) can be viewed as values of a random variable Z m induced by the uniform distribution on the m bit-channels. For any given kernel K, the recursive construction of K ⊗m allows {Z m } m∈N to form a supermartingale:
where
are the erasure probabilities of the bit-channels obtained after a single step of polarization. We shall refer to the set f i,K (z) : i ∈ [ ] as the polarization behavior of K. We will show later in this paper that
One can view (6) as a stochastic process on an infinite binary tree, where in each step we take one of the available branches with uniform probability. The polarization theorem is then reduced to the martingale convergence theorem for supermartingales, which in this case implies that lim m→∞ Z m (1 − Z m ) = 0. This shows that the erasure probability of the bit-channels polarizes to 0 or 1 as m → ∞. The speed with which this polarization phenomenon take place is the determining factor in the decay rate of the gap to the capacity as a function of the block length m . We elaborate on this in the next subsection.
On the rate of polarization in various regimes
The performance of polar codes has been analyzed in several regimes. In the error exponent regime, the rate R < I(W) is fixed, and it is studied how the error probability P e scales as a function of the block length n. In [2] it is proved that the error probability under SC decoding behaves roughly as 2 − √ n . An even more refined scaling is proved in [12] .
In the error floor regime, the code is fixed, i.e., the rate R and the block length n are fixed, and it is studied how the error probability P e scales as a function of the channel parameter. In [5] it is proved that the stopping distance of polar codes scales as √ n, which implies good error floor performance under BP decoding. The authors of [5] also provide simulation results that show no sign of error floor for transmission over the BEC and over the binary-input AWGN channel. This conjecture is settled in [42] , where it is showed that polar codes do not exhibit error floors for the transmission over any BMS channel.
The focus of this paper is on the scaling exponent regime, where the error probability P e is fixed, and it is studied how the gap to capacity I(W) − R scales as a function of the block length n. As mentioned earlier, if n is O (1/(I(W) − R) µ ), then we say that the family of codes has scaling exponent µ. For polar codes, the value of µ depends on the particular channel taken into account. In [21] , it is presented a heuristic method for computing the scaling exponent for the transmission over the BEC under SC decoding; this method yields µ ≈ 3.627. In [9] , it is shown that the block length, construction, encoding and decoding complexity are all bounded by a polynomial in the inverse of the gap to capacity for the transmission over any BMS channel. This implies that there exists a finite scaling exponent µ. Rigorous bounds on µ are provided in [8, 11, 42] . In [11] , it is proved that 3.579 µ 6, and it is conjectured that the lower bound can be increased up to 3.627, i.e., up to the value heuristically computed for the BEC. In [8] , the upper bound is refined to 5.702. The current best upper bounds on the scaling exponent are provided in [42] : for any BMS channel, µ 4.714; and for the special case of the BEC, µ 3.639, which approaches the value obtained heuristically in [21] . As a side note, let us point out that the heuristic method of [21] is based on a "Scaling Assumption" that requires the existence of a particular limit. The results of [8, 11, 42] , as well as the result presented in this paper, do not rely on such an assumption.
In [42] , it is also proved that, by allowing a less favorable scaling between the gap to capacity and the block length (i.e., a larger scaling exponent), the error probability goes to 0 sub-exponentially fast in n. This intermediate regime is referred to as moderate deviations regime. Here, neither the rate nor the error probability are fixed, and it is studied how the gap to capacity I(W) − R and the error probability P e jointly scale as functions of the block length n (see [42, Theorem 3] ).
In a nutshell, the scaling exponent of Arıkan's polar codes is around 4 (its exact value depends on the transmission channel and it can be bounded as 3.579 µ 4.714). On the contrary, random codes achieve the optimal scaling exponent of 2. This means that, in order to obtain the same gap to capacity, the block length of polar codes needs to be roughly the square of the block length of random codes. Hence, one natural question is how to improve the scaling exponent of polar codes.
One possible approach consists in acting on the decoding algorithm. In particular, the successive cancellation list decoder proposed in [51] empirically provides a significant performance improvement. However, in [41] , it is proved a negative result for list decoders: the introduction of any finite list cannot improve the scaling exponent under MAP decoding for the transmission over any BMS channel. Furthermore, for the special case of the BEC, it is also proved that the scaling exponent under SC decoding does not change even if one is given a finite number of helps from a genie.
Another approach is to consider the polarization of kernels larger than the original 2 × 2 matrix proposed by Arıkan. Indeed, such kernels have the potential to improve the scaling behavior of polar codes. For the error exponent, in [23] it is proved that, as goes large, the error probability scales roughly as 2 −n . For the scaling exponent, in [6] it is observed that µ can be reduced when 8. In the recent paper [45] , it is shown that, for the transmission over the erasure channel, the optimal scaling exponent µ = 2 is approached by using a large kernel and a large alphabet. Furthermore, in [10] , the author gives evidence supporting the conjecture that, in order to obtain µ = 2, it suffices to consider a large kernel over a binary alphabet. In this paper, we finally settle such a conjecture: we show that the scaling exponent µ( ) obtained from the polarization of an × kernel tends to 2, as goes large.
Outline of the Proof
The proof consists of three main steps. In the following, we describe the main ideas behind each of them.
Step 1. As mentioned in Section 1.3, when m → ∞, almost all the bit-channels polarize, i.e., the process Z m almost surely takes its value inside the set {0, 1}. In order to study the finite-length behavior of polar codes, we need to understand how fast the process Z m polarizes. In other words, given a (small) number ε > 0, how fast does the quantity P{Z m ∈ [ε, 1 − ε]} vanish with m? To answer this question, we first relate the decay speed of Z m with some simpler quantity that can be directly computed from the kernel matrix K.
Recall that the Bhattacharyya process corresponding to the channel BEC(z) and the matrix K has a closed form recursive expression given by (6) . In order to bound the value of P{Z m ∈ [ε, 1 − ε]}, we look at the 
Furthermore, in order to bound E[g α (Z m )], we can write:
Hence, after some simple calculations, we conclude that
Step 2. We show that the quantity λ * α,K is bounded above by −1/2+5α with probability 1 − O(1/ ) over the random choice of K. To do so, we prove that, as grows, the functions f i,K will behave as a step function for most of the non-singular kernels. Note that, for any i and for any K, f i,K is an increasing polynomial with f i,K (0) = 0 and f i,K (1) = 1. As increases, we prove that, with probability 1 − O(1/ ) over the choice of K, f i,K (z) has a sharp threshold around the point z = i/ . More precisely, for z i/ − 5 log / √ , we have that f i,K (z) −(2+log ) ; and for z i/ + 5 log / √ we have that f i,K (z) 1 − −(2+log ) (see also Figure 1 ). Let us now go back to (9) and use this "sharpness" property of f i,K in order to upper bound λ * α,K . In the right-hand-side of (9), let us only evaluate the term inside the supremum for z = 1/2. By using the "sharpness" property, it is not hard to see that this term will be of order
for sufficiently large . With some more effort, we can show a bound which is valid for any z ∈ (0, 1) (and not only for z = 1/2).
Step 3. We derive a finite-length scaling law for polar codes by using the results of the previous steps. From (7) , (8) , and the upper bound on λ * α,K , we conclude that
Denote the desired error probability by P e and let ε = P e −m . Then,
where δ can be made arbitrarily small by choosing a small enough α. As the blocklength n is equal to m , (11) implies that the gap to capacity is of order n 1/(2+δ) . By bounding also P{Z m 1 − P e −m }, the desired scaling result follows.
Main Result
As mentioned in the introduction, the main result of this paper is to provide a family of binary codes that achieves optimal scaling between gap to capacity and block length, as well as quasi-linear complexity of construction, encoding and decoding. This is done by showing that binary polar codes obtained from large kernels possess those properties. be a kernel that is selected uniformly at random among all × non-singular binary matrices. Fix P e ∈ (0, 1) and let C (n, R, P e ) be the code obtained by polarizing K with block length n = m for some m ∈ N and rate R < I(W) such that the error probability under successive cancellation decoding is at most P e . Fix a small constant δ > 0. Then, there exists 0 (δ) such that for any > 0 (δ), with high probability over the choice of K, there is a code C (n, R, P e ) that satisfies
where β is a constant given by (1 + 2 P −0.01 e ) 3 . This code has construction complexity Θ(n), and encoding/decoding complexity Θ(n log n).
It also possible to show that needs to be of order exp (1/δ 1.01 ), and additional details about this fact are provided at the end of the section. The theorem above follows from the following result that characterizes the behavior of the polarization process.
Theorem 3 (Optimal Scaling of Polarization Process
be a kernel that is selected uniformly at random among all × non-singular binary matrices. Let Z m be the random process defined in (6) with initial condition Z 0 = z. Fix P e ∈ (0, 1) and a small constant δ > 0. Then, there exists 0 (δ) such that, with high probability over the choice of K, for any > 0 (δ) and for any m 1
with
and where c 0 is a constant given by 1 + 2 P −0.01
For the sake of clarity, note that in (13) the kernel K is fixed and the probability space is defined with respect to the random process Z m , while (14) holds with high probability over the choice of the kernel K. We are now ready to present the proof of Theorem 2.
Proof of Theorem 2. Consider the transmission over the BEC(z) of a polar code with block length n = m and rate R obtained by polarizing the × kernel K, where > 0 (δ). By Theorem 3, there is at least a fraction 1 − z − c 0 − m µ(K) of the synthetic channels whose erasure probability is at most P e −m , where c 0 = 1 + 2 P −0.01 e and, with high probability over the choice of K, µ(K) 2 + δ. Then, if we take
a simple union bound yields that the error probability under successive cancellation decoding is at most P e . As I(W) = 1 − z, by re-arranging (15), formula (12) immediately follows with β = (1 + 2 P −0.01 e ) 2+δ . Without loss of generality, we can assume that δ < 1, hence we can take β as prescribed by the statement of the theorem. The claim on the construction complexity follows from the fact that the erasure probabilities of the synthetic channels can be computed exactly according to the recursion (6). The claim on the encoding/decoding complexity follows from [23, 47] .
The rest of the section is devoted to prove Theorem 3. The basic idea consists in bounding the number of un-polarized synthetic channel. To do so, let us define the polarization measure function g α (z) as
where α ∈ (0, 1) is a fixed parameter. The first step is to show that an upper bound on E[g α (Z m )] yields an lower bound on P{Z m P e −m }. This is done in Lemma 1, whose statement and proof immediately follow.
be an × non-singular binary kernel such that none of its column permutations is upper triangular. Let Z m be the random process defined in (6) with initial condition Z 0 = z. Fix α ∈ (0, 1) and define g α (z) as in (16) . Fix ρ, P e ∈ (0, 1) and assume that, for any m 1,
Then, for any m 1,
where c 1 = 2P −α e + P e .
Proof. First of all, we upper bound P{Z m ∈ [P e −m , 1 − P e −m ]} as follows:
where the equality (a) uses the concavity of the function g α (·); the inequality (b) follows from Markov inequality; the inequality (c) uses the hypothesis E[g α (Z m )] −mρ ; and the inequality (d) uses that 1 − P e −m 1/2 for any m 1. Let us define
and let A , B , and C be the fraction of synthetic channels in A, B, and C, respectively, that will have a vanishing erasure probability as n → ∞. More formally,
Recall that any × non-singular binary matrix none of whose column permutations is upper triangular polarizes symmetric channels [23] . Hence, as K satisfies this condition by hypothesis, we immediately have that
In addition, from (19), we have that
In order to upper bound C , we proceed as follows:
By using again that the kernel K is polarizing, we obtain that the last term equals the capacity of a BEC with erasure probability at least 1 − P e −m . Consequently,
As a result, we conclude that
where the equality (a) uses (22); the inequality (b) uses (23) and (25); and the inequality (c) uses that α and ρ ∈ (0, 1). This chain of inequalities implies the desired result.
The second step consists in giving an upper bound on E[g α (Z m )] of the form (λ * α,K ) m , where λ * α,K depends on the particular kernel K. This is done in Lemma 2, whose statement and proof immediately follow.
be an × binary kernel. Let Z m be the random process defined in (6) with initial condition
and let λ * α,K be its supremum, i.e.,
Then, for any m 0, we have that
Proof. We prove the claim by induction. The base step m = 0 follows immediately from the fact that Z 0 = z. To prove the inductive step, first we write
where the first expectation on the RHS is with respect to Z m and the second expectation is with respect to B m . Then, we have that
which concludes the proof.
The third and final step is to prove that λ * α,K concentrates around 1/ √ , when K is selected uniformly at random among all × non-singular binary matrices. This is done in Theorem 4 that is stated below and whose proof is presented in Appendix A.
be a kernel that is selected uniformly at random among all × non-singular binary matrices. Fix α ∈ (0, 1/16) and define λ * α,K as in (27) . Then, there exists 1 (α) such that, for any > 1 (α),
where the probability space is over the choice of the kernel K.
At this point, we are ready to put everything together and give the proof of Theorem 3.
Proof of Theorem 3. Pick sufficiently large and define
Then, by Theorem 4, we have that, with high probability over the choice of the kernel K,
Consequently, as g α (z) 1 for any z ∈ (0, 1), by Lemma 2 we have that
Note that, with high probability, the kernel K is such that none of its column permutations is upper triangular. Then, we can apply Lemma 1 and we deduce that
where c 1 = 2P −α e + P e . Note that, as α 1/100 and P e 1, we have that c 1 1 + 2P −0.01 e . By plugging in (33) the choice of α given by (30) , the thesis immediately follows.
In order to study the scaling between and δ, first note that α is O(δ) by (30) . Furthermore, in order to apply Theorem 4, we need that > 1 (α), where 1 (α) satisfies (35) . Hence, needs to be of order exp (1/α 1.01 ), which immediately implies that is O(exp (1/δ 1.01 ) ). Let us recall that the goal is to show that for most non-singular binary kernels K ∈ F × 2 and for > 1 (α),
where α ∈ (0, 1) is fixed and 1 (α) is a large integer that depends only on α.
Our strategy is to split the interval (0, 1) into the three sub-intervals (0, 1/ 2 ), [1/ 2 , 1 − 1/ 2 ], and (1 − 1/ 2 , 1). Then, we will show that (34) holds for each of these sub-intervals. In fact, as we will see, polarization is much faster at the tail intervals. Theorem 5 captures this approach.
be a kernel that is selected uniformly at random among all × non-singular binary matrices. Fix α ∈ (0, 1/16) and define λ α,K (z) as in (26) . Let 1 (α) be the smallest integer such that
Then, for all 1 (α), the following results hold.
1. Near optimal polarization in the middle:
2. Faster polarization in the tails:
where the probability spaces are over the choice of the kernel K.
The proof of Theorem 4 immediately follows from the result above.
Proof of Theorem 4. By applying the union bound on (36) and (37), we obtain that
which yields the desired result.
In the following, first we discuss the analysis of the successive cancellation decoder for the special case of the transmission over the BEC. Then, we introduce the average polarization behavior and provide some auxiliary lemmas. Eventually, we provide the proof of Theorem 5.
A.1. Successive cancellation decoding of binary erasure channels
Let us recall again that, when the transmission channel is a BEC(z), each polar bit-channel channels is also a BEC whose erasure probability is a polynomial in z. In this section, we give more insight into this fact by first describing the successive cancellation decoding method for BECs, and then establishing a connection between the decodability of the i th bit-channel and the column spaces of some sub-matrices of K.
be a non-singular binary kernel. Assume that the underlying channel is a BEC(z) and let s be the number of erasures occurred during the transmission. There are a total number of ( s ) distinct and equally-likely erasure patterns, and each of them occurs with probability z s (1 − z) −s . The erasure probability at the i-th bit-channel is given by
−s # of erasure patterns with s erasures that make u i undecidable .
Fix an erasure pattern with s erasures. For convenience, let the last s coordinates denote its erasure locations. Hence, the received symbols are given as
where K [:,1: −s] denotes the sub-matrix of K that is formed by removing its last s columns. Furthermore, note that in the successive cancellation decoding of u i , we assume that u
is known. We can now re-write (39) as
where K [i: ,1: −s] denotes the sub-matrix of K that is formed by removing its first i − 1 rows as well as its last s columns. It is now clear that, in order to decode u i , one needs to express the column vector (1, 0, · · · , 0) t as a linear combination of columns in K [i: ,1: −s] . In other words,
which is also equivalent to the following condition
Let e j denote the j-th element of the canonical basis and define the linear subspace E j ⊂ F 2 as E j span e 1 , e 2 , · · · , e j .
Therefore, the decodability condition can be further simplified as
In the following, we use the condition (43) and we give an explicit formula for the probability that u i is decodable, i.e., for P{(E i \ E i−1 ) ∩ (column space of K [:,1: −s] ) = ∅}, while K is selected uniformly at random.
A.2. Average polarization behavior
For i ∈ [ ], define the average erasure probability F i (z) as
where τ denotes the number of non-singular × binary matrices, i.e.,
Then, it is easy to verify that F i (z) represents the erasure probability of the i-th bit-channel given that (i) the kernel is selected uniformly at random among the × nonsingular binary matrices, and (ii) the transmission channel is a BEC(z).
In the following, we analyze the asymptotic behavior of F i (z) and show that, as becomes large, F i (z) becomes close to a step function with jump at z ∼ i / . We then prove some concentration results to show that, with high probability over the choice of the kernel K, f i,K (z) is also close to a sharp step function centered around z ∼ i / .
We first recall that F i (z) is the probability of observing an erasure at the i-th bit-channel, where there are two sources of randomness: (i) the selection of the kernel, and (ii) the number and location of the erased received symbols. Let the random variable S denote the number of erased symbols at the receiver. As z is the erasure probability of the transmission channel, we have that
Since we also average over all × non-singular kernels, the location of these s erasures does not affect the average erasure probability of the bit-channels. Hence, without loss of generality, we can assume that the erasures happened at the last coordinates. Let R −s ⊂ F 2 denote the linear span of the first − s columns of the kernel. Since the kernel is selected uniformly at random, it is easy to see that R −s is also chosen uniformly at random from all subspaces of dimension − s in F 2 . Recalling the decodability condition in (43), we have that
where R −s is a subspace of dimension − s in F 2 that is chosen uniformly at random. The probability space on the LHS is defined with respect to (i) the location of the s erasures, and (ii) the selection of the random kernel K, while the probability space on the RHS is defined with respect to just the selection of random subspace R −s . Now we can rewrite F i (z) as
where we define the average conditional erasure probability p i|s as
The following lemma provides a closed-form expression for p i|s .
Lemma 3 (Closed-Form for Average Conditional Erasure Probability). Let p i|s be the average conditional erasure probability defined in (49). Then, for any i and s,
where a b is the binary Gaussian binomial coefficient.
Proof. Let ∆ −s be the total number of subspaces in F 2 with dimension − s. Then,
Consequently, the integer t in the definition of Γ −s,i t satisfies the following conditions:
A simple basis counting argument (see [53] ) yields that
normalized number of basis extensions from dim = t to dim = − s .
Then, the desired conditional erasure probability can be written as
The thesis immediately follows from (53) and (54). Now, we use this closed-form expression to provide lower and upper bounds on the average conditional erasure probability p i|s and on the average erasure probability F i (z).
Lemma 4 (Lower Bound for Average Conditional Erasure Probability). Let p i|s be the average conditional erasure probability defined in (49). Then, for any i and s,
Proof. If i s, then the proof is trivial. Hence, let us assume that i < s. We drop all but the first term from (54) to write
The remainder of the proof is derived by simple algebra as follows
Lemma 5 (Lower Bound for Average Erasure Probability). Let F i (z) be the average erasure probability of the i-th bit-channel as defined in (44) . Fix β, δ ∈ R + and assume that
where log and ln denote the logarithm in base 2 and e, respectively. Then, we have that
Proof. We begin by dropping the first i + δ log terms in (48) and applying the lower bound from (55):
Now, we point out that the sum on the RHS of (60) is the tail probability of a binomial distribution with trials and a success rate of z. More formally, let X ∼ B( , z). Then, from (60) we immediately obtain that
Furthermore,
where in (a) we use Hoeffding's inequality and in (b) we use (58). By combining (60) with (62), the claim readily follows.
First, we use the closed-form expression in order find a lower bound on the average conditional erasure probability and on the average erasure probability.
Lemma 6 (Upper Bound for Average Conditional Erasure Probability). Let p i|s be the average conditional erasure probability defined in (49). Then, for any i and s, p i|s 2 2 3
Proof. If s i − 1, then the proof is trivial. Hence, let us assume that s < i − 1. We start by proving that the term with t = i − s is the dominant one in the expression (54) for p i|s . For all t > i − s, we have that
which using simple algebra can be simplified as
Therefore, we have that, for any t > i − s,
In a similar fashion, we fix and i, and we show the exponential decay of the dominant term in p i|s , denoted by ζ s Γ −s,i i−s /∆ −s , as s decreases. We again use simple algebra to obtain
As a result, we conclude that, for any s < i − 1,
which implies the desired result.
Lemma 7 (Upper Bound for Average Erasure Probability). Let F i (z) be the average erasure probability of the i-th bit-channel as defined in (44) . Fix β, δ ∈ R + and assume that
where log and ln denote the logarithm in base 2 and e, respectively, and
Then, we have that
Proof. Let us recall the formulation of F i (z) from (48) and split the summation into two parts, where a trivial upper bound is applied to each part: we drop ( s )z s (1 − z) −s for all terms in the summation with s i − g(δ) − 1, and we drop p i|s from the remaining terms that correspond to s i − g(δ). More formally, we have
We apply the upper bound in (63) to the first summation, and obtain that
The second summation is again upper bounded by applying Hoeffding's inequality on the tail probability of the binomial distribution X ∼ B( , z) with trials and a success rate of z as
A.3. Proof of Theorem 5
At this point, we have gathered all the required tools to prove Theorem 5. Our proof consists of two steps. First, we show that the polarization behavior of a random non-singular × kernel is given, with high probability, by the function F i (z) analyzed in the previous subsection. Then, we explain how to relate this fact to an upper bound on λ α,K (z).
As the theorem itself suggests, we split the proof into two parts: the first part takes care of the middle interval and proves (36) , while the second one takes care of the tail intervals and proves (37) .
Proof of (36) . First, we combine the results from Lemma 5 and Lemma 7 to show that F i (z) roughly behaves as a step function. In fact, we have that
Our strategy is to show that, with high probability over the choice of the kernel K, f i,K (z) is sharp for a fixed value of i. Then, we will use a union bound to show that f i,K (z) is sharp for all i ∈ [ ]. To do so, we set β = δ = 4.5 + log . Furthermore, we can assume that 32, as ( 
Note that there are infinitely many values of z for which we need f i,K (z) to behave similar to (74). Hence, a simple union bound would not give us the proof. Fortunately, for all i ∈ [ ], f i,K (z) and consequently F i (z) are increasing functions of z. Hence, it suffices to consider only two points in (0, 1) for each i, one slightly larger than z = i / and one slightly smaller. Define a i i + c −1/2 log .
From (74), we have that
where the expectation is taken over all non-singular × kernels. From Markov inequality, we deduce that 
A very similar use of Markov inequality shows that
Then, define D = ∩ j=1 A j ∩ ∩ j=1 B j .
By union bound, we obtain that
Proof of (37) . The proof of the tail intervals also follows from analyzing the average erasure probabilities. We present the proof mainly for the lower tail, where z ∈ (0, 1/ 2 ). Similar arguments yield the proof for the upper tail. We begin by recalling the previously derived upper bound on the average conditional erasure probability in (63):
where the probability space is defined with respect to the selection of a random subspace R −s ⊂ F 2 of dimension = − s. Once again, let us point out that the above mentioned probability is equal to P{R −s ∩ (E i \ E i−1 ) = ∅}, where R −s is the linear span of some randomly chosen − s columns of a random kernel K ∈ F × 2 . Let us define the conditional erasure probabilities of a fixed kernel K by
where R −s (K) is the linear span of − s columns in K that are selected uniformly at random. Note that in (92) the kernel K is fixed and the probability is with respect to the selection of the columns of the kernel (i.e., with respect to the location of the s channel erasures). Hence, it is clear that
Similar to the proof for the middle interval, we provide some concentration results about q i|s (K), when K is selected uniformly at random among the non-singular × matrices. Let us first fix the value of i, and s. Then, by Markov inequality, we have which yields the desired bound on the lower tail. The proof for the upper tail follows very similar arguments. First, we define
Next, we use the upper bound on the average conditional erasure probability from (55) to provide an upper bound on E r i|s (K) that is very similar to (93), i.e.,
By following steps similar to (94)-(105) and by using that α 1/16 and 4α −1 1/4 , we show that, for any z ∈ (1 − 1/ 2 , 1),
with probability at least 1 − 1/(2 ) over the choice of the kernel. By combining (105) and (108) and using one last union bound, we conclude that
