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Abstract. In this work, we present a parallel, fully-distributed finite element numeri-
cal framework to simulate the low-frequency electromagnetic response of superconduct-
ing devices, which allows to efficiently exploit HPC platforms. We select the so-called
H-formulation, which uses the magnetic field as a state variable. Ne´de´lec elements
(of arbitrary order) are required for an accurate approximation of the H-formulation
for modelling electromagnetic fields along interfaces between regions with high contrast
medium properties. An h-adaptive mesh refinement technique customized for Ne´de´lec
elements leads to a structured fine mesh in areas of interest whereas a smart coarsening is
obtained in other regions. The composition of a tailored, robust, parallel nonlinear solver
completes the exposition of the developed tools to tackle the problem. First, a compari-
son against experimental data is performed to show the availability of the finite element
approximation to model the physical phenomena. Then, a selected state-of-the-art 3D
benchmark is reproduced, focusing on the parallel performance of the algorithms.
Keywords: High Temperature Superconductors, Maxwell equations, Adaptive Mesh Re-
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1. Introduction
High Temperature Superconductor (HTS) devices possess a number of unique properties
that make them attractive for its use in a wide range of engineering applications. In order
to design and optimize devices using superconducting tapes or bulks, computational tools
are a powerful technique to simulate its electromagnetic behaviour by solving the system of
partial differential equations (PDEs) that governs the problem. In this context, Finite El-
ement (FE) methods are commonly used because they can handle complicated geometries
whilst providing a rigorous mathematical framework. However, the electromagnetic mod-
elling of superconductors at low frequencies is an extremely challenging simulation process
that stresses many aspects of a numerical code such as multiphysics modelling, multiscale
modelling, highly nonlinear behaviour, and a large number of time steps involved. Hence
an appropriate definition of the formulation, the FE method, and the solver will play a
crucial role in order to obtain meaningful results in a reasonable amount of time.
Many formulations exist for the eddy-current problem [1]. These formulations can be
mainly classified into three kinds, named after the variables used in the system of PDEs
that one aims to solve: the A-V formulation [2, 3, 4], which is based on the magnetic vector
potential, the T -Φ formulation [5, 6, 7], which is based on the current vector potential, and
the H-formulation [8, 9, 10, 11], which is based directly on the magnetic field. Additionally,
the mixed H-ϕ-Ψ formulation [12, 13] of the FE method uses cohomology basis functions
in the dielectric region and allows to treat the air as an exact zero conductivity region. An
alternative approach to the FE method is the variational method, which is valid for any
electric field-current density relation and exists for several formulations: the H-formulation
[14, 15, 16], the effective magnetization T -formulation [17] and the J-φ formulation [18,
19, 20, 21]. Other accurate results have been achieved with circuit models, such as those
in [22] for calculating AC losses. In this work, the authors have selected the most common
and widespread formulation, which is the H-formulation. The H-formulation provides the
direct solution to the magnetic vector field, and has the advantage of dealing with boundary
conditions in the model in a simple way. External magnetic fields can be applied directly
by setting boundary values of the magnetic field, while currents in the superconductor
device can be injected through Ampe`re’s law. We stress, however, that the techniques
presented here are also applicable with minor adaptations to other formulations as well.
In this work, the FE discretization of the magnetic field relies on the curl-conforming
edge (or Ne´de´lec) element [23] (of arbitrary order). Edge elements are preferred over
grad-conforming Lagrangian ones, since they facilitate the modelling of the field near
singularities by allowing normal fields components to jump across interfaces between two
different media with highly contrasting properties [24]. In general, Lagrangian (nodal)
elements with a weak imposition of the divergence constraint can converge to singular
3solutions for homogeneous problems (see, e.g., [25]), but these methods are not robust for
heterogeneous problems like the ones in HTS modelling.
The high complexity of the problem at hand (i.e., modelling of superconducting devices
with surrounding air or dielectric material regions) certainly requires customized solutions
for every step in the simulation pipeline, namely mesh generation, discretization of the
PDE system at hand and solution of the nonlinear system arising from discretization. With
regard to mesh generation, computational cost may become rapidly expensive as we have to
mesh not only the region of interest (superconducting device and immediate surrounding)
but also the entire dielectric region. Common practice in the H-formulation FE modelling
is to choose the latter region to be large enough such that interferences between the
external applied magnetic field and the magnetic field generated by the superconducting
device are avoided. This may imply that a large number of Degrees of Freedom (DoFs) are
used on the mesh cells covering the dielectric region, while only a small portion of these
DoFs might be actually needed for the accurate approximation of the magnetic field on this
region. The most immediate approach found in the literature to tackle this issue consists
on the usage of conforming unstructured meshes with variable size cells, where the mesh
cells are coarsened as the boundary of the dielectric domain is approached. The usage of a
more fitted (to the superconductor) dielectric domain has been used as well in [26]. In such
a case, one has to take into account self-generated magnetic fields while imposing external
magnetic field boundary conditions. Finally, a more involved approach is the employment
of cohomology basis functions, which allows to significantly reduce the number of DoFs in
the dielectric region [12, 13]. Alternatively, methods taking the current density as state
variable may reduce the number of DoFs, since only the sample volume is taken into
account. For 2D problems, this has been done by the variational method in J formulation
[18], integral methods [27, 28] and circuit methods [29]. In this work, an Adaptive Mesh
Refinement (AMR) strategy for Ne´de´lec elements has been implemented. Using AMR, we
can introduce an aggressive coarsening of the mesh in the dielectric region, whereas a fine
mesh is achieved in the superconducting device. On the other hand, one can start with a
very coarse (possibly unstructured) conforming mesh that represents the geometry at hand,
drastically reducing the mesh generation computational cost. The AMR strategy is based
on octree-based meshes, which can be compactly represented and efficiently manipulated
in high-end distributed-memory computers. In this work, the p4est [30] MPI library is
used for such purpose. For the solution of the nonlinear problem at every time step, we
use the Newton-Raphson solver. At each nonlinear iteration, the resulting linear system
is solved by means of preconditioned Krylov subspace iterative solvers [31]. An efficient
preconditioner is crucial for their robustness and (parallel/algorithmic) scalability. In
this work, we ground on the so-called Balancing Domain Decomposition by Constraints
(BDDC) preconditioning approach [32, 33, 34]. For the problem at hand, we propose a
curl-conforming BDDC preconditioner equipped with the coarse space presented in [35]
for FETI-DP methods, and the approach in [36] to deal with high jumps of material
properties.
Research on the simulation of the HTS problem has typically focused on the application
side, and has considered moderate scale test cases with commercial software implementa-
tions of linear (at most quadratic) edge elements; see, e.g., [11, 37, 38]. On the other hand,
3D problems are of high interest in HTS modelling [3, 5, 11, 39, 40], but far from being
at the maturity level as one can find in 2D, due to their high computational complexity
and the poor (parallel) scalability of commercial software. Indeed, for large-scale FE 3D
simulations, the efficient exploitation of HPC resources becomes a must for providing a
reasonable time-to-solution. In this context, the current work goes one step beyond by
proposing a parallel, fully-distributed simulation software pipeline for the electromagnetic
behaviour of HTS based on state-of-the-art numerical techniques for every building block.
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The proposed algorithms are available at FEMPAR [41, 42], a general-purpose, scientific
FE software for the fast solution of multiphysics problems governed by PDEs on high-end
computing environments, from the Desktop/Laptop to HPC clusters and supercomputers.
Therefore, this work also aims to introduce FEMPAR to the HTS modelling community as
a new and powerful HPC tool for their simulations. In order to show its applicability, a
validation with the Hall probe mapping experiment [26] is performed, obtaining a good
agreement between the simulation results and the experimental data. In order to show
the benefit of the proposed fully-parallel simulation software, a selected state-of-the-art 3D
benchmark [43] is reproduced with excellent time-to-solution reductions on a massively
parallel supercomputer.
The outline of the article is as follows. The problem is defined in Sect. 2 and some
notation is introduced. The FE approximation of the problem is developed in Sect. 3.
In Sect. 4, we present advanced mesh generation techniques customized for our model
problem. In Sect. 5, we present a customized nonlinear parallel solver suitable for the
problem at hand. We present a detailed set of numerical experiments in Sect. 6, which
include a validation phase against experimental data and the reproduction of a selected
benchmark, together with a strong scaling analysis. Finally, some conclusions are drawn
in Sect. 7.
2. The system of equations
2.1. Notation. In this section, we introduce the problem to be solved and its particular-
ities. Let Ω ⊂ Rd be a bounded domain with d = 2, 3 the space dimension. Let us denote
by L2(Ω) the space of square integrable functions. Furthermore, we will make use of the
space
H(curl,Ω) := {v ∈ L2(Ω)d | ∇ × v ∈ L2(Ω)d},
and its subspace
H0(curl,Ω) := {v ∈ H(curl,Ω) | n× v = 0 in ∂Ω},
where n denotes the outward unit normal to the boundary of the domain Ω. In the sequel,
bold characters will be used to describe vector functions or tensors, while regular ones will
determine scalar functions or values. No difference is intended by using upper-case or
lower-case letters for functions. Calligraphic letters are used to describe functional spaces
and bold calligraphic letters will denote bilinear operators.
2.2. Maxwell equations in electromagnetics. Let us first state the Maxwell equa-
tions, which physically describe magnetostatics. Let us consider Ω ⊂ Rd to be a simply
connected nonconvex polyhedral domain with a connected Lipschitz continuous boundary
∂Ω. The differential Maxwell equations read
∇×E = −∂B
∂t
, Maxwell-Faraday equation(1)
∇×B = µ0J , Ampe`re’s circuital law(2)
∇ ·B = 0, Gauss’s law for magnetism
∇ ·E = 4piσ, Gauss’ law
in Ω× (0, T ], where E is the electric field, B is the magnetic field, J is the electric current
density, µ0 > 0 is the magnetic permeability of the vacuum, and σ is the electric charge
density. This form of the equations is valid for negligible displacement current. Fur-
thermore, we add the constitutive law that specifies the (possibly nonlinear) relationship
between the electric field and the current density in a material by
E = ρJ , Ohm’s law(3)
5ρ > 0 being the material resistivity tensor (inverse of conductivity). In this work, we
restrict ourselves to non-magnetic media since we consider the constitutive law B = µ0H
for magnetic fields.
2.3. The H-formulation. After some trivial manipulation of Eqs. (1)-(2) and the sub-
stitution of the constitutive law in Eq. (3), one can obtain the so-called H-formulation for
the magnetic field H. The proposed formulation reads: seek a magnetic field H solution
of
∂µ0H
∂t
+∇× ρ∇×H = f in Ω× (0, T ],(4)
where f is a solenoidal given source term. Taking the divergence of Eq. (4), and given
that H is solenoidal at the initial time, follows that H is solenoidal for every time.
Besides, Eq. (4) needs to be supplied with appropriate boundary and initial conditions.
The boundary of the domain ∂Ω is divided into its Dirichlet boundary part, i.e., ∂ΩD, and
its Neumann boundary part, i.e., ∂ΩN , such that ∂ΩD ∪ ∂ΩN = ∂Ω and ∂ΩD ∩ ΩN = ∅.
Then, boundary and initial conditions for the problem at hand read
H × n = g on ∂ΩD × (0, T ],
n× (ρ∇×H) = 0 on ∂ΩN × (0, T ],
H(x, t = 0) = 0 in Ω.
Note that Dirichlet boundary conditions prescribe the tangent component of the magnetic
field on the boundary of the domain, while Neumann boundary conditions prescribe the
tangent component of the electric field E (see Eq. (3)). Finally, the variational form of
the H-formulation reads as follows: find H ∈ H(curl,Ω) such that
(
∂µ0H
∂t
,v) + (ρ∇×H,∇× v) = (f ,v), ∀v ∈ H0(curl,Ω).(5)
2.4. Transmission conditions. Natural boundary conditions appear on the formulation
after integrating by parts Eq. (5):∫
Ω
(∇× ρ∇×H) · v =
∫
Ω
(ρ∇×H) · (∇× v)−
∫
∂ΩN
(ρ∇×H) · (n× v) ,
where we can identify the condition n × (ρ∇ × H) to be introduced in the Neumann
boundary ∂ΩN . Consider now two different non-overlapping regions on the domain Ω
corresponding to two different media, namely Ω1 and Ω2 such that Ω = Ω1 ∪ Ω2 and
Γ = Ω1 ∩Ω2. Let us denote by {nΓ1 ,nΓ2} the unit normal pointing outwards of {Ω1,Ω2}.
Clearly, nΓ1 = −nΓ2 and we state the natural interface conditions (transmission condi-
tions) for Eq. (4) as
n× (ρ1∇×H1 − ρ2∇×H2) = 0 on Γ,(6)
where n holds in this case for n = nΓ1 . Note that, with no other sources, Eq. (6) enforces
the continuity of the tangent component of the electric field E over the interface, i.e.,
n × (E1 − E2) = 0. For the problem at hand, the domain will be composed of an HTS
device Ωhts and a surrounding dielectric region Ωair.
On the other hand, currents in the superconductor device are injected through Ampe`re’s
circuital law, Eq. (2), in a closed surface S as (by the Stokes theorem)∫
S
(∇×H) · n =
∮
∂S
H · τ = Iapp,(7)
where now n denotes the unit normal pointing outwards to the surface S defined by
a section of Ωhts (the domain itself in a 2D case). On the other hand, τ is the unit
tangent to the surface boundary. The scalar value Iapp is the net current enforced in the
superconductor in the perpendicular direction to the surface.
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The final HTS problem will read as follows: find H ∈ H(curl,Ω) such that Eq. (5)
holds in Ωhts and Ωair, together with the transmission condition (6) and the constraint
(7).
2.5. Material modelling. In previous sections, a suitable H-formulation (applicable to
general electromagnetics) has been presented. In this section, the general formulation
is extended to superconductivity by means of the constitutive law definition that relates
current densities and electric fields. We consider a dielectric domain Ωair large enough
for neglecting boundary effects associated to the magnetization of the superconductor.
In order to model its non-conducting behaviour, we consider a conductivity (inverse of
resistivity) value that ideally tends to 0. However, the dramatic jump of resistivity on the
interface introduces a boundary layer on the interface that would require huge computa-
tional resources to be captured, whereas we are mainly interested in the superconductor
behaviour. Thus, it is common practice to consider a fixed value for the resistivity in
Ωair that, whilst maintaining a large magnitude ratio with regard to the superconducting
material, allows the computation to take place with a desired level of precision. On the
other hand, a nonlinear electric field-current density relation is used in Ωhts to describe
the penetration of the magnetic flux and induced currents. For describing E(J), we will
use the power law
E =
Ec
Jc
(‖J‖
Jc
)n
J ,(8)
where Ec is the critical electric field, Jc is the critical current density, and n is the exponent
of the power law. This kind of expression tends to the analytical Bean’s model [44] when
n tends to infinity. One can identify Ohm’s law (Eq. (3)) in this E-J relation, with the
following expression for the resistivity parameter in the superconducting region:
ρhts(H) =
Ec
Jc
(‖∇ ×H‖
Jc
)n
.
In turn, Jc may be considered a fixed current density value, or a value dependent on the
magnetic field (magnitude and direction). For instance, for the magnetization of type-
II superconductors, the Kim’s model [45] introduces a dependence on the magnetic field
strength,
Jc(B) =
Jc0B0
B0 + µ0‖H‖ ,
where Jc0 and B0 are parameters determined by the physical properties of the supercon-
ducting material.
3. Numerical approximation
3.1. FE approximation. In this section, we discuss a conforming FE space with respect
to H(curl,Ω). Let Th be a partition of Ω into a set of hexahedra (quadrilaterals in 2D)
geometrical cells K. Using Ciarlet’s definition, a FE is represented by the triplet {K,V,Σ},
where V is the space of functions on K and Σ is a set of functionals on V. These functionals
are called DoFs of the FE. Let us first define polynomial spaces that will be needed in
forthcoming definitions. The space of polynomials of degree less than or equal to k > 0
in all the variables {xi}di=1 is denoted by Qk(K). Let us also define the corresponding
truncated polynomial space Pk(K) as the span of the monomials with degree less than
or equal to k. Below, we define the local space of functions and its corresponding set of
DoFs.
73.1.1. Edge hexahedral FEs. For this sort of FEs, Vk(K) is the vector space defined as
Vk(K) := {Qk−1,k(K)×Qk,k−1(K)},
Vk(K) := {Qk−1,k,k(K)×Qk,k−1,k(K)×Qk,k,k−1(K)},
in the 2D and 3D case, respectively. The set of functionals that form the basis in two
dimensions reads (see [46], ch.6)
1
‖E‖
∫
E
(uh · τ )q ∀q ∈ Pk−1(E), for every edge E of K(9)
1
‖Kˆ‖
∫
K
uh · q ∀q ∈ Qk−1,k−2(K)×Qk−2,k−1(K),(10)
while in three dimensions the set is defined as
1
‖E‖
∫
E
(uh · τ )q ∀q ∈ Qk−1(E), for every edge E of K(11)
1
‖F‖
∫
F
(uh × n) · q ∀q ∈ Qk−2,k−1(F)×Qk−1,k−2(F), for every face F of K(12)
1
‖K‖
∫
K
uh · q ∀q ∈ Qk−1,k−2,k−2(K)×Qk−2,k−1,k−2(K)×Qk−2,k−2,k−1(K),(13)
where τ is the unit vector along the edge and n the unit normal to the face. Note that in
the case of the lowest order elements, i.e., k = 1, only DoFs associated to edges appear.
For higher order elements, i.e., k ≥ 2, we find all kinds of DoFs in both dimensions.
Note that local spaces Vk(K) lie between the full polynomial spaces of order k − 1 and
k, i.e., Qdk−1(K) ⊂ Vk(K) ⊂ Qdk(K). This kind of elements are called Ne´de´lec FEs of the
first kind [23]. Another edge FE based on full polynomial spaces, the so-called second
kind, was introduced also by Ne´de´lec in [47].
3.1.2. Global FE spaces and conformity. A space is H(curl)-conforming if the tangential
components at the interface between elements are continuous, i.e., they do not have to
satisfy normal continuity over element faces. Any functionHh can be uniquely determined
by the set of DoFs defined for the edge FEs. The discrete global FE-space where the
magnetic field solution Hh lies is defined as
NDk(Ω) = {vh ∈ H(curl,Ω) such that vh|K ∈ Vk(K) ∀K ∈ Th},
where Vk has been defined for the hexahedral edge FE in Sect. 3.1.1. It can be checked
that, by enforcing the continuity of DoF values on edges/faces for all the elements that
contain them, one already enforces continuity of the tangent component across elements
[46].
3.2. Time discretization. Let us consider a partition of the time interval [0, T ] into N
time slabs. We denote the n-th time slab by ∆tn = (tn−1, tn], for n = 1, . . . , N . We also
denote each time slab size by |∆tn|. Time integration is performed with a θ-method, even
though the use of other time integrators is straightforward. For the sake of clarity, we
use the Backward-Euler time integration in the presentation of the method. The already
discretized in time problem reads: Given H(t0) = 0, find at every time step n = 1, . . . , N
the solution Hnh ∈ NDk such that
µ0
|∆tn|(H
n
h,vh) + (ρ(H
n
h)∇×Hnh,∇× vh)
= (fnh,vh) +
µ0
|∆tn|(H
n−1
h ,vh), ∀vh ∈ NDk
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where fnh is the discrete version of the source term f evaluated at time t
n. Note that non-
homogeneous initial conditions are readily imposed by considering H0h = Hh(t
0), where
Hh(t
0) is the interpolation of the initial value onto the FE space NDk.
3.3. Dirichlet Boundary Conditions. The H-formulation is preferred over other for-
mulations, among other reasons, due to its straightforward manner of handling magnetic
fields and currents. External magnetic fields can be applied directly by setting boundary
values of the magnetic field on Dirichlet boundaries, while currents in the superconductor
device can be injected through Ampe`re’s law (see Eq. (2)) through constraints. Dirichlet
boundary conditions will be strongly imposed in the resulting system (usual implemen-
tation in FE codes), hence we need the DoF values over the boundary to be fixed. Hh
DoFs are obtained by means of moments defined over edges, faces, and cells. As a result,
one has to use the corresponding Ne´de´lec FE interpolator, which consists in evaluating
the moments (e.g., Eqs. (9) and (10) or (11), (12) and (13)) for the continuous boundary
function.
4. Mesh generation by hierarchical AMR
Uniform refinement is not a choice for problems that exhibit localized phenomena and
multiscale features, since the size of the resulting system may rapidly become prohibitive.
The purpose of any mesh adaptive method is to achieve a high degree of accuracy in areas
of the domain of particular interest while saving computational efforts in other areas. To
this end, the mesh is refined in regions of the domain that present a complex behaviour
of the solution. AMR is mostly used with a posteriori error estimate that determines
the accuracy of the solution in every mesh cell and requires to know the solution of the
PDE at every iteration (dynamic AMR). However, the areas of interest in the problem at
hand are located in an a priori known region of the domain, the superconductor region,
therefore we can leverage AMR with a refined static mesh approach. Let us clarify this
approach with the problem at hand.
Superconducting regions of the domain and immediate surroundings show high values
for the gradients of the solution (i.e., high variation of the solution in small regions of the
domain), while a smoother solution is expected in a vast majority area of the dielectric
region. Besides, quantities of interest (e.g., AC losses) are computed on Ωair, hence we are
mainly interested in taking control over the degree of accuracy that can be achieved there.
On the other hand, the ratio between the volume of the superconductor material and the
dielectric region is very low and thus saving efforts in Ωair is crucial to obtain results in
a reasonable amount of time. At this point, we should stress that we restrict ourselves
to h-adaptivity, i.e., only the mesh is adapted, in contrast to the so-called hp-adaptivity,
where the polynomial order p of the FEs (see Sect. 3) may also be adapted, and thus vary
among mesh cells.
4.1. Hierarchical AMR on octree-based meshes. In this work, we explore hierar-
chically refined octree-based hexahedral meshes [48]. The mesh generation process in this
context starts with a (possibly unstructured) conforming coarse mesh. This mesh can, e.g.
be as simple as a single quadrilateral or hexahedron. Hierarchical AMR is a multi-step
process in which at each single level, some cells of the input mesh to the level are marked
for refinement. For the problem at hand, the criteria underlying which cells are marked
for refinement is purely geometric. A cell marked for refinement is partitioned into four
(2D) or eight (3D) children cells by bisecting all cell edges EK . The resulting triangula-
tion Th can be thought as a collection of quads (2D) or octrees (3D) where the cells of
the starting coarse mesh are the roots of these trees, and children cells branch off their
parent cells. The leaf cells in this hierarchy form the mesh in the usual meaning, i.e., Th.
Thus, for every cell K ∈ Th we can define `(K) as the level of K in the aforementioned
9(a) Hanging entities
marked in red.
(b) Not permitted hang-
ing entities marked in
blue.
(c) Centered refinement
pattern. ` ∈ {2, 3, 4}
from clearest to darkest.
Figure 1. h-adaptive refined (single octree) non-conforming meshes.
hierarchy, where `(K) = 0 for the root cells, and `(K) = `(parent(K)) + 1 for any other
cell. For the sake of clarity, Fig. 1c depicts cells at different levels of refinement for an
initial single cell mesh. Octree-based meshes can be very compactly represented, and effi-
ciently manipulated in high-end distributed-memory computers [30]. Besides, they provide
multi-resolution capability by local adaptation, i.e., octree-based mesh cells (actually the
leaves in the hierarchy) can be at different levels of refinement. They are thus potentially
non-conforming, e.g., we may have a mesh corner hanging in the middle of an edge or
face, and hanging edges or faces enclosed as a subpart of coarser geometric entities (see
Fig. 1a). The fact that the mesh is non-conforming introduces additional complexity in
the implementation of conforming FEs, specially in parallel codes for distributed-memory
computers. This degree of complexity is nevertheless significantly reduced by enforcing the
so-called 2:1 balance ratio, i.e., geometrically neighbouring cells may differ by only a single
level of refinement. In this sense, in Figs. 1a and 1b, allowed hanging geometric entities
are depicted in red, whereas in Fig. 1b, not allowed ones are shown in blue. Clearly, the
latter mesh is the result of a refinement process that does not accomplish the 2:1 balance,
thus not permitted in our AMR approach. Note that in order to enforce the 2:1 balance
in the situation depicted in Fig. 1b, one would need to apply additional refinement to
some cells with lower values for `(K) until the 2:1 restriction is satisfied. This restriction
is widely used in the AMR literature as a reasonable trade-off between performance gain
and complexity of implementation [48, 30]. Using octree-based hexahedral meshes we can
introduce an aggressive coarsening of the mesh in the dielectric region, whereas a fine mesh
is achieved in the superconducting device, see Fig. 4. In the present work, an extension
of the AMR algorithm to support Ne´de´lec elements has been implemented.
4.2. Conformity of the Global FE space. In order to preserve the conformity of the
global FE spaceNDk (thus to guarantee the continuity of the tangent component of the FE
solution), we cannot allow an arbitrary value for DoFs placed on top of hanging geometric
entities. We will denote this sort of DoFs by hanging DoFs. During the assignment of
DoFs to geometric entities, we can identify two different kinds of them: free DoFs and fixed
DoFs. Free DoFs are independent DoFs which will appear in the final system, whereas
fixed DoFs, which can be either Dirichlet or hanging, are the ones that are constrained.
On the one hand, Dirichlet DoFs are left out of the system (see Sect. 3.3) since their
values are known by imposition of strong boundary conditions. On the other hand, there
are generally two possibilities in order to handle constraints for hanging DoFs (just like in
the case of Dirichlet DoFs). The first one is to keep them in the global system, and enforce
additional constraints that they must satisfy. Our preferred solution, also implemented in
the case of nodal (Lagrangian) elements elements in [49], relies on the elimination of the
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hanging DoFs from the global system, so as the continuity is already enforced at the basis
functions level.
5. Nonlinear transient solver
HTS modelling requires not only a reliable constitutive model but also a robust and effi-
cient nonlinear solver. Superconductor phenomena may occur in a very short time period
and thus abrupt changes of behaviour are found in a very small time scale. Furthermore,
the nonlinearity associated to the constitutive law E − J presents extreme parameters
(n ∼ 30 − 100). Spatial scales, time scales, and nonlinearity make superconductivity
modelling a very challenging task from a computational point of view. The nature of the
nonlinearity is very stiff, since the exponent in (8) usually takes high values, which makes
the Lipschitz continuity constant of the nonlinear PDE operator at hand large. For this
purpose, a specific nonlinear transient solver is proposed in this section.
5.1. Algebraic form. For the sake of clarity in forthcoming sections, let us write the
problem in algebraic form. The magnetic vector field Hh is expanded by means of the
vector shape functions {φi}NHi=1 related to the curl-conforming edge element. Let us define
the following element-wise matrices in the element K:
MK :=
NH∑
i=1
NH∑
j=1
∫
K
φi · φj
KK :=
NH∑
i=1
NH∑
j=1
∫
K
ρ(Hh)(∇× φj) · (∇× φi)
Consider also the right-hand side discrete vector F iK :=
∫
K fKφ
i. Then, the usual assem-
bly is performed to obtain global matrices and arrays.
Once the operators have been introduced in algebraic form, the problem for a single
time step tn (n > 0) in algebraic form reads:[ µ0
|∆tn|M+K(Hnh) Ct
C 0
] [
Hnh
λn
]
=
[
F h(t
n) + µ0|∆tk|MHn−1h
Iapp
]
,(14)
where Hh is the discrete function containing the DoF values for the magnetic field. λ
n is
the Lagrange multiplier introduced to enforce the current constraint, and C is the one-row
matrix that enforces the current value Iapp over a given closed surface S through Eq. (7),
i.e., the application of a constraint over the solution
CHnh =
NH∑
i=1
∫
S
(∇× φi) · nHnih = Iapp.
5.2. Adaptive time stepping. Time scales may be very small in this problem due to
the applied fields frequency. However, the process of magnetization of the superconductor
allows to identify different needs in different periods of the process. Although restrictions
in the time step size are severe in some periods of time (when ‖J‖ becomes larger than Jc
in some region), the time step can be relaxed in monotone magnetization curves. The same
effect occurs for the validation model that will be considered in Sect. 6.3, where an injected
current is kept constant for a period of time before proceeding to the following current
load increment. A simple adaptive time stepping will be used to accelerate convergence.
The time step size is updated with the nonlinear solver convergence history for the last
converged time step as
|∆tn| = κ
#iters
|∆tn−1|,
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where κ stands for a selected growing ratio. Usually, one may select κ as the “ideal”
number of iterations to convergence sought in the nonlinear algorithm. Finally, the trial
time step size is restricted to upper and lower bound values
|∆tn| =
 ∆tmin if |∆t
n| ≤ ∆tmin,
|∆tn| if ∆tmin ≤ |∆tn| ≤ ∆tmax,
∆tmax if ∆tmax ≤ |∆tn|.
5.3. Linearization. The problem and its residual are stated in an algebraic form as
A(x)x = b, R = A(x)x− b = 0,
where the full vector of unknowns x and the right-hand side b have been presented in
(14). It is essential to build a robust nonlinear solver together with an effective adaptive
time stepping technique. Note that the resistivity takes a constant value ρair in the air
region Ωair hence the problem is linear in this part of the domain. However, a highly
nonlinear problem is found in the superconductor region Ωhts. Therefore, our strategies
focus on the linearization of the problem associated to the extreme nonlinearity given by
the resistivity ρhts(H). For that purpose, we will make use of a composition of nonlinear
solvers. Our nonlinear solver is the composition of a Newton-Raphson (NR) method with
an exact derivation of the Jacobian and a cubic backtracking (BT) line search algorithm
(see [50]).
By means of the NR method, we obtain (for the time step tn) the direction of the
solution update at the iterate k, i.e., δxn,k = xn,k+1−xn,k, solving the linearized problem
for the current linearization point (Hn,kh , λ
n,k)
J (xn,k)δxn,k = −R(xn,k).
Later, the BT technique tries to minimize the residual of the iterate xn,k+1 = xn,k+βδxn,k
with the found direction δxn,k by means of the step length β, i.e.,
β = argmin
0<β˜≤1
‖R(xn,k + β˜δxn,k)‖2,
and the process is repeated until a convergence criteria is attained. It is not our intention
to define nor the BT technique neither the basic NR algorithm, which can be found in [50],
but we will introduce the expression of the application of the Jacobian operator J that
is specific to our formulation. To this end, let us first define the discrete residual of the
resulting algebraic system evaluated at the point (Hn,kh , λ
n,k). For the sake of simplicity,
time step and iterate indices {n, k} will be omitted in the rest of the section, where
expressions always refer to a concrete evaluation point. The component-wise definition of
the residual R, of the form R(Hh, λ) = [R
Hh , Rλ], follows
RH
i
h(Hh, λ) =
NH∑
j=1
∫
Ωhts
µ0
|∆t|φ
j · φiHjh +
NH∑
j=1
∫
Ωhts
ρhts(Hh)(∇× φj) · (∇× φi)Hjh
+
∫
S
(∇× φi) · nλ−
∫
Ωhts
f · φi,
Rλ(Hh) =
NH∑
j=1
∫
S
(∇× φj) · nHjh − Iapp
for the magnetic field DoFs {H ih}NHi=1 and the Lagrange multiplier λ used to enforce the
applied current Iapp in the closed surface S. In this case, n denotes the unit normal to the
surface Ωhts. The application of the Jacobian to a given direction z, i.e., J (x, z), given
the linearization point x, i.e., J (x)z, reads:
J (x)z = DR(x, z) = A(x)z +DA(x, z)x.
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where, e.g., DR(x, z) is the Gaˆteaux derivate of R at x in the direction of z. Following
the notation proposed in Sect. 5.1, the linearized J (x) at each iterate {n, k} can be stated
as
J (x) =
 µ0|∆t|M+K(Hh) + ∂K(Hh)∂Hh Hh CtC 0
 ,
where the original operator A can be directly identified. The entries for the block corre-
sponding to the magnetic field read:
[J (Hh)]ij =
∂Ri
∂Hjh
=[A(Hh)]ij +
∫
Ωhts
∂ρhts(Hh)
∂Hjh
(∇×Hh) · (∇× φi),
where {i, j} = 1, · · · , NH , i.e., the magnetic field number of unknowns. It becomes clear in
this expression that the nonlinearity is given by the discrete magnetic fieldHh whereas the
Lagrange multiplier enforcing the current is a linear relation. If we go one step further, for
the constitutive law presented in Eq. (3), and considering Jc independent of the magnetic
field, we obtain the expression for the tangent resistivity with respect to the magnetic field
at the evaluation point Hh:
∂ρhts(Hh)
∂Hjh
=
Ec
Jc
n
(‖∇ ×Hh‖
Jc
)n−2 (∇×Hh)
Jc
· (∇× φ
j)
Jc
.
5.4. Parallel linear solver. The presented nonlinear solver (Sect. 5.3) can rely on either
parallel sparse direct or iterative solvers to solve the linearized problems that arise at every
nonlinear iteration. In contrast to sparse direct solvers, iterative solvers can be efficiently
implemented in parallel computer codes for distributed-memory computers. However, they
have to be equipped with an efficient preconditioner, which is crucial for their robustness
and (parallel/algorithmic) scalability. In this work, we ground on the so-called Balancing
Domain Decomposition by Constraints (BDDC) preconditioning approach [32, 33, 34] as a
preconditioner for Krylov subspace iterative solvers [31]. Grad-conforming problems, e.g.,
Laplacian or linear elasticity problems, can efficiently be solved with these algorithms,
leading to robust and weakly scalable linear solvers (see, e.g., [33, 34]).1 Indeed, they
are at the core of state-of-the-art high-performance scientific computing software projects
(see, e.g., [42, 51]), and they have been shown to be extremely scalable in the solution
of elliptic PDE problems. However, the treatment of curl-conforming problems is much
more involved. An extension to the curl-conforming case is presented in [35] (for a very
related solver); see also the deluxe scaling BDDC method in [52] or the physics-based
approach [36] for problems with jumps of coefficients. In this work, we are interested in
strong scaling2, since we aim at reducing time-to-solution for a fixed problem size. For the
sake of robustness, we have implemented the most conservative coarse space proposed in
[35], called Alg. C in this reference, and the approach in [36] to deal with high jumps of
material properties.
6. Numerical experiments
In this section, we test the h-adaptive FE approximation of the H-formulation and
the parallel nonlinear solver presented in the previous sections. In general, the physical
domains in our simulations consist of a superconducting bulk completely surrounded by
a dielectric box (see Fig. 4 for an illustrative example). Dirichlet boundary conditions
1A parallel iterative preconditioned solver is said to be weakly scalable if it is able to keep its efficiency
(i.e., number of iterations, time-to-solution, memory consumption) as we increase the number of processors
while keeping constant the load per processor (i.e., in the solution of larger global problem sizes).
2Strong scaling is the ability of a parallel algorithm to reduce time-to-solution with increasing number
of processors in the solution of a fixed problem size.
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are applied on the boundary of the outer domain. Thus, we make sure that this external
boundary is far enough from the superconducting device to avoid interior magnetic fields
generated by itself to reach the boundary and interfere external applied fields. Unless
otherwise stated, the stopping criteria for the nonlinear solver is the reduction of the ratio
between the discrete `2-norm of the nonlinear residual and right-hand side below 10−10. At
the same time, the stopping criteria for the iterative linear solver applied to each linearized
time step is the reduction of the discrete `2-norm of the relative residual below 10−12. The
adaptive time stepping algorithm in Sect. 5.2 will be used with κ = 5.
6.1. Software. All the algorithms described in this work are available at FEMPAR [41, 42],
a general purpose, parallel scientific software for the FE simulation of complex multiphysics
problems governed by PDEs. It supports several computing and programming environ-
ments, such as, e.g., multi-threading via OpenMP for the Desktop/Laptop on moderate
scale problems, and hybrid MPI/OpenMP for HPC clusters and massively parallel super-
computers. For each programming environment, it offers a set of flexible data structures
and algorithms for each step in the simulation pipeline, which can be customized and/or
combined in multiple ways in order to satisfy the particular application problem needs;
see [41] for a deep coverage of the software architecture of FEMPAR. It is distributed as
open source software under the terms of the GNU GPLv3 license. FEMPAR is written in
Fortran200X following object-oriented design principles.
FEMPAR supports arbitrary order edge FEs on both hexahedra and tetrahedra, on either
structured or unstructured conforming meshes (i.e., typically generated by an external
mesh generator), and mesh generation and adaptation using hierarchically refined octree-
based meshes. The serial and MPI-parallel versions of the process described in Sect. 4 is
grounded on p4est [30]. p4est is an MPI library for efficiently handling (forest of) octrees
on distributed-memory processors. Among others, it provides a set of octree manipulation
primitives which are essential for our approach: (1) to adapt an octree by refining (or
coarsening) its cells; (2) to redistribute the octree cells among the available processors
for dynamic load-balancing (by means of space-filling curves [30]); and (3) to enforce the
2:1 balance ratio. Using a compact representation, p4est provides memory-efficient and
scalable algorithms for all the aforementioned manipulation primitives [30]. On top of
p4est, FEMPAR builds a richer representation of the mesh (essentially mesh cells and lower
dimensional geometrical entities connectivity information) to support the implementation
of adaptive FE methods using hanging DoFs constraints (see Sect. 4 ). Both the mesh, and
the rest of data structures used in the simulation are fully-distributed among the processors
involved in the parallel simulation. This implies, e.g., that each processor holds a partial
portion of the global mesh cells, and a subset of the DoFs of the global FE space. It is
essential to scale FE simulations to large core counts.
At the linear solver kernel, it offers several alternatives depending on the programming
environment at hand. In this work, we used the ones described in the sequel. For small
scale problems on, e.g., a Desktop computer, we rely on a parallel multi-threaded sparse
direct solver available at Intel MKL PARDISO [53]. On the other hand, for a hybrid
OpenMP/MPI environment, linear solvers are based on preconditioned Krylov subspace
solvers. FEMPAR hallmark is an abstract OO framework for the implementation of widely
applicable highly scalable multilevel DD solvers. The preconditioners which are accom-
modated within this framework require the solution of linear systems which are local to
each subdomain, and the so-called coarse-grid problem, that is crucial for preconditioner
efficiency and scalability. These problems are solved using the aforementioned sparse di-
rect solver. Each MPI task in the parallel computation handles the computations to be
performed at a single subdomain. Provided that the algorithm lets a high degree of over-
lapping to be achieved among fine and coarse-grid tasks, an additional MPI task is spawn
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Parameter
Comparison
to experimental
data
3D benchmark Units
air domain size 100× 100 100× 100× 100 mmd
HTS width 12 10 mm
HTS thickness 110 1000 µmm
n power law exponent 32 24
µ0 4pi · 10−7 4pi · 10−7 H/m
µr 1.0 1.0 H/m
E0 10
−4 10−4 V/m
Jc 3.38 · 108 1.0 · 108 A/m2
Ic 446.16 1.0 · 103 A
ρair 1.0 10
−2 Ω·m
Table 1. Geometric and electrical parameters of the HTS tape used in
different problems. Domain units dependend on domain dimension d.
in order to carry out coarse-grid-related computations; see, e.g., [33] for additional de-
tails. Our BDDC preconditioner implementation can deal with curl-conforming spaces of
arbitrary order, tetrahedral/hexahedral meshes and structured/unstructured partitions.
6.2. Experimental framework. The experiments in this section have been performed
on the MareNostrum-IV [54] (MN-IV) supercomputer, hosted by the Barcelona Supercom-
puting Center (BSC). MN-IV is equipped with 3456 compute nodes connected together
with the Intel OPA HPC network. Each node is equipped with 2x Intel Intel Xeon Plat-
inum 8160 multi-core CPUs, with 24 cores each (i.e., 48 cores per node), and 96 GBytes
of RAM. FEMPAR was compiled with the Intel Fortran compiler (v18.0.1) using system-
recommended optimization flags, and linked against the Intel MPI Library (v2018.1.163)
for message-passing, and the BLAS/LAPACK and PARDISO available on the Intel MKL
library for optimized dense linear algebra kernels, and sparse direct solvers, respectively.
All floating-point calculations were performed in IEEE double precision.
6.3. Comparison against experimental data. In this section, the proposed FE model
is validated against experimental data, obtained by means of the Hall scanning magne-
tometer experiment, exposed in detail in [26]. Our goal is to compare the experimental
data for a 2G tape sample (see Tab. 1 for properties) with the numerical results obtained
with FEMPAR. The problem of a HTS tape magnetized by a current flowing through it
has been solved by several authors (see, e.g., [55, 56, 57]). Besides, several comparisons
between experimental and numerical results can be found, e.g., in [58, 59, 60].
In the experiment we consider that the current is applied in a HTS tape by a sequence
of step functions, with time intervals of 100 seconds each before proceeding to the fol-
lowing increment. The current applied is gradually increased up to Iapp = 460 A, which
corresponds to 1.03 · Ic (i.e., Ic = 446.16). See Fig. 2b for a clear exposition of the injected
current. The applied current remains constant during short periods of time so it allows
the flux creep effects to pass, and therefore the current distribution is stabilized along the
superconductor specimen.
We will compare the experimental and numerical profiles of the vertical component
of the magnetic field (i.e., By = µ0Hy) 400 µm above the HTS tape surface (where
the active part of the sensor is located). For the computational model, we simplify the
superconducting region as a homogenization of the multiple layers typically found in a
2G tape (e.g., the substrate, the silver, and the copper covering), where only a layer of
1-2 µm corresponds to superconducting material. As it is shown in this section, such
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approximation is accurate in the magnetic field computation at 400 µm above the tape
surface. Following [26], a critical current dependence with the magnetic field, i.e., Jc(B),
is introduced through tabulated values (see Fig. 2a), where effective Jc values can be
obtained at each nonlinear iteration from the corresponding linearization point B. A Lift
Factor (LF=Jc/Jc0) is obtained for each component Bi ofB, i.e., LFi(Bi), where i ∈ {1, 2}
in this 2D simulation (see Fig. 2a). Then, the resulting Jc is obtained as Jc0 · ‖LF‖, where
Jc0 is the value of Jc in absence of magnetic field, i.e., Jc(0), detailed in Tab. 1.
Fig. 3 shows the comparison between the experimental and numerical vertical magnetic
field µ0Hy. The numerical results are obtained for first order edge FEs. All plots in Fig. 3
show profiles along the x-axis section for the full HTS tape length and 6 additional mm to
each side. Therefore, with the reference domain Ω = [0, 100]× [0, 100] mm2, these profiles
correspond to the line y = 50.455, 38 < x < 62 mm. Out of these results, some conclusions
can be drawn. First and most important, the experimental data is in good agreement with
the performed simulations and therefore, the proposed formulation is able to reproduce the
physical phenomena. Second, the magnetic field peak values are, in all cases, in excellent
agreement. It is important to note that the experimental data does not possess symmetry,
while the computed data respects such expected symmetry. This fact can be attributed
to small imperfections in the experiment. Out of the validation test, we can identify
three phases. A first one, where the computed data reproduces with a high accuracy the
experimental data (see Figs. 3a, 3b, and 3c). A second stage, in which, even though the
peak values are in good agreement, the experimental data presents small variations in the
superconductor area (see Figs. 3d-3g). Finally, a third stage, coinciding with the unloading
of the sample, where a slightly higher discrepancy is observed. However, peak values are
correctly captured and the model predicts the physical phenomenon throughout the entire
simulation.
6.4. 3D benchmark. In this section, our algorithms are applied to a recently proposed
benchmark in [43], suggested as a stepping stone for future investigations in the 3D mod-
elling of the electromagnetic behaviour of superconductors. The benchmark consists in
the magnetization of a superconducting parallelepiped subjected to an AC magnetic field
making an angle with the normal to the larger surface. Many authors have previously
analyzed the case of a tape under an external field by several methods [18, 56, 61, 62, 63].
In our case, the scenario is valid to model two different cases: the magnetization of an
isotropic superconducting bulk and the case where no current can flow in one direction,
i.e., an anisotropic material. This last realistic case models, e.g., stacks of HTS coated
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Figure 2. Validation problem inputs definition.
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(a) Loading Iapp = 50 A. (b) Loading Iapp = 100 A. (c) Loading Iapp = 200 A.
(d) Loading Iapp = 300 A. (e) Loading Iapp = 400 A. (f) Loading Iapp = 460 A.
(g) Unloading Iapp = 400 A. (h) Unloading Iapp = 300 A. (i) Unloading Iapp = 200 A.
(j) Unloading Iapp = 100 A. (k) Unloading Iapp = 50 A. (l) Unloading Iapp = 0 A.
Figure 3. Magnetic field By = µ0Hy profiles for experimental (Hall probe
mapping) and computed data in a full load-unload cycle for the validation
test.
conductors used as permanent magnets, where the current cannot flow along a direction
due to the presence of high-resistivity layers in the stack.
Consider a box domain Ω = [0, 100]× [0, 100]× [0, 100] mm3 where the superconductor
fills the volume Ωhts = [45, 55] × [45, 55] × [49.5, 50.5] mm3. The air domain is defined
as Ωair = Ω \ Ωhts. There is no source term, i.e., f = 0, and Dirichlet-type boundary
conditions are imposed over the entire boundary as a time-dependent magnetic field. Initial
conditions are simply H(t = 0) = 0 T. On the other hand, no net current flow condition
is imposed in the superconductor. The parallelepiped is subjected to a uniform external
sinusoidal magnetic field in the xz plane at an angle α = pi/6 with respect to the x-axis,
an amplitude of Bext = 200 mT, and frequency ω =50 Hz. The superconductor behaviour
is modelled with the resistivity nonlinear law (see Eq. (8)) with an exponent n = 24. In
addition to an isotropic resistivity, the situation where no current can flow along the z-
direction is also considered by assigning an anisotropic resistivity value ρz = ρair, whereas
the resistivity is defined by means of the power law definition in the remaining directions.
For the sake of brevity, the two situations are referred to as bulk and stack, respectively. A
detailed exposition of the parameters being used can be found in Tab. 1. Note the slight
reduction of the resistivity parameter in the dielectric region, which allows to enhance
convergence performance without any impact in the computed quantities, as will be shown
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#cells
on Ωhts
#DoFs
on Ωhts
#cells
on Ω
#DoFs
on Ω
Mesh 1 12× 12× 2 288 1,254 1,464 6,386
Mesh 1r=1 24× 24× 4 2,304 8,500 11,712 42,948
Mesh 1r=2 48× 48× 8 18,432 61,544 93,696 312,008
Mesh 2 52× 52× 6 16,224 55,438 28,624 101,368
Mesh 3 102× 102× 10 104,040 337,222 147,904 495,190
Table 2. Summary of meshes used to reproduce the benchmark. The
superindex r denotes the number of uniform refinements applied to every
cell of the original mesh.
by results. Simulations are performed for a full cycle and an additional quarter of a cycle to
take into account the initial magnetization of the HTS device. Maximum and minimum
allowed time step sizes are set to 5T/4
2·102 and
5T/4
2·105 , with T = ω
−1. Therefore, the full
simulation is performed with the lower bound of 200 time steps. Through this section,
we will make use of several different meshes, described in Tab. 2. First, aiming to show
the accuracy of high-order Ne´de´lec FEs, we will employ a very coarse mesh consisting
of 12 × 12 × 2 cells on the superconducting domain. Finer meshes are obtained through
r isotropic refinements (i.e., dividing every single cell into 8 cells). Thus, these meshes
are defined by the original mesh and the levels of refinement r in Tab. 2. Besides, we
will make use of two different meshes for the study of the computational times: a coarser
mesh, consisting of 52 × 52 × 6 cells in the superconducting region and 28624 cells in
the whole computational domain, and a finer mesh consisting of 102 × 102 × 10 cells in
the superconducting region and 147904 in total. This study is performed for first order
Ne´de´lec FEs. Nonlinear iterations are stopped when the Euclidean norm of the residual
is below 10−4. Further details of the benchmark can be found in [43].
Fig. 5 shows the pattern of computed current density distributions within the super-
conducting device for the bulk and the stack. All the current density plots are taken at
t = 5 ms, when the sinusoidal function reaches its first peak value. On the other hand,
Fig. 6 shows the computed magnetization loops in the bulk and the stack, respectively.
Up to three different curves are shown for each magnetization plot: the projection of the
magnetization on directions x, z and α (i.e., the direction of the applied magnetic field).
Shown data is normalized with the magnitude Jc · b, with b the length of the side of the
base of the parallelepiped. Finally, Fig. 7 shows the computed instantaneous power loss
in both cases.
The estimation of AC losses is essential to assess the performance of superconducting
devices (see [64], where a review of the field up to 2013 is presented). Therefore, any
numerical tool modelling HTS devices must estimate AC losses accurately. Tab. 3 shows
a direct comparison between computed AC losses from the benchmark and our numerical
results, computed with Mesh 2 (see Tab. 2) and lowest order Ne´de´lec elements. In partic-
ular, presented AC losses are computed via two different methods. The magnitude, for a
full cycle, can be calculated by integrating the instantaneous power dissipation J · E in
the superconductor, i.e.,
QJE = 2
∫ T
T
2
∫
Ωhts
J ·E = 2
∫ T
T
2
∫
Ωhts
ρhts‖J‖2,(15)
where the AC loss for half cycle is computed and doubled. Alternatively, the magnitude
can be obtained with the magnetization loop in the direction of the applied external field
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(a) Half domain in cross-section perpendicular
to x-axis.
(b) Zoom to centered region. HTS domain de-
picted in blue.
(c) Half domain in cross-section perpendicular
to z-axis.
(d) Zoom to centered region. HTS domain de-
picted in blue.
Figure 4. Illustration of Mesh 2 (see Tab. 2). Refinement pattern is com-
mon to all meshes. Adaptive refinement technique results in a structured
mesh for the HTS device, while a smart coarsening following the 2:1 ratio
can be observed in the dielectric domain surrounding the superconducting
region.
QJE bulk QMH bulk QJE stack QMH stack
Reference 4.59 4.62 3.47 3.45
Computed 4.64 4.62 3.48 3.46
Table 3. Comparison of AC losses (in mJ) in the bulk and in the stack
calculated with two different methods against benchmark results.
Hα as
QMH = −µ0
∮
Hα
Mα ‖Ωhts‖(16)
for the full cycle, calculated in the time interval from peak to peak of the applied field.
The numerical results are in excellent agreement with those presented in the benchmark,
demonstrated by the integral quantities (15) and (16), see Tab. 3.
In order to show the accuracy of high order FE schemes, we intentionally choose a coarse
mesh with 12× 12× 2 elements in the HTS domain (Mesh 1). It is well known that better
approximations will be found either increasing the order of the elements (p-refinement)
or reducing the mesh size (h-refinement). The effect of applying r consecutive uniform
refinements in all cells results in a mesh with 8rNc elements, where Nc is the number of
elements in the coarsest mesh. We recall that NDk, where the discrete solution H lies,
is the discrete curl-conforming space based on the polynomial space Qk−1,k,k ×Qk,k−1,k ×
Qk,k,k−1 (see Sect. 3). The current density is obtained as J = ∇×H, thus belonging to
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(a) Jx in cross-sections perpendicular to x-axis. (b) Jy in cross-sections perpendicular to y-axis.
(c) Jx in cross-sections perpendicular to x-axis. (d) Jy in cross section perpendicular to y-axis.
Figure 5. Distribution of normalized current densities for the bulk (top)
and the stack (bottom).
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Figure 6. Magnetization loops for the models. Magnitudes are adimen-
sionalized with critical current density and HTS device size.
Dk := {Qk,k−1,k−1×Qk−1,k,k−1×Qk−1,k−1,k}. Fig. 8 depicts how the solution is converging
with the order of the elements and a fixed mesh (Mesh 1), whereas Fig. 9 shows the
behaviour of the solution for an uniformly size-refined mesh and lowest order elements;
current densities are adimensionalized with the critical current density in all cases. Plots
are taken for t = 5 ms, i.e., first peak value of the applied external field, and over the line
{x = 0, z = 0}. The bottom axis represents the size of the parallelepiped, its center being
located at y = 5 mm in the plots. Out of this length, the adimensionalized current density
is negligible since it is out of the limits of the superconducting domain. Note that current
density profiles are in general discontinuous across elements. Furthermore, as J ∈ Dk, its
20 M. OLM, S. BADIA, AND A. F. MARTI´N
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
 0.45
 0.5
 0  0.005  0.01  0.015  0.02  0.025
P
t(s)
BulkStack
Figure 7. Instantaneous power dissipation in the bulk and the stack.
(a) Jx profiles. (b) Jy profiles. (c) Jz profiles.
Figure 8. Adimensionalized J components over a line in the y-axis di-
rection that passes through z = 0 with a fixed mesh and different element
orders.
i-th component, for i ∈ {1, 2, 3}, is a polynomial of degree k with respect to xi, and k− 1
otherwise.
Convergence to a solution is shown with respect to p-refinement (Fig. 8) and h-refinement
(Fig. 9). It is clear from the plots that, for coarse meshes, the current density is much
better captured with high order elements. Fig. 10a shows a direct comparison between
quadratic FEs in the coarsest mesh and linear FEs in the mesh after one level of refine-
ment, i.e., r = 1. Note that both discretizations involve the same number of DoFs. More
accurate solutions, i.e., closer to the solution for the most accurate simulation in Fig. 10b,
are obtained for quadratic FEs. It is expected, since, for smooth solutions, which is the
case for the current profiles, p-refinement leads to exponential convergence rates.
Fig. 10b shows a comparison between the coarsest mesh with third order FEs and first
order elements in the mesh after two levels of refinement. The simulation with third order
FEs involves a lower number of DoFs (136,038 vs 312,008). Again, p-refinement is more
effective than h-refinement, achieving better results with a substantially lower number of
DoFs. Summarizing, p and h-refinement converge to the same solution, but p-refinement
is more effective for the smooth solutions at hand (see Figs. 10a and 10b).
Tabs. 4 and 5 show total parallel execution times for the 3D benchmark with Meshes
2 and 3, respectively (see Tab. 2). This total time includes the time spent in every single
step of the simulation pipeline, including mesh generation. The BDDC-preconditioned CG
iterative solver (see Sect. 5.4) was set up such that the coarse-grid problem is mapped and
solved on a single node of the MN-IV supercomputer by means of Intel MKL PARDISO on
48 threads (cores). Hence, the simulations have actually been run in 48 + P cores, P being
the number of subdomains in which the global domain is partitioned. These tables show
two key parameters for measuring strong scalability: the parallel speed-up, defined as the
ratio between the parallel execution time tP when using P processors and the sequential
execution time t1, i.e., Sp = tP /t1, and the parallel efficiency, defined as Ep = Sp/p.
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(a) Jx profiles. (b) Jy profiles. (c) Jz profiles.
Figure 9. Adimensionalized J components over a line in the y-axis di-
rection that passes through z = 0 with a fixed element order and different
uniformly refined meshes.
(a) Comparison with same #DoFs. (b) Higher order contains less #DoFs.
Figure 10. J components over a line in the y-axis direction that passes
through z = 0 for different element orders and meshes.
(Thus, the closer Sp and Ep are to P and 1, resp., the better.) Note that the nonlinear
convergence rate for a given problem does not depend on the linear solver being used (up
to linear solver tolerance). Therefore, all the runs that involve the same mesh share the
same the nonlinear convergence history (hence time stepping). The difference is found
in the solution of the linearized problems, since the performance of the preconditioner
(Sect. 5.4) does depend on the partition being used. Aiming to show the impact of the
preconditioner for each partition, Tabs. 4 and 5 show the number of preconditioned Krylov
iterations needed to attain convergence; the presented number of iterations is an arithmetic
mean value of the number of iterations until convergence of all linearized problems taking
place during the simulation, i.e., for every time step and nonlinear iteration.
Let us comment on the results in Tabs. 4 and 5. Clearly, the most salient property of
the algorithms at hand is the remarkable reduction in time-to-solution in both cases. By
exploiting parallel resources, the computational time is reduced by a factor of 35.8 and
52.5 for Mesh 2 (Tab. 4) and Mesh 3 (Tab. 5), respectively. As far as we know, such speed-
ups have not been presented so far for FE HTS modelling. In practice, these speed-ups
allow us to reduce the time-to-solution for a practical HTS simulation from days to hours.
For the largest problem size, time-to-solution is reduced up to 144 parts. Above this core
count, time-to-solution increases due to parallelism related overheads; more computation-
ally intensive simulations (i.e., larger loads per processor) would be required to exploit
additional computational resources efficiently. Although average iteration counts increase
mildly with the number of processors, the size of the coarse problem keeps growing while
the local problems become smaller. Therefore, at some point, the coarse solver, which
only exploits a bounded number of cores (i.e., 48), dominates computing times, loosing
parallel efficiency. Fortunately, there is a large room for improvement in this direction,
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P
Wall clock
time
Sp Ep
#DoFs
per part
#DoFs
coarse
solver
#Linear solver
iterations
Serial run 1d 19h 23’ 1.00 1.00 101,428 - -
6 8h 29’ 5.23 0.87 19,091 286 22
12 4h 28’ 9.95 0.82 9,854 520 29
24 2h 25’ 18.26 0.76 5,143 990 30
48 1h 32’ 28.81 0.60 2,775 1,852 34
72 1h 14’ 35.79 0.49 1,928 2,507 35
96 1h 47’ 22.87 0.23 1,489 3,037 42
Table 4. Computing times for problem solved using Mesh 2. Iteration
and free DoF counters show average values. Simulation ends after 246
converged time steps involving 976 linearized problem solves.
P
Wall clock
time
Sp Ep
#DoFs
per part
#DoFs
coarse
solver
#Linear solver
iterations
Serial run* 23d 06h 14’ 1.00 1.00 495,190 - -
6 4d 22h 30’ 4.71 0.78 88,807 474 28
12 2d 08h 23’ 9.90 0.82 45,043 834 29
24 1d 08h 31’ 17.18 0.71 23,001 1,550 29
48 17h 16’ 32.64 0.68 11,938 2,846 34
96 12h 05’ 46.23 0.48 6,214 4,924 42
120 10h 46’ 51.86 0.43 5,087 6,253 44
144 10h 38’ 52.53 0.36 4,316 7,446 47
Table 5. Computing times for problem solved using Mesh 3. Iteration and
free DoF counters show average values. Simulation ends after 459 converged
time steps involving 2374 linearized problem solves. *Serial run time is
computed with an extrapolation with the number of linearized problem
solves after 3 days of computation due to limited computing time in the
access to MN-IV.
e.g., a multilevel version of the preconditioner is expected to push forward the limits of
the presented strong scalability results (see, e.g., [34]).
7. Conclusions
In this article, we present a parallel, fully-distributed FE framework suitable for the
solution of nonlinear problems modelling the electromagnetic behaviour of HTS devices.
We have selected the widespread H-formulation as a demonstrator of the potential of
the presented advanced numerical algorithms, which have been tailored for the problem
at hand and combined through the simulation pipeline, even though the ingredients pre-
sented in this work could be applied to other formulations. For the mesh generation, we
have considered an advanced AMR technique, which provides an aggressive coarsening in
dielectric regions. The smart coarsening is restricted by the 2:1 balance, which allows for
efficient parallel implementations. For the FE approximation, we choose edge (or Ne´de´lec)
elements of arbitrary order. These elements are favoured in electromagnetics simulations
due to their sound mathematical structure. For the solution of the arising algebraic sys-
tems, we have presented the design of a tailored nonlinear parallel solver, which includes
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a linearization with a Newton-Raphson method (with exact Jacobian derivation) and ad-
vanced domain decomposition preconditioners for H(curl) spaces on adaptive meshes and
heterogeneous problems. Time integration was performed with the Backward Euler in-
tegrator and a variable time step, taking advantage of the convergence history of the
nonlinear solver, and thus reducing time-to-solution. Finally, we have provided a detailed
set of numerical experiments. First, a comparison with experimental data has shown an
excellent agreement between experimental and numerical data. Second, a time-to-solution
study reproducing a 3D benchmark has shown a remarkable reduction of computing times
when exploiting parallel resources, and thus the capability of our algorithms to efficiently
exploit HPC platforms. The work here presented has been implemented in the open source
simulation software FEMPAR, which can become a powerful tool for the HTS modelling com-
munity.
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