Introduction
Let T be a discrete statistic with probability mass function f(t;0) and cumulative distribution function F(t;0) indexed by a parameter 0. Some applications, especially in legal or regulatory environments, require interval estimators for 0 to guarantee coverage probability of at least 1 -a, for some fixed a, for all 0. Such methodology is also useful with small samples when one is unwilling to trust the uncertain performance of a large-sample approximation.
The usual approach inverts a family of tests having size at most a. For such a test, for each value 0S of 0, let A(00) denote the acceptance region for testing Ho: 0 = 0S. Then for each value t of T, let C(t) = {0f: t E A(0o)}. This is a confidence region with the desired property. For a typical 0S, A(00) does not achieve probability of Type I error exactly equal to a because of discreteness. Hence, such confidence intervals are conservative. The actual coverage probability varies for different values of 0 but exceeds 1 -a (Neyman, 1935 ) unless one artificially transforms T to a continuous variable using supplementary randomization (e.g., Anscombe, 1948; Stevens, 1950) . These confidence intervals and the related significance tests are often referred to as exact because they use the true null distribution of T rather than an approximation based on large-sample normality. However, the actual coverage probability is not exact but only guaranteed to be bounded below by the nominal confidence level.
The approach to constructing such an interval commonly presented in theory of statistics texts inverts two separate one-sided tests each having size at most a/2. For instance, if F(t; 0) is a decreasing function of 0 for each t, the interval (OL, OU) is defined by the equations P(T < to; Ou) = a/2, P(T > to; OL) = a/2,
where to is the observed value of T. This method is often called the tail method. When T is continuous, method (1) yields coverage probability 1-a at all 0, but when T is discrete, 1-a is a lower bound. The latter behavior results from the distribution of F(T; 0) being stochastically larger than uniform when T is discrete (Casella and Berger, 1990, p. 421 ). This article shows that, for constructing confidence intervals with discrete distributions, it is usually better to invert a single two-sided test than to invert two separate one-sided tests. Here, "better" means that intervals tend to be shorter and coverage probabilities tend to be closer to the nominal level. We first discuss potential disadvantages of the tail method. Using particular examples of coverage probability graphs, we then illustrate the advantages of basing a confidence interval on inversion of a two-sided test. We use such tests with two-sided P-values that order the sample space (1) by null probabilities or (2) by null tail probabilities or (3) by a criterion measuring distance from the null, such as a score statistic. We show examples with the binomial parameter, the difference and the ratio of two binomial parameters for independent samples, and the odds ratio. for all So guarantees that the confidence level is at least the nominal level. Inverting the family of tests corresponds to forming the confidence region from the set of So for which the test's P-value exceeds a. The tail method (1) requires that the probability be no greater than a/2 that T falls below A(Oo) and no greater than a/2 that T falls above A(0o). The interval is then the set of So for which each one-sided P-value exceeds a/2. Equivalently, it corresponds to forming the confidence region from the set of So for which an overall P-value defined as P = 2 x min[P00(T > to),Poo(T < to)] exceeds a (taking P = 1.0 if this exceeds 1.0).
A disadvantage of the tail method is that, for sufficiently small and sufficiently large 0, the lower bound on the coverage probability is actually 1 -a/2 rather than 1 -a. For sufficiently small 0, e.g., the interval can never exclude 0 by falling below it. To illustrate, suppose T has the geometric distribution f (t; 0) = (1 -0)0t, t = 0, 1, 2, .... Then F(t; 0) = 1 -Ot+' and using (1) yields the tail interval ((ce/2)1/to, (1 -a/2)1/(to+1)).
All 0 between 0 and 1 -/2 never fall above a confidence interval, and the coverage probability exceeds 1 -a/2 over this region.
To construct a confidence region using a single two-sided test, one approach enters the test statistic values t in A(0o) in order of their null probabilities, starting with the highest, stopping when the total probability is at least 1-ac, i.e., A(00) contains the smallest possible number of most likely outcomes (under 0 = 0S). This leads to optimality in terms of minimizing total length (Sterne, 1954; Crow, 1956 ). The intervals also satisfy a nestedness property, an interval with larger nominal confidence level necessarily containing one with a smaller nominal level. A slight complication is the lack of a unique way of forming A(00) in many cases. In its crudest partitioning of the sample space, it corresponds to using the P-value P0o [f(T; 00) < f(to; 00)], 
This corresponds to using a P-value that equals min[Po0 (T > to), Poo (T < to)] plus an attainable probability in the other tail that is as close as possible to, but not greater than, that one-tailed probability. 
POL [ (T; OL) < f(to;OL)] = E f(t; O0) = at>t,,
Then OL is the lower endpoint from two-sided approach (3) with nominal confidence level 1 -c and the lower endpoint using one-sided approach (1) with nominal level 1 -2a. This happens when f(t; 0L) is monotone decreasing in t, the geometric distribution being an extreme example in which this occurs for all 0.
Unfortunately, no single method for constructing confidence regions with discrete distributions can have optimality simultaneously in length, necessarily yielding an interval, and nestedness (Blaker, 2000) . For the cases discussed below, similar results occurred from inverting an exact test using method (3) with P-value based on ordered null probabilities, method (4) with P-value based on two-tail probabilities, or the method based on P-value for the score statistic. The latter two methods may yield slightly wider intervals than method (3) based on ordered null probabilities, but in our experience, they have fewer anomalous cases. . The actual coverage probability necessarily exceeds 1 -a/2 for o7r below 1 -(a/2) 11n and above (a>/2)11n. This is the entire parameter space when n < log(i/2)/ log(i.5), e.g., n < 5 for ak = .05.
Confidence Intervals for a Binomial
Stern ( Kim and Agresti (1995) , who used approach (3) with ordered null probabilities. When possibly many points in the sample space have the same value of the test statistic, they showed one can reduce the conservativeness by using the null probability to form a finer partitioning within fixed values of the test statistic. For instance, to illustrate the tail method, Gart gave a 95% confidence interval of (0.05, 1.16) for a 2 x 2 x 18 table. Inverting the two-sided test, the Kim and Agresti interval yields (0.06, 1.14), and it reduces further to (0.09, 0.99) with a more finely partitioned P-value. The conditional approach for eliminating the nuisance parameter 7r2 does not apply here since the canonical parameter is the difference of logits rather than the difference of proportions. One can eliminate ir2 using the unconditional approach of maximizing the P-value over its possible values. Chan and Zhang (1999) showed that conservativeness of the Santner and Snell tail method was exacerbated by the severe discreteness of T = l-*2 for small samples. For that application of the tail method, each sample with the same value of f1r -*2 has the same interval (for the given sample sizes). Chan and Zhang showed that better performance results from using a less discrete statistic, such as the score statistic (Mee, 1984 An alternative way to invert unconditional tests uses the Berger and Boos (1994) method of eliminating the nuisance parameter. That method takes the supremum in (5) over a high confidence region (e.g., 99.9%) for the nuisance parameter and adjusts the P-value (e.g., by adding 0.001) so that the overall nominal size is not exceeded. StatXact has the option of adapting the Santner-Snell interval in this manner. We considered it for the two-sided score interval, but this did not provide improved performance over the score interval based on taking the supremum over the entire space for the nuisance parameter. Likewise, Chan and Zhang (1999) 
Confidence Intervals for Difference of Proportions Next consider the difference of proportions for two independent binomial samples, where X1 is bin(nl, I7r), X2 is bin(n2,
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Confidence Intervals for Other Parameters
Similar results occur for other parameters in discrete data problems. For instance, the discussion of the previous section on the difference of two binomial parameters also applies to their ratio, the relative risk 0 = 71 /12. Again, an unconditional approach can eliminate the nuisance parameter in the test to be inverted. We illustrate by inverting tests using the score statistic (Koopman, 1984; Miettinen and Nurminen, 1985) , which has good performance for large-sample confidence intervals (Gart and Nam, 1988 ). 
x2=.3 xcI/x2=2
Coverage Probablity Coverage Probability A class of parameters that includes the odds ratio is the set of parameters for logistic regression models. Cox (1970, p. 48) applied the tail method, using the conditional distribution to eliminate other parameters. Inverting a two-sided test has the benefits illustrated above for the odds ratio.
For independent binomial samples, we used the unconditional approach to obtain confidence intervals for the difference or ratio of proportions. In principle, one can also apply the unconditional approach to the odds ratio and more generally to logistic regression parameters even though the conditional approach is available. An open question is whether the unconditional two-sided approach may provide improvement over the conditional two-sided approach in some cases. The potential for improvement exists because of a reduction in discreteness. This is the case for testing equality of two independent binomials (e.g., Suissa and Shuster, 1985) . However, there is also the potential for increased conservativism because of the approach of eliminating the nuisance parameter by taking a supremum of P-values (with respect to the nuisance parameter) instead of conditioning it out. Our preliminary study of this, for the odds ratio, suggests that the unconditional approach tends to provide intervals with coverage probabilities nearer the nominal levels. This will be addressed in detail in a future article.
A Limitation of the Two-Sided Approach
The past four sections showed examples of advantages of basing confidence intervals on two-sided tests. While the main theme of this article is recommending this over the tail method, a referee has suggested a qualification. In many studies, the goal is to show that a new treatment is better than a standard one. Such studies often use one-sided tests. Interval estimation is consistent with the test when the interval is based on inverting two one-sided tests (e.g., a 95% interval is then consistent with the result of the one-sided test with nominal size 0.025). Also, in some noninferiority trials, it is a regulatory requirement to use a confidence interval for the difference of proportions and compare one bound to a prespecified value. Again, using an interval based on inverting one-sided tests guarantees that the size of an implicit onesided test does not exceed the nominal size.
A related comment is that users often are particularly interested in one of the bounds (say, the lower one) and interpret 95% intervals as imparting 97.5% confidence that the parameter falls above that bound. This inference is not appropriate with intervals based on inverting a two-sided test. Of course, in discrete cases, 97.5% is a lower bound and the actual confidence may be considerably higher than one prefers.
For such goals, one can argue in favor of simply calculating a one-sided confidence bound instead of a confidence interval. This may be a psychological barrier for many statisticians because most statistical texts discuss one-sided tests but few discuss one-sided confidence bounds.
Summary and Recommendations
In summary, discreteness has the effect of making exact confidence intervals more conservative than desired. We make the following recommendations for reducing the effects of that discreteness. First, apart from the caveat of the previous section, invert a two-sided test rather than two one-sided tests (the tail method). Second, in that test, use a test statistic that alleviates the discreteness (e.g., for comparing two proportions, use the score statistic rather than *r -*2). Third, when appropriate, use an unconditional rather than conditional method of eliminating nuisance parameters.
REISUMEI
La definition traditionnelle d'un intervalle de confiance requiert de la probability de recouvrement de toute valeur du parametre d'etre au mois gale au niveau de confiance nominal. Pour des parametres de distributions discretes, on adopte un comportement moins conservatif en construisant de tels intervalles a partir d'une famille de tests bilateraux plut6t qu'a partir de deux families de tests unilateraux spares dont le niveau est la moitie du niveau nominal. Nous illustrons cela avec un certain nombre de problems discrets incluant l'estimation par intervalle d'un parametre de binomiale, la difference et le rapport de deux parametres de binomiales a partir d'echantillons independents, ainsi que le rapport de chances.
