This paper presents a framework for exact discovery of the top-k sequential patterns under Leverage. It combines (1) a novel definition of the expected support for a sequential pattern-a concept on which most interestingness measures directly rely-with (2) Skopus: a new branch-and-bound algorithm for the exact discovery of top-k sequential patterns under a given measure of interest. Our interestingness measure employs the partition approach. A pattern is interesting to the extent that it is more frequent than can be explained by assuming independence between any of the pairs of patterns from which it can be composed. The larger the support compared to the expectation under independence, the more interesting is the pattern. We build on these two elements to exactly extract the k sequential patterns with highest leverage, consistent with our definition of expected support. We conduct experiments on both Responsible editor:
synthetic data with known patterns and real-world datasets; both experiments confirm the consistency and relevance of our approach with regard to the state of the art.
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Introduction
Extracting interesting patterns from data is a core data mining task. This paper introduces a method to efficiently and exactly identify the top-k patterns in a sequential database, using as the measure of interest leverage-the difference between a pattern's observed and expected frequency. To define the expected frequency, we use a maximum-likelihood estimate under an assumption of independence between any pair of patters from which it can be composed.
The notion of interestingness is at the core of this paper. In early work on pattern mining, patterns were considered interesting if they appeared frequently in data (Agrawal et al. 1993 ). The underlying idea was that the fact that something happens often is useful information for the data practitioner. However, as a mature body of research has now shown (Siebes et al. 2006; Webb 2007; Han et al. 2007; Webb 2008; Boley et al. 2009; Hämäläinen 2010; Tatti and Mampaey 2010; Vreeken et al. 2011; Mampaey et al. 2012; Webb and Vreeken 2014; Tew et al. 2014) , frequency is often a poor proxy for interestingness. One reason for this is that many patterns should be expected to be frequent in real data. For instance, in the traditional market basket use case, if 90% of people buy apples and 90% of people buy pears, then the pattern {apples, pears} will be frequent even if the occurrence of these events is completely independent. When handling large databases, this phenomenon creates a deluge of frequent but uninteresting patterns. This is especially problematic for realworld applications, because the most frequent patterns will often be well-known; it is less frequent interactions within the data that are most likely to provide novel insights.
When tackling sequential databases, this issue becomes even more critical; patterns such as "buying apples and subsequently buying pears" will be extremely common. This is a significant problem in real-world data, even with relatively short sequences. As a simple demonstration of this, we report in Table 1 the five most frequent sequential patterns in the book "The Adventures of Tom Sawyer", with every sentence constituting a record in the database (the rest of the paper will make it clear how we have performed this extraction). We can observe that most frequent sequential patterns are not interesting, and simply correspond to the permutations of the most frequent word 'and' and each of the two next most frequent words 'to' and 'of'. This has motivated several approaches to mining interesting sequential patterns, which we detail in Sect. 2. The above example illustrates two main points about the incompatibility of frequency as a proxy for interestingness in sequential pattern discovery:
1. The main reason for the high frequency of all these patterns, is the frequency of the individual words. In English, it has been shown that one word in four comes from {the, be, to, o f, and, a, in, that, have, I } (The Oxford English Corpus 2015) . It is then not surprising that a sentence would contain several occurrences of those. If the sequences are long enough, any sequence of independent events (which we believe will often not be of interest) will become frequent. In fact, for any pattern with probability p > 0 of occurring at any time in the data, the probability of its repetition tends to 100% as the length of the sequences in the database increases (this is even true for singletons). 1 This clearly demonstrates that frequency is not a good proxy for interestingness for sequential databases. 2. Let us consider the second and third most frequent sequential patterns and, to and to, and . These two patterns have similar frequency. This directly questions the relevance of frequency as an interestingness measure. For sequential patterns the order of items should be key to determining whether the pattern is interesting. If all the orderings of the terms in a sequential pattern are equally frequent then an unordered pattern, such as an itemset, captures all of the information about the potentially interesting regularity in the data. We argue that the sequential pattern should be reserved for regularities that cannot be fully captured by unordered patterns. In this case, we can see that with such simple patterns of length 2, frequency ranks the two possible orderings of {and, to} as close to equivalent. The question is then: "Should a pattern i 1 , i 2 be considered sequentially interesting if it appears as often as i 2 , i 1 in the database?" We argue below that this contradicts natural definitions of interestingness for sequential patterns.
In this paper, we make the two following contributions:
1. Scoring: Expected support is the core element of standard pattern mining measures of interest, such as leverage or lift (Webb 2011) , because most measures of interest involve a comparison between the observed support of a pattern in the data and its expected support (Piatetsky-Shapiro 1991) . We introduce a new definition for the expected support of a sequential pattern and present an algorithm for its computation. Following our motivation above, our approach finds a model that is local to the tested pattern by considering its re-orderings. 2. Search: We introduce Skopus: a sequential extension of the branch-and-bound OPUS algorithm (Webb and Vreeken 2014) . Skopus can extract, exactly and efficiently, the k sequential patterns with highest leverage, i.e., the k patterns with the highest difference between their observed and expected support. Note that we will show that our algorithm is not limited to our definition of the expected support, and can be directly used to extract the top-k patterns under any definition of the expected support.
Our paper is divided into five main sections. We present the related research in Sect. 2. In Sect. 3, we detail the proposed framework for the discovery of the topk patterns with highest leverage. In Sect. 4, we present the results of experiments conducted on both synthetic data for which we control what patterns are actually present, and on real-world datasets. We conclude the paper and present some future work in Sect. 5.
Related work
We structure the related work around the two main elements that this paper addresses: discovery of sequential and interesting patterns.
Mining interesting non-sequential patterns
There is a very mature body of research about non-sequential frequent pattern mining (Han et al. 2007) . As raised in the introduction, it has now long been identified that the major issue is not whether we can derive the complete set of frequent patterns under certain constraints, but whether we can derive a compact but high-quality set of patterns that will be useful for most applications (Han et al. 2007; Boley et al. 2009; Tatti and Mampaey 2010) .
While the major focus has been on efficient discovery of frequent patterns, there is a growing body of research into identifying interesting patterns. Several methods aim at finding the set of patterns that will best describe the dataset, using a variety of methods for scoring the set such as entropy (Mampaey et al. 2012) or information theoretic frameworks (Siebes et al. 2006; Vreeken et al. 2011) . Other approaches rather try to define measures of interest for patterns (Tew et al. 2014; Jaroszewicz and Simovici 2004) , and then perform the extraction of the most interesting patterns for different measures (Bayardo and Agrawal 1999; Webb 2000; Geng and Hamilton 2007; Hämäläinen 2010; Webb and Vreeken 2014) . We refer the reader to (Aggarwal 2014), for a more complete survey on frequent pattern mining, and discovering interesting patterns.
Mining frequent sequential patterns
Sequential pattern mining extends frequent pattern mining to sequential databases (Mabroukeh and Ezeife 2010; Mooney and Roddick 2013) . Real-world applications are numerous and include analysis of the purchase behaviour of customers over time, analysis of Web clickstreams, and study of biological sequences. Algorithms for mining frequent sequential patterns from sequential databases were first proposed in the 1990s (Agrawal and Srikant 1995; Mannila et al. 1995 Mannila et al. , 1997 . After these seminal papers, researchers quickly moved to the development of algorithms for the extraction of frequent sequential patterns of higher complexity (sequences of itemsets ; Masseglia et al. 1998; Pei et al. 2001; Han et al. 2000; Yan et al. 2013; Raïssi et al. 2008; Tzvetkov et al. 2003; Fournier-Viger et al. 2013) .
Note that different researchers have used different definitions of support and that these directly influence the patterns that they extract. Some methods, like ours, consider the support as being the number of sequences that have the sequential pattern as a subsequence, while others consider the number of times that the pattern occurs in all the sequences of the dataset, multiple counting a sequence that embeds the subsequence multiple times. Some application domains and problems will benefit from one approach while others will from the other approach. Our techniques extend directly to the second definition, should such an approach be desirable, the primary change simply being in the counting of the support of a pattern and its sub-patterns.
Mining interesting sequential patterns
It is only in the last decade that extracting interesting sequential patterns has emerged as an important research topic. We distinguish two main families of methods:
1. Methods using information theoretic approaches, such as the Minimum Description Length, to score a set of patterns that best explain the dataset. 2. Methods defining an expected support for the patterns under a null model (or hypothesis), and using it to score and rank the patterns by comparison to the actual observed support of the pattern Minimum Description Length methods scoring a set of patterns In Tatti and Vreeken (2012) , Lam et al. (2014) , the authors propose a Minimum Description Length (MDL) approach for scoring a set of patterns relative to a dataset as well as a heuristic search method to construct the set. Here the idea is to score a pattern set instead of a just individual patterns; these patterns should explain the data well but at the same time be non-redundant. These goals are quantified, with scores derived from MDL principles.
Methods based on expected support Deriving an expected support under some null hypothesis is particularly complex for sequential patterns. Several approaches have made independence assumptions between the elements composing the sequential patterns. That is, they use a null hypothesis that the data are generated by a 0-order Markov model or stationary and independent stochastic process Tatti 2009; Gwadera and Crestani 2010; Low-Kam et al. 2013) . Approaches to deriving expected support from Markov chains have been proposed in ; Castro and Azevedo (2012) ; in particular, the statistical significance of the extracted patterns is studied in Castro and Azevedo (2012) . More complex Markov models have been studied in Achar et al. (2012) , with statistical significance studied in Achar and Sastry (2015) . Tatti (2014) takes a different approach to interestingness and posits that for some applications, interesting patterns will be the ones that occur in a short window. He then builds a model of the expected length of a sequence for a pattern to occur, and compares it to the actual one.
Finally, in very recent work Tatti (2015) introduces an approach that is the most related to ours. This aproach takes inspiration from Webb's approach to finding interesting (non-sequential) itemsets , and builds the expected support by looking at different partitions of the sequential pattern. It then uses the derived score to rank the strict episodes. The key difference between our work in this paper and that in Tatti (2015) is the information from which the expectation is derived: Tatti (2015) uses item probabilities as well as the number of gaps in a subpattern to derive the expectation whereas, in this work, we compare the pattern against all alternative orderings of the same items. Among other technical differences, Tatti (2015) defines its measure for strict episodes whereas we focus on sequential patterns, that is, serial episodes. Finally, the way we measure the difference between the observed support and expected support allows us to use a monotonic bound, and essentially mine top-k episodes without first generating a candidate set, whereas the previously discussed methods require that a candidate set be first generated, typically a set of frequent patterns mined with a low threshold.
Extracting the Top-K interesting sequential patterns
We introduce our method in this section. We first introduce some notation. We then detail our model for the expected frequency as well as how to derive our interestingness measure from it-leverage. Finally, we introduce our efficient search algorithm to extract the most interesting sequential patterns under these measures.
Note that we have made all code freely available to allow independent confirmation and extensions of our work at https://github.com/fpetitjean/Skopus.
Definitions
A sequence S over a finite set of items I is an ordered list s 1 , . . . , s , with s i ∈ I, 1 ≤ i ≤ , where is the length of sequence S, denoted by |S| = . A sequential database D = {S 1 , S 2 , . . . , S n } of size n is a multiset of n sequences over I, where each S i is a sequence.
In such a case, we write s ≺ s.
Definition 2 (Head and Tail) The head of a sequence is its first element and the tail is its remaining elements. Given an item a and a sequence T , we write a | T to mean a sequence starting with the head a followed by the tail T . For example, a | b, c = a, b, c and a | = a .
Definition 3 (Cover) The cover of a sequence S in a sequential database D is the set of records of which S is a sub-sequence,
Such a sequence is often called sequential pattern.
Definition 4 (Count) The count of a sequence S in a sequential dataset D is number of records of which S is a subsequence, #(S, D) = |cover(S, D)|.
Definition 5 (Support) The support of a pattern S is the proportion of the n records in database D of which S is a subsequence, sup(S, D) = |cover(S, D)|/n.
For notational convenience, and when it is clear in the context, we will omit D.
Note that this paper focuses on sequential patterns and as such does not aim at extracting patterns of the type " A, then either B or C, and then D". As mentioned in related work, such patterns refer to the more general class of episodes (see for example Tatti (2015) ). Nor does it seek patterns of the form "sequences that contain A are more likely to contain B, irrespective of their order." Such patterns are already addressed by the substantial literature on itemset discovery.
When is a sequential pattern interesting?
We now introduce our model for the expected frequency of a given sequential pattern, as well as the interestingness measures that we derive from it. We start by providing an intuition for our framework and then introduce its formal definition.
From interestingness to expected support
"When is a sequential pattern interesting?" is the main question that we tackle in this paper. We have motivated in the introduction that, for example, it is unlikely that a pattern and, o f would be interesting if the pattern of, and is also. It is unclear when both these patterns could be interesting except in a context where the nonsequential pattern {and, of } holds, when the presence of and increases the frequency of of and vice versa, irrespective of order. Our philosophy is that such patterns are more succinctly captured as non-sequential patterns.
The starting point of our approach to assessing interestingness is that a pattern should be interesting if is not possible to explain its frequency by the frequency of its sub-patterns ). a, b should only be interesting if its frequency is greater than can be explained just by the frequency of a and b . a, b, c, d should not be interesting if its frequency can be explained by the frequency of any of its constituent sequential sub-patterns such as a, c , b, d , and a, c, d . For example, if buying shoes is often followed by buying socks, and buying jeans is often followed by buying a belt, then the pattern shoes, jeans, socks, belt should only be interesting if it is more frequent than should be expected given the frequency of shoes, socks and jeans, belt (as well as any other sub-sequences of this 4-element sequence).
Following the standard approach for defining interestingness measures, we assess interestingness in terms of deviation between observed support and expected support.
An intuitive first approach to deriving the expected support might be to simply multiply the supports of the two subsequences. If a and b both occur in 50% of sequences then perhaps a, b should be expected in 25%. However, this ignores that they may also occur in the order b, a , suggesting that there is a need to adjust for the number of permutations that could occur. But there is a further complicationa and b can both occur in sequences of length 1 and a, b cannot. The length of the sequences in which the pattern appears must be taken into account, but exactly how this will affect the expectation is greatly dependent upon the type of distribution from which the data are drawn. It is far from clear what simple models might take account of all these factors without making very strong assumptions about the form of the distribution. We seek to develop a simple null hypothesis which can be tested without making any such assumptions.
Our proposed definition of expected support for sequential patterns
Before developing the general formulas for patterns of any length, it is instructive to consider patterns of limited length to gain intuition about our general definitions.
Pattern of length 2
We seek sequential patterns, that is, patterns in which the order of the items is significant. That is, we want a pattern a, b to indicate that the presence of an a in a sequence increases the probability of a b appearing subsequently. We want to distinguish such a pattern from a co-occurrence pattern, {a, b} which indicates that a sequence that contains an 'a' is more likely to contain a 'b', irrespective of the order of their appearance. One simple hypothesis to test, which makes no assumptions about the form of the distribution from which the data are drawn, is that of all sequences in which a occurs, there are more in which b occurs after a than there are sequences in which b occurs before a. One way of stating this hypothesis is that sup a, b > sup b, a . If a statistical hypothesis test were developed, the null hypothesis would be that sup a, b ≤ sup b, a .
Patterns of length 3 or more
The considerations become more complicated when we consider patterns of length three. One possibility would be that we want sup a, b, c to be greater than the support of every other permutation of a, b and c. However, that would disallow the possibility of both a, b, c and a, c, b being interesting patterns. While we want to disallow all permutations of a set of items being interesting sequential patterns, there is no reason to mandate that only one permutation should be interesting.
It is well understood in the context of non-sequential patterns, that unless specific steps are taken to prevent patterns from being accepted that are the composition of multiple interesting sub-patterns, or the inclusion of frequent singletons into an interesting pattern, the results of a pattern discovery system will often be swamped by myriads of spurious byproducts of the core patterns . One effective approach to prevent this is to test a pattern X against every partition Y, Z such that Y X and Z = X \Y . The counterpart of such a test for sequential patterns would test against every pair of subsequences from which it can be composed. Thus, we want to test a, b, c against a, b , c ; a, c , b ; and b, c , a . For the 'partition' a, b , c we can compose three sequential patterns by interweaving the two patterns, c, a, b ; a, c, b ; and a, b, c . There are two obvious criteria that might be imposed to determine whether sup a, b, c can be explained by sup a, b and sup c . One is that sup a, b, c must be greater than at least one of the supports of the other compositions of the generator. The other is that sup a, b, c must be greater than the mean of sup c, a, b ; sup a, c, b ; and sup a, b, c . Both approaches are credible. The latter is a stronger constraint than the former, but still allows two of the three patterns that can be composed from a two-element and one-element sequential pattern to be found to be 'interesting'. In the current work we choose this stronger approach, but our software supports both. We thus assess a, b, c to be 'interesting' if its support is greater than mean of the supports of the recompositions of every one of its sequential partitions.
We now turn to the general formula for the expected support of a sequential pattern, for which we first introduce the notions of binary sequential partition and of composition of two sequences.
Definition 6 (Sequential compositions) The sequential compositions of sequences S and T , denoted comp(S, T ), is the set of all sequences that contain all and only the elements of S and T , respecting their order. More formally, we define the composition recursively
Definition 7 (Binary sequential partition) Let S, S 1 and S 2 be three sequences. We call
We denote as BSP(S) the set of all binary sequential partitions of S,
For example, the binary sequential partitions of
We can now introduce our general definition for the expected support of a sequential pattern.
Definition 8 (Expected support for a sequential pattern) Let S be a sequential pattern, we define the expected support of S as
Let us give an intuition about this definition. We consider all the possible pairs of subsequences that respect the order in the target sequence (all the binary sequential partitions). Each of these partitions corresponds to a potential generator of the targeted sequence. For example, to determine the interestingness of the sequence S = a, b, c, d , we look at how much more frequent it is than the maximum likelihood expectation if the data was generated from, say, U = a, d and V = b, c assuming that all possible ways to interweave U and V are equiprobable. We then take the maximum expected support over all potential binary sequential partitions (i.e. over all possible generators). This is because finding one pair (U, V ) that 'explains' the support S should be enough to establish that pattern S is not interesting. It is important to note that we do not need to consider the expected support of compositions of more than two subsequences, as the relevant pairwise partitions will subsume compositions of more than two subsequences. The aim of this paper is to extract the top-k sequential patterns under leverage, i.e. that will have maximum difference between their observed and expected support:
A pattern will be considered interesting if its support cannot be explained by any of its sub-patterns. It is finally important to note that if a pattern is considered interesting under our framework, then some of its sub-patterns might also be considered interesting. This will for example be the case with singular patterns that have low expected support. An example is the pattern i f, you, can present in the poem "If-" by R. Kipling: it is present in more than 1/3 of the verses while none of its reorderings are, and also none of the re-orderings of its sub-patterns. For example the pattern can, you , which is a reordering of you, can ≺ i f, you, can , never occurs either, thus making the pattern you, can interesting as well. It is however here interesting to note that our approach will rank the full pattern i f, you, can higher than you, can , because there are more compositions for patterns of length 3 than there are for patterns of length 2, and thus the mean over all those compositions is lower.
Our framework's null hypothesis
Having completely defined our proposed definition of expected support, it is important to take a step back and look at what it is achieving. Its null hypothesis is that the frequency of a pattern can be explained by the frequency of its sub-patterns (or generators). We have imbricated two elements:
1. We define the expected frequency for each pair of sub-patterns (what we call a binary sequential partition). Our null hypothesis there (and null model from which we get the expectation) is that all possible ways to "interweave" the patterns -such that their order is respected -are equally likely. The expected frequency of a pair of generators is then the average frequency observed over all possible ways to interweave these patterns. 2. Our null hypothesis being that the frequency of a pattern can be explained by a pair of generators, the expected frequency for our framework simply considers the partition that produces the greatest expectation.
Note on the difficulty of assessing our framework's statistical significance We will demonstrate in Sect. 4 that our framework is very effective at extracting interesting (with all its subjectivity) patterns. It is important here to note that extracting a measure of the statistical significance of patterns under our model is a difficult task, because it requires to be able to assess the probability of a pattern given our null model. Although we can easily obtain its expected frequency, computing its probability requires more assumptions about the form of the distribution from which the data are drawn. Each sequence indeed only has a certain length, and it is unclear what model would best match our framework. We however feel that this is a consequence of the strength of our framework; we do not assume a simplistic model of the underlying distribution for all patterns. In some sense, our partitioning approach allows us to find and fit a dedicated model independently for each sequence which makes the extraction powerful, but at the cost of failing to support a simple test for assessing statistical significance.
Algorithmic notes
We detail here the algorithmic considerations regarding the generation of Binary Sequential Partitions (BSPs) and of Compositions.
Templates. It is first interesting to note that in either case, the results only depend on the length of the considered pattern and are independent of the actual letters themselves. All partitions and compositions are thus generated as templates depending on the targeted length.
Indexing templates. Our first optimization directly follows from this observation; every time we create a template for a BSP of a particular length, we index it with its length so that it is only computed once for each length. We employ a similar indexing for Compositions, with the difference that they have two associated lengths; we thus index them using a matrix. Note that the template for a Composition of length l 1 and l 2 is identical, we only use the upper triangle in the matrix.
Generating BSPs. Generating all Binary Sequential Partitions for a template of length l is an enumeration exercise. The first element to note is that knowing the pattern and its left partition set (S 1 in Definition 7) completely determines its right partition set (S 2 in Definition 7), and conversely. This means that, to construct the template for all BSPs of a particular length, we only need to find what is the left partition set, i.e., the sequence of positions of elements in the original pattern. Furthermore, for a pattern of length l, we only need to consider S 1 of lengths l 1 from 1 to l 2 , because of symmetry. To generate all possible templates for S 1 , we enumerate all the l 1 -combinations of the set of l positions in S; there are l l 1 such combinations. To this end, we use the standard enumeration algorithm for combinations as described in Tucker (2006) .
Generating Combinations. Generating combinations is simpler than BSPs. The same symmetry observations hold here, i.e., the template for all combinations of lengths (l 1 , l 2 ) is the same as the one for all combinations of lengths (l 2 , l 1 ). We then generate all the possible l 1 -combinations of the set of l 1 + l2 positions; here again we use the standard algorithm described in Tucker (2006) .
Exploring the space of all sequential patterns
Our algorithm to explore the space of sequential patterns and exactly extract the topk sequential patterns with highest leverage 2 is based on the OPUS Miner algorithm (Webb 1995; Webb and Vreeken 2014) , first introduced for mining non-sequential databases.
Sequential top-k OPUS Miner (Skopus)
OPUS Miner finds the top-k itemsets under given interestingness measures from a non-sequential database, with regard to a given measure of interest. OPUS Miner is a depth-first branch-and-bound algorithm, that exploits the monotonicity of itemsets (sup(I ∪ i) sup(I )). It performs an exhaustive depth-first search of the space of sequential patterns except in so far as it can prune parts of the search space that cannot contain itemsets in the top-k with respect to the measure of interest. For example, if the minimum (i.e. worse) value in the top-k is α, and we know that any specialization of an itemset I will have an score that is lower than α, then the sub-tree for which the root is I does not need to be explored.
OPUS Miner's depth-first search has the advantage that the number of open nodes at any one time is minimized. This allows extensive data to be maintained for every open node and ensures that only one such record will be stored at any given time of each level of depth that is explored. It also promotes locality of memory access, as most new nodes that are opened are minor variants of the most recently explored node.
Algorithms 1 and 2 describe Skopus. The main elements that differ from the original OPUS Miner algorithm are as follows: 1. When a sequential pattern is specialized, the specializing item is always placed at the end of the sequential pattern (as a suffix -appending item i to sequence S is noted S.i hereafter). This ensures that sub-spaces that are pruned will not be reconsidered later in the search. 2. When retrieving an item from the queue of available items to specialize a pattern with, the item is left in the queue (as opposed to OPUS Miner where the item is removed from the queue). This is necessary to handle repetitions of items in the patterns such as a, a, b . Thus, we use the variant of OPUS (Webb 1995 ) that allows multiple applications of a single operator (the addition of a given item). 3. Upper bounds for any sequential extension of a pattern S have to be adapted for our measure of interest (leverage) and our definition of expected support; we detail this element in Sect. 3.3.2. Algorithm 1 simply initializes the necessary data structures to then call Algorithm 2 that systematically explores the entire space of sequential patterns other than those
Algorithm 1: Skopus Miner
Input: Sequential database D, a measure of interest M, integer k Output: The top-k sequential patterns with regard to M q ← a queue of all items i ∈ D in descending order on sup( i ); topK ← an empty queue to contain the top-k sequential patterns; return ExpandSequence( , q, topK , M);
Algorithm 2: ExpandSequence
Input: A sequence S, a queue q, the current topK and a measure of interest M Output: The top-k sequential patterns with regard to M in the search space explored to date initialize q to be an empty queue of items; branches of the search space of which it can be determined no top-k can be contained therein. The correctness of Skopus follows from the correctness of OPUS. As Skopus investigates each pattern it maintains a list topK of the top-k patterns found so far. Thus, on termination, as the entire search space has been explored other than those branches that cannot contain patterns in the top-k, topK contains the top-k patterns.
Upper bounding
We now detail how to upper bound the score of any extension of a sequential pattern S with regard to leverage (i.e., how to compute U pper_bound(M, S ) in Algorithm 2). As presented earlier, we measure the interestingness of a pattern with a leverage, leverage = sup(S) − ExpSupport(S).
In order to prune the search space we need an upper-bound on leverage for any extension pattern, say T , of a pattern S. Since ExpSupport(S) ≥ 0 and sup(T ) ≤ sup(S), we immediately obtain leverage(T ) ≤ sup(S), allowing us to use sup(S) as an upper bound. Note that, possibly surprisingly, the lower bound on ExpSupport(S) is tight. Consider the example of a database where all sequences start with the same pattern P of length , and then do not use any of the elements composing the pattern in the rest of the sequence. We will then have all sequential compositions of all possible binary sequential partitions with 0 frequency, except for the one with the actual pattern. The highest frequency will then be for the one with the lowest number of compositions, which is .
ExpSupport(P) sup(P)
Given that we want to bound all possible extensions of P, is unbounded, which makes ExpSupport(P ) > 0. In the definitions above, we exploit the fact that support and expected support are positive. It is interesting to note that, so long as the definition of expected support does not allow negative values, these elements will remain valid. It follows that our Skopus algorithm can be directly used with any sensible definition of expected support.
Bootstrap-How to quickly get a good top-k?
In practice, the time requirements of Skopus depend on the efficiency of the pruning mechanisms, and can vary greatly from dataset to dataset. 3 Skopus traverses the search space maintaining the set of top-k sequential patterns discovered in the search space explored so far. The search space can only be pruned of branches that cannot contain a pattern with higher leverage than the k th best leverage found so far. Thus, efficient pruning relies critically on our ability to quickly fill topK with high-scoring patterns so that as much of the search space can be pruned as possible.
We use two main strategies. First, we consider the addition (as suffix) of items with highest support first; this is apparent in the order in which we go through the different queues in Algorithms 1 and 2.
Algorithm 2 performs a depth-first search. The primary reason for doing so is that it limits the number of nodes in the search space that must be simultaneously open. To efficiently compute the cover of a new node it is important to store the cover of the parent and only update it with respect to the item appended to the sequence. Minimizing the number of open nodes minimizes the number of covers that must be stored. However, we store the cover of every item, and so this issue does not affect two-item sequences. Our second strategy uses a hybrid search. First a breadth-first search is performed over all two-item sequences. Then the regular depth-first search is employed for sequences of length three and greater. We present the two-item breadthfirst bootstrap in Algorithm 3. The algorithm remains correct as it still systematically searches all of the search space that might contain top-k patterns, all that changes is the order in which they are explored.
Experiments
In this section, we present the results of Skopus for the exact extraction of the k sequential patterns with highest leverage. In the synthetic experiments we compare the performance of Skopus using leverage as the measure of interest against Skopus
Algorithm 3: Skopus Bootstrapping
Input: Sequential database D and a measure of interest M Output: A prefilled topK Let topK be an empty ordered queue Es) if score > topK.min then topK ← topK.add(S, score) end end return topK using support as the measure of interest (included to provide a contrast against frequent pattern discovery), state-of-the-art sequential pattern discovery algorithm r prt (Tatti 2015) and baseline r ind . As the synthetic experiments clearly show the baseline is less effective than either Skopus using leverage or r prt , we do not include it in the real-world experiments.
Datasets
We shall start this section by making a general observation about the availability of interpretable sequential databases. Applications of sequential pattern mining methods are numerous and include: 1. Sequences of the different webpages browsed by users on a website, where each visit represent a new transaction in the database; 2. Locations of series of events, such as the neighborhoods that a taxi drives through for each client, or the restaurants visited by registered customers of say Yelp® or Urbanspoon®; 3. The performance of different industries on the share market over different days of trading; 4. The sequence of actions performed by a surgeon over the course of different surgeries; 5. The tests performed on (and action taken about) patients from admission to discharge.
The datasets associated to all these applications are however extremely valuable and hence only rarely made available freely to the scientific community. In addition, assessing the quality of technologies for pattern discovery requires having knowledge about the patterns that are actually present in data. Therefore we start by evaluating the discovery with sequences that are sampled from known distributions with specific patterns. We can then compare the discovered interactions to the true structure from which the data was sampled. This is the first set of experiments we present in Sect. 4.2. Then, in Sect. 4 .3, we assess the relevance and scalability of our approach on public domain literary works. We have selected several books which we believe have characteristics that are quite representative of many other types datasets.
It is important to note that the main objective of this paper is not to prove that extracting patterns from sequential databases is an important topic; this has in fact been largely motivated by the data mining community. Rather, we aim at demonstrating 1. that interestingness-based sequential pattern extraction is critical and 2. the relevance of our approach.
All the datasets used in this paper (as well as their "ground truths", when available) are provided for reviewing purposes at https://github.com/fpetitjean/Skopus.
Experiments on data with known patterns
We first assess our method on datasets that embed a known set of sequential patterns.
Details of the data generation process are as follows: we start by generating a dataset with 10,000 random sequences over a vocabulary I with 10 tokens; the probability of the tokens follows a flat Dirichlet distribution: I ∼ Dir (1) . We generate each random sequence in the dataset by choosing its length l s distributed accordingly to a shifted 4 Poisson distribution: l s ∼ Pois(9.0) + 1. This makes the sequences to have an average length of 10 with standard deviation 3 (E(l p ) = 10, Var(l p ) = 9).
We then generate a set of k sequential patterns, each with an associated probability of occurrence in a sequence drawn uniformly in [0.05, 0.2] and length l p following l p ∼ Pois(1.0) + 2, i.e. with average length 3 and standard deviation 1 (E(l p ) = 10, Var(l p ) = 1). Then, each pattern is embedded sequentially according to its associated probability. Embedding is performed by uniformly at random selecting insertion points in the sequence.
We then extracted the top-20 sequential patterns according to leverage and compare the results with a support-based extraction, 5 r prt (Tatti 2015) and r ind , a baseline used by Tatti (2015) using the indepdence model proposed by . Both baselines require a set of candidate patterns: here we used frequent patterns with a threshold of 500. Note that this threshold potentially "helps" these two methods, because none of the injected patterns have a support lower than 500; such a threshold has thus potential to prune a significant number of patterns that could have been ranked in the top-10.We report recall rates in Table 2 , that is, proportions of all patterns that were embedded that are included in the top-20 patterns returned by each approach. As expected, the support-based method does not perform well. In fact, it only ever extracted patterns of length 2; which mainly correspond to sequential patterns that are frequent because their composing items are as well. This is a similar behaviour to the one that we have explained with and, to and of in the introduction: patterns composed with frequent items will appear frequently by chance, without being interesting. This means that top-k extraction based on support has difficulty extracting patterns of length 3.
To further highlight this point, we shall mention that for the experiment with a single embedded pattern (#patterns = 1 in Table 2) , c, b, c, a embedded in 19% of the sequences, this pattern is ranked 92 nd under support while it is the top pattern under our leverage, r prt and r ind . More generally, Table 2 shows that all approaches outperform support-based approaches, by recovering a much larger number of embedded patterns. We can also observe that our method-Skopus with leverage-outperforms r prt and r ind by obtaining a significantly higher recall of the embedded patterns. It is also interesting to note that these experiments confirm the ones in Tatti (2015) by showing the relative poorer performance of r ind compared to r prt .
It can be observed that, as the number of patterns embedded in the data increases, the recall decreases. This is due to three main factors:
1. Because we keep the number of patterns extracted constant (k = 20), it is normal that recall diminishes as the number of actual patterns increases; 2. Our approach considers the subsequences of an embedded pattern to also be interesting patterns: this means even if we were to extract an actual pattern d, m, k, d , we are also prone to extract subsequences of this patterns, such as d, m, k or d, m, d . There is no counterpart of independent productivity from self sufficient itemset mining whereby subpatterns can be discarded ). 3. Some patterns can overlap; for example if we have two (actual) patterns a, e, e, i and e, f, i, d that are independently embedded in the data, then the pattern e, i is going to be even more frequent and can be extracted; even though it is not one of the directly embedded patterns.
Note that the two last points actually complicate the extraction of patterns within the top-20 as well. These three elements are best exemplified with the top-20 sequential patterns corresponding to the dataset containing 7 patterns, which we illustrate in Tables 3 and 4 , where we report the exact matches and subpatterns that are discovered, adopting the elements appropriate to sequential patterns from the approach pioneered by Zimmermann (2013) for non-sequential patterns.
First, this table further illustrates the consistency of our method. We have depicted the extracted patterns that are actual injected patterns in with a • next to them. While j, e, j, g i, g, g, d 16 • j, e, j, g (2.1%) e, g j, e, e, j, g j, d, e, j, g 17 j, e, g (2.1%) g, j i, e, d j, e, j, j, g 18 a, e, g (2.1%) j, i i, g, d, d j, d, c, i, g 19 i, g, g, d (2.1%) d, i i, c, i, a j, d, c, j, a 20 i, e, e (2.0%) g, e j, d, c, e, a j, d, d, i, a our method can extract 6 out the 7 actual patterns within the top-20, we can see that the support-based method only extracts one pattern (corresponding to a pair), and the two other methods only 3 actual patterns. It is also interesting to note that the similarity between the 4 first patterns extracted by our method and by r prt .
It is informative to explain why the pattern d, e is not part of our top-20 while it is part of the top-20 on the support: it it is quite a frequent pattern (support of 63%), but this is actually mostly due to the support of d and e. This pattern was introduced with a 16% probability; the difference is explained by the fact that both tokens d and e were sampled with a relatively high probability 15%. This means that the support method only extracts it in the top-20 because d and e are frequent to start with; had they been infrequent tokens, the support wouldn't have ranked the pattern that high. This is exactly what happens with pattern i, b , for which token b has much lower probability ( p( b ) = 0.02). Because it does not appear by chance frequently, the support-based approach ranks the pattern very low. It is also interesting to see that under support, pattern e, d is only slightly less interesting, which clearly shows its inconsistency. Conversely, we can see the consistent behaviour of the leverage-based approach, which ranks i, b with much higher value than d, e . Before this pattern was embedded into the data it already appeared in about 61% of the sequences. Observing it in 63% is thus not a very strong effect and our method ranks it accordingly. On the other hand, before introduction of i, b , the pattern only appeared in about 13% of the sequences, observing it 22% is thus more significant and our method correctly ranks it accordingly.
Moreover, we have also depicted in boldface (with no •) the patterns extracted by our approach that correspond to subsequences of actual patterns that we have also extracted. This mainly illustrates the two first elements that we have noted, by having 8 slots in our top-20 "consumed" by sub-patterns of high leverage. Although this falls out of the scope of this first attempt at extracting the top-k sequential patterns with leverage, this is naturally echoing the work that has been done on filtered-top-k association discovery (Webb , 2011 . More generally, these results call for a reflection on the evaluation of sequential pattern mining procedures, similarly to the work that has been performed in this area for non-sequential pattern mining (Zimmermann 2013 ).
Experiments on literary works
We compared the top patterns from several works of literature and the JMLR abstract dataset. For brevity, we only discuss the patterns obtained from JMLR. For more information about other results, see our section Supplementary material at the end of the manuscript.
We study in detail the results of the different methods on the JMLR dataset , which represents the abstracts of the papers published in the Journal of Machine Learning Research. This dataset holds 788 abstracts (hence sequences), which use 3844 words (items). The average length of abstracts is 96 words with a maximum length of 231. Since r prt requires a candidate set, we use frequent patterns with a threshold of 10. For the other literature works we used a threshold of 5.
We first present the results and detail the computation times in the next subsection. The top-10 patterns are presented in Table 5 for our method (leverage), support for reference, and the results from r prt ; having shown in the previous section that our method and r prt outperform r ind , we focus on other methods and keep top-support patterns for reference. The first critical observation echoes the ones we made in the introduction about the inconsistency of support-based extraction: when using the support, most of the patterns correspond in repetitions of very frequent words, such as algorithm, learn, data, model and pr oblem. Moreover we can see that when using the support as the measure of interest, the pattern learn, algorithm and its reversed version algorithm, learn appear with very similar scores (resp. supports 36% and 29%). In contrast, we can observe that our method and r prt present patterns that seem of higher general interest than support. Interestingly, the patterns extracted seem to differ significantly between the methods. Beyond highlighting the importance of synthetic data experiments, this also re-confirms the subjectivity of interestingness. We find then interesting to examine two elements:
1. The overlap of the different methods. 2. The patterns that crystallize the differences between the methods.
Overlap between Skopus and r prt For each method, we examine what percentage of its top-k is found in the top-k of the other. Figure 1 presents this overlap analysis for Skopus and r prt : in (a) their top-100 and (b) their top-1000. For example, a point at coordinates (x, y) for the top-100 tells us that y percent of the top-x of the first method was found in the top-100 of the other. Two similar results would then have a slowly decreasing rate. In this case we observe quite the opposite: there is only little overlap between the two methods with less than 20% overlap within the top-100 and top-1000. Interestingly, Skopus seem to find more of the top patterns ranked by r prt than the opposite, which supports the relevance of our method.
Analysis of representative differences Significant differences exist even in the very top patterns, which clearly appears in Figure 1a . It shows that patterns as early as in Skopus' third position are not part of the top-100 of the patterns ranked by r prt . We detail below a few such example patterns that are highly contrasting the differences between Skopus and r prt : -Patterns Skopus ranks high but not r prt : paper, algorithm is extracted as the 4th pattern with highest leverage while it is ranked 7946th by r prt . This pattern is extracted by Skopus for its leverage because this succession appears 174 times in the dataset, while its reversed pattern algorithm, paper appears only 80 times. It seems reasonable to be highly rank a pattern that occurs with more than twice the frequency of its reverse. r prt ranks this pattern much lower because paper and algorithm are both probable individually (resp. support of 43% and 58%). A similar phenomenon is seen for base, result -which Skopus ranks 6 vs. 650 for r prt -and for learn, result -which Skopus ranks 8 vs. 25, 810 for r prt . -Patterns r prt ranks high but not Skopus: reproduc, hilbert is extracted as the 7th pattern by r prt while it is ranked 696 by Skopus. This pattern is extracted by r prt because it consists of two relatively rare items, reproduc occurs 32 times and hilbert occurs 36 times. On the other hand, Skopus ranks this pattern relatively low because it appears in only 28 abstracts. While under our measure of expected support this pattern has high lift, it has low leverage, the latter being a measure that favors patterns that appear the greatest number of times in excess of the expected. It is also interesting to note that Skopus ranks the pattern reproduc, hilbert, spac much higher than reproduc, hilbert (390 vs. 696). It seems natural that if all abstracts that include reproduc, hilbert are followed by space, then the pattern of length 3 should be more interesting. Skopus' rank respects this ordering while r prt does not in this case, having the pattern reproduc, hilbert, spac ranked 42 nd . Note also that the pattern hilbert, spac occurs less frequently than reproduc, hilbert , as some papers mention "reproduc[ing] the Hilbert norm", but not space (see e.g. the paper by F. Bach at http://www.jmlr.org/papers/v9/ bach08b.html).
Execution time
We finish the experiments by showing the running time of our approach; all experiments are performed using a standard desktop computer. Results are reported in Table 6 . Not surprisingly, extracting the top-20 under support with Skopus is extremely fast, because the most frequent elements are encountered very early in the exploration of the search space; 6 no top-20 were actually presenting patterns of more than length 2 regardless of the experiments.
For other methods, it can be observed than synthetic data are extremely challenging, mostly because we included only a few patterns with reasonable probability. Results are obtained in a few hours for Skopus under leverage and less than a minute for r prt . The main reason why r prt is faster is due to a high mining threshold of 500 without which extraction cannot be performed, because if we lower this threshold then the mining step will take a considerate time due to a frequent pattern explosion. On the other hand, Skopus does not require any threshold.
Finally, our approach exhibits extremely competitive running time compared to support on real-world datasets where interesting patterns are more present. It only takes Skopus 37s to extract the top-20 patterns in the JMLR dataset; only slightly more than twice the time taken for support-extraction, and significantly faster than r prt with minimum support set to 10. On other literary works, Skopus finishes in less than a few minutes, while r prt is generally finishes in seconds but it required to set a minimum support threshold of 5.
It is finally interesting to note that the algorithmic complexity of Skopus and r prt varies with different elements. For Skopus, it is a function of how interesting the patterns in the data are: data that holds patterns of high interest will prune significantly large parts of the search space (and the earlier they are found, the quicker the process). For r prt , the interests of the patterns that the data holds is almost neutral to the complexity, which will mostly vary as a function of the number of frequent closed patterns.
Conclusion
This paper introduced a new general definition for the expected support of sequential patterns, which specifically focuses on the order within the pattern.
We have described the intuition behind our definitions, as well as efficient algorithms for both the computation of the expected support and the exact exploration of the search space. Put together, these contributions allowed us to introduce Skopus which constitutes, to the best of our knowledge, the first framework for the exact mining of the k sequential patterns with highest leverage from data.
Experiments on controlled data have validated the consistency and relevance of our framework, relevance that we have then confirmed on literary work.
This work naturally raised a number of questions and issues that, we anticipate, will be of great interest to the community in the future. These include: 
