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Abstract
Although the spectral mapping property in general fails it is shown that a “spectral gap mapping
theorem”, which characterizes exponential dichotomy, holds for a general class of semilinear
hyperbolic systems of PDEs in a Banach space X of continuous functions. This resolves a key
problem on existence and smoothness of invariant manifolds for semilinear hyperbolic systems.
The system is of the following form: For 0 < x < l and t > 0
(SH)


∂
∂t

u(t, x)v(t, x)
w(t, x)

+ K(x) ∂
∂x

u(t, x)v(t, x)
w(t, x)

+ H(x, u(t, x), v(t, x), w(t, x)) = 0,
d
dt
[v(t, l)−Du(t, l)] = F (u(t, ·), v(t, ·)),
u(t, 0) = E v(t, 0),
u(0, x) = u0(x), v(0, x) = v0(x), w(0, x) = w0(x),
where u(t, x) ∈   n1 , v(t, x) ∈   n2 and w(t, x) ∈   n3 , K(x) = diag (ki(x))i=1,...,n is a diagonal
matrix of functions ki ∈ C1 ([0, l],   ), ki(x) > 0 for i = 1, . . . , n1 and ki(x) < 0 for i = n1 +
1, . . . n1 + n2, ki ≡ 0 for i = n1 + n2 + 1, . . . , n1 + n2 + n3 = n, and D and E are matrices.
It is shown that weak solutions to (SH) form a smooth semiflow in X under natural con-
ditions on H and F . For linearizations of (SH) estimates of spectra and resolvents in terms of
reduced diagonal and blockdiagonal systems are given. Using these estimates and the theory
[36, 42] of Kaashoek, Lunel and Latushkin a spectral gap mapping theorem for linearizations
of (SH) in the “small” Banach space X is proven: An open spectral gap of the generator is
mapped exponentially to an open spectral gap of the semigroup and vice versa. Hence, a phe-
nomenon like in the counterexample [62] of Renardy cannot appear for linearizations of (SH).
By giving a simple example it is noted that the spectral mapping property in general fails for
linearizations of (SH). The results here differ to the work [48] of Lopes, Neves and Ribeiro in
essential directions: First, the focus is on the “small” Banach space X (not Lp spaces), which
is required for nonlinear problems like (SH). Second, degenerate and equal speed systems are
considered needed for applications to laser dynamics. Existence of smooth center manifolds for
(SH) is shown by applying the above results and general theory on persistence and smoothness
of invariant manifolds, obtained by Bates, Lu and Zeng [7, 8], in the Banach space X .
The results are applied to traveling wave models of semiconductor laser dynamics. For
such models mode approximations (ODE systems which approximately describe the dynamics
on center manifolds) are derived and justified. Global existence and smooth dependence of
nonautonomous traveling wave models with more general solutions, which possess jumps, are
considered, and mode approximations are derived for such nonautonomous models. In particular
the theory applies to stability and bifurcation analysis for Turing models with correlated random
walk [33, 31]. Moreover, the class (SH) includes neutral and retarded functional differential
equations.
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1 Introduction
This work has been motivated by the investigation of so called traveling wave
models, which have been used successfully in recent years to investigate the lon-
gitudinal dynamics of distributed feedback multisection semiconductor lasers, see
for example [3, 21, 47, 76, 60, 4, 59, 50, 57, 58, 56, 66, 39, 67, 68, 9, 54]. Such
lasers exhibit a very rich and complicated dynamics including bifurcations, self-
pulsations, hysteresis, excitability, frequency synchronization etc., and so do the
models also. One feature is their S1 symmetry which implies the existence of rotat-
ing waves, also called on-states or relative equilibria of the laser. The properties
of such stationary states, their stability, domain of attraction and bifurcations,
are important from the applications viewpoint. Other objects of interest are high
frequency self pulsations branching from the rotating waves via a S1 equivariant
Hopf bifurcation. Potential applications are high frequency signal generation and
clock recovery in optical networks.
A lot of such dynamical behavior is described numerically, see e.g. [4, 9, 66,
80, 54] and figure 1, but only a few of these results are mathematically rigorously
founded [50, 61, 65, 68, 69]. The reason is that for applying, for example, abstract
dynamical systems theory, one needs a smooth Fre´chet differentiable semiflow,
existence and persistence of smooth invariant manifolds, that the linearized semi-
group exhibits a spectrum (of the generator) determined exponential dichotomy
or a spectral gap mapping property, etc. All these properties are in general well
understood for ordinary differential equations, semilinear parabolic equations [28]
and functional differential equations [27], but not for semilinear hyperbolic systems
even in one space dimension. Some of these have been verified within the hierar-
chy of traveling wave models, a hyperbolic system of partial differential equations
(two coupled traveling wave equations describing the forward and backward prop-
agating complex amplitudes of the light) coupled to a spatially extended ordinary
differential equation (carrier rate equation), only in some exceptional cases. These
exceptional cases require that the partial differential equations must be linear and
are just nonlinearly coupled to ordinary differential equations, which one obtains
from the general model by a Galerkin projection of the carrier rate equation (av-
eraged densities) and neglecting of nonlinear terms in the PDE (due to nonlinear
gain compression). Averaging of carrier densities neglects an important physical
effect called longitudinal spacial hole burning [5, 16, 18, 19, 64].
The general traveling wave model, used in numerical simulations (e.g. by LDSL
tool [54]), is a quite complicated (degenerated) semilinear hyperbolic system in-
cluding discontinuous coefficients. The discontinuities are due to the heterostruc-
ture of the semiconductor laser device which is composed of several different laser
sections with significant different electrical and optical features. The question
arises if it is possible to state the above mathematical properties needed for a rig-
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Figure 1: A two parameter numerical bifurcation analysis of a four mode approx-
imation of the traveling wave model calculated with LDSL tool [54].
orous description of the dynamics in a suitable function space setting for general
semilinear hyperbolic systems in one space dimension that appear in many appli-
cations including the traveling wave model, see the examples section.
In this work I show that general semilinear hyperbolic systems of partial dif-
ferential equations in one space dimension can be viewed as smooth dynamical
systems in suitable function spaces of continuous functions. I prove a spectral gap
mapping theorem for these spaces which characterizes growth and exponential di-
chotomy in terms of the spectrum of the generator for the linearized system only.
I have added a simple example to note that the usual spectral mapping property
does not hold for hyperbolic systems, in general. But my spectral gap mapping
theorem is enough to prove the main theorems on linearized stability and exis-
tence of smooth exponentially attracting local center manifold for a general class
of semilinear hyperbolic systems in 1d.
The latter allows to reduce the local dynamics on a lower, often finite dimen-
sional (nonunique) attracting manifold. Thus one can theoretically justify reduced
models and bifurcations on such center manifolds by investigating only the spec-
trum of the generator (the equations) of the linearization. I apply the results to
the traveling wave model by calculating several center manifold reduced or mode
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approximation equations. My Theorems are formulated for a large class of semi-
linear hyperbolic systems and apply to many other models (including neutral and
retarded functional differential equations, see section 3). I want to mention the
hyperbolic Turing model: It follows that the stability analysis, performed by T.
Hillen [31, 30] and W. Horstemke [33] in a purely linear context only, in fact implies
stability and the occurrence of bifurcations on center manifolds near the homoge-
neous steady state of the nonlinear system.
Section 2 gives an overview of hyperbolic systems and frequently used symbols.
In section 7 I introduce the general form of autonomous semilinear hyperbolic
systems. The systems can be degenerate and the generating functions of the non-
linear Nemytskij operators appearing in the PDE only need to depend measurably
on the space and smoothly with respect to the unknown variables without growth
conditions on the nonlinearities (hence the results will be local). In particular
spatial dependent coefficients in the nonlinear operator are allowed to be discon-
tinuous as it appears in the traveling wave model when written in compact form.
It turns out that smoothness assumptions of the nonlinearity with respect to the
space variable are not needed and in fact do not simplify the setting: Even if the
generating function is arbitrary smooth in all variables including space (or even if
it is a most simple constant coefficient linear operator) the Nemytskij operator will
not be compatible with boundary conditions of the system and hence map into a
larger function space that does not satisfy boundary conditions.
I prove that the solution map is Fre´chet differentiable in the chosen space of
continuous functions (with derivative generated by the solutions of the formally
linearized system). Hence the equations generate a smooth semiflow. This smooth
well posedness goes back to my very first work in Project D8 of the DFG Research
Center Matheon when I started to analyse the (general) traveling wave model
with the aim to obtain mode reduced equations in the nonautonomous case when
the laser is subject to some external optical forcing or injection (see section 11).
During that time only mode reductions were known in the autonomous case. One
of my first results regarding the nonautonomous traveling wave equations are con-
tained in section 10 where I show that weak solutions depend smoothly on the data
in the L∞ sense. The weak solutions considered there may possess jumps, and dis-
continuous forcings appearing in the boundary conditions are allowed. Considering
such general solutions in L∞ space has several drawbacks. I only mention that the
solution map will not be measurable (in the sense of Bochner) with values in the
Banach space L∞. Hence, because my work focuses on the dynamics (invariant
manifolds) I have decided in all other chapters 2 to consider continuous solutions,
2for the failure of Bochner measurability in L∞ see remark 7.4
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which satisfy the boundary conditions pointwise. In C space including boundary
conditions the solutions form a C0 (in time) and smooth (with respect to state
space) dynamical system or smooth semiflow.
In sections 7 and 10 the following technical difficulty appears: Nemytskij opera-
tors, mapping “large” function spaces (for example the Lp spaces with 1 ≤ p <∞)
into itself, are continuously differentiable if and only if they are affine, even if the
generating functions are arbitrarily smooth (see e.g. [40]). Hence one cannot ex-
pect that the weak solutions create a smooth dynamical system (smooth semiflow
or process) on such “large” spaces. On the other hand, there are at least three
reasons preventing a setting in “too small” function spaces: First, the elements
of “small” function spaces have to satisfy certain (homogeneous) boundary condi-
tions, but the Nemytskij operators usually do not respect boundary conditions and
therefore map into a larger space. Second, we deal with hyperbolic PDEs, which
do not possess a smoothing property, in general. And third, if the coefficients are
discontinuous, then the Nemytskij operators don’t take values in “small” function
spaces.
In sections 4 and 6 I discuss properties and estimates for spectra and resolvents
for linearized hyperbolic systems. One interesting phenomenon appearing with
linearized hyperbolic partial differential equations is that the spectral mapping
property must not hold. In section 5.2 I note a simple example of a 2× 2 constant
coefficient linear hyperbolic system so that the spectral mapping property fails for
points in the essential spectrum of the diagonal system. However, my spectral gap
mapping Theorems 5.4, 6.7 and 6.16 for hyperbolic systems in the “small” Banach
space of continuous functions still yield exponential stability or dichotomy, which
finally implies the local existence of smooth center manifolds for the semilinear
problem. We note that there is a remarkable counterexample found by M. Renardy
[62], a lower order derivative perturbation of a two dimensional wave equation with
periodic boundary condition, where the failure of spectral mapping is much more
severe: There it happens that also the spectral gap mapping property (see Def. 5.2)
is violated, growth and spectral bound are different.
Hence one sees that it can happen for hyperbolic PDEs that just the knowledge
on the location of the spectrum extracted from the equations does not give the
expected information on exponential rates, stability or dichotomy of the linearized
system. One has to be extremely careful when one wants to understand stability
and bifurcations of hyperbolic PDEs by just looking at the location of the spectrum
of the equations (the generator) of the linearization.
I prove the spectral gap mapping Theorem 5.4 in section 5.3 by using my
resolvent estimates, which are obtained in sections 4.2 for nondegenerate and in
section 6.2 for more general degenerate hyperbolic systems (allowed to contain
identical speeds), see Lemmas 4.14 and 6.14, and checking the conditions of the
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theory of Kaashoek, Lunel and Latushkin [36, 42], which is based on the Laplace
inversion formula for the resolvent and explained in section 5.1.
My results differ to the work [48] of Lopes, Neves and Ribeiro in essential di-
rections: First, I focus on a smaller Banach space X (not only Lp space) which is
required to prove stability or the existence of smooth center manifolds for nonlinear
hyperbolic systems. Second, degenerate and equal speed systems are considered
(by using the more general concept of “blockdiagonal” reduction) needed for appli-
cations to laser dynamics. Third, the point of view is on the “concept” of spectral
gap mapping which replaces the usual notion of spectral mapping property (that
is violated for hyperbolic systems).
By considering applications to laser dynamics the following problem appeared:
A condition for the vanishing of couplings plays an important role for the resolvent
estimates under the presence of equal speed and cannot be removed by sticking to
the notion of reduced diagonal system (this condition was also important in the
theory [48]). This condition is violated for the traveling wave model (although
when written in complex form it seems that the model has different speed this is
not true because we must consider it as a real and not complex system of equa-
tions, the nonlinearities are of course only real differentiable, then the realified
and linearized system has to be complexified). Therefore, in section 6.1 I have
relaxed this assumption. The idea here is that in the presence of identical speed
coupling becomes important and hence one has to modify the notion of reduced
linear hyperbolic system which will not be diagonal anymore.
Hence, in “small” C space the solution maps of hyperbolic systems are not only
Fre´chet differentiable, but a spectral gap mapping theorem holds for the linearized
system so that the space can be spectrally decomposed into invariant subspaces
with exponential rates given by the location of the spectrum. This allows to ap-
ply general results on invariant manifold theory, see the important work of P. W.
Bates, K. Lu and C. Zeng [8, 7], which I have summarized in section 8.1 (compare
also with the articles “Center Manifold Theory in Infinite Dimensions” by A. Van-
derbauwhede and G. Iooss in [75] and “Invariant Manifolds for Semilinear Partial
Differential Equations” by P. W. Bates and C. K. R. T. Jones in [6]). It follows
that center manifolds persist when one detects a spectral gap near the imaginary
axis for the equations (generator) of the linearized system in a neighbourhood of a
stationary state which can be easily done in practical applications (see section 4,
6.2). Therefore, as usual for ordinary differential equations, semilinear parabolic
equations and functional differential equations, by just locating the spectrum one
can perform a linearized stability analysis, have the existence of center manifolds,
calculate reduced equations on such manifolds. Here I could not use the results
of Lopes, Neves and Ribeiro for my applications to nonlinear problems mainly
because they excluded the case p = ∞, their results were in the context of large
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Lp spaces, 1 ≤ p < ∞, probably not having nonlinear problems in mind3. The
problem appearing again is that Lp-space for 1 ≤ p < ∞ is too large and does
not have the Algebra property (multiplication property with compatible norms).
Hence (nonlinear) Nemytskij operators are not Fre´chet differentiable as a map of
Lp, p <∞, into itself. In the limit p = ∞ the Nemytskij operators become smooth
as a map from L∞ to L∞ [24]. By using the variation of constants formula it follows
that the nonlinear problem is a small perturbation (in the L∞ or C space sense)
of the linear problem. This is needed in the proofs for the main Theorems on
linearized stability and existence of center manifolds (Theorems 7.26, 8.15, 11.1).
The results of sections 5 and 6.2 are needed to prove the spectrum determined
linearized stability Theorem 7.26 and the existence of smooth center manifolds in
section 8 (Theorem 8.15) and sections 9, 11. Since sections 5 and 6.2 yield the
spectrum determined stability of the linearized semigroup in C space, and section 7
has shown that the solution map of the semilinear problem is continuously Fre´chet
differentiable, Theorem 7.26 follows by a standard argument. To prove the latter
assertion on the existence of center manifolds using invariant manifold theory the
method is roughly speaking the following [8, 7]: Starting from an exponentially at-
tracting manifold (found by linearizing around a stationary state or setting a small
parameter in the traveling wave equation to zero) one uses a geometric persistence
argument based on Hadamard’s graph transform to show that this manifold per-
sists. For this persistence argument one needs to check certain exponential rates
along and “normal” to the manifold implying the so called normal hyperbolicity of
the invariant manifold. It is known that this normal hyperbolicity condition is not
only sufficient but also necessary for the manifold to persist [46]. For a stationary
state and the linear manifolds given by spectral projection normal hyperbolicity is
equivalent to exponential dichotomy or the presence of a spectral gap near a circle
of the linear semigroup, see Theorem 5.17. Moreover, for smoothness of the invari-
ant manifold one needs to estimate the size of the spectral gap of the semigroup.
However, the best one can do is detect a spectral gap only for the generator (the
equations) and not for the semigroup which cannot be calculated analytically, in
general. Here one applies my spectral gap mapping Theorems of sections 5 and
6.2, see the Theorems 5.4, 5.7, 5.5, 6.15 and 6.16, where I show that the presence of
a spectral gap of the equations/generator implies a exponentially related spectral
gap for the semigroup. Note again that here the usual spectral mapping property,
which fails for hyperbolic systems as explained in section 5.2, is not needed. In
the first part of section 8 I recall in detail the notion of normal hyperbolicity and
3in the work of [50, 65, 68, 69] it was possible to work in a large Lp (with p = 2) space and
use the results of Lopes, Neves and Ribeiro [48] because the model equations had an exceptional
structure where the PDE was linear (neglecting for example nonlinear gain saturation effects)
and only nonlinearly coupled to an ODE
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the required general persistence theorems for overflowing invariant manifolds for
semiflows in Banach spaces obtained in [8].
In section 9 I calculate a center manifold reduction for the autonomous general
traveling wave equation exploiting slow fast structure. In section 11 I show that it
is possible to perform the reduction also in the nonautonomous case. There I derive
new mode-reduced nonautonomous equations which approximate the flow on the
center manifold. These mode approximations extend the autonomous ones which
have been used recently for bifurcation analysis using the path following software
AUTO, see [66, 54]. The extension to the nonautonomous case is still explicit and
simple enough that now it is possible to perform a numerical bifurcation analysis
for applications when the laser is subject to external optical forcing (for example
locking of selfpulsations [59]). The basic idea here to perform the center manifold
reduction in the nonautonomous setting is to find a suitable boundary homoge-
nization, which preserves the slow fast structure of the traveling wave equations,
then make the system autonomous by adding a artificial time variable and prove
for the resulting skew product semiflow the existence of a center manifold, which
is similarly done as in section 9 for the nonautonomous model.
Finally, I have added an Appendix section 12. In subsection 12.1 I mention
the Feje´r Laplace and Fourier inversion formulas which are frequently used in the
proof of Lemma 5.28 and Lemma 5.29 of section 5 where the growth rate for the
linear system is calculated. In subsection 12.2 I note a well known regularity result
for linear inhomogeneous evolution equations which is used in sections 7 and 10
and in the proof of Theorem 8.15.
In this work I have proposed to use C space as the phase space for a geometric
dynamical systems approach in the context of semilinear hyperbolic system and I
give a brief philosophical discussion. Of course there is no universal rule for select-
ing a suitable function space and the question arises if one could select a different
setting allowing for a more simple or elegant treatment. From a mathematical
point of view one is driven to select the space in such a way that certain good
properties are available which are needed to prove the theorems one has in mind.
In my case I sought a space that, first, the solution map becomes Fre´chet differen-
tiable, i.e. a space which is small enough but on the other hand large enough to
allow general nonlinear Nemytskij operators which must not be compatible with
boundary conditions, being the case in applications, and, second, the linearized
system has a a spectral gap mapping property (or spectrum determined exponen-
tial dichotomy), needed to prove the main Theorems on linearized stability and
existence of center manifolds, see Theorems 7.26, 8.15, 11.1. From this point of
view and by noticing the resemblance to the well developed geometric theory of
functional differential equations (see the examples in section 3.3), influenced by
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the work of Lunel and Hale [27], choosing C space for hyperbolic systems in one
space dimension appears natural. I believe this choice to be close to optimal (even
for Nemytskij operators generated by arbitrary smooth functions) because I do not
put any compatibility restrictions to the Nemytskij operators with the boundary
conditions.
I want to note that in related works for hyperbolic equations I know of in the
literature the authors have considered very exceptional Nemytskij operators which
are compatible with the boundary conditions so that they map a small space into
itself: Renardy [61] and Haken/Renardy [26] considered not edge emitting, but
ring lasers. There the spatial domain is not an interval, but a circle, and the Ne-
mytskij operators map the “small” space of continuously differentiable functions
on the circle into itself. Similarly Illner/Reed [34] and Vanderbauwhede/Iooss [75,
Section 4, Example 3] considered exponential decay and center manifolds, respec-
tively, for semilinear hyperbolic initial boundary value problems (not related to
laser dynamics), where the nonlinearities are compatible with the boundary con-
ditions. Very recently R. Racke and E. M. Rivera [63] proved exponential stability
for a nonlinear wave equation with nondissipative damping. I roughly recall their
procedure to point to the crucial technical difficulties of boundary compatibility:
First they prove the exponential stability of the linearized system after bringing
it to a first order hyperbolic system (of the type (H), see section 4) and then es-
timating the spectral bound in terms of the damping coefficient by using a fixed
point argument. By applying the Gearhart, Herbst, Pru¨ss, Greiner Theorem they
get exponential decay in the L2 Hilbert space. By recursion they get exponential
decay in W k,2 space. Then they use the variation of constants formula to estimate
the solution of the nonlinear equation in terms of the linear semigroup. Here they
put a crucial assumption on the nonlinearity which guarantees that the nonlinear
operator appearing in the variation of constants formula is compatible with the
boundary data, so that they are allowed to put the H2 norm under the integral
[63, page 24, equation (3.24)].
Throughout my work I do not put any compatibility restrictions on the Nemyt-
skij operator because this is usually required in applications unless one considers
exceptional cases only. As a consequence I work in a large but still small enough C
space including boundary conditions. The fact that C is only a Banach space and
not a Hilbert space has put some significant length in the proof of the exponential
dichotomy of the linear semigroup, the calculations in section 5.3 are due to this.
This work has been made possible by Project D8 of the DFG Research Center
Matheon, ‘Mathematics for key technologies’ in Berlin, under supervision of L.
Recke. I want to thank him for giving me the opportunity to do research in the
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interesting field of hyperbolic PDEs and dynamical systems, introducing me to
laser dynamics, reading my manuscripts several times and helping me to improve
the readability. I would like to thank him and J. Sieber for discussions and M.
Radziunas for providing LDSL tool and figures. I want to thank K. Lu for his
interest and comments. I also want to mention K. Schneider for support and
interest.
Berlin, January 2006,
Mark Lichtner
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2 An overview of hyperbolic systems and fre-
quently used symbols
Let n1, n2, n3, n ∈   be natural numbers such that n = n1 + n2 + n3 > 0 (each ni
is allowed to vanish).
The symbol (SH) will denote the following class of (degenerate) semilinear
hyperbolic system with initial and boundary value conditions in normal form
(SH)


∂
∂t

u(t, x)v(t, x)
w(t, x)

+K(x) ∂
∂x

u(t, x)v(t, x)
w(t, x)

+H(x, u(t, x), v(t, x), w(t, x)) = 0,
d
dt
[v(t, l)−Du(t, l)] = F (u(t, ·), v(t, ·)),
u(t, 0) = E v(t, 0),
u(0, x) = u0(x), v(0, x) = v0(x), w(0, x) = w0(x).
Here x ∈ ]0, l[, l > 0, and t > 0. The unknowns u, v, w are vectors of the following
dimensions:
u(t, x) =(u1(t, x), . . . , un1(t, x)) ∈  n1,
v(t, x) =(v1(t, x), . . . , vn2(t, x)) ∈  n2 ,
w(t, x) =(w1(t, x), . . . , wn3(t, x)) ∈  n3 .
The symbol K(x) denotes a real square n× n matrix,
(2.1) K(x) = diag (ki(x))1≤i≤n,
where for x ∈ [0, l]
ki(x) >0 for i = 1, . . . , n1
ki(x) <0 for i = n1 + 1, . . . n1 + n2,
ki ≡0 for i = n1 + n2 + 1, . . . , n.
We need that the nonlinearity H is smooth with respect to u,v,w and depends
measurably on the space x ∈ [0, l] satisfying a usual Carathe´odory condition. The
possibly nonlocal operator F is supposed to be a smooth map from C([0, l],  n)
into  n2. The matrices E and D are of appropriate dimension. Initial data is
denoted by u0, v0, w0. The precise assumptions will be listed later in the text
using Roman capital letters.
When formally linearizing (SH) we arrive to a degenerate linear hyperbolic
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system we denote with (DH)
(DH)


∂
∂t

u(t, x)v(t, x)
w(t, x)

+K(x) ∂
∂x

u(t, x)v(t, x)
w(t, x)

 + C(x)

u(t, x)v(t, x)
w(t, x)

 = 0,
d
dt
[v(t, l)−Du(t, l)] = Fu(t, ·) +Gv(t, ·),
u(t, 0) = Ev(t, 0),
u(0, x) = u0(x), v(0, x) = v0(x), w(0, x) = w0(x).
Here C(x) = (cij(x))1≤i,j≤n is a square n × n matrix and F and G are linear
operators.
If n3 = 0 we have a nondegenerate linear hyperbolic system we denote with
(H)
(H)


∂
∂t
(
u(t, x)
v(t, x)
)
+K(x)
∂
∂x
(
u(t, x)
v(t, x)
)
+ C(x)
(
u(t, x)
v(t, x)
)
= 0,
d
dt
[v(t, l)−Du(t, l)] = Fu(t, ·) +Gv(t, ·),
u(t, 0) = Ev(t, 0),
u(0, x) = u0(x), v(0, x) = v0(x), w(0, x) = w0(x).
Corresponding to (DH) and (H) we consider different reduced systems which
we explain now:
If the system has different speed everywhere, that is
(2.2) for all x ∈ [0, l] and 1 ≤ i, j ≤ n1 + n2 with i 6= j we have ki(x) 6= kj(x),
then the reduced system is by definition obtained by first deleting the nondiagonal
entries in C, then cancel the w equation (if it is present) and going over to static
boundary conditions u(t, 0) = Ev(t, 0) and v(t, l) = Du(t, l). We denote this
reduced system by (H0):
(H0)


∂
∂t
(
u(t, x)
v(t, x)
)
+K0(x)
∂
∂x
(
u(t, x)
v(t, x)
)
+ C0(x)
(
u(t, x)
v(t, x)
)
= 0,
u(t, 0) = Ev(t, 0) and v(t, l) = Du(t, l).
where
C0(x) := diag(c11(x), . . . , cn1+n2,n1+n2(x))
is the diagonal part of C(x) and
(2.3) K0(x) := diag(k1(x), . . . , kn1+n2(x)).
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(If n3 = 0 then K0 = K)
Assume that C satisfies the following property:
if i 6= j, 1 ≤ i, j ≤ n1 + n2 and ki(x) = kj(x) for some x ∈ [0, l](2.4)
then cij vanishes on [0, l].
Under assumption (2.4) the spectral properties of the full system can still be de-
scribed in terms of the reduced diagonal system. Hence we define the reduced
system to be the diagonal system (H0).
However, if (2.4) and (2.2) are violated then one can show that the diagonal
system (H0) is a wrong choice for the reduced system, e.g. see the example [45,
Example 6.8, p.326] which shows that the difference of the semigroups of the
full system and the diagonal system is not compact anymore. Hence the essential
spectrum of the semigroup of the full system can not be detected by the semigroup
of the reduced diagonal system anymore. We will show in section 6.1 that if K is
of the form (2.5) (containing identical entries, so that (2.1)+(2.2) and (2.1)+(2.4)
are violated) one can still express the spectrum of both the generator and the
semigroup in terms of spectral properties of a reduced block diagonal system. We
now explain how we have to define the reduced block diagonal system:
Suppose
(2.5) K =


k1Id1 0 0 0 0 0 0 0
0 k2Id2 0 0 0 0 0 0
0 0
. . . 0 0 0 0 0
0 0 0 kαIdα 0 0 0 0
0 0 0 0 kα+1Idα+1 0 0 0
0 0 0 0 0
. . . 0 0
0 0 0 0 0 0 kα+βIdα+β 0
0 0 0 0 0 0 0 0 · In3


,
where di ∈   , di > 0, α ∈   , β ∈   ,
∑α
i=1 di = n1,
∑β
i=1 dα+i = n2, Idi denotes
the identity matrix in  di×di and ki satisfies (2.2) for 1 ≤ i, j ≤ α+β. Then write
C(x) =: (Cij(x))1≤i,j≤α+β , Cij(x) ∈   di×dj
and define Cb0 to be the block diagonal matrix containing the square matrices Cii
on its diagonal
Cb0 := blockdiag (Cii)1≤i≤α+β .
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Then the reduced system, denoted again with the symbol (H0), is per definitionem
(H0)


∂
∂t
(
u(t, x)
v(t, x)
)
+K0(x)
∂
∂x
(
u(t, x)
v(t, x)
)
+ Cb0(x)
(
u(t, x)
v(t, x)
)
= 0,
u(t, 0) = Ev(t, 0), v(t, l) = Du(t, l),
u(0, x) = u0(x), v(0, x) = v0(x).
If K satisfies (2.5) but (2.2) is violated for 1 ≤ i, j ≤ α + β, i 6= j, we need to
assume a condition analogous to (2.4):
If i 6= j, 1 ≤ i, j ≤ α+ β and ki(x) = kj(x) for some x ∈ [0, l]
then Cij vanishes on [0, l].
Remark 2.1 The reduced system in blockdiagonal form becomes diagonal if di =
1, also the required assumptions on the coefficients become identical then. Hence the
reduced blockdiagonal is a analogous generalization of the reduced diagonal system.
This justifies that we use the same symbol (H0) for different reduced systems. From
the context it will be clear which system we mean.
Remark 2.2 Systems with identical speed are not just of academic interest. Im-
portant examples from applications are traveling wave models for the dynamics of
semiconductor lasers. At a first glance (see the model equation (3.10)) it seems
that condition (2.2) is satisfied. But in fact it is not: The linearized system is
obtained in real space (since the nonlinearities are only real differentiable and not
analytic). By realifying the complex part of the equations one sees that the system
is of the above type containing identical speeds with (2.1)+(2.2) and (2.1)+(2.4)
violated. But the realified and linearized system is of the form (2.5)+(2.2) (with
d1 = d2 = 2). Hence the essential spectrum of the traveling wave model can not be
described by the diagonal system, but by the reduced system in block diagonal form.
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  set of natural numbers including zero
 
field of real  or complex   numbers
K0 see (2.3)
Re, Im real, imaginary part of a complex number
Im Image of a linear operator
I, In identity operator or matrix (n
2 matrix size)
h0(λ) characteristic function to (H0), see (4.7)
h(λ) characteristic function (for (H) or (DH)), see Def. 4.2
H(λ) see (4.6)
Σ residual or continuous spectrum due to degeneracies, see (6.8)
β(λ), β0(λ) see Proposition 4.3
γ+ right spectral bound of the reduced system (H0):
γ+ := sup {Reλ | h0(λ) = 0},
if (H0) has empty spectrum then by definition γ+ := −∞
∂ derivative symbol
l length of the spatial interval [0, l]
Lp(]0, l[ ;
  n) Banach space of equivalence classes of measurable
functions f : ]0, l[ →   n such that ∫ l
0
‖f(x)‖p dx <∞
C([0, l],
  n) space of continuous functions on [0, l] with values in
  n
W 1,p(]0, l[ ,
  n) Sobolev space of functions f ∈ Lp with ∂f ∈ Lp.
Xp Xp := L
p(]0, l[ ;
  n)×   n2 , 1 ≤ p ≤ ∞
Y Phase space for (SH),
Y := {(u, v, w, d) ∈ C([0, l];   n)×   n2 |
u(0) = Ev(0), d = v(l)−Du(l)}
(if n3 = 0, then
Y = {(u, v, d) ∈ C([0, l];   n)×   n2 |
u(0) = Ev(0), d = v(l)−Du(l)})
X stands for the space Y or Xp, 1 ≤ p <∞, only in
sections 5.1 and 8.1 X denotes a general Banach space
A denotes a closed densely defined operator in X corresponding
to the class of linear hyperbolic systems (H) or (DH),
only in section 5.1 A denotes an arbitrary
generator of a C0 semigroup on a general Banach space X
σ, σ(A) spectrum of A
ρ, ρ(A) ρ =   \ σ, resolvent set of A
P see (10.11)
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  r   r := {λ ∈   | |Reλ| < r}
  α,β   α,β := {λ ∈   | α < Reλ < β}
  α,β closure of   α,β, i.e.   α,β = {λ ∈   | α ≤ Reλ ≤ β}
XT XT := C([0, T ], Y )
Π Projection in extended phase space by dropping
the “right sided boundary component”.
If (u, v, w) : ]0, l[ →   n1 ×   n2 ×   n3 and d ∈   n2 ,
then Π(u, v, w, d) := (u, v, w) or Π(u, v, d) := (u, v).
∆ right sided boundary operator,
if (u, v) : [0, l] →   n1+n2 ,
then ∆(u, v) := v(l)−Du(l).
F Fourier transform, (F g) (w) := 1
2pi
∫∞
−∞ e
iwνg(ν)dν.
(C, 1)− ∫∞−∞ Integration by Cesaro means of order 1, see Def. 12.1.
BV ([0, l],   di×dj ) Space of matrix valued functions of bounded variation.
3 Examples of semilinear hyperbolic systems
The semilinear hyperbolic systems of type (SH) studied in this work are very gen-
eral and appear in many different applications. A large subclass of equations
which can be considered as linear hyperbolic systems with nonlinear dynamic
boundary conditions are retarded and neutral functional differential equations,
see section 3.3, which are generalizations of ordinary differential equations with
delay.
The first two examples we give are two interesting semilinear hyperbolic sys-
tems for which the whole theory of this work applies immediately. The stability
and bifurcation scenarios of these two examples have been intensively studied in
the applied literature [9, 66, 80, 80, 35, 39, 56, 33, 31]. The first example is a gen-
eralization of the classical Turing model, where the diffusion process or Brownian
motion is replaced by a correlated random walk. This yields a more realistic model
for reacting moving particles, whose mean free path length is not small, which oc-
curs in mathematical biology. The second example is the traveling wave model for
the longitudinal dynamics of semiconductor lasers which we already mentioned in
the introduction.
According to chapter 6 of [45] hyperbolic systems often appear in counter-flow
heat exchanger processes, gas absorber processes, tubular reactor processes, con-
nected vibrating strings and many other applications. Other examples of linearized
hyperbolic system can be found in the work of Lopes, Neves and Ribeiro [48].
Closely related to first order hyperbolic systems are second order wave equa-
tions when brought to first order form, see e.g. (3.7) or [63] for another wave
equation.
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3.1 Turing model with correlated random walk
Reaction diffusion equations
(3.1) ∂tρ = D∂xxρ + f(ρ)
model the interaction of particles in space, where ρ(t, x) = (ρ1(t, x), . . . , ρn(t, x))
is a vector of densities of n types of particles. The reaction is described by the
ODE ∂tρ = f(ρ), where f = (f1, . . . , fn) : 
n →  n is smooth. Spatial spread is
modeled by the diffusion equation, Brownian motion, ∂tρ = D4u. The diffusion
matrix D is diagonal with non negative diffusion coefficients dj ≥ 0, 1 ≤ j ≤ n.
System (3.1) is based on the assumption that the particle number is large and the
mean free path length is small. A feature of (3.1) which is often criticized is that
the speed of the particles can be arbitrarily large. The reason of this pathology
is that for Brownian motion the direction of motion in successive time intervals
is uncorrelated. This model may be appropriate for chemical reactions, but when
modeling biological populations of microorganisms or bacteria, where the particle
radius becomes larger, the assumption of finite speed of the particles is more
realistic, see [33] and the references there. Hence other models of motion such as
correlated random walks, which can be considered as a generalization of Brownian
motion, are studied. Correlated random walks for species in one space dimension
yield hyperbolic systems. They have been studied by Kac [37], Goldstein [23] and
more recently by Hillen [31, 30] and Horsthemke [33] among many others. Kac
found an equivalence with the telegraph equation. One assumes that particles
with density ρj have constant speed γj and constant turning rate µj. One splits
each particle density ρj = uj + vj into particle densities uj for right and vj for left
moving particles. Then one arrives to the following reaction random walk system
[25, 31, 30, 33] on the interval ]0, l[
∂tuj + γj∂xuj =µj(vj − uj) + 1
2
fj(u1 + v1, . . . , un + vn)(3.2)
∂tvj − γj∂xvj =µj(uj − vj) + 1
2
fj(u1 + v1, . . . , un + vn).
If one introduces diagonal matrices Γ := diag (γ1, . . . , γn), M := diag (µ1, . . . , µn)
and vectors of the state variables u := (u1, . . . , un), v := (v1, . . . , vn) then one gets
the following compact notation for (3.2)
(3.3)
∂
∂t
(
u
v
)
+
(
Γ 0
0 −Γ
)
∂
∂x
(
u
v
)
+
(
M −M
−M M
)(
u
v
)
− 1
2
(
f(u+ v)
f(u+ v)
)
= 0.
Neumann boundary conditions are
(3.4) u(t, 0) = v(t, 0), v(t, l) = u(t, l).
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Other boundary conditions of Dirichlet, periodic or dynamic type are also used.
Introducing the variables ρ := u + v and σ := u− v (σ describes the net particle
flow of each species) system (3.3) with (3.4) can be equivalently written
∂tρ + Γ∂xσ = f(ρ),(3.5)
∂tσ + Γ∂xρ = −2Mσ
with boundary conditions
(3.6) σ(t, 0) = σ(t, l) = 0.
Assume (ρ, σ) are two times continuous differentiable. If one differentiates the first
equation of (3.5) with respect to t and the second equation of (3.5) with respect
to x, eliminates the derivatives σxt and σx, then one gets the following reaction
telegraph system
(3.7) ρtt + (2M −Df(ρ))ρt − Γ2ρxx − 2Mf(ρ) = 0.
The Neumann boundary conditions (3.4) transform as follows. Because σ(t, 0) = 0
and ∂tσ(t, 0) = 0 one gets from the second equation of (3.5) that ∂xρ(t, 0) = 0,
and similarly for x = l. Hence the transformed boundary conditions are
(3.8) ∂xρ(t, 0) = ∂xρ(t, l) = 0.
More precisely the relation of solutions of (3.7) and (3.5) is as follows (see [30,
Satz 2.21-2.22]):
ı) If (ρ, σ) is a (classical) solution of (3.5) then ρ is a (weak) solution of (3.7).
ıı) If ρ is a (weak) solution of (3.7) then there exists a one parameter family (σc)c∈  
of functions so that (u, σc) is a (classical) solution of (3.5).
ııı) If (ρ, σ) solves (3.5) with Neumann boundary condition (3.6) then ρ is a (weak)
solution of (3.7) with boundary condition (3.8).
ıv) If ρ is a (weak) solution of (3.7) with (3.8) then there exists a function σ such
that (ρ, σ) is a (classical) solution of (3.5), (3.6) if and only if the following compat-
ibility condition for the initial data ρ(0, ·) holds: ∫ l
0
(f(ρ(0, x))− ρt(0, x)) dx = 0.
Multiplying (3.7) by (2M)−1 yields
(2M)−1ρtt + (I − (2M)−1Df(ρ))ρt − (2M)−1Γ2ρxx − f(ρ) = 0.
Hence, if one considers the formal limit
γj, µj →∞ such that
γ2j
2µj
→ dj,
then one obtains the reaction diffusion equation (3.1).
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Hillen [31] studied the Turing instability for the two species reaction walk sys-
tem (3.2) and found that via the identification dj =
γj
2µj
the stability properties of
(3.2) are identical to those of the reaction diffusion system (3.1) if 2µ1 > ∂ρ1f1(ρ),
where ρ denotes a homogeneous steady state, i.e. f(ρ) = 0. He also found that loss
of linearized stability, which does not appear for the reaction diffusion equation,
may occur when 2µ1 > ∂ρ1f1(ρ).
Horsthemke [33] criticizes that (3.2) is unsound because the rate of decrease of
particles of a given type must go to zero when the density of those particles tends
to zero. Instead of (3.2) he proposes to use the following hyperbolic system
∂tuj + γj∂xuj =µj(vj − uj) + 1
2
bj(u1 + v1, . . . , un + vn)(3.9)
− dj(u1 + v1, . . . , un + vn)uj
∂tvj − γj∂xvj =µj(uj − vj) + 1
2
bj(u1 + v1, . . . , un + vn)
− dj(u1 + v1, . . . , un + vn)vj
with positive birth b ≥ 0 and death d ≥ 0 rates. Also the evolution equation
(3.9) preserves positivity, whereas with (3.2) positivity is not guaranteed. In [33]
Horsthemke performs a linearized stability analysis of (3.9) and finds different
results than [31].
3.2 Traveling wave model for semiconductor laser dynam-
ics
The traveling wave model used to describe the longitudinal dynamics of a DFB
multisection laser with m sections Sk of length |Sk|, attached with a chosen physical
unit of length, 1 ≤ k ≤ m, is of the following form [3, 21, 47, 76, 60, 4, 50, 57, 58,
56, 66, 39, 67, 68, 9]:
(3.10)


∂tψ(t, x) = vgr
(−∂xψ1(t, x)
∂xψ2(t, x)
)
+ L(x, n(t, x))ψ(t, x)
+K(x, n(t, x), ψ(t, x)),
∂tn(t, x) =
I(x)+IM (t,x)
eV (x)
+
∑m
k=1
UdF
eVkrs,k
·
χSk(x)
(
1
|Sk|
∫
Sk
n(t, y) dy− n(t, x)
)
−R(x, n(t, x)) − vgrg(x, n(t, x)) ‖ψ(t,x)‖
2
1+G(x)‖ψ(t,x)‖2 .
Here ψ1(t, x) and ψ2(t, x) denote the slowly varying complex amplitudes of the
forward and backward traveling light wave at the spacial position x ∈ ]0, l[ and
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time t > 0, and n(t, x) is the carrier density at x and t. The linear operator L is
defined through
L(x, n)ψ(t, x) = vgr
(
β(x, n) κ(x)
−κ(x) β(x, n)
)
ψ(t, x),
where vgr denotes group velocity, κ a coupling constant due to Bragg grating and
β a field propagation constant which is modeled by the formula
β(x, n) = −iδ(x)− iβth(x)I(x)|Sk| −
α(x)
2
+
1− iαH
2
g(x, n)
for x ∈ Sk and n ∈  . There g(x, n) is the field gain function, δ and βth are de-
tuning constants, I(x) is current injection, α describes internal absorption and αH
is the so called linewidth enhancement factor. For the field gain g one commonly
uses a linear or logarithmic model
g(x, n) =
{
gdk(x) (n− ntr,k)
gdk(x)ntr,k log
(
n
ntr,k
)
for x ∈ Sk and n ∈  .
Here ntr,k denotes transparency carrier density and g
d
k differential gain of the k-th
section. Note that the logarithmic gain model has a singularity at n = 0 which
does not exist physically. Thus this model is not appropriate for n close to zero
(this is of importance when one derives apriori estimates for (3.10)).
The operator K(x, n, ψ) accounts for nonlinear gain and index compression
K(x, n, ψ) = vgr
1
2
g(x, n)
(
1
1 + G(x) ‖ψ‖2
− 1
)
ψ
−ivgrαH
2
g(x, n)
(
1
1 + I(x) ‖ψ‖2
− 1
)
ψ
= −G(x)1
2
vgrg(x, n)
‖ψ‖2
1 + G(x) ‖ψ‖2
ψ
+I(x)i
αH
2
vgrg(x, n)
‖ψ‖2
1 + I(x) ‖ψ‖2
ψ.
The time evolution for the carriers is described by a spatially extended ODE in
(3.10). There I(x) denotes current injection at position x, IM (t, x) current mod-
ulation, the sum describes current redistribution, R spontaneous recombination,
which is modeled as
R(x, n) = A(x)n +B(x)n2 + C(x)n3,
19
and the remaining terms account for stimulated emission. The symbol χSk(x)
denotes the characteristic function for the interval Sk, i.e. χSk(x) = 1, if x ∈ Sk,
and χSk(x) = 0 if x /∈ Sk. The initial and boundary conditions are
(3.11)


ψ(0, x) = ψ0(x),
n(0, x) = n0(x),
ψ1(t, 0) = r0ψ2(t, 0) + α(t),
ψ2(t, l) = rmψ1(t, l),
ψ1(t, xk+) = r
+
k−1,kψ1(t, xk−) + r+kkψ2(t, xk+),
ψ2(t, xk−) = r−k−1,kψ2(t, xk+) + r−kkψ1(t, xk−).
for x ∈ ]0, l[, t > 0 and k ∈   , 1 < k < m (see Figure 2). Here xk+ (xk−) denote
0r mr
r
−
kk
k−1,kr
−
rkk
+
k−1,k
+
r
kx
Sk
α u1
v3 2
v
2uv1
u
3
Figure 2: Boundary conditions at junction k=2 of a 3-section DFB laser
the trace at xk from the right (left). The symbols r0, rm, r
+/−
k−1,k, r
+/−
kk are complex
reflexion coefficients and α(t) is a optical injection term.
In the autonomous case, i.e. α = 0 and IM = 0, the equations (3.10) and (3.11)
can be written as a hyperbolic system in the form given by (SH) of (real) size 5m
on the space interval [0, 1] when we write the equations separately for each section
of the laser (see Figure):
u1(t, x) = ψ1(t, x · x1)
vm(t, x) = ψ2(t, x · x1)
w1(t, x) = n(t, x · x1)
v1(t, x) = ψ1 (t, x2 + x (x1 − x2))
um(t, x) = ψ2 (t, x2 + x (x1 − x2))
w2(t, x) = n (t, x2 + x (x1 − x2))
u2(t, x) = ψ1 (t, x2 + x (x3 − x2))
vm−1(t, x) = ψ2 (t, x2 + x (x3 − x2))
w3(t, x) = n (t, x2 + x (x3 − x2))
. . .
Note that the operators of the original system (3.10), (3.11) of size 5 are generated
by spatially discontinuous functions, whereas the expanded system of size 5m is
composed of smooth functions only.
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All appearing parameters together with their ranges and physical units are listed
in table 1. Here L(·, n(t, ·)) operates linearly on ψ(t, ·), and K is nonlinear. The
reason for the use of this splitting is, as we will see next, that the nonlinearity in
ψ is small. Introducing dimensionless variables with suitable reference quantities
as follows 4
x 7→ x|S1| =: x˜, t 7→
vgr
|S1|t =: t˜,(3.12)
n 7→ n
ntr,1
=: n˜, ψ 7→ (ntr,1)−
1
2 ψ =: ψ˜,
where  > 0 is an arbitrary scaling parameter, and writing the nondimensional
parameters κ˜, lk, δ˜, δ˜th, α˜, ˜G, g˜
d
k, bk, A˜, B˜, C˜, I˜ (see table 1) and the intervals
S˜k := [xk−1, xk], xk :=
∑k
ν=0 lν, 1 ≤ k ≤ m, our model equations become

∂t˜ψ˜(t˜, x˜) =
(−∂x˜ψ˜1(t˜, x˜))
∂x˜ψ˜2(t˜, x˜))
)
+ L˜(x˜, n˜(t˜, x˜))ψ˜(t˜, x˜)
+K˜(x˜, n˜(t˜, x˜), ψ˜(t˜, x˜)),
∂t˜n˜(t˜, x˜) = I˜(x˜) + I˜M(t˜, x˜)
+
∑m
k=1 bkχS˜k(x˜)
(
1
lk
∫
S˜k
n˜(t˜, y˜) dy˜ − n˜(t˜, x˜)
)
−R˜(x˜, n˜(t˜, x˜))−  · g˜(x˜, n˜(t˜, x˜)) ‖ψ˜(t˜,x˜)‖
2
1+˜G(x˜)‖ψ˜(t˜,x˜)‖2 ,
with
L˜(x˜, n˜)ψ˜(t˜, x˜) =
(
β˜(x˜, n˜) κ˜(x˜)
−κ˜(x˜) β˜(x˜, n˜)
)
ψ˜(t˜, x˜) for x ∈ ]0, xm[ ,(3.13)
β˜(x˜, n˜) = −i
(
δ˜(x˜) + δ˜th
)
− α˜(x˜) + 1− iαH
2
g˜l(x˜, n˜) for x˜ ∈ S˜k,
(3.14) g˜(x˜, n˜) =


g˜dk(x˜)
(
n˜− ntr,k
ntr,1
)
g˜dk(x˜)
ntr,k
ntr,1
log
(
ntr,1
ntr,k
n˜
) for x˜ ∈ S˜k and n˜ ∈  ,
K˜(x˜, n˜, ψ˜) = −˜G(x˜)1
2
g˜(x˜, n˜)
∥∥∥ψ˜∥∥∥2
1 + ˜G(x˜)
∥∥∥ψ˜∥∥∥2 ψ˜(3.15)
+˜I(x)i
αH
2
g˜(x˜, n˜)
∥∥∥ψ˜∥∥∥2
1 + ˜I(x˜)
∥∥∥ψ˜∥∥∥2 ψ˜,
4the author would like to thank M. Radziunas and J. Sieber for providing (3.12)
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R˜(x˜, n˜) = A˜(x˜)n˜+ B˜(x˜)n˜2 + C˜(x˜)n˜3.(3.16)
Table 1: In the table we list typical parameter ranges for active laser sections
together with their physical units and the formula describing the relation to the
original dimensional quantity which follows from the scaling (3.12), the last column
shows the order obtained. The author would like to thank M. Radziunas for
providing the parameters.
parameter typ. range phys. unit nondim. transform new range order
κ 130 102m−1 κ˜ := κ|S1| 3, 25 O(1)
|Sk| 250 10−6m lk := |Sk|/|S1| ∼ 1 O(1)
δ 400 102m−1 δ˜ := δ|S1| 10 O(10)
βth 40 A
−1
I 70 10−3A
βthI/|Sk| 11, 2 103m−1 δ˜th := (βthI/|Sk|) |S1| ∼ 2, 8 O(1)
α 15 102m−1 2α˜ := α|S1| 0, 75 O(1)
αH −4
ntr,k 1 10
24m−3 ntr,k/ntr,1 ∼ 1 O(1)
GΓ 1, 5 10
−24m3 ˜G := GΓntr1 1, 5 O()
gdk 10 10
−21m2 g˜dk := g
d
kntr,1|S1| 2, 5 O(1)
UdF 6 10
−26V m3
e 1, 6 10−19As
Vk 150 10
−18m3
rs,k 2, 5 Ω = V/A
vgr 0, 8 108m/s
UdF /(eVkrs,k) 10
−2 1011s−1 bk := |S1|UdF /(eVkrs,kvgr) 3, 125 · 10−3 O(10−3)
A 3 108s−1 A˜ := A|S1|/vgr 9, 375 · 10−4 O(10−3)
B 1 10−16m3s−1 B˜ := B|S1|ntr,1/vgr 3, 125 · 10−4 O(10−4)
C 1 10−40m6s−1 C˜ := |S1|n2tr,1/vgr 3, 125 · 10−4 O(10−4)
I/(eV ) 0, 292 1034s−1m−3 I˜ := |S1|I/(eV vgrntr,1) 9, 115 · 10−3 O(10−2)
We see that the variable n is two orders of magnitudes slower than ψ. Since
I˜ , A˜, B˜, C˜, bk are all of order O(10
−2) we can use a scaling  ∼ 10−2 and rewrite
the equations, omitting the tildes, in the following form:
(3.17)


∂tψ(t, x) =
(−∂xψ1(t, x)
∂xψ2(t, x)
)
+ L(x, n(t, x))ψ(t, x)
+K(x, n(t, x), ψ(t, x))
∂tn(t, x) = F (t, x, n(t, x), ψ(t, x)) ,
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where
F (t, x, n(t, x), ψ(t, x)) = I(t, x) +
m∑
k=1
bkχSk(x) (
∫
Sk
n(t, y)dy − n(t, x))
−R(x, n(t, x))
−g(x, n(t, x)) ‖ψ(t, x)‖
2
1 + G(x) ‖ψ(t, x)‖2
.
We have used a slight abuse of notation by having written I(t, x), bk andR(x, n(t, x))
instead of I(t, x)/, bk/ and R(x, n(t, x))/. Note that F only contains terms of
order O(1). In the following we will ignore the dependence of I, bk, R, on the
fixed chosen scaling  ∼ 10−2 and treat  as a sufficient small variable perturbation
parameter.
Remark 3.1 The careful reader would notice that here I have excluded polarization equations in
the traveling wave equations which have been added in recent years visible in several publications
already (although the model with polarization can be treated without difficulties and falls under my
general setting for semilinear hyperbolic systems). The reason for this decision is that I consider
the equations including polarization unsound because the carrier densities can not guaranteed to be
positive anymore. In fact it is not difficult to construct initial data such that the densities become
negative due to the added polarization term appearing in the carrier rate equation. Nevertheless,
I have learned that it has benefits from the practical numerical point of view because it stabilizes
modes.
3.3 Neutral and retarded functional differential equations
/ linear hyperbolic systems with dynamic boundary
conditions
Next we show that general functional differential equations are linear hyperbolic
systems with nonlinear dynamic boundary conditions.
Let n1 = n3 = 0 and n2 = n > 0. Put K(x) = −In, where In denotes the
identity matrix of
  n. Instead of the interval [0, l] we chose the interval [−r, 0].
Then (SH) becomes for t > 0 and −r < x < 0
∂
∂t
v(t, x) =
∂
∂x
v(t, x)(3.18)
d
dt
v(t, 0) = F (v(t, ·)).(3.19)
Define y : [−r, δ[ →  n by y(t) := v(t, 0) for t ∈ ]0, δ[ and y(t) := v(0, t) for
−r ≤ t ≤ 0. From (3.18) it follows that v(t, x) = y(t+x) for t ≥ 0 and −r ≤ x ≤ 0.
Substituting into (3.19) we get
(3.20)
d
dt
y(t) = F (y(t+ ·)),
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where F : C([−r, 0],  n) →  n. Equation (3.20) is the usual retarded functional
differential equation (see [27]).
Let n1 = n2, and n3 = 0. Put K(x) =
(
In1 0
0 −In
)
. Let E = In1 . Instead of
[0, l] choose [− r
2
, 0] then (SH) reads
∂
∂t
u(t, x) = − ∂
∂x
u(t, x)(3.21)
∂
∂t
v(t, x) =
∂
∂x
v(t, x)(3.22)
d
dt
(v(t, 0)−Du(t, 0)) = F (v(t, ·), u(t, ·))(3.23)
u
(
t,−r
2
)
= v
(
t,−r
2
)
.
Define y : [−r, δ[ →  n1 by y(t) := v(t, 0) for t ∈ ]0, δ[, y(t) := v(0, t) for − r
2
≤ t ≤
0 and y(t) := u(0,−r− t) for −r ≤ t ≤ − r
2
. From (3.22) we get v(t, x) = y(t+ x)
for t ≥ 0 and − r
2
≤ x ≤ 0 and from (3.21) u(t, x) = y(t − x − r) for t ≥ 0 and
− r
2
≤ x ≤ 0. Substituting into (3.23) we get
(3.24)
d
dt
(y(t)−Dy(t− r)) = F (y(t+ ·), y(t− · − r)),
where F : C([− r
2
, 0],  n1)2 →  n1 . Rewrite (3.24) with G : C([−r, 0],  n1) →  n1
and obtain the neutral functional differential equation
d
dt
(y(t)−Dy(t− r)) = G(y(t+ ·)).
We mention the mixed initial boundary value problem originating from a model
for electronic circuit dynamics studied by Brayton and Miranker [12] which belongs
to the class of linear hyperbolic systems with nonlinear boundary conditions.
3.4 Boltzmann systems
Discrete velocity models of the Boltzmann equations are of considerable interest in
the kinetic theory of gases. There has been a lot of work on their mathematical and
mechanical aspects. We refer to the review article [52] which contains a huge list
of references until 1985. In one space dimension such models belong to the general
class of semilinear hyperbolic systems treated in this work. The simplest discrete
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velocity approximation to the Boltzmann equation is the so called Carleman model:
1√
2
(∂tu+ ∂xu) =v
2 − u2,(3.25)
1√
2
(∂tv − ∂xv) =u2 − v2.
One can consider x in some interval, x ∈ [0, l], with boundary
u(t, 0) = r0v(t, 0), u(t, l) = rlv(t, l) for t ≥ 0
and initial conditions
u(0, x) = u0(x) v(0, x) = v0(x).
Here u(t, x) ∈  + and v(t, x) ∈  + are the mass densities of particles with speeds
plus and minus one. The boundary conditions mean that the number of particles
hitting the wall with one speed is equal to r0 or rl times the number leaving the
wall with the other speed.
The Carleman model belongs to the class of Boltzmann systems [17]:
Definition 3.2 The system of equations
∂ui
∂t
+ vi
∂ui
∂x
=
∑
1≤j,k≤n
Bijkujuk, 1 ≤ i ≤ n,
is called an n-th order Boltzmann system with velocity states v = (v1, . . . , vn) and
collision form B = (B1, . . . , Bn), provided the matrices Bi =
(
Bijk
)
satisfy the
following: Bi is symmetric, Bijk ≥ 0, 1 ≤ j, k ≤ n, j 6= i, k 6= i, and Bijk ≤ 0 for
j = i or k = i.
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4 Nondegenerate linear hyperbolic systems
4.1 Basic properties
We consider the class of nondegenerate hyperbolic systems (H) for x ∈ ]0, l[ and
t > 0
(H)


∂
∂t
(
u(t, x)
v(t, x)
)
+K(x)
∂
∂x
(
u(t, x)
v(t, x)
)
+ C(x)
(
u(t, x)
v(t, x)
)
= 0,
d
dt
[v(t, l)−Du(t, l)] = Fu(t, ·) +Gv(t, ·),
u(t, 0) = Ev(t, 0),
where
(HI) K(x) = diag (ki(x))i=1,...,n is a diagonal n × n matrix of functions ki ∈
C1 ([0, l],  ) which satisfy ki(x) > 0 for i = 1, . . . n1 and kj(x) < 0 for j =
n1 + 1, . . . n (x ∈ [0, l]).
(HII) C(x) = (cij(x))i,j=1,...,n is a n × n matrix with diagonal elements cii ∈
L∞ (]0, l[ ,   ), i = 1, . . . , n, and nondiagonal elements cij ∈ BV ([0, l],   ), i, j =
1, . . . , n with i 6= j.
(HIII) If i 6= j and ki(x) = kj(x) for some x ∈ [0, l] then cij vanishes completely
on ]0, l[.
(HIV) u(t, x) = (u1(t, x), . . . , un1(t, x)) ∈   n1 and v(t, x) = (v1(t, x), . . . , vn2(t, x)) ∈
 
n2
(HV) D ∈   n2×n1 , E ∈   n1×n2 and
F : C([0, l],   n1) →   n2 , G : C([0, l],   n2) →   n2
are linear continuous operators.
Remark 4.1 In this section we do not need assumption (HIII), but it will be
required in sections 4.2 and 5.3. In section 6.1 we will relax condition (HIII).
System (H) can be written as an abstract evolution equation
d
dt
w(t) = Aw(t)
in the complex space
(4.1) Xp = L
p(]0, l[ ;   n)×   n2
for 1 ≤ p <∞, where w = (u, v, d) and A is a closed operator
A : D(A) ⊂ Xp → Xp,
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A(u, v, d) :=
(
−K(x) ∂
∂x
(
u
v
)
− C(x)
(
u
v
)
; Fu+Gv
)
,
on the dense domain
D(A) :=
{
(u, v, d) ∈ Xp |(u, v) ∈ W 1,p(]0, l[ ;   n),
u(0) = Ev(0), d = v(l)−Du(l)
}
.
It is not difficult to verify that A generates a C0 semigroup in Y , see Proposi-
tion 7.18. In special cases, for example if
Fu = F0u(l) and Gv = G0v(l),
where F0 ∈   n2×n1 and G0 ∈   n2×n2 are matrices, it is not difficult to see that A
is the generator of a C0 semigroup e
At in Xp for 1 ≤ p <∞, see Proposition 7.20,
the paper [48] or the book [45, Theorem 6.2, p. 312] for a detailed proof. Spectral
properties of the semigroup in the space Xp, 1 ≤ p <∞, have been studied in [48].
Hence the space
Y = {(u, v, d) ∈ C([0, l];   n)×   n2 | u(0) = Ev(0), d = v(l)−Du(l)} ,
where C([0, l];   n) is equipped with the sup-norm, is an A-admissible invariant
subspace in the sense of [49, chapter 4.5]. This means that eAtY ⊂ Y for t ≥ 0 and
the restriction of eAt to Y is a C0 semigroup in the stronger Y -norm. The generator
of the restriction to Y is the operator A|Y : D(A|Y ) ⊂ Y → Y , A|Yw := Aw for
w ∈ D(A|Y ) with domain
D(A|Y ) =
{
(u, v, d) ∈ W 1,∞([0, l];   n)×   n2 |
u(0) = Ev(0), d = v(l)−Du(l) and A(u, v, d) ∈ Y
}
.
Together with (H) we consider the reduced system (H0)
(H0)


∂
∂t
(
u(t, x)
v(t, x)
)
+K(x)
∂
∂x
(
u(t, x)
v(t, x)
)
+ C0(x)
(
u(t, x)
v(t, x)
)
= 0,
u(t, 0) = Ev(t, 0) and v(t, l) = Du(t, l).
where C0(x) = diag(c11(x), . . . , cnn(x)) is the diagonal part of C(x). A common
choice of phase space for (H0) is L
p(]0, l[ ,   n), 1 ≤ p < ∞, and it can be written
as an abstract equation with an infinitesimal generator A0 of a C0 semigroup in
an obvious way. It has the A0 admissible invariant subspace
(4.2) Y0 := {(u, v) ∈ C([0, l];   n) | u(0) = Ev(0), v(l) = Du(l)} .
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In the following we put either
(4.3) X = Xp for p ∈ [1,∞[ or X = Y
and consider A : D(A) → X as a closed densely defined operator in the Banach
space X.
Let T (x, y, λ) denote the fundamental matrix satisfying
d
dx
T (x, y, λ) = −K(x)−1 (λI + C(x))T (x, y, λ) for x, y ∈ [0, l],(4.4)
T (y, y, λ) = I for y ∈ [0, l].
Let T0 be the fundamental matrix (corresponding to the reduced system)
d
dx
T0(x, y, λ) = −K−1(x) (λI + C0(x))T0(x, y, λ) for x, y ∈ [0, l],(4.5)
T0(y, y, λ) = I for y ∈ [0, l].
A formula for (4.5) is
T0(x, y, λ) = exp
(
− ∫ x
y
K−1(z) (λI + C0(z)) dz
)
.
Let σ(A) := {λ ∈   | λI − A is not invertible} denote the spectrum of A and
σp(A) := {λ ∈   | ∃v∈D(A),v 6=0Av = λv} denote the point spectrum. We will
see that the spectrum does not depend on the choice (4.3) of the Banach space X
and hence we will just refer to the spectrum of (H).
Further let I ∈   n2×n2 denote the identity matrix and δl, δlf := f(l), the delta
function at l. We put
(4.6) H(λ) := (−λDδl − F, λIδl −G)T (·, 0, λ)
(
E
I
) (∈   n2×n2) .
Definition 4.2 The function
h(λ) := detH(λ)
is called the characteristic function to (H).
Further we put
h0(λ) :=detH0(λ),(4.7)
H0(λ) :=(−Dδl, Iδl)T0(·, 0, λ)
(
E
I
) (∈   n2×n2)
and call h0 the characteristic function to (H0).
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Proposition 4.3 We have
(4.8) σ(A) = σp(A) = {λ ∈   | h(λ) = 0} .
For λ ∈ σ(A) the eigenspace is
Eig(A, λ) =
{
T (·, 0, λ)
(
E
I
)
v0 | v0 ∈ KerH(λ)
}
.
In particular, the geometric multiplicity of λ is less than or equal to n2.
Similarly for (H0) we have
σ(A0) = σp(A0) = {λ ∈   | h0(λ) = 0} .
For λ ∈ σ(A0)
Eig(A0, λ) =
{
T0(·, 0, λ)
(
E
I
)
v0 | v0 ∈ KerH0(λ)
}
.
For any λ such that h(λ) 6= 0 the resolvent R(λ,A) = (λI − A)−1 is given by
(4.9)

R(λ,A)

fg
b



 (x) =

 u(x)v(x)
v(l)−Du(l)

 ,
where(
u
v
)
= T (·, 0, λ)
(
E
I
)
H(λ)−1β(λ)(f, g, b) +
∫ ·
0
T (·, y, λ)K(y)−1
(
f(y)
g(y)
)
dy
and β(λ) : X →   n2 denotes
β(λ)(f, g, b) := b + (λDδl + F,G− λIδl)
∫ ·
0
T (·, y, λ)K(y)−1
(
f(y)
g(y)
)
dy.
In particular, R(λ,A) : X → X is compact for λ /∈ σ(A).
For any λ such that h0(λ) 6= 0 the resolvent R(λ,A0) = (λI − A0)−1 is given
by
R(λ,A0)
(
f
g
)
= T0(·, 0, λ)
(
E
I
)
H0(λ)
−1β0(λ)(f, g)+(4.10) ∫ ·
0
T0(·, y, λ)K(y)−1
(
f(y)
g(y)
)
dy,
where
(4.11) β0(λ)(f, g) := (D,−I)
∫ l
0
T0(l, y, λ)K(y)
−1
(
f(y)
g(y)
)
dy.
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Proof: We have λ ∈ σp(A) iff there exists v0 ∈   n2 , v0 6= 0, such that(
u
v
)
(x) = T (x, 0, λ)
(
E
I
)
v0 and (−λDδl − F, λIδl −G)
(
u
v
)
= 0.
This is equivalent to H(λ) having a nontrivial kernel or h(λ) = 0. Hence
σp(A) = {λ ∈   | h(λ) = 0} .
The resolvent equationR(λ,A)(f, g, b) = (u, v, d) for (u, v, d) ∈ D(A) and (f, g, b) ∈
X is equivalent to
K
∂
∂x
(
u
v
)
+ (λI + C)
(
u
v
)
=
(
f
g
)
(−λDδl − F, λIδl −G)
(
u
v
)
= b.
And this in turn, since (u, v, d) ∈ D(A), is equivalent to(
u
v
)
(x) = T (x, 0, λ)
(
E
I
)
v(0) +
∫ x
0
T (x, y, λ)K(y)−1
(
f
g
)
(y) dy
b = (−λDδl − F, λIδl −G)
(
u
v
)
.
If λ /∈ σp(A), by inserting the first equation into the second one, we get that
the resolvent equation has a unique solution and v(0) = H(λ)−1β(λ)(f, g, b). This
shows (4.9) and that σp(A) = σ(A).
We note that λI − A is a compact perturbation of an isomorphism and hence
a Fredholm operator of index zero. Indeed:
Denote Ku(x) := diag (ki(x))i=1,...,n1 and Kv(x) := diag (ki(x))i=n1+1,...,n.
For r ∈  consider the equation
(4.12) r

uv
d

 +

K ∂∂x
(
u
v
)
0

 =

u˜v˜
d˜

 ,
where u˜ ∈ Lp([0, l];   n1), v˜ ∈ Lp([0, l];   n2) and d˜ ∈   n2 are given and the unknown
is (u, v, d) ∈ D(A). Here p ∈ [1,∞], i.e. the case p = ∞ is included. This equation
30
has a solution (u, v, d) ∈ D(A) iff there exists v0 ∈   n2 such that
(4.13)


(
u
v
)
(x) = exp(−r ∫ x
0
K−1(z) dz)
(
E
I
)
v0
+
∫ x
0
exp(−r ∫ x
y
K−1(z) dz)K−1(y)
(
u˜
v˜
)
(y) dy,
d˜ = r (−D, I) δl
(
u
v
)
.
It is unique iff v0 is unique. Rewriting (4.13) we have
r
(
exp(−r ∫ l
0
K−1v (z) dz)−D exp(−r
∫ l
0
K−1u (z) dz)E
)
v0(4.14)
= d˜− r (−D, I) ∫ l
0
exp(−r ∫ x
y
K−1(z) dz)K−1(y)
(
u˜
v˜
)
(y) dy.
By (HI) we have limr→∞ re−r
R l
0
K−1u (z) dz = 0 and limr→∞
∥∥∥re−r R l0 k−1i (z) dz∥∥∥ = ∞ for
i = n1 + 1, . . . , n. Therefore for sufficiently large r > 0 the matrix in the left
side of equation (4.14) is invertible. Hence for large r the operator defined on
the left hand side of (4.12) is an isomorphism from D(A) onto Lp([0, l],   n)×   n2
(p ∈ [1,∞]). Since for (u, v, d) ∈ D(A)
(λI − A)

uv
d

 =

r

uv
d

+

K ∂∂x
(
u
v
)
0



 +

(λ− r)

uv
d

+

 C
(
u
v
)
−Fu−Gv




and the imbedding W 1,p([0, l],   n) ↪→ Lp([0, l],   n) is compact for p ∈ [1,∞]. 
Since h0(λ) is a finite exponential polynomial of the form
∑m
n=1 ane
bnλ with
bn ∈  and an ∈   we have the following
Proposition 4.4 The zeros of h0 are located in a strip, i.e. there exist γ0, γ1 ∈ 
such that λ ∈   with h0(λ) = 0 implies λ ∈   γ0,γ1 .
It is important to know the dimension of the spectral projection associated to an
eigenvalue of A. For example, when studying the dynamics on a center manifold
the knowledge of that dimension is essential. In [43] it has been shown that
the dimension of the range of the spectral projection corresponding to a single
characteristic root λ0 is equal to the multiplicity of the spectral point λ0 as root of
the characteristic equation h(λ) = 0. More precisely the following theorem from
[43, Theorem, p.343] holds:
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Theorem 4.5 If λ0 is a root of h(λ) of multiplicity m, then we have
ı) Xp = Ker(λ0I − A)m ⊕ Im(λ0I − A)m,
ıı) Ker(λ0I − A)m = pi(Xp), where
pi =
1
2pii
∫
|λ−λ0|=δ
R(λ,A) dλ
and δ > 0 is chosen such that σ(A) ∩ {z ∈   | |z − λ0| ≤ δ} = {λ0},
ııı) the dimension of Ker(λ0I − A)m is m.
4.2 Estimates for spectra and resolvents
In general the fundamental system T to (4.4) can not be calculated explicitely.
And even in the case of constant coefficients it will be a complicated expression.
In the following we will give a series expression for T in powers of λ−1.
Denote the nondiagonal part of C by
C1(x) := C(x)− C0(x).
Define for k ≥ 1
(4.15) Tk(x, y, λ) := −λT0(x, y, λ)
∫ x
y
T0(y, z, λ)K
−1(z)C1(z)Tk−1(z, y, λ) dz.
Each Tk, k ≥ 1, satisfies the initial value problem
d
dx
Tk(x, y, λ) = −K−1(x) (λI + C0(x))Tk(x, y, λ)(4.16)
−λK−1(x)C1(x)Tk−1(x, y, λ),
Tk(x, x, λ) = 0,
and can be calculated recursively in terms of integrals of elementary functions. We
will see that the series
(4.17)
∞∑
k=0
λ−kTk(x, y, λ)
converges in W 1,∞ for sufficiently large |Imλ|. Therefore (4.17) is a representation
of the fundamental Matrix T to (4.4). However, we already note here that the
explicit expressions for Tk, k ≥ 2, are not bounded for λ chosen from any stripe
  r. Indeed we will see in the following that the expressions Tk, k ≥ 2, contain
some power terms λi with i up to the lower integer part of k/2 which will be due
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to successive failures in partial integration in the formula (4.15). After reordering
terms for any finite κ ∈   we will obtain an explicit representation of the form
T (x, y, λ) =
κ∑
k=0
λ−kFk(x, y, λ) +O(λ
−(κ+1)),
for λ in a stripe   r and sufficiently large |Imλ|, where each Fk is of order 1 with
respect to λ on stripes   r (by this we mean that for any given r > 0 there exists
c > 0 such that ‖Fk(x, y, λ)‖ ≤ c for λ ∈   r, x, y ∈ [0, l]).
To see this we calculate the first two steps T1 and T2. Put
f0(x, y, λ) := T0(x, y, λ)(y
(1)
0 , . . . , y
(n)
0 )
t
with the arbitrary but fixed initial data y
(i)
0 ∈   , 1 ≤ i ≤ n. Define
fk := −λ
∫ x
y
T0(x, z, λ)K
−1(z)C1(z)fk−1(z, y, λ) dz
for k ≥ 1. Then the i-th component (1 ≤ i ≤ n) of fk is
f
(i)
0 (x, y, λ) = exp
(
− ∫ x
y
λk−1i (u) du
)
exp
(
− ∫ x
y
k−1i (u)cii(u) du
)
y
(i)
0 ,
f
(i)
k (x, y, λ) = −λ exp
(
− ∫ x
y
λk−1i (u) du
)
exp
(
− ∫ x
y
k−1i (u)cii(u) du
)
∑
1≤l≤n
l 6=i
∫ x
y
exp
(∫ z
y
(
λk−1i (u) +
cii(u)
ki(u)
)
du
) cil(z)
ki(z)
f
(l)
k−1(z, y, λ) dz.
If we choose y
(l)
0 = δlj for l = 1, . . . , n, where δlj = 1 if l = j and δlj = 0 for l 6= j
denotes Kronecker’s symbol, then f
(i)
k is the entry in the i-th row and j-th column
of Tk. By assumptions (HII) and (HIII) we can perform partial integration and
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get rid of the λ factor appearing in the recursion formula for f
(i)
k :
f
(i)
1 (x, y, λ) =− exp
(
− ∫ x
y
(
λk−1i (u) + k
−1
i (u)cii(u)
)
du
)
∑
1≤l≤n
l 6=i
∫ x
y
λ
(
k−1i (z)− k−1l (z)
)
exp
(∫ z
y
λ
(
k−1i (u)− k−1l (u)
)
du
)
(4.18)
cil(z)
ki(z)
exp(
∫ z
y
(
k−1i (u)cii(u)− k−1l (u)cll(u)
)
du)
k−1i (z)− k−1l (z)
y
(l)
0 dz
=
∑
1≤l≤n
l 6=i
y
(l)
0
{
− exp
(
− ∫ x
y
λk−1l (u) du
) cil(x)
ki(x)
exp
(
− ∫ x
y
cll(u)
kl(u)
du
)
k−1i (x)− k−1l (x)
+ exp
(
− ∫ x
y
λk−1i (u) du
)
exp
(
− ∫ x
y
k−1i (u)cii(u) du
)
[
cil(y)
ki(y)
1
k−1i (y)− k−1l (y)
+
∫ x
y
exp
(∫ z
y
λ
(
k−1i (u)− k−1l (u)
)
du
)
d
dz

cil(z)
ki(z)
exp
(∫ z
y
(
cii(u)
ki(u)
− cll(u)
kl(u)
)
du
)
k−1i (z)− k−1l (z)

 dz
]}
.
Note that for partial integration we used that in the sum for l 6= i in the formula
for f
(i)
1 the leading λ-exponential of f
(l)
0 is e
− R x
y
λk−1
l
(u) du. However, now f
(i)
1 not
only contains 2(n − 1) terms with λ-exponential e−
R x
y
λk−1i (u) du but also (n − 1)
terms of the form e−
R x
y
λk−1
l
(u) du, 1 ≤ l ≤ n, l 6= i. Therefore, in the next step for
f2 we will not be able to get rid of all λ terms by partial integration as in the first
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step:
f
(i)
2 (x, y, λ) =− exp
(
− ∫ x
y
λk−1i (u) du
)
exp
(
− ∫ x
y
k−1i (u)cii(u) du
) ∑
1≤l2,l1≤n
l2 6=i,l1 6=l2
y
(l1)
0 λ
∫ x
y
{
exp
(∫ z2
y
λ
(
k−1i (u)− k−1l1 (u)
)
du
) cil2(z2)cl2l1(z2)
ki(z2)kl2(z2)
exp
(∫ z2
y
(
cii(u)
ki(u)
− cl1l1 (u)
kl1 (u)
)
du
)
k−1l2 (z2)− k−1l1 (z2)
− exp
(∫ z2
y
λ
(
k−1i (u)− k−1l2 (u)
)
du
)
exp
(∫ z2
y
(
k−1i (u)cii(u)− k−1l2 (u)cl2l2(u)
)
du
) cil2(z2)
ki(z2)
[
cl2l1(y)
kl2(y)
1
k−1l2 (y)− k−1l1 (y)
+
∫ z2
y
exp
(∫ z1
y
λ
(
k−1l2 (u)− k−1l1 (u)
)
du
)
d
dz1

cl2l1(z1)
kl2(z1)
exp
(∫ z1
y
(
cl2l2(u)
kl2(u)
− cl1l1 (u)
kl1 (u)
)
du
)
k−1l2 (z1)− k−1l1 (z1)

 dz1
]}
dz2.
Partial integration is not possible for the terms in the sum corresponding to l1 = i.
Therefore we are forced to keep (n− 1) terms containing λ factors:
f
(i)
2 (x, y, λ) =− λ exp
(
− ∫ x
y
λk−1i (u) du
)
exp
(
− ∫ x
y
cii(u)
ki(u)
du
)
y
(i)
0∑
1≤l2≤n
l2 6=i
∫ x
y
cil2(z2)cl2i(z2)
ki(z2)kl2(z2)
1
k−1l2 (z2)− k−1i (z2)
dz2
+ terms of order 1
However, in the next third step for these (n−1) terms containing a λ factor partial
integration can be done, so that in the third step there will be no λ2 factors, only
λ or 1 factors. Factors with λ2 in the multisums will first appear in the fourth
step. Thus, generally for m ∈   , terms containing λm factors appear for the first
time in the (2m)-th recursion step. Besides these λm terms there only appear
terms, which are bounded for λ ∈   r, where the bound depends on r, C and K
only. Thus, if we reorder the summands in the partial sums
∑p
l=0 λ
−lf (i)k (x, y, λ)
after partial integration - when possible - we see that there will be contributions
for terms of type λ−m only up to the (2m)-th recursion step. Since the number of
terms in the m-th recursion step can not (3(n− 1))m after partial integration and
reordering we arrive at a series
∑∞
l=0 λ
−lgl(x, y, λ) where each gl(x, y, λ) is of order
1 for λ ∈   r and the rough estimate
|gl(x, y, λ)| ≤ l(3(n− 1)C˜)2l ≤
(
2 · 3(n− 1)C˜)2
)l
,
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where C˜ is some constant depending only on K,C and r, is valid. Thus, if r > 0
is given, then for all λ ∈   r and Im(λ) sufficiently large we see that the series∑∞
l=0 |λ|−l|gl(x, y, λ)| is dominated by a convergent geometric series. We have
proven the following
Lemma 4.6 There exists a sequence Fk(x, y, λ) of matrices, which has the follow-
ing properties:
ı) Each Fk can be calculated from Tn for n = 1, . . . , 2k. We have F0 = T0 and F1
is the matrix with the i-th diagonal element, 1 ≤ i ≤ n,
(F1(x, y, λ))ii =− exp
(
− ∫ x
y
λk−1i (u) du
)
exp
(
− ∫ x
y
cii(u)
ki(u)
du
)
(4.19) ∑
1≤ν≤n
ν 6=i
∫ x
y
ciν(z)
ki(z)
ρνi(z) dz,
where
ρlm(z) :=
clm(z)
kl(z)
1
k−1l (z)− k−1m (z)
, z ∈ [0, l], 1 ≤ l, m ≤ n, l 6= m,
and the i-th row and j-th column, 1 ≤ i, j ≤ n, i 6= j,
(F1(x, y, λ))ij =− exp
(
− ∫ x
y
λk−1j (u) du
)
exp
(
− ∫ x
y
cjj(u)
kj(u)
du
)
ρij(x)
+ exp
(
− ∫ x
y
λk−1i (u) du
)
exp
(
− ∫ x
y
cii(u)
ki(u)
du
)
ρij(y)(4.20)
+ exp
(
− ∫ x
y
λk−1j (u) du
)
exp
(
− ∫ x
y
cjj(u)
kj(u)
du
)
∫ x
y
exp
(∫ z
y
λ
(
k−1i (u)− k−1j (u)
)
du
)
exp
(∫ z
y
(
cii(u)
ki(u)
− cjj(u)
kj(u)
)
du
)
{
ρij(z)
(
cii(z)
ki(z)
− cjj(z)
kj(z)
)
dz + dρij(z)
}
.
ıı) For r > 0 there exists a constant c > 0 such that
‖Fk(x, y, λ)‖ ≤ ck for λ ∈   r and x, y ∈ [0, l] and k = 1, 2, . . . .
ııı) For r > 0 there exists d > 0 such that for λ ∈   r with |Im(λ)| > d the series∑∞
k=0 λ
−kFk(x, y, λ) converges absolutely (in L∞([0, l]× [0, l],   n×n)) to T (x, y, λ).
For r > 0 there exist c, d > 0 such that for λ ∈   r and |Imλ| > d we have∥∥∥∥T (x, y, λ)− T0(x, y, λ)− 1λF1(x, y, λ)
∥∥∥∥ ≤ c 1|λ|2 .
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From (4.16) and Lemma 4.6, ıı), we have
Remark 4.7 For r > 0 there exists d > 0 such that for λ ∈   r with |Im(λ)| > d
the series
∑∞
k=0 λ
−kFk(·, y, λ) converges in W 1,∞([0, l],   n×n) to T (·, y, λ) for y ∈
[0, l].
Let Tr denote trace and Ad the adjugate of a square matrix, i.e. Ad(M) =
(bij)1≤i,j≤n, where bij = (−1)i+j det(Mji) and Mji is the matrix after deletion of
the j-th row and i-th column of M .
Then Lemma 4.6, ııı), and Jacobi’s Formula for the derivative D det of the
determinant of a matrix,
(D det) (B)H = Tr(Ad(B)H),
where B,H are matrices, imply the following Lemma:
Lemma 4.8 For r > 0 there exist c, d > 0 such that for λ ∈   r and |Imλ| > d
we have ∥∥∥∥H˜(λ)−H0(λ)− 1λH1(λ)
∥∥∥∥ ≤ c 1|λ|2 ,
where
H˜(λ) := λ−1H(λ),
H1(λ) := −(F,G)T0(·, 0, λ)
(
E
I
)
− (Dδl,−Iδl)F1(·, 0, λ)
(
E
I
)
,(4.21)
(4.22)
∣∣∣∣h˜(λ)− h0(λ)− 1λTr (Ad(H0(λ))H1(λ))
∣∣∣∣ ≤ c 1|λ|2 ,
where
(4.23) h˜(λ) := det H˜(λ),
and ∥∥∥∥H˜(λ)−1 −H0(λ)−1 + 1λH0(λ)−1H1(λ)H0(λ)−1
∥∥∥∥ ≤ c 1|λ|2 .
By definition λnh˜(λ) = h(λ). Therefore
σ(A) \ {0} = {λ ∈   | h˜(λ) = 0}.
It is important to note that for λ ∈   r the matrices H0(λ) and H1(λ) are
bounded (the bound depending on r). Therefore (4.22) roughly states that for
|Imλ| → ∞ the eigenvalues of (H) are close to the eigenvalues of the reduced
system (H0), which will be stated in Lemma 4.12.
We need the following Lemma (see [13, Lemma 2.2])
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Lemma 4.9 Let f be an exponential polynomial of the form
(4.24) f(λ) =
r∑
j=1
aje
bjλ (λ, aj ∈   , bj ∈  ).
Let Z = {λ ∈   | f(λ) = 0} denote the zero set of f . For all δ > 0, α, β ∈  with
α ≤ β and M ≥ 0 there exists a constant m = m(δ, α, β,M) > 0 such that for all
λ ∈   , which satisfy dist(λ, Z) ≥ δ, α ≤ Reλ ≤ β and |Imλ| ≥M , we have
|f(λ)| > m(δ, α, β,M).
As a consequence of Lemma 4.9 (see also [10, Corollary 1, p. 145]) one has
Remark 4.10 Let f be an exponential polynomial of the form (4.24) and let α, β ∈
 , α < β, be such that f(λ) 6= 0 for α ≤ Reλ ≤ β. Then for any 0 < δ ≤ (β−α)/2
inf
λ∈   ,α+δ≤Reλ≤β−δ
|f(λ)| > 0.
Remark 4.11 It can be shown that the multiplicities of zeros of an exponential
polynomial (or more general a sine type function) is uniformly upper bounded [1,
Proposition II.1.28, p.61].
If (H0) has nonempty spectrum we define
γ− := inf {Reλ | h0(λ) = 0} and γ+ := sup {Reλ | h0(λ) = 0} .
From Proposition 4.4 γ− and γ+ are finite. If (H0) has empty spectrum then we
put by definition γ+ := −∞ and γ− := ∞.
For λ ∈   and  > 0 let B(λ) := {z ∈   | |z − λ| < } denote the ball around
λ with radius .
Lemma 4.12 For each γ > γ+ there exist only finitely many eigenvalues λ of (H)
that satisfy Reλ ≥ γ+.
Proof: Let γ > γ+. Denote
σ+ := {λ ∈   | λ is an eigenvalue of (H) with Reλ ≥ γ+}.
Suppose the set σ+ was infinite. Because (H) generates a C0 semigroup in the
space Y , see Proposition 7.18, it follows that there exists an ω > γ+ so that
σ+ ⊂   γ+,ω. Because the characteristic function h(λ) of (H) is analytic it follows
that the infinitely many eigenvalues of σ+ must accumulate at infinity within the
closed stripe   γ+,ω. Because γ > γ+ it follows from Remark 4.10 that
inf
λ∈   γ+,ω
|h0(λ)| > 0,
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where h0 is the characteristic function to (H0) defined in (4.7). Therefore (4.22)
implies that for sufficiently large d > 0
inf{|h˜(λ)| | λ ∈   γ+,ω, |Imλ| ≥ d} > 0.
Hence if we choose d > 0 sufficiently large we get a contradiction to the fact that
there exist infinitely many λ ∈   γ+,ω with |Imλ| ≥ d and h˜(λ) = λ−nh(λ) = 0.
Hence σ+ is finite. 
Lemma 4.13 Suppose (H0) has nonempty spectrum. Then the following hold:
ı) For each δ > 0 there are only finitely many zeros λ of h which satisfy Reλ ≤
γ− − δ or Reλ ≥ γ+ + δ.
ıı) For  > 0 there exists d > 0 such that
σ(A) ∩ {λ ∈   | |Imλ| ≥ d} ⊂
⋃
h0(λ)=0
B(λ).
ııı) Suppose ρ = infλ1 6=λ2,h0(λ1)=h0(λ2)=0 |λ1 − λ2| > 0. Then for each η < ρ2 there
exists d > 0 such that for each λ0 ∈   with h0(λ0) = 0 and |Imλ0| ≥ d there exists
λ ∈ Bη(λ0) with h(λ) = 0. Both h and h0 have the same number of zeros in each
Bη(λ0). In particular, if (H0) only possesses algebraically simple eigenvalues, then
the eigenvalues λ ∈ Bη(λ0) of (H) are unique and algebraically simple.
Proof: Because h0 is an exponential polynomial (H0) has infinitely many eigenval-
ues. Let δ > 0 be arbitrary and fixed. For θ ∈ [0, 1] consider the family of operators
corresponding to a perturbation from the diagonal operator with C = C0 to the
nondiagonal one with C = C0 + C1
Aθ(u, v, d) :=
(
−K(x) ∂
∂x
(
u
v
)
− (C0(x) + θC1(x))
(
u
v
)
; θFu(·) + θGv(·)
)
.
Let hθ(λ) denote the corresponding characteristic function. Put h˜θ(λ) := 1
λn
hθ(λ).
Note that h˜0 = h0. According to Lemma 4.9 outside of balls of radius
δ
2
around
each of the zeros of h0 in the strip   γ−−δ,γ++δ the function |h0| has an infimum
m > 0. From (4.22) in Lemma 4.8 there exist c, d > 0 such that
(4.25) |h˜θ(λ)− h0(λ)| ≤ c1
λ
for λ ∈   γ−−δ,γ++δ with |Im(λ)| > d. Therefore for
λ ∈   γ−−δ,γ++δ \ ∪h0(λ0)=0B(λ0, δ/2)
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with |Im(λ)| sufficiently large it follows from (4.25) that |h˜θ(λ)| ≥ m/2 > 0. And
this holds true uniformly in θ ∈ [0, 1]. Starting from θ = 0 this shows that, as long
as we increase θ up to 1 all but finitely many zeros of hθ(λ) must stay in a δ/2-ball
of an zero of h0(λ). By the continuity of a finite system of zeros with respect to the
perturbation parameter θ [38] it follows that {λ ∈   | Reλ ≤ γ− − δ} ∪ {λ ∈   |
Reλ ≥ γ+ + δ} contains only finitely many eigenvalues. The remaining assertions
follow by applying Lemma 4.9 and Rouche´s Theorem. 
In the following let Π denote the projection ofX onto Lp([0, l],   n) or C([0, l],   n)
by dropping the boundary component   n2 .
From the Lemmas 4.6 and 4.8 we get the following explicit approximation of the
resolvent (4.9)
Lemma 4.14 Suppose there exist α ∈  , δ,  > 0 such that for λ ∈   with
|Reλ − α| < δ one has |h0(λ)| ≥ . Then there exist constants c, d > 0 such that
for all λ ∈   with |Reλ− α| < δ and |Imλ| > d we have λ ∈ ρ(A) and
R(λ,A)

fg
b

 =


u
v
(−D, I)δl
(
u
v
)

 ,
where (
u
v
)
=R(λ,A0)
(
f
g
)
(4.26)
+
1
λ

R1(λ)
(
f
g
)
+R2(λ)
(
f
g
)
+R3(λ)

fg
b

+R4(λ)
(
f
g
)
+
1
λ2
E(λ)(f, g, b),
and each of the operators R(λ,A0), R1(λ), R2(λ),  3(λ), R4(λ) and E(λ) is
bounded by c. Here R(λ,A0) denotes the resolvent of the reduced operator defined
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in (4.10), β0 has been defined in (4.11) and the remaining terms are as follows:
R1(λ)
(
f
g
)
:= F1(·, 0, λ)
(
E
I
)
H0(λ)
−1β0(λ)(f, g),
R2(λ)
(
f
g
)
:= −T0(·, 0, λ)
(
E
I
)
H0(λ)
−1H1(λ)H0(λ)−1β0(λ)(f, g),
R3(λ)

fg
b

 := T0(·, 0, λ)
(
E
I
)
H0(λ)
−1β1(λ)(f, g, b),
R4(λ)
(
f
g
)
:=
∫ ·
0
F1(·, y, λ)K(y)−1
(
f(y)
g(y)
)
dy,
β1(λ)(f, g, b) := b + (D,−I)
∫ l
0
F1(l, y, λ)K(y)
−1
(
f(y)
g(y)
)
dy
+ (F,G)
∫ ·
0
T0(·, y, λ)K(y)−1
(
f(y)
g(y)
)
dy.
Remark 4.15 Suppose h0(λ) 6= 0 for all λ ∈   within the stripe |Reλ− α| < r,
with some α ∈  and r > 0. Because h0 is an exponential polynomial of the form
(4.24) Remark 4.10 implies that for δ < r
inf
λ∈   ,|Reλ−α|≤δ
|h0(λ)| > 0.
Hence the assumption of our previous Lemma is satisfied.
Remark 4.16 Consider the problem with static boundary conditions
(H1)


∂
∂t
(
u(t, x)
v(t, x)
)
+K(x)
∂
∂x
(
u(t, x)
v(t, x)
)
+ C(x)
(
u(t, x)
v(t, x)
)
= 0,
u(t, 0) = Ev(t, 0) and v(t, l) = Du(t, l)
for x ∈ ]0, l[ and t > 0. The phase space for (H1) we consider are X1 =
Lp([0, l],   n) or X1 = C([0, l],  
n) as for (H0). Let T
t
1 : X1 → X1 denote the
C0 semigroup for (H1) and T
t : X → X the semigroup corresponding to (H) with
F = 0 and G = 0 in the extended phase space Xp or Y . Then for t ≥ 0 we have
T t(u, v, 0) = (T t1(u, v), 0). The resolvent formula for (H1) is identical to that of
(H0) in (4.10) with T0 simply replaced by T and H0 replaced by H˜ with F = 0
and G = 0. We define the characteristic function for (H1) to be h˜ which we have
defined in (4.23) for (H). If A1 denotes the generator for (H1) and A the generator
for problem (H) with F = 0 and G = 0 then
R(λ,A1)(f, g) = ΠR(λ,A)(f, g, 0).
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Example 4.17 As a first example we consider a simple linear model for the pul-
sation of distributed feedback (DFB) semiconductor lasers: For t > 0 and x ∈ ]0, l[
(4.27)


∂tψ1(t, x) = vgr (−∂xψ1(t, x) + β(x)ψ1(t, x) + κ1(x)ψ2(t, x))
∂tψ2(t, x) = vgr (∂xψ2(t, x) + β(x)ψ2(t, x) + κ2(x)ψ1(t, x))
ψ1(t, 0) = r0ψ2(t, 0) ψ2(t, l) = rlψ1(t, l)
.
Recall from section 3.2 that ψ1 and ψ2 denote the slowly varying complex ampli-
tudes of the forward and backward traveling waves of the electric field, l > 0 is
the length of the laser, κ1 and κ2 are complex coupling coefficients, vgr is the con-
stant group velocity, β is a propagation constant and r0, rl are complex reflection
coefficients at the left and right facet of the laser. The semiconductor laser is com-
posed of several (typically two or three) different laser sections. Hence the spatially
dependent coefficients κ1(x), κ2(x) and β(x) possess several discontinuities at the
junctions of each laser section. For κ1 ≡ κ2 ≡ 0 (4.27) describes the so called
Fabry Perot laser which corresponds to the reduced system (H0) to (4.27). The
characteristic equation for the reduced system is
h0(λ) =
1
2
log(r0rl)vgrl
−1 + l−1
∫ l
0
β(x) dx.
The eigenvalues of the Fabry Perot laser (zeros of h0) are
λ =
1
2
log(r0rl)l
−1vgr + l−1
∫ l
0
β(x) dx+ 2piiz (z ∈   ).
In dimensionless variables vgr, l and β become of order one, see section 3.2. Ac-
cording to condition (HII) we require that
β ∈ L∞(]0, l[ ,   ) and κ1, κ2 ∈ BV ([0, l],   ).
According to Remark 4.16 system (4.27) can be considered as a special case for (H),
where the right boundary condition ψ2(t, l) = rlψ1(t, l) is replaced by ∂t(ψ2(t, l) −
rlψ1(t, l)) = 0 (F = 0 and G = 0). Because the boundary conditions are static,
(4.27) can be considered as an abstract evolution equation in Lp(]0, l[,   2), 1 ≤
p < ∞, or C([0, l],   2). Let f(λ) denote the characteristic equation to (4.27) and
h(λ) be the characteristic equation when (4.27) is written in the augmented form
(H). According to Lemma 4.12 the eigenvalues of (4.27) lie in a strip. Since
h˜(λ) = f(λ) Lemma 4.8 yields for sufficiently large λ
|f(λ)− h0(λ)| ≤ c
λ
.
In Figure 3 we have calculated the spectrum of (4.27) using LDSL tool [53, 55, 79]
under physical realistic parameter constellations.
42
−0.5
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
−30 −20 −10 0 10 20 30
2I
m
(O
me
ga
), 1
e1
1/s
Relative wavelength, nm
Eigenvalues of H(N)
Figure 3: Spectrum of the traveling wave operator (4.27) calculated using LDSL.
Here the horizontal axis corresponds to the imaginary axis and the vertical axis to
the real axis. Two modes are close to the imaginary axis.
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Example 4.18 Consider the Carleman model (3.25). For d ∈  (3.25) has the
homogenous equilibrium state u = v = d. We study the linearization of (3.25) in
this equilibrium
1√
2
(∂tu+ ∂xu) =2dv − 2du,(4.28)
1√
2
(∂tv − ∂xv) =2du− 2dv.
Then after straightforward calculations we get the following expression for the char-
acteristic function h˜:
h˜(λ) = λ
exp
“
l
√
λ(λ+4
√
2d)
”
−exp
“
−l
√
λ(λ+4
√
2d)
”
√
λ(λ+4
√
2d)
.
Here
√
λ(λ+ 4
√
2d) denotes one of the complex square roots of λ(λ + 4
√
2d). It
does not matter which one chooses because the expression for h˜ is not affected when
one changes the sign of
√
λ(λ+ 4
√
2d). The zeros of h˜ are given by the set
σ =
{
−2√2d
(
1±
√
1− pi2
8d2l2
z2
)
| z ∈  
}
∪ {0} .
The characteristic function h0 of the reduced system is h0(λ) = exp
(
l(λ + 2
√
2d)
)−
exp
(−l(λ+ 2√2d)). The spectrum σ0 of the reduced system which is asymptoti-
cally close to σ according to (4.22) is
σ0 =
{
−2
√
2d+ i
pi
l
z | z ∈  
}
.
Here we have γ+ = γ− = −2
√
2d The spectrum σ is shown in figure 4. Since the
root λ = 0 is of order one Theorem 4.5 implies that the eigenvalue 0 has algebraic
multiplicity one. Moreover we have that
sup
λ∈σ\{0}
Reλ < 0.
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Figure 4: The Carleman spectrum for d = 0.5 and l = 1
45
5 Exponential dichotomy / spectral gap map-
ping
In Lemma 4.12 we have seen that the closed, densely defined linear operator A
corresponding to (H) always has a spectral gap near γ+, that is for γ > γ+ there
exists η > 0 so that
{λ ∈   | γ − η < Reλ < γ} ⊂ ρ(A),
and there exist only finitely many eigenvalues (of finite algebraic multiplicity) λ
with
(5.1) Reλ ≥ γ.
For such γ let pi1 denote the spectral projection of A corresponding to the finite
system of eigenvalues satisfying (5.1) and denote pi2 := I − pi1. Recall that due to
operational calculus the projections satisfy pi21 = pi1, pi
2
2 = pi2, pi1pi2 = pi2pi1 = 0,
piiD(A) ⊂ D(A) and piiAx = Apiix, x ∈ D(A), i = 1, 2. This means that the
chosen function space X decomposes into X = X1 ⊕ X2, where X1 = pi1(X) is
finite dimensional and X2 = pi2(X), the spaces X1 and X2 are invariant under
A and the semigroup eAt of (H), i.e. A(D(A) ∩ X1) ⊂ X1, eAtX1 ⊂ X1 and
A(D(A)∩X2) ⊂ X2, eAtX2 ⊂ X2. If Ai denotes the restriction of A on D(A)∩Xi,
i = 1, 2, then it is easy to see that Ai is a closed, densely defined operator in Xi,
that generates a C0 semigroup of bounded operators on Xi (by the Hille Yosida
theorem), and the semigroup eAt decomposes into eAt = eA1tpi1 + e
A2tpi2.
Now the important question arises what information the location of the spec-
trum σ(A) gives about the asymptotic behaviour of the solutions. In other words:
How does the spectrum of A, which is estimated in Lemma 4.12 and can be easily
calculated numerically from the zeros of h in a finite region of the complex plane,
relate to the spectrum of the semigroup eAt. For example, if
sup {Reλ | h(λ) = 0} < 0
one would want to conclude that
sup{|λ| | λ ∈ σ(eAt)} < 1 (t > 0)
which yields exponential stability (by Proposition 5.11), i.e. there exist constants
M > 0 and α < 0 so that ∥∥eAt∥∥ ≤Meαt for t ≥ 0.
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Moreover, one needs to relate a spectral gap for A (exponentially) to a spectral gap
of eAt, so that one gets two exponential rates according to the location of the gap
for decay or growth on X1 and X2. This is of basic importance for existence and
smoothness of invariant manifolds, using a persistence theorem (see section 8.1),
where the presence of a spectral gap for eAt (also called normal hyperbolicity) is
required. For this one usually applies a spectral mapping property:
Definition 5.1 (Spectral mapping property) The semigroup eAt has the spec-
tral mapping property if for t > 0
(SMP) σ(eAt) \ {0} = eσ(A)t.
But we note, that we only need a spectral gap mapping property:
Definition 5.2 (Spectral gap mapping property) The semigroup eAt has the
spectral gap mapping property if for t > 0 and a < b
(SGM)   a,b ⊂ ρ(A) ⇔ e   a,bt ⊂ ρ(eAt).
Obviously (SMP) implies (SGM), but the converse is, as we will see, false for (H)
(see section 5.2). Although in applications for invariant manifolds (SMP) is usually
known, it does not hold in general for unbounded generators of C0 semigroups. It
is known that a strongly continuous semigroup has (SMP) if it belongs to one of
the following classes of semigroups [20, 41]:
ı) eventually norm continuous semigroups,
ıı) eventually compact semigroups,
ııı) eventually differentiable semigroups,
ıv) analytic semigroups (parabolic equations),
v) uniformly continuous semigroups.
A main difficulty we are dealing with is that the hyperbolic system (H) is only
C0 and does not posses one of the regularizing properties ı)-v) unless one restricts
to trivial cases. Hence for (H) it is not obvious how the spectrum of A is related to
the spectrum of eAt. In fact we will see in section 5.2 by giving a simple example
that (SMP) is violated for (H), in general. Moreover, a remarkable counterexample
found by M. Renardy [62, 41, 45], a lower order derivative perturbation of a two
dimensional wave equation with periodic boundary condition, namely the system{
utt = uxx + uyy + e
iyux, (x, y) ∈  2,
u(x+ 2pi, y) = u(x, y), u(x, y + 2pi) = u(x, y),
is known, where the spectrum consists only of eigenvalues on the imaginary axis
but the growth bound (see Def. 5.9) is greater or equal to 1
2
. In other words in two
space dimensions both (SGM) and (SMP) fail.
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It is well known that the failure of the spectral mapping property is com-
pletely determined by the continuous spectrum, see [49, Theorem 2.4, Theorem
2.5, p.46-47]. Hence in the counterexample of Renardy, and also in section 5.2, the
semigroup has nonempty continuous spectrum which is not exponentially related
to the spectrum of its generator (it contains point spectrum only).
This shows that one has to be extremely careful when one investigates the
asymptotic behaviour of hyperbolic PDEs. Just the location of the spectrum does
not give the sought information, in general.
Hence it is important to investigate the relation of the spectrum of A and eAt
for the hyperbolic system (H). A result into this direction has been obtained by
Neves, Ribeiro and Lopes [48] in the context of Lp spaces with 1 ≤ p <∞. Their
main result [48, Theorem A] is that for the semigroups eAt and eA0t in the space Xp
(see (4.1)) with 1 ≤ p <∞, where A0 is the generator of the reduced system (H0),
the difference eAt−eA0t : Xp → Xp is compact (here eA0t is trivially extended from
Lp to Xp by setting the boundary d = 0). This implies from a well known fact
that the essential spectral radii of eAt and eA0t must coincide. By showing that
the essential spectral radius of eA0t is equal to eγ+t they conclude ([48, Theorem
B])
Theorem 5.3 ı) For any γ > γ+ the set σ(A) ∩ {λ | Reλ ≥ γ} is finite,
ıı) If |z| > eγ+t then z belongs to the spectrum of eAt if and only if z = eλt for
some λ ∈ σ(A),
ııı) If γ > γ+ and there is no solution of h(λ) = 0 satisfying Re(λ) = γ then
‖T (t)pi2‖Xp ≤ ceγt, t ≥ 0.
Our main result in this section, which is more general than Theorem 5.3, is the
following Theorem:
Theorem 5.4 (Spectral gap mapping theorem) Let a < b, a, b ∈  , X =
Xp for p ∈ [1,∞[ or X = Y . Then for t > 0 (SGM) holds for (H):
  a,b ⊂ ρ(A) if and only if {λ ∈   | eat < |λ| < ebt} ⊂ ρ(eAt).
It will become obvious (see section 5.3) that Theorem 5.4 is equivalent to the
following Theorem on exponential dichotomy (see Def. 5.14 for the notion of (α, β)
exponential dichotomy):
Theorem 5.5 (Exponential dichotomy) Let α ≤ β, α, β ∈  . System (H) is
(α, β) exponentially dichotomous in the spaces Y and Xp, p ∈ [1,∞[, if and only
if there exists δ > 0 so that h(λ) 6= 0 for λ ∈   with α− δ < Reλ < β + δ. In this
case the exponential rates are independent on p ≥ 1.
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As an immediate consequece of Theorem 5.4 we get
Corollary 5.6 Growth bound and spectral bound of (H) coincide:
ω(A) = s(A).
As another special consequence we get the following improvement of Theorem 5.3
(we will see that in ııı) the constant c is independent on p and the exponential
rate also holds in L∞ or Y .)
Theorem 5.7 Let X = Xp for p ∈ [1,∞] or X = Y . Let γ > γ+ be such that
h(γ + is) 6= 0, s ∈  . Let pi1 be the spectral projection according to the finite
eigenvalues λ with Reλ ≥ γ, pi2 := I − pi1 and Ai be the restriction of A to the
invariant subspace pii(X), i = 1, 2. For all γ1 > γ and γ+ < γ2 < γ such that
{λ ∈   | γ2 ≤ Reλ ≤ γ1} ⊂ ρ(A) there exist constants c1 > 0 and c2 > 0, which
are independent on the choice of X (i.e. independent on p ≥ 1), so that for t ≥ 0
(5.2)
∥∥e−A1t∥∥L(pi1(X)) ≤ c1e−γ1t and ∥∥eA2t∥∥L(pi2(X)) ≤ c2eγ2t.
In particular we have: If |z| > eγ+t then z belongs to the spectrum of eAt if and
only if z = eλt for some λ ∈ σ(A).
As we have already pointed out in the introduction of this work our main The-
orems 5.4 and 5.5 are obtained not only in the spaces Xp (L
p) (1 ≤ p < ∞), but
in the smaller space Y with the stronger sup norm, which is needed for nonlinear
problems. Semilinear hyperbolic systems of class (SH) do not form a smooth semi-
flow in Lp or Xp for 1 ≤ p <∞, but in the smaller admissible subspace Y equipped
with the sup norm. The reason being that nonlinear Nemytskij operators are not
differentiable from the large Lp space into itself. Because it is possible to expand
the Nemytskij operator as a map from the “small” space Y into L∞, we will be
able to make conclusions on the asymptotic behaviour for the nonlinear system
by locating spectral properties of the generator of the linearized system only. In
sections 7-8 our main results Theorems 5.4 and 5.5 for the smaller space Y will be
the basis to prove linearized stability and the existence of smooth center manifolds
at equilibria for semilinear hyperbolic systems when the usual assumptions on the
location of the spectrum of the generator for the linearization are known.
We prove Theorems 5.4 and 5.5 by using the theory of Kaashoek, Lunel and
Latushkin [36, 42] together with the resolvent estimates (4.26). First we introduce
some basic notions and propositions and recall the general results of Kaashoek,
Lunel and Latushkin in section 5.1. Then we note in section 5.2 a simple examples
which shows that (SMP) is not true for (H) and prove the main Theorems 5.4 and
5.5 in section 5.3.
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5.1 General abstract theory: Growth rate, spectral gap,
characterization of exponential dichotomy in terms of
the resolvent (results of Kaashoek, Lunel and Latushkin)
In this section A will denote the infinitesimal generator of a C0 semigroup e
At =
T (t) of bounded linear operators on a Banach space X.
We have the following spectral inclusion theorem [41, Theorem 2.6, p.25]
Theorem 5.8 (Spectral inclusion) For t ≥ 0
etσ(A) ⊂ σ(eAt).
Definition 5.9 The growth bound ω(A), also denoted ω(eAt), is defined through
ω(A) := inf
{
ω ∈  | there exists a positive number M = M(ω)
such that
∥∥eAt∥∥ ≤Meωt for t ≥ 0}.
Definition 5.10 The spectral bound s(A), also denoted s(eAt), is defined by
s(A) := sup {Re z | z ∈ σ(A)} .
By Gelfand’s theorem for the spectral radius one has the following [73, Proposition
1.2.2.]
Proposition 5.11 For all t0 > 0 one has
ω(A) =
log r
(
eAt0
)
t0
= lim
t→∞
log
∥∥eAt∥∥
t
.
Here r
(
eAt0
)
denotes the spectral radius of eAt0 .
Remark 5.12 It follows from Theorem 5.8 and Proposition 5.11 that
s(A) ≤ ω(A).
The counterexample of Renardy [62] shows that s(A) must not equal ω(A) for
hyperbolic PDEs.
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Definition 5.13 We say that the C0 semigroup T (t) has an (α, β) gap, where
α, β ∈  and α ≤ β, if there exists a continuous projection P : X → X so that
for all t ≥ 0 one has PT (t) = T (t)P , i.e. there exists a direct sum decomposition
X = X1 ⊕X2, X2 = P (X), X1 = (I − P )(X), of T (t) closed invariant subspaces,
such that for the restrictions
T t1 := T (t)|X1 and T
t
2 := T (t)|X2
the following properties hold
ı) ω(T t1) < α,
ıı) (T t2)t≥0 extends to a C0 group (T
t
2)t∈   on X2 so that ω((T
−t
2 )t≥0) < −β.
The next definition is a variant of Def. 5.13 using the generator: Let A be the
generator of a C0 semigroup in X. Suppose there exists a (bounded) projection
P : X → X such that PD(A) ⊂ D(A) and PAx = APx for x ∈ D(A). This
means that A is completely reduced by P , i.e. X = X1 ⊕ X2, where X2 = P (X)
and X1 = (I − P )(X), A maps D(A) ∩X1 into X1 and D(A) ∩ X2 into X2, and
A = A1(I − P ) + A2P , where A1 = A|X1 , A2 = A|X2 , D(A1) = D(A) ∩ X1,
D(A2) = D(A) ∩X2, D(A) = D(A1) ⊕ D(A2). From the Hille Yosida theorem it
follows that A1 and A2 are generators of C0 semigroups on X1 and X2, respectively.
Definition 5.14 We say A is (α, β) exponentially dichotomous, where α, β ∈ 
and α ≤ β, if −A2 is the generator of a C0 semigroup (i.e. eA2t extends to a group)
and
ı) ω(A1) < α,
ıı) ω(−A2) < −β.
Remark 5.15 In the literature a semigroup T (t) is called hyperbolic if it has a
(0, 0)-gap. A generator A is said to be exponentially dichotomous if it is (0, 0)
exponentially dichotomous, see [36].
Remark 5.16 The projections P in Def. 5.13 and Def. 5.14 are unique and there-
fore they coincide. They are called the separating projections for A.
Indeed, Remark 5.16 is readily verified:
Proof: Let P and P˜ be projections, Q := I − P , Q˜ := I − P˜ , satisfying the
conditions of Def. 5.13 or Def. 5.14, i.e. X = X1⊕X2 = X˜1⊕X˜2, where X2 = P (X),
X˜2 = P˜ (X), X1 = Q(X), X˜1 = Q˜(X) are all invariant under e
At and both
T t2 = e
At
|X2 and T˜
t
2 = e
At
|X˜2 extend to groups on X2 and X˜2, respectively, where
ω((T−t2 )t≥0) < −β, ω((T˜−t2 )t≥0) < −β and ω((T t1)t≥0) < α, ω((T˜ t1)t≥0) < α. Thus
there exists a constant K > 0 such that∥∥T t1Qx∥∥ ≤ Keαt ‖Qx‖ , ∥∥T t2Px∥∥ ≥ K−1eβt ‖Px‖ ,
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∥∥T−t2 Px∥∥ ≤ Ke−βt ‖Px‖ for x ∈ X, t ≥ 0,
and the same relations hold for T˜ t1, T˜
t
2 , P˜ , Q˜ instead of T
t
1, T
t
2, P and Q. This
implies X1 = X˜1. Indeed, suppose there would exist x ∈ X˜1 \X1, i.e. P˜ x = 0 but
Px 6= 0. This yields the contradiction
Keαt ‖x‖ ≥
∥∥∥T˜ t1x∥∥∥ = ∥∥eAtx∥∥ = ∥∥T t2Px+ T t1(I − P )x)∥∥ ≥ ∣∣∥∥T t2Px∥∥− ∥∥T t1(I − P )x∥∥∣∣
≥ K−1eβt ‖Px‖ −Keαt ‖(I − P )x‖ for t sufficiently large.
To verify X2 = X˜2, suppose there existed x ∈ X˜2 \X2, i.e. Qx 6= 0 and Q˜x = 0.
Since eAt is invertible on X˜2 and X2 we can define(
e−AtQx
)
:= T˜−t2 x− T−t2 Px for t ≥ 0,
which satisfies eAt
(
e−AtQx
)
= Qx and
∥∥e−AtQx∥∥ ≤ 2Ke−βt (‖x‖+ ‖Px‖). But(
e−AtQx
) ∈ X1 (from PQx = PeAt (e−AtQx) = eAtP (e−AtQx) = T t2P (e−AtQx)
the assumption P
(
e−AtQx
) 6= 0 would imply the contradiction 0 < ∥∥P (e−AtQx)∥∥ ≤∥∥T−t2 ∥∥ ‖PQx‖ = 0 ) and therefore letting t→∞ in
‖Qx‖ = ∥∥T t1e−AtQx∥∥ ≤ Keαt ∥∥e−AtQx∥∥ ≤ 2K2e(α−β)t (‖x‖+ ‖Px‖)
yields a contradiction. 
We have the following observation
Theorem 5.17 Let α, β ∈  , α ≤ β. Then the following statements are equiva-
lent:
ı) A is (α, β) exponentially dichotomous,
ıı) eAt has a (α, β)-gap,
ııı) for all t > 0 the set G(t) := {λ ∈   | eαt ≤ |λ| ≤ eβt} is contained in the
resolvent set of eAt,
ıv) there exists t0 > 0 so that {λ ∈   | eαt0 ≤ |λ| ≤ eβt0} is contained in the
resolvent set of eAt0 .
If one of the conditions ı)− ıv) holds true, then the splitting projection P is given
by the Riesz projection
(5.3) (I − P ) = 1
2pii
∫
|z|=r
(
zI − eAt)−1 dz,
where r ∈ [eαt, eβt].
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Proof: ı) ⇔ ıı) is plain.
ıı) ⇒ ııı): By Proposition 5.11 we have r(T t1) = sup {|z| | z ∈ σ(T t1)} = etω(T t1 ) <
eαt and r(T−t2 ) = e
tω(T−t
2
), which yields
inf
{|z| | z ∈ σ(T t2)} = 1r(T−t2 ) = e−tω(T
−t
2
) > eβt.
Because P completely reduces eAt we have σ(eAt) = σ(T t1) ∪ σ(T t2) which implies
ııı).
ıv) ⇒ ıı) Put Q = 1
2pii
∫
γ
(
zI − eAt0)−1 dz, where γ is a simple closed loop in G(t0),
and P = I −Q . Then for x ∈ X and t ≥ 0
QeAtx =
1
2pii
∫
γ
(
zI − eAt0)−1 eAtx dz = 1
2pii
∫
γ
eAt
(
zI − eAt0)−1 x dz = eAtQx.
Thus X1 = Q(X) and X2 = P (X) are e
At invariant and r(T t01 ) < e
αt0 if Q 6= 0
and r((T t02 )
−1) < e−βt0 if P 6= 0, where T t1 := eAt|X1 and T t2 := eAt|X2 . From Proposi-
tion 5.11 we get ω((T t1)t≥0) =
log r(T
t0
1
)
t0
< α and ω((T−t2 )t≥0) =
log r((T
t0
2
)−1)
t0
< −β, if
(T t2)t≥0 extends to a C0 group onX2: For θ ∈ [0, 1] we put T−θt02 :=
(
T t02
)−1
T
t0(1−θ)
2 .
Then T−θt02 T
θt0
2 = T
θt0
2 T
−θt0
2 = I, i.e. T
θt0
2 is invertible. Thus for each n ∈   and
θ ∈ [0, 1] the linear map T nθt02 is invertible which implies that T t2 extends to a
group on X2. 
Since the semigroup eAt is usually unknown in applications it is an important
question how to characterize the (α, β) gap condition on eAt in terms of the known
generator A only. If
(5.4) {λ ∈   | α ≤ Reλ ≤ β} ⊂ ρ(A),
and (SMP) is known, then Theorem 5.17 implies that A is (α, β) exponentially
dichotomous. If (SMP) is not known and if X is a Hilbert space then the Gearhart-
Herbst theorem implies that A is (α, β) exponentially dichotomous if and only if
(5.4) holds and the resolvent of A is bounded on the stripe {λ ∈   | α ≤ Reλ ≤ β}.
If X is not a Hilbert space then the boundedness of the resolvent is necessary but
not sufficient to guarantee that eAt has an (α, β)-gap [41, Example 2.22]. The
theory of Kaashoek, Lunel and Latushkin gives necessary and sufficient conditions
on the resolvent of A which characterize the (α, β)-gap. The basic idea is to use
the Laplace inversion formula to characterize the growth rate of the semigroup in
terms of the resolvent. For this recall that the resolvent is given by the Laplace
transform of the semigroup [49]:
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Theorem 5.18 Let M > 0 and ω ∈  be such that ∥∥eAt∥∥ ≤Meωt. Then
R(λ,A) =
∫ ∞
0
e−λteAt dt for Reλ > ω.
By inverting the Laplace transform one has the following (see [49, Lemma 7.1] and
[49, Corollary 7.5])
Theorem 5.19 Suppose
∥∥eAt∥∥ ≤ Meωt. Let ρ > max(0, ω(A)). If x ∈ D(A2),
then
(5.5) eAtx =
1
2pii
∫ ρ+i∞
ρ−i∞
estR(s, A)x ds.
The Laplace inversion formula (5.5) still holds for all x ∈ X if one replaces the
integral by weaker integration using Cesaro means of order 1 (see Def. 12.1):
Theorem 5.20 [29, Theorem 11.6.2, p. 350] For each x ∈ X, t > 0 and ρ >
max(0, ω(A))
eAtx =
1
2pii
(C, 1)−
∫ ρ+i∞
ρ−i∞
estR(s, A)x ds(5.6)
=
1
2pi
lim
τ→∞
∫ τ
−τ
e(ρ+iν)tR(ρ + iν, A)x
(
1− |ν|
τ
)
dν.
Remark 5.21 The representation formulas (5.6) and (5.5) are valid for ρ > ω(A)
even if ω(A) < 0 (apply Theorem 5.20 to αI + A for α > 0 sufficiently large).
We next state the main result of [36, 0.2 Theorem]. For this we need to explain
some notations first. The symbol S denotes the Schwartz space of rapidly decreas-
ing functions equipped with the family of seminorms supx∈   |xkϕ(q)(x)|, k, q ∈   ,
that makes S a locally convex topological Hausdorff space. Let S∗ denote the
topological dual of S and 〈·, ·〉 the dual pairing on S∗ × S, i.e. for s∗ ∈ S∗ and
ϕ ∈ S 〈s∗, ϕ〉 := s∗(ϕ). The space S∗ is called the space of tempered distributions.
Any polynomially bounded equivalence class of measurable functions f :  →  
can be identified uniquely with an element in S∗ by 〈f, ϕ〉 = ∫∞−∞ f(ν)ϕ(ν) dν. Let
F denote the Fourier transform on the Schwartz space,
(F g) (w) :=
1
2pi
∫ ∞
−∞
eiwνg(ν)dν for g ∈ S,
which is continuous and bijective from S onto S with inverse
(
F−1g
)
(t) =
∫ ∞
−∞
e−iωtg(ω) dω.
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Theorem 5.22 The semigroup eAt is hyperbolic if and only if
ı)There exists an ω > 0 such that {λ ∈   | |Reλ| < ω} ⊂ ρ(A),
ıı) sup
|Reλ|<ω
‖R(λ,A)‖ <∞,
ııı)(C, 1)−
∫ ∞
−∞
R(ρ + iν, A)x dν exists for each x ∈ X and |ρ| < ω,
ıv)For each |ρ| < ω there exists a constant Kρ > 0 such that for all
x ∈ X, x∗ ∈ X∗, the function r(·, ρ, x, x∗) :  →   , defined by
r(ν, ρ, x, x∗) = x∗R(ρ+ iν, A)x,
satisfies
|〈r(·, ρ, x, x∗), ϕ〉S∗| ≤ Kρ ‖x‖ ‖x∗‖
∥∥F−1ϕ∥∥
L1(   )
for all ϕ ∈ S.(5.7)
Since r(·, ρ, x, x∗) is bounded it can be identified with a tempered distribution in
S∗. The Fourier transform on S∗ is defined as the adjoint of the Fourier transform
F : S → S of Schwartz functions and denoted with the same symbol F. Since S is
dense and (L1)∗ ' L∞ (5.7) means that the Fourier transform Fr(·, ρ, x, x∗) of r
in the sense of distributions can be identified with a bounded measurable function
and the inequality
(5.8) ‖Fr(·, ρ, x, x∗)‖L∞ ≤ Kρ ‖x‖ ‖x∗‖
holds (from the inversion formula (5.6) it follows that t 7→ Fr(·, ρ, x, x∗)(t) is
continuous).
Theorem 5.22 is a consequence of the following characterization of the growth
bound [36, 2.1 Theorem]:
Theorem 5.23 The growth bound ω(A) is the infimum of the real numbers ρ
satisfying the following conditions:
ı)σ(A) ⊂ {λ ∈   | Reλ < ρ} ,
ıı) sup
Reλ≥ρ
‖R(λ,A)‖ <∞,
ııı)(C, 1)−
∫ ∞
−∞
R(ρ + iν, A)x dν exists for each x ∈ X,
ıv)for each x ∈ X, x∗ ∈ X∗,
the function r(·, ρ, x, x∗) :  →   , defined by
r(ν, ρ, x, x∗) = x∗R(ρ+ iν, A)x,
satisfies
|〈r(·, ρ, x, x∗), ϕ〉S∗| ≤ Kρ ‖x‖ ‖x∗‖
∥∥F−1ϕ∥∥
L1(   )
for all ϕ ∈ S.
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Remark 5.24 Conditions ı)−ııı) imply (see [36, 2.3. Lemma]) the representation
formula (5.6) for the semigroup. Therefore
e−ρteAtx =
1
2pi
(C, 1)−
∫ ∞
−∞
eiνtR(ρ+ iν, A)x dν.
Hence ıv) and (5.8) imply (it is not difficult to see that the Fourier transform in
the (C, 1) sense coincides with the Fourier transform on S∗)
e−ρt
∥∥eAtx∥∥ = sup
x∗∈X∗,‖x∗‖=1
|(Fr(·, ρ, x, x∗)) (t)| ≤ Kρ ‖x‖ .
Thus ıv) yields the growth bound ∥∥eAt∥∥ ≤ Kρeρt.
Remark 5.25 Latushkin and Shvydkoy have shown recently [42, Theorem 2.7] that
the integrability condition ııı) is a consequence of ıv). Thus ııı) can be dropped.
Next we give a characterization of (α, β) exponential dichotomy which is slightly
more general than Theorem 5.22. The proof is basically the same as for Theo-
rem 5.22.
Theorem 5.26 A is (α, β) exponentially dichotomous, α ≤ β, if and only if there
exists an δ > 0 such that
ı) ρ(A) ⊃   α−δ,β+δ,
ıı) sup
λ∈   α−δ,β+δ
‖R(λ,A)‖ <∞,
ııı) (C, 1)−
∫ ∞
−∞
R(ρ + iν, A)x dν exists for each x ∈ X and α− δ < ρ < β + δ,
ıv)For each α− δ < ρ < β + δ there exists a constant Kρ > 0 such that
for all x ∈ X, x∗ ∈ X∗, the function r(·, ρ, x, x∗) :  →   , defined by
r(ν, ρ, x, x∗) = x∗R(ρ + iν, A)x,
satisfies
|〈r(·, ρ, x, x∗), ϕ〉S∗| ≤ Kρ ‖x‖ ‖x∗‖
∥∥F−1ϕ∥∥
L1(   )
for all ϕ ∈ S.
5.2 Failure of the spectral mapping property for hyper-
bolic systems
In this section we give a simple example which shows that (H) does in general not
possess the spectral mapping property
(SMP) σ(eAt) \ {0} = eσ(A)t for t > 0.
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However, recall that we have shown in Theorem 5.4 that (H) has a spectral gap
mapping property,
(SGM)   a,b ⊂ ρ(A) ⇔ e   a,bt ⊂ ρ(eAt).
In particular (SGM) implies that growth and spectral bound (see Def. 5.9-5.10)
coincide. In comparison, the counterexample [62] by Renardy shows that (SGM)
fails for hyperbolic PDEs in two space dimensions.
Consider the following system of size two in the Banach space X = C([0, l],   2)
or X = Lp([0, l],   2), 1 ≤ p <∞: For t > 0 and x ∈ [0, 1]
(E)


∂t
(
u(t, x)
v(t, x)
)
=
(−∂x c
0 ∂x
)(
u(t, x)
v(t, x)
)
,
u(0) = r0v(0),
v(1) = r1u(1),
where
(5.9) 0 6= r0r1 6= 1, c 6= 0.
We calculate the characteristic function of (E). Let T be the associated funda-
mental solution (see (4.4)) of (E). A formula for T is
T (x, y, λ) =
(
e−λ(x−y) c
2λ
(
e−λ(x−y) − eλ(x−y))
0 eλ(x−y)
)
.
Hence a formula for the characteristic function h˜(λ) is
h˜(λ) = (−r1, 1)T (1, 0, λ)
(
r0
1
)
= h0(λ)− c r1
2λ
(
e−λ − eλ) ,
where
h0(λ) = −r0r1e−λ + eλ.
For k ∈   let
λk :=
log(r0r1)
2
+ i2pik
be the eigenvalues of the reduced system (H0),
h0(λk) = 0.
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Due to (5.9)
h˜(λk) = −c r1
2λk
(
e−λk − eλk) = −c r1
2λk
(
1− r0r1√
r0r1
)
6= 0
and hence
(5.10) λk ∈ ρ(A) for all k ∈   .
Lemma 4.13 implies that there exists a sequence (zk)k∈   with
h˜(zk) = 0 and lim
k→∞
|zk − λk| = 0.
By spectral inclusion (Theorem 5.8)
ezk ∈ σ(eA).
Because limk→∞ ezk =
√
r0r1 and the spectrum of e
A is closed it follows that
√
r0r1 = e
λk ∈ σ(eA)
although (5.10) holds. Hence (SMP) fails for (E).
A different way (without applying Lemma 4.13) to see the failure of (SMP) for
(E) is to calculate the resolvent R(λ,A) = (λI − A)−1 of (E) in order to see that
(5.11) R(λk, A) is unbounded.
A formula for the resolvent is
R(λ,A)
(
f
g
)
(x) = T (x, 0, λ)
(
r0
1
)
1
h˜(λ)
(r1,−1)
∫ 1
0
T (1, y, λ)
(
f(y)
−g(y)
)
dy
+
∫ x
0
T (x, y, λ)
(
f(y)
−g(y)
)
dy.
For k ∈   let
fk(x) := e
−i2pikx.
We have
‖fk‖X = 1 for k ∈
 
.
Put (
uk
vk
)
:= R(λk, A)
(
fk
0
)
.
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A formula for vk is
vk(x) = −(r0r1)x2 ei2pikxλk 2
c
1
1− r0r1
∫ 1
0
(r0r1)
y
2 dy.
Hence we see that
‖R(λk, A)‖L(X) ≥ ‖vk‖X = |λk|
2
|c|
1
|1− r0r1|
∣∣∣∣
∫ 1
0
(r0r1)
y
2 dy
∣∣∣∣ ∥∥(r0r1)x2 ∥∥X |k|→∞−→ ∞.
This proves (5.11) and implies that
√
r0r1 = e
λk ∈ σ(eA)
by using the following well known Proposition (see for example [73]):
Proposition 5.27 If µk = λ+ i
2pik
t
∈ ρ(A) for k ∈   and R(µk, A) is unbounded,
then eλt ∈ σ(eAt).
To see Proposition 5.27 we note an elementary formula which relates R(λ,A) and
R(eλt, eAt): It is easy to see that for t ≥ 0 and x ∈ X
(5.12)
∫ t
0
eAsx ds ∈ D(A) and A
(∫ t
0
eAsx ds
)
= eAtx− x.
If we apply formula (5.12) to the semigroup e−λtT (t) generated by A− λ we get
(λI − A)
∫ t
0
eλ(t−s)eAsx ds = (eλt − eAt)x for x ∈ X.
Hence we have∫ t
0
eλ(t−s)eAs ds (λI − A)x = (eλt − eAt)x for x ∈ D(A).
If eλt ∈ ρ(eAt) then (by spectral inclusion Theorem 5.8), λ ∈ ρ(A) and we get
(5.13) R(eλt, eAt)
∫ t
0
eλ(t−s)eAs ds = R(λ,A).
From (5.13) we see: If eλt ∈ ρ(eAt) then the sequence R(µk, A) is bounded.
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5.3 Proof of the spectral gap mapping / exponential di-
chotomy theorem for hyperbolic systems
In this section we prove Theorem 5.5 by showing that the conditions of Theo-
rem 5.26 are fulfilled under the assumptions of Theorem 5.5. Hence we assume the
following:
(A): α ≤ β and δ > 0 are such that h(λ) 6= 0 for λ ∈   α−δ,β+δ.
Under this assumption we have to show that the conditions of Theorem 5.26 are
fulfilled when X is the Banach space X = Y and X = Xp, and A is the generator
corresponding to system (H).
From (A) it follows that
h0(λ) 6= 0 for λ ∈   α−δ,β+δ.
Indeed, if there existed λ0 ∈   α−δ,β+δ with h0(λ0) = 0 then h0 would have infinitely
many zeros λ with Reλ = Reλ0. From this we would conclude similar as we deed
for Lemmas 4.8 and 4.13 that h had a zero in   α−δ,β+δ.
Relation (4.8) directly implies condition ı) of Theorem 5.26. By possibly mak-
ing δ smaller and applying Remark 4.10 we can assume without loss of generality
(5.14) inf
α−δ<Reλ<β+δ
|h0(λ)| > 0.
Then Lemma 4.14 implies condition ıı) of Theorem 5.26. The remaining condition
we have to check is ıv), it implies condition ııı) by the results of Latushkin and
Shvydkoy [42]. In the rest of this chapter we will verify condition ıv). This will
finish the proof of Theorem 5.5 (all calculations will not depend on p ≥ 1). Before
we start we show how Theorem 5.7 follows from Theorem 5.5 and how one sees
the equivalence of Theorem 5.4 and Theorem 5.5:
We prove Theorem 5.7: If γ, γ1 and γ2 are chosen as in Theorem 5.7, then
by Lemma 4.12 there exist δ > 0 so that   γ2−δ,γ1+δ ⊂ ρ(A). Hence Theorems 5.5
yields (γ2, γ1) dichotomy. Let p˜i1 denote the separating projection and p˜i2 := I−p˜i1.
By Theorem 5.17
p˜i2 =
1
2pii
∫
|z|=eγ2t
(zI − eAt)−1 dz.
We have that eAt|p˜i1(X) extends to a group and there exist constants c2 > 0 and c1 > 0
so that for t ≥ 0∥∥eAt|p˜i2(X)∥∥L(p˜i2(X)) ≤ c2eγ2t and
∥∥∥eA(−t)|p˜i1(X)
∥∥∥
L(p˜i1(X))
≤ c1eγ1(−t).
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We have to show that p˜i1 = pi1, where
pi1 =
∫
β
(zI − A)−1 dz,
is the spectral projection accorting to the finite eigenvalues with Reλ ≥ γ (β is
a closed rectifiable simple loop around these finite eigenvalues in the half plane
Re z ≥ γ1): Indeed, for x ∈ X
pi1x = pi1(p˜i1x + p˜i2x)
=
∫
β
(zI − A)−1|p˜i1(X) dz p˜i1x+
∫
β
(zI − A)−1|p˜i2(X) dz p˜i2x
= Ip˜i1(X)p˜i1x+ 0p˜i2(X) p˜i2x
= pi1x.
Let z ∈   , |z| > eγ+t, belong to the spectrum of eAt. Choose γ1, γ2 and γ so
that γ+ < γ2 < γ < γ1 <
log |z|
t
. We have either z ∈ σ(eA1t) or z ∈ σ(eA2t). By
Theorems 5.5 and Theorem 5.17
σ(eA2t) ⊂ {z ∈   | |z| < eγ2t}.
Hence z ∈ σ(eA1t). Because the spectral mapping theorem holds for the bounded
operator A1 there exists λ ∈ σ(A1) ⊂ σ(A) so that z = eλt. If z = eλt for some
λ ∈ σ(A) then by Theorem 5.8 z ∈ σ(eAt). 
The equivalence of Theorem 5.4 and Theorem 5.5 can be seen as follows: As-
sume Theorem 5.5 holds. Let a < b and   a,b ⊂ ρ(A). Then for any α ≤ β that
satisfy a < α ≤ β < b we have that A is (α, β) exponentially dichotomous. By
Theorem 5.17 we get that {λ ∈   | eαt ≤ |λ| ≤ eβt} ⊂ ρ(eAt). This shows that
{λ ∈   | eat < |λ| < ebt} ⊂ ρ(eAt). If {λ ∈   | eat < |λ| < ebt} ⊂ ρ(eAt) then by
Theorem 5.8 it follows that   a,b ⊂ ρ(A). Conversely suppose Theorem 5.4 holds.
Let α ≤ β, α, β ∈  and suppose there exists δ > 0 so that   α−δ,β+δ ⊂ ρ(A).
Then by Theorem 5.4
{λ ∈   | eαt ≤ |λ| ≤ eβt} ⊂ {λ ∈   | e(α−δ)t < |λ| < e(β+δ)t} ⊂ ρ(eAt).
Theorem 5.17 implies that A is (α, β) exponentially dichotomous. Finally, if A is
(α, β) exponentially dichotomous then from Theorem 5.17 it follows that
dist
({λ ∈   | eαt ≤ |λ| ≤ eβt}, σ(eAt)) > 0.
Hence Theorem 5.8 implies that there exists δ > 0 so that   α−δ,β+δ ⊂ ρ(A). 
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Now we return back to the proof of Theorem 5.5. We assume (A), (5.14) and
ρ ∈ ]α− δ, β + δ[. We will show that condition ıv) holds:
Since it will be used frequently, we denote with τij(ρ + iν), 1 ≤ i, j ≤ n, the
i-th row and j-th column of the matrix(
E
I
)
H−10 (ρ+ iν)(D,−I).
Since H−10 (ρ + iν) =
1
h0(ρ+iν)
AdH0(ρ+ iν), and both h0(ρ+ iν) and the elements
of AdH0(ρ + iν) are exponential polynomials, where h0(ρ + iν) is bounded away
from zero by (5.14), it follows from the 1/f theorem of Bochner, Wiener, Pitt and
Cameron [11, 78, 51, 14] that the elements of H−10 belong to the algebra
A =
{
f | f(x) = ∑∞n=1 aneibnx, an ∈   , bn ∈  ,∑∞n=1 |an| <∞}
of absolutely convergent exponential series. This implies that the Fourier trans-
forms of the entries of H−10 are of the form
∑∞
n=1 anδ−bn , where
∑∞
n=1 |an| < ∞
and δ−bn denotes the delta distribution at −bn. In other words the transform is a
measure of countable Dirac masses on  with bounded variation. Further we put
h := (hj)j=1,...,n := (f, g) and
Imj(ν) :=
∫ l
0
exp
(
−iν ∫ l
y
k−1m (z) dz
)
exp
(
− ∫ l
y
ρ+cjj(z)
km(z)
dz
)
k−1m (y)hm(y) dy
for ν ∈  and 1 ≤ m, j ≤ n.
For (f, g, 0) ∈ X, x∗ ∈ X∗, ν ∈  define the scalar matrix function
r0(ν, ρ, (f, g, 0), x
∗) :=
〈
x∗,
(
R(ρ+ iν, A0)(f, g);
(−D, I)R(ρ + iν, A0)(f, g))〉 .
To prepare the proofs we recall that by Riesz’s representation theorem the dual
space C∗ of C = C([0, l],   n) is isometrically isomorphic to the space of countable
additive   n valued Radon measures on the Borel sigma algebra B on [0, l] with
the finite total variation norm. That is for x∗ ∈ C∗ there exists a Radon measure
α = (α1, . . . , αn) : B →   n such that for ϕ = (ϕ1, . . . , ϕn) ∈ C([0, l];   n)
〈x∗, ϕ〉 =
n∑
j=1
∫
[0,l]
ϕj dαj.
The dual of Lp([0, l];   n) is Lq([0, l];   n), where q ∈ ]1,∞] satisfies 1
q
+ 1
p
= 1:
for x∗ ∈ (Lp([0, l];   n))∗ there exists a unique f ∈ Lq([0, l];   n) such that for
ϕ ∈ Lp([0, l];   n) we have
〈x∗, ϕ〉 =
∫
[0,l]
〈f, ϕ〉
 
ndλ,
where λ denotes Lebesque’s measure on  .
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Lemma 5.28 Suppose (A), (5.14) and ρ ∈ ]α− δ, β + δ[. Then there exists κ > 0
such that for x = (f, g, 0) ∈ X, x∗ ∈ X∗,
(5.15) F[r0(·, ρ, x, x∗)] ∈ L∞(  ) and ‖F[r0(·, ρ, x, x∗)]‖L∞ ≤ κ ‖(f, g, 0)‖X ‖x∗‖ .
Proof: First assume X = Y , so (f, g) ∈ C([0, l];   n). Corresponding to x∗ ∈ X∗
there exist bounded Radon measures αi, 1 ≤ i ≤ n, on [0, l] and x1, . . . , xn2 ∈  
such that
r0(ν, ρ, (f, g, 0), x
∗) =
n∑
j=1
r0j(ν, ρ, (f, g, 0), αj) +
n2∑
j=1
r˜0j(ν, ρ, (f, g, 0), xj),
where for j = 1, . . . , n
r0j(ν, ρ, (f, g, 0), αj) :=
∫ l
0
R(j)(ρ + iν, A0)(f, g) dαj.
and for j = 1, . . . , n2
r˜0j(ν, ρ, (f, g, 0), xj) := xj ((−D, I)δlR(ρ + iν, A0)(f, g))j .
Here R(j)(ρ+ iν, A0)(f, g) denotes the j-th component, 1 ≤ j ≤ n, of the resolvent
R(ρ+iν, A0)(f, g) and ((−D, I)δlR(ρ+ iν, A0)(f, g))j denotes the j-th component,
1 ≤ j ≤ n2, of the   n2 vector (−D, I)R(ρ+ iν, A0)(f, g).
We show (5.15) for r0j (we omit r˜0j because it is even simpler). For j = 1, . . . , n
we have from (4.10)
r0j =
(
n∑
m=1
τjm(ρ + iν)r0jm
)
+ r0j0,
where for m = 1, . . . , n
r0jm :=
∫ l
0
exp
(− ∫ y
0
(ρ + iν + cjj(r)) k
−1
j (r) dr
)
dαj(y) · Imm(ν)
and
r0j0 :=
∫ l
0
(∫ y
0
exp
(− ∫ y
z
(ρ + iν + cjj(r)) k
−1
j (r) dr
)
k−1j (z)hj(z) dz
)
dαj(y).
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By Fubini’s Theorem, the Fejer Laplace inversion Theorem, Lebesgue’s dominated
convergence and the change of variables x =
∫ l
z
k−1m (r) dr we have
1
2pi
(C, 1)−
∫ ∞
−∞
eiωνr0jm(ν)dν
=
∫ l
0
(
1
2pi
(C, 1)−
∫ ∞
−∞
exp
(
iν
(
ω − ∫ y
0
k−1j (r) dr
))
Imm(ν) dν
)
exp
(
− ∫ y
0
ρ+cjj(r)
kj(r)
dr
)
dαj(y)
=
∫ l
0
(
1
2pi
(C, 1)−
∫ ∞
−∞
exp
(
iν
(
ω − ∫ y
0
k−1j (r) dr
)) ∫ R l0 k−1m (r) dr
0
e−iνx
hm(z(x)) exp
(
− ∫ l
z(x)
k−1m (r)(ρ+ cmm(r)) dr
)
dx dν
)
exp
(− ∫ y
0
k−1j (r)(ρ+ cjj(r)) dr
)
dαj(y)
=sgn(kj)
∫ l
0
(
1
2pi
(C, 1)−
∫ ∞
−∞
exp
(
iν
(
ω − ∫ y
0
k−1j (r) dr
)) ∫ ∞
−∞
e−iνxζ˜(x) dx dν
)
exp
(− ∫ y
0
k−1j (r)(ρ+ cjj(r)) dr
)
dαj(y)
=
∫ l
0
ζ
(
ω − ∫ y
0
k−1j (r)
)
exp
(− ∫ y
0
k−1j (r)(ρ+ cjj(r)) dr
)
dαj(y)
where
χ(x) :=
{
1 if x ∈ [0, ∫ l
0
k−1m (r) dr] ∪ [
∫ l
0
k−1m (r) dr, 0]
0 elsewhere
,
ζ˜(x) := χ(x)hm(z(x)) exp
(
− ∫ l
z(x)
k−1m (r)(ρ+ cmm(r)) dr
)
(ζ˜ :  →   ),
ζ(x) :=
1
2
(
ζ˜(x+) + ζ˜(x−)
)
.
Since ζ has compact support we have proven
(5.16) Fr0jm ∈ L∞ with compact support and (5.15) holds for r0jm.
Hence for m = 1, . . . , n
F (r0jm · τjm(ρ+ i·)) = Fr0jm ∗ F (τjm(ρ+ i·)) ∈ L∞
and ‖F (r0jm · τjm(ρ+ i·))‖L∞ ≤ ‖Fr0jm‖L∞ ‖Fτjm(ρ+ i·)‖V ar ,
where ‖Fτjm(ρ+ i·)‖V ar denotes the total variation of the measure Fτjm(ρ+ i·) on
 .
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Suppose X = Xp. Then h = (f, g) ∈ Lp([0, l];   n). Since C([0, l];   n) is dense in
Lp([0, l];   n) (1 ≤ p < ∞) we can choose a sequence (hi)i∈   in C([0, l];   n) which
converges in Lp to h. Then the above calculation is valid for hi instead of h. The
integration with respect to the bounded measure dαj is replaced with Lebesgue
integration with respect to some Lq density corresponding to x∗ ∈ (Lp)∗ ' Lq,
where q ∈ ]1,∞], q−1 + p−1 = 1, is the conjugated exponent to p. By Ho¨lder’s
inequality (5.16) holds uniformly in i. Since r0jm(hi) → r0jm(h) in S∗ (even in
L∞) we have Fr0jm(h) = limi→∞,S∗ Fr0jm(hi). Since Fr0jm(hi) is bounded in L∞,
by weak-∗ compactness of L∞, after possibly passing to a subsequence, we see that
Fr0jm(h) ∈ L∞ and (5.16) holds for the limit also.
In the following we will assume X = Y , the case X = Xp follows similarly as
just explained.
Using the change of variable x = − ∫ z
0
k−1j (r) dr we have
1
2pi
(C, 1)−
∫ ∞
−∞
eiωνr0j0(ν)dν
=
∫ l
0
exp
(− ∫ y
0
k−1j (r)(ρ+ cjj(r)) dr
)( 1
2pi
(C, 1)−
∫ ∞
−∞
exp
(
iν(ω − ∫ y
0
k−1j (r) dr)
)
∫ y
0
exp
(
iν
∫ z
0
k−1j (r) dr
)
exp
(∫ z
0
k−1j (r)(ρ+ cjj(r)) dr
) hj(z)
kj(z)
dz dν
)
dαj(y)
=
∫ l
0
exp
(− ∫ y
0
k−1j (r)(ρ+ cjj(r)) dr
)
(
1
2pi
(C, 1)−
∫ ∞
−∞
exp
(
iν(ω − ∫ y
0
k−1j (r) dr)
) ∫ ∞
−∞
e−iνxζ˜(x, y) dx dν
)
dαj(y)
=
∫ l
0
exp
(− ∫ y
0
k−1j (r)(ρ+ cjj(r)) dr
)
ζ
(
ω − ∫ y
0
k−1j (r) dr
)
dαj(y),
where ζ˜(x, y) = (−1)s(j)χy(x) exp
(∫ z(x)
0
k−1j (r)(ρ+ cjj(r)) dr
)
hj(z(x)), s(j) := 0
if 1 ≤ j ≤ n1, s(j) := 1 if n1 + 1 ≤ j ≤ n, χy is the characteristic set function
to [0,− ∫ y
0
k−1j (r) dr] ∪ [−
∫ y
0
k−1j (r) dr, 0] and ζ(x, y) :=
1
2
(
ζ˜(x+, y) + ζ˜(x−, y)
)
.
Thus we have
Fr0j0 ∈ L∞ with compact support and (5.15) holds for r0j0.

65
We continue verifying condition ıv) of Theorem 5.26 using estimate (4.26).
Note that (4.26) is valid on stripes if |Imλ| is sufficiently large. But we need an
estimate of type (4.26) on the whole stripe   α−δ,β+δ. Such is easily obtained: let
−s < α− δ. Then for λ ∈   α−δ,β+δ we have
R(λ,A)

fg
b

 =


u
v
(−D, I)δl
(
u
v
)

 ,
where (
u
v
)
=R(λ,A0)
(
f
g
)
(5.17)
+
1
λ+ s

R1(λ)
(
f
g
)
+R2(λ)
(
f
g
)
+R3(λ)

fg
b

+R4(λ)
(
f
g
)
+
1
1 + |λ|2 E˜(λ)(f, g, b),
and E˜, R1, R2, R3, R4 are bounded for λ ∈   α−δ,β+δ.
Hence define the scalar ’matrix elements’ corresponding to the nondiagonal
terms of (5.17). Put
rs1(ν, ρ, (f, g, 0), x
∗) := 1
ρ+s+iν
〈
x∗,
(
R1(ρ+ iν)
(
f
g
)
; (−D, I)δlR1(ρ+ iν)
(
f
g
))〉
,
rs2(ν, ρ, (f, g, 0), x
∗) := 1
ρ+s+iν
〈
x∗,
(
R2(ρ+ iν)
(
f
g
)
; (−D, I)δlR2(ρ+ iν)
(
f
g
))〉
,
rs3(ν, ρ, (f, g, b), x
∗) := 1
ρ+s+iν
〈
x∗,
(
R3(ρ + iν)

fg
b

 ; (−D, I)δlR3(ρ+ iν)

fg
b

)〉 ,
rs4(ν, ρ, (f, g, 0), x
∗) := 1
ρ+s+iν
〈
x∗,
(
R4(ρ+ iν)
(
f
g
)
; (−D, I)δlR4(ρ+ iν)
(
f
g
))〉
,
Lemma 5.29 Suppose (A), (5.14), ρ ∈ ]α− δ, β + δ[ and s ∈  , s > −α + δ.
Then there exists κ > 0 such that for (f, g, b) ∈ X and x∗ ∈ X∗
F[rsi (·, (f, g, 0), x∗)] ∈ L∞(  ), ‖Frsi ‖L∞ ≤ κ ‖(f, g, 0)‖X ‖x∗‖ (i = 1, 2, 4),(5.18)
F[rs3(·, (f, g, b), x∗)] ∈ L∞(  ), ‖Frs3‖L∞ ≤ κ ‖(f, g, b)‖X ‖x∗‖ .
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Proof: Let R
(j)
i denote the j-th component of Ri, 1 ≤ j ≤ n, 1 ≤ i ≤ 4.
Corresponding to x∗ ∈ X∗ there exist bounded Radon measures αi, 1 ≤ i ≤ n, on
[0, l] and x1, . . . , xn2 ∈   such that
rs1(ν, ρ, (f, g, 0), x
∗) =
n∑
j=1
rs1j(ν, ρ, (f, g, 0), αj) +
n2∑
j=1
r˜s1j(ν, ρ, (f, g, 0), xj),
where
rs1j(ν, ρ, (f, g, 0), αj) :=
1
ρ+ s+ iν
∫ l
0
R
(j)
1 (ρ + s+ iν)
(
f
g
)
dαj,
r˜s1j(ν, ρ, (f, g, 0), xj) :=
1
ρ+ s+ iν
(
(−D, I)δlR1(ρ+ s+ iν)
(
f
g
))
j
· xj.
We verify (5.18) for rs1j , the expression r˜
s
1j will be omitted because it is treated in
the same manner. By definition of R1 (see Lemma 4.14) we have
rs1j =
1
ρ + s+ iν
∑
1≤p,m≤n
∫ l
0
(F1(·, 0, ρ+ iν))jp dαj · τpm(ρ+ iν) · Imm(ν)(5.19)
=
1
ρ + s+ iν
( ∑
1≤m≤n
τjm(ρ + iν)r1jjm(ν, ρ, (f, g, 0), αj)
+
∑
1≤p,m≤n
p6=j
3∑
q=1
τpm(ρ + iν)r1jpmq(ν, ρ, (f, g, 0), αj)
)
,
where (see the expressions (4.19) and (4.20) for F1)
r1jjm :=−
∫ l
0
exp
(−iν ∫ x
0
k−1j (u) du
)
exp
(
− ∫ x
0
(
ρ+cjj(u)
kj(u)
)
du
)
∑
1≤σ≤n
σ 6=j
∫ x
0
cjσ(z)
kj(z)
ρσj(z) dz dαj(x) · Imm(ν),
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and for p 6= j
r1jpm1 :=−
∫ l
0
exp
(−iν ∫ x
0
k−1p (u) du
)
exp
(
− ∫ x
0
ρ+cpp(u)
kp(u)
du
)
ρjp(x) dαj(x) · Imm(ν),
r1jpm2 :=
∫ l
0
exp
(−iν ∫ x
0
k−1j (u) du
)
exp
(
− ∫ x
0
ρ+cjj(u)
kj(u)
du
)
ρjp(0) dαj(x) · Imm(ν),
r1jpm3 :=
∫ l
0
exp
(−iν ∫ x
0
k−1p (u) du
)
exp
(
− ∫ x
0
ρ+cpp(u)
kp(u)
du
)
∫ x
0
exp
(
iν
∫ z
x
(k−1j (u)− k−1p (u)) du
)
exp
(∫ z
x
(
ρ(k−1j (u)− k−1p (u)) + cjj(u)kj(u) −
cpp(u)
kp(u)
)
du
)
{
ρjp(z)
(
cjj(z)
kj(z)
− cpp(z)
kp(z)
)
dz + dρjp(z)
}
dαj(x) · Imm(ν).
We calculate the Fourier Transform of r1jpm3. For x, z ∈ [0, l] we have by the
Feje´r Fourier inversion theorem (Corollary 12.3) and the change of variable w =∫ l
y
k−1m (z) dz:
1
2pi
(C, 1)−
∫ ∞
−∞
exp
(
iν
(
ω − ∫ x
0
k−1p (u) du+
∫ z
x
(
k−1j (u)− k−1p (u)
)
du
))
Imm(ν) dν
=
1
2pi
(C, 1)−
∫ ∞
−∞
exp
(
iν
(
ω − ∫ x
0
k−1p (u) du+
∫ z
x
(
k−1j (u)− k−1p (u)
)
du
))
∫ R l
0
k−1m (z) dz
0
e−iνw exp
(
− ∫ l
y(w)
ρ+cmm(z)
km(z)
dz
)
hm(y(w)) dw dν
=
1
2pi
(C, 1)−
∫ ∞
−∞
exp
(
iν
(
ω − ∫ x
0
k−1p (u) du+
∫ z
x
(
k−1j (u)− k−1p (u)
)
du
))
∫ ∞
−∞
e−iνwζ˜(w) dw dν
=ζ
(
ω − ∫ x
0
k−1p (u) du+
∫ z
x
(
k−1j (u)− k−1p (u)
))
,
where
ζ :  →   , ζ(w) := 1
2
(
ζ˜(w+) + ζ˜(w−)
)
is compactly supported,
ζ˜(w) := (−1)s(m)χ(w) exp
(
− ∫ l
y(w)
ρ+cmm(z)
km(z)
dz
)
hm(y(w)),
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χ is the characteristic function of the interval [0,
∫ l
0
k−1m (z) dz] ∪ [
∫ l
0
k−1m (z) dz, 0]
and s(m) := 0, if 1 ≤ m ≤ n1, s(m) := 1, if n1 + 1 ≤ m ≤ n.
Therefore by Fubini and Lebesgue’s dominated convergence using Remark 12.4
for passing to the limit we have
1
2pi
(C, 1)−
∫ ∞
−∞
eiνωr1jpm3(ν, ρ, (f, g, 0), αj) dν
=
∫ l
0
exp
(
− ∫ x
0
ρ+cpp(u)
kp(u)
du
)∫ x
0
exp
(∫ z
x
(
ρ(k−1j (u)− k−1p (u)) + cjj(u)kj(u) −
cpp(u)
kp(u)
)
du
)
ζ
(
ω − ∫ x
0
k−1p (u) du+
∫ z
x
(
k−1j (u)− k−1p (u)
))
{
ρjp(z)
(
cjj(z)
kj(z)
− cpp(z)
kp(z)
)
dz + dρjp(z)
}
dαj(x).
Because the measure dρjp is bounded this shows the existence of a constant κ such
that
Fr1jpm3 ∈ L∞ with compact support and(5.20)
‖Fr1jpm3‖L∞ ≤ κ ‖αj‖ ‖(f, g, 0)‖X .
The Fourier transforms of the simpler expressions r1jjm, r1jpm1 and r1jpm2 can be
calculated analogously. We get the same estimate (5.20).
To verify (5.18) for rs1j we see from (5.19), since F(τjm(ρ + i·)) is a bounded
measure, that we only have to show that the Fourier transform of 1
ρ+s+i· is in
L1(  ). For this let
η(x) :=
{
e−x , 0 ≤ x <∞
0 , −∞ < x < 0 .
Then (F−1η) (ω) =
∫∞
−∞ e
−iωxη(x) dx = 1
1+iω
. Hence Corollary 12.3 implies
1
2pi
(C, 1)−
∫ ∞
∞
eiωx
1
1 + iω
dω =


e−x , 0 < x <∞
1
2
, x = 0
0 , −∞ < x < 0
.
From this it follows easily that
1
2pi
(C, 1)−
∫ ∞
∞
eiωx
1
ρ+ s+ iω
dω =


e−(ρ+s)x , 0 < x <∞
1
2
, x = 0
0 , −∞ < x < 0
,
which is in L1(  ).
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Next we calculate the Fourier transform of rs4. Recall that in the expansion for the
fundamental solution T through our recursion we arrived in the first step to the
matrix F1 with nondiagonal entries (i 6= j)
(F1(x, y, λ))ij =− λ exp
(
− ∫ x
y
λk−1j (u) du
)
exp
(
− ∫ x
y
cjj(u)
kj(u)
du
)
(5.21) ∫ x
y
exp
(
λ
∫ z
x
(k−1i (u)− k−1j (u)) du
)
exp
(∫ z
x
(
cii(u)
ki(u)
− cjj(u)
kj(u)
)
du
) cij(z)
ki(z)
dz.
After partial integration we got expression (4.20). A formula for the diagonal
entries of F is given by (4.19) which we got in the second recursion step. Therefore
we have
rs4(ν, ρ, (f, g, 0), x
∗) =
ρ+ iν
ρ+ s+ iν
n∑
m,j=1
m6=j
rs4mj(ν, ρ, (f, g, 0), αm)+
1
ρ+ s+ iν
n∑
m=1
rs4mm(ν, ρ, (f, g, 0), αm)+
r˜s4 (ν, ρ, (f, g, 0), (xj)1≤j≤n2) ,
where for 1 ≤ m, j ≤ n, m 6= j,
rs4mj :=−
∫ l
0
∫ x
0
exp
(
− ∫ x
y
(ρ + iν)k−1j (u) du
)
exp
(
− ∫ x
y
cjj(u)
kj(u)
du
)
k−1j (y)hj(y)
∫ x
y
exp
(− ∫ x
z
(ρ + iν)(k−1m (u)− k−1j (u)) du
)
exp
(
− ∫ x
z
(
cmm(u)
km(u)
− cjj(u)
kj(u)
)
du
) cmj(z)
km(z)
dz dy dαm(x)
and for j = 1, . . . , n
rs4jj :=−
∫ l
0
∫ x
0
exp
(
− ∫ x
y
(ρ + iν)k−1j (u) du
)
exp
(
− ∫ x
y
cjj(u)
kj(u)
du
)
n∑
ν=1
ν 6=j
∫ x
y
cjν(z)
kj(z)
ρνj(z) dz k
−1
j (y)hj(y) dy dαj(x).
Again r˜s4 (ν, ρ, (f, g, 0), (xj)1≤j≤n2) is very similar to its preceding terms in the sum
and we do not consider it. As for r0j0 the transform of r
s
4jj is in L
∞ with compact
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support and estimate (5.20) holds for rs4jj.
Using the change of variable r(z, x) := − ∫ x
z
(
k−1m (u)− k−1j (u)
)
du we can write for
m 6= j (recall the definition of ρmj in Lemma 4.6)
rs4mj = −
∫ l
0
∫ x
0
exp
(
−iν ∫ x
y
k−1j (u) du
)
exp
(
− ∫ x
y
cjj(u)+ρ
kj(u)
du
)
hj(y)
kj(y)
∫ ∞
−∞
e−iνrζ˜(y, x, r) dr dy dαm(x),
where
ζ˜(y, x, r) := e−ρr exp
(
− ∫ x
z(r,x)
(
cmm(u)
km(u)
− cjj(u)
kj(u)
)
du
)
ρmj(z(r, x))χ(y, x, r)
and χ(y, x, ·) is the characteristic function of the interval[
− ∫ x
y
(k−1m (u)− k−1j (u)) du, 0
]
∪
[
0,− ∫ x
y
(k−1m (u)− k−1j (u)) du
]
.
Therefore for m 6= j
1
2pi
(C, 1)−
∫ ∞
−∞
eiνωrs4mj(ν) dν =
∫ l
0
∫ x
0
exp
(
− ∫ x
y
cjj(u)+ρ
kj(u)
du
) hj(y)
kj(y)
ζ
(
y, x, ω − ∫ x
y
k−1j (u)
)
dy dαm(x),
where ζ(y, x, r) := (ζ˜(y, x, r+) + ζ˜(y, x, r−))/2. Hence
Frs4mj ∈ L∞ with compact support for 1 ≤ m, j ≤ n.
Considering the Fourier transform of rs2 it follows from (4.21), (4.19), (5.21) and
the previous arguments that the transform of
S(ρ+ iν) := −
(
E
I
)
H0(ρ+ iν)
−1H1(ρ + iν)H0(ρ+ iν)−1(D,−I)
is a bounded measure. Since
rs2 =
1
ρ+ s+ iν
∫ l
0
T0(x, 0, ρ+ iν)S(ρ + iν)
∫ l
0
T0(l, y, λ)K(y)
−1
(
f(y)
g(y)
)
dy dα(x)
it follows as above that there exists a constant κ such that (5.18) is satisfied for
i = 2.
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Finally we look at rs3: We write
rs3(ν, ρ, (f, g, b), x
∗) =
1
ρ+ s+ iν
(rs31(ν, ρ, (f, g, b), α) + r
s
32(ν, ρ, (f, g), α))
+ r˜s3(ν, ρ, (f, g, b), (xj)1≤j≤n2),
where
rs31 :=
∫ l
0
T0(x, 0, ρ+ iν)
(
E
I
)
H0(ρ+ iν)
−1
(
b + (D,−I)
∫ l
0
F1(l, y, λ)K(y)
−1
(
f(y)
g(y)
)
dy
)
dα(x),
rs32 :=
∫ l
0
T0(x, 0, ρ+ iν)
(
E
I
)
H0(ρ+ iν)
−1
(F,G)
∫ ·
0
T0(·, y, λ)K(y)−1
(
f(y)
g(y)
)
dy dα(x)
and r˜s3 is similar to its preceding terms. We see that r
s
31 is composed of terms
similar to the ones we have already treated. The term rs32 differs slightly from the
previous terms since it contains the n2×n1 matrix of measures (F,G). However, the
arguments above still work (only an additional integral with a bounded measure
from (F,G) appears and one uses Fubini once more, the (C, 1)-Fourier transform
is taken in the first inner integrals as we did above). Thus one shows similarly
that
1
2pi
(C, 1)−
∫ ∞
−∞
eiνωrs32(ν) dν ∈ L∞
and (5.18) holds for i = 3. 
6 Systems containing identical speed and degen-
eracies
In section 6.1 we extend the previous results obtained for nondegenerate hyperbolic
systems to nondgenerate systems containing identical speed where condition (HIII)
of section 4 can be violated. We allow the occurence of identical entries (speeds)
in the matrix K with possibly full coupling C.
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6.1 Nondegenerate linear hyperbolic systems with full cou-
pling containing identical speed
In analogy with the previous sections we will keep the same notation. This will
cause no confusion because all assumptions and estimates are analogous to sec-
tion 4.
We consider the following class of nondegenerate hyperbolic systems containing
identical speeds: For x ∈ ]0, l[ and t > 0
(H)


∂
∂t
(
u(t, x)
v(t, x)
)
+K(x)
∂
∂x
(
u(t, x)
v(t, x)
)
+ C(x)
(
u(t, x)
v(t, x)
)
= 0,
d
dt
[v(t, l)−Du(t, l)] = Fu(t, ·) +Gv(t, ·),
u(t, 0) = Ev(t, 0),
where
(HI) K is a diagonal n× n matrix of the form
K =


k1Id1 0 0 0 0 0 0
0 k2Id2 0 0 0 0 0
0 0
. . . 0 0 0 0
0 0 0 kαIdα 0 0 0
0 0 0 0 kα+1Idα+1 0 0
0 0 0 0 0
. . . 0
0 0 0 0 0 0 kα+βIdα+β


,
where di ∈   , di > 0, α ∈   , β ∈   ,
∑α
i=1 di = n1,
∑β
i=1 dα+i = n2, Idi denotes
the identity matrix in  di×di and ki ∈ C1 ([0, l],  ) satisfy for x ∈ [0, l]
ki(x) > 0 for i = 1, . . . , α,
kj(x) < 0 for j = α + 1, . . . α + β.
(HII) C(x) = (Cij(x))1≤i,j≤α+β ∈   n×n with Cij(x) ∈   di×dj and
Cii ∈ L∞
(
]0, l[ ,   di×di
)
, i = 1, . . . , α+ β,
Cij ∈ BV
(
[0, l],   di×dj
)
, i, j = 1, . . . , α + β with i 6= j.
(HIII) Either
ki(x) 6= kj(x) for 1 ≤ i, j ≤ α + β, i 6= j, x ∈ [0, l],
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or, if i 6= j and ki(x) = kj(x) for some x ∈ [0, l], then Cij vanishes completely on
[0, l].
(HIV) same as in section 4
(HV) same as in section 4
Let Cb0 to be the block diagonal matrix containing the square matrices Cii
(6.1) Cb0 := blockdiag (Cii)1≤i≤α+β .
The reduced system is per definitionem
(H0)


∂
∂t
(
u(t, x)
v(t, x)
)
+K(x)
∂
∂x
(
u(t, x)
v(t, x)
)
+ Cb0(x)
(
u(t, x)
v(t, x)
)
= 0,
u(t, 0) = Ev(t, 0), v(t, l) = Du(t, l),
u(0, x) = u0(x), v(0, x) = v0(x).
Let A and A0 denote the closed, densely defined operator corresponding to (H)
and (H0), respectively. Then A generates a C0 semigroup in Xp, 1 ≤ p < ∞, and
Y and A0 generates a C0 semigroup in L
p([0, l],   n) or Y0 (defined in (4.2)). Let
T be the fundamental matrix satisfying formula (4.4) and T0 be the fundamental
system satisfying
d
dx
T0(x, y, λ) = −K−1(x) (λI + Cb0(x))T0(x, y, λ) for x, y ∈ [0, l],(6.2)
T0(y, y, λ) = I for y ∈ [0, l].
Because (6.2) here is not in diagonal, but only in blockdiagonal form we do not
have an explicit formula for T0. But we have the following
Proposition 6.1 For 1 ≤ i ≤ α + β there exist Fi depending only on C0 and
K, Fi : [0, l]
2 →   di×di, Fi(·, y) ∈ W 1,∞([0, l],   di×di) for y ∈ [0, l], so that for
F := (blockdiag Fi)1≤i≤α+β we have
(6.3) T0(x, y, λ) = exp
(
−λ
∫ x
y
K−1(z) dz
)
F (x, y).
Moreover for x ≥ y ≥ z we have Fi(x, z) = Fi(x, y)Fi(y, z).
Proof: Define Fi to be the solution to
d
dx
Fi(x, y) = −k−1i (x)Cii(x)Fi(x, y), Fi(y, y) = Idi .
From (6.1) and (HI) it follows that K, C0 and exp
(
−λ ∫ x
y
K−1(z) dz
)
commute.
And this shows that the right hand side of (6.3) solves (4.5). 
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Proposition 6.2 Proposition 4.3 holds literally.
Let h0 denote the characteristic function to (H0) defined literally as in formula
(4.7) (but where T0 is the fundamental system to the blockdiagonal system (6.2)
of this section of course). Again h0 is an exponential polynomial. Let h denote
the characteristic function to (H) defined as in Definition 4.2.
Using our definition of the reduced blockdiagonal system (H0) we will see in the
remaining of this section that spectra and resolvents can be estimated as in sec-
tion 4.2. The resulting expressions will be still explicit enough so that the growth
rate of the semigroup can be calculated as we did in 5.3.
Define
C1(x) := C(x)− Cb0(x) and Tk as in (4.15) and (4.16).
We will check again that
∑∞
k=0 λ
−kTk(x, y, λ) converges in W 1,∞ for sufficiently
large |Imλ|. After reordering terms we will obtain for any finite κ ∈   an explicit
representation of the form
T (x, y, λ) =
κ∑
k=0
λ−kFk(x, y, λ) +O(λ
−(κ+1)),
for λ in a stripe   r and sufficiently large |Imλ|, where each Fk is of order 1 with
respect to λ on stripes   r (by this we mean that for any given r > 0 there exists
c > 0 such that ‖Fk(x, y, λ)‖ ≤ c for λ ∈   r, x, y ∈ [0, l]).
To see this we calculate the first two steps T1 and T2. Put
f0(x, y, λ) := T0(x, y, λ)(y
(1)
0 , . . . , y
(α+β)
0 )
t
with the arbitrary but fixed initial data y
(i)
0 ∈   di , 1 ≤ i ≤ α + β. Define
fk := −λ
∫ x
y
T0(x, z, λ)K
−1(z)C1(z)fk−1(z, y, λ) dz for k ≥ 1.
Then according to Proposition 6.1 the i-th component, 1 ≤ i ≤ α + β of fk is
f
(i)
0 (x, y, λ) = exp
(
− ∫ x
y
λk−1i (u) du
)
Fi(x, y)y
(i)
0 ,
f
(i)
k (x, y, λ) = −λ exp
(
− ∫ x
y
λk−1i (u) du
)
Fi(x, y)∑
1≤l≤α+β
l 6=i
∫ x
y
exp
(
λ
∫ z
y
k−1i (u) du
)
Fi(y, z)
Cil(z)
ki(z)
f
(l)
k−1(z, y, λ) dz.
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By assumptions (HII) and (HIII) we can perform partial integration and get rid
of the λ factor appearing in the recursion formula for f
(i)
k :
f
(i)
1 (x, y, λ) =− exp
(
−λ ∫ x
y
k−1i (u) du
)
Fi(x, y)∑
1≤l≤α+β
l 6=i
∫ x
y
λ
(
k−1i (z)− k−1l (z)
)
exp
(∫ z
y
λ
(
k−1i (u)− k−1l (u)
)
du
)
(6.4)
Fi(y, z)
Cil(z)
ki(z)
Fl(z, y)
k−1i (z)− k−1l (z)
y
(l)
0 dz
=
∑
1≤l≤α+β
l 6=i
{
− exp
(
−λ ∫ x
y
k−1l (u) du
) Cil(x)
ki(x)
Fl(x, y)
k−1i (x)− k−1l (x)
+ exp
(
− ∫ x
y
λk−1i (u) du
)
Fi(x, y)
[
Cil(y)
ki(y)
1
k−1i (y)− k−1l (y)
+
∫ x
y
exp
(∫ z
y
λ
(
k−1i (u)− k−1l (u)
)
du
)
d
dz
(
Fi(y, z)
Cil(z)
ki(z)
Fl(z, y)
k−1i (z)− k−1l (z)
)
dz
]}
y
(l)
0 .
Note that for partial integration we used that in the sum for l 6= i in the formula for
f
(i)
1 the leading λ-exponential of f
(l)
0 is e
− R x
y
λk−1
l
(u) du. However, now f
(i)
1 not only
contains 2(α+ β − 1) terms with λ-exponential e−
R x
y
λk−1i (u) du but also (α+ β − 1)
terms of the form e−
R x
y
λk−1l (u) du, 1 ≤ l ≤ α + β, l 6= i. Therefore, in the next step
for f2 we will not be able to get rid of all λ terms by partial integration as in the
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first step:
f
(i)
2 (x, y, λ) =− exp
(
−λ ∫ x
y
k−1i (u) du
)
Fi(x, y)
∑
1≤l2,l1≤α+β
l2 6=i,l1 6=l2
λ
∫ x
y
{
− exp
(∫ z2
y
λ
(
k−1i (u)− k−1l1 (u)
)
du
)
Fi(y, z)
Cil2(z2)Cl2l1(z2)
ki(z2)kl2(z2)
Fl1(z2, y)
k−1l2 (z2)− k−1l1 (z2)
+ exp
(
λ
∫ z2
y
(
k−1i (u)− k−1l2 (u)
)
du
)
Fi(y, z2)
Cil2(z2)
ki(z2)
Fl2(z2, y)
[
Cl2l1(y)
kl2(y)
1
k−1l2 (y)− k−1l1 (y)
+
∫ z2
y
exp
(
λ
∫ z1
y
(
k−1l2 (u)− k−1l1 (u)
)
du
)
d
dz1
(
Fl2(y, z1)
Cl2l1(z1)
kl2(z1)
Fl1(z1, y)
k−1l2 (z1)− k−1l1 (z1)
)
dz1
]}
y
(l1)
0 dz2.
Partial integration is not possible for the terms in the sum corresponding to l1 = i.
Therefore we are forced to keep (α+ β − 1) terms containing λ factors:
f
(i)
2 (x, y, λ) =− λ exp
(
−λ ∫ x
y
k−1i (u) du
)
Fi(x, y)∑
1≤l2≤α+β
l2 6=i
∫ x
y
Cil2(z2)Cl2i(z2)
ki(z2)kl2(z2)
Fi(z2, y)
k−1l2 (z2)− k−1i (z2)
dz2 · y(i)0
+ terms of order 1
However, in the next third step for these (α + β − 1) terms containing a λ factor
partial integration can be done, so that in the third step there will be no λ2 factors,
only λ or 1 factors. Factors with λ2 in the multisums will first appear in the fourth
step. Thus, generally for m ∈   , terms containing λm factors appear for the first
time in the (2m)-th recursion step. Besides these λm terms there only appear
terms, which are bounded for λ ∈   r, where the bound depends on r, C and K
only. After reordering terms we have proven the following
Lemma 6.3 There exists a sequence Fk(x, y, λ) of matrices, which has the follow-
ing properties:
ı) Each Fk can be calculated from Tn for n = 1, . . . , 2k. We have F0 = T0 and F1
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is the matrix with the i-th blockdiagonal element, 1 ≤ i ≤ α + β,
(F1(x, y, λ))ii =− exp
(
−λ ∫ x
y
k−1i (u) du
)
Fi(x, y)(6.5) ∑
1≤ν≤n
ν 6=i
∫ x
y
Ciν(z)
ki(z)
ρνi(z)Fi(z, y) dz,
where
ρlm(z) :=
Clm(z)
kl(z)
1
k−1l (z)− k−1m (z)
, z ∈ [0, l], 1 ≤ l, m ≤ n, l 6= m,
and the i-th blockrow and j-th blockcolumn, 1 ≤ i, j ≤ n, i 6= j,
(F1(x, y, λ))ij =− exp
(
−λ ∫ x
y
k−1j (u) du
)
ρij(x)Fj(x, y)
+ exp
(
−λ ∫ x
y
k−1i (u) du
)
Fi(x, y)ρij(y)(6.6)
+ exp
(
−λ ∫ x
y
k−1j (u) du
)
Fi(x, y)∫ x
y
exp
(∫ z
y
λ
(
k−1i (u)− k−1j (u)
)
du
)
d
dz
(Fi(y, z)ρil(z)Fl(z, y)) dz.
ıı) For r > 0 there exists a constant c > 0 such that
‖Fk(x, y, λ)‖ ≤ ck for λ ∈   r and x, y ∈ [0, l] and k = 1, 2, . . . .
ııı) For r > 0 there exists d > 0 such that for λ ∈   r with |Im(λ)| > d the series∑∞
k=0 λ
−kFk(x, y, λ) converges absolutely (in L∞([0, l]× [0, l],   n×n)) to T (x, y, λ).
For r > 0 there exist c, d > 0 such that for λ ∈   r and |Imλ| > d we have∥∥∥∥T (x, y, λ)− T0(x, y, λ)− 1λF1(x, y, λ)
∥∥∥∥ ≤ c 1|λ|2 .
As a consequence we have:
Lemma 6.4 Lemma 4.8 holds literally.
If (H0) has nonempty spectrum we define again
γ− := inf {Reλ | h0(λ) = 0} and γ+ := sup {Reλ | h0(λ) = 0} .
Lemma 6.5 Lemmas 4.12 and 4.13 hold literally.
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Lemma 6.6 Lemma 4.14 holds literally. (in the definition of Ri one has to use
T0 and F1 of this section of course)
By proceeding as in section 5.3 we prove
Theorem 6.7 Theorems 5.4, 5.5 and 5.7 hold literally.
6.2 Degenerate linear hyperbolic systems
In this section we will extend previous results obtained only for nondegenerate hy-
perbolic systems to degenerate systems. We will express spectra and resolvents for
degenerate systems in terms of the nondegenerate system we have already studied.
The degenerate system is of the form
(DH)


∂
∂t

u(t, x)v(t, x)
w(t, x)

+K(x) ∂
∂x

u(t, x)v(t, x)
w(t, x)

 + C(x)

u(t, x)v(t, x)
w(t, x)

 = 0,
d
dt
[v(t, l)−Du(t, l)] = Fu(t, ·) +Gv(t, ·),
u(t, 0) = Ev(t, 0),
where x ∈ ]0, l[ and t > 0. We put the following assumptions on (DH):
(DHI) K is a diagonal matrix of the form
K =


k1Id1 0 0 0 0 0 0 0
0 k2Id2 0 0 0 0 0 0
0 0
. . . 0 0 0 0 0
0 0 0 kαIdα 0 0 0 0
0 0 0 0 kα+1Idα+1 0 0 0
0 0 0 0 0
. . . 0 0
0 0 0 0 0 0 kα+βIdα+β 0
0 0 0 0 0 0 0 0 · In3


,
where di ∈   , di > 0, α ∈   , β ∈   , Idi denotes the identity matrix in  di×di ,
α∑
i=1
di = n1,
β∑
i=1
dα+i = n2.
We assume
ki ∈ C1 ([0, l],  ) , 1 ≤ i ≤ α+ β,
ki(x) > 0 for i = 1, . . . , α
kj(x) < 0 for j = α + 1, . . . α + β.
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(DHII) C(x) is a n× n matrix of the form
C(x) =
(
Cα(x) Cβ(x)
Cγ(x) Cδ(x)
)
with
Cα ∈   n1+n2×n1+n2, Cα = (Cij)1≤i,j≤α+β , Cij ∈   di×dj .
Denote (
C˜ij
)
1≤i,j≤α+β
:= K−10 CβCγ .
We assume
Cii ∈ L∞
(
[0, l],   di×di
)
, i = 1, . . . , n1 + n2
Cij ∈ BV
(
[0, l],   di×dj
)
, i, j = 1, . . . , n1 + n2, i 6= j,
Cβ ∈ L∞([0, l],   (n1+n2)×n3),
Cγ ∈ C([0, l],   n3×(n1+n2)),
Cδ ∈ C([0, l],   n3×n3),
C˜ij ∈ BV
(
[0, l],   di×dj
)
, for i 6= j.
(DHIII) If i 6= j, 1 ≤ i, j ≤ n1 +n2, and ki(x) = kj(x) for some x ∈ [0, l] then both
Cij and C˜ij vanish completely on [0, l].
(DHIV) u(t, x) = (u1(t, x), . . . , un1(t, x)) ∈   n1 and v(t, x) = (v1(t, x), . . . , vn2(t, x)) ∈
 
n2 and w(t, x) = (w1(t, x), . . . , wn3(t, x)) ∈   n3 .
(DHV) D ∈   n2×n1, E ∈   n1×n2 and
F : C([0, l],   n1) →   n2 , G : C([0, l],   n2) →   n2
are linear continuous operators.
Write (DH) as an abstract evolution equation
d
dt
z(t) = Az(t) (z = (u, v, w, d)),
in the complex spaces Xp or Y with the closed densely defined operator A : D(A) ⊂
X → X
A(u, v, w, d) :=

−(K(x) ∂
∂x
+ C(x)
)uv
w

 ; Fu+Gv

 ,
D(A) := {z ∈ X | Az ∈ X, u(0) = Ev(0), d = v(l)−Du(l)} ,
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where X denotes Xp or Y . It is not difficult to see that A generates a C0 semigroup
in Y , see Proposition 7.18, and Xp for p ∈ [1,∞[ and special choices of F and G,
see Proposition 7.20, [45, Theorem 6.2, p. 312] or [48].
Then for given (f, g, h, b) ∈ X the resolvent equation
(λI − A)(u, v, w, d) = (f, g, h, b), (u, v, w, d) ∈ D(A)
reads
(6.7)


(
λIn1+n2 +K0(x)
∂
∂x
+ Cα(x)
)(u(x)
v(x)
)
+ Cβ(x)w(x) =
(
f(x)
g(x)
)
(λIn3 + Cδ(x))w(x) + Cγ(x)
(
u(x)
v(x)
)
= h
λ (v(l)−Du(l))− Fu−Gv = b.
The spectrum may not only consist of point spectrum, but also continuous or
residual spectrum, depending on the choice of the underlying Banach space (con-
tinuous spectrum when X = Xp, p ∈ [1,∞[ and residual spectrum when X = Y ).
Let
(6.8) Σ := {λ ∈   | ∃x ∈ [0, l] : det(λIn3 + Cδ(x)) = 0} .
Then Σ is compact consisting of a finite union of closed curves. If λ /∈ Σ then (6.7)
is equivalently written as:
(6.9)


(
λIn1+n2 +K0
∂
∂x
+ Cα − CβJ(λ)Cγ
)(u
v
)
=
(
f
g
)
− CβJ(λ)h
w = J(λ)
(
−Cγ
(
u
v
)
+ h
)
λ (v(l)−Du(l))− Fu−Gv = b,
with
J(λ)(x) := (λIn3 + Cδ(x))
−1 .
As in Proposition 4.3 it follows that the operator
(6.10) (u, v, d) 7−→


(
λIn1+n2 +K0
∂
∂x
+ Cα − CβJ(λ)Cγ
)(u
v
)
λd− Fu−Gv
is an index 0 Fredholm operator from{
(u, v, d) ∈ W 1,p([0, l],   n1+n2)×   n2 | u(0) = Ev(0), d = v(l)−Du(l)}
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into Lp([0, l],   n1+n2)×   n2 for p ∈ [1,∞].
In particular, if λ ∈ σ(A)\ (Σ ∪ σp(A)) then (6.10) is injective and hence bijective,
so that (6.9) has a unique solution, i.e. λ ∈ ρ(A). Hence σ(A) \ Σ only contains
pointspectrum
σ(A) \ Σ ⊂ σp(A).
Let T (x, y, λ) denote the fundamental system to
(6.11)
d
dx
(
u(x)
v(x)
)
= −K−10 (x) (λIn1+n2 + Cα(x)− Cβ(x)J(λ)(x)Cγ(x))
(
u(x)
v(x)
)
.
Define h(λ) and H(λ) as in Def. 4.2 and (4.6) 5:
h(λ) :=detH(λ),
H(λ) :=(−λDδl − F, λIn2δl −G)T (·, 0, λ)
(
E
In2
)
.
Then
σ(A) \ Σ = {λ ∈   | h(λ) = 0}
and σ(A) \ Σ is discrete since h(λ) is analytic. We have
(6.12)



R(λ,A)


f
g
h
b



 (x) =


u(x)
v(x)
w(x)
∆(u, v)

 ,
(
u
v
)
= T (·, 0, λ)
(
E
I
)
H(λ)−1β(λ)(f, g, h, b)
+
∫ ·
0
T (·, y, λ)θ(f, g, h, λ, y) dy,
w = J(λ)
(
−Cγ
(
u
v
)
+ h
)
,
θ(f, g, h, λ, y) := K1(y)
−1
[(
f(y)
g(y)
)
− Cβ(y)J(λ)(y)h(y)
]
and β(λ) : X →   n2 denotes
β(λ) (f, g, h, b) := b+ (λDδl + F,G− λIn2δl)
∫ ·
0
T (·, y, λ)θ(y) dy.
We want to express the characteristic functions and resolvents for (DH) in
terms of the nondegenerate system (H) and in powers of λ−1 for λ on stripes   r
5the reader will not be confused that by analogy we use the same symbols h, H and T , as we
did for the nondegenerate system (H) in section 4
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with sufficiently large imaginary part. For this let TH denote the fundamental sys-
tem corresponding to the nondegenerate problem (H), i.e. TH is the fundamental
system of the initial value problem
d
dx
(
u(x)
v(x)
)
= −K−10 (x) (λIn1+n2 + Cα(x))
(
u(x)
v(x)
)
.
According to Lemma 6.3 (or 4.6) we have that for r > 0 there exist c, d > 0 such
that for λ ∈   r and |Imλ| > d we have
(6.13)
∥∥∥∥TH(x, y, λ)− T0(x, y, λ)− 1λF1(x, y, λ)
∥∥∥∥ ≤ c 1|λ|2 ,
where T0 and F1 are bounded for λ ∈   r and only depend on the nondegenerate
system (obtained by deleting w).
Because we only require a expansion of T up to order λ−2 we will instead of T
estimate the fundamental solution to
(6.14)
d
dx
(
u(x)
v(x)
)
= −K−10 (x)
(
λIn1+n2 + Cα(x)− λ−1Cβ(x)Cγ(x)
)(u(x)
v(x)
)
.
Denote the fundamental solution to (6.14) by T˜ . Because for |λ| > ‖Cδ‖
J(λ) =
1
λ
In3 −
1
λ2
Cδ
∞∑
i=0
(
−Cδ
λ
)i
it follows from Grownwall’s inequality that T is a λ−2 perturbation of T˜ for λ in
a neighbourhood of ∞.
Define
T˜0(x, y, λ) := TH(x, y, λ)
T˜k(x, y, λ) :=
∫ x
y
TH(x, z, λ)K
−1
0 (z)Cβ(z)Cγ(z)T˜k−1(z, y, λ) dz for k ≥ 1.
Then
T˜ (x, y, λ) =
∞∑
k=0
1
λk
T˜k(x, y, λ) = TH(x, y, λ) +
1
λ
T˜1(x, y, λ) +
∞∑
k=2
1
λk
T˜k(x, y, λ)
for |λ| sufficiently large. Hence we only have to estimate T˜1,
T˜1(x, y, λ) =
∫ x
y
TH(x, z, λ)K
−1
0 (z)Cβ(z)Cγ(z)TH(z, y, λ) dz.
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From (6.13) it follows that
1
λ
T˜1(x, y, λ) =
1
λ
T0(x, y, λ)
∫ x
y
T0(y, z, λ)K
−1
0 (z)Cβ(z)Cγ(z)T0(z, y, λ) dz+O
(
1
λ2
)
.
By Proposition 6.1 we have
T0(x, y, λ) = exp
(
−λ
∫ x
y
K−10 (z) dz
)
F (x, y),
where F = blockdiag (Fi)1≤i≤α+β and for 1 ≤ i ≤ α + β Fi : [0, l]2 →   di×di only
depends on the reduced blockdiagonal nondegenerate system obtained from (DH)
after canceling w.
Proposition 6.8∫ x
y
T0(y, z, λ)K
−1
0 (z)Cβ(z)Cγ(z)T0(z, y, λ) dz
=
∫ x
y
blockdiag(Fi(y, z)C˜ii(z)Fi(z, y))1≤i≤α+β dz +O
(
1
λ
)
.
Proof: For 1 ≤ i, j ≤ α+ β we have(
T0(y, z, λ)K
−1
0 (z)Cβ(z)Cγ(z)T0(z, y, λ)
)
ij
= exp
(
λ
∫ z
y
(
k−1i (u)− k−1j (u)
)
du
)
Fi(y, z)C˜ij(z)Fj(z, y).
If we integrate this equation from y to x then for i 6= j we can perform partial
integration by assumptions (DHII) and (DHIII). We get for i 6= j∫ x
y
(
T0(y, z, λ)K
−1
0 (z)Cβ(z)Cγ(z)T0(z, y, λ)
)
ij
dz = O
(
1
λ
)
.

Hence we have proven the following
Lemma 6.9 Let T (x, y, λ) denote the fundamental system to (6.11). For r > 0
there exist constants c, d > 0 such that for λ ∈   with |Reλ| < r and |Imλ| > d
we have ∥∥∥∥T (x, y, λ)− T0(x, y, λ)− 1λF˜1(x, y, λ)
∥∥∥∥ ≤ c 1|λ|2 .
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F˜1 is the matrix with the i-th blockdiagonal element, 1 ≤ i ≤ α + β,(
F˜1(x, y, λ)
)
ii
=(F1(x, y, λ))ii
+ exp
(
−λ ∫ x
y
k−1i (u) du
)
Fi(x, y)
∫ x
y
Fi(y, z)C˜ii(z)Fi(z, y) dz,
and for the i-th blockrow and j-th blockcolumn, 1 ≤ i, j ≤ α + β, i 6= j,(
F˜1(x, y, λ)
)
ij
= (F1(x, y, λ))ij
Remark 6.10 The expansion differs from the nondegenerate case only in an ad-
ditional term on the (block)diagonal of F1.
Lemma 6.11 Lemma 4.8 holds true literally if we replace F1 with F˜1.
We have the following two Lemmas which are proved similar as Lemmas 4.12 and
4.13
Lemma 6.12 For each γ > γ+ there exist only finitely many eigenvalues λ of
(DH) in the complement of Σ that satisfy Reλ ≥ γ.
Lemma 6.13 Suppose (H0) has nonempty spectrum. Then the following hold:
ı) For each δ > 0 there are only finitely many eigenvalues of (DH) in the comple-
ment of Σ which satisfy Reλ ≤ γ− − δ or Reλ ≥ γ+ + δ.
ıı) For  > 0 there exists d > 0 such that
σ(DH) ∩ {λ ∈   | |Imλ| ≥ d} ⊂
⋃
h0(λ)=0
B(λ).
ııı) Suppose ρ = infλ1 6=λ2,h0(λ1)=h0(λ2)=0 |λ1 − λ2| > 0. Then for each η < ρ2 there
exists d > 0 such that for each λ0 ∈   with h0(λ0) = 0 and |Imλ0| ≥ d there exists
λ ∈ Bη(λ0) which is an eigenvalue of (DH), i.e. h(λ) = 0. Both h and h0 have
the same number of zeros in each Bη(λ0). In particular, if (H0) only possesses
algebraically simple eigenvalues, then the eigenvalues λ ∈ Bη(λ0) of (DH) are
unique and algebraically simple.
Let
∆F1 := F˜1 − F1.
Let H
(H)
1 be defined as in the formula (4.21), and let H
(DH)
1 be defined as in formula
(4.21) but using F˜1 instead of F1. Denote
∆H1 := H
(DH)
1 −H (H)1 .
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Formulas for ∆F1 and ∆H1 are
∆F1(x, y, λ) = blockdiag
(
exp
(
−λ ∫ x
y
k−1i (u) du
)
Fi(x, y)
∫ x
y
Fi(y, z)C˜ii(z)Fi(z, y) dz
)
1≤i≤α+β
,
∆H1 = − (D,−I)∆F1(l, 0, λ)
(
E
I
)
.
Lemma 6.14 Let
Rapnd

fg
b

 :=R(λ,A0)
(
f
g
)
+
1
λ

R1(λ)
(
f
g
)
+R2(λ)
(
f
g
)
+R3(λ)

fg
b

+R4(λ)
(
f
g
)
denote the resolvent approximation for the nondegenerate hyperbolic system which
we obtain from (DH) by deleting terms including w (formulas for R1, . . . , R4 are
given below (4.26)). Suppose there exist h ∈  , δ,∆,  > 0 such that for λ ∈  
with |Reλ−h| < δ and |Imλ| > ∆ the inequality |h0(λ)| ≥  and the relation λ /∈ Σ
hold. Then there exist constants c, d > 0 such that for all λ ∈   with |Reλ−h| < δ
and |Imλ| > d we have λ ∈ ρ(A) and
(6.15) R(λ,A)


f
g
h
b

 =


u
v
w
∆(u, v)

+ 1λ2E(λ)(f, g, h, b),
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where(
u
v
)
=Rappnd

fg
b


+
1
λ
(
−T0(·, 0, λ)
(
E
I
)
H0(λ)
−1∆H1(λ)H0(λ)−1β0(λ)(f, g)
− T0(·, 0, λ)
(
E
I
)
H0(λ)
−1(D,−I)
∫ l
0
T0(l, y, λ)K1(y)
−1Cβ(y)h(y) dy
+ ∆F1(·, 0, λ)
(
E
I
)
H0(λ)
−1β0(λ)(f, g)
−
∫ ·
0
T0(·, y, λ)K1(y)−1Cβ(y)h(y) dy
+ T0(·, 0, λ)
(
E
I
)
H0(λ)
−1(D,−I)
∫ l
0
∆F1(l, y, λ)K1(y)
−1
(
f(y)
g(y)
)
dy
+
∫ ·
0
∆F1(·, y, λ)K1(y)−1
(
f(y)
g(y)
)
dy
)
,
w =
1
λ
(−CγR(λ,A0)(f, g) + h)
and the error term E is bounded by c,
‖E(λ)‖L(X) ≤ c.
Proof: By Lemma 6.9 and Remark 6.10 we have
T = T0 +
1
λ
F1 +
1
λ
∆F1 +O
(
1
λ2
)
.
From this we get (Lemma 6.11)
1
λ
H(λ) = H0(λ) +
1
λ
H1(λ) +
1
λ
∆H1(λ) +O
(
1
λ2
)
,
λH(λ)−1 = H0(λ)−1 − 1
λ
H0(λ)
−1H1(λ)H0(λ)−1 − 1
λ
H0(λ)
−1∆H1(λ)H0(λ)−1
+O
(
1
λ2
)
.
After we plug these into (6.12) we get the stated estimate for the resolvent of (DH).

Using the resolvent approximation of Lemma 6.14 it is not difficult to verify con-
dition ıv) of Theorem 5.26 for the additional 1
λ
terms appearing above in the
expansion for the nondegenerate system) (as done in section 5.3). Thus we have
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Theorem 6.15 (Exponential dichotomy for (DH)) Let α ≤ β, α, β ∈  .
System (DH) is (α, β) exponentially dichotomous in the spaces Y and Xp, p ∈
[1,∞[, if and only if there exists δ > 0 so that
h(λ) 6= 0 and λ /∈ Σ
for λ ∈   with α − δ < Reλ < β + δ. In this case the exponential rates are
independent on p ≥ 1.
Theorem 6.16 (Spectral gap mapping Theorem for (DH)) Theorem 5.4 holds
for (DH).
7 Semilinear hyperbolic systems: Fre´chet differ-
entiability of the solution map and stability by
linearization
In this section we define weak solutions, show local existence and uniqueness and
regularity for the class of semilinear hyperbolic systems (SH). We show that (SH)
generates a smooth semiflow in the phase space Y and prove the stability Theo-
rem 7.26.
We consider the class of semilinear hyperbolic systems
(SH)


∂
∂t

u(t, x)v(t, x)
w(t, x)

+K(x) ∂
∂x

u(t, x)v(t, x)
w(t, x)

+H(x, u(t, x), v(t, x), w(t, x)) = 0,
d
dt
[v(t, l)−Du(t, l)] = F (u(t, ·), v(t, ·)),
u(t, 0) = E v(t, 0),
u(0, x) = u0(x), v(0, x) = v0(x), w(0, x) = w0(x).
for x ∈ ]0, l[ and t > 0 with the following assumptions:
(SHI) K(x) = diag (ki(x))i=1,...,n is a diagonal n × n matrix of functions ki ∈
C1 ([0, l],  ) which satisfy ki(x) > 0 for i = 1, . . . , n1 and ki(x) < 0 for i =
n1 + 1, . . . n1 + n2 (x ∈ [0, l]) and ki ≡ 0 for i = n1 + n2 + 1, . . . , n1 + n2 + n3 = n.
(SHII) H : ]0, l[×  n →  n is a Ck Carathe´odory function, k ≥ 1 (see Def. 10.11).
The last n3 components Hw : ]0, l[×  n →  n3 of H satisfy Hw(·, z) ∈ C([0, l],  n3)
for z ∈  n. We denote with Huv the first n1 + n2 components of H, i.e. H =
(Huv, Hw).
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(SHIII) F : C([0, l],  n1+n2) →  n2 is Ck and has bounded and uniformly con-
tinuous derivatives on bounded sets (for each b > 0 and  > 0 there exists δ > 0
so that
∥∥∂kF (u1, v1)− ∂kF (u2, v2)∥∥ ≤  for (u1, v1), (u2, v2) ∈ C([0, l],  n1+n2),
‖(u1, v1)− (u2, v2)‖ ≤ δ, ‖(u1, v1)‖ ≤ b).
(SHIV) u(t, x) = (u1(t, x), . . . , un1(t, x)) ∈  n1 , v(t, x) = (v1(t, x), . . . , vn2(t, x)) ∈

n2 and w(t, x) = (w1(t, x), . . . , wn3(t, x)) ∈  n3
(SHV) D ∈  n2×n1 , E ∈  n1×n2
Let H : C([0, l],  n) → L∞([0, l],  n),
H(u, v, w)(x) := H(x, u(x), v(x), w(x)), a.a. x ∈ [0, l],
denote the superposition operator generated by H. We denote the (u, v) and w
component of H with Huv and Hw, respectively.
Remark 7.1 By (SHII) the superposition operator H maps L∞([0, l],  n) Ck-
smoothly into itself and has locally bounded derivatives [24]. In particular H is
locally Lipschitz from L∞([0, l],  n) into itself, i.e. for b > 0 there exists L > 0
so that for z1 = (u1, v1, w1) ∈ L∞([0, l],  n) and z2 = (u2, v2, w2) ∈ L∞([0, l],  n)
with ‖z1‖L∞ ≤ b and ‖z2‖L∞ ≤ b one has ‖H(z1)− H(z2)‖L∞ ≤ L ‖z1 − z2‖L∞. By
(SHIII) also F is locally Lipschitz from its domain into  n2 .
Let T (t) denote the semigroup to
(7.1)


∂
∂t

u(t, x)v(t, x)
w(t, x)

+K(x) ∂
∂x

u(t, x)v(t, x)
w(t, x)

 = 0,
d
dt
[v(t, l)−Du(t, l)] = 0,
u(t, 0) = E v(t, 0),
u(0, x) = u0(x), v(0, x) = v0(x), w(0, x) = w0(x).
System (7.1) can be written as an abstract evolution equation
d
dt
z(t) = A0z(t) (z = (u, v, w, d)),
in the space Xp or Y with the closed densely defined operator
(7.2) A0 : D(A0) ⊂ X → X, A0(u, v, w, d) :=

−K(x) ∂
∂x

uv
w

 ; 0

 ,
D(A0) := {(u, v, w, d) ∈ X |A0(u, v, w, d) ∈ X,(7.3)
u(0) = Ev(0), d = ∆(u, v)},
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where X denotes Xp or Y .
By integrating along characteristics one can derive an explicit formula for the
semigroup T (t). We do not need such a formula, we only need the following
Proposition 7.2 The semigroup T (t) is strongly continuous on the spaces Xp for
1 ≤ p <∞, Y and D(A0) (but not on X∞, see Remark 7.4 and [44]). For T > 0
there exists c > 0 such that for (u0, v0, w0) ∈ L∞([0, l],  n) and d0 ∈  n2 we have
‖T (t)(u0, v0, w0, d0)‖X∞ ≤ c ‖(u0, v0, w0, d0)‖X∞ for 0 ≤ t ≤ T.
In particular Proposition 7.2 states that T (t) is a semigroup of bounded op-
erators on X∞ (which is not C0, even not Bochner measurable according to Re-
mark 7.4). Our choice of phase space for (SH) will be Y . For T > 0 denote
(7.4) XT := C([0, T ], Y ).
Definition 7.3 Let T > 0. The triplet (u, v, w,∆(u, v)) ∈ XT is called a weak (or
mild) solution of (SH) up to T for the initial data (u0, v0, w0,∆(u0, v0)) ∈ Y if for
all t ∈ [0, T ]
(u(t), v(t), w(t),∆(u(t), v(t))) = G(u, v, w,∆(u, v))(t),
where
G(u, v, w,∆(u, v))(t) := T (t)


u0
v0
w0
∆(u0, v0)


+
∫ t
0
T (t− s)
(−H(u(s), v(s), w(s))
F (u(s), v(s))
)
ds.(7.5)
We need to add a remark and explain in which sense the integral in (7.5) has to
be understood:
Remark 7.4 It does not make sense to define the Bochner integral∫ t
0
T (t− s)
(−H(u(s), v(s), w(s))
F (u(s), v(s))
)
ds
in the space X∞ because the integrand s 7→ T (t − s)
(−H(u(s), v(s), w(s))
F (u(s), v(s))
)
will
not be measurable in the sense of Bochner in X∞.
Indeed, consider a real valued step function on [0, l] which has a jump (shock) at
l
2
. Then translation of this function is not measurable on a time interval with values
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into the Banach space L∞([0, l],  ) because the image is not separable with respect
to the strong L∞ norm 6. Now the Nemytskij operator H will not be compatible
with the boundary conditions (even if the generating function is arbitrary smooth
with respect to all variables or linear with constant coefficients, in general), so that
shocks will travel along the characteristics due to incompatibilities at the boundary
when the translation semigroup T (t− s) is applied.
Hence the integrand will not be measurable in X∞, so the integral in (7.5) can
not be defined in X∞. But it is well defined in the Banach space Xp for 1 ≤ p <∞:
Because T is a strongly continuous semigroup on Xp for 1 ≤ p <∞ it follows that
the integrand is measurable with values in the larger space Xp. Moreover, we are
allowed to estimate the X∞ norm of the integral: Let f : [0, T ] → X∞ be measurable
and bounded. Then s 7→ T (t − s)f(s) is measurable on [0, t] with values in Xp,
1 ≤ p <∞, and we have
(7.6)
∥∥∥∥
∫ t
0
T (t− s)f(s) ds
∥∥∥∥
Xp
≤ c
∫ t
0
‖f(s)‖Xp ds,
where c does not depend on 1 ≤ p <∞. By letting p →∞ (and using Lebesgue’s
convergence theorem) we get
(7.7)
∥∥∥∥
∫ t
0
T (t− s)f(s) ds
∥∥∥∥
X∞
≤ c
∫ t
0
‖f(s)‖X∞ ds.
In this work we will do such L∞ estimates many times without any comments even
though the integrand will not be measurable with values in the Banach space L∞ (or
X∞). In section 10 we will consider even weaker solutions where it will happen that
f will not be measurable on [0, t] with values in L∞([0, l]), but f will be measurable
on the time space product space [0, t]× [0, l], f ∈ L∞([0, t]× [0, l]). For almost all
s ∈ [0, t] we have that f(s, ·) ∈ L∞([0, l]) and it follows that s 7→ ‖f(s, ·)‖L∞([0,l])
is measurable (because the map is obtained as a limit for p→∞ of the measurable
map s 7→ ‖f(s, ·)‖Lp([0,l])). Again the integral
∫ t
0
T (t− s)f(s) ds will be well defined
in Lp, p <∞ and we are allowed to perform norm estimates as (7.6), (7.7).
Theorem 7.5 Weak solutions of (SH) are unique.
Proof: The proof is standard and uses Gronwall’s Lemma: Let
z1 = (u1, v1, w1,∆(u1, v1)), z2 = (u2, v2, w2,∆(u2, v2)) ∈ XT
6the author would like to thank Prof. A. Mielke for pointing to this technical difficulty
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be solutions of (SH). By Remark 7.1 and Proposition 7.2 there exist constants
c > 0 and L > 0 so that for t ∈ [0, T ]
‖z1 − z2‖Y
≤
∥∥∥∥
∫ t
0
T (t− s)
(−H(u1(s), v1(s), w1(s)) + H(u2(s), v2(s), w2(s))
F (u1(s), v1(s))− F (u2(s), v2(s))
)
ds
∥∥∥∥
X∞
≤
∫ t
0
c
∥∥∥∥
(
H(u1(s), v1(s), w1(s))− H(u2(s), v2(s), w2(s))
F (u1(s), v1(s))− F (u2(s), v2(s))
)∥∥∥∥
X∞
ds
≤cL
∫ t
0
‖z1 − z2‖Y ds.
Gronwall’s inequality yields
‖(z1 − z2)(t)‖Y = 0 for t ∈ [0, T ].

Proposition 7.6 Suppose
ρ ∈ C ([0, T ], L∞(]0, l[ ,  n1+n2)× C([0, l],  n3)×  n2) .
Then ∫ ·
0
T (· − s)ρ(s) ds ∈ C([0, T ], Y ).
Proof: Denote X∞C := L∞(]0, l[ ,  n1+n2)× C([0, l],  n3)×  n2 . By mollification
there exists a sequence ρk ∈ C1([0, T ], X∞C) such that ρk converges uniformly to
ρ in C([0, T ], X∞C). Let D(A0) be as in (7.3) with X = Xp for a fixed 1 ≤ p <∞.
Since ρk ∈ C1([0, T ], Xp) it follows from Proposition 12.6 that∫ ·
0
T (· − s)ρk(s) ds ∈ C([0, T ], D(A0)).
The domain D(A0) is continuously embedded in
{(u˜, v˜, w˜, d˜) ∈ C([0, l],  n1+n2)× Lp([0, l],  n3)×  n2 |
u˜(0) = Ev˜(0), d˜ = v˜(l)−Du˜(l)}.
Moreover, the third component of ρk lies in C([0, l], 
n3) and the semigroup acts
trivially on the third component. Therefore∫ ·
0
T (· − s)ρk(s) ds ∈ C([0, T ], Y ).
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For t ∈ [0, T ]∥∥∥∥
∫ t
0
T (t− s)(ρ(s)− ρk(s)) ds
∥∥∥∥
X∞
≤T sup
s∈[0,T ]
‖T (s)‖L(X∞) ‖ρ− ρk‖C([0,T ],X∞)
≤c ‖ρ− ρk‖C([0,T ],X∞C) .
Hence it follows that ∫ ·
0
T (· − s)ρ(s) ds ∈ C([0, T ], Y ).

As an immediate consequence we have:
Corollary 7.7 If (u0, v0, w0,∆(u0, v0)) ∈ Y and (u, v, w,∆(u, v)) ∈ XT , then
T (·)


u0
v0
w0
∆(u0, v0)

 +
∫ ·
0
T (· − s)
(−H(u(s), v(s), w(s))
F (u(s), v(s))
)
ds ∈ C([0, T ], Y ).
The following Proposition is a direct consequence of Definition 7.3 and Corol-
lary 7.7:
Proposition 7.8 If (u, v, w,∆(u, v)) ∈ XT is a weak solution to (SH), then
∆(u, v) ∈ C1([0, T ],  n2) and d
dt
∆(u, v)(t) = F (u(t), v(t)).
Proposition 7.9 Let z = (u, v, w,∆(u, v)) ∈ XT be a weak solution of (SH) with
initial data z(0) = (u0, v0, w0,∆(u0, v0)) ∈ Y . Suppose
(u0, v0) ∈ W 1,∞(]0, l[ ,  n1+n2).
Then for all p ∈ ]1,∞[
(u, v, w,∆(u, v)) ∈C([0, T ],W 1,p(]0, l[ ,  n1+n2)× C([0, l],  n3)×  n2)
∩ C1([0, T ], Lp(]0, l[ ,  n1+n2)× C([0, l],  n3)×  n2)(7.8)
and (SH) holds in a classical sense.
Proof: Let h > 0 and 0 ≤ t < t+ h ≤ T . We have
z(t + h)− z(t) =(T (h)− I)T (t)z(0)
+
∫ t
0
T (t− s)
(−H((u, v, w)(h+ s)) + H((u, v, w)(s))
F (u(h+ s), v(h+ s))− F (u(s), v(s))
)
ds
+
∫ h
0
T (t+ h− s)
(−H((u, v, w)(s))
F (u(s), v(s))
)
ds.(7.9)
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By (SHII), (SHIII) and Proposition 7.2 there exists c > 0 so that
‖z(t + h)− z(t)‖Y ≤‖(T (h)− I)T (t)z(0)‖X∞ + ch
+ c
∫ t
0
‖z(s + h)− z(s)‖Y ds.
Moreover we have
(7.10) (T (h)− I)T (t)z(0) =
∫ h
0
T (s)T (t)(A0z(0)) ds.
And because A0z(0) ∈ X∞ by our assumption on the initial data we have (the
constant c will differ from each line)
‖(T (h)− I)T (t)z(0)‖X∞ ≤ ch.
Hence
‖z(t + h)− z(t)‖Y ≤ ch+ c
∫ t
0
‖z(s+ h)− z(s)‖Y ds.
Gronwall’s Lemma implies
‖z(t + h)− z(t)‖Y ≤ hc.
Hence ω : [0, T ] → Y is Lipschitz continuous. This shows that(−H((u, v, w)(·))
F (u(·), v(·))
)
: [0, T ] → X∞ ⊂ Xp
is Lipschitz continuous. Because Xp is reflexive for 1 < p <∞ it follows that(−H((u, v, w)(·))
F (u(·), v(·))
)
∈ W 1,∞([0, T ], Xp)
and Proposition 12.6 yields the assertion. 
Remark 7.10 Suppose F : C([0, l],  n1+n2) →  n2 satisfies a Lp Lipschitz con-
dition for a fixed p ∈ ]1,∞[ on bounded subsets of C([0, l],  n1+n2), i.e. for any
bounded subset B of C([0, l],  n1+n2) there exists a constant L > 0 so that for
(u1, v1), (u2, v2) ∈ B the relation
‖F (u1, v1)− F (u2, v2)‖ ≤ L ‖(u1, v1)− (u2, v2)‖Lp([0,l])
holds. If
(u0, v0) ∈ W 1,p(]0, l[ ,  n1+n2),
then (7.8) holds.
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Proof: The proof is similar to Proposition 7.9. Indeed, the generating function of
the Nemytskij operator H is locally Lipschitz with respect to the unknown variables
(uniformly for almost all x ∈ ]0, l[, see the Definition 10.11 of Ck Carathe´odory
function), which implies - since z is bounded with values in X∞ - that there exists
a constant c so that
‖H((u, v, w)(h+ s))− H((u, v, w)(s))‖Lp(7.11)
≤ c ‖(u, v, w)(h+ s)− (u, v, w)(s)‖Lp .
Since F satisfies a Lp Lipschitz condition, we get from (7.9) and (7.10) using the
assumption on z(0) that
‖z(t + h)− z(t)‖Xp ≤‖(T (h)− I)T (t)z(0)‖Xp + ch
+ c
∫ t
0
‖z(h + s)− z(s)‖Xp ds
≤ch + c
∫ t
0
‖z(s + h)− z(s)‖Xp ds.
Gronwall yields that z : [0, T ] → Xp is Lipschitz.
And (7.11) implies that
(−H((u, v, w)(·))
F (u(·), v(·))
)
: [0, T ] → Xp is Lipschitz. From the
reflexivity of Xp it follows that
(−H((u, v, w)(·))
F (u(·), v(·))
)
∈ W 1,∞([0, T ], Xp) and we ap-
ply Proposition 12.6 again. 
Theorem 7.11 (local existence) For any (u0, v0, w0,∆(u0, v0)) ∈ Y there exists
a δ > 0, depending only on ‖(u0, v0, w0,∆(u0, v0))‖Y , such that (SH) has a weak
solution up to δ.
Proof: Corollary 7.7 shows that G maps XT into itself. Let 0 < δ < 1. Define the
closed subspace of Xδ (see (7.4))
Bδ :=
{
(u, v, w,∆(u, v)) ∈ Xδ | for t ∈ [0, δ]
‖(u(t), v(t), w(t),∆(u(t), v(t)))− T (t)(u0, v0, w0,∆(u0, v0))‖Y ≤ 1
}
.
By Remark 7.1 there exists L > 0, depending only on ‖(u0, v0, w0,∆(u0, v0))‖Y ,
such that if z1, z2 ∈ Bδ then
(7.12) ‖G(z1)(t)− G(z2)(t)‖Y ≤ δL ‖z1 − z2‖Xδ .
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Moreover, since H and F are locally bounded it follows from the definition of Bδ
that there exists a bound M > 0, depending only on ‖(u0, v0, w0,∆(u0, v0))‖Y ,
such that
‖G(z)(t)− T (t)(u0, v0, w0,∆(u0, v0))‖Y(7.13)
≤
∥∥∥∥
∫ t
0
T (t− s)
( −H(z(s))
F (u(s), v(s))
)
ds
∥∥∥∥
X∞
≤Mδ for t ∈ [0, δ] .
Therefore (7.12) and (7.13) imply that for sufficiently small δ > 0 the operator G
maps Bδ into itself and becomes a contraction. By Banachs contraction mapping
theorem G has a fixed point in Bδ ⊂ Xδ. 
For z0 ∈ Y let ω = ω(z0) ∈ ]0,∞] denote the maximal time up to which the
solution exists, i.e.
(7.14) ω(z0) := sup{t ∈  | there exists a weak solution up to t with z(0) = z0}.
We have the following consequence of Theorem 7.11
Corollary 7.12 For any z0 ∈ Y either
ı) ω(z0) = ∞
or
ıı) ω(z0) < ∞ and limt↑ω(z0) ‖z(t)‖Y = ∞, where z : [0, ω(z0)[ → Y denotes the
weak solution with z(0) = z0.
Proof: Suppose ω(z0) < ∞ and the assertion limt↑ω(z0) ‖z(t)‖Y = ∞ was false.
Then there would exist a sequence (tn)n∈   in  , 0 < tn < ω(z0), converging
to ω(z0), such that ‖z(tn)‖∞ were bounded. Since in Theorem 7.11 δ > 0 only
depended on the norm of the initial data we would find a δ˜ > 0 and construct a
solution z :
[
0, ω(z0) + δ˜
]
→ Y with z(0) = z0 contradicting definition (7.14) (here
we have used that the concatenation of two solutions is a solution which follows
directly from Def. 7.3). 
Theorem 7.13 Let z ∈ XT be a weak solution of (SH) up to T . Then there exists
a neighborhood U of z(0) in Y such that for all y0 ∈ U there is a weak solution
y ∈ XT of (SH) up to T satisfying y(0) = y0.
There exists a constant c > 0 such that for all y0 ∈ U
‖z(t)− y(t)‖Y ≤ c ‖z(0)− y0‖Y .
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Proof: Proceed similar as in the proof of [71, Theorem 11.15, p. 117]. 
For a given solution z = (u, v, w,∆(u, v)) of (SH) we consider the z-linearized
equation of (SH)
(LH)


∂
∂t

uL(t, x)vL(t, x)
wL(t, x)

+K(x) ∂
∂x

uL(t, x)vL(t, x)
wL(t, x)


+∂(u,v,w)H(x, (u, v, w)(t, x))

uL(t, x)vL(t, x)
wL(t, x)

 = 0,
d
dt
[vL(t, l)−DuL(t, l)] = 〈∂F (u(t, ·), v(t, ·)), (uL(t, ·), vL(t, ·))〉,
uL(t, 0) = E vL(t, 0),
uL(0, x) = hu(x), vL(0, x) = hv(x), wL(0, x) = hw(x).
Definition 7.14 Let z = (u, v, w,∆(u, v)) ∈ XT be a given weak solution of (SH).
The quadruplet zL = (uL, vL, wL,∆(uL, vL)) ∈ XT is called a weak (or mild) so-
lution of (LH) to the initial data zL(0) = (hu, hv, hw,∆(hu, hv)) ∈ Y iff for all
t ∈ [0, T ]
zL(t) = GL(z, zL)(t),
where
GL(z, zL)(t) :=T (t)


hu
hv
hw
∆(hu, hv)


+
∫ t
0
T (t− s)
(〈−∂H((u, v, w)(s)), (uL(s), vL(s), wL(s))〉
〈∂F (u(s), v(s)), (uL(s), vL(s))〉
)
ds.
(∂H denotes the total derivative of the Nemytskij operator H : L∞(]0, l[ ,  n) →
L∞(]0, l[ ,  n))
Theorem 7.15 Let T > 0. For any weak solution z = (u, v, w,∆(u, v)) ∈ XT
of (SH) and (hu, hv, hw,∆(hu, hv)) ∈ Y there exists a unique weak solution zL =
(uL, vL, wL,∆(uL, vL)) ∈ XT of the corresponding linearized problem (LH). There
is a constant c > 0, depending only on ‖z‖XT , such that
‖zL(t)‖Y ≤ c ‖(hu, hv, hw,∆(hu, hv))‖Y .
Proof: First we note that by Proposition 7.6 we have that the operator GL(z, ·)
maps XT into itself. We have to show that zL = GL(z, zL) has a unique solution
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zL ∈ XT . As in Theorem 7.11 one shows local existence, i.e. that a unique solution
exists in Xδ for δ > 0 sufficiently small. Then we need an a-priori estimate to show
that δ can be chosen arbitrary large (δ = T ): By assumptions (SHII) and (SHIII)
the derivatives ∂H and ∂F are bounded on bounded subsets. Hence it follows from
the variation of constants formula in Definition 7.14 that there exists a constant
c depending on ‖z‖XT such that ‖zL(t)‖Y ≤ c ‖zL(0)‖Y +
∫ t
0
c ‖zL(s)‖Y ds. Gron-
wall’s inequality implies ‖zL(t)‖Y ≤ c ‖zL(0)‖Y ect. 
Suppose there exists a weak solution z˜ ∈ XT of (SH) up to T . Then according
to Theorem 7.13 there exists an open neighborhood U of z˜(0) in Y so that for any
z0 ∈ U there exists a unique solution z ∈ XT with z(0) = z0. Define the solution
map
(7.15) St : U → Y, St(z0) := z(t) (t ∈ [0, T ]).
For z0 ∈ U and h = (hu, hv, hw,∆(hu, hv)) ∈ Y define the linearized solution
operator
(7.16) StL(z0) : Y → Y, StL(z0)h := zL(t) (t ∈ [0, T ]),
where zL ∈ XT denotes the solution of the, along the given solution z(t) = S t(z0)
of (SH), linearized system (LH) with initial data h.
Theorem 7.16 For each t ∈ [0, T ] the map S t : U → Y is Ck smooth. Moreover,
∂St(z0) = S
t
L(z0).
Proof: For z = (u, v, w,∆(u, v)) ∈ XT and initial data z0 = (u0, v0, w0,∆(u0, v0)) ∈
Y the operator G(z) has been defined in Definition 7.3. To emphasize the depen-
dence on z0 we write G(z, z0). Define the operator F
(F(z, z0)) (t) := (G(z, z0)) (t)− z(t).
By Corollary 7.7 for each z0 ∈ Y the operator G(·, z0) maps XT into itself. Thus
F : XT × Y → XT . By assumption for each z0 ∈ U the equation F(z, z0) = 0, z ∈
XT , has a unique solution z = γ(z0).
It follows from (SHII), (SHIII) and the definition of G (see (7.5)) that G is Ck
from XT × Y into XT and that we have for hj = (huj, hvj , hwj,∆(huj, hvj)) ∈ XT ,
1 ≤ j ≤ k, t ∈ [0, T ](
∂jG
∂zj
(z, z0)h1 . . . hj
)
(t)(7.17)
=
∫ t
0
T (t− s)
(−∂jH(u(s), v(s), w(s)) (hui(s), hvi(s), hwi(s))1≤i≤j
∂jF (u(s), v(s)) (hui(s), hvi(s))1≤i≤j
)
ds.
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Indeed, for j = 1 we have
G(z + h1)(t)− G(z)(t)
−
∫ t
0
T (t− s)
(−∂H((u, v, w)(s))(hu1(s), hv1(s), hw1(s))
∂F (u(s), v(s)) (hu1(s), hv1(s))
)
ds
=
∫ t
0
T (t− s)
[
−
(−∂H((u, v, w)(s))(hu1(s), hv1(s), hw1(s))
∂F (u(s), v(s))(hu1(s), hv1(s))
)
+
(−H(u(s) + hu1(s), v(s) + hv1(s), w(s) + hw1(s)) + H((u, v, w)(s))
F (u(s) + hu1(s), v(s) + hv1(s))− F (u(s), v(s))
)]
ds
=
∫ t
0
T (t− s)
∫ 1
0
[
−
(−∂H((u, v, w)(s))(hu1(s), hv1(s), hw1(s))
∂F (u(s), v(s))(hu1(s), hv1(s))
)
(−∂H((u, v, w)(s) + θ(hu1(s), hv1(s), hw1(s)))(hu1(s), hv1(s), hw1(s))
∂F (u(s) + θhu1(s), v(s) + θhv1(s))(hu1(s), hv1(s))
)]
dθ ds
Therefore by the uniform continuity of the derivative stated in conditions (SHII)
and (SHIII) we have
‖h1‖−1XT
∥∥∥∥∥G(z + h1)− G(z)
−
∫ ·
0
T (· − s)
(−∂H((u, v, w)(s))(hu1(s), hv1(s), hw1(s))
∂F (u(s), v(s)) (hu1(s), hv1(s))
)
ds
∥∥∥∥∥
XT
‖h1‖XT ↓0−→ 0.
By induction one obtains (7.17) for 1 ≤ j ≤ k.
It follows from a generalization of Banachs fixed point theorem that ∂F
∂z
is an
isomorphism from XT onto itself. Indeed, assume w ∈ XT is given. Then for
h = (hu, hv, hw,∆(hu, hv)) ∈ XT the equation ∂F∂z (z, z0)h = w is equivalent toPh = h, where P : XT → XT ,
(Ph) (t) =
∫ t
0
T (t− s)
(−∂H((u, v, w)(s))(hu, hv, hw)(s)
∂F (u(s), v(s)) (hu(s), hv(s))
)
ds− w(t).
There exists a constantM > 0, depending only on T,H, F, z, so that for h1, h2 ∈ XT
‖Ph1(t)− Ph2(t)‖Y ≤Mt ‖h1 − h2‖XT .
Proceeding with P2 = P◦P we get ‖(P 2h1)(t)− (P 2h2)(t)‖Y ≤ (Mt)
2
2
‖h1 − h2‖XT .
By induction ∥∥P ih1 − P ih2∥∥XT ≤ (MT )
i
i!
‖h1 − h2‖XT .
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Thus for i sufficiently large P i is a contraction on XT .
From the implicit function theorem it follows that γ is a Ck smooth map from U
into XT . Hence St : U → Y is Ck.
From (7.5) and (7.17) it follows that ∂St is the solution to (LH) in the sense
of Definition 7.14. 
Remark 7.17 The map S · : U → XT , u 7→ S ·u is Ck smooth.
Suppose H and F are linear. i.e.
Huv(x, u, v, w) = Cuv(x)(u, v, w)
t, Hw(x, u, v, w) = Cw(x)(u, v, w)
t,
where ·t denotes transpose, Cuv ∈ L∞([0, l],   (n1+n2)×n), Cw ∈ C([0, l],   n3×n) and
F ∈ L(C([0, l],   n1+n2),   n2). Then the weak solutions exist for all t ≥ 0. We
denote the corresponding linear semigroup by T1(t). Further denote C :=
(
Cuv
Cw
)
.
Proposition 7.18 T1(t) : Y → Y is a C0 semigroup in Y with infinitesimal
generator A1 : D(A1) → Y ,
A1(u, v, w, d) =
(
(−K(x)∂x − C(x)) (u(x), v(x), w(x))t;F (u, v)
)
,
D(A1) = {(u, v, w, d) ∈ Y ∩W 1,∞([0, l],   n1+n2)× C([0, l],   n3)×   n2 |(7.18)
A1(u, v, w, d) ∈ Y }.
Proof: By our definition of weak solutions to (SH) in the space XT we have that
T1 is a strongly continuous semigroup on Y . We verify that A1 is its infinitesimal
generator:
Let (u(s), v(s), w(s),∆(u(s), v(s))) = T1(s)(u0, v0, w0,∆(u0, v0)). Then we have
T1(h)− I
h


u0
v0
w0
d0

 = T (h)− Ih


u0
v0
w0
d0

(7.19)
+
1
h
∫ h
0
T (h− s)

−C(·)

u(s)v(s)
w(s)


F (u(s), v(s))

 ds.
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Since T (t) is a C0 semigroup on Xp for 1 ≤ p <∞ (recall the definition of T and
A0 in (7.1), (7.2), (7.3)) we have the following convergence in Xp
1
h
∫ h
0
T (h− s)

−C(·)

u(s)v(s)
w(s)


F (u(s), v(s))

 ds =1h
∫ h
0
T (s)

 −C(·)

u(h− s)v(h− s)
w(h− s)


F (u(h− s), v(h− s))

 ds
Xp−→
h↓0

−C(·)

u0v0
w0


F (u0, v0)

 .(7.20)
Hence, if y0 = (u0, v0, w0, d0) ∈ Y and the limit
lim
h↓0
T1(h)− I
h
y0 = A1y0 ∈ Y
exists in Y ⊂ Xp, then it follows from (7.19) and (7.20) that the limit limh↓0 T (h)−Ih y0
exists in Xp. Therefore, (u0, v0) ∈ W 1,p([0, l],   n1+n2) and
A0y0 = A1y0 −

−C(·)

u0v0
w0


F (u0, v0)

 ∈ X∞.
This shows y0 belongs to the right hand side of equation (7.18).
Conversely suppose y0 belongs to the right hand side of (7.18). If we plug
(T (h)− I)(u0, v0, w0, d0)t =
∫ h
0
T (s)A0(u0, v0, w0, d0)
t
into (7.19) we get
T1(h)− I
h


u0
v0
w0
d0

 =h−1
∫ h
0
T (s)

−K(·)∂x

u0v0
w0

− C(·)

u(h− s)v(h− s)
w(h− s)


F (u(h− s), v(h− s))

 ds.
(7.21)
We have to show that the right hand side of (7.21) converges in Y for h ↓ 0 to
A˜1


u0
v0
w0
d0

 :=

−K(·)∂x

u0v0
w0

− C(·)

u0v0
w0


F (u0, v0)

 .
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(Note that the integrand in (7.21) belongs to X∞ and not to Y , this would be true
even if C and Cw would have constant coefficients, in general. Also T (t) is not C0
on X∞, but on Xp.)
T1(h)− I
h


u0
v0
w0
d0

− A˜1


u0
v0
w0
d0


=h−1
∫ h
0
T (s)

 −C(·)

u(h− s)− u0v(h− s)− v0
w(h− s)− w0


F (u(h− s), v(h− s))− F (u0, v0)

 ds
+ h−1
∫ h
0

T (s)A˜1


u0
v0
w0
d0

− A˜1


u0
v0
w0
d0



 ds
=:I + II.
The first term I tends to zero in Y for h ↓ 0 because (u, v, w,∆(u, v)) ∈ XT . And
II goes to zero because A˜1(u0, v0, w0, d0) ∈ Y and T is a C0 semigroup on Y . 
Remark 7.19 The question arises if the semigroup T1(t) on Y can be extended to
a C0 semigroup on the larger space Xp for p ∈ [1,∞[ or a semigroup on X∞ (which
will not be C0). For many cases, see Proposition 7.20 and Remark 7.21 this is not
difficult to verify. The space Y then can be considered as an admissible subspace
in the sense of [49, p.122, Definition. 5.3]. On these larger spaces the functions
do not have to satisfy the boundary conditions pointwise and hence it makes sense
to write the variation of constants formula z(t) = T1(t)z(0)+
∫ t
0
T1(t−s)r(z(s)) ds
where r is a Nemytskij operator which is not compatible with boundary conditions
and hence maps out of the space Y . This will face us when we will discuss the
existence of center manifolds for equilibria, where we expand the Nemytskij operator
at the equilibrium state (T1 will correspond to the linear part and r the remainder
containing terms of order two).
A detailed proof of the next Proposition by using the Lumer-Phillips theorem
(and an equivalent weighted norm on Xp) can be found in [45, Theorem 6.2, p.312]
Proposition 7.20 Suppose
F (u, v) = F0u(l) +G0v(l) with F0 ∈   n2×n1 and G0 ∈   n2×n2 .
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Then T1 can be extended to a C0 semigroup on Xp, p ∈ [1,∞[, with infinitesimal
generator
A˜1(u, v, w, d) =
(
(−K(x)∂x − C(x)) (u(x), v(x), w(x))t;F (u, v)
)
,
D(A˜1) = {(u, v, w, d) ∈ W 1,p([0, l],   n1+n2)× Lp([0, l],   n3)×   n2 |
u(0) = Ev(0), d = ∆(u, v)}.
Remark 7.21 Proposition 7.20 can be seen directly by solving the equation for
C = 0. One can verify Proposition 7.20 for more general choices of F including
“delays”.
Definition 7.22 We call a ∈ Y a stationary or equilibrium solution of (SH) if the
constant function z(t) := a is a weak solution of (SH) in the sense of Definition 7.3.
Proposition 7.23 A state a = (au, av, aw,∆(au, av)) ∈ Y is an equilibrium solu-
tion if and only if there exists p ∈ [1,∞[ so that (au, av) ∈ W 1,p([0, l],  n1+n2) and
both K∂x(au, av, aw)
t + H(au, av, aw) = 0 and F (au, av) = 0 vanish. In this case
(au, av) ∈
⋂
1≤p<∞W
1,p([0, l],  n1+n2).
Proof: If a is an equilibrium, then the constant solution z(t) := a is differen-
tiable with values in Xp for 1 ≤ p ≤ ∞. Because z satisfies the variation of
constants formula (7.5), and T is a C0 semigroup on Xp for 1 ≤ p < ∞, and
the constant map s 7→
(−H(au, av, aw)
F (au, av)
)
is differentiable into Xp, it follows from
Proposition 12.6 that t 7→ T (t)a is differentiable into Xp for 1 ≤ p < ∞. Hence
a is in the domain of the generator A0 of the semigroup T (t) : Xp → Xp which
means (au, av) ∈ W 1,p([0, l],  n1+n2). 
Definition 7.24 Let a ∈ Y be an equilibrium of (SH). Then a is called (expo-
nentially) stable if there exists a neighborhood U of a in Y and constants c > 0,
β > 0, such that if z is a mild solution of (SH) with z(0) ∈ U then z exists for all
t ≥ 0 and
‖z(t)− a‖Y ≤ ce−βt ‖z(0)− a‖Y for t ≥ 0.
Definition 7.25 Let a = (au, av, aw,∆(au, av)) be an equilibrium of (SH). Define
the linearized operator Aa in Y :
(7.22) Aa


u
v
w
∆(u, v)

 :=


Aa

uv
w


∂F (au, av)
(
u
v
)

 ,
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Aa := −K(·)∂x − ∂H(au, av, aw).
Theorem 7.26 Let a = (au, av, aw,∆(au, av)) be an equilibrium of (SH) such that
there exists α > 0 with the property that the spectrum of Aa lies in the left half-
space Reλ ≤ −α. Suppose that (the complexification of) Aa belongs to the class
(DH), satisfying the conditions (DHI) − (DHIII). Then a is a stable equilibrium
of (SH) in the sense of Def. 7.24.
Proof: Theorem 6.16 and Proposition 5.11 imply that the solution operator SL
for the linearization (LH) in a satisfies ‖SL(t)‖L(Y ) ≤ ce−γt for some c > 0 and
γ ∈ ]0, α[. With this and Theorem 7.16 the proof is in the line with the proof of
[71, Theorem 11.22, p.121-122]. 
Remark 7.27 In all applications we have encountered linearization Aa belongs to
the class (DH) and satisfies conditions (DHI)− (DHIII).
8 Smooth center manifolds for semilinear hyper-
bolic systems
In this section we will show that near an nonhyperbolic equilibrium of (SH) there
exists a smooth Ck center manifold which is exponentially attracting with respect
to the C norm in the phase space Y . For this and later applications to model
reduction of the traveling wave model and Hopf bifurcation of rotating waves into
modulated waves (selfpulsations of the laser) we will need the persistence results of
P. Bates, K. Lu and C. Zeng [8] for overflowing manifolds in the context of a smooth
semiflow on a Banach space. First we summarize the required main results of [8]
in section 8.1 without proofs and then we show the existence of center manifolds
for semilinear hyperbolic systems in 8.2.
8.1 Persistence of overflowing manifolds for semiflows in
Banach spaces (theory of P. W. Bates, K. Lu, C. Zeng)
Let X be a Banach space and T ∈ C1(X,X) a map. Suppose M is a C1 Banach
manifold without boundary and ψ : M → X is an C1 immersion from M into X,
i.e. ψ is C1 and locally injective (so M is allowed to penetrate itself).
For a subset S ⊂ X and a > 0 put B(S, a) := {x ∈ X | d(x, S) < a}. For each
m0 ∈M let Bc(m0, a) denote the connected component of ψ−1(B(ψ(m0), a)) which
contains m0.
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Definition 8.1 The manifold M is said to be overflowing with respect to the map
T if the following conditions hold:
ı) There exist an open subset M1 ⊂ M and a homeomorphism u : M → M1 such
that
ψ(m) = T (ψ(u(m))) for all m ∈M.
ıı) There exists an r > 0 such that for any m0 ∈M1 the set ψ(Bc(m0, r)) is closed
in X.
Condition ı) means that the image of ψ(M1) under T covers ψ(M), condition ıı)
roughly says that the distance from ψ(M1) to the boundary of ψ(M) is at least r.
The overflowing manifold is required to be normally hyperbolic. More precisely
assume the following:
(H1) For each m ∈M there is a decomposition
X = Xcm ⊕Xsm
of closed subspaces with Xsm being transversal to ∂ψ(m)(TmM), i.e.
X = ∂ψ(m)(TmM)⊕Xsm
(here TmM denotes the tangent space of M at m). Furthermore, for any m1 ∈ M
Πcm1∂T (ψ(m0)) : X
c
m0
→ Xcm1
is an isomorphism, where m0 = u(m1) ∈ M1 and Πcm is the projection onto Xcm
with kernel Xsm. There exists λ ∈ ]0, 1[ such that
(8.1)
∥∥∥Πsm1∂T (ψ(m0))|Xsm0
∥∥∥ < λmin{1, m(Πcm1∂T (ψ(m0))|Xcm0
)}
.
Here Πsm := I − Πcm and
(8.2)
m
(
Πcm1∂T (ψ(m0))|Xcm0
)
:= inf
{∥∥Πcm1∂T (ψ(m0))xc∥∥ | xc ∈ Xcm0 , ‖xc‖ = 1}
denotes the minimum norm of Πcm1∂T (ψ(m0))|Xcm0 .
Condition (H1) means that ψ(M) is exponentially stable and that ∂T contracts
along the normal direction and does so more strongly than it does along the tan-
gential direction. Hypothesis (H1) differs slightly from the standard definition of
normal hyperbolicity, see for example [32], where X cm is usually required to be
equal to the tangent space of ψ(M) which is invariant under ∂T . Here X cm is only
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required to be an approximation of the tangent space of ψ(M), see the forthcoming
condition (H3).
In order to establish tubular neighbourhoods with a uniform size the following
assumption is needed:
(H2) For any m0 ∈M , m1, m2 ∈ Bc(m0, r), m1 6= m2,∥∥Πcm1 − Πcm2∥∥ ≤ L ‖ψ(m1)− ψ(m2)‖
and
(8.3)
∥∥ψ(m1)− ψ(m2)− Πcm0(ψ(m1)− ψ(m2))∥∥
‖ψ(m1)− ψ(m2)‖ ≤ 1,
where L, 1 are constants that satisfy 1 ≤ L <
√
2−1
r
and 1 < 1.
This means that the projection Πcm is Lipschitz in m and that M does not “twist”
too much.
Moreover, the following uniformity assumptions on T , Πcm and Π
s
m are needed
(note that M is not required to be locally compact)
(H3) ı) There exists a constant B > 0 such that ‖Πcm‖ ≤ B and ‖Πsm‖ ≤ B
for all m ∈M .
ıı) There exist a constant µ0 > 0 and for any m ∈M a Λm ∈ L(Xcm, Xsm) with
‖Λm‖ ≤ µ0, ∂ψ(m) (TmM) = (I + Λm)Xcm.
ııı) For any η > 0 there exists  > 0 such that for any x1, x2 ∈ B(ψ(M1), ),
‖x1 − x2‖ < ,
‖∂T (x1)− ∂T (x2)‖ ≤ η.
ıv) There exist constants a > 0 and B1 > 0 such that (m(·) denotes the minimum
norm (8.2))
m
(
Πcm1∂T (ψ(m0))|Xcm0
)
≥ a and ∥∥∂T|B(ψ(M1 ,r))∥∥ ≤ B1
for m1 ∈M , m0 = u(m1) ∈M1.
Condition ıı) implies thatXcm is an approximation of the tangent space (I+Λm)X
c
m
of ψ(M) at ψ(m) with an error bounded by µ0. The following main Theorem 8.6
states the persistence of the overflowing manifold if X cm is a good approximation
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of the tangent bundle of ψ(M). The following conditions for µ0 have been shown
to be sufficient: Denote
µ1 :=
(1 + 1)µ0
(1− 1)(1− µ0) .
Then µ0 satisfies
(8.4) µ0 <
(1− λ)2
16B2B21
min{1, a2} and µ1 < (1− λ)
2a
4BB1
min{1, a
6
}.
If Xcm is equal to the tangent bundle of ψ(M) then µ0 = 0 and (8.4) is of course
satisfied automatically.
The following fourth hypothesis is needed for proving the C1-closeness of the per-
turbed manifold to the original manifold from which it follows that condition ıı)
in (H3) also holds for the perturbed manifold. This is needed for obtaining higher
order smoothness of the perturbed manifold stated in Corollary 8.9. For this we
need the following straightforward Lemma which is contained in [7, Lemma 4.1,
p.20]:
Lemma 8.2 If pii : X → X, i = 1, 2, are two continuous linear projections from
X into itself that satisfy ‖pi1 − pi2‖ ≤ η <
√
2− 1, then pi1|pi2X is an isomorphism
from pi2X onto pi1X and pi2|pi1X is an isomorphism from pi1X onto pi2X. Moreover
we have∥∥pi1|pi2X∥∥ , ∥∥pi2|pi1X∥∥ ≤ 1 + η and ∥∥∥(pi1|pi2X)−1∥∥∥ , ∥∥∥(pi2|pi1X)−1∥∥∥ ≤ 11− η .
We recall the following standard estimate which is easy to verify
Lemma 8.3 If A : V → W , B : V → W are bounded linear maps from the
Banach space V into the Banach spaceW , A is invertible and ‖A− B‖ < ‖A−1‖−1,
then B is invertible and
∥∥B−1∥∥ ≤ ‖A−1‖
1− ‖A−1‖ ‖A−B‖ .
Proof: Let I : V → V be the identity operator. Then we have∥∥I − A−1B∥∥ = ∥∥A−1(A−B)∥∥ ≤ ∥∥A−1∥∥ ‖A− B‖ < 1.
Hence a standard argument using Neumann series implies that A−1B = I − (I −
A−1B) is invertible with∥∥∥(A−1B)−1∥∥∥ ≤ 1
1− ‖I − A−1B‖ ≤
1
1− ‖A−1‖ ‖A− B‖ .
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Because A−1B and A are invertible it follows that B is invertible and we have
∥∥B−1∥∥ = ∥∥∥(A−1B)−1A−1∥∥∥ ≤ ∥∥∥(A−1B)−1∥∥∥ ∥∥A−1∥∥ ≤ ‖A−1‖
1− ‖A−1‖ ‖A− B‖ .

From (H2), since Lr <
√
2 − 1, and Lemma 8.2 we have that for m0 ∈ M and
m ∈ Bc(m0, r) the projection Πcm0 is an isomorphism from Xcm to Xcm0 with
(8.5)
∥∥∥∥(Πcm0 |Xcm
)−1∥∥∥∥
−1
≥ 1− ∥∥Πcm − Πcm0∥∥ .
Let m0 ∈ M , m ∈ Bc(m0, r) and K ∈ L(Xcm, Xsm). Then define for sufficiently
small ‖K‖
Wc(K,m0) :=
(
Πcm0(I +K)|Xcm
)−1
and
W (K,m0) := Π
s
m0(I +K)Wc(K,m0) ∈ L(Xcm0 , Xsm0).
Since ∥∥Πcm0K∥∥ ≤ ∥∥Πcm − Πcm0∥∥ ‖K‖
it follows from Lemma 8.3 and (8.5) that Wc(K,m0) and W (K,m0) are well de-
fined, when
(8.6) ‖K‖ < ∥∥Πcm − Πcm0∥∥−1 − 1.
From (H2) a sufficient condition for (8.6) is ‖K‖ ≤ √2.
By definition of W (K,m0) one sees that W (K,m0) is just the representation of
the subspace (I +K)(Xcm) in the coordinate system X
c
m0
⊕Xsm0 , i.e.
(I +K)Xcm = (I +W (K,m0))X
c
m0
.
We are now able to define condition
(H4) For any η > 0 there exists δ > 0 such that for any m0 ∈ M1 and m ∈
Bc(m0, r) ∩ ψ−1(B(ψ(m0), δ))
‖W (Λm, m0)− Λm0‖ ≤ η.
Remark 8.4 By definition (I + ΛM)(X
c
m) is the tangent space of ψ(M) at m so
that W (Λm, m0) is the representation of the tangent space at m with respect to the
coordinate system Xcm0 ⊕Xsm0 .
It can be shown (see [8, Lemma 3.6, Lemma 3.7, Lemma 4.1]) that for any m0 ∈ M
there is a local coordinate representation f : {xc ∈ Xcm0 | ‖xc‖ ≤ δ} → Xsm0
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(δ > 0 sufficiently small), i.e. for m sufficiently close to m0 and xc sufficiently
small
ψ(m) = ψ(m0) + x
c + f(xc).
Since ∂f(xc) = W (Λm, m0) and W (Λm0 , m0) = Λm0 hypothesis (H4) is equivalent
to assuming that ∂f is uniformly continuous in some sense.
If ψ can be extended to an immersion on a compact manifold, i.e. there exists
a compact manifold M0 with M ⊂ M0 and an immersion ψ0 : M0 → X so that
ψ0|M = ψ, then (H4) holds.
In order to state the main result of [8] precisely we briefly explain the “tubular
neighbourhoods” of ψ(M) used in the construction of the perturbed manifold.
Definition 8.5 For each m0 ∈M and  > 0 define
N(m0, ) := {ψ(m) + xs | m ∈ Bc(m0, r), xs ∈ Xsm, ‖xs‖ < } ,
N(M, ) := ∪m0∈MN(m0, ).
It can be shown (see Lemma 3.4 and Lemma 3.5 in [8]) that there exists 0 > 0
(depending only on r, 1, B, L) such that for 0 <  < 0 the set N(m0, ) is open in
X. Thus N(M, ) is an open tubular neighbourhood containing ψ(M).
Now we can state the main theorems on persistence and smoothness of overflow-
ing manifolds (which is a slightly more detailed summary of Theorem A, Proposi-
tion 4.8 and Theorem B in [8]):
Theorem 8.6 Suppose M is an overflowing invariant manifold for the map T
and (H1) − (H3) together with (8.4) are satisfied. Then there exist constants ∗
and σ(), which depend only on the constants given in (H1) − (H3), such that if
 < ∗ and T˜ ∈ C1(X,X) satisfies
∥∥∥T˜ − T∥∥∥
C1(B(ψ(M1),r))
< σ, then there exists a
C1 immersion h0 : M → X such that h0(M) is an overflowing manifold within
N(M, ) and (H1), (H2) and conditions ı), ııı), ıv) in (H3) hold for T˜ and h0(M)
with possibly larger 1, B, B1, L, λ and smaller a and r. Under the C
0 norms
for h0 and T˜ , h0 is Lipschitz with respect to T˜ . If the spectral gap condition (8.7)
in Theorem 8.8 holds for ψ(M) then it also holds for h0(M) with possibly larger
λ < 1.
If (H4) holds for ψ(M) then h0 is close to ψ in the C
1 topology, i.e. for σ → 0 we
have ‖ψ − h0‖C1(M) → 0. In particular (H3) is satisfied for h0(M) when (H4) is
true for ψ(M).
Moreover, there exists a constant δ > 0, depending only on  and the constants of
(H1) − (H3) such that for any m0 ∈ M and xs0 ∈ Xsm0() one has the following
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characterization of h0: The relation ψ(m0)+x
s
0 = h0(m0) holds if and only if there
exists a sequence
(mi, x
s
i )i∈   with mi ∈M, xsi ∈ Xsmi, ‖xsi‖ ≤  for i ∈   ,
such that
mi ∈ Bc (u(mi−1, r) ∩ ψ−1 (B(ψ(u(mi−1)), δ))
and
T˜ (ψ(mi) + x
s
i ) = ψ(mi−1) + x
s
i−1 for i = 1, 2, . . . .
Remark 8.7 If ψ is an embedding (i.e. injective) and (8.3) holds for m1, m2 ∈
ψ−1(B(ψ(m0), r)) (m1 and m2 are not chosen only from the connected component
in contrast to condition (H2)) then h0 is an embedding.
If T is Ck with uniformly bounded i-th order derivatives, µ0 is chosen smaller
than in (8.4) and a higher order spectral gap condition holds, then the following
theorem states that a C1 overflowing manifold is automatically Ck.
Theorem 8.8 Suppose T ∈ Ck(X,X) and M is an overflowing invariant mani-
fold for T and (H1)− (H3) hold. Assume there exist constants B1 ≥ 1 and d > 0
such that ‖∂iT (x)‖ ≤ B1 for x ∈ B(ψ(M1), d) and 1 ≤ i ≤ k. Furthermore let
(8.7)
∥∥∥Πsm1∂T (ψ(m0))|Xsm0
∥∥∥ < λ(m(Πcm1∂T (ψ(m0))|Xcm0
))i
for m1 ∈M , m0 = u(m1) ∈M1, i = 1, 2, . . . , k and some λ ∈ ]0, 1[. If
(8.8) µ0 < min
{
(1− λ)a
2BB1(k + a1−k)
,
(1− λ)2a2
16B2B21
,
(1− λ)2a3
16B2B21
}
then ψ(M) is Ck. When T ∈ Ck,1(X,X), then ψ(M) is also Ck,1.
Corollary 8.9 Under the assumptions of Theorem 8.8 it follows for h0 in Theo-
rem 8.6 that h0 ∈ Ck (h0 ∈ Ck,1) if condition (H4) is satisfied.
Finally, we state the persistence for semiflows. Let T t, T˜ t ∈ C([0,∞]×X,X) be a
semiflow, i.e.
T 0 = I, T t+s = T t ◦ T s, for t, s ≥ 0.
A semiflow T is called Ck smooth if T t ∈ Ck(X,X) for all t ≥ 0. The following
hypothesis is required
(H5) For all η > 0 there exists ζ > 0 such that for all x ∈ B(ψ(M), r) and
t ∈ [0, ζ] we have ∥∥∥T˜ t(x)− x∥∥∥ < η.
Then we have the following
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Theorem 8.10 Let T˜ , T be C1 semiflows so that condition (H5) is satisfied for T˜ .
Suppose t0 > 0 is such that ψ(M) is overflowing invariant with respect to the map
T t0 and (H1)− (H3) together with (8.4) hold for T t0 . Let ∗ and σ(),  < ∗ be the
constants from Theorem 8.6. Further, assume
∥∥∥T˜ t0 − T t0∥∥∥
C1(B(ψ(M1),r))
< σ. Let
h0 be the immersion for T˜
t0 . Then, for any m ∈ M there exists t1 > 0 such that
T˜ t(h0(m)) ∈ h0(M) for all t ∈ [0, t1].
If γ : ]−∞, 0] → N(M, ) is a trajectory that satisfies T∆γ(−t) = γ(−t + ∆) for
t,∆ ≥ 0, ∆ ≤ t, then γ(−t) ∈ h0(M) for all t ≥ 0.
Remark 8.11 If T˜ , T are Ck semiflows and the conditions of Theorem 8.8 to-
gether with (H4) are satisfied for T t0 , then h0(M) is a C
k smooth invariant man-
ifold for T˜ when σ is sufficiently small.
Remark 8.12 It can be shown that t1 only depends on the size of r2 which satisfies
{xc ∈ Xcm | ‖xc‖ ≤ r2} ⊂ Pm(ψ(Bc(m, r))).
Here Pm denotes the map from X to X
c
m that is given by Pm(x) = Π
c
m(x−ψ(m)).
Note that Pm ◦ψ is a diffeomorphism from Bc(m, r) to its image, which is an open
subset of Xcm [8, Lemma 3.4].
Remark 8.13 (Uniqueness) Suppose the conditions of Theorem 8.6 are satis-
fied. It should be stated that the perturbed manifold h0(M) is unique. From the
proofs in [8] this uniqueness is obvious within the category of certain Lipschitz
graphs (Γ) contained in the tubular neighbourhood N(M, ), where  < ∗. How-
ever, it is desirable to state the uniqueness within the larger class of continuous
manifolds in N(M, ), i.e. for C0(M,X, ) := {h ∈ C0(M,X) | h(m) − ψ(m) ∈
Xsm() for m ∈ M}. From a correspondence with Chongchun Zeng the following
statement follows from [8, Lemma 4.5]:
Suppose
ı) h1 ∈ C0(M,X, )
ıı) h1(M) is overflowing invariant with respect to T˜ , i.e. there exists a homeomor-
phism u1 : M → u1(M) such that T˜ (h1(u1(m))) = h1(m) for m ∈ M and there
exists r1 > 0 such that for any m0 ∈ u1(M), ψ(Bc(m0, r)) is closed in X.
ııı) For any m0 ∈ M , m1 = u1(m0) ∈ Bc(u(m0), r) ∩ ψ−1B(ψ(u(m0)), δ) (here
δ = /(2µ) and µ satisfies (3.13), (4.1)-(4.3) in [8]).
Then h1 = h0.
To see this take h0 as the h in [8, Lemma 4.5] and x
s
1 = h1(m0) − ψ(m0),
m1 = u1(m0), x¯
s
1 = h1(m1) − ψ(m1). Then it follows from [8, Lemma 4.5] that
‖h1 − h0‖ ≤ λ1 ‖h1 − h0‖ where λ1 < 1, i.e. h1 = h0.
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8.2 Center manifolds for semilinear hyperbolic systems
Let a ∈ Y be an equilibrium of (SH). Suppose that the (complexification of the)
linearization Aa, defined in (7.22), belongs to (DH) and satisfies (DHI)− (DHIII).
Moreover suppose for the spectral set Σ, defined in (6.8),
sup {Reλ | λ ∈ Σ} < 0,
and γ+ < 0 for the reduced system (H0). Assume that the spectrum σ of Aa is on
the left side of the imaginary axis,
σ ⊂ {λ ∈   | Reλ ≤ 0},
and that a is nonhyperbolic, i.e.
Ec := σ ∩ i  6= ∅.
Then Ec is finite and only contains eigenvalues of finite algebraic multiplicities and
we have a spectral gap: There exists a δ > 0 so that
  −δ,δ ∩ σ = Ec.
The critical set of eigenvalues Ec is of the form
Ec = {λ1, λ1, . . . , λp, λp}.
Let
Ta(t) : Y → Y
denote the C0 semigroup generated by Aa, see Proposition 7.18. As in (7.15) and
(7.16) let St denote the solution map and StL(a) = ∂S
t(a) its linearization in the
equilibrium a. We have
Ta(t) = S
t
L(a).
Define the spectral projection
(8.9) pic :=
∫
γ
(λI − Aa)−1 dλ, pis := Id− pic.
where γ is a simple positive oriented loop in   −δ,δ around Ec. Let X  p , X
 
∞ and
Y   denote the complexifications of the (real) spaces Xp, X∞ and Y . Since the
resolvent in (8.9) is analytic in λ with values in the space of bounded linear maps
on X  p , X
 
∞ and Y
  , the projections pic and pis are well defined on X
 
p , X
 
∞ and
Y   . We have that pic maps X
 
p continuously into the nc dimensional subspace
X  c := Im pic ⊂ D(Aa),
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where D = D(Aa) is the domain of Aa. We have I = pic + pis, picpis = pispic = 0,
picD ⊂ D, pisD ⊂ D, Aa(D ∩Xc) ⊂ Xc, Aa(D ∩Xs) ⊂ Xs. Denote
X  s := Im pis.
The linear spaces X  c and X
 
s decompose the space
Y   = X  c ⊕X  s
(Y   denotes the complexification of Y ) into the direct sum of two closed linear
subspaces which are invariant with respect to the complexification of the linearized
semigroup StL(a). Both X
 
c and X
 
s are invariant under complex conjugation.
Hence it follows that
Xc := X
 
c ∩ Y and Xs := X  s ∩ Y
decompose the real space Y
Y = Xs ⊕Xc
in, with respect to the a-linearized flow StL(a), invariant closed subspaces.
The spectral gap mapping Theorem 6.15 implies that there exist constants
α > 0 and c > 0 such that∥∥∥StL(a)|Xs
∥∥∥
L(Xs)
≤ ce−αt (t ≥ 0).
Hence there exists 0 < λ < 1 so that for sufficiently large t > 0
(8.10)
∥∥∥StL|Xs
∥∥∥
L(Xs)
< λmin
{
1, inf{∥∥StLxc∥∥ | xc ∈ Xc, ‖xc‖ = 1}} .
Because the operator (H, F ) will map out of the space Y (the Nemytskij op-
erator H is not restricted to be compatible with the boundary conditions), we
will need that the semigroup Ta can be extended to a larger space in order to be
able to write the variation of constants formula. Hence we assume that Ta can be
extended to the space Xp, see Proposition 7.20 and Remark 7.21.
Moreover we require that F can be truncated in the following sense: Let
(8.11) F (au + u, av + v) = F (au, av) + ∂F (au, av)(u, v) + rF (u, v)
with rF (u, v) = o(‖(u, v)‖∞). We suppose that for any truncation parameter δ > 0
there exists a Ck smooth map rFδ : C([0, l], 
n1+n2) →  n2 having the following
properties:
ı) rFδ(u, v) = rF (u, v) for (u, v) ∈ C([0, l],  n1+n2) with ‖(u, v)‖∞ ≤ δ
ıı) there exists a positive function δ˜ = δ˜(δ) with limδ↓0 δ˜(δ) = 0 so that
(8.12) ‖rFδ(u, v)‖∞ ≤ δ˜(δ)δ and ‖∂rFδ(u, v)‖∞ ≤ δ˜(δ)
for all (u, v) ∈ C([0, l],  n1+n2).
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Example 8.14 Let xk ∈ [0, l], 1 ≤ k ≤ m, and Fk :  n1+n2 →  n2 be Ck.
Suppose F is of the form F (u˜, v˜) =
∑m
k=1 Fk(u˜(xk), v˜(xk)). Then F has the above
truncation property.
Indeed, we have rF (u, v) =
∑m
k=1 rk(u(xk), v(xk)), where
rk(u(xk), v(xk)) = Fk(au(xk) + u(xk), av(xk) + v(xk))− Fk(au(xk), av(xk))
−∂Fk(au(xk), av(xk))(u(xk), v(xk)).
Then rFδ(u, v) =
∑m
k=1 rk(u(xk), v(xk))χδ(u(xk), v(xk)) does it, where χδ(·) :=
χ (δ−1·) and χ :  n1+n2 →  is a C∞ cut off function so that χ(x) = 1 for
‖x‖ ≤ 1, χ(x) = 0 for ‖x‖ ≥ 2 and 0 ≤ χ(x) ≤ 1 for x ∈  n1+n2 .
Theorem 8.15 (Existence of Ck smooth center manifolds) Let k ≥ 1. There
exists an open neighbourhood Ω of zero in Y and a graph γ ∈ Ck(Ω∩Xc, Xs) such
that
ı) γ(0) = 0, ∂γ(0) = 0;
ıı) the manifold
W := {a+ xc + γ(xc) | xc ∈ Ω ∩Xc}
is locally invariant for (SH), i.e. for t ≥ 0 we have S t(W ) ∩ Ω ⊂ W ;
ııı) if z : ]−∞, 0] → a+ Ω is a solution of (SH) then z(t) ∈ W for t ∈ ]−∞, 0].
ıv) For p ∈ [1,∞[ we have
γ(Ω ∩Xc) ⊂ Xs ∩
(
W 1,p(]0, l[ ,  n1+n2)× C([0, l],  n3)×  n2),
W ⊂ Y ∩ (W 1,p(]0, l[ ,  n1+n2)× C([0, l],  n3)×  n2) .
If z : [0, δ] →W (δ > 0) is a solution of (SH) then
z ∈ Ck([0, δ], Y ).
The flow on W is given by the ordinary differential equation
d
dt
xc = Aaxc + f(xc),
where f : Xc → Xc is Ck smooth, f(0) = 0 and ∂f(0) = 0.
Proof: Let z(t) be a weak solution with
z(0) ∈ W 1,∞(]0, l[ ,  n1+n2)× C([0, l],  n3)×  n2
close (in the sense of the space Y ) to a = (au, av, aw,∆(au, av)).
We expand H in (au, av, aw) and F in (au, av) and denote the remainders r and rF ,
respectively: We write (8.11) and for z˜ ∈ L∞([0, l],  n)
H((au, av, aw) + z˜) = H(au, av, aw) + ∂H(au, av, aw)z˜ − r(z˜),
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where r(z˜) = o(‖z˜‖L∞) (here ∂H ∈ L(L∞([0, l],  n)) denotes the Fre´chet derivative
of H). Put
x(t) := (xu, xv, xw,∆(xu, xv))(t) := z(t)− a.
Then
d
dt
x(t) =Aax(t) +
(
r(xu(t), xv(t), xw(t))
rF (xu(t), xv(t))
)
.(8.13)
By assumption Ta(t) can be extended to a C0 semigroup on Xp with some p ∈
[1,∞[. Hence we can write
x(t) =Ta(t)x(0) +
∫ t
0
Ta(t− s)
(
r(xu(s), xv(s), xw(s))
rF (xu(s), xv(s))
)
ds.(8.14)
Note that (r(xu(s), xv(s), xw(s)), rF (xu(s), xv(s))) is in X∞ \ Y , in general.
Define
xc := picx and xs := pisx.
Then we have by projecting (8.14) or (8.13)
(8.15)
{
xc(t) = Ta(t) xc(0) +
∫ t
0
Ta(t− s)rc(xc(s), xs(s)) ds,
xs(t) = Ta(t) xs(0) +
∫ t
0
Ta(t− s)rs(xc(s), xs(s)) ds,
rc(xc, xs) := picr˜(xc + xs), rs(xc, xs) := pisr˜(xc + xs),
r˜(xc + xs) :=
(
r(xcu + xsu, xcv + xsv, xcw + xsw)
rF (xcu + xsu, xcv + xsv)
)
.
or, equivalently,
(8.16)
{
d
dt
xc(t) = Aa xc(t) + rc(xc(t), xs(t)),
d
dt
xs(t) = Aa xs(t) + rs(xc(t), xs(t)).
Denote the restriction of Aa to Xc as
Ac := Aa|Xc.
The projections xc and xs form a smooth semiflow in Xc×Xs. For xc and xs close
to zero (8.16) is a small C1 perturbation of the linear flow Ta(t) which has the
invariant linear center manifold Xc×{0}. Inequality (8.10) means that the center
is normally hyperbolic.
In the following we will modify the linear flow eAct on Xc ' Xc×{0} and make
it overflowing at the border of an ellipsoid. This will be our starting overflowing
normally hyperbolic center manifold. Then, after modifying (8.15) on Xc outside
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a small neighbourhood of zero we will see that this modified system will be a small
smooth C1 perturbation of the modified linear flow. Thus we see that the assump-
tions of Theorem 8.10 and Remark 8.11 (see (H1)− (H5) and (8.7)) are satisfied,
so that we obtain the existence of a Ck invariant smooth center manifold for the
modified system. Since the modified system coincides locally near zero with the
original one (8.15) this will prove existence of a local Ck invariant smooth center
manifold for (SH) near the equilibrium a as stated in our theorem.
Let σ > 0 be a small parameter. Then Ac + σI has only eigenvalues with real
part equal to σ > 0 and it follows from Jordans normal form theorem that one
can find an overflowing invariant ellipsoid E for the flow e(Ac+σI)t. This ellipsoid is
independent on σ because the Jordan basis does not depend on σ. According to E
let e : Xc →  be a C∞ bump function with the property that e(x) = 1 for each
x ∈ ∂E , 0 ≤ e(x) ≤ 1 for x ∈ Xc and e(x) = 0 for all x ∈ Xc with dist(x, ∂E) > r2 ,
where
r := dist(∂E , {0}).
Consider the small perturbation of the flow eAct given by
(8.17)
d
dt
xc(t) = (Ac + σe(xc(t))I)xc(t)
and denote the corresponding flow by Stc. For each σ > 0 the flow S
t
c is identical
to eAct within a small neighbourhood of 0 in Xc (whose size depends on t) and it
has the invariant overflowing manifold E for t ≥ 0.
Next we verify that for sufficiently small σ > 0 the manifold E ×{0} ⊂ Xc×Xs
is normally hyperbolic with respect to the flow
(8.18)
{
xc(t) = e
Actxc(0) +
∫ t
0
eAc(t−s)σe(xc(s))xc(s) ds,
xs(t) = Ta(t) xs(0).
We have to check (8.1) and (8.7). For this we need to verify that there exist
λ < 1 and t > 0 such that for all m ∈ E
(8.19) λmin
{
1, inf{∥∥∂Stc(m)xc∥∥ | xc ∈ Xc, ‖xc‖ = 1}} > ‖Ta(t)‖L(Xs)
and for all 1 ≤ i ≤ k
(8.20) λ
(
inf{∥∥∂Stc(m)xc∥∥ | xc ∈ Xc, ‖xc‖ = 1})i > ‖Ta(t)‖L(Xs) .
By (8.10) we have that there exist α > 0 and C > 0 such that
(8.21) ‖Ta(t)‖L(Xs) ≤ Ce−αt for t ≥ 0.
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Now ∂Stc(m)xc solves
(8.22)
d
dt
y(t) = (Ac + σD(t)) y(t)
with initial condition y(0) = xc, where D(t) := S
t
c(m)∂e(S
t
c(m)) + e(S
t
c(m))I. If y
is a solution then y satisfies the variation of constants formula
y(t) = eAc(t−t0)y(t0) +
∫ t
t0
eAc(t−s)σD(s)y(s) ds.
Let D be a bound for sups∈   ‖D(s)‖ for all m ∈ E . Then for all  > 0 there exists
a constant M() so that
‖y(t)‖ ≤M()e|t−t0 | ‖y(t0)‖+
∣∣∣∣
∫ t
t0
σM()e|t−s|D ‖y(s)‖ ds
∣∣∣∣ .
Multiplying with e−|t−t0| yields
∥∥e−|t−t0|y(t)∥∥ ≤ M() ‖y(t0)‖+
∣∣∣∣
∫ t
t0
σM()De−|s−t0| ‖y(s)‖
∣∣∣∣ .
Gronwall’s inequality implies
e−|t−t0 | ‖y(t)‖ ≤M() ‖y(t0)‖ eσM()D|t−t0 |
or
‖y(t)‖ ≤M() ‖y(t0)‖ e(+σM()D)|t−t0 |.
In other words, if T (t, t0) denotes the fundamental solution to (8.22), then we have
‖T (t, t0)‖ ≤M()e(+σM()D)|t−t0|.
Thus for xc ∈ Xc with ‖xc‖ = 1 we get from
1 = ‖xc‖ ≤ ‖T (0, t)‖ ‖T (t, 0)xc‖ ≤ M()e(+σM()D)t ‖T (t, 0)xc‖ (t ≥ 0)
the estimate
∥∥∂Stc(m)xc∥∥ = ‖T (t, 0)xc‖ ≥ 1M()e−(+σM()D)t (t ≥ 0).
Now choose  < α and σ so small that  + σM()D < α. Then it follows that for
each λ < 1 condition (8.19) holds if t is chosen sufficiently large. If  and σ are
chosen so that i (+ σM()D) < α for 1 ≤ i ≤ k, then condition (8.20) is also
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satisfied for t sufficiently large.
We have seen that E is an overflowing invariant normally hyperbolic manifold
for (8.18) if σ > 0 is taken sufficiently small and t > 0 sufficiently large. In a small
neighbourhood close to zero (8.15) is, roughly speaking, a small perturbation of
(8.18). Let St denote the flow of (8.15) and U t the flow generated by (8.18). We
will modify (8.15) outside a small δ-neighbourhood of 0 and close to the boarder ∂E
of the ellipsoid E . Thus we will construct a perturbed semiflow P t of U t in such a
way that for any given neighbourhood B (which contains a tubular neighbourhood
of the with respect to U t overflowing, normally hyperbolic invariant manifold E),
and any given η > 0 and t1 > 0 there exists δ0 > 0 such that for 0 < δ < δ0 the
relations
(8.23)
∥∥P t − U t∥∥
1
< η for 0 ≤ t ≤ t1 and
(8.24)
∥∥P t − U t∥∥
0
< η for 0 ≤ t ≤ t1
hold. Here ∥∥P t − U t∥∥
0
:= sup
x∈B
∥∥P t(x)− U t(x)∥∥
and ∥∥P t − U t∥∥
1
:= sup
x∈B
∥∥P t(x)− U t(x)∥∥ + sup
x∈B
∥∥∂P t(x)− ∂U t(x)∥∥ .
Then Theorem 8.10 implies that E persists uniquely for the perturbed semiflow
P t. Since P t coincides in a small neighbourhood of 0 with the original unmodified
flow (8.15) this will prove the existence of local center-manifolds.
Let rFδ be a truncation of rF as explained before Example 8.14. As in Exam-
ple 8.14 we truncate the remainder r of H: Let χ :  n →  be a C∞ cut off
function such that χ(x) = 1 for ‖x‖ ≤ 1, χ(x) = 0 for ‖x‖ ≥ 2 and 0 ≤ χ(x) ≤ 1
for x ∈  n. Put χδ(·) := χ (δ−1·). Define the truncated remainder rδ
(8.25) rδ(z˜)(x) := r(x, z˜(x))χδ(z˜(x)).
Due to this type of truncation we have
rδ(z˜) = r(z˜) for ‖z˜‖L∞([0,l],   n) ≤ δ
and
(8.26) ‖rδ(z˜)‖ ≤ δ˜(δ)δ, ‖∂rδ(z˜)‖ ≤ δ˜(δ) for all z˜ ∈ L∞
with some positive function δ˜ satisfying limδ↓0 δ˜(δ) = 0.
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Define P t to be the flow generated by the following modification of (8.15)
(8.27)
{
x˜c(t) = e
Act xc(0) +
∫ t
0
eAc(t−s) [rcδ(x˜c(s), x˜s(s)) + σe(x˜c(s))x˜c(s)] ds,
x˜s(t) = Ta(t) xs(0) +
∫ t
0
Ta(t− s)rsδ(x˜c(s), x˜s(s)) ds,
rcδ(xc, xs) := picr˜δ(xc + xs), rsδ(xc, xs) := pisr˜δ(xc + xs),
r˜δ(xc + xs) :=
(
rδ(xcu + xsu, xcv + xsv, xcw + xsw)
rFδ(xcu + xsu, xcw + xsw)
)
.
Choose δ1 > 0 so small that ‖x‖Y < δ1 implies ‖zc‖Y < r2 . Then for δ < δ1 the
flow of (8.27) coincides with (8.15) locally within a subset of the ball Bδ ⊂ Y
(depending on t). Subtracting (8.27) and (8.18) we get
x˜c(t)− xc(t) =
∫ t
0
eAc(t−s)[rcδ(x˜c(s), x˜s(s))+
σ (e(x˜c(s))x˜c(s)− e(xc(s))xc(s))] ds,
=
∫ t
0
eAc(t−s)[rcδ(x˜c(s), x˜s(s))
+σ ((e(x˜c(s))− e(xc(s))) x˜c(s) + e(xc(s)) (xc(s)− x˜c(s)))] ds,
x˜s(t)− xs(t) =
∫ t
0
Ta(t− s)rsδ(x˜c(s), x˜s(s)) ds,
From (8.26) and (8.12) it follows that
‖rcδ(xc, xs)‖∞ ≤ δ˜(δ)δ, ‖rsδ(xc, xs)‖∞ ≤ δ˜(δ)δ,
‖∂rcδ(xc, xs)‖L(Y,Y ) ≤ δ˜(δ), ‖∂rsδ(xc, xs)‖L(Y,X∞) ≤ δ˜(δ).
If Λe denotes a Lipschitz constant for the bump function e, Be is a bound for e, Bc
is a bound for sup0≤s≤t1 ‖x˜c(s)‖ and sup0≤s≤t1 ‖xc(s)‖ (depending only on t1 and
B) and
D := sup
θ∈[0,t1]
(∥∥eAcθ∥∥L(Xc) + ‖Ta(θ)‖L(X∞)
)
,
then for 0 ≤ t ≤ t1
‖x˜c(t)− xc(t)‖Y ≤ Dt1δ˜(δ)δ +
∫ t
0
σD(ΛeBc +Be) ‖x˜c(s)− xc(s)‖ ds,
‖x˜s(t)− xs(t)‖Y ≤ Dt1δ˜(δ)δ.
Gronwall yields
(8.28) ‖x˜c(t)− xc(t)‖Y ≤ Dt1δ˜(δ)eσD(ΛeBc+Be)t for 0 ≤ t ≤ t1.
Thus there exists δ0 > 0 such that for all 0 < δ < δ0 condition (8.24) is satisfied.
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By taking the norm of
∂x˜c(t)− ∂xc(t)
=
∫ t
0
eAc(t−s)∂rcδ(x˜c(s), x˜s(s))(∂x˜c(s) + ∂x˜s(s)) ds
+σ
∫ t
0
eAc(t−s)[∂e(x˜c(s))∂x˜c(s)x˜c(s)− ∂e(xc(s))∂xc(s)xc(s)
+e(x˜c(s))∂x˜c(s)− e(xc(s))∂xc(s)] ds
=
∫ t
0
eAc(t−s)∂rcδ(x˜c(s), x˜s(s))(∂x˜c(s) + ∂x˜s(s)) ds
+σ
∫ t
0
eAc(t−s)[(∂e(x˜c(s))− ∂e(xc(s)))∂x˜c(s)x˜c(s)
+∂e(xc(s)) (∂x˜c(s)(x˜c(s)− xc(s)) + (∂x˜c(s)− ∂xc(s))xc(s))
+ (e(x˜c(s))− e(xc(s))) ∂x˜c(s) + e(xc(s)) (∂x˜c(s)− ∂xc(s))] ds
∂x˜s(t)− ∂xs(t)
=
∫ t
0
Ta(t− s)∂rsδ(x˜c(s), x˜s(s)) (∂x˜c(s) + ∂x˜s(s)) ds.
we get for 0 ≤ t ≤ t1 because of (8.28)
‖∂x˜c(t)− ∂xc(t)‖L(Y,Xc)
≤ Dt12Eδ˜(δ) + σD
∫ t
0
[‖∂e(x˜c(s))− ∂e(xc(s))‖ ‖∂x˜c(s)‖ ‖x˜c(s)‖
+ ‖∂e(xc(s))‖ (‖∂x˜c(s)‖ ‖x˜c(s)− xc(s)‖+ ‖∂x˜c(s)− ∂xc(s)‖ ‖xc(s)‖)
+ ‖e(x˜c(s))− e(xc(s))‖ ‖∂x˜c(s)‖+ ‖e(xc(s))‖ ‖∂x˜c(s)− ∂xc(s)‖] ds
≤ Dt12Eδ˜(δ) + σD
∫ t
0
[(EeBc +Be) ‖∂x˜c(s)− ∂xc(s)‖+
E(Λ˜Bc + Ee + Λe) ‖x˜c(s)− xc(s)‖] ds
≤ Dt12Eδ˜(δ) + σD2t21E
(
Λ˜Bc + Ee + Λe
)
δ˜(δ)δeσD(ΛeBc+Be)t1
+
∫ t
0
σD (EeBc +Be) ‖∂x˜c(s)− ∂xc(s)‖ ds
and
‖∂x˜s(t)− ∂xs(t)‖L(Y,Xs) ≤ Dt12Eδ˜(δ).
Here E is a bound for sup0≤s≤t1 ‖∂x˜c(s)‖ and sup0≤s≤t1 ‖∂x˜s(s)‖ which only de-
pends on B and t1, Ee is a bound for ‖∂e‖, and Λ˜ is a Lipschitz constant for ∂e.
Gronwall implies that δ0 > 0 can be chosen sufficiently small such that (8.23) holds
for 0 < δ < δ0.
Next we prove ı):
The relation γ(0) = 0 is plain from the construction of the center manifold because
0 is a fixed point of (8.27) for any δ > 0.
Since γ : E → Xs is invariant unter the flow P t we have
(8.29) γ(ξ) = pisP
t(xc + γ(xc)) with ξ = picP
t(xc + γ(xc))
for all xc ∈ E and t ≥ 0 such that ξ ∈ E . Deriving (8.29) at xc = 0 yields
(8.30) ∂γ(0)pic∂P
t(0)(I + ∂γ(0)) = pis∂P
t(0)(I + ∂γ(0)).
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Here I : Xc → Xc×Xs denotes simple inclusion. Because ∂P t(0) =
(
eAct, Ta(t)pis
)
we have pic∂P
t(0)∂γ(0) = 0 and pis∂P
t(0) = Ta(t)pis. Multiplying (8.30) from the
right with (pic∂P
t(0)I)
−1
= e−Act yields
∂γ(0) = Ta(t)pis∂γ(0)e
−Act.
Letting t→∞ equation (8.21) implies
∂γ(0) = 0.
Note that (8.29) makes sense for arbitrary large t for xc in a neighbourhood of
zero (whose size depends on t). Therefore (8.30) holds for all t ≥ 0.
Statement ııı) follows from the final sentence of Theorem 8.10.
Finally we prove ıv). Let x0c ∈ Ω ∩ Xc. Let z : [0, δ] → Y be a local trajectory
with z(0) = a+ x0c + γ(x
0
c). Then z(t) = a+ xc(t) + xs(t), where xs(t) = γ(xc(t)).
Because γ ∈ Ck(Ω ∩ Xc, Xs) and xs = γ(xc) it follows from (8.15) that xc(t) is
the solution of an ODE in the unknown xc with a C
k smooth vectorfield. Hence
z ∈ Ck([0, δ], Y ) and (−H((u, v, w))
F (u, v)
)
∈ C1([0, δ], Xp).
Since T is a C0 semigroup on Xp Proposition 12.6 yields∫ t
0
T (t− s)
(−H((u, v, w)(s))
F (u(s), v(s))
)
ds ∈ C1([0, δ[ , Xp)
for 1 ≤ p <∞. Hence T (·)z(0) ∈ C1([0, δ], Xp) which implies
z(0) ∈ W 1,p(]0, l[ ,  n1+n2)× Lp(]0, l[ ,  n3)×  n2 .
Hence γ(x0c) = z(0)− a− x0c ∈ W 1,p(]0, l[ ,  n1+n2)× Lp(]0, l[ ,  n3)×  n2 . 
Remark 8.16 (Nonuniqueness) Center manifolds are not unique (not even in
a sufficiently small neighbourhood of the equilibirium). This does not contradict
the uniqueness stated in Remark 8.13. In the proof of Theorem 8.15 we have
obtained a local center manifold which coincides with a unique center manifold
in a neigbourhood (size δ) of the origin of equation (8.27). We have obtained
this unique manifold after modifying the nonlinearities H and F outside such a
neighbourhood. Many different persisting manifolds can coexist each depending
uniquely on the type of modification one has performed, see [70, 74].
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Remark 8.17 (Center manifolds including parameters / bifurcations)
Suppose H and F depend on a parameter λ ∈  d, i.e. H : ]0, l[×(  n ×  d)→  n
is a Ck Caratheodory function and F : C([0, l],  n1+n2) ×  d →  n2 is Ck with
bounded and uniformly continuous derivatives on bounded subsets. We explain how
one obtains a center manifold depending smoothly on λ. Write
H((u, v, w), λ) = H((au, av, aw), 0)
+∂(u,v,w)H((au, av, aw), 0)(u− au, v − av, w − aw)
+∂λH(au, av, aw, 0)λ− r(u− au, v − av, w − aw, λ),
F (u, v, λ) = F (au, av, 0) + ∂(u,v)F (au, av, 0)(u− au, v − av)
+∂λF (au, av, 0)λ+ rF (u− au, v − av, λ),
where r and rF are of second order in all variables. Then (8.14) becomes
x(t) = Ta(t)x(0)+
∫ t
0
Ta(t−s)
(−∂λH(au, av, aw, 0)λ+ r(xu(s), xv(s), xw(s), λ)
∂λF (au, av, 0)λ+ rF (xu(s), xv(s), λ)
)
ds.
and (8.15) changes to
(8.31)
{
xc(t) = Ta(t) xc(0) +
∫ t
0
Ta(t− s) (rc(xc(s), xs(s), λ) + αλ) ds,
xs(t) = Ta(t) xs(0) +
∫ t
0
Ta(t− s) (rs(xc(s), xs(s), λ) + βλ) ds,
rc(xc, xs, λ) := picr˜(xc + xs, λ), rs(xc, xs, λ) := pisr˜(xc + xs, λ), α := picζ, β := pisζ,
r˜(xc+xs, λ) :=
(
r(xcu + xsu, xcv + xsv, xcw + xsw, λ)
rF (xcu + xsu, xcv + xsv, λ)
)
, ζ :=
(−∂λH(au, av, aw, 0)
∂λF (au, av, 0)
)
.
Let As denote the restriction of Aa to Xs. Since 0 /∈ σ(As) the operator As is an
isomorphism from its domain of definition (equipped with the graph norm) onto
Xs. A further transformation of the form x˜s = xs + A
−1
s βλ makes β = 0, i.e.
(8.31) can be written as
(8.32)
∂txc = Acxc + αλ+ r˜c(xc, x˜s, λ)
∂tλ = 0
∂tx˜s = Asx˜s + r˜s(xc, x˜s, λ),
where r˜c/s(xc, x˜s, λ) = rc/s(xc, x˜s − A−1s βλ, λ), r˜c and r˜s are of second order in all
variables. Following the above proof we get that (8.32) has a local center manifold
of the form M = {(xc, λ, γ(xc, λ)) | (xc, λ) ∈ Ω}, where Ω is a neighbourhood
of 0 in Xc ×  d and γ(0, 0) = 0, ∂xcγ(0, 0) = 0, ∂λγ(0, 0) = 0 and for each
k > 1 one can choose Ω sufficiently small such that γ : Ω → Xs is of class Ck.
The manifold M contains all sufficiently small bounded time reversible solutions
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(for example equilibria and periodic solutions). The intersection of M with the
planes λ = const are invariant under the flow of (8.32). On such intersections
the equation is given by the ODE
∂txc = Acxc + αλ+ f(x, λ),
where f(x, λ) is of second order in both variables.
If 0 /∈ σ(Aa), which occurs e.g. for Hopf bifurcations, then we can solve
−K∂x(au, av, aw)− H(au, av, aw, λ) = 0 and F (au, av, λ) = 0 for
a = (au, av, aw,∆(au, av)) = a
∗(λ) ∈ Y ∩W 1,∞([0, l],  n1+n2)× C([0, l],  n3)×  n2 .
We then translate a∗(λ) to the origin,
x(t) = z(t)− a∗(λ),
and get the following equation for x
d
dt
x(t) =


−K∂x

au(λ) + xu(t)av(λ) + xv(t)
aw(λ) + xw(t)

− H


au(λ) + xu(t)
av(λ) + xv(t)
aw(λ) + xw(t)
λ


F (au(λ) + xu(t), av(λ) + xv(t), λ)


d
dt
λ = 0.
There are two ways to proceed then: We can expand −K∂x(au(λ) + xu, av(λ) +
xv, aw(λ) + xw)−H(au(λ) + xu, av(λ) + xv, aw(λ) + xw, λ) in xu = 0, xv = 0, xw =
0, λ = 0 (similarly for F ) and arrive at an equation which has the same form as
(8.32), but with α = 0, and get the existence of a smooth center manifold M as
above in Xc and Xs coordinates.
Another possibility is to expand around a∗(λ) for λ near zero and use λ depen-
dent coordinates: Denote
A(λ)x :=


−K∂x

xuxv
xw

− ∂(u,v,w)H


au(λ)
av(λ)
aw(λ)
λ



xuxv
xw


∂(u,v)F (au(λ), av(λ), λ)
(
xu
xv
)


(A(0) = Aa). Then we have
d
dt
x(t) = A(λ)x(t) + r(x(t), λ)(8.33)
d
dt
λ = 0.
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with
r(0, λ) = 0, ∂(u,v,w)r(0, λ) = 0 for λ in a neighbourhood of zero,
and
∂(u,v,w,λ)r(0, 0) = 0.
For λ in a sufficiently small neighbourhood of zero let pic(λ) denote the spectral
projection for the critical eigenvalues of A(λ) near the imaginary axis, pis(λ) :=
Id−pic(λ), Xc(λ) := Re Im pic(λ), Xs(λ) := Re Im pis(λ), Xc = Xc(0), Xs = Xs(0).
Let Bc(λ) : Xc → Xc(λ) and Bs(λ) : Xs → Xs(λ) be smooth linear bases. By using
the coordinates
xc := B
−1
c (λ)pic(λ)x, xs := Bs(λ)
−1pis(λ)x
(pic(λ) leaves real space invariant, because pic(λ)x = pic(λ)x) (8.33) recasts as
d
dt
xc(t) = B
−1
c (λ)A(λ)Bc(λ)xc(t) +(8.34)
B−1c (λ)pic(λ)r(Bc(λ)xc(t) +Bs(λ)xs(t), λ)
d
dt
xs(t) = B
−1
s (λ)A(λ)Bs(λ)xs(t) +
B−1s (λ)pis(λ)r(Bc(λ)xc(t) +Bs(λ)xs(t), λ)
d
dt
λ = 0.
The linear part
d
dt
xc(t) = B
−1
c (λ)A(λ)Bc(λ)xc(t)(8.35)
d
dt
xs(t) = B
−1
s (λ)A(λ)Bs(λ)xs(t)
d
dt
λ = 0.
has the invariant manifold xs = 0, which is normally hyperbolic due to the presence
of the spectral gap and the mapping Theorem 6.15 (we have to linearize the flow
generated by (8.35) with respect to all variables xc, xs and λ in xs = 0; the λ
derivatives do not cause any difficulties). For xc, xs and λ near zero (8.34) is
a small C1 perturbation of (8.35). By modifying the equations we can obtain an
overflowing manifold. Then it follows from Theorem 8.10 that locally this manifold
persists: There exists a smooth graph γ : Xc ×  d → Xs and a δ > 0 so that
xs = γ(xc, λ), ‖xc‖ < δ, ‖λ‖ < δ, is a Ck smooth invariant center manifold for
(8.34). On the center manifold the equations are governed by the following ODE
d
dt
xc(t) = B
−1
c (λ)A(λ)Bc(λ)xc(t) + f(xc(t), λ),
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where f(xc, λ) = B
−1
c (λ)pic(λ)r(Bc(λ)xc +Bs(λ)γ(xc, λ), λ) is of second order.
Suppose d = 1 and a pair of complex conjugated eigenvalues λ1 = λ1(λ), λ2 =
λ2(λ) = λ1(λ) crosses the imaginary axis at λ = 0, the remaining spectrum being
separated to the left with a spectral gap. Then we can choose a basis Bc(λ) so that
B−1c (λ)A(λ)Bc(λ) =
(
Reλ1(λ) −Im λ1(λ)
Imλ1(λ) Reλ1(λ)
)
.
Remark 8.18 By taking higher derivatives of (8.29) in xc = 0 one can prove the
following: Suppose
pis
(
∂jH(au, av, aw)
∂jF (au, av)
)
zj = 0 for z ∈ Xc and 2 ≤ j ≤ k.
Then we have
∂jγ(0) = 0 for 1 ≤ j ≤ k.
9 Center manifold / model reduction for the au-
tonomous traveling wave model
In section 3.2 we have seen that the traveling wave model has a slow fast structure.
The carriers n are two orders of magnitude slower than the optical field ψ. In this
section we consider the autonomous case when α = 0 which we will generalize later
to the nonautonomous case α 6= 0. Hence, here we consider the static boundary
conditions for the optical field ψ:
ψ1(0) = r0ψ2(0), ψ2(l) = rlψ1(l).
The slow-fast structure is expressed in (3.17) within the small variable . For better
readability we rewrite (3.17) in the following operator form: For fixed carriers n(·)
denote the linear differential operator of the ψ equation in (3.17) with A(n),
(9.1)


A := A(n) := (A0 + L(x, n(x)))ψ(t, x),
A0 :=
(−∂x 0
0 ∂x
)
,
where L is given in dimensionless form by (3.13). Then (3.17) can be written as:
(9.2)
{
∂tψ(t) = A(n(t))ψ(t) + K(n(t), ψ(t))
∂tn(t) = F (t, n(t), ψ(t)) .
Here K is a Nemytskij operator generated by the nonlinear function K defined
in (3.15) and the operator F is composed of Nemytskij operators and a nonlocal
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term as in the definition of F below (3.17). Without the nonlocal term (9.2)
falls under the setting for degenerate semilinear hyperbolic systems introduced in
section 7 after expanding the system size to obtain completely smooth operators
as explained in section 3.2. So we obtain a smooth semiflow in a function space
setting of systems of continuous functions including boundary conditions. For
a more compact (and equivalent) formulation here we prefer not to expand the
system size and consider (9.2) as a smooth semiflow in the space W × CP , where
W := {ψ = (ψ1, ψ2) ∈ C([0, l],   2) | ψ1(0) = r0ψ2(0), ψ2(l) = rlψ1(l)}
and CP denotes the space of section wise uniformly continuous functions exactly
as we have done in section 10. We denote the smooth semiflow by the symbol T t,
t ≥ 0.
We have seen that the spectrum of A(n) always possesses a gap at γ+, where
γ+ denotes the supremum of the real part of the spectrum of the reduced diagonal
operator. That is for α > γ+ the set σ(A) ∩ {λ ∈   | Reλ ≥ α} is finite. Under
physical realistic parameters γ+ < 0 is always satisfied and there are only a few
critical modes (typically one to four) which are close to the imaginary axis. We
have seen in section 4.2 that this splitting of the eigenvalues holds for a (probably
small) open neighbourhood U for n because all but finitely many eigenvalues can
be controlled (see Lemmas 4.8 and 4.13) and the remaining finite eigenvalues must
depend continuously on n. Therefore, since  > 0 is small one expects that the ψ
dynamics is appropriately described by those few leading finite critical eigenvalues.
If U is sufficiently small then one has a uniform spectral gap of the generator
A(n). According to this spectral splitting we get uniform exponential dichotomy
for n ∈ U by Theorem 5.5.
If we assume that U is a starshaped neighbourhood U ⊂ CP (for example
choose U to be a small ball), then one can choose bases corresponding to the
spectral splitting for n ∈ U in the space W so that the bases depend smoothly on
n ∈ CP . More precisely, there exist smooth maps
B : U → L(   q, Lp) and C : U → L(Y, Lp),
where Y ⊂ Lp is a closed codimension q subspace of Lp, Lp = ImB(n)⊕ ImC(n),
ImB(n) = ImP(n), P(n) :=
∫
γ
(λI− A(n))−1 dλ, PA = AP,Q(n) := I − P(n),
ImC(n) = ImQ(n), γ denoting a positively oriented path in the resolvent set of A in
a neighbourhood of i  enclosing the finite critical eigenvalues uniformly for n ∈ U .
Here L denotes the space of bounded linear operators, Im denotes the image of
a linear operator, I denotes the identity operator in Lp. Let YW := Y ∩ W and
CW denote the restriction of C to YW , CW(n)(y) := C(n)(y) for y ∈ YW . We
have CW ∈ Ck (U ,L (YW ,W)). We are interested in solutions with n(t) ∈ U for
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0 ≤ t < ∞ (for example (relative) periodic solutions bifurcating from (relative)
equilibria). Using the n-dependent coordinate transformation
(ψ, n) 7→ (xc, xs, n), ψ = B(n)xc + CW(n)xs
the transformed smooth semiflow St ∈ Ck (   q × YW × U) in the phase space   q×
YW × U ,
(9.3) St(xc, xs, n) :=

B(T tn(ψ, n))−1P(n)T tψ(ψ, n)CW(T tn(ψ, n))−1Q(n)T tψ(ψ, n)
T tn(ψ, n)

 ,
where T tψ ∈ W denotes the ψ-component and T tn ∈ CP the n-component of the
flow T t, is described by the following set of equations:
(9.4)


∂txc(t) = Ac(n)xc + Gc(n, xc, xs)
∂txs(t) = As(n)xs + Gs(n, xc, xs)
∂tn(t) = F(t, n,B(n)xc + C(n)xs),
xc(0) = xc0,
xs(0) = xs0,
n(0) = n0,
ψ0 = B(n0)xc0 + C(n0)xs0,
where
Ac(n) := (B(n))
−1
A(n)B(n),
As(n) := (C(n))
−1
A(n)C(n),
Gc(n, xc, xs) := (B(n))
−1
P(n)K(n,B(n)xc + C(n)xs)
− (B(n))−1 P(n) (∂B(n)F(t, n,B(n)xc + C(n)xs)) xc
− (B(n))−1 P(n) (∂C(n)F(t, n,B(n)xc + C(n)xs)) xs,
Gs(n, xc, xs) := (C(n))
−1
Q(n)K(n,B(n)xc + C(n)xs)
− (C(n))−1 Q(n) (∂B(n)F(t, n,B(n)xc + C(n)xs))xc
− (C(n))−1 Q(n) (∂C(n)F(t, n,B(n)xc + C(n)xs))xs.
The above set of equations can be understood as follows: If ψ0 ∈ W 1,2(]0, l[,   2)
then xc ∈ C1([0,∞[,   q), xs ∈ C1([0,∞[,Y) and n ∈ C1([0,∞[, L∞(]0, L[,  )) and
(9.4) holds in a classical sense. For  = 0 St has the (not locally compact) invariant
Banach-manifold
IM0 :=  
q × {0} × U ⊂   q × YW × CP.
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Theorem 5.5 implies that the semigroup generated by As(n) on YW decays expo-
nentially in the C topology, this decay is uniform for n ∈ U and faster than the
decay of the exponential eAc(n)t. This means that the manifold IM0 is normally hy-
perbolic. Hence it persists smoothly in our chosen function space   q×YW×CP '
W × CP as a nonlinear smooth manifold IM for sufficiently small 0 <  < 0 and
can be represented as a Ck smooth graph
γ :   q × U × ]0, 0[ → YW .
(In order to prove the persistence we would modify the flows to obtain an over-
flowing manifold and apply invariant manifold theory similarly as we did in The-
orem 8.6. We omit the details.)
Therefore the flow on IM in the coordinates  
q × U is given by the equations
(9.5)
{
∂txc(t) = Ac(n)xc + Gc (n, xc, γ(xc, n, ))
∂tn(t) = F(t, n,B(n)xc + C(n)γ(xc, n, )).
Here the operators on the right hand side are Ck-smooth in n ∈ U , xc ∈   q,  ∈ 
and we have arrived to a Banach ODE. In (9.5) the nonlinearities can be expanded
in terms of powers of . In a first order approximation, dropping the O(2) terms,
the unknown graph γ disappears, the resulting equation is called mode approx-
imation. We will calculate the first order approximation on the center manifold
in more detail for the more general nonlinear and nonautonomous traveling wave
model in section 11.
Mode approximations have been first derived formally by physicists [3], the
first rigorous derivation in the context of Laser equations modeled by ODEs has
been obtained in [72] (by using persistence theory of invariant manifolds for ODEs
[22, 32]) and then was extended to a special linear autonomous traveling wave
model in [65, 66] by using a L2 phase space and the spectral theory of Lopes, Neves,
Ribeiro [48] which works for L2. This was only possible because of the exceptional
structure of the model in [65, 66] that the PDE was linear and only nonlinearly
coupled to an ODE (this simplified model in particular neglects relevant effects
such as spacial hole burning or nonlinear gain and index compression). For this
special model the mild solutions generate a smooth semiflow in a L2 space (plus
some finite dimensional components for the nonlinear carrier rate ODEs) which
will not be the case for nonlinear hyperbolic systems such as the general traveling
wave model.
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10 Nonautonomous traveling wave models
10.1 Assumptions and results
The system we consider is of the following form:
(10.1)


∂tψ(t, x) = (−∂xψ1(t, x), ∂xψ2(t, x)) +G (x, ψ(t, x), n(t, x))
∂tn(t, x) = I(t, x) +H (x, ψ(t, x), n(t, x))
+
∑m
k=1 bkχSk(x)
(∫
Sk
n(t, y) dy − n(t, x)
)
with the inhomogeneous, dynamic boundary conditions
(10.2)
{
ψ1(t, 0) = r0ψ2(t, 0) + α(t)
ψ2(t, l) = rlψ1(t, l)
and the initial values
(10.3) ψ(0, x) = ψ0(x), n(0, x) = n0(x).
The function n is real valued, ψ = (ψ1, ψ2) is  
2 valued. They depend on the time
t ∈  and space variable x ∈ [0, l]. The interval [0, l] = ∪mk=1Sk is divided into m
subsectional intervals Sk := ]xk−1, xk[, xk−1 < xk, k = 1, ..., m. By χSk we denote
the characteristic function of Sk, that is χSk(x) := 1 for x ∈ Sk, χSk(x) := 0 if x /∈
Sk. The symbol
∫
Sk
:= 1
xk−xk−1
∫
Sk
denotes the integral average on the subinterval
Sk. The nonlinearities G : ]0, l[ ×   2 ×  →   2 and H : ]0, l[ ×   2 ×  →  are
differentiable with respect to the phase variables (ψ, n), but only measurable and
bounded with respect to the spacial variable x ∈ [0, l]. We now list the general
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assumptions required:
(I) The functions G and H are Ck-Carathe´odory functions
(see Definition 10.11) on ]0, l[ from   2 ×  into   2 and  , respectively.
(II) There exist constants 0 < ν1 < ν2 and c1, c2, d1, d2 > 0 such that for all
ψ ∈   2 and a.a. x ∈]0, l[ the relations
H(x, ψ, n) ≥ −c1n, if n ≤ ν1,
H(x, ψ, n) ≤ −c2n, if n ≥ ν2,
H(x, ψ, n) + d1Re 〈G(x, ψ, n), ψ〉 ≤ −d2
(
n + |ψ|2) for all n ∈ 
hold.
(III) For every compact K ⊂  there exists M > 0 such that for all
n ∈ K,ψ ∈   2 and a.a x ∈ ]0, l[ we have
‖G(x, ψ, n)‖ ≤M (‖ψ‖+ 1) .
(IV) I ∈ L∞ (]0, T [× ]0, l[ ,  ) , I(t, x) ≥ 0 for a.a. (t, x) ∈ ]0, T [× ]0, l[ .
(V) α ∈ L∞ (]0, T [ ;   ) .
(VI) r0, rl ∈   , |r0| < 1, |rl| ≤ 1.
(VII) n0 ∈ L∞(]0, l[ ;  ), n0(x) ≥ 0 for a.a. x ∈]0, l[, ψ0 ∈ L∞(]0, l[ ;   2).
(VIII) bk ∈  , bk ≥ 0 for 1 ≤ k ≤ m.
Remark 10.1 Comparing with the results in [35] I have added two new conditions.
Condition (I) roughly is a smoothness assumption of the nonlinearities with respect
to the unknown state variables (but not the space variable) which is needed to
prove the smooth dependence on the initial data. The third relation in condition
(II) implies the apriori estimate (10.8) which allows to treat the nonlocal term
appearing in the carrier rate equation. When the nonlocal term vanishes, as in
[35, 50], this condition can be dropped.
We assume that T > 0 is arbitrarily chosen but fixed. The abbreviation ”a.a.”
stands for ”almost all” in the sense of Lebesgue’s measure, Re denotes the real
part of a complex number, 〈·, ·〉 the canonical scalar product in   2 and ‖·‖ its
corresponding norm.
Definition 10.2 A pair (ψ, n) ∈ L∞ (]0, T [× ]0, l[ ;   2 ×  ) is a weak solution to
(10.1), (10.2), (10.3) if
(10.4)
∫ l
0
〈
ψ(t, x)− ψ0(x), ϕ(x)〉 dx
=
∫ t
0
{∫ l
0
[
ψ1(s, x)(∂xϕ1)(x)− ψ2(s, x)(∂xϕ2)(x)
+ 〈G(x, ψ(s, x), n(s, x)), ϕ(x)〉
]
dx+ α(s)ϕ1(0)
}
ds
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for all t ∈ [0, T ] and all ϕ ∈ W 1,2 (]0, l[,   2) with ϕ2(0) = r0ϕ1(0) and ϕ1(l) =
rlϕ2(l) and if
n(t, x) = n0(x) +
∫ t
0
{
I(s, x) +H(x, ψ(s, x), n(s, x))(10.5)
+
m∑
k=1
bkχSk(x)
[∫
Sk
n(s, y) dy − n(s, x)
]}
ds
for all t ∈ [0, T ] and a.a. x ∈ ]0, l[.
Theorem 10.3 (Existence, Uniqueness and smooth Dependence) Assume
(I) − (VIII). There exists a unique weak solution (ψ, n) to (10.1), (10.2), (10.3).
Moreover, the map
(ψ0, n0, I, α) ∈ L∞
(
]0, l[ ;   2 ×  )× L∞ (]0, T [× ]0, l[ ,  )× L∞ (]0, T [ ;   )
7→ (ψ, n) ∈ L∞ (]0, T [× ]0, l[ ;   2 ×  )
is Ck-smooth.
We denote the closed subspace in L∞(]0, l[ ,  ) of section-wise uniformly
continuous functions
(10.6)
CP :=
{
n ∈ L∞(]0, l[;  ) | n|Sk uniformly continuous for k = 1, 2, . . . , m
}
.
Theorem 10.4 (Solution Regularity I) Assume (I)− (VIII). Let (ψ, n) be the
weak solution. Then the following holds:
ı) ψ ∈ C ([0, T ] ;L2 (]0, l[ ;   2)) , n ∈ W 1,∞ (]0, T [ ;L∞ (]0, l[ ;  )) .
ıı) For t ∈ [0, T ] denote ψ˜(t) := ∫ t
0
ψ(s) ds.
Then for all t ∈ [0, T ] we have ψ˜(t) ∈ W 1,2 (]0, l[ ;   2) and
ψ˜1(t)(0) = r0ψ˜2(t)(0) +
∫ t
0
α(s)ds, ψ˜2(t)(l) = rlψ˜1(t)(l).
ııı) Let α ∈ W 1,2 (]0, T [ ;   ) , ψ0 ∈ W 1,2(]0, l[;   2) and suppose
(10.7) ψ01(0) = r0ψ
0
2(0) + α(0), ψ
0
2(l) = rlψ
0
1(l).
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Then
ψ ∈ C ([0, T ];W 1,2 (]0, l[ ;   2)) ∩ C1 ([0, T ] ;L2 (]0, l[ ;   2))
and (10.1), (10.2) hold for t ∈ [0, T ] in the classical sense.
If I ∈ C ([0, T ];L∞(]0, T [ ;  )) then n ∈ C1([0, T ];L∞(]0, l[;  )).
ıv) Suppose ψ0 ∈ C ([0, l] ;   2), α ∈ C ([0, T ] ;   ) and (10.7). Then
ψ ∈ C ([0, T ]× [0, l] ;   2) and (10.2) is satisfied pointwise.
Further assume n0 ∈ CP , I(t) ∈ CP for a.a. t ∈ [0, T ] and
(IX) H (·, ψ, n) ∈ CP for all ψ ∈   2 and n ∈  .
Then n ∈ C([0, T ];CP ). If I ∈ C([0, T ];CP ), then n ∈ C1([0, T ];CP ).
Theorem 10.5 (A priori estimates) Suppose (I)− (VIII). Let (ψ, n) denote
the weak solution.
For all t ∈ [0, T ]
∫ l
0
n(t, x)dx +
d1
2
‖ψ(t)‖2L2 ≤ µ+ max
{∫ l
0
n0(x)dx+
d1
2
∥∥ψ0∥∥2
L2
− µ, 0
}
e−ct,
(10.8)
where
c := min
{
d2,
2d2
d1
}
, µ := c−1
(
d1
2(1− |r0|2) ‖α‖
2
L∞ + L ‖I‖L∞
)
.
Moreover, for all t ∈ [0, T ] and a.a. x ∈ ]0, l[
(10.9) min
{
n0(x), ν1
}
e−(c1+b)t ≤ n(t, x) ≤ N + max {n0(x)−N, 0} e−c2t,
where
N := max
{
ν2, c
−1
2
(
‖I‖L∞ + max
1≤k≤m
(
bk
|Sk|
)
·max
{
µ,
∫ l
0
n0(x)dx+
d1
2
∥∥ψ0∥∥2
L2
})}
and
b := max
1≤k≤m
(bk) .
If the data ψ0 and α are W 1,2-smooth, then Theorem 10.4, ııı), states that the weak
solution ψ will be W 1,2-smooth with respect to the spacial variable x. Of course,
under assumptions of piecewise smoothness for the data entering the equation for
n, this smoothness of ψ carries over to n via the coupling of ψ and n in (10.1).
Theorem 10.6 states this precisely. Let
(10.10) W 1,2P :=
{
n ∈ L∞(]0, l[;  ) | n|Sk ∈ W 1,2 (Sk;  ) k = 1, 2, . . . , m
}
denote the Hilbert space of piecewise W 1,2 functions.
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Theorem 10.6 (Solution Regularity II, piecewise smoothness of n) Suppose
(I)− (VIII) and
(X) H|Sk×   2×   ∈ C1
(
Sk ×   2 ×  ; 
)
for 1 ≤ k ≤ m.
(XI) For all compact K ⊂  there exists Λ > 0 such that
‖∂H(x, ψ, n1)− ∂H(x, ψ, n2)‖ ≤ Λ|n1 − n2| for x ∈ Sk, ψ ∈   , n1, n2 ∈ K.
(XII) There exists a constant τ > 0 such that for all compact K ⊂  there exists
R > 0 with
∂xH(x, ψ, n)n˜+ ∂nH(x, ψ, n)n˜
2 + ∂ψH(x, ψ, n)ψ˜n˜
≤ R
(
1 + |n˜|+
∥∥∥ψ˜∥∥∥+ ∥∥∥ψ˜∥∥∥ |n˜|+ ∥∥∥ψ˜∥∥∥2)− τ n˜2
for all x ∈ Sk, 1 ≤ k ≤ m, ψ ∈   2, ψ˜ ∈   2, n ∈ K and n˜ ∈  .
If α ∈ W 1,2 (]0, T [ ;   ), ψ0 ∈ W 1,2(]0, l[;   2), (10.7) is satisfied, n0 ∈ W 1,2P and
I ∈ C ([0, T ];W 1,2P ), then
n ∈ C1([0, T ];W 1,2P ).
In (XI) the ∂H denotes the total derivative of H with respect to all variables
(x, ψ, n). We note that all assumptions (I)− (XII) are fulfilled in applications, see
Section 3.2.
Define the phase space
(10.11) P := {ψ ∈ C([0, l],   2) | ψ1(0) = r0ψ2(0), ψ2(l) = rlψ1(l)} × CP .
The following Theorems 10.7-10.8 are a direct consequence of Theorems 10.3-10.5:
Theorem 10.7 (Ck-Semiflow property) Suppose (I)− (IX).
In the autonomous case, that is α = 0 and I = 0, the weak solutions generate
a smooth semiflow in the function space P. The operator S t : P → P, defined
through
St
(
ψ0, n0
)
:= (ψ(t), n(t))
for t ≥ 0 and (ψ0, n0) ∈ P, where (ψ(t), n(t)) denotes the weak solution corre-
sponding to the initial values (ψ0, n0), has the following properties
ı) (t, ψ, n) 7→ St(ψ, n) is continuous from [0,∞[×P into P,
ıı) St : P → P is Ck smooth,
ııı) St+s = St ◦ Ss, t, s ∈  , t, s ≥ 0,
ıv) S0 is the identity operator on P.
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Finally consider the nonautonomous case: assume α ∈ C(  ;   ) and I ∈ L∞(  ;CP ).
Let G ∈ C(  + × Cp;C([0, l],   2)) be such that G satisfies the inhomogeneous
boundary conditionG(t, n)1(0) = r0G(t, n)2(0)+α(t) andG(t, n)2(l) = rlG(t, n)1(l)
for t ≥ 0. For t ≥ s define X (t, s, (ψ0, n0)) := (ψ(t − s), n(t − s)), where (ψ, n)
is the weak solution in the sense of Definition 10.2 to the initial data ψ0, n0 and
α(s+ ·). Then X (t, s, (ψ0, n0)), s ≤ t, can be interpreted as the weak solution at
time t + s corresponding to the initial condition ψ(s, x) = ψ0(x), n(s, x) = n0(x)
for a.a. x ∈ ]0, l[ at time s. Define the operator Y (t, s) : P → P, through
Y (t, s)
(
ψ0, n0
)
:=X
(
t, s,
(
ψ0 +G(s, n0), n0
))
−
(
G(t,ΠnX (t, s, (ψ
0 +G(s, n0), n0)))
0
)
for t ≥ s and (ψ0, n0) ∈ P (ΠnX denotes the n-component of X). The operator
Y (t, s) maps P into itself, hence the function G homogenizes the boundary condi-
tion (10.2). From the definition of Y one verifies that Y has the process property
stated in Theorem 10.8.
Suppose that for t ≥ 0 the map
n ∈ Cp 7→ G(t, n) ∈ C([0, l],   2) is Ck smooth.
Theorem 10.8 The operator Y (t, s) is a Ck smooth two parameter nonautonomous
process satisfying
ı) for t ≥ s the map p ∈ P 7→ Y (t, s, p) ∈ P is Ck smooth,
ıı) the map (t, s, p) 7→ Y (t, s, p) is continuous
from {(t, s) ∈  2 | s ≤ t} ×P into P,
ııı) Y (s, s, ·) is the identity operator on P,
ıv) for t ≥ s ≥ r the process property Y (t, s, Y (s, r, p)) = Y (t, r, p) holds.
Example 10.9 In applications one has to choose an appropriate homogenization
G. We give two examples of choices of G:
(i) G(t, n)(x) = l−x
l
(
α(t)
0
)
,
(ii) For each n ∈ Cp G(t, n) solves

∂tG(t, n) = A(n)G(t, n),
G1(t, n)|x=0 = r0G2(t, n)|x=0 + α(t),
G2(t, n)|x=l = rlG1(t, n)|x=l
with suitable initial data.
The simple choice (i) has been used by Sandstede and Peterhof in [50]. Choice (ii)
is used in section 11 to perform a center manifold reduction for the traveling wave
equation with optical injection.
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The process Y can be equivalently written as a skew product semiflow Z t on the
trivial Banach bundle P× [0,∞[ if one defines for (p, θ) ∈ P× [0,∞[
Zt (p, θ) := (Y (θ + t, θ, p), θ + t) , p ∈ P, (θ, t ≥ 0).
We extend Zt onto the Banach space Pe := P×  by setting
Zt(p, θ) =


Zt (p, θ) , θ ≥ 0(
ΠpZ
t+θ (p, 0) , θ + t
)
, θ < 0, θ + t ≥ 0
(p, θ + t) , θ < 0, θ + t < 0.
Then we can state the following
Theorem 10.10 If α ∈ Ck([0,∞[ ,  ) and G(t, n) is of class Ck in both variables
(t, n), then the operator Z t is a Ck smooth semiflow on Pe.
In assumption (I) we require that both G and H are Ck-Carathe´odory functions,
which we define next.
Definition 10.11 (Ck-Carathe´odory functions) Let V,W be finite dimensional
vector spaces and k ∈   . A function S : ]0, l[ × V → W , S = S(x, v), x ∈ ]0, l[,
v ∈ V , is called a Ck Carathe´odory function iff S satisfies the following three con-
ditions:
ı) For a.a. x ∈ ]0, l[ S(x, ·) ∈ Ck(V ;W ) and S(·, v) is measurable for all v ∈ V .
ıı) For all compact K ⊂ V there exists a constant M > 0 such that∥∥∥∂iS(x,v)∂vi ∥∥∥ ≤ M for 0 ≤ i ≤ k, all v ∈ K and a.a. x ∈ ]0, l[.
ııı) For all compact K ⊂ V and  > 0 there exists a δ > 0 such that for
all v1 ∈ K, v2 ∈ V with ‖v1 − v2‖ < δ and a.a. x ∈ ]0, l[ we have∥∥∥∂kS(x,v1)∂vk − ∂kS(x,v2)∂vk
∥∥∥ < .
10.2 Variation of constants formula and proofs for the trun-
cated problem
Let S : ]0, l[× V →W be a Ck Carathe´odory function. Denote the corresponding
superposition operator
(10.12) S : M(]0, l[ ;V ) →M(]0, l[ ;W ), S(v)(x) := S(x, v(x)), a.a. x ∈ ]0, l[ ,
where M(]0, l[ ;V ) denotes the linear space of measurable functions defined al-
most everywhere on ]0, l[ with values in V . We need the following easy to prove
differentiability property of S.
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Proposition 10.12 (see [24]) The superposition operator S maps L∞(]0, l[ ;V )
Ck-smoothly into L∞(]0, l[ ;W ).
In the following we will frequently make use of the superposition operators
G ∈ Ck(L∞(]0, l[ ;   2 ×  ), L∞(]0, l[ ;   2))
H ∈ Ck(L∞(]0, l[ ;   2 ×  ), L∞(]0, l[ ;  ))
generated by G and H through (10.12). Also the following operators
B ∈ L (L∞(]0, l[ ;  )) , I ∈ L∞(]0, T [ , L∞(]0, l[;  ))
will appear which are defined through
B(n)(x) :=
m∑
k=1
bkχSk(x)
(∫
Sk
n(y) dy − n(t, x)
)
for a.a. x ∈ ]0, l[
I(t)(x) := I(t, x) for x ∈ ]0, l[ .
Here L(L∞(]0, l[;  )) denotes the space of bounded linear mappings of L∞(]0, l[ ;  )
into itself.
For establishing the variation of constants formula for our notion of weak solu-
tion we first need some definitions:
For η ∈  let
L2η(]0,∞[,   ) :=
{
f :]0,∞[→   | f measurable
∫ ∞
0
|f(x)|2(1 + x2)ηdx <∞
}
denote the Hilbert space of complex valued weighted square integrable functions
on ]0,∞[ with weight (1+x2)η with respect to the Lebesque measure on ]0,∞[. We
denote its scalar product by 〈f, g〉L2η :=
∫∞
0
f(x)g(x)(1 + x2)ηdx. Let W 1,2η denote
the corresponding Sobolev space of functions f ∈ L2η(]0,∞[,   ) with distributional
derivative in L2η(]0,∞[,   ). Define the extended space
(10.13) Xe := L
2(]0, l[;   2)× L2(]0, l[;  )× L2η(]0,∞[;   )
with some fixed η < −0.5. This choice of η guarantees that L∞(]0,∞[;   ) is
continuously embedded in L2η(]0,∞[;   ). Put
Te(t)
(
ψ01 , ψ
0
2, n
0, a
)
:=
(
ψ1(t), ψ2(t), n
0, τta
)
,
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where τta(x) := a(t+ x) denotes the left translation of a by t and ψ1, ψ2 are given
by
(10.14)
ψ1(t, x) :=
{
ψ01(x− t) , for a.a. x ∈ ]t, l[
r0ψ
0
2(t− x) + a(t− x) , for a.a. x ∈ ]0, t[
ψ2(t, x) :=
{
ψ02(x+ t) , for a.a. x ∈ ]0, l − t[
rlψ
0
1(2l − x− t) , for a.a. x ∈ ]l − t, l[ .
Extend Te(t), t ∈ [0, l] to the whole positive axis [0,∞[ by defining for t > l
inductively Te(t) := Te(t − l)Te(l). Then it is easy to verify that Te(·) is a C0
semigroup of bounded operators in Xe with infinitesimal generator
Ae := diag(−∂x, ∂x, 0, ∂x)
having the domain
D(Ae) := {(ψ, n, a) ∈ W 1,2(]0, l[;   2)× L2(]0, l[;  )×W 1,2η (]0,∞[;   ) |
ψ1(0) = r0ψ2(0) + a(0), ψ2(l) = rlψ1(l)}.
Set
T (t)(ψ0) := ΠψTe(t)(ψ
0, 0, 0)
for t ≥ 0 and ψ ∈ L2(]0, l[ ,   2), where Πψ is the projection onto the first variable
ψ. Then T (t) is a C0 semigroup of contractions in L
2(]0, l[ ,   2) with infinitesimal
generator
A := diag(−∂x, ∂x)
and domain
D(A) :=
{
ψ ∈ W 1,2(]0, l[ ;   2) | ψ1(0) = r0ψ2(0), ψ2(l) = rlψ1(l)
}
.
Let
∏
(ψ,n) denote the projection of Xe onto L
2(]0, l[;   2 ×  ) by dropping the
trivial last component. Then the following Lemma holds
Lemma 10.13 The pair (ψ, n) is a weak solution to (10.1), (10.2), (10.3) iff (ψ, n)
satisfies the variation of constants formula
(10.15)
(
ψ(t)
n(t)
)
=
∏
(ψ,n)
Te(t)

ψ0n0
α

+ ∫ t
0
(
T (t− s)G(ψ(s), n(s))
I(s) + Bn(s) + H(ψ(s), n(s))
)
ds
for all t ∈ [0, T ].
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Proof: Straightforward calculations yield that the adjoint A∗e of Ae is the closed
densely defined operator
A∗e(ψ, n, a) = (∂xψ1,−∂xψ2, 0,−(1 + x2)−η∂x(a(x) · (1 + x2)η)) =: (A∗I , 0, A∗a)
with the domain
D(A∗e) =
{
(ψ, n, a) ∈ W 1,2(]0, l[;   2)× L2(]0, l[;  )×W 1,2η (]0,∞[;   ) |
ψ2(0) = r0ψ1(0), ψ1(l) = rlψ2(l), a(0) = ψ1(0)
}
.
We trivially extend α on the whole axis [0,∞[ by setting α to zero on [T,∞[. Then
define a ∈ C([0,∞[;L2η([0,∞[;   )), a(t) := τtα, t ∈ [0,∞[. By definition (ψ, n) is a
weak solution iff (ψ, n) ∈ L∞ (]0, T [× ]0, l[ ;   2 ×  ) and for all (ϕ, 0, ϕa) ∈ D(A∗e)
the equation
〈ψ(t)− ψ0, ϕ〉L2 + 〈a(t)− a(0), ϕa〉L2η
= lim
ρ→0
{∫ t
0
(
〈ψ(s), A∗Iϕ〉L2 + 〈G(ψ(s), n(s)), ϕ〉L2 + αρ(s)ϕ1(0)
)
ds
+
∫ t
0
〈(∂xαρ)(s+ ·), ϕa〉L2ηds
}
= lim
ρ→0
{∫ t
0
(
〈ψ(s), A∗Iϕ〉L2 + 〈G(ψ(s), n(s)), ϕ〉L2 + 〈αρ(s + ·), A∗aϕa〉L2η
)
ds
}
=
∫ t
0
(
〈ψ(s), A∗Iϕ〉L2 + 〈G(ψ(s), n(s)), ϕ〉L2 + 〈a(s), A∗aϕa〉L2η
)
ds
holds and (10.5) is satisfied for n. Here
αρ(x) :=
∫ T
0
mρ(x− y)α(y)dy, mρ(y) := m0(ρy)
ρ
(x, y ∈  )
denotes the mollification of α with parameter ρ > 0 with respect to some mollifier
m0 ∈ C∞(  ), m0 ≥ 0, supp m0 ⊂ B1,
∫∞
−∞m0(y)dy = 1. It was used above in
order to perform partial integration. For the first equality one should note that
for α ∈ L2η, αρ ∈ W 1,2η and limx→∞ αρ(x) (1 + x2)η = 0. The above calculations
together with [2] proves: (ψ, n) is a weak solution iff (10.15) holds for t ∈ [0, T ]. 
We now define the truncated problem to (10.1)-(10.3):
Definition 10.14 Let δ ∈ ]0,∞[ be arbitrary. Let T δ1 :  →  be a C∞ function
with T δ1 (n) = n for |n| ≤ δ−1 and T δ1 (n) = 2δ−1|n|−1n for |n| ≥ 2δ−1. Similarly let
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T δ2 :  
2 →   2 be C∞ with T δ2 (v) = v for ‖v‖ ≤ δ−1 and T δ2 (v) = 2δ−1 ‖v‖−1 v for
‖v‖ ≥ 2δ−1. Define the truncated nonlinearities
Gδ : ]0, l[×   2 ×  →   2, Gδ(x, ψ, n) := G(x, T δ2 (ψ), T δ1 (n)),
Hδ : ]0, l[×   2 ×  →  , Hδ(x, ψ, n) := H(x, T δ2 (ψ), T δ1 (n)).
Then Gδ, Hδ are Ck-smooth Carathe´odory functions generating the smooth super-
position operators Gδ,Hδ. The truncated problem reads:
(10.16)


∂tψ
δ(t, x) =
(−∂xψδ1(t, x), ∂xψδ2(t, x))+Gδ(x, ψδ(t, x), nδ(t, x))
∂tn
δ(t, x) = I(t, x) +Hδ(x, ψδ(t, x), nδ(t, x))
+
∑m
k=1 bkχSk(x)
(∫
Sk
nδ(t, y) dy − nδ(t, x)
)
with the same boundary conditions and initial values:
(10.17) ψδ1(t, 0) = r0ψ
δ
2(t, 0) + α(t), ψ
δ
2(t, l) = rlψ
δ
1(t, l)
(10.18) ψδ(0, x) = ψ0(x), nδ(0, x) = n0(x).
Weak solutions to (10.16)-(10.18) are defined analogously to Def. 10.2.
Remark 10.15 After truncation Gδ and Hδ satisfy condition ıı) of Definition 10.11
globally. In particular Gδ and Hδ become globally Lipschitz uniformly with respect
to x ∈ ]0, l[, that is for each δ > 0 there exists a constant Λ such that for all
ψ1, ψ2 ∈   2, n1, n2 ∈  and a.a. x ∈]0, l[∥∥Gδ(x, ψ1, n1)−Gδ(x, ψ2, n2)∥∥+ |Hδ(x, ψ1, n1)−Hδ(x, ψ2, n2)|
≤ Λ (‖ψ1 − ψ2‖+ |n1 − n2|) .
The superposition operators Gδ and Hδ become globally Lipschitz from Lp(]0, l[ ;   2×
 ) into Lp(]0, l[ ;   2) and Lp(]0, l[ ;  ), respectively, for any p ∈ [1,∞].
Lemma 10.16 For each δ > 0 the Theorems 10.3 and 10.4 hold for the weak
solution
(
ψδ, nδ
)
to the truncated problem (10.16)-(10.18)
Proof: Denote the weak solution space
X := L∞
(
]0, T [× ]0, l[ ;   2 ×  ) .
Extend it to
Xe := X× L∞(]0, l[;   2 ×  )× L∞(]0, T [;   )× L∞(]0, T [×]0, l[;  )
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by attaching the corresponding spaces of the initial data ψ0, n0 and the dynamic
data α, I. Both X and Xe are equipped with the corresponding L
∞ norms. Define
the operator F : Xe → X,
F


ψ
n
ψ0
n0
α
I


(t) :=
(
ψ(t)
n(t)
)
−
∏
(ψ,n)
{
Te(t)

ψ0n0
α

+
∫ t
0
Te(t− s)

 Gδ(ψ(s), n(s))I(s) + Bn(s) + Hδ(ψ(s), n(s))
0

 ds
}
.
For fixed ψ0, n0, α, I denote F0 : X → X,
F0(ψ, n)(t) := (ψ(t), n(t))− (F(ψ, n, ψ0, n0, α, I))(t).
By Lemma 10.13 the truncated problem (10.16)-(10.18) has a unique weak solution
(ψδ, nδ) corresponding to the data ψ0, n0, α, I iff F0 has a unique fixed point in
X. By Remark 10.15 Gδ and Hδ are globally Lipschitz from L∞ (]0, l[ ;   2 ×  )
into L∞ (]0, l[ ,   2) and L∞ (]0, l[ ,  ), respectively, with some Lipschitz constant Λ
depending on the truncation parameter δ. Thus from the explicit formula (10.14)
for the semigroup Te(t) it follows by induction that for l ∈   , (ψa, na), (ψb, nb) ∈ X
∥∥Fl0(ψa, na)− Fl0(ψb, nb)∥∥X ≤ (ΛT )
l
l!
‖(ψa, na)− (ψb, nb)‖X .
Hence, for l sufficiently large Fl0 is a contraction in the Banach space X. By a
generalization of Banachs fixed point theorem F0 has a unique fixed point (ψ
δ, nδ)
in X. This proves the existence and uniqueness part of Theorem 10.3.
From the assumptions that G,H are Ck Caratheo´dory functions (Definition 10.11)
and Proposition 10.12 we get that F maps Xe C
k-smoothly into X. The existence
and uniqueness of the weak solutions just proved is equivalent to saying that for
any ψ0, n0, α, I there exists a unique (ψ, n) ∈ X such that F(ψ, n, ψ0, n0, α, I) = 0.
The partial derivative of F with respect to (ψ, n) operating on v = (vψ, vn) ∈ X
satisfies the formula (
∂F
∂(ψ, n)
(ψ, n, ψ0, n0, α, I)(vψ, vn)
)
(t)
=
(
vψ(t)
vn(t)
)
−
∏
(ψ,n)
∫ t
0
Te(t− s)


(
∂Gδ(ψ(s), n(s))
)
v(s)
Bvn(s) + ∂H
δ(ψ(s), n(s))v(s)
0

 ds.
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Again it follows by Banachs fixed point theorem that for any w ∈ X there exists a
unique v ∈ X such that
v(t) =
∏
(ψ,n)
∫ t
0
Te(t− s)


(
∂Gδ (ψ(s), n(s))
)
v(s)
Bvn(s) + ∂H
δ (ψ(s), n(s)) v(s)
0

 ds+ w(t) (t ∈ [0, T ]).
Banachs open mapping theorem implies that ∂(ψ,n)F is an isomorphism from X
onto X. Hence Theorem 10.3 is a consequence of the implicit function theorem.
Statement ı) of Theorem 10.4 follows directly from Definition 10.2 and the varia-
tion of constants formula.
We now prove ıı): As in the proof of Lemma 10.13 trivially extend α to the
whole [0,∞[ by setting α almost everywhere to zero on [T,∞[ and define
a ∈ C (]0,∞[ ;L2η(]0,∞[ ;   )) , a(s)(x) := τsα(x),
for s ≥ 0 and a.a. x ∈ ]0,∞[, where τs denotes the left translation of α again.
Integrating the variation of constants formula (10.15) with respect to time yields
∫ t
0

ψ(s)n(s)
a(s)

 ds = ∫ t
0
Te(s)

ψ0n0
α

 ds
+
∫ t
0
∫ s
0
Te(s− r)

 Gδ(ψ(r), n(r))I(r) + Bn(r) + Hδ(ψ(r), n(r))
0

 drds (t ∈ [0, T ]) .
From this formula and the uniform continuity (t, p) 7→ Te(t)p of the C0 semigroup
Te one easily proves that the limit
lim
h↓0
Te(h)− I
h
∫ t
0
(ψ(s), n(s), a(s))ds
exists in Xe (see (10.13)) for each t ∈ [0, T ]. This is equivalent to∫ t
0
(ψ(s), n(s), a(s))ds ∈ D(Ae)
or statement ıı).
Now assume α ∈ W 1,2(]0, T [ ;   ), ψ0 ∈ W 1,2(]0, l[;   2) and (10.7). Extend α to
the whole ]0,∞[ such that the extension lies in W 1,2η (]0,∞[ ;   ). Then (ψ0, n0, α)
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belongs to D(Ae). Since Xe is reflexive it follows from Proposition 4.3.9 in [15]
that
(ψ, n, τt α) ∈ C([0, T ]; D(Ae)) ∩ C1([0, T ];Xe),
which proves ııı).
We prove Theorem 10.4, ıv). Choose sequences ψ0i ∈ W 1,2(]0, l[;   2), αi ∈
W 1,2(]0, T [ ;   ), i ∈   , which satisfy the boundary condition ψ0i 1(0) = r0ψ0i 2(0) +
αi(0) and ψ
0
i 2(l) = rlψ
0
i 1(l), and have the property that ψ
0
i → ψ0 in L∞(]0, l[ ;   2)
and αi → α in L∞(]0, T [ ;   ). By Theorem 10.4 ııı) ψi ∈ C([0, T ] × [0, l];   2),
and by Theorem 10.3 the solution sequences (ψi, n) converge to (ψ, n) in X. Thus
ψ ∈ C([0, T ]× [0, l];   2)) and ψ satisfies (10.2) pointwise in [0, T ]. By assumption
(IX) on H the superposition operator Hδ keep the space CP invariant. The ψ-part
of the fixed point (ψ, n) of the operator F0 is uniformly continuous on [0, T ]× [0, l].
Since n0 ∈ CP and the part n can be obtained by a fixed point iteration in the
space C([0, T ];CP ) alone, keeping ψ unchanged, we obtain that n ∈ C([0, T ];CP ).
The relation n ∈ C1([0, T ], CP ) follows directly from (10.5) if I ∈ C([0, T ];CP ). 
Remark 10.17 (Lipschitz dependence of solutions with respect to L2) Because of
Remark 10.15 Gronwall’s Lemma applied to (10.15) easily shows that there exists
a constant C = C(δ, T ) such that∥∥∥(ψ, n)− (ψ˜, n˜)∥∥∥
C([0,T ];L2(]0,l[;   2×   )
≤
C
(∥∥∥(ψ0, n0)− (ψ˜0, n˜0)∥∥∥
L2(]0,l[;   2×   )
+ ‖α− α˜‖L2(]0,T [;   )
)
where (ψ, n) and (ψ˜, n˜) denote the weak solution with initial data (ψ0, n0, α) and(
ψ˜0, n˜0, α˜
)
, respectively.
10.3 A priori estimates
We will use the following elementary inequality:
Proposition 10.18 Let u : [0, b] →  be absolutely continuous and u∗ ∈  .
Suppose there are constants r1, r2 > 0 such that u
′(t) ≤ −r1u(t) + r2 for a.a.
t ∈ [0, b] with u(t) ≥ u∗. Then u(t) ≤ u¯+ max {u(0)− u¯, 0} e−r1t for t ∈ [0, b] with
u¯ := max
{
r2
r1
, u∗
}
.
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Proof: Define h :  →  , h(x) := (max {x− u¯, 0})2. Set f(t) := h(u(t)). Then f
is absolutely continuous and
f ′(t) = h′(u(t))u′(t) ≤ −h′(u(t))r1
(
u(t)− r2
r1
)
≤ −2r1f(t)
for a.a. t ∈ [0, b]. Therefore f(t) ≤ e−2r1tf(0) for t ∈ [0, b] and taking the square
root yields the inequality. 
Lemma 10.19 Let (ψδ, nδ) be the weak solution to the truncated problem (10.16),
(10.17), (10.18). There exists δ0 > 0 such that for all 0 < δ < δ0 estimate (10.8)
holds for t ∈ [0, T ] and the bounds (10.9) are satisfied for t ∈ [0, T ] and a.a.
x ∈ ]0, l[. Moreover, there exists a constant B not depending on δ > 0 such that∥∥ψδ(t)∥∥
L∞
≤ B for all t ∈ [0, T ].
Proof: Let t0 ∈ [0, T ] be arbitrary and assume first that
∫
Sk
nδ(t, y) dy ≥ 0 for all
t ∈ [0, t0] and all 1 ≤ k ≤ m. Let k ∈   , 1 ≤ k ≤ m. Suppose 0 < δ ≤ ν−11 . Then
for a.a. x ∈ Sk assumptions (II), (IV), (VIII) imply that for a.a. t ∈ [0, t0] which
satisfy nδ(t, x) ≤ ν1 the inequality
d
dt
nδ(t, x) ≥ (−c1 − bk)nδ(t, x)
holds. Put
h(t, x) := min
{
nδ(t, x), ν1
}
and τk(n) :=
{
1 , n ≤ ν1
0 , n > ν1
.
Then for a.a. x ∈ Sk and a.a. t ∈ [0, t0]
d
dt
h(t, x) = τk
(
nδ(t, x)
) d
dt
nδ(t, x)
≥ (−c1 − bk) τk
(
nδ(t, x)
)
nδ(t, x)
≥ (−c1 − bk) h(t, x).
Therefore for a.a. x ∈ Sk and all t ∈ [0, t0]
(10.19) nδ(t, x) ≥ h(t, x) ≥ h(0, x)e−(c1+bk)t = min{n0(x), ν1} e−(c1+bk)t (≥ 0).
Now we show that
∫
Sk
nδ(t, y) dy ≥ 0 for all t ∈ [0, T ] and all 1 ≤ k ≤ m. Assume
the contrary. Then there exists a k ∈   , 1 ≤ k ≤ m, such that
(10.20) t0 := sup
{
t ∈ [0, T ] |
∫
Sk
nδ(s, y)dy ≥ 0 for s ∈ [0, t]
}
< T.
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By (10.19) we have nδ(t0, x) ≥ 0 for a.a. x ∈ ]0, l[ and by (10.20)
∫
Sk
nδ(t0, y) dy =
0. Therefore nδ(t0, x) = 0 for a.a x ∈ Sk. Hence, by continuity, there exists
0 <  < T − t0 such that for all t ∈ [t0, t0 +[ and a.a. x ∈ Sk we have nδ(t, x) ≤ ν1.
Thus from the assumptions (II) and (IV), definition of H δ and due to the choice
δ ≤ ν−11 we have for a.a t ∈ [t0, t0 + [
d
dt
∫
Sk
nδ(t, y)dy =
∫
Sk
(
I(t, y) +H(y, ψδ(t, y), nδ(t, y))
)
dy ≥ −c1
∫
Sk
nδ(t, y)dy.
This yields
∫
Sk
nδ(t, y)dy ≥ ∫
Sk
nδ(t0, y) dy · e−c1(t−t0) = 0 for t ∈ [t0, t0 + [ which con-
tradicts the choice of t0 from which there exist infinitely many points s ∈ ]t0, t0 + [
with
∫
Sk
nδ(s, y)dy < 0 accumulating in t0. This proves (10.19) for all t ∈ [0, T ] and
the lower bound for nδ in (10.9).
Now define
Tδ := sup
{
t ∈ [0, T ] | ∥∥ψδ(s)∥∥
L∞
≤ δ−1 and ∥∥nδ(s)∥∥
L∞
≤ δ−1 for s ∈ [0, t]} .
Suppose δ > 0 is sufficiently small such that Tδ > 0. Assume α ∈ W 1,2(]0, T [;   )
and ψ0 ∈ W 1,2(]0, l[;   2) together with (10.7). Denote
h(t) :=
∫ l
0
nδ(t, x) dx +
d1
2
∫ l
0
∥∥ψδ(t, x)∥∥2 dx.
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From (I), (II), (VI) and Theorem 10.4 ııı), proved for the truncated problem in
Lemma (10.16), it follows by partial integration that for a.a t ∈ [0, Tδ]
d
dt
h(t)
= d1 Re
∫ l
0
[
−∂xψδ1(t, x)ψδ1(t, x) + ∂xψδ2(t, x)ψδ2(t, x)
]
dx
+
∫ l
0
[
I(t, x) +H(x, ψδ(t, x), nδ(t, x))
+d1Re
〈
G(x, ψδ(t, x), nδ(t, x)), ψδ(t, x)
〉 ]
dx
≤ d1
2
(
− ∣∣ψδ1(t, l)∣∣2 + ∣∣ψδ1(t, 0)∣∣2 + ∣∣ψδ2(t, l)∣∣2 − ∣∣ψδ2(t, 0)∣∣2)
+
∫ l
0
I(t, x) dx− d2
(∫ l
0
nδ(t, x) dx+
∫ l
0
∥∥ψδ(t, x)∥∥2 dx)
≤ d1
2
((|r0|2 − 1) |ψδ2(t, 0)|2 + |α(t)|2 + 2|r0||ψδ2(t, 0)||α(t)|
+
(|rl|2 − 1) |ψδ1(t, l)|2) + l ‖I‖L∞ − c · h(t)
≤ l ‖I‖L∞ +
d1
2
‖α‖2L∞ + d1 maxρ∈  
( |r0|2 − 1
2
ρ2 + |r0| ‖α‖L∞ ρ
)
− c · h(t)
=
d1
2(1− |r0|2) ‖α‖
2
L∞ + l ‖I‖L∞ − c · h(t).
Therefore the δ-independent estimate (10.8) for
(
ψδ, nδ
)
and t ∈ [0, Tδ] follows
from Proposition 10.18. Because of Remark 10.17 this remains valid by density
if α ∈ L∞(]0, T [ ;   ) \W 1,2(]0, T [ ;   ) or ψ0 ∈ L∞(]0, l[ ;   2) \W 1,2(]0, l[ ;   2). By
Definition 10.2 nδ(·, x) is absolutely continuous on [0, T ] for a.a x ∈]0, l[. From
assumption (II) it follows that for a.a t ∈ [0, Tδ] with nδ(t, x) ≥ ν2 the inequality
d
dt
nδ(t, x) ≤ ‖I‖L∞+ max
1≤k≤m
(
bk
|Sk|
)
·max
{
µ,
∫ l
0
n0(x)dx +
d1
2
∥∥ψ0∥∥2
L2
}
−c2nδ(t, x)
holds. Proposition 10.18 yields the δ-independent upper bound for nδ and t ∈
[0, Tδ] in (10.9).
From the explicit formula (10.14) we have the following decay rates for the semi-
groups T and Te: For t ≥ 0
(10.21)
∥∥∥∥∥∥ΠψTe(t)

ψ0n0
α


∥∥∥∥∥∥
L∞
≤ D0e−γt
∥∥ψ0∥∥
L∞
+ 2 (1− |r0rl|)−1 ‖α‖L∞ ,
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where D0 :=
{ |r0rl|−1 , r0rl 6= 0
e , r0rl = 0
and γ :=
{ − (2l)−1 log |r0rl| , r0rl 6= 0
(2l)−1 , r0rl = 0
.
Let M0 be a constant in assumption (III) for K = [0, N + ‖n0‖L∞ ]. From (10.21),
(10.15), (10.9) and (III) we get for t ∈ [0, Tδ]
∥∥ψδ(t)∥∥
L∞
≤
∥∥∥∥∥∥ΠψTe(t)

ψ0n0
α


∥∥∥∥∥∥
L∞
+
∫ t
0
∥∥T (t− s)Gδ(ψδ(s), nδ(s))∥∥
L∞
ds
≤ D0e−γt
∥∥ψ0∥∥
L∞
+ 2 (1− |r0rl|)−1 ‖α‖L∞
+M0T +
∫ t
0
M0
∥∥ψδ(s)∥∥
L∞
ds.
Gronwall’s Lemma yields the existence of a constant B independent on δ > 0 such
that
∥∥ψδ(t)∥∥
L∞
≤ B for t ∈ [0, Tδ].
Moreover, since assumption (III) is valid also for the truncated nonlinearity Gδ and
nδ is continuous from [0, T ] to L∞ by choosing a possibly larger M0 corresponding
to a larger set K than above we can find a constant B independent of δ > 0 such
that for each δ > 0 there exists a neighbourhood Uδ of Tδ so that
∥∥ψδ(t)∥∥
L∞
≤ B
for t ∈ [0, Tδ] ∪ Uδ. This proves that Tδ = T if δ is chosen sufficiently small. 
We have shown that for sufficiently small δ > 0 the weak solutions of the
truncated problem coincide with the original weak solutions of the nontruncated
problem. Hence the proof of Theorems 10.3-10.5 is complete. We are left with the
proofs of Theorem 10.6 and 10.10.
Proof:[of Theorem 10.10] From the assumption that α and G are of class Ck it
follows that the map
ψ0n0
θ

 ∈ Pe 7→

ψ0 +G(θ, n0)n0
α(θ + ·)

 ∈ L∞(]0, l[ ,   2 ×  )× L∞(]0, T [ ,   )
is Ck. Hence Theorems 10.3 and 10.4 imply that
ψ0n0
θ

 ∈ Pe 7→ X(θ + t, θ,
(
ψ0 +G(θ, n0)
n0
)
) ∈ C([0, l],   2)× CP
is Ck. This shows that for t ≥ 0 the map (p, θ) ∈ Pe 7→ Y (θ + t, θ, p) ∈ P is of
class Ck. Hence Zt is a Ck smooth semiflow on Pe. 
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Proof:[of Theorem 10.6] Let (ψ, n) be the weak solution. From the differentiability
assumption (X) on H the map w 7→ H(ψ(s), w) is well defined from W 1,2P into itself
for s ∈ [0, T ] since ψ ∈ C([0, T ],W 1,2). Furthermore condition (XI) implies that
this map is Lipschitz on bounded subsets of W 1,2P uniformly in s ∈ [0, T ]. By
truncation we can make it globally Lipschitz: for η > 0 let Tη : W
1,2
P → W 1,2P be
globally Lipschitz with Tη(w) = w, if ‖w‖W 1,2P ≤ η
−1, Tη(w) = 2η−1w ‖w‖−1W 1,2P , if
‖w‖W 1,2P ≥ 2η
−1. Define the following truncated operators
Hη(p, w) := H(p, Tη(w)) for p ∈ W 1,2 and w ∈ W 1,2P .
Then for all p ∈ W 1,2 the map w 7→ Hη(p, w) is globally Lipschitz in W 1,2P where
the Lipschitz constant depends only on η and ‖p‖W 1,2 .
Define F : C([0, T ],W 1,2P ) → C([0, T ],W 1,2P ),
(Fm) (t) := n0 +
∫ t
0
(I(s) + Bm(s) + Hη(ψ(s), m(s))) ds (t ∈ [0, T ]) .
Then F has a unique fixed point nη in C([0, T ],W
1,2
P ) by a generalization of Ba-
nachs fixed point theorem since sufficient high iterates of F become contractive.
In particular nη ∈ C1([0, T ],W 1,2P ).
Set Tη := sup
{
t ∈ [0, T ] | ‖nη(s)‖W 1,2P ≤ η
−1 for 0 ≤ s ≤ t
}
. By (XII) and the
Ho¨lder-Young inequalities we have for all t ∈ [0, Tη]
∂t
1
2
‖∂xnη(t)‖2L2(Sk)
=
∫
Sk
∂x (I(t, x)− bknη(t, x) +H(x, ψ(t, x), nη(t, x))) ∂xnη(t, x) dx
≤
∫
Sk
|∂xI(t, x)∂xnη(t, x)| dx+
∫
Sk
(
∂xH(x, ψ(t, x), nη(t, x))∂xnη(t, x)
+∂ψH(x, ψ(t, x), nη(t, x))∂xψ(t, x)∂xnη(t, x)
+∂nH(x, ψ(t, x), nη(t, x)) (∂xnη(t, x))
2
)
dx
≤ 3
2τ
‖∂xI(t)‖2L2(Sk) − τ
5
6
‖∂xnη(t)‖2L2(Sk)
+R0
(
‖1‖L1(Sk) + ‖∂xnη(t)‖L1(Sk) + ‖∂xnη(t)‖L2(Sk) ‖∂xψ(t)‖L2(Sk)
+ ‖∂xψ(t)‖2L2(Sk)
)
≤ 3
2τ
sup
t∈[0,T ]
‖∂xI(t)‖2L2 +R0l +
3
2τ
R20l +
(
3R20
2τ
+ 1
)
‖∂xψ(t)‖2L2(Sk)
−τ 1
2
‖∂xnη(t)‖2L2 .
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Hence (see Prop. 10.18) we get the following η independent bound
‖∂xnη(t)‖2L2(Sk) ≤
3
2τ 2
sup
t∈[0,T ]
‖∂xI(t)‖2L2(Sk) +
R0l
τ
+
3R20l
2τ 2
+
(
3R20
2τ 2
+
1
τ
)
sup
s∈[0,Tη ]
‖∂xψ(s)‖2L2
which is valid for t ∈ [0, Tη].
Since the a priori estimates of Theorem 10.5 must hold for nη as long as t ∈ [0, Tη]
we see that Tη = T and nη = n if η is chosen sufficiently small. 
11 Center manifold / model reduction for the
traveling wave equation in the nonautonomous
case
We now perform the center manifold reduction for (3.17) in the case of nonau-
tonomous boundary conditions, α 6= 0 in (3.11). Assume α ∈ Ck ([0,∞[ ;   ) and
there exists
G ∈ Ck ([0,∞[× L∞ (]0, l[ ,  ) ;C ([0, l] ;   2))
which satisfies for all n ∈ L∞ (]0, l[ ,  )

∂tG(t, n) = A(n)G(t, n),
G1(t, n)|x=0 = r0G2(t, n)|x=0 + α(t),
G2(t, n)|x=l = rlG1(t, n)|x=l.
Let Zt be the smooth skew product semiflow on Pe defined in section 10.1. Then
Zt is generated by the equations
(11.1)


∂tψ(t) = A(n(t)) + 
[
K (n(t), ψ(t) +G(s, n(t)))
−∂nG(s, n(t))F(s, n(t), ψ(t))
]
∂tn(t) = F (s, n(t), ψ(t) +G(s, n(t)))
∂ts = 1,
with boundary condition

ψ(0) = ψ0 −G(0, n0),
n(0) = n0,
s(0) = θ,
ψ1(t, 0) = r0ψ2(t, 0),
ψ2(t, l) = rlψ1(t, l).
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Here K (F) denotes the Nemytskij operator generated by the functions K (F ) in
(3.17). Note that the boundary conditions are homogeneous and time independent
now, the nonautonomous time dependence now appear through the variable s in
the terms G(s, n(t)) and ∂nG(s, n(t)) in both equations for ψ and n. Under a
spectral gap assumption for A(n) we can locally make a change of coordinates,
ψ = B(n)xc + C(n)xs,
as we have done in section 9 and arrive at the following set of equations (compare
it with (9.4)) 

∂txc = Ac(n)xc + Gc(s, n, xc, xs)
∂txs = As(n)xs + Gs(s, n, xc, xs)
∂tn = F(s, n,B(n)xc + C(n)xs +G(s, n))
∂ts = 1
xc(0) = B(n
0)−1P(n0) (ψ0 −G(θ, n0)) ,
xs(0) = C(n
0)−1Q(n0) (ψ0 −G(θ, n0)) ,
n(0) = n0,
s(0) = θ,
where
Ac(n) := (B(n))
−1
A(n)B(n),
As(n) := (C(n))
−1
A(n)C(n),
Gc(s, n, xc, xs) := (B(n))
−1
P(n)G(s, n, xc, xs),
Gs(s, n, xc, xs) := (C(n))
−1
Q(n)G(s, n, xc, xs),
and
G(s, n, xc, xs) := K(n,B(n)xc + C(n)xs +G(s, n))
− (∂B(n)F(s, n,B(n)xc + C(n)xs +G(s, n)))xc
− (∂C(n)F(s, n,B(n)xc + C(n)xs +G(s, n)))xs
−∂nG(s, n)F(s, n,B(n)xc + C(n)xs +G(s, n)).
Theorem 5.5 implies that for  = 0 the smooth semiflow Z t in the Banach Space
 
q × YW × CP ×  has the (non locally compact) normally hyperbolic invariant
Banach-manifold
IM0 :=  
q × {0} × U ×  ⊂   q × YW × CP ×  .
Therefore, as in the autonomous case, we have the following:
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Theorem 11.1 The manifold IM0 persists as a nonlinear smooth manifold IM
for sufficiently small 0 <  < 0 and can be represented as a C
k smooth graph
xs = γ(xc, n, s, ),
γ :   q × U ×  × ]0, 0[ → YW .
The flow on IM is given by the equations

∂txc = Ac(n)xc + Gc (s, n, xc, γ(s, xc, n, ))
∂tn = F(s, n,B(n)xc + C(n)γ(s, xc, n, ) +G(s, n))
∂ts = 1.
Rewriting the equations without the time substitute variable s we arrive to the
following Ck-smooth ordinary nonautonomous differential equation in the Banach
space   q × U :
(11.2)
{
∂txc = Ac(n)xc + Gc (t, n, xc, γ(t, xc, n, ))
∂tn = F(t, n,B(n)xc + C(n)γ(t, xc, n, ) +G(t, n)).
Since γ is smooth and γ(t, xc, n, 0) = 0 we have γ(t, xc, n, ) = γ(t, xc, n, ), where
γ is smooth. Next we expand (11.2) in powers of . According to the Table in
Section 3.2, (3.17) and (3.15) the generator of the Nemytskij operator K is
K(x, n, ψ) = −G(x)1
2
g(x, n)
‖ψ‖2
1 + G(x) ‖ψ‖2
+ I(x)i
αH
2
g(x, n)
‖ψ‖2
1 + I(x) ‖ψ‖2
,
where g is given in (3.14) and G(x) =
˜G(x)

= GΓntr,1 ∼ 1, 5 (and similarly I(x))
is of order 1. In the following we frequently use the expansion
‖ψ‖2
1 + G(x) ‖ψ‖2
= ‖ψ‖2 +O().
Then
K(x, n, ψ) = −G(x)1
2
g(x, n) ‖ψ‖2 + I(x)iαH
2
g(x, n) ‖ψ‖2 +O().
Therefore we can expand the terms of Gc as follows:
 (B(n))−1 P(n)K(n,B(n)xc + C(n)γ(t, xc, n, ) +G(t, n))
=−  (B(n))−1 P(n)
[
G(·)1
2
g(·, n(·)) ‖B(n)xc +G(t, n)‖2 (B(n)xc +G(t, n))
]
+  (B(n))−1 P(n)
[
I(·)iαH
2
g(·, n(·)) ‖B(n)xc +G(t, n)‖2 (B(n)xc +G(t, n))
]
+O(2),
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−  (B(n))−1 P(n) [∂B(n)F(t, n,B(n)xc + C(n)γ(t, xc, n, ) +G(t, n))xc]
=−  (B(n))−1 P(n)
[
∂B(n)h(t, n, xc)xc
]
+O(2),
where
h(t, n, xc) :=I(t, ·) +
m∑
k=1
bkχSk(·)
(∫
Sk
n(y)dy − n(·)
)
−R(·, n(·))− g(·, n(·)) ‖B(n)xc +G(t, n)‖2 ,
− (B(n))−1 P(n) (∂C(n)F(t, n,B(n)xc + C(n)γ(t, xc, n, ) +G(t, n)))
γ(t, xc, n, ) = O(
2),
−  (B(n))−1 P(n)∂nG(t, n)F(t, n,B(n)xc + C(n)γ(t, xc, n, ) +G(t, n))
=−  (B(n))−1 P(n)∂nG(t, n)h(t, n, xc) +O(2).
Suppose A(n) has q critical eigenvalues λ1, . . . , λq near i  of algebraic multiplicity
one for n ∈ U . Then, see Proposition 4.3, each eigenvector is a scalar multiple of
bi(n) = T (·, 0, λi, n)
(
r0
1
)
i = 1, . . . , q,
where T (x, y, λ, n) denotes the fundamental system to the nonautonomous ODE
d
dx
(
ψ1
ψ2
)
(x) =
(−λ + β(x, n(x)) κ(x)
κ(x) λ− β(x, n(x))
)(
ψ1
ψ2
)
(x).
Note that if n is a piecewise constant function - for example obtained after a
Galerkin projection using Steklov average step functions - then there is an explicit
expression for T and bi in terms of elementary functions. A natural choice for
B(n) then is
B(n)xc =
q∑
i=1
xc,ibi(n) for xc = (xc,i)1≤i≤q ∈   q.
The inverse B(n)−1P(n) can be expressed in terms of adjoint eigenfunctions b∗i
which are simply related to bi. To see this one calculates that the adjoint operator
A∗(n) to A(n) is

A∗(n) =
(
∂x + β(·, n(·)) −κ(·)
κ −∂x + β(·, n(·))
)
,
ψ2(0) = r0ψ1(0)
ψ1(l) = rlψ2(l).
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Hence there is a one to one correspondence of (generalized) eigenvectors of A and
A∗ via the map
J
(
ψ1
ψ2
)
=
(
ψ2
ψ1
)
.
If bi is a eigenvector of A to the eigenvalue λ then b
∗
i = Jbi is the corresponding
eigenvector of A∗ with the eigenvalue λ. It has been shown in [60] that the system
of root functions corresponding to the eigenvalues of A is complete in L2([0, l],   2).
From the completeness it follows that 〈x∗k, xk〉 6= 0 because 〈c∗, d〉 = 0 if c and d
are generalized eigenvectors to different eigenvalues. Therefore
B(n)−1P(n)ψ =
(
b∗i (n)ψ
b∗i (n)bi(n)
)
1≤i≤q
.
Summarizing we arrive at the following expansion of (11.2)
(11.3)

∂txc,i = Pi(t, xc, n) +O(
2), 1 ≤ i ≤ q,
∂tn = h(t, n, xc) +O(
2),
Pi(t, xc, n) = λixc,i −  (b∗i bi)−1 b∗i
[
G(·)12g(·, n(·)) ‖B(n)xc +G(t, n)‖2 (B(n)xc +G(t, n))
+I(·)iαH2 g(·, n(·)) ‖B(n)xc +G(t, n)‖2 (B(n)xc +G(t, n))
+DB(n)h(t, n, xc)xc −DnG(t, n)h(t, n, xc)
]
,
Remark 11.2 (Explicit formula for G) It is possible to give an explicit expres-
sion for G in the case of simple α. For example, if α is quasiperiodic, that is can
be represented as α(t) =
∑m
k=1 ake
iωkt with ωk ∈  , ak ∈   , and if the frequencies
ωk do not coincide with a point in the spectrum of A(n) for n ∈ U , that is
{iωk | k = 1, 2, . . . , m} ∩ {λ ∈ σ (A(n)) | n ∈ U} = ∅,
then
G(s, n) =
m∑
k=1
(
ake
iωksζk(n)
)
,
where
A(n)ζk = iωkζk,
ζk,1(0) = r0ζk,2(0) + 1,
ζk,2(l) = rlζk,1(l)
is an explicit expression for G. For each ζk we have
ζk(n) = T (·, 0, iωk, n)
(
r0c+ 1
c
)
,
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where
c = −
(
rl −1
)
T (l, 0, iωk, n)
(
1
0
)
h(iωk, n)
and
(11.4) h(λ, n) =
(
rl −1
)
T (l, 0, λ, n)
(
r0
1
)
is the characteristic function to A(n).
In the system (11.3) the unknown graph γ only appears in O(2) terms. The
system resulting from (11.3) when neglecting all O(2) terms, i.e.
(11.5)
{
∂txc,i = Pi(t, xc, n), 1 ≤ i ≤ q,
∂tn = h(t, n, xc).
is called mode approximation. Thus mode approximations can be regarded as a
small perturbation of the flow on certain local center manifolds. Mode approxima-
tions, first derived formally by physicists [3], for the traveling wave equation have
been studied by several authors, see [56, 68, 66, 4]. They have been rigorously
derived first in the thesis [65] of J. Sieber for a simplified model (averaged carrier
densities, no optical injection, no nonlinearities due to gain or index compression
in the PDE). We note that the mode approximations calculated by Sieber follows
from (11.5) when one uses a lowest order Galerkin approximation, where on each
section Sk = [xk−1, xk] the distribution n(x) is projected to the average
∫
Sk
n(y) dy
(indeed, the formulas coincide when one sets α = 0 and G = I = 0 and ignores
gain dispersion terms gP = 0; note that gain dispersion can be easily incorporated
to (11.3), but we have not done this because the model including gain dispersion
allows for negative carrier densities as we have mentioned in remark 3.1). Such
kind of low dimensional projection of course neglects the spacial variation of n
in a active laser section totally, so that important physical effects such as spacial
hole burning get lost. Of course, using a higher order Galerkin approximation
scheme of (11.3) for n using piecewise constant step functions we get a refined
scale of ODEs which converges to the full model (11.3), we will remark this next
more precisely. Thus, if one wants to include spacial hole burning effects a higher
dimensional Galerkin projection should be used. The advantage of using piece-
wise constant step functions is that the vector field of the resulting ODE can be
expressed explicitely in terms of elementary functions where only a few critical
eigenvalues λi have to be traced numerically, and, moreover, the Galerkin approxi-
mations converge uniformly to the solution of (11.3). Of course there is no natural
global choice of basis functions for n.
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Let m ∈   be the number of laser sections and k, r, s,∈   be indices, where
1 ≤ k ≤ m runs trough all sections Sk, s denotes the order of the Galerkin ap-
proximation and 1 ≤ r ≤ s. Then the basis functions bksr we use are the following
characteristic (step) functions
bksr := χAksr , Aksr := [xk−1 + (r − 1)θks, xk−1 + rθks], θks :=
xk − xk−1
s
.
Then, by approximating n ∼ ∑1≤k≤m
1≤r≤s
nksrbksr, the Galerkin projection of order s
for (11.5) is given by

∂tx
pi
c,i = Pi
(
t, xpic ,
∑
1≤k≤m
1≤r≤s
nksr(t)bksr(·)
)
, 1 ≤ i ≤ q,
∂tnksr =  piksr h
(
t,
∑
1≤k≤m
1≤r≤s
nksr(t)bksr(·), xpic
)
, 1 ≤ k ≤ m, 1 ≤ r ≤ s,
where piksrn :=
1
|Aksr|
∫
Aksr
n(y) dy.
It follows readily, by using Theorem 10.4 ıv), Theorem 10.5, Lemma 10.19 and
Gronwall’s Lemma, that for T > 0 and any initial data xc(0) and n0 ∈ CP corre-
sponding to a ψ0 ∈ C([0, l],   2) satisfying the boundary condition (10.2) and for
the corresponding projected data xpic (0) = xc(0) and nksr(0) = piksrn0 we have
‖xc − xpic ‖C([0,T ]×[0,l],   2) +
∥∥∥n−∑nksrbksr∥∥∥
C([0,T ],CP )
→s→∞ 0.
12 Appendix
12.1 The Feje´r Laplace and Fourier inversion formulas
In most cases the Fourier transform of an integrable function, even if it is bounded
with compact support, will not be integrable. For example the Fourier transform of
the characteristic function χ[−1,1] is the nonintegrable function 2 sinωω . Therefore it is
of interest to have generalizations of the Fourier inversion formula when the Fourier
transform is not integrable. In our work we need the inversion formula for com-
pactly supported discontinuous functions for which both f(t+) := limh↓0 f(t + h)
and f(t−) := limh↓0 f(t−h) exist at each t ∈  . One can show that such functions
have a Fourier transform which is integrable in the weaker Cesaro sense and the
Fourier inversion theorem holds. A precise statement of this is given in Corol-
lary 12.3. This generalized inversion theorem does not seem to be well established
in Fourier Analysis textbooks. A proof of it can be found for the Laplace trans-
formation in the classical book [77], the Fourier version follows immediately from
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the Laplace version.
In Remark 12.4 we note that if f is bounded measurable then the Cesaro inte-
grals in the inversion formula have ‖f‖L∞ as a uniform bound. This simple fact
which we have not found in the literature is of importance if one has to deal with
multiple integrals containing Fourier integrals and wants to pass to the limit using
Lebesgue’s dominated convergence theorem. We will use this Remark several times
when we prove the spectral gap of the semigroup generated by linear hyperbolic
evolution equations needed for the existence of smooth center manifolds.
Definition 12.1 (Cesaro integrability) The function f ∈ L1loc(  ,   ) is inte-
grable by Cesaro means of order 1 if the limit
lim
R→∞
∫ R
−R
(
1− |x|
R
)
f(x) dx
exists. If f is Cesaro integrable we denote this limit by
(C, 1)−
∫ ∞
−∞
f(x) dx.
By partial integration we have
∫ R
−R
(
1− |x|
R
)
f(x) dx =
∫ R
−R
f(x) dx− 1
R
∫ R
0
x (f(x) + f(−x)) dx
=
1
R
∫ R
0
∫ t
−t
f(x) dx dt.(12.1)
From (12.1) it is easy to see that if Cauchy’s principal value
PV
∫ ∞
−∞
f(x) dx := lim
R→∞
∫ R
−R
f(x) dx
exists then f is (C, 1) integrable and
(C, 1)−
∫ ∞
−∞
f(x) dx = PV
∫ ∞
−∞
f(x) dx.
Therefore Cesaro integrability is a weaker notion than integrability in the sense of
Cauchy’s principal value which is weaker than the usual notion of L1 (absolute)
integrability.
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Let f ∈ L1loc([0,∞[,   ). Then the Laplace transform Lf of f is defined by
Lf(s) :=
∫ ∞
0
e−stf(t) dt := lim
R→∞
∫ R
0
e−stf(t) dt
whenever this integral exists as a convergent improper integral. If this integral
converges for some s0 ∈   then it converges for all s ∈   with Res > Res0 (see
Chapter II in [77]). Hence three possibilities arise:
ı) the integral converges for no point
ıı) it converges for every point
ııı) there exists σc ∈  such that the integral converges for all s ∈   with Re s > σc
and diverges for Re s < σc.
The real number σc is called the abscissa of convergence. In case ı) one sets
σc := ∞, in case ıı) σc := −∞.
Theorem 12.2 (Feje´r Laplace Inversion Theorem) (see [77] Theorem 9.2 p.77)
For c ∈]σc,∞[
(12.2)
1
2pii
(C, 1)−
∫ c+i∞
c−i∞
est (Lf) (s)ds =


0 , t < 0
1
2
f(0+) , t = 0
1
2
(f(t+) + f(t−)) , t > 0
.
That is the Cesaro integral
(C, 1)−
∫ c+i∞
c−i∞
est (Lf) (s)ds := lim
R→∞
1
R
∫ R
0
∫ τ
−τ
e(c+iν)t (Lf) (c + iν)i dν dτ
= lim
R→∞
∫ R
−R
e(c+iν)t (Lf) (c+ iν)
(
1− |ν|
R
)
i dν
converges to 2pii times the right side of (12.2) whenever the right side has a mean-
ing.
As an immediate consequence we have the general Fourier Inversion formula
Corollary 12.3 (Feje´r Fourier Inversion Formula) Let f ∈ L1loc(  ,   ) and
t ∈  be a point where both the limit from the right f(t+) and left f(t−) exist.
Assume f1(s) := f(s), f2(s) := f(−s), s ≥ 0, have both σc < 0. Suppose that the
Fourier transform of f in Cauchy’s principal value sense exists, that is F−1f =
limR→∞
∫ R
−R e
−iωτf(τ) dτ converges. Then
(12.3)
1
2pi
(C, 1)−
∫ ∞
−∞
eiωtF−1f(ω) dω = 1
2
(f(t+) + f(t−)) .
156
Instead of f ∈ L1loc(  ,   ), σc < 0, we can simply assume f ∈ L1(  ,   ). This
guarantees the uniform convergence of
∫∞
0
e−iuyf(y) dy for −R ≤ u ≤ R and allows
for interchanging the order of integration by Fubini, see the proof of Theorem 9.2
in [77, p.77] for the details.
Remark 12.4 If f ∈ L∞(  ,   ) ∩ L1(  ,   ) the integral in (12.3) has ‖f‖L∞ as a
uniform majorant.
Proof: Since f ∈ L1 the order of integration can be exchanged due to Fubinis
theorem and we have∣∣∣∣ 12pi
∫ R
−R
eiωt
(
1− |ω|
R
)∫ ∞
−∞
e−iωyf(y) dy dω
∣∣∣∣
=
∣∣∣∣ 12pi
∫ ∞
−∞
1
2piRi(t− y)
(∫ R
0
eiω(t−y) dω −
∫ 0
−R
eiω(t−y) dω
)
f(y) dy
∣∣∣∣
=
∣∣∣∣ 2piR
∫ ∞
−∞
sin2((t− y)R/2)
(t− y)2 f(y) dy
∣∣∣∣
≤ ‖f‖L∞
pi
∫ ∞
−∞
sin2 u
u2
du
= ‖f‖L∞
Here we have used the identity
∫∞
−∞
sin2 u
u2
du = pi, which can be calculated as
follows: For 0 < r1 < r2 let γ be the positively oriented loop around the origin 0
by first going along the path γ2(s) := r2e
ipis (0 ≤ s ≤ 1), then along [−r2,−r1],
γ1(s) := r1e
ipi(s−1) (0 ≤ s ≤ 1) and [r1, r2]. By the residue theorem
∫
γ
1
2
1−e2iz
z2
dz =
2pi. Further we have limr1↓0
∫
γ1
1
2
1−e2iz
z2
dz = − limr1↓0
∫
γ1
iz−1 dz = pi. Hence
∫ ∞
−∞
sin2 x
x2
dx = lim
r1↓0,r2↑∞
(∫ −r1
−r2
sin2 x
x2
dx +
∫ r2
r1
sin2 x
x2
dx
)
= lim
r1↓0,r2↑∞
Re
(∫
γ
1
2
1− e2iz
z2
dz −
∫
γ1
1
2
1− e2iz
z2
dz
)
= pi.

Proposition 12.5 Let a ∈  and δ−a be the delta distribution at −a. Then
Feia· = δ−a in S∗.
157
12.2 Regularity for linear inhomogeneous evolution equa-
tions
In this short section we state and proof a well known regularity result (see for
example [15, Proposition 4.1.6, p.51]).
Let X be a Banach space and A be a closed densely defined operator in X with
domain D(A) generating a C0 semigroup (T (t))t≥0 of bounded linear operators on
X.
Proposition 12.6 Let f ∈ W 1,1(]0, T [ , X) and
v(t) :=
∫ t
0
T (t− s)f(s) ds.
Then
v ∈ C([0, T ],D(A)) ∩ C1([0, T ], X)
and d
dt
v(t) = Av(t) + f(t).
Proof: We follow the proof of [15, Proposition 4.1.6, p.51]. Let t ∈ [0, T [ and
h ∈ [0, T − t]. We have
v(t+ h)− v(t)
h
=
∫ t
0
T (s)
f(t+ h− s)− f(t− s)
h
ds+
T (h)
h
∫ h
0
T (t− s)f(s) ds.
Because
f(t+ h− ·)− f(t− ·)
h
L1([0,t],X)
−→
h↓0 f
′(t− ·)
it follows that d
+v
dt
(t) =
∫ t
0
T (s)f ′(t − s) ds + T (t)f(0) for all t ∈ [0, T [. Hence
d+v
dt
∈ C([0, T ], X). Similarly one shows for t ∈ ]0, T ] that d−v
dt
∈ C(]0, T ] , X) and
d−v
dt
(t) = d
+v
dt
(t) for t ∈ ]0, T [. So v ∈ C1([0, T ], X).
Let t ∈ [0, T [ and h ∈ [0, T − t]. We have
T (h)− I
h
v(t) =
1
h
∫ t
0
T (t+ h− s)f(s) ds− 1
h
∫ t
0
T (t− s)f(s) ds
=
v(t+ h)− v(t)
h
− 1
h
∫ t+h
t
T (t+ h− s)f(s) ds.
By letting h ↓ 0 it follows that for t ∈ [0, T [ we have v(t) ∈ D(A) and Av(t) =
v′(t)−f(t). Since A is closed this remains true for t = T . Hence v ∈ C([0, T ],D(A)).

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