Abstract. Atmospheric chemicals and aerosols are interactive components of the Earth system, with implications for climate. As part of the SciDAC climate consortium of labs we have implemented a flexible state-of-the-art atmospheric chemistry and aerosol capability into the Community Climate System Model (CCSM). We have also developed a fast chemistry mechanism that agrees well with observations and is computationally more efficient than our more complex chemistry mechanisms. We are working with other colleagues to couple this capability with the biospheric and aerosol-cloud interaction capabilities that are being developed for the CCSM model to create an Earth system model. However, to realise the potential of this Earth system model will require a move from terascale to petascale computing, and the greatest benefit will come from well balanced computers and a balance between capability and capacity computing.
Introduction
Atmospheric chemicals and aerosols are interactive components of the Earth system, with implications for climate. Thus, inclusion of atmospheric chemicals, aerosols, and their interactions, is underway for most state-of-the-art climate models. As biospheric components and aerosol interactions with clouds get added to climate models, atmospheric chemistry and aerosols have an even greater role through interaction with those components. These additions are turning climate models into Earth system models.
Atmospheric chemistry and aerosols affect climate both directly and indirectly through other components of the Earth system. The direct influence is through greenhouse gases such as methane (CH 4 ), ozone (O 3 ), nitrous oxide (N 2 O), the chloro-fluoro-carbons (CFCs), plus the absorption and scattering of light by various aerosols (eg, sulfate, nitrate, dust, sea-salt, organic carbon, and black carbon). The direct climate forcings associated with these species actually involve more watts-persquare-meter than the forcing from carbon dioxide, although some of the forcings are positive and some are negative. However, the positive and negative forcings don't simply cancel because these chemicals and aerosols typically have short atmospheric lifetimes compared with carbon dioxide, and are therefore heterogeneously distributed in time and space. Although this complexity makes these species more challenging to model and understand, their shorter lifetimes also offer the possibility of mitigating the anthropogenic impact on climate more quickly by controlling anthropogenic emissions associated with these species rather carbon dioxide [1] .
Atmospheric chemistry also directly impacts the carbon dioxide (CO 2 ) budget, and hence the carbon dioxide forcing, since carbon dioxide is formed in the atmosphere through oxidation of hydrocarbons, equivalent to about 25% of fossil fuel emissions.
The indirect influence of atmospheric chemistry and aerosols on climate primarily occurs through the modification of cloud properties and various interactions with the biosphere, which then affect climate. In particular, aerosols can act as condensation nuclei for cloud droplets, so that increasing numbers of aerosols is believed to increase the number of water droplets in clouds, resulting in more but smaller droplets, increasing the reflectivity of the clouds and suppressing rainfall so clouds lasts longer. Both effects will tend to cool the planet.
The various interactions between atmospheric chemistry and aerosols with the biosphere include:
• Ozone damage: Ground-level ozone can damage plants and reduce their productivity, reducing crop yields and decreasing the amount of carbon dioxide removed from the atmosphere by plants.
• Nitrogen deposition: Increased levels of nitrogen compounds in the atmosphere from fossil fuel combustion and agricultural fertilization are increasing the amount of bioavailable nitrogen deposited on natural ecosystems, which will increase growth in nitrogen limited regions and thereby increase the amount of carbon dioxide removed from the atmosphere by plants [2] .
• Diffusiveness of sunlight: aerosols scatter sunlight, and diffuse sunlight generally promotes plant growth because the light is better spread around their leaves, so increased aerosol abundance should increase the amount of carbon dioxide removed from the atmosphere by plants.
• Acid rain: The oxidation of sulfur and nitrogen emissions in the atmosphere into sulphuric and nitric acid produces acid rain, which is well known to damage plant life, and thereby decrease the amount of carbon dioxide removed from the atmosphere by plants.
• Sulfate aerosols from DMS: The ocean biosphere produces di-methyl-sulfide gas (DMS) which is oxidized in the atmosphere to sulphuric acid, and condenses to form sulfate aerosols. This is one of the main natural sources of aerosol.
• Iron fertilization (mineral dust): Over a large fraction of the oceans, plankton growth is limited by the availability of iron. The main source of iron in these regions is from soil dust blown off deserts, and the amount of dust is very sensitive to soil moisture, and hence climate change. Changes in the productivity of the ocean will then lead to corresponding changes in the amount of carbon dioxide taken up by the ocean biosphere, and the amount of DMS generated by the ocean biosphere.
Given all of these direct and indirect ways atmospheric chemistry and aerosols affects climate and the Earth system, there are several reasons for including atmospheric chemistry and aerosols in climate and Earth system models:
• Climate impact: The direct and indirect effects of atmospheric chemistry and aerosols can change both (1) the predicted mean climate state and (2) the variability in the predicted climate system. • Importance to biosphere and clouds: Inclusion of atmospheric chemistry and aerosols is necessary to fully model the biosphere and clouds, and the ways they may change in the future.
• Validation of physical model: Since chemical and aerosol species are often easier to measure in the atmosphere than many physical quantities (e.g., vertical winds and convective mass fluxes), chemicals and aerosols can be used as tracers to validate other processes within the model.
• Future air-quality: Air-quality is a significant health concern that is associated with many of the same chemicals and aerosols that are relevant to climate, so predicting the future concentrations of these species adds an extra dimension to the impact of a future climate.
• Attribution of climate change: A lot of effort has gone into attributing climate change by comparing the historical climate record with the response of climate models to different possible forcings, which is known as fingerprinting. Since the statistical significance of those attributions is dependent on the variability within climate models, changes in the variability of climate due to atmospheric chemistry and aerosols, and their interactions with clouds and the biosphere, could affect climate attribution studies.
• Non-CO 2 mitigation: Inclusion of atmospheric chemistry and aerosols allows the study of climate change mitigation by controlling species other than CO 2 which may be more straightforward technically, economically, or politically (e.g. soot and ozone).
It must be said, that atmospheric chemistry and aerosols have been widely included in state-of-theart climate models for many years by reading in prescribed concentration fields. What has not generally been included in state-of-the-art climate models is a fully interactive chemistry and aerosol capability. Especially not one coupled to clouds and the biosphere. This means that internal feedbacks have been missing for all of the issues listed just above. Using prescribed fields also means that extra human and computational effort is required to generate the concentration fields off-line. Prescribed fields also may not be consistent with the simulated climate, and it is difficult to handle scenarios in which emissions are continually changing. Thus, making atmospheric chemistry and aerosols interactive within climate models offers many scientific advantages.
The main disadvantage of making chemistry and aerosols interactive is the computational cost, which can be several times the cost of the other model components. This is a major issue because a lot of computer resources are being spent on climate simulations, and finite computer resources mean that trade offs must be made between model complexity, resolution, and the number and length of simulations.
As part of the SciDAC climate consortium, we have implemented interactive chemistry and aerosols into the Community Atmosphere Model (CAM), which is the atmospheric component of the Community Climate System Model (CCSM), and has been primarily developed at the National Center for Atmospheric Research (NCAR), with input from DOE labs and the wider community.
An important part of our effort in implementing atmospheric chemistry and aerosols has been reducing the computational cost. So far we have reduced the computational cost by two-thirds through simplifications to the chemical scheme. We are now looking to halve the cost again by reducing the number of species being advected, and utilizing the additional parallelism that is possible with a large number of tracers. If these savings are realized, our chemistry and aerosols will merely double the run-time of CAM -still expensive, but a lot more palatable than before.
Model description
The fast chemical mechanism we developed includes 28 photochemically active species and is intended to represent the largest terms in tropospheric and stratospheric ozone-controlling photochemistry, plus those reactions through which the effects and feedbacks of global change will operate. The chemical families represented are odd-oxygen species (O x ), hydrogen oxide species (HO x ), nitrogen oxide species (NO y ), methane (CH 4 ) and its oxidation species, natural and anthropogenic sulfur species (DMS, SO 2 , SO 4 ), plus intermediate species. Because the mechanism is designed to predict ozone in the stratosphere to at least first order, several additional radical species are included, e.g. atomic nitrogen to predict the mid stratospheric NO x loss term. Since we are using a general ODE solver (backward Euler), we have not used assumptions of photostationary state, or familying of species, which have used previously to speed the solution of photochemical mechanisms at the cost of a significant loss of flexibility, updateability, and some accuracy. Notably, the halogen families are not included because of the significant number of species that would be required, including both radicals and source gases, and because the overall shape of the distribution of stratospheric ozone primarily arises from the O x , HO x , NO x chemistry. However, the lack of halogen species, and the associated activation of polar catalytic processes, does preclude any prediction of the 'ozone hole' phenomenon. Since our primary focus has been on the troposphere, we are currently resolving this problem by relaxing the stratosphere towards a chemical climatology.
In addition to our fast chemical mechanism, we have implemented two further chemical mechanisms for cases in which more complete chemical schemes are required. These schemes both expand on the chemistry in our fast mechanism by addition of non-methane hydrocarbons (NMHCs). One scheme has a simplified NMHC scheme with a total of 41 species, while our full scheme has a state-of-the-art representation of NMHCs with about 100 species.
Since the direct influence of atmospheric chemistry and aerosols on climate is through the absorption and scattering of light (sunlight and thermal radiation from the Earth), our primary goal has been good simulation of the radiatively active species ozone and sulfate. All three of our mechanisms satisfy this goal, including our fast mechanism, as seen in the section below on validation.
The big advantage of our fast mechanism is in computational cost. The full mechanism currently increases the runtime of the atmospheric model (CAM3) by more than 500% (6x), while the fast mechanism currently adds just 200% (3x). As mentioned above, we expect to make significant further performance improvements, but the relative cost advantage of our fast mechanism over the other mechanisms will remain. On the other hand, the advantages offered by the two NMHC schemes include: improved NO x in remote regions, improved surface ozone in polluted regions, and the potential for interaction with isoprene emitted by the biosphere.
The choice of chemical mechanism thus will depend on the purpose of any simulation. Millennium scale simulations will tend to use the fast mechanism, while studies focused on the chemical response of the atmosphere will tend to use one of the more complete mechanisms.
Model validation
The most important two species for the atmospheric chemistry and aerosol module to predict are ozone gas and sulfate aerosol. Ozone absorbs both UV from sunlight and infrared radiation from the Earth. It is also a major component of air-pollution and will damage plants. Meanwhile, sulfate aerosols scatter sunlight back into space, provide more diffuse sunlight for plants, modify cloud properties, and are a major component of acid rain. In the troposphere (the atmospheric layer closest to the surface) both ozone and sulfate are largely the result of human air-pollution, and are well measured.
Comparison of ozone and sulfate from our fast mechanism in CAM with observations for a representative set of sites is shown in figures 1-3. There are several points to note when validating chemical species from models against observations. In particular, do the model and observations agree at each site on: mean concentration, seasonal cycle phase and amplitude, vertical structure, and interannual variability? Overall, both ozone and sulfate from our fast mechanism agree with the observations about as well as other state-of-the-art chemistry transport models, including our more complete mechanisms. Because the model resolution is typically hundreds of kilometers, there are some sites that models match poorly because there are sub-gridscale effects that affect the observations. This is the case with Boulder near the surface.
It is particularly notable that both the altitude at which ozone starts increasing rapidly (known as the tropopause) and the slope in ozone above the tropopause agree well at each site throughout the year. This is a good example of the way tracers can validate other components of the model, since good agreement of ozone around the tropopause can only occur if the vertical winds in the lower stratosphere are realistic, and there is no other good way to test these vertical winds. Atmospheric models often simulate these winds poorly, so it is notable that the CAM model does well in this region. 
Results
The validation simulation presented in the last section allowed the calculated atmospheric chemistry and aerosols to be used in the radiation calculation, and thereby feedback on the physical climate (an "interacting" simulation). In order to investigate the effect of the interaction we run a second simulation in which the chemical and aerosol fields didn't interact, and monthly-mean concentrations were read in from files instead. Before presenting the result, it is important to note that in order to simplify the simulations they were run in a way that strongly constrains the response of the atmosphere and chemical systems. In particular, the sea surface temperature was prescribed, which has a strong controlling effect on the physical climate, and the off-line simulations used the monthly-mean ozone generated by the interactive simulation, which removes feedbacks of the interactivity on the ozone concentration. The interactive simulation also relaxed chemical concentrations in the stratosphere back towards a prescribed stratosphere with an e-fold time of 10 days. Hence, many of the effects of interactivity were filtered out or reduced, ie the real impact of interactivity will be much larger than seen in these simulations. Indeed, the real test is whether we see any difference at all.
The difference between the average zonal-mean 3 temperature for the interactive and non-interactive simulations is shown in figure 4 , and we can see there is a band following the tropopause (at about 100 mbar) that is warmer in the interactive simulation by about 0.3K. The point to remember is that this is not caused by a difference in the mean ozone field, which was constrained to be the same between the two simulations, but must be due to either a non-linear response of the climate to varying ozone or to a feedback between the physical climate and atmospheric chemistry. It is therefore not surprising that the effect appears at the tropopause where the radiative influence of ozone is greatest and there is a large curvature in the ozone vertical profile. This increase in temperature at the tropopause has possible implications for the amount of water vapor entering the stratosphere, which can affect the stratosphere in all sorts of ways, and the use of changes in altitude of the tropopause over time for the detection of climate change. 4 . Difference in zonal-mean temperature, averaged over 30 years, between simulations of CAM with our fast chemistry interactive and noninteractive radiatively. Note: the sea-surface temperature was fixed, and monthly-mean ozone was prescribed in the non-interactive simulation to be the same as the interactive simulation.
Coupling atmospheric chemistry and aerosols to clouds and the biosphere
In section 4 we investigated part of the impact of the direct influences of atmospheric chemistry and aerosols on climate. However, as mentioned in section 1, a lot of the influence of atmospheric chemistry and aerosols on climate occurs indirectly through interactions with clouds and the biosphere. Hence, we are collaborating with people in those areas to interface our atmospheric chemistry and aerosol capability to the biospheric and aerosol-cloud interaction modules they are adding to the CCSM model. Indeed, the SciDAC climate consortium of labs, of which we are a part, constructed a prototype Earth system model last year that included our atmospheric chemistry and aerosol capability coupled with biospheric modules for the land and ocean from other groups.
However, the advantages of this shift toward Earth system models can only be realized by moving from terascale computing up to petascale computing.
The current CCSM climate model currently runs at the terascale level. But even though the Earth system model being developed is only about an order of magnitude more costly per simulated year, the actual cost will be much greater for several reasons:
• The increased variability from the extra components, plus the possibility of flipping to different climate states, will require a greater number of realizations for each experiment, ie identical simulations with slightly altered initial conditions. This is to handle the well known "butterfly" chaos effect.
• Longer, more complex, spinup procedures are need to bring simulations with land and ocean biospheres into balance.
• The large increase in possible feedbacks between all the Earth system elements will require a corresponding increase in human and computational resources to understand the system behaviour. The good news is that the inclusion of a large number of tracers offers new possibilities for parallelization and scaling. Also, multiple realizations and sensitivity studies are embarrassingly parallel, and so are a perfect fit for the ever increasing number of nodes on the latest supercomputers.
Thus, the climate community is well poised to benefit from the move towards petascale computing, and will derive the greatest benefit if all the components of future petascale systems (CPUs, interconnects, etc) are well balanced, and there is a balance between capability and capacity computing.
