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Abstract—Mobile energy storage systems (MESSs) provide mo-
bility and flexibility to enhance distribution system resilience. The
paper proposes a Markov decision process (MDP) formulation
for an integrated service restoration strategy that coordinates the
scheduling of MESSs and resource dispatching of microgrids. The
uncertainties in load consumption are taken into account. The
deep reinforcement learning (DRL) algorithm is utilized to solve
the MDP for optimal scheduling. Specifically, the twin delayed
deep deterministic policy gradient (TD3) is applied to train
the deep Q-network and policy network, then the well trained
policy can be deployed in on-line manner to perform multiple
actions simultaneously. The proposed model is demonstrated
on an integrated test system with three microgrids connected
by Sioux Falls transportation network. The simulation results
indicate that mobile and stationary energy resources can be well
coordinated to improve system resilience.
Index Terms—Microgrid, mobile energy storage, fleet manage-
ment, deep reinforcement learning, scheduling, resilience
I. INTRODUCTION
Recent major blackouts caused by extreme events lead
to catastrophic consequences for the economy and society
[1]. Load restoration is of paramount importance in resilient
smart grids [2]. Great progress has been made in coordinating
multiple energy resources to effectively restore electricity
supply to critical loads after major blackouts [3]. Microgrids
are well utilized to consolidate stationary energy resources
[4]. Moreover, with the increasing installation of charg-
ing/discharging facilities [5], microgrids can provide plug-and-
play integration of mobile energy storage systems (MESSs)
for effective service restoration. The importance of integrating
mobile energy resources into critical load restoration in smart
grid has been increasingly recognized in recent studies [6],
[7]. Reference [8] proposes a microgrid-based critical load
restoration by adaptively forming microgrids and positioning
mobile emergency resources after power disruptions. Ref-
erence [9] implements resilient routing and scheduling of
mobile power sources via a two-stage framework. Reference
[10] proposed a rolling horizon-based integrated restoration
strategy to effectively restore electricity supply to critical loads
by MESSs considering uncertainties. However, the optimal
scheduling is generally formulated as mixed-integer convex
program, which is NP-hard and computationally expensive, in
terms of a large number of integer or binary variables in large-
scale systems [11]. In addition, accurate forecast information
is necessary in the optimization model [12].
Recent advances in deep reinforcement learning (DRL) give
rise to tremendous success in solving challenging decision-
making problem [13], [14]. In general, the decision-making
problem under uncertainties is formulated using Markov deci-
sion process (MDP) [15] and solved iteratively by data-driven
DRL algorithms [14]. The application of deep reinforcement
learning in energy management systems has been increasingly
recognized. Reference [16] presents a reinforcement learning
approach for optimal distributed energy management in a
microgrid. A DRL-based economic dispatch in microgrid is
proposed in [17]. Reference [18] developed an MDP formu-
lation for the joint bidding and pricing problem and applied
DRL algorithm to solve it. Reference [11] proposes a demand
response for home energy management based on DRL. An
MDP formulation for electrical vehicle charging is proposed
to jointly coordinate a set of charging stations [19]. However,
research in this areas is still in the early stage, the benefit
of applying DRL in coordinated scheduling of stationary and
mobile energy resources has not yet been fully investigated
and further studies are needed.
To address the aforementioned issue, a novel MDP formu-
lation for critical load restoration in microgrids is proposed
considering the stationary and mobile energy resources. Un-
certainties in load consumption are taken into account. The
agent aims to maximize the service restoration in microgrids
by jointly coordinating the resource dispatching of microgrids
and scheduling of MESS. The MESS fleets are dynamically
dispatched among microgrids for load restoration in coordina-
tion with micogrid operation. The proposed model is solved
by twin delayed deep deterministic policy gradient (TD3) [20],
which is an actor-critic algorithm that can deal with discrete
or continuous variables in state and action space.
The remainder of this paper is organized as follows. Section
II mathematically describes the scheduling of MESSs and
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integrated service restoration strategy. Section III develops the
MDP formulation and deep reinforcement learning algorithm.
Section IV provides case studies and the paper is concluded
in Section V.
II. MATHEMATICAL MODELING
A. Uncertainties Modeling
Uncertainties have been considered including forecasting
errors in load consumption. A normal distribution is used to
represent the forecasting error of load consumption [10]. At
each time step t, the load will be simulated as exogenous
information input.
B. Scheduling of Mobile Energy Storage Fleets
A transportation network is modeled as a weighted graph
GT = (NT, ET,WT), where NT is the nodes set, while ET
denotes the edges set of roads with the edge distance w ∈ WT.
A set of microgridsM indexed by m and a set of depots D are
located in the transportation network GT. Location mappings
fM : M → NT and fD : D → NT denote microgrids and
depots’ locations in the transportation network, respectively.
Ω represents an MESS fleet. An MESS ω ∈ Ω is initially
located at a depot d ∈ D, where it starts and travels among
microgrids to provide power supply to power grids, finally it
goes back to a depot.
The scheduling of MESS fleets is defined as a sequence
of trips. An MESS ω’s current location at t is represented by
ntω , which is generally defined as the node in the transportation
network [21]. In addition, mess may change destination during
its’ movement without having to arrive at the next destination,
that is, MESS may be on the edge at t, so the location of
MESS is defined as ntω ∈ N∪{(nˆ, δnˆ, nˇ, δnˇ)|(nˆ, nˇ) ∈ ET, δnˆ+
δnˇ = wnˆnˇ, δnˆ ≥ 0, δnˇ ≥ 0}, where the {(nˆ, δnˆ, nˇ, δnˇ)|(nˆ, nˇ) ∈
ET, δnˆ+δnˇ = wnˆnˇ, δnˆ ≥ 0, δnˇ ≥ 0} denotes a location on the
edge (nˆ, nˇ) ∈ ET, δnˆ and δnˇ depict the location’s distance to
corresponding nodes, and wnˆnˇ represents the edge length.
The movement decision for MESS ω at t is to designate
the destination κtω ∈ M∪ D, which specifies the destination
to one of microgrids or stations. The MESS ω moves from
the current location ntω and follows the movement decision
κtω to the designated destination. And It is assumed that the
MESS ω always takes the shortest path, which is determined
by the Dijkstra’s algorithm [22]. Therefore, a location function
fL is defined to obtain the next location nt+1ω in graph GT,
by using Dijkstra algorithm based on current location ntω and
designated destination κtω . Thus, we have
nt+1ω = fL(n
t
ω, κ
t
ω),∀ω, t (1)
Binary variables ζtωm denotes if MESS ω stays at microgrid
m during the interval t, which is described as follows.
ζtωm =
{
1, If ntω = n
t+1
ω and n
t
ω ∈ fM(m)
0, Otherwise
,∀ω,m, t (2)
MESS fleets can exchange power with microgrids by
charging from or discharging to microgrids. The operation
constraints are described as follows.∑
m∈M
ζtωm ≤ 1,∀ω, t (3)
−Pωch
∑
m∈M
ξωm ≤ P tω ≤ P
ω
dch
∑
m∈M
ξωm,∀ω, t (4)
SOCt+1ω =
SOC
t
ω − η
ω
chP
t
ω
Eωc
∆t, if P tω < 0
SOCtω − P
t
ω
ηωdchE
ω
c
∆t, if P tω ≥ 0
,∀ω, t (5)
SOCω ≤ SOCtω ≤ SOCω,∀ω, t (6)
where P tω represent the charging/discharging power of MESS
ω from/to microgrid m at interval t, negative power depicts
that MESS charges from microgrids while positive power
means that MESS discharge to microgrid. P
ω
ch and P
ω
dch are
maximum charging/discharging power of MESS ω. SOCtω
indicates the state-of-charge (SOC) of MESS ω at time point
t. SOCω and SOCω provide the prescribed minimum and
maximum level of SOC. ηωch and η
ω
dch are charging/discharging
efficiency. Constraints (3) indicates that an MESS can only
stay at no more than one microgrid, which is also implicated
in the Equation (2). Constraint (4) shows the relation between
charging/discharging and temporal-spatial behaviors. That is,
only when staying at a microgrid m can MESS ω charge or
discharge to exchange power. Equation (5) calculates the SOC
of MESS ω and Constraint (6) sets the upper and lower bound
for SOC.
C. Joint Service Restoration
The operation constraints of microgrids are as follows.
P tdg,m +
∑
ω∈Ω
ξtωmP
t
ω = P
t
r,m,∀m, t (7)
Qtdg,m = Q
t
r,m,∀m, t (8)
0 ≤ P tr,m ≤ P tload,m,∀m, t (9)
Qtr,m = P
t
r,m tan(cos
−1 ϕm),∀m, t (10)
0 ≤ P tdg,m ≤ P dg,m,∀m, t (11)
−Qdg,m ≤ Qtdg,m ≤ Qdg,m,∀m, t (12)
Et+1dg,m = E
t
dg,m − P t+1dg,m∆t, ∀m, t (13)
Emindg,m ≤ Etdg,m ≤ Edg,m∀m, t (14)
where P tdg,m, Q
t
dg,m are the active/reactive power generation
of equivalent dispatchable DG in microgrid m in interval t,
respectively. P dg,m, Qdg,m are the maximum active/reactive
power generation, respectively. P tr,m, Q
t
r,m are active/reactive
load restoration in microgrid m, respectively. ϕm is the power
factor. Etdg,m is the energy of equivalent DG. E
t
dg,m and
Etdg,m are the energy capacity and minimum energy reserve in
microgrid m. Constraints (7)-(8) describe the active/reactive
power balance at microgrid m in interval t. It takes into
account the power generation of dispatachable DG and mobile
energy storage by considering if the location of MESSs.
Equations (9)-(10) constrain the load restoration and power
factor. Constraints (11)-(12) depict the power generation ca-
pacity. Equation (13) calculates the energy in each microgrid.
Constraint (14) presents the upper and lower bounds of energy.
The objective is formulated as follows to minimize the
system overall cost.
min
∑
t∈T
[ ∑
m∈M
Wi(P
t
load,m − P tr,m) +
∑
m∈M
Cgen,mP
t
dg,m
+
∑
ω∈Ω
Cbat,ω|P tω|+
∑
ω∈Ω
Ctran,ω(1−
∑
m∈M
ζtωm)
]
∆T
(15)
where the overall cost is composed of four parts. The first term∑
t∈T
∑
m∈MWi(P
t
load,m − P tr,m) represents the customer
interruption cost.
∑
t∈T
∑
m∈M Cgen,mP
t
dg,m is the micro-
grids generation cost. The third term
∑
t∈T
∑
ω∈Ω Cbat,ω|P tω|
shows the MESS battery maintenance cost. The last term∑
t∈T
∑
ω∈Ω Ctran,ωVavg,ω(1 −
∑
m∈M ζ
t
ωm) calculates the
transportation cost of MESSs.
III. DEEP REINFORCEMENT LEARNING ALGORITHM
A. Markov Decision Process
The sequential decision-making problem in a stochastic
environment is formulated by Markov decision processes
(MDPs). In an MDP, an agent observes the state st at each
time step t ∈ T and continually interacts with an environment
by following a policy pi to select actions a. In response to
the actions, the environment presents new states st+1 and
give rise to rewards rt to the agent. An MDP is defined
by a 4-tuple (S,A,P,R), where S,A,P,R are the state
space, action space, transition probability functions that satisfy
Markov property [15] (i.e., the next state is only dependent on
present state and action), and reward functions. The detailed
formulation is described as follows.
The state is a vector defined as st =
{t, P tload,m, ntω,SOCtω, Etdg,m} ∈ S , presenting information on
time step, load, the location and SOC of MESSs, and energy
in microgrids.
Furthermore, the action is a vector consisting of decision
variables on the designated destination of MESSs charg-
ing/discharging behavior of MESSs and generation output in
microgrids. The action is defined as at = {κtω, P tω, P tdg,m} ∈
A. It is noted that κtω represents categorical action and needs
to be one-hot encoded.
The state transition P : S × A × S → [0, 1] represents the
dynamics of the environment, the transition function indicating
the probability of, so we have st+1 = P(st, at). To model the
uncertainties in load consumption. the exogenous information
P tload,m in state vector st are random variables. Based on
the state and action, the next state st+1 can be obtained.
In reinforcement learning, the P is unknown and needs to
be learned through interactions between the agent and the
environment [23].
The reward function is defined as R : S × A × S → R,
where rt = R(st, at, st+1) is the immediate reward the agent
receives by taking action at given state st. The immediate
reward rt has two components to take into objectives and
penalty violating constraints [17]. The detailed definition is
as follows.
rt = λ1Robj,t + λ2Cpen,t (16)
where λ1, λ2 are coefficients. Robj,t = [
∑
m∈MWiP
t
r,m −∑
m∈M Cgen,mP
t
dg,m −
∑
ω∈Ω Cbat,ω|P tω| −∑
ω∈Ω Ctran,ωVavg,ω(1−
∑
m∈M ζ
t
ωm)]∆T relates to objective
function (15) and is obtained by ignoring the constant
term and taking minus sign, thus the cost minimization is
transformed into a reward maximization problem. The second
term Cpen,t is Lagrangian penalty term incurred by violation
of constraints.
B. Twin Delayed Deep Deterministic Policy Gradient
In reinforcement learning, the return is defined as the
sum of discounted reward Gt =
∑T
i=t γ
(i−t)r(si, ai), where
γ ∈ [0, 1] is the discount factor. A policy pi : S → A is a
mapping from states to selecting actions, i.e., stochastic policy
at ∼ pi(·|st) or deterministic policy at = pi(st). Solving an
MDP is to find a policy pi that maximizes the expected return
Eat,st [G0].
In order to deal with continuous and discrete variables in
state and action space, an actor-critic algorithm is adopted
[24], e.g. deep deterministic policy gradient (DDPG), which
concurrently learns a Q-function and a policy. It uses off-policy
data and the Bellman equation to learn the Q-function, and
uses the Q-function to learn the policy piφ parameterized with
φ [23].
In Q-learning, the action-value function Qpi(st, at) =
Epi[Gt|st, at] denotes the expected return starting from st,
taking the action at and thereafter following policy pi, The
optimal Q function obeys the Bellman equation, which de-
scribes the optimal Q∗(st, at) in recursive form, Q∗(st, at) =
Est+1,at+1 [rt + γmaxat+1 Q∗(st+1, at+1)] [14].
The Q-function is estimated by a differentiable function
approximator Qθ(s, a), which is a neural network with weights
θ as a Q-network. The Q-network can be learned to reduce the
mean-squared Bellman error. To make the training converge
and stable, a separate target Q-network Qθ′ and a target
policy network piφ′ are utilized to generate optimal target
value [14]. Therefore a sequence of loss functions L(θ)
is set up by the mean-squared Bellman error as L(θ) =
Est,at,rt [(Qθ(st, at) − yt)2], where the target value yt is
defined as yt = rt + γmaxat+1 Qθ′(st+1, piφ′(st+1)).
The Q-network is updated by one step gradient descent
using L(θ). A soft target update is used for actor-critic
algorithm [24], the target networks are updated by Polyak
averaging, θ′ = τθ + (1 − τ)θ′, φ′ = τφ + (1 − τ)φ′, where
τ ∈ [0, 1] is the Polyak hyperparameter (usually τ  1).
Policy learning is to find a policy piφ(st) that maxi-
mizes the expected discounted return J(φ) = Est,at [G0] ≈
Est [Qθ(st, piφ(st))] [20]. The policy network is updated
by applying the chain rule to the J(φ) with respect
to the actor parameters φ and gradient ascent is imple-
mented. Thus, the policy learning algorithm is ∇φJ(φ) =
Est [∇aQθ(st, at)|at=piφ(st)∇φpiφ(st)]
Furthermore, twin delayed deep deterministic policy gra-
dient (TD3) concurrently learns two Q-networks, Qθ1 and
Qθ2 by minimizing mean-squared Bellman error. By upper-
bounding the less biased value approximator Qθ2 with the
biased estimate Qθ1 , a single target update for clipped Double
Q-learning is obtained by taking the minimum between the
two Q-networks:
yt = rt + γ min
i=1,2
Qθ′i(st+1, pi
′
φ′(st+1)) (17)
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Fig. 1. An integrated test system with a Sioux Falls transportation network
connecting three microgrids.
Then Qθ1 and Qθ2 are updated by minimizing the correspond-
ing mean-squared Bellman error as follows.
L(θi) = Est,at,rt [(Qθi(st, at)− yt)2],∀i = 1, 2 (18)
Target smoothing regularization is to add a small amount of
random noise ˜ to the target policy network in target update
and averaging over mini-batches. The modified target actions
a˜ and target values yt are as follows.
a˜t+1 = piφ′(st+1) + ˜, ˜ ∼ clip(N (0, σ˜2),−c, c) (19)
yt = rt + γ min
i=1,2
Qθ′i(st+1, a˜t+1) (20)
where the added noise is a normal distribution with zero-mean
and standard deviation σ˜, and clipped by a hyperparameter c.
The policy piφ is optimized with respect to Qθ1 to maximize
the expected return J(φ), so the policy learning is rewritten
as:
∇φJ(φ) = Est [∇aQθ1(st, at)|at=piφ(st)∇φpiφ(st)] (21)
In addition, the policy network piφ is updated at a lower
frequency than the value network Qθ1 , in order to reduce error
before introducing a policy update [20].
IV. CASE STUDIES
The case studies are implemented on an integrated test
system, based on Sioux Falls transportation network and three
microgrids, to verify the effectiveness of the proposed service
restoration strategy.
A. Test Systems
Fig. 1 shows an integrated test system with microgrids
connected by the Sioux Falls transportation network. The
length of the entire time horizon TH is set to 24-h and the
length of interval is 1-h. A depot is located at node #10 in the
transportation network. There are three microgrids located at
nodes #2, #12, #21 in the transportation network, respectively.
The operational parameters of microgrids are shown in Table
I. The predicted value of industrial, commercial and residential
loads, as well as prediction intervals could be obtained in
[10]. The parameters for MESS refers to [10]. The customer
interruption cost for industrial, commercial and residential
loads are $8/kWh, $10/kWh and $2/kWh, respectively. The
unit generation cost in microgrid is $0.5/kWh. The unit
battery maintenance cost is $0.2/kWh. The unit transportation
cost is $80/h.
TABLE I
GENERATION RESOURCES AND LOCAL LOADS FOR MICROGRIDS
Microgrid # 1 2 3
Generation
P dg,m (MW) 1.0 1.80 1.20
Qdg,m (MVar) 0.8 1.5 1.0
Edg,m (MWh) 20 35 23
Edg,m (MWh) 2.0 3.5 2.3
Load
Peak load (MW) 3.0 3.0 3.0
Power factor 0.9 0.9 0.9
Load type C R I
0 1 5 0 0 0 3 0 0 0 0 4 5 0 0 0 6 0 0 0 0
- 3 0 0
- 1 5 0
0
1 5 0
3 0 0
0 2 0 4 0 6 0 8 0 1 0 0 1 2 0
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Fig. 2. Learning and validation curves.
B. Simulation Results
The total cost is $351172, with the customer interrup-
tion cost $309859, microgrid generation cost $34872, MESS
generations cost $4600 and transportation cost $1840. The
load restorations in three microgrids are 72.92%, 56.66% and
50.76%, respectively.
Fig. 2 illustrates the evolution of learning and validation
rewards over 60000 episodes. A purely exploratory policy is
carried out for the first 3000 episodes. Then, an off-policy
exploration strategy is adopted with Gaussian noise. In the
learning curve, the average and standard deviation are obtained
every 10 episodes. In the validation curve, the validation
is evaluated every 500 episodes over 20 episodes with no
exploration noise. It can be seen that the learning process
converges to a suboptimal policy in 40000 episodes. The
results indicate that the proposed approach can learn a policy
to maximize the cumulative rewards. After learning, the model
can be deployed in on-line manner.
Fig. 3 presents the charging/discharging schedule with re-
spect to the position of MESS. The bar shows the charg-
ing/discharging active power while the dash lines with as-
terisks and right Y-axis indicates the MESS’s movements.
The dynamic scheduling of MESS optimizes the trip chain
of MESSs and corresponding charging/discharging behaviors.
The simulation result shows that MESSs transport energy
among microgrids to restore critical loads by charging from
some microgrids and discharging to others. For example, it is
observed that MESS #1 is dispatched between micogrid #1
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0 . 2
0 . 4
0 . 6
M E S S  # 3
M E S S  # 2M E S S  # 1
Act
ive 
Pow
er (M
W)
 D i s c h a r g i n g   C h a r g i n g   L o c a t i o n
M E S S  # 4
d 1
m 1
m 2
m 3
ME
SS L
oca
tion
0 4 8 1 2 1 6 2 0 2 40 . 0
0 . 2
0 . 4
0 . 6
T i m e  ( h )0 4 8 1 2 1 6 2 0 2 4
d 1
m 1
m 2
m 3
Fig. 3. Scheduling results of the MESS fleets.
and microgrid #2. The MESS #1 initially moves to microgrid
#2 from depot and charges at microgrid #2. Next, it moves
back and forth between microgrid #2 and microgrid #1 in
(07:00-22:00) to transfer energy. The integration of MESSs
and coordination with microgrids can leverage the MESSs
mobility. Also, the MESSs can carry out load shifting within
the same microgrid. For instance, MESS #3 charges at mi-
crogrid #2 in (01:00-02:00) and discharges in (02:00-07:00).
The results highlight the importance of effective utilization of
MESSs mobility and flexibility.
V. CONCLUSIONS
This paper presents a novel MDP formulation for ser-
vice restoration strategy in microgrids by coordinating the
scheduling of MESSs and resource dispatching of microgrids.
The DRL algorithms are leveraged to solve the formulated
sequential decision-making problem with consideration of
uncertainties in load consumption. The well trained policy
can be deployed in on-line manner and is computationally
efficient. The simulation results verify the effectiveness of
MESSs mobility that transport energy among microgrids to
facilitate load restoration. Mobile and stationary resources can
be jointly coordinated to enhance system resilience.
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