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Résumé
L'extration de onnaissanes dans les bases de données, également appelé data mi-
ning, désigne le proessus non trivial permettant d'extraire des informations et des
onnaissanes utiles qui sont enfouies dans les bases de données, les entrepts de
données (data warehouses) ou autres soures de données. Dans e mémoire, nous
traitons des problèmes de la génération eae des règles d'assoiation et de la per-
tinene et de l'utilité des règles d'assoiation extraites. Une règle d'assoiation est
une impliation onditionnelle entre ensembles d'attributs binaires appelés items.
Dans l'ensemble des travaux existants, l'extration de règles d'assoiation est dé-
omposée en deux sous-problèmes qui sont la reherhe des ensembles fréquents
d'items et la génération des règles d'assoiation à partir de es ensembles. Le pre-
mier sous-problème, dont la omplexité est exponentielle dans la taille de la relation
et qui néessite de parourir à plusieurs reprises elle-i, onstitue la phase la plus
oûteuse en termes de temps d'exéution et d'espae mémoire. Nous proposons une
nouvelle sémantique pour le problème de l'extration des règles d'assoiation basée
sur la onnexion de Galois d'une relation binaire nie. Utilisant ette sémantique,
nous démontrons que les ensembles fermés fréquents d'items onstituent un ensemble
générateur non redondant pour les ensembles fréquents d'items et les règles d'as-
soiation. Nous proposons deux nouveaux algorithmes, nommés Close et A-Close,
permettant l'extration des ensembles fermés fréquents d'items, à partir desquels
les ensembles fréquents d'items et les règles d'assoiation peuvent être dérivés sans
aéder au jeu de données. Les résultats expérimentaux démontrent que es algo-
rithmes permettent de réduire les temps d'extration et l'espae mémoire néessaire
dans le as de jeux de données onstitués de données denses ou orrélées. Utilisant
la sémantique dénie, nous proposons d'améliorer la pertinene et l'utilité des règles
d'assoiation extraites en limitant l'extration à des bases pour les règles d'asso-
iation. Nous adaptons pour ela les bases pour les règles d'impliation dénies en
analyse de données et nous dénissons de nouvelles bases onstituées des règles non
redondantes d'antéédents minimaux et de onséquenes maximales à partir des en-
sembles fermés fréquents. Nous proposons également des algorithmes eaes de
génération de es bases.
Mots-Clefs : Extration de onnaissanes dans les bases de données, data mining,
onnexion de Galois, opérateurs de fermeture, treillis des ensembles fermés fréquents,
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1.1. Extration de onnaissanes dans les bases de données 2
1.1 Extration de onnaissanes dans les bases de
données
L'extration de onnaissanes dans les bases de données (KDD
1
) désigne le pro-
essus non-trivial d'extration d'informations impliites, préédemment inonnues
et potentiellement utiles onernant les données stokées dans les bases de données
[PSF91℄. Les travaux en e domaine sont motivés par l'évolution très rapide des teh-
niques de génération (telles que les tehniques de leture des odes barres des artiles
ahetés en supermarhés) et de stokage des données (augmentation de la apaité
et diminution des oûts des disques durs par exemple) qui ont permis la réation par
de nombreux organismes de volumineuses bases de données onernant leurs ati-
vités. Ce sont les organismes ommeriaux (banques, supermarhés, organismes de
vente par orrespondane, et.), les administrations et les organismes sientiques,
de ommuniation et industriels qui utilisent désormais d'importantes bases de don-
nées dans le adre de leurs ativités. L'idée sous-jaente au KDD est qu'il est possible
d'extraire des informations ahées dans es masses de données, utiles pour l'aide à
la déision, la gestion des informations, l'optimisation des requêtes, le ontrle de
proessus, et. Ces informations sont des règles, des onepts, des régularités, des
anomalies et des modèles qui sont utiles, intéressants et ompréhensibles du point
de vue de l'utilisateur [FPSSU96℄. L'analyse par exemple de bases de données de
transations de ventes de supermarhés permettra d'étudier les omportements des
lients, en fontion de quoi il sera possible de réorganiser les rayons an d'améliorer
les ventes. En analysant des données d'organismes de vente par orrespondane, il
est possible de regrouper les lients selon ertains ritères e qui permettra ensuite de
limiter les oûts des mailing  en dénissant de manière plus préise les lients po-
tentiels. Les information provenant de l'analyse de données d'organismes médiaux
oriront un support supplémentaire pour les reherhes médiales. D'une manière
plus générale, es informations permettront d'apporter une aide pour l'amélioration
1
Le terme originel anglais Knowledge Disovery in Databases  a été introduit par Piatetsky-
Shapiro en 1989. An de simplier la leture, nous utilisons dans la suite de la thèse l'abréviation
KDD pour désigner l'extration de onnaissanes dans les bases de données.
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de l'eaité de l'organisme dans ses ativités. Le KDD onstitue don un sujet de
reherhe majeur pour la ommunauté des bases de données [SSU91, SAD
+
93℄.
Le KDD est un proessus semi-automatique et itératif, onstitué de plusieurs
étapes allant de la séletion et la préparation des données jusqu'a l'interprétation
des résultats, en passant par la phase de reherhe des onnaissanes : le data mining
2
[FPSS96a℄. Les diérentes étapes de e proessus sont présentées dans la gure 1.1.














Fig. 1.1  Étapes du proessus de KDD.
et tehniques qui fournissent un ensemble d'informations sur les données. Le type
d'informations fournies dépend de la nalité du proessus, 'est à dire du problème
traité. On peut distinguer les inq prinipaux problèmes suivants :
Règles d'assoiation Le problème de l'extration de règles d'assoiation fut in-
troduit par Agrawal et al. dans [AIS93b℄. Ce problème, développé à l'origine pour
l'analyse de bases de données de transations de ventes, a pour but de déouvrir
des relations signiatives entre les données de la base. Étant donné une base de
données de transations, haune onstituée d'une liste d'artiles ahetés par un
2
Le terme  data mining  est fréquemment utilisé omme synonyme de KDD. Nous l'utilisons
dans e mémoire dans son sens originel : il désigne la phase d'extration des informations, à partir
des données préparées, dans le proessus de KDD.
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lient, une règle d'assoiation est une relation d'impliation X ! Y entre deux en-
sembles d'artiles X et Y . Cette règle indique que les transations qui ontiennent
les artiles de l'ensemble X ont tendane à ontenir les artiles de l'ensemble Y .
Un exemple de règle d'assoiation est :  40% des transations qui ontiennent les
artiles pain et vin ontiennent également l'artile fromage ; 5% des transations
ontiennent es trois artiles . Dans ette règle, 40% est la onane de la règle et
5% est le support de la règle. Ces mesures de préision, empruntées aux statistiques,
permettent de déterminer les règles d'assoiation qui sont signiatives : la onane
indique la proportion de lients qui ont aheté l'artile fromage parmi eux qui ont
ahetés les artiles pain et vin, et le support indique la proportion de lients qui
ont ahetés les trois artiles. Le problème onsiste à extraire l'ensemble des règles
d'assoiation dont le support et la onane sont au moins égaux à des seuils mi-
nimaux de support et de onane dénis par l'utilisateur. Les règles d'assoiation
ont été utilisées ave suès dans de nombreux domaines, parmi lesquels l'aide à la
planiation ommeriale, l'aide au diagnosti et en reherhe médiale, l'améliora-
tion des proessus de téléommuniations, de l'organisation et de l'aès aux sites
Internet, l'analyse d'images, de données spatiales, géographiques et statistiques. Le
problème de l'extration de règles d'assoiation et ses appliation est dérit dans la
setion 1.2.
Classiation Le problème de la lassiation des données onsiste en la déter-
mination des propriétés ommunes aux objets d'une base de données et leur plae-
ment, selon un modèle de lassiation, dans un ensemble de lasses prédénies. Le
modèle de lassiation est onstruit en hoisissant un éhantillon signiatif d'ob-
jets de la base de données, que l'on appelle jeu d'essai, dans lequel haque objet
(appelé exemple) va être assoié à un nom de lasse. L'objetif est tout d'abord
d'analyser les aratéristiques des exemples du jeu d'essai an de développer un
modèle desriptif de haque lasse. Ces modèles (règles de lassiation, arbres de
déision, et.) sont ensuite utilisés an de lassier les objets de la base de don-
nées. Ce problème onerne de nombreuses appliations omme le diagnosti mé-
dial, la gestion de stoks, la gestion des données semi-struturées et le iblage de
lientèle. Une soiété de vente par orrespondane par exemple, pourra réduire les
oûts d'un mailing  en spéiant une lasse de lients orrespondant à l'objet
de elui-i et en ne s'adressant qu'aux lients qui auront été lassiés dans ette
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lasse. La lassiation des données a été étudié dans les domaines des statistiques
[EP96, MST94℄, des réseaux de neurones [Lip87, LSL95℄, de l'apprentissage numé-
rique [BFOS84, Cat91, Qui93℄, des systèmes experts [Wid95℄, et est un important
problème du KDD [AGI
+
92, FPSSU96, HCC92℄.
Clustering L'objetif du lustering, également appelé lassiation non super-
visée, est de frationner l'ensemble hétérogène d'objets de la base de données en
un ertain nombre de sous-ensembles plus homogènes, appelés lusters. Cela si-
gnie que les lusters doivent ontenir des objets qui partagent un haut degré de
similarité (maximisation de la similarité intra-luster) et que es lusters doivent
être susamment larges (minimisation de la similarité inter-luster). La simila-
rité des objets est en général mesurée en termes de distane géométrique entre
les objets. La réation de lusters répond à des besoins très prohes de eux de
la lassiation : elle permet de frationner les objets de la base en groupes d'ob-
jets ayant un omportement similaire, lorsque les lasses ne sont pas prédénies.
Les méthodes de lustering peuvent également être utilisées lors de la phase ini-
tiale de la lassiation des données : les lusters fournissent une base utile pour
la dénition des lasses. Le problème du lustering a été étudié dans les domaines
des statistiques [CS96℄, de l'analyse de données [CR93℄, de l'apprentissage numé-
rique [Fis87, MS83℄, des bases de données spatiales [BKSS90, EKX95℄ et du KDD
[AGGR98, EKSX96, NH94, SG99, Wai98, Wai99, ZRL96℄.
Séries hronologiques Le problème de la déouverte de séries hronologiques fut
introduit par Agrawal et Srikant dans [AS95℄, puis étendu dans [SA96b℄. Dans de
nombreuses bases de données, une étiquette de temps est assoiée a haque donnée de
la base (objet ou attribut). Dans le as des bases de données de transations de ventes
par orrespondane, une date, un numéro de lient et une liste d'artiles ahetés
sont assoiés à haque transation. Le problème peut alors se formuler ainsi : étant
données les listes ordonnées des transations de haque lient, omment déterminer
les séquenes d'artiles qui sont réurrentes dans les listes. La reherhe d'épisodes
fréquents dans une séquene, qui est une variante de e problème, a été étudiée
par Mannila et al. dans [MTV95℄ puis étendue dans [MT96a℄. La déouverte des
séries hronologiques trouve des appliations dans le suivi de lients, le mailing, la
reherhe de séquenes génétiques [WMS
+
94℄, l'aide au diagnosti, la atégorisation
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de douments [FD95, LAS97℄, l'étude des seousses telluriques, et.
Généralisation La généralisation des données a pour objetif de fournir un en-
semble réduit de tuples qui dérivent les objets de la base de données à un niveau
d'abstration plus élevé. Deux approhes peuvent être distinguées : l'approhe par
 data ube  [GHQ95, HRU96℄ (bases de données multi-dimensionnelles, On-Line
Analytial Proessing, et.) et l'approhe par indution orientée attributs [HCC93,
HF96, Mi83℄. L'idée de l'approhe par data ubes est de matérialiser les résultats
de aluls oûteux qui sont fréquemment requis, plus partiulièrement les aluls qui
utilisent les fontions d'agrégation (ompte, somme, moyenne, et.). Dans l'approhe
par indution orientée attributs, la taxonomie des attributs de la base de données est
utilisée an de généraliser les objets et fusionner les doublons (tout en maintenant
leur déompte). Le résultat peut ensuite être utilisé an, par exemple, de générer
des règles d'assoiation ou des séries hronologiques généralisées [MT96b℄.
Les solutions apportées à ertains de es problèmes dans les domaines des statis-
tiques, de l'apprentissage numérique, de l'analyse de données et des systèmes experts
sont appliables seulement pour des volumes de données réduits (de l'ordre du millier
d'objets et de la entaine d'attributs) du fait de la omplexité exponentielle en temps
et en espae de es problèmes. Dans le KDD, e sont de grandes bases de données qui
sont traitées : de plusieurs dizaines de milliers à plusieurs millions d'objets, et plu-
sieurs milliers d'attributs en général [MCPS93℄. Cei pose d'important problèmes
d'eaité que l'éhantillonnage ne permet pas de résoudre entièrement [Toi96a℄.
Il est don néessaire de développer de nouvelles méthodes, sous des ontraintes
fortes d'eaité en temps d'exéution, pour l'extration d'informations prenant en
ompte l'importane des volumes de données [CHY96, FPSS96b, Man97℄. Ce onstat
onstitue le fondement des reherhes en data mining.
1.2 Extration de règles d'assoiation
Introduit par Agrawal et al. dans [AIS93b℄, l'extration de règles d'assoiation est
l'un des prinipaux problèmes du KDD. Ce problème fut développé pour l'analyse de
bases de données de transations de ventes, haune onstituée d'une liste d'artiles
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ahetés, an d'identier les groupes d'artiles ahetés le plus fréquemment ensemble.
Une règle d'assoiation sera par exemple :  Les lients qui ahètent de la bière ont
tendane à aheter des aahuètes . Une telle règle d'assoiation permettra de dénir
une stratégie ommeriale dans le but d'augmenter les ventes, en plaçant par exemple
la bière et les aahuètes dans le même rayonnage du magasin. An de ne générer
que les relations signiatives entre les ensembles d'artiles, des mesures d'utilité (le
support) et de préision (la onane), empruntées aux statistiques, sont assoiées
à haque règle d'assoiation. Les règles générées sont elles dont le support et la
onane sont supérieurs ou égaux à des seuils minimaux dénis par l'utilisateur en
fontion de ses objetifs et du type de données traitées.
1.2.1 Appliations
L'extration de règles d'assoiation a pour but d'identier les relations signia-
tives entre les données des bases de données. Les relations ainsi identiées peuvent
être utiles pour de nombreux organismes ommeriaux, sientiques, industriels et
de gestion de l'information, an d'améliorer leurs résultats dans leurs ativités. Plu-
sieurs systèmes de KDD utilisant l'extration de règles d'assoiation ont été utilisés
pour des appliations réelles dans diverses domaines. Nous présentons dans la suite
une liste non exhaustive des appliations dont les résultats ont put être améliorées
par l'analyse des règles d'assoiation extraites.
Planiation ommeriale [AIS93b, Ass90, FPSSU96, PSF91℄ L'identiation
des artiles ahetés fréquemment ensemble apporte une aide importante dans le
plaement des artiles. Un problème prohe de elui-i est la dénition de atalogues.
Les règles d'assoiation permettent aux soiétés de vente par orrespondane de
déterminer quels artiles il est préférable de plaer sur la même page d'un atalogue.
Ces informations sont aussi utilisées an de déterminer quels artiles en promotion
pourront initer les lients à eetuer d'autres ahats. Dans le as de transations
de ventes dans lesquelles le lient est identié, les règles d'assoiation permettent de
dénir des atalogues personnalisés en se basant sur les ahats préédents du lient.
Elles permettent également de réduire les oûts des mailing en identiant les lients
les plus suseptibles de répondre à haque mailing selon leurs ahats préédents.
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Réseaux de téléommuniations Les bases de données d'alarmes détetées
dans les réseaux de téléommuniations sont onstituées de rapports de situations
anormales dans les omposants des réseaux. Classiquement, e sont plusieurs mil-
liers d'alarmes qui sont détetées haque jour, plusieurs milliers de types d'alarmes
pouvant être distingués. Dans e adre, les règles d'assoiation ont été utilisées ave
suès dans le système TASA [HKM
+
96, KMT97℄ pour le ltrage des alarmes non
informatives, l'identiation des auses d'anomalies, et la détetion et la prédition
d'anomalies. Les règles d'assoiation ont également été utilisées pour la prédition
d'inidents dans les proessus de télé-maintenane, an de limiter les oûts des in-
terventions manuelles et d'améliorer la qualité du servie [AMS97℄.
Reherhe médiale [MYGS91, OO98, PMS97, PSM94℄ La plupart des orga-
nismes médiaux (hpitaux, laboratoires d'analyse, abinets médiaux, et.) stokent
systématiquement les informations relatives à leurs patients dans des bases de don-
nées. Ces informations sont les résultats de onsultations auprès des médeins, les
résultats de mesures indiquant la ondition du patient et des données sur l'évolution
de la ondition du patient pendant le traitement. L'extration de règles d'assoiation
dans es bases de données permet d'apporter une aide au diagnosti en identiant
les symptmes ou maladies préurseurs d'une maladie, une aide dans la dénition
de traitements en déterminant les symptmes ultérieurs ou les eets seondaires
possibles, l'identiation de populations à risque vis à vis de ertaines maladies, et.
Les règles d'assoiation ont également été utilisées dans le adre de la prédition de
résultats d'analyses médiales [AMS97℄. Les règles d'assoiation extraites ont per-
mis d'identier les analyses fréquemment pratiquées sur les mêmes patients, et de
prédire les résultats de ertaines analyses par ombinaison de aratéristiques des
patients et de résultats d'autres analyses.
Analyse de données spatiales Les bases de données spatiales sont largement
utilisées dans les systèmes d'information géographiques, en artographie, en astro-
nomie et pour les études de l'environnement. Elles stokent des informations spa-
tiales et non-spatiales relatives aux objets (forme, dimensions, positions, ouleurs,
température, et.) qui oupent un espae. Du fait du développement des outils au-
tomatiques d'aquisition et des outils d'aquisition à distane leur nombre et leur
volume ne esse de roître. An de déouvrir des informations utiles enfouies dans
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es bases de données, des tehniques d'analyse de grands volumes de données, telle
que l'extration de règles d'assoiation, sont néessaires. Les règles d'assoiation
extraites depuis es données dénissent des relations entre des aratéristiques spa-
tiales ou non-spatiales des objets. Elles ont été utilisées, notamment dans le système
GeoMiner [HKS97℄, pour l'aide à la prédition d'événements naturels (éruptions,
tremblements de terre, ouragans, et.) et à l'aménagement du territoire, pour la
prévision météorologique et les études biologiques, démographiques et géographiques
[EKS97, KH95, KHA98, MM93℄.
Multi-média et Internet Des quantités roissantes de données de diverses types
(images, audio, vidéo, et.), appelées données multi-médias, sont stokées dans des
bases de données dont le nombre ne essent d'augmenter. L'extration de règles
d'assoiation à partir de données multi-médias a donné lieu à de nombreuses études,
prinipalement dans le adre de l'analyse d'images [Czy96, OO98, ZHL
+
98℄. Les ap-
pliations onernent la reonnaissane militaire, le ltrage des données parasites, la
prévision météorologique, l'imagerie médiale, l'aide dans les enquêtes riminelles,
et. De même, un grand nombre de ressoures sont aessibles par le réseaux In-
ternet et un nombre important d'aès à es données sont réalisés haque jour par
des millions d'utilisateurs. La taille et le nombre roissants des sites Internet en-
traînent d'importants besoins d'outils pour la réorganisation de es sites en fontion
des heminements des usagers, l'aide à la navigation dans les systèmes de gestion
d'informations, la reherhe et la séletion des sites (moteurs de reherhe), et.
L'extration de règles d'assoiation à partir des historiques des aès par les usa-
gers aux ressoures des sites Internet ont été utilisées dans e adre pour l'aide à la
oneption et l'organisation des sites [CMS97, CMS99, EDV97℄.
Analyse de données statistiques L'analyse de données statistiques onstitue
un dé important pour le KDD de par sa diulté et l'intérêt des informations qui
peuvent être extraites de es données. La diulté provient de la nature des données
statistiques, qui sont fortement orrélées et denses [SW85℄, e qui pose d'important
problèmes d'eaité [BMS97℄. L'intérêt tient au nombre d'appliations pouvant
bénéier de l'analyse des données statistiques qu'elles utilisent. Les organismes
naniers, de reherhe et les administrations stokent de nombreuses données de
e type (résultats de reensements, de sondages et d'études par exemple). L'analyse
Niolas Pasquier, LIMOS
1.2. Extration de règles d'assoiation 10
de es données onstitue une part importante de l'ativité de es organismes, et les
règles d'assoiation peuvent onstituer des indiateurs utiles dans e adre.
L'extration de règles d'assoiation a été utilisée pour de nombreuses autres
appliations, ar elle onstitue un module important des systèmes de KDD ommer-
ialisés, parmi lesquels on peut iter les systèmes Intelligent Miner [Ma98℄ de IBM




97℄ de l'université Simon Fraser (Canada).
1.2.2 Dénition du problème
Dans la suite, nous présentons la formalisation du problème proposée par Agrawal




; : : : ; i
m
g un ensemble
de m littéraux, appelés items
3




; : : : ; t
n
g une base de données de
n transations, haque transation t
i
étant onstituée d'un sous-ensemble I  I
d'items et identiée par un identiant unique appelé TID. Un sous-ensemble I  I
de taille k est appelé un k-itemset. Une transation t
i
 ontient  un itemset I si
et seulement si I  t
i
. Le support d'un itemset I est le pourentage de transations
de B qui ontiennent I :
support(I) =
jft 2 B j I  tgj
jft 2 Bgj
:
Un itemset dont le support est supérieur ou égal au seuil minimal de support déni
par l'utilisateur est appelé itemset fréquent
4
. Une règle d'assoiation est une impli-

















est la probabilité onditionnelle
qu'une transation ontienne I
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Le terme  item, tradution en anglais de  artile , a pour origine les bases de données de
transations de ventes. An de simplier la leture, nous appelons par la suite  item un littéral
et  itemset  un ensemble de littéraux. La phase de dénition des items utilisés pour l'extration
de règles d'assoiation est dérite dans la setion 1.2.3.1.
4
Dans la littérature anglaise, les itemsets fréquents sont appelés  frequent itemsets  ou  large
itemsets  indiéremment.
Niolas Pasquier, LIMOS
11 Chapitre 1. Introdution




est égal au support de l'union des






Étant donné une base de données de transations B, le problème de l'extration des
règles d'assoiation dans B onsiste à déterminer l'ensemble des règles d'assoiation
dont le support et la onane sont au moins égaux à des seuils minimaux de support
minsupport et de onane minonane dénis par l'utilisateur. Ce problème peut
être déomposé en deux sous-problèmes :
1. Déterminer l'ensemble des itemsets fréquents dans B, 'est à dire les itemsets
dont le support est supérieur ou égal à minsupport.
2. Pour haque itemset fréquent I
1
, générer toutes les règles d'assoiation de la










et dont la onane est supérieure ou
égale à minonane.
Le premier sous-problème a une omplexité exponentielle ar étant donné un en-
semble d'items de taille m, le nombre d'itemsets fréquents potentiels est 2
m
. Il est
don néessaire de développer des méthodes eaes d'exploration de et espae
de reherhe exponentiel [GKMT97, MT97, ZO98℄. Le deuxième sous-problème est
exponentiel dans la taille des itemsets fréquents, ar pour un itemset fréquent I, le
nombre de règles d'assoiation non triviales qui peuvent être générées est 2
jIj
  2.
Toutefois, la génération des règles d'assoiation à partir des itemsets fréquents ne
néessite auun balayage de la base de données et les temps de alul de ette généra-
tion sont faibles devant les temps néessaires à la déouverte des itemsets fréquents.
Le problème de la rédution des temps de réponse de l'extration des règles d'asso-
iation se réduit don au problème de l'optimisation de la déouverte des itemsets
fréquents.
1.2.3 Étapes de l'extration de règles d'assoiation
L'extration de règles d'assoiation est un proessus itératif et interatif [FPSSU96℄.
Ce proessus peut se déomposer en quatre phases qui sont représentées dans la -
gure 1.2. Les onnaissanes de l'utilisateur onernant le domaine d'appliation sont
néessaires lors des phases de pré-traitement, an d'assister la séletion et la prépa-
ration des données, et de post-traitement, pour l'interprétation et l'évaluation des
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Fig. 1.2  Étapes du proessus d'extration de règles d'assoiation.
règles extraites. En fontion de l'évaluation des règles extraites, les paramètres uti-
lisés lors des préédentes phases (ritères de séletion et préparation des données et
seuils minimaux de support et de onane) peuvent être modiés avant d'eetuer
à nouveau l'extration des règles d'assoiation, ei an d'améliorer la qualité du
résultat.
1.2.3.1 Séletion et préparation des données
L'extration de règles d'assoiation peut être eetuée à partir de bases de don-
nées de divers types, telles que des bases de données relationnelles, transationnelles,
spatiales, multi-média, temporelles, orientées objets, et. Cette phase onsiste en
deux étapes prinipales, la séletion des données de la base qui permettront d'ex-
traire les informations intéressant l'utilisateur et la transformation de es données en
un ontexte d'extration. Cette transformation est néessaire an qu'il soit possible
d'appliquer les algorithmes d'extration de règles d'assoiation sur diverses types de
données [CHY96℄ et de permettre d'aroître l'eaité de l'extration des itemsets
fréquents qui doit être réalisée dans des temps raisonnables.
Dénition 1.1 (Contexte d'extration de règles d'assoiation)
Un ontexte d'extration de règles d'assoiation est un triplet B = (O; I;R) dans
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lequel O et I sont des ensembles nis d'objets et d'items respetivement et R 
O  I est une relation binaire entre les objets et les items. Un ouple (o; i) 2 R
dénote le fait que l'objet o 2 O est en relation ave l'item i 2 I.
An d'extraire les règles d'assoiation pertinentes du point de vue des attentes
de l'utilisateur, il n'est souvent pas néessaire de onsidérer l'ensemble des données
de la base dans le proessus d'extration. La première étape de ette phase onsiste
don à séletionner l'ensemble des attributs de la base de données qui permettront
d'obtenir des règles utiles du point de vue de l'utilisateur dans le adre de l'extration
réalisée. La séletion d'un sous-ensemble de l'ensemble des attributs de la base de
données permet d'autre part d'améliorer l'eaité de l'extration en limitant la
taille du ontexte d'extration et don le oût des balayages de e dernier.
Lorsque l'ensemble des attributs utiles est déni, les valeurs des attributs, 'est
a dire les ouples (attribut,valeur), sont transformés en items (littéraux). Chaque
item du ontexte d'extration orrespond à une valeur ou un ensemble de valeurs
(intervalle de valeurs numériques, ensemble de valeurs atégoriques, et.) d'un des
attributs de la base de données séletionnés. La transformation des données séle-
tionnées qui sont des données disrètes ou ontinues en données binaires présente
deux avantages. Cela permet d'une part, d'aroître l'eaité du proessus d'ex-
tration [SBMU98℄ et d'autre part, d'améliorer la pertinene des règles d'assoiation
extraites relativement aux attentes de l'utilisateur. Considérons par exemple l'en-
semble suivant de règles d'assoiation extraites à partir d'un jeu de données de
reensement : {"18 ans ! sans emploi" (support 2%, onane 15%), "19 ans !
sans emploi" (support 1,75%, onane 15,1%), . . ., "24 ans ! sans emploi" (sup-
port 1,80%, onane 14,9%)}. La transformation des valeurs de l'intervalle [18, 24℄
de l'attribut "age en années" en un item "moins de 25 ans" permettra d'obtenir
une règle unique "moins de 25 ans ! sans emploi" (support 10%, onane 15%)
dont le support est plus élevé et qui est plus utile que l'ensemble préédent de règles
pour l'analyse du taux de hmage selon les tranhes d'ages de la population par
exemple.
Exemple 1.1 Un ontexte d'extration de règles d'assoiation D onstitué de six
objets, haun identié par son OID, et inq items est représenté dans la table 1.1.
Ce ontexte
5
est utilisée omme support pour les exemples dans la suite du mémoire.
5
Dans la suite, nous utilisons indistintement les appellations  ontexte d'extration de règles
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OID Items
1 A C D
2 B C E
3 A B C E
4 B E
5 A B C E
6 B C E
Tab. 1.1  Contexte d'extration de règles d'assoiation D.
Étant donnée un ontexte d'extration B = (O; I;R), un objet o 2 O ontient
un itemset l  I si tous les items i 2 l sont en relation ave l'objet o dans la relation
binaire, 'est à dire si 8i 2 l nous avons (o; i) 2 R:
Selon la nature et l'origine des données de la base de données, de nombreux autres
problèmes doivent également être pris en onsidération. Ces problèmes onernent
entre autres les données inomplètes (valeurs manquantes, et.), les données re-
dondantes (résultats de aluls stokés pour des raisons de performanes, et.), les
données erronées ou inertaines et la taille du jeu de données qui peut imposer la
séletion d'un éhantillon, an d'obtenir des temps de réponse aeptables, qui doit
être représentatif des données [MCPS93℄. La nature de ertains types de données,
telles que les données spatiales ou les données multi-média par exemple, peut éga-
lement imposer des pré-traitements partiuliers. La résolution de es problèmes est
importante pour la suite du proessus d'extration et pour l'utilité du résultat et la
phase de séletion et préparation des données a fait l'objet de nombreuses études
[CMS99, Joh97, OO98, SA96a℄.
1.2.3.2 Déouverte des itemsets fréquents
Étant donnée un ontexte d'extration de règles d'assoiation B, la déouverte
des itemsets fréquents est un problème non trivial ar le nombre d'itemsets fréquents
potentiels est exponentiel en fontion du nombre d'items du ontexte B.
d'assoiation ,  ontexte  et  relation binaire .
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Dénition 1.2 (Ensemble des itemsets fréquents)
Soit un ontexte d'extration B = (O; I;R). Étant donné un seuil minimal de
support minsupport, l'ensemble F des itemsets fréquents dans B est :
F = fl  I j l 6= ? ^ support(l)  minsupportg:
Dans le as d'un ensemble d'items I de taille m, le nombre d'itemsets potentiel-
lement fréquents est 2
m
. Ces itemsets forment le treillis des parties de I, également
appelé treillis des itemsets de I, dont la hauteur est m+ 1. La dénition du treillis
des itemsets est présentée dans la setion 2.1. L'itemset fréquent ? n'est en fait
pas onsidéré lors de la reherhe ar les règles d'assoiation générées à partir de e
dernier ne sont pas des règles informatives.
Exemple 1.2 Le treillis des parties de l'ensemble d'items I du ontexte D est
représenté dans la gure 1.3. L'ensemble I ontenant inq items, e treillis ontient
32 itemsets et sa hauteur est égale à six.
La phase déouverte des itemsets fréquents onstitue la phase la plus oûteuse
en temps d'exéution de l'extration de règles d'assoiation du fait de et espae
de reherhe de taille exponentielle dans le nombre d'items et de la néessité de
réaliser des balayages du ontexte. Ces balayages, néessaires an d'évaluer les sup-
ports des itemsets qui permettront de déterminer lesquels sont fréquents et de dénir
les onanes des règles d'assoiation, onstituent des opérations très oûteuses en
temps d'exéution. Une approhe simpliste onsiste à tester le support de haun
des itemsets du treillis. Cette approhe, bien que ne néessitant qu'un seul balayage
du ontexte, est impratiable lorsque le nombre d'items est grand. Dans le as d'ap-
pliations réelles d'extration de règles d'assoiation, le nombre d'items onsidérés
est en général de l'ordre du millier et il est impossible d'appliquer ette méthode. De
plus, le nombre d'itemsets fréquents dans le treillis (qui dépend du seuil minimal de
support hoisi) est en général faible devant le nombre total d'itemsets et la plupart
des opérations eetuées lors de l'appliation de ette méthode sont inutiles ar elles
onernent des itemsets infréquents.
Plusieurs méthodes permettant de réduire l'espae de reherhe de ette phase
ainsi que le nombre de balayages du ontexte réalisés ont été proposés. Parmi es
méthodes, elles ayant permis d'améliorer de manière signiative ette phase sont
présentés dans le hapitre 2.
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{ D }
{ A C D }
{ A B C D E }
Ø
{ A B } { A C } { A D }{ A E } { B C } { B D }{ B E } { C D }{ C E } { D E }
{ A B D E } { B C D E }{ A B C E } { A B C D } { A C D E }
{ A } { B } { C } { E }
{ A B C } { A B D } { B C D }{ A B E } { A C E } { B C E } { A D E } { B D E } { C D E }
Fig. 1.3  Treillis des itemsets assoié au ontexte D.
1.2.3.3 Génération des règles d'assoiation
Étant donnée un ensemble F d'itemsets fréquents dans un ontexte d'extration
B pour un seuil minimal de supportminsupport, la génération des règles d'assoiation
pour un seuil minimal de onane minonane est un problème exponentiel dans
la taille de F .
Dénition 1.3 (Ensemble de règles d'assoiation)
Soit un ensemble F d'itemsets fréquents dans un ontexte d'extration B pour un
seuil minimal de support minsupport. Étant donné un seuil minimal de onane
minonane, l'ensemble AR des règles d'assoiation valides dans B est :




















En pratique, la génération des règles d'assoiation est réalisée de manière direte,
sans aéder au ontexte d'extration, et le oût de ette phase en temps d'exéution
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est don faible omparé au oût de l'extration des itemsets fréquents. Le prinipe
général de la génération des règles d'assoiation est le suivant.
Pour haque itemset fréquent l
1









) est alulée. Si ette valeur







) est générée. Un algorithme eae de génération des règles d'asso-
iation a été proposé par Agrawal et al dans [AS94℄. Cet algorithme, qui utilise
les propriétés des itemsets fréquents an de réduire le nombre de tests réalisés, est
présenté en détail dans la setion 3.2.
1.2.3.4 Visualisation et interprétation des résultats
Cette phase onsiste en la visualisation par l'utilisateur des règles d'assoiation
extraites du ontexte et leur interprétation an d'en déduire des onnaissanes utiles
pour l'amélioration de l'ativité onernée. Le nombre important de règles d'asso-
iation extraites impose le développement d'outils de lassiation des règles selon
leurs propriétés, de séletion de sous-ensembles de règles selon des ritères dénis par
l'utilisateur, et de visualisation de es règles sous une forme intelligible. Cette forme
peut être textuelle, graphique ou bien ombiner es deux formes de représentation.
Le développement de tels outils est omplexe et important pour le développement
de systèmes ommeriaux d'extration de règles d'assoiation [Man97℄. Plusieurs
travaux onernant le problème de la visualisation de règles d'impliation ont été
réalisés dans de nombreux domaines. Toutefois, du fait des aratéristiques propres
aux règles d'assoiation, telles que le support, la onane et la néessité de tenir
ompte des besoins et des onnaissanes de l'utilisateur, il est néessaire de dévelop-
per des outils spéiques de visualisation de es règles [KK96, KMR
+
94, LHWC99℄.
Des systèmes d'exploration, de lassiation et de séletion de sous-ensembles de
l'ensemble des règles d'assoiation extraites, ainsi que de visualisation de es règles
ont été proposés. Le système présenté dans [KMR
+
94℄, appelé Rule Visualizer, per-
met à l'utilisateur de séletionner des règles parmi l'ensemble des règles extraites en
dénissant des templates (voir setion 3.4.1) et de visualiser es règles sous forme
textuelle ou bien sous forme de graphes dirigés. Dans [LHWC99℄, les règles sont
regroupées et lassiées selon leurs divergenes par rapport aux onnaissanes dé-
nies par l'utilisateur dans un langage spéique et leurs mesures de support et de
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onane ; les règles de haque groupe peuvent ensuite être visualisées sous forme
textuelle. Un environnement interatif de visualisation graphique des règles d'asso-
iation est proposé dans [FYMT96℄ ; les items sont représentés par des pixels et les
mesures de préision des règles par les ouleurs qui leurs sont assoiées.
1.3 Contribution
Durant e travail, nous nous sommes intéressé à trois problèmes ouverts oner-
nant l'extration de règles d'assoiation. Ces problèmes, identiés dans la littérature
omme des problème majeurs pour la dénition d'algorithmes d'extration eaes
et pour l'amélioration de la pertinene du résultat, sont les suivants :
 La dénition d'une sémantique formelle omplète pour le problème de l'ex-
tration de règles d'assoiation [Man97℄. Une telle sémantique est néessaire
an d'identier les onnexions entre le problème de l'extration de règles d'as-
soiation et les problèmes autres du KDD et d'autres domaines [GKMT97,
FPSS96b℄. Elle est également néessaire pour identier et analyser les sous-
problèmes de l'extration de règles d'assoiation et dénir des propriétés per-
mettant de développer des algorithmes eaes de résolution de es sous-
problèmes [MT97, FPSS96a℄.
 Le problème de l'eaité de l'extration des règles d'assoiation dans le as
de données denses ou orrélées. Les algorithmes existants ont été développés
an d'extraire les règles à partir de données de ventes de supermarhé qui
sont éparses et faiblement orrélées [BMUT97, AMS
+
96℄. Cela signie que le
nombre moyen d'items par objets est faible et que haque item n'est ontenu
que dans un petit nombre d'objets. Toutefois, les données d'une grande propor-
tion des bases de données réelles sont fortement orrélées ou denses : données
statistiques [BMS97, SW85℄ et spatiales [KH95℄, olletions de textes [SBM98℄
et d'images [OO98℄, historiques d'aès Internet [CMS97℄, et. Dans e type
de données, le nombre moyen d'items par objet est élevé et de nombreux items
sont ontenus dans une majorité d'objets. La taille du ontexte étant ainsi
augmentée, le oût des balayages de e dernier sont également augmentés. De
plus, le nombre d'itemsets fréquents est onsidérable et leur taille moyenne
élevée, e qui augmente onsidérablement le nombre d'opérations à réaliser et
entraîne des temps de alul CPU importants. L'appliation des algorithmes
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existants à des données de e type entraîne des exéutions longues (de plusieurs
dizaines de minutes à plusieurs heures) et, du fait du nombre d'appliations
onernées, l'extration de règles d'assoiation à partir de es données est un
problème important du KDD [BMUT97, BMS97, BAG99, Uth96℄.





95℄. Ce problème est lié au nombre de
règles d'assoiation extraites qui est très important dans la plupart des as
et aux nombreuses règles redondantes parmi elles-i qui nuisent à l'interpré-
tation du résultat. Si dans le as de données faiblement orrélées et éparses
le nombre de règles extraites est de l'ordre d'une dizaine de milliers, dans le
as de données orrélées ou denses, e sont plusieurs dizaines de milliers à
plusieurs millions de règles qui sont extraites ave une très forte proportion
de règles redondantes. L'utilisateur se trouve alors onfronté au problème de
la reherhe de relations utiles dans ette masse de règles d'assoiation lors
de la visualisation et de l'interprétation des résultats. Du fait de la part im-
portante d'appliations onernant des jeux de données denses ou orrélées, la
génération d'un ensemble de taille réduite de règles maximisant l'information
onvoyée est un problème important pour la pertinene et l'utilité en pratique
des algorithmes d'extration de règles d'assoiation.
Dans la suite, nous dérivons brièvement nos prinipales ontributions à la résolution
de es trois problèmes.
1.3.1 Nouvelle sémantique pour l'extration de règles d'asso-
iation
Nous dénissons une nouvelle sémantique basée sur la onnexion de Galois pour
le problème de l'extration de règles d'assoiation. Utilisant les opérateurs de fer-
meture de la onnexion de Galois, nous dénissons les itemsets fermés fréquents, qui
forment le treillis des itemsets fermés fréquents, et nous démontrons qu'ils onsti-
tuent un ensemble générateur pour les itemsets fréquents et les règles d'assoiation.
Cela signie que les règles d'assoiation peuvent être générées sans aéder à la base
de données lorsque les itemsets fermés fréquents sont déterminés. Nous proposons
une nouvelle déomposition du problème en trois sous-problèmes qui sont : la dé-
ouverte des itemsets fermés fréquents, la dérivation des itemsets fréquents à partir
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des itemsets fermés fréquents et la génération des règles d'assoiation à partir des
itemsets fréquents. Cette déomposition permet de réduire onsidérablement l'es-
pae de reherhe ar si le problème de la déouverte des itemsets fermés fréquents
a une omplexité exponentielle dans le pire des as, des résultats théoriques et ex-
périmentaux ont démontrés que la omplexité en moyenne est bien inférieure dans
le as de bases de données réelles [GM94, GMA95℄. Lorsque les itemsets fermés fré-
quents sont déterminés, les itemsets fréquents et les règles d'assoiation peuvent être
générés diretement, sans aéder au jeu de données.
1.3.2 Algorithmes de déouverte des ensembles fermés fré-
quents
Nous proposons deux nouveaux algorithmes, nommés Close et A-Close, basés
sur les opérateurs de fermeture de la onnexion de Galois, permettant la détermi-
nation eae des ensembles fermés, selon ette fermeture, dans les (grandes) bases
de données. Comparés aux algorithmes existants de détermination des ensembles
fermés, es algorithmes permettent de réduire le nombre d'aès au jeu de données
(aès disque) qui onstituent les opérations les plus oûteuses en temps lorsque
es algorithmes sont appliqués à de grands volumes de données [TPBL99, Tao00℄.
De plus, Close et A-Close prennent en ompte la notion de support des ensembles
fermés, et permettent don de déterminer les itemsets fermés fréquents, à partir
desquels les itemsets fréquents et les règles d'assoiation sont dérivés de manière
direte, sans aéder au jeu de données. Comparés aux algorithmes d'extration de
règles d'assoiation basés sur la reherhe des itemsets fréquents, es algorithmes
permettent :
 La rédution des temps de alul CPU et de l'espae mémoire néessaires
à la reherhe des itemsets fréquents, plus partiulièrement dans le as de
données denses ou orrélées. L'ensemble d'itemsets fermés fréquents étant un
sous-ensemble de l'ensemble des itemsets fréquents, le nombre d'opérations né-
essaires à leur extration est inférieur au nombre d'opérations néessaires à la
reherhe des itemsets fréquents. De plus, la dérivation des itemsets fréquents
à partir des itemsets fermés fréquents est direte et en onséquene, l'espae
mémoire et les temps de alul CPU néessaires sont onsidérablement réduits
par rapport aux algorithmes basés sur la reherhe des itemsets fréquents.
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 La rédution du nombre de balayages de la base de données réalisés dans le
as de données denses ou fortement orrélées. Les proessus de déouverte des
itemsets fréquents et des itemsets fermés fréquents sont itératifs, un balayage
de la base de données étant réalisé lors de haque itération. Toutefois, le nombre
d'itérations néessaires à la détermination des itemsets fermés fréquents est
inférieur au nombre d'itérations néessaires à la détermination des itemsets
fréquents.
Nous présentons également les résultats de nombreuses expérimentations, réalisées
sur des bases de données réelles, qui démontrent que es algorithmes permettent de
réduire le temps de l'extration des règles d'assoiation et l'espae mémoire utilisé
lors de ette extration.
1.3.3 Algorithmes de génération de bases pour les règles d'as-
soiation
Le problème de la pertinene et de l'utilité des règles d'assoiation extraites est un
des problèmes pratiques majeurs de l'extration des règles d'assoiation. L'augmen-
tation des seuils minimaux de support et de onane, an de diminuer le nombre
de règles générées, ne onstitue pas une solution satisfaisante ar elle entraîne le
risque de supprimer des règles utiles ar signiatives et, de plus, ne permet pas
de supprimer les règles redondantes. Nous adaptons des bases, également appelées
ouvertures réduites, pour les règles d'impliation développées dans le domaine de
l'analyse de données et nous dénissons de nouvelles bases pour les règles d'asso-
ation. Nous proposons également des algorithmes d'extration de es bases pour
les règles d'assoiation à partir des itemsets fermés fréquents. Ces bases sont des
ensembles de tailles réduites qui minimisent le nombre de règles d'assoiation géné-
rées tout en maximisant la quantité et la qualité des informations onvoyées. Elles
permettent :
 L'élimination des règles d'assoiation redondantes. Les méthodes existantes
d'élimination des règles redondantes se basent sur l'utilisation de la taxono-
mie des attributs pour produire des règles d'assoiation généralisées [HF95,
SA95℄, sur les règles d'inférene [TKR
+
95℄ ou sur d'autres mesures statistiques
[AY98, BMS97, PS91, SBMU98, SBM98℄ pour éliminer ertaines redondanes.
Toutefois, auune de es méthodes ne permet d'éliminer la totalité des règles
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redondantes et le alul de mesures statistiques néessite des temps d'exéution
importants.
 La présentation à l'utilisateur d'un ensemble de règles ouvrant l'ensemble des
attributs de la base de données. Ces bases ontiennent des règles dont l'union
des items onstituant les onséquenes des règles est égale à l'union des items
onstituant les onséquenes de toutes les règles d'assoiation valides dans
le ontexte. Il est néessaire de ne pas limiter la reherhe à un seul sous-
ensemble des attributs de la base de données ar les règles  surprenantes 
pour l'utilisateur onstituent des informations utiles qu'il est néessaire de
onsidérer [DL98, He96, PSM94, ST95, ST96℄.
 Les nouvelles bases que nous dénissons permettent de plus la génération des
règles d'assoiation non redondantes les plus informatives seulement, 'est à
dire des règles les plus utiles et pertinentes : elles qui ont un antéédent (partie
gauhe) minimal et une onséquene (partie droite) maximale.
Dans [BAG99, NLHP98, SVA97℄, les auteurs proposent de restreindre la reherhe à
un sous-ensemble d'attributs an de réduire le nombre de règles générées, toutefois
ette solution ne permet pas d'éliminer les redondanes et ne fournit qu'un résultat
partiel. Nous présentons également les résultats des expérimentations que nous avons
réalisé et qui montrent l'eaité et l'utilité de la génération de es bases.
1.4 Organisation du mémoire
Ce mémoire est organisé en deux parties. La première partie fait l'état de l'art
de l'extration de règles d'assoiation. Les algorithmes d'extration des itemsets fré-
quents sont présentés dans le hapitre 2. Les algorithmes de génération d'ensembles
de règles d'assoiation à partir des itemsets fréquents sont dérits dans le hapitre 3.
La seonde partie dérit nos ontributions à l'amélioration du hamp d'appliation,
de l'eaité et de la qualité du résultat de l'extration de règles d'assoiation. Dans
le hapitre 4, nous présentons une nouvelle sémantique pour l'extration de règles
d'assoiation basé sur la fermeture de la onnexion de Galois. Les nouveaux algo-
rithmes d'extration des itemsets fermés fréquents que nous proposons sont présentés
dans le hapitre 5. Dans le hapitre 6, nous exposons de nouveaux algorithmes de gé-
nération de bases pour les règles d'assoiation à partir des itemsets fermés fréquents.
La onlusion du mémoire et les perspetives de travaux ultérieurs sont présentés
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2.1 Introdution
Nous ommençons par présenter quelques dénitions onernant les ensembles
ordonnés an d'introduire le treillis des parties assoié à l'ensemble des items I, éga-
lement appelé treillis des itemsets. Nous utilisons ensuite e treillis an de présenter
les diverses méthodes d'extration des itemsets fréquents.
2.1.1 Rappels sur les ensembles ordonnés
Nous rappelons dans la suite quelques dénitions onernant les ensembles or-
donnés, les treillis omplets et les opérateurs de fermetures. Ces dénitions sont
extraites des ouvrages de référene [BM70, Bir67, DP94℄.
Ensembles ordonnés Soit E un ensemble. Un ordre ou ordre partiel sur l'en-
semble E est une relation binaire  sur les éléments de E telle que pour tout
x; y; z 2 E nous avons les propriétés suivantes :
1. Réexivité : x  x,
2. Anti-symétrie : x  y et y  x) x = y,
3. Transitivité : x  y et y  z ) x  z.
Un ensemble E doté d'une relation binaire d'ordre , noté (E;), est appelé en-
semble ordonné.
Relation de ouverture Soit (E;) un ensemble ordonné et x; y 2 E deux
éléments de E. La relation de ouverture entre les éléments de E, notée l, est
dénie par : xl y si et seulement si x  y et il n'existe pas d'élément z 2 E tel que
x  z  y pour z 6= x et z 6= y. Si xl y, nous disons que y ouvre x ou bien que y
est un suesseur immédiat de x.
Join et Meet Soit un sous-ensemble S  E de l'ensemble ordonné (E;). Un
élément u 2 E est un majorant, ou upper-bound, de S si pour tout élément s 2 S
nous avons s  u. L'ensemble des majorants de S est noté UB(S). Dualement, un
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élément v 2 E est un minorant, ou lower-bound, de S si pour tout élément s 2 S
nous avons v  s. L'ensemble des minorants de S est noté LB(S).
UB(S) = fu 2 S j 8s 2 S nous avons s  ug
LB(S) = fv 2 S j 8s 2 S nous avons v  sg
Le plus petit majorant d'un ensemble S, s'il existe, est le plus petit élément de
l'ensemble UB(S) des majorants de S. Cet élément est noté Join(S). Dualement, le
plus grand des minorants d'un ensemble S, s'il existe, est le plus grand élément de







Treillis omplet Un ensemble ordonné (E;) non vide est un treillis si pour
tout ouple d'éléments x; y 2 E l'ensemble fx; yg possèdent possède un plus petit
majorant noté Join(fx; yg) et un plus grand minorant notéMeet(fx; yg). L'ensemble
ordonné (E;) est un treillis omplet si pour tout sous-ensemble S  E les éléments
Join(S) et Meet(S) existent. Les treillis sont fréquement représentés sous forme de
diagrammes de Hasse [Wil82℄, également appelé graphes de ouverture, dont les
sommets sont les éléments de l'ensemble et les ars orrespondent aux relations de
ouverture entre les sommets.
Les 2
m
itemsets potentiellement fréquents pour un ensemble d'items I de taillem
sont les sous-ensembles de l'itemset f
S
i 2 Ig onstitué de tous les items de I. Ces







;) forme un treillis omplet appelé treillis des parties
de I, dont la hauteur est m + 1. La déouverte des itemsets fréquents onsiste
à extraire les itemsets du treillis des parties assoié à I dont le support dans le
ontexte d'extration est supérieur ou égal au seuil minimal de support minsupport.
Les itemsets fréquents dans le ontexte D pour un seuil minimal de support de 2/6
sont mis en évidene dans le diagramme de Hasse représentant le treillis des itemsets
de la gure 2.1. Quinze itemsets sont fréquents, l'itemset ? n'étant pas onsidéré, et
le plus grand des itemsets fréquents est {ABCE} dont la taille est quatre. Dans la
suite, nous notons  la taille (nombre d'items) des plus grands itemsets fréquents.
Les premiers travaux onernant la déouverte des itemsets fréquents ont montré
la néessité de dénir un ordre total sur les itemsets an de limiter les temps de
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{AB} {AC} {AD}{AE} {BC} {BD}{BE} {CD}{CE} {DE}
{ABDE} {BCDE}{ABCE} {ABCD} {ACDE}
{A} {B} {C} {E}
{ABC} {ABD} {BCD}{ABE} {ACE} {BCE} {ADE} {BDE} {CDE}
Itemset fréquent
Itemset infréquent
Fig. 2.1  Itemsets fréquents dans le treillis des itemsets assoié au ontexte D pour
minsupport = 2/6.
réponse. Cet ordre permet d'une part d'éviter les redondanes de alul lors de
la reherhe, en parourant haque itemset du treillis au plus une seule fois, et
d'autre part de onstruire des strutures de données autorisant l'exéution eae
des opérations portant sur les itemsets. L'ordre utilisé dans la majorité des travaux
publiés est l'ordre lexiographique. L'ordre lexiographique, qui est un ordre total
sur les itemsets du treillis des parties de I, pour un ensemble de quatre items I
= {A,B,C,D} ave un ordre A < B < C < D sur les items est représenté dans la
gure 2.2.
Durant la reherhe des itemsets fréquents, des balayages du ontexte doivent
être réalisés an de aluler les supports des itemsets et déterminer lesquels sont
fréquents. Les opérations d'entrée/sortie liées aux letures des objets dans le ontexte
étant des opérations très oûteuses en temps d'exéution, es balayages représentent
une part importante des temps de l'extration des règles d'assoiation. Le problème
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Fig. 2.2  Ordre lexiographique sur les itemsets pour un ensemble I de 4 items.
de la rédution du nombre de es balayages a été l'objet de nombreux travaux
de reherhe. Deux approhes ont été développées an de résoudre e problème :
l'extration des itemsets fréquents, présentée dans la setion 2.2, et l'extration des
itemsets fréquents maximaux, présentée dans la setion 2.3.
2.2 Algorithmes d'extration des itemsets fréquents
Les algorithmes d'extration des itemsets fréquents proèdent de manière itéra-
tive, en parourant le treillis des itemsets fréquents  par niveaux  : ils réalisent un
parours en largeur du treillis des itemsets fréquents, du bas vers le haut, en déter-
minant lors de haque itération tous les itemsets fréquents d'un niveau, 'est à dire
d'une taille donnée. Pour haque itération k, un ensemble de k-itemsets andidats
(k-itemsets fréquents potentiels) est généré et les supports de es andidats sont
alulés lors d'un seul et même balayage, e qui permet de limiter le nombre total
de balayages réalisés. Les premiers algorithmes d'extration des itemsets fréquents
 par niveaux  sont les algorithmes AIS [AIS93b℄ et SETM [HS95℄ proposés en 1993.
Plusieurs autres algorithmes permettant de réduire les temps d'extration des
itemsets fréquents ont été proposés. Parmi eux-i, nous présentons l'algorithme
Apriori [AS94℄ et l'algorithme OCD [MTV94℄ basés sur des propriétés et des mé-
thodes identiques. Plusieurs optimisations et strutures de données permettant d'amé-
liorer l'eaité de es deux algorithmes ont été proposées. Parmi elles-i, on
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peut iter l'algorithme DHP (Diret Hashing and Pruning) proposé par Park et
al. [PCY95℄ qui utilise des tables de hahage an de diminuer le nombre de andi-
dats générés, l'utilisation de  bitmaps  hiérarhiques proposée par Gardarin et al.
[GPW98℄ qui permet de diminuer le oût des opérations sur les ensembles d'itemsets,
la parallélisation du alul étudiée par Zaki [Zak98℄ et l'utilisation de heuristiques
non-déterministes proposée par Gunopulos et al. [GMS97℄.
Nous présentons également les algorithmes AprioriTid [AS94℄, Partition [SON95℄,
Sampling [Toi96b℄ et DIC (Dynami Itemset Counting) [BMUT97℄ qui proposent de
nouvelles tehniques pour l'extration des itemsets fréquents. L'algorithme Apriori-
Tid, après le premier balayage du ontexte, utilise des listes d'itemsets assoiées aux
identiants des objets en relation ave les itemsets an de diminuer progressivement
la taille du ontexte. Dans l'algorithme Partition, le ontexte est déomposé en par-
titions qui tiennent en mémoire. Pour haque partition, tous les itemsets fréquents
dans la partition sont déterminés puis fusionnés et un balayage de la totalité du
ontexte est réalisé pour aluler leurs supports sur l'ensemble du ontexte. L'algo-
rithme Sampling utilise les tehniques d'éhantillonnage pour extraire les itemsets
fréquents dans un éhantillon du ontexte et vérier leurs supports en réalisant un
balayage de l'ensemble du ontexte. L'algorithme DIC est basé sur une méthode
similaire à Apriori. Le ontexte est déomposé en sous-ontextes d'une taille don-
née et durant haque itération, un sous-ontexte (sous-ensemble d'objets) est lu.
Ainsi, plusieurs ensembles d'itemsets andidats de tailles diérentes sont traités si-
multanément durant haque itération, e qui permet de diminuer le nombre total de
balayages du ontexte.
2.2.1 Apriori et OCD
L'algorithme Apriori de Agrawal et Srikant [AS94, Sri96℄ et l'algorithme OCD de
Mannila et al. [MTV94℄ ont été proposés indépendamment en 1994. Ces algorithmes,
qui proèdent de la même manière, sont des algorithmes itératifs de reherhe des
itemsets fréquents par niveaux. Cela signie que durant la k
eme
itération, un en-
semble d'itemsets andidats de taille k est généré et un balayage du ontexte est
réalisé an de supprimer les andidats infréquents. L'ensemble des k-itemsets fré-
quents ainsi générés est utilisé lors de l'itération k + 1 suivante pour générer les
andidats de taille k + 1. Ces algorithmes réalisent don  itérations an de déter-
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miner tous les itemsets fréquents dans l'ordre roissant de leur tailles,  étant la
taille des plus grands itemsets fréquents. Nous présentons dans la suite l'algorithme
Apriori ainsi qu'un exemple d'appliation de et algorithme au ontexte D.
An de limiter le nombre de andidats onsidérés lors de haque itération, en
réduisant dynamiquement l'espae de reherhe des itemsets fréquents, l'algorithme
Apriori se base sur les deux propriétés suivantes.
Propriété 2.1 Tous les sous-ensembles d'un itemset fréquent sont fréquents.
Cette propriété permet de limiter le nombre de andidats de taille k générés lors de la
k
eme
itération (parmi les 2
k
itemsets de taille k existants) en réalisant une jointure
onditionnelle des itemsets fréquents de taille k   1 déouverts lors de l'itération
préédente.
Propriété 2.2 Tous les sur-ensembles d'un itemset infréquent sont infréquents.
Cette propriété permet de supprimer un andidat de taille k lorsque au moins un
de ses sous-ensembles de taille k   1 ne fait pas partie des itemsets fréquents dé-
ouverts lors de l'itération préédente. Le pseudo-ode de l'algorithme est présenté
dans l'algorithme 2.1. Les notations utilisées sont présentées dans la table 2.1.
C
k
Ensemble de k-itemsets andidats (itemsets potentiellement fréquents).
Chaque élément de et ensemble possède deux hamps : itemset et support.
F
k
Ensemble de k-itemsets fréquents. Chaque élément de et ensemble possède
deux hamps : itemset et support.
Tab. 2.1  Notations utilisées dans l'algorithme Apriori.
Durant la première itération de l'algorithme (ligne 1), tous les itemsets de taille 1
sont onsidérés et un balayage du ontexte est réalisé an de déterminer l'ensemble
des 1-itemsets fréquents F
1
. Chaque itération k suivante (lignes 2 à 9) se subdivise
en deux phases. Durant la première phase (ligne 3), l'ensemble C
k
des k-itemsets
andidats est onstruit en joignant les (k-1)-itemsets fréquents dans F
k 1
. Cette
phase est réalisée par la proédure Apriori-Gen. Durant la deuxième phase (lignes 4
à 8), un balayage du ontexte est réalisé an de déterminer le support de haun des
k-itemsets andidats dans C
k
et les k-itemsets fréquents sont insérés dans l'ensemble
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Alg. 2.1 Extration des itemsets fréquents ave Apriori.
Entrée : ontexte B ; seuil minimal de support minsupport ;
Sortie : ensembles F
k
des k-itemsets fréquents ;
1) F
1
 f1-itemsets fréquentsg ;
2) pour (k  2 ; F
k 1


















 f 2 C
k










. Lors de e balayage, pour haque objet o du ontexte, l'ensemble C
o
des k-
itemsets andidats qui sont ontenus dans o est déterminé (ligne 5) et le support de
haun de es itemsets est inrémenté (ligne 6). La déouverte des itemsets ontenus
dans un objet est réalisée par la proédure Subset. Ces itérations essent lorsque





) La proédure Apriori-Gen reçoit un ensemble
F
k 1
de (k-1)-itemsets fréquents omme paramètre. Elle retourne un ensemble C
k
de
k-itemsets andidats qui est un sur-ensemble de l'ensemble des k-itemsets fréquents.
Le pseudo-ode de la proédure est présenté dans l'algorithme 2.2.
Durant la première partie de la proédure (lignes 1 à 4), deux (k-1)-itemsets
fréquents p et q de F
k 1
sont joints si les k 2 premiers items qui les omposent sont
identiques
1
. Le résultat de ette union est un k-itemset fréquent potentiel (andidat)
qui est inséré dans C
k
. Durant la deuxième partie (lignes 5 à 9), les k-itemsets
andidats dont l'un des sous-ensembles s de taille k   1 ne se trouve pas dans F
k 1
sont supprimés de C
k
. An d'améliorer l'eaité de la reherhe des sous-ensembles
dans F
k 1




item d'un itemset  est noté [k℄.
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Alg. 2.2 Génération des itemsets andidats ave Apriori-Gen.
Entrée : ensemble F
k 1
de (k-1)-itemsets fréquents ;
Sortie : ensemble C
k
de k-itemsets andidats ;
1) insert into C
k






4) where p[1℄ = q[1℄; : : : ; p[k   2℄ = q[k   2℄; p[k   1℄ < q[k   1℄ ;
5) pour haque itemset andidat  2 C
k
faire
6) pour haque sous-ensemble s de  de taille k   1 faire
7) si (s =2 F
k 1










, o) La proédure Subset reçoit un ensemble C
k
de k-
itemsets andidats et un itemset o (nous identions l'objet o à l'ensemble d'items





qui sont ontenus dans o. An d'améliorer l'eaité de ette proé-
dure, les itemsets andidats sont stokés dans un arbre de hahage. Un noeud de et
arbre ontient soit une liste d'itemsets (noeuds feuilles), soit une table de hahage
(noeuds intérieurs). Chaque ase d'une table de hahage au k
eme
niveau de l'arbre
pointe sur un noeud du k+1
eme
niveau de l'arbre, la raine de l'arbre se trouvant au
niveau 1. Lors de l'ajout d'un itemset dans l'arbre, un parours en profondeur est
réalisé, en partant de la raine de l'arbre et jusqu'à e qu'une feuille soit atteinte.
Quand un noeud intérieur du j
eme
niveau de l'arbre est atteint, le noeud suivant
à parourir est déterminé en appliquant une fontion de hahage au j
eme
item de
l'itemset. An d'équilibrer l'arbre, lorsque le nombre d'itemsets stokés dans un
noeud feuille dépasse une seuil xé, e noeud est transformé en noeud intérieur. Un
exemple d'arbre de hahage est représenté dans la gure 2.3.
Étant donné l'objet o, les itemsets de l'arbre ontenus dans o sont déterminés
omme suit. Dans le as ou un noeud feuille de l'arbre est atteint, des pointeurs
vers les itemsets stokés dans e noeud, qui sont ontenus dans o, sont ajoutées au
résultat. Dans le as ou un noeud intérieur de l'arbre est atteint (par appliation de
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la fontion de hahage à l'item k de o), alors la fontion de hahage est appliquée
à haun des items venant après k dans o et e proessus est répété réursivement
pour haque noeud résultat. Dans le as du noeud raine de l'arbre, la fontion de
hahage est appliquée à haque item de o.
{BC} 4/6
{BE} 5/6 {CE} 4/6
{AB} 2/6
{AE} 2/6 {AC} 3/6
0 21
0 21
Fig. 2.3  Exemple d'arbre de hahage.
Exemple 2.1 L'appliation de l'algorithme Apriori au ontexte D pour un seuil
minimal de support minsupport de 2/6 est représentée dans la gure 2.4. Quatre
itérations sont exéutées par l'algorithme qui alule quatre ensembles de andidats
et d'itemsets fréquents et réalise quatre balayages du ontexte. Cette exéution est
identique à l'exéution de l'algorithme OCD pour e même ontexte et pour le même
seuil minimal de support.
2.2.2 AprioriTid
L'algorithme AprioriTid est une variante de l'algorithme Apriori proposée par
Agrawal et Srikant dans [AS94℄. Il permet de diminuer progressivement la taille
du ontexte, dans le but de le stoker en mémoire et ne plus réaliser d'opération
d'entrée/sortie, après le premier balayage de elui-i. Durant les itérations suivant
la première, la proédure Apriori-Gen est utilisée pour générer les itemsets andi-
dats de l'itération suivante dans un ensemble C
k
. Chaque élément de l'ensemble
C
k
est un ouple (OID,f
k
g) dans lequel f
k
g est la liste des k-itemsets andidats
ontenus dans l'objet dont l'identiant est OID. Le support d'un itemset andidat

k














































































































Fig. 2.4  Extration des itemsets fréquents dans le ontexte D ave Apriori pour
minsupport = 2/6.
ode de l'algorithme est présenté dans l'algorithme 2.3. Les notations utilisées sont
présentées dans la table 2.2.
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C
k
Chaque élément de et ensemble orrespond à un objet et possède deux
hamps : OID qui est l'identiant de l'objet et liste-andidats qui ontient la
liste des k-itemsets andidats ontenus dans l'objet.
C
k
Ensemble de k-itemsets andidats (itemsets potentiellement fréquents).
Chaque élément de et ensemble possède deux hamps : itemset et support.
F
k
Ensemble de k-itemsets fréquents. Chaque élément de et ensemble possède
deux hamps : itemset et support.
Tab. 2.2  Notations utilisées dans l'algorithme AprioriTid.
L'ensemble C
1
orrespond au ontexte après transformation de haque item i en
itemset fig (ligne 2). Pour haque k
eme
itération suivante (1 < k  ), l'ensemble
C
k
est généré en utilisant la proédure Apriori-Gen (ligne 4) et l'ensemble C
k
est




(ligne 6 à 10). Chaque élément de
C
k
orrespond à un objet o de C
k 1
et ontient son OID et la liste des k-itemsets
andidats de C
k
ontenus dans o. L'ensemble F
k
est onstruit en déterminant pour
haque andidat de C
k
son nombre d'apparition dans C
k
et en insérant dans F
k
les
andidats fréquents (ligne 11).
Strutures de données À haque itemset andidat est assoié un identiant
unique, appelé ID, réé par inrémentation d'un ompteur lors de la réation du
andidat. Chaque ensemble C
k
est stoké dans un tableau indexé par les ID des k-
itemsets andidats qu'il ontient. Chaque ensemble C
k
est stoké dans une struture
séquentielle ; haque élément de C
k
est de la forme (OID,{ID}). Chaque k-itemset
andidat de C
k
est réé par la proédure Apriori-Gen en joignant deux (k-1)-itemsets
fréquents dans F
k 1





, deux hamps supplémentaires sont stokés : générateurs et ex-
tensions. Le hamp générateurs d'un k-itemset andidat 
k







joints pour réer 
k
. Le hamp extensions d'un
k-itemset fréquent f
k
ontient les ID des (k + 1)-itemsets andidats 
k+1
qui sont
des extensions de f
k




[ i ave i 2 (I n f
k
). Lors de sa
réation du andidat 
k






, le ID de 
k







Utilisant les strutures dérites préédemment, l'algorithme détermine les andi-
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Alg. 2.3 Extration des itemsets fréquents ave AprioriTid.
Entrée : ontexte B ; seuil minimal de support minsupport ;
Sortie : ensembles F
k
des k-itemsets fréquents ;
1) F
1




3) pour (k  2 ; F
k 1









6) pour haque objet o tel que o:OID 2 C
k 1
faire









) 2 o:liste-andidats ^
(  
k 1
) 2 o:liste-andidatsg ;















 f 2 C
k










ontenus dans un objet o (ligne 7) omme suit. Le hamp liste-andidats
d'un objet o dans l'ensemble C
k 1
ontient la liste des ID des (k-1)-itemsets andi-
dats ontenus dans o. Le hamp extensions de haun de es (k-1)-itemsets andidats

k 1
donne la liste des k-itemsets qui sont des extensions de 
k 1





, le hamp générateurs donne les ID des deux itemsets
joints pour réer 
k
. Si les ID de es deux itemsets sont présents dans l'ensemble
o.liste-andidats alors 
k
est également ontenu dans o et est inséré dans C
o
. La re-
herhe d'un ID dans l'ensemble o.liste-andidats est réalisée en temps onstant en
utilisant une table binaire. Chaque entrée dans la table orrespond à un ID de C
k
.
La table est réée au début du parours de C
k




Exemple 2.2 L'appliation de l'algorithme AprioriTid au ontexte D pour un seuil
minimal de support minsupport de 2/6 est représentée dans la gure 2.5.
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1 { {A}, {C}, {D} }
2 { {B}, {C}, {E} }
3 { {A}, {B}, {C}, {E} }
4 { {B}, {E} }
5 { {A}, {B}, {C}, {E} }



























1 { {AC} }
2 { {BC}, {BE}, {CE} }
3 { {AB}, {AC}, {AE},
{BC}, {BE}, {CE} }
4 { {BE} }
5 { {AB}, {AC}, {AE},
{BC}, {BE}, {CE} }



























2 { {BCE} }
3 { {ABC}, {ABE},
{ACE}, {BCE} }
5 { {ABC}, {ABE},
{ACE}, {BCE} }






















3 { {ABCE} }








Fig. 2.5  Extration des itemsets fréquents dans le ontexte D ave AprioriTid
pour minsupport = 2/6.
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2.2.3 Partition
L'algorithme Partition a été proposé par Savasere et al. [SON95℄ en 1995. Il
permet de ne réaliser que deux balayages du ontexte an d'extraire les itemsets
fréquents. Durant le premier balayage, le ontexte est divisé en n partitions qui sont
onsidérées une à une suessivement. Pour haque partition, l'ensemble des itemsets
fréquents dans la partition (itemsets fréquents loaux) sont extraits. Les ensembles
d'itemsets fréquents dans haque partition sont ensuite fusionnés an d'obtenir un
ensemble d'itemsets andidats potentiellement fréquents sur l'ensemble de la relation
binaire (itemsets andidats globaux). L'ensemble ainsi obtenu est un sur-ensemble
de l'ensemble des itemsets fréquents. Durant le seond balayage, les supports de es
itemsets andidats sont alulés et les itemsets fréquents sur l'ensemble du ontexte
(itemsets fréquents globaux) sont identiés. La taille des partitions est hoisie de telle
manière que l'ensemble des objets d'une partition tienne en mémoire. Le pseudo-
ode de l'algorithme est présenté dans l'algorithme 2.4. Les notations utilisées sont
présentées dans la table 2.3.









Ensemble de k-itemsets andidats globaux (itemsets fréquents potentiels).
Chaque élément de et ensemble possède deux hamps : itemset et support.
C
G
Ensemble d'itemsets andidats globaux (itemsets fréquents potentiels).
Chaque élément de et ensemble possède deux hamps : itemset et support.
F
r
Ensemble d'itemsets fréquents dans la partition P
r
. Chaque élément de et
ensemble possède deux hamps : itemset et support.
F
G
Ensemble d'itemsets fréquents globaux (itemsets fréquents). Chaque élément
de et ensemble possède deux hamps : itemset et support.
Tab. 2.3  Notations utilisées dans l'algorithme Partition.
L'algorithme proède en quatre phases. Durant la première phase (ligne 1), le
ontexte est divisée en n partitions disjointes. Durant la seonde phase (lignes 2 à
5), haque partition P
r
pour 1  r  n est lue et la proédure Partition-Gen est ap-
pliquée an d'en extraire l'ensemble F
r
des itemsets fréquents loaux. Les ensembles
F
r
(1  r  n) ainsi obtenus sont ensuite fusionnés lors de la troisième phase (lignes
6 à 8) an d'obtenir l'ensemble C
G





41 Chapitre 2. Déouverte des ensembles fréquents d'items




k-itemsets fréquents dans la partition P
r
(ligne 7). Durant la quatrième phase (lignes
9 à 13), les n partitions sont lues suessivement et les supports des itemsets andi-
dats de C
G
sur l'ensemble de la relation (support globaux) sont déterminés (lignes 9
à 12). L'ensemble F
G
des itemsets fréquents globaux est onstruit en identiant les
andidats globaux dont le support global est supérieur ou égal à minsupport (ligne
13).
Alg. 2.4 Extration des itemsets fréquents ave Partition.
Entrée : ontexte B ; seuil minimal de support minsupport ; nombre de parti-
tions n ;
Sortie : ensembles F
G
des itemsets fréquents ;





// Extration des itemsets fréquents dans haque partition
2) pour (r  1 ; r  n ; r++) faire









// Fusions des itemsets fréquents extraits dans haque partition
6) pour (k  1 ; F
r
k













// Calul des supports globaux des itemsets
9) pour (r  1 ; r  n ; r++) faire











 f 2 C
G






,minsupport) La proédure Partition-Gen reçoit
une partition P
r
du ontexte et un seuil minimal de support minsupport omme
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paramètres. Elle retourne l'ensemble F
r
des itemsets fréquents loaux, 'est à dire
les itemsets qui sont fréquents dans la partition P
r
, quelle que soit leur taille. Le
pseudo-ode de la proédure est présenté dans l'algorithme 2.5.
Alg. 2.5 Génération des itemsets fréquents loaux ave Partition-Gen.
Entrée : partition P
r
du ontexte B ; seuil minimal de support minsupport ;
Sortie : ensemble F
r





 {1-itemsets fréquents dans P
r
ave liste de OID} ;




6= ? ; k++) faire










5) si (p[1℄ = q[1℄ ^ : : : ^ p[i  2℄ = q[i  2℄ ^ p[i  1℄ < q[i  1℄)
6) alors faire
7)  p[1℄ [ p[2℄ [ : : : [ p[i  1℄ [ q[i  1℄ ;






10) .listeOID  p.listeOID \ q.listeOID ;
11) si (j:listeOIDj=jP
r






















À haque itemset est assoiée un hamp listeOID ontenant la liste des OID des












est un ouple (f
1
, {OID}) dans lequel f
1
est un 1-itemset et {OID} est la liste des
identiants des objets de la partition ontenant f
1
. Le support de f
1
dans la partition
(support loal) orrespond don au rapport entre la taille de la liste f
1
.listeOID et
le nombre d'objets de la partition. An de réer les k-itemsets fréquents pour k > 1,
les (k-1)-itemsets fréquents sont joints et leurs hamps listeOID sont utilisés pour
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déterminer les supports omme suit.
La première phase de la proédure (lignes 3 à 7) est identique à la première




sont joints si les
k   2 premiers items qui les omposent sont identiques an de réer un k-itemset
andidat . Durant la deuxième phase (lignes 8 à 12), haque andidat  réé pendant





(ligne 8), le hamp listeOID de  est initialisée ave l'intersetion
des hamps listeOID des itemsets p et q (ligne 10). Cette intersetion fournit la liste
des OID des objets ontenant . Le support loal de  est alors déterminé en divisant
la taille de la liste listeOID par le nombre d'objets de la partition. Si le support loal









) La proédure Partition-Count reçoit l'en-
semble C
G
des andidats globaux de toutes les tailles et une partition P
r
du ontexte
omme paramètres. Elle met à jour le support global de haque andidat  de C
G
en fontion du nombre d'objets de la partition P
r
ontenant . Le pseudo-ode de
la proédure est présenté dans l'algorithme 2.6.
Alg. 2.6 Détermination des supports globaux ave Partition-Count.
Entrée : ensemble C
G
de andidats globaux ; partition P
r
du ontexte B ;
Sortie : hamps support des andidats de C
G
mis à jour ;





















5) pour (k  2 ; C
G
k
6= ? ; k++) faire




7) templist [1℄:listeOID \ [2℄:listeOID \ : : : \ [k℄:listeOID ;
8) :support :support+ jtemplistj ;
9) n pour
10) n pour





des OID des objets de la partition ontenant 
1
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fontion de la taille de ette liste (lignes 1 à 4). Ensuite, pour haque itemset  2 C
G
de taille supérieure à un, la proédure détermine la liste templist des OID des objets
ontenant  par intersetion des listeOID de tous les 1-itemsets inlus dans  (ligne 7).
Si par exemple, pour les 1-itemsets fréquents {A} et {B} nous avons {A}.listeOID
= {1,3} et {B}.listeOID = {2,3}, alors pour l'itemset {AB} nous aurons templist =
{3}. Le support global de l'itemset  est ensuite mis à jour en augmentant sa valeur
de la taille de la liste templist (ligne 8).
Exemple 2.3 L'appliation de l'algorithme Partition au ontexte D pour un seuil
minimal de support minsupport de 2/6 et en divisant D en deux partitions de trois
objets (n = 2) est représentée dans la gure 2.6.
Strutures de données La génération des itemsets fréquents loaux est réalisée
par la proédure Partition-Gen durant la deuxième phase de l'algorithme. Pour
haque itemset , la liste .listeOID des OID des objets ontenant  est stokée sous
forme de tableau, haque élément du tableau étant un OID. Étant donné que les
objets apparaissent dans l'ordre roissant de leur OID dans le ontexte, les OID sont
triés par ordre roissant dans les listes listeOID lors de leur réation. En onséquene,
la liste générée pour un itemset  par intersetion des listes des itemsets p et q (utilisés
pour réer ) est également triée par ordre roissant des OID et le oût de l'opération
d'intersetion orrespond à un parours unique de haune des deux listes.
L'ensemble C
G
des andidats globaux est obtenu en fusionnant les ensembles
d'itemsets fréquents loaux de haque partition. C
G
est initialisé ave la liste des
itemsets fréquents loaux de la première partition et les itemsets fréquents loaux
des partitions suivantes sont insérés si C
G
ne les ontient pas déjà. An d'améliorer
l'eaité de ette opération les itemsets andidats globaux sont stokés dans une
table de hahage.
Il est possible d'éliminer ertains itemsets andidats globaux de C
G
, avant de
déterminer leurs supports globaux ave la proédure Partition-Count, en utilisant
leurs supports loaux. Rappelons que pour un itemset andidat , le support loal
de  pour haque partition dans laquelle il est fréquent est onnu. Les itemsets qui
peuvent être supprimés de C
G
orrespondent à deux atégories :
 Les itemsets pour lesquels le support global est déjà onnu. Ce sont les itemsets
qui sont fréquents dans haune des partitions. Leurs supports loaux dans
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1 A C D
2 B C E





5 A B C E
























































{B} {4, 5 ,6}
{C} {5, 6}
{D} {}



























Fig. 2.6  Extration des itemsets fréquents dans le ontexte D ave Partition pour
minsupport = 2/6 et n = 2.
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Fig. 2.6  Extration des itemsets fréquents dans le ontexte D ave Partition pour
minsupport = 2/6 et n = 2 (suite et n).
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haque partition étant onnu, leurs supports globaux peuvent être déterminés
diretement. Ces itemsets sont supprimés de C
G
et sont diretement insérés
dans l'ensemble des itemsets fréquents globaux.
 Les itemsets pour lesquels le support global ne peut être supérieur à minsup-
port. Un itemset  pour lequel la somme des supports de  pour les partitions
dans lesquelles il est fréquent plus le nombre de es partitions est inférieur à la
somme des seuils de support minimaux pour les partitions dans lesquelles  est
fréquent plus le nombre de es partitions ne peut pas être un itemset fréquent
global. Cet itemset  ainsi que tous ses sur-ensembles sont supprimés de C
G
.
Cette optimisation néessite le stokage pour haque itemset andidat global de son
support umulé pour les partitions dans lesquelles il est fréquent et d'un ompteur
du nombre de es partitions.
Le alul des supports globaux des andidats est réalisé en appliquant la pro-
édure Partition-Count à haque partition du ontexte. Les strutures de données
utilisées lors de ette phase sont identiques à elles utilisées pour la génération





.listeOID des OID des objets de la partition lue ontenant 
1
est réée et stokée
dans un tableau. Le support d'un itemset andidat global  est mis à jour pour ette
partition en réalisant l'intersetion des listeOID de tous les 1-itemsets inlus dans
, en déterminant la taille de la liste résultante et en augmentant :support de ette
valeur.
2.2.4 Sampling
L'utilisation de l'éhantillonnage pour la déouverte des itemsets fréquents fut
introduite par Toivonen [Toi96b, Toi96a℄ en 1996 ave l'algorithme Sampling. Cet
algorithme utilise les notions de bordure positive et bordure négative. Soit un ontexte
B = (O; I;R), un seuil minimal de support minsupport et l'ensemble F des itemsets
fréquents dans B selon minsupport. Les bordures positive et négative de F sont
dénies omme suit.
Dénition 2.1 (Bordure positive)
La bordure positive de F notée Bd
+




(F ) = ff  I j f 2 F ^ 8f
0
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La bordure positive orrespond aux itemsets fréquents maximaux, 'est à dire les
itemsets fréquents dont tous les sur-ensembles strits
2
sont infréquents.
Dénition 2.2 (Bordure négative)
La bordure négative de F notée Bd
 
(F ) est onstituée des itemsets minimaux qui
ne sont pas inlus dans F :
Bd
 
(F ) = ff  I j f =2 F ^ 8f
0
 f nous avons f
0
2 Fg:
La bordure négative ontient les itemsets infréquents dont tous les sous-ensembles
strits sont fréquents. Ces itemsets sont eux dont les supports sont les plus prohes
du seuil minimal de support parmi les itemsets infréquents.
Exemple 2.4 Les bordures positive et négative pour les itemsets fréquents dans
le ontexte D pour un seuil minimal de support de 1/6 sont représentés dans la
gure 2.7. La bordure positive ontient les deux itemsets {ABCE} et {ACD} et la
bordure négative ontient les deux itemsets {BD} et {DE} qui sont respetivement
les itemsets fréquents maximaux et les itemsets infréquents minimaux dans D pour
minsupport = 1/6.
Le prinipe de l'approhe onsiste à déterminer un éhantillon aléatoire du ontexte,
extraire les itemsets fréquents dans l'éhantillon et la bordure négative de es item-
sets fréquents, et aluler ensuite le support réel de es itemsets fréquents et des
itemsets de la bordure négative sur la totalité du ontexte. An de limiter le risque
d'erreur, 'est à dire de diminuer la probabilité de manquer  un itemset fréquent,
le seuil minimal de support utilisé pour l'extration des itemsets fréquents dans
l'éhantillon est diminué. Le pseudo-ode de l'algorithme est présenté dans l'algo-
rithme 2.7. Les notations utilisées sont présentées dans la table 2.4.
L'algorithme ommene par déterminer l'éhantillon aléatoire E
s
sur le ontexte
(ligne 1). L'ensemble S des itemsets fréquents dans l'éhantillon E
s
pour le seuil mi-
nimal de support diminué  est généré par la proédure Sampling-Gen (ligne 2). La
bordure négative Bd
 
(S) est déterminée (ligne 3) et l'ensemble C des itemsets an-
didats est onstruit en fusionnant S et Bd
 
(S) (ligne 4). L'ensemble F des itemsets
andidats de C qui sont fréquents sur l'ensemble du ontexte pour le seuil minimal
de support minsupport est généré par la proédure Sampling-Count (ligne 5). Si des
2
Nous appelons sur-ensemble strit d'un itemset l un itemset l
0
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{ D }
{ A C D }
{ A B C D E }
Ø
{ A B } { A C } { A D }{ A E } { B C } { B D }{ B E } { C D }{ C E } { D E }
{ A B D E } { B C D E }{ A B C E } { A B C D } { A C D E }
{ A } { B } { C } { E }
{ A B C } { A B D } { B C D }{ A B E } { A C E } { B C E } { A D E } { B D E } { C D E }
I temset f réquent
Bordure posi t ive
I temset infréquent
Bordure négat ive
Fig. 2.7  Bordures positive et négative des itemsets fréquents dans le ontexte D
pour minsupport = 1/6.




 Valeur diminuée de minsupport an de limiter le risque d'erreur.
C Ensemble d'itemsets andidats. Chaque élément de et ensemble possède
deux hamps : itemset et support.
F Ensemble d'itemsets fréquents extraits. Chaque élément de et ensemble pos-
sède deux hamps : itemset et support.
Tab. 2.4  Notations utilisées dans l'algorithme Sampling.
itemsets de la bordure négative sont des itemsets fréquents alors il est possible que
ertains itemsets fréquents n'est pas été générés et un message en averti l'utilisateur
(ligne 6).
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Alg. 2.7 Extration des itemsets fréquents ave Sampling.
Entrée : ontexte B ; seuil minimal de support minsupport ; seuil minimal de sup-
port diminué  ; taille de l'éhantillon s ;
Sortie : ensemble F des itemsets fréquents ou bien un sous-ensemble de F et un
rapport d'erreur possible ;
// Création de l'éhantillon du ontexte
1) E
s
 éhantillon aléatoire de B de taille s ;
// Reherhe des itemsets fréquents dans l'éhantillon
2) S  Sampling-Gen(E
s
,) ;




4) C  S [ Bd
 
(S) ;
5) F  Sampling-Count(B,C,minsupport) ;
6) si (F \ Bd
 
(S) 6= ?) alors message "Erreur possible" ;
7) retourner F ;
Proédure Sampling-Gen(E
s
, ) La proédure Sampling-Gen génère les en-
sembles S
k
des k-itemsets fréquents dans l'éhantillon E
s
pour le seuil de support
diminué . Le pseudo-ode de la proédure est présenté dans l'algorithme 2.8.
L'ensemble C
1
des 1-itemsets andidats est initialisé ave la liste des items du
ontexte (ligne 1) et le ompteur d'itérations k est initialisé à 1 (ligne 2). Durant





qui sont fréquents dans E
s
pour le seuil minimal de support  est onstruit
par la proédure Sampling-Count (ligne 4). L'ensemble C
k+1
des andidats de taille
k+1 est généré en appliquant la proédure Apriori-Gen à l'ensemble S
k
(ligne 5) et
le ompteur k est inrémenté (ligne 6). Ces itérations essent lorsque auun nouveau





selon  (ligne 8).
Proédure Sampling-Count(O,C, valsupport) La proédure Sampling-Count
détermine les itemsets andidats d'un ensemble C qui sont fréquents dans un en-
semble d'objets O pour un seuil minimal de support valsupport. Les objets de l'en-
semble O sont lus une et une seule fois par la proédure. Le pseudo-ode est présenté
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Alg. 2.8 Génération des itemsets fréquents de l'éhantillon ave Sampling-Gen.
Entrée : éhantillon E
s
du ontexte ; seuil minimal de support diminué  ;
Sortie : ensembles S
k





 ffig j i 2 Ig ;
2) k  1 ;

























A haque item i 2 I du ontexte est assoié un hamp ontenu_dans dans
lequel sont stokés les référenes aux itemsets andidats de C qui ontiennent i.
A haque itemset andidat  2 C est assoié un hamp ount orrespondant au
nombre d'objets de O ontenant l'itemset . Les hamps i:ontenu_dans et :ount
sont initialisés durant la phase d'initialisations de la proédure (lignes 1 à 7). Pour
haque itemset  2 C, un ompteur :item_ount est utilisé an de déterminer les
objets o 2 O ontenant  (lignes 8 à 16). Pour haque objet o 2 O lu, les ompteur
:item_ount sont initialisés à zéro (ligne 9) et les items ontenus dans l'objet o
sont onsidérés un à un (lignes 10 à 15). Pour haque item i 2 o, les ompteurs des
andidats  2 C ontenant i sont inrémentés (lignes 11 et 12) et si la valeur du
ompteur est égale à la taille de  alors tous les items de  sont ontenus dans o ( est
don ontenu dans o) et la valeur :ount est inrémentée (ligne 13). La proédure
retourne tous les andidats dont le support dans O est supérieur ou égal au seuil
minimal valsupport (ligne 17).
2.2.5 Dynami Itemset Counting
L'algorithme Dynami Itemset Counting (DIC) a été proposé par Brin et al.
[BMUT97℄ en 1997. Il permet d'améliorer l'eaité de la reherhe des itemsets
fréquents par niveaux en diminuant le nombre de balayages du ontexte réalisés. Le
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Alg. 2.9 Détermination des andidats fréquents ave Sampling-Count.
Entrée : ensemble d'objets O ; ensemble d'itemsets andidats C ; valeur minimale
de support valsupport ;
Sortie : ensemble des itemsets andidats fréquents dans O selon valsupport ;
// Initialisations
1) pour haque item i 2 I faire i:ontenu_dans ? ;
2) pour haque andidat  2 C faire
3) pour haque item i 2  faire
4) i:ontenu_dans i:ontenu_dans [ fg ;
5) n pour
6) n pour
7) pour haque andidat  2 C faire :ount 0 ;
// Letures de l'ensemble d'objets O
8) pour haque objet o 2 O faire
9) pour haque andidat  2 C faire :item_ount 0 ;
10) pour haque item i 2 o faire
11) pour haque andidat  2 i:ontenu_dans faire
12) :item_ount++ ;






f; :support j  2 C ^ :ount=jOj  valsupport} ;
prinipe de l'approhe onsiste à dénir une fenêtre M orrespondant à un nombre
d'objets du ontexte et eetuer les letures du ontexte par blos de M objets.
Lorsque la n du ontexte est atteinte, un balayage omplet a été eetué et les
letures reprennent au début du ontexte. Après la leture de haque blo, les sup-
ports des itemsets andidats sont mis à jour, de nouveaux itemsets andidats sont
rées et les itemsets pour lesquels tous les objets du ontexte ont été parourus sont
soit insérés dans l'ensemble des itemsets fréquents, soit marqués omme itemsets
infréquents selon leurs supports.
Le pseudo-ode de l'algorithme est présenté dans l'algorithme 2.10. Les notations
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utilisées sont présentées dans la table 2.5. L'algorithme utilise un ompteur nom-




Ensemble de k-itemsets andidats. Chaque élément de et ensemble possède
quatre hamps : itemset, support, nombrelus et situation.
C Ensemble de tous les itemsets andidats des ensembles C
k
quelle que soit leur
taille.
P Ensemble des itemsets andidats des ensembles C
k
dont le support a été
modié après la leture de M objets.
F
k
Ensemble de k-itemsets fréquents. Chaque élément de et ensemble possède
deux hamps : itemset et support.
Tab. 2.5  Notations utilisées dans l'algorithme DIC.
brelu et un marqueur situation pour haque itemset andidat. Le ompteur nombrelu
indique le nombre d'objets du ontexte qui ont été onsidérés jusque-là pour déter-
miner le support de l'itemset. Lorsque nombrelu = jBj, tous les objets du ontexte
ont été onsidérés et le support de l'itemset est dénitif. La valeur du marqueur
situation dépend d'une part si le support atuel de l'itemset à été alulé sur l'en-
semble du ontexte ou sur une partie seulement et d'autre par si et itemset est
fréquent ou non selon ette valeur du support. Les valeurs du marqueur situation
orrespondants aux quatre états possibles de l'itemset sont :
 FC (Fréquent Conrmé) pour un itemset dont le support alulé sur la totalité
du ontexte est supérieur à minsupport : l'itemset est un itemset fréquent.
 IC (Infréquent Conrmé) pour un itemset dont le support alulé sur la totalité
du ontexte est inférieur à minsupport : l'itemset est un itemset infréquent.
 FP (Fréquent Potentiel) pour un itemset dont le support n'est pas entièrement
alulé, dans le as ou sa valeur atuelle est supérieure à minsupport.
 IP (Infréquent Potentiel) pour un itemset dont le support n'est pas entièrement
alulé, dans le as ou sa valeur atuelle est inférieure à minsupport.
L'algorithme Apriori orrespond à l'appliation de ette méthode pour une fenêtre
de la taille du ontexte M = jBj : les 1-itemsets sont déterminés fréquents ou
infréquents onrmés à la n de la première leture d'un blo (ontexte entier), les
2-itemsets à la n de la deuxième leture d'un blo, et. En onséquene, il n'est pas
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néessaire pour Apriori d'assoier un ompteur nombrelu et un marqueur situation
aux itemsets andidats.
L'initialisation de l'algorithme (ligne 1) onsiste à insérer tous les 1-itemsets
dans l'ensemble C
1
des andidats de taille 1 et initialiser leur marqueur situation à
IP. Lors de la réation d'un andidat dans un ensemble C
k
les ompteurs support
et nombrelu sont initialisés à 0. Durant la première phase de l'algorithme (lignes 2
à 8), M objets du ontexte sont lus. Pour haque objet o lu, le support des andidats
qui sont ontenus dans o pour lesquels la base n'a pas été entièrement parourue est
inrémenté et es andidats sont insérés dans l'ensemble P . Lors de la seonde phase
qui onerne la réation de nouveaux andidats, les itemsets andidats  dans P dont
le support est devenu supérieur ou égal à minsupport sont onsidérés suessivement
(lignes 9 à 15). Le marqueur situation de  est positionné à FP et on détermine
parmi tous ses sur-ensembles x de taille jj + 1 eux dont tous les sous-ensembles
de taille jxj   1 sont marqués FP ou FC. Tous les sous-ensembles de x étant au
moins temporairement fréquents, x est inséré dans l'ensemble C
jxj
ave le marqueur
situation initialisé à IP. Durant la troisième phase (lignes 16 à 22), les ompteurs du
nombre d'objets onsidérés pour haque andidat sont mis à jour et les andidats
pour lesquels un balayage omplet du ontexte a été réalisé sont marqués FC si leur
support est supérieur ou égal à minsupport et marqués IC dans le as ontraire.
Ces itemsets ne seront don plus onsidérés lors de la deuxième phase. Pendant la
quatrième phase (lignes 23 à 25), si des andidats dans C possèdent des marqueurs
FP ou bien IP, il est néessaire de ontinuer le proessus et l'algorithme reprend à
la première phase (ligne 2). Dans le as ontraire, tous les itemsets fréquents ont été
déterminés et les ensembles F
k
de k-itemsets fréquents sont onstruits en insérant
dans F
k
les andidats de l'ensemble C
k
dont le marqueur est FC.
Strutures de données La struture de stokage des itemsets est identique à elle
utilisée par l'algorithme Apriori ave deux informations supplémentaires assoiées
aux itemsets :
 Un marqueur situation indiquant si l'itemset est fréquent onrmé, infréquent
onrmé, fréquent potentiel ou infréquent potentiel.
 Un marqueur indiquant à quel endroit dans le ontexte le alul du support de
l'itemset a ommené. Ce marqueur remplis les fontions du ompteur nom-
brelu utilisé dans l'algorithme.
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Alg. 2.10 Extration des itemsets fréquents ave DIC.
Entrée : ontexte B ; seuil minimal de support minsupport ; taille de la fenêtre de
leture M ;
Sortie : ensembles F
k
des k-itemsets fréquents ;
1) C
1
 {1-itemsets ave situation = IP} ;
// Leture d'un blo et mise à jour des supports
2) lire M objets dans B ;
3) pour haque objet o lu faire
4) pour haque andidat   o tel que :situation = IP ou FP faire
5) :support++ ;
6) insérer  dans P ;
7) n pour
8) n pour
// Création de nouveaux andidats
9) pour haque andidat  2 P tel que :situation = IP et :support 
minsupport faire
10) :situation FP ;
11) pour haque sur-ensemble x de  tel que jxj = jj+ 1 et x =2 C
jxj
faire
12) si (8s sous-ensemble de x de taille jxj   1 nous avons s:situation =
13) FC ou FP) alors insérer x dans C
jxj
ave x:situation = IP ;
14) n pour
15) n pour
// Mise à jour des ompteurs d'objets testés
16) pour haque andidat  2 C tel que :situation = IP ou FP faire
17) :nombrelu :nombrelu +M ;
18) si (:nombrelu = jBj) alors faire
19) si (:support  minsupport) alors :situation FC ;




23) si (9 2 C j :situation = FP ou IP) alors aller ligne 2 ;
24) F
k
 f 2 C
k
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Le problème de la mise à jour des supports après la leture d'un objet dans le
ontexte (lignes 5 à 8) est un problème important pour l'eaité de l'algorithme.
L'algorithme DIC réalise un moins grand nombre de letures d'objets que Apriori,
mais pour haque objet il doit mettre à jour le support d'un plus grand nombre de
andidats. Prenons par exemple le as d'une fenêtre M orrespondant au tiers de la
taille du ontexte. Pendant la première leture d'un blo, e sont les supports des
1-itemsets doivent être mis à jour pour haque objet lu, pendant la deuxième e sont
les supports des 1 et 2-itemsets, pendant la troisième eux des 1, 2 et 3-itemsets,
pendant la quatrième eux des 2, 3 et 4-itemsets, et.
An de réduire le oût de es mises à jour, Brin et al. ont proposé d'ordonner les
items par ordre roissant de fréquene d'apparition dans le ontexte. En eet, étant
donné un ensemble d'itemsets, la struture de l'arbre de hahage dépend fortement
de l'ordre des items. Un représentation shématique de l'arbre de hahage, en uti-
lisant l'ordre lexiographique, pour les itemsets {ABC}, {AD}, {BC} et tous leurs








Fig. 2.8  Représentation shématique d'un arbre de hahage utilisant l'ordre lexi-
ographique.
On peut observer que l'item A apparaît une seule fois dans l'arbre alors que
l'item D apparaît inq fois. Le oût de l'inrémentation des supports des itemsets
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ou R orrespond aux itemsets noeuds intérieurs de l'arbre qui sont ontenus dans o
et n index(dernier(R); o) est le nombre d'items restant dans o après le dernier item
de R. An de diminuer le oût de ette inrémentation, il est don préférable que les
items apparaissant dans de nombreux objets soient les derniers de l'ordre onsidérés
et les items apparaissant dans peu d'objets soient les premiers. La méthode proposée
dans DIC onsiste à ordonner les items par ordre roissant de leurs supports après
la leture du premier blo d'objets. Cei permet d'obtenir une bonne approximation
de l'ordre optimal des items tout en limitant le oût de et ordonnanement puisque
durant la leture du premier blo d'objets seuls les 1-itemsets sont onsidérés et don
auune arboresene entre les itemsets n'est enore onstruite. Après ette leture,
l'ordre des items est modié et l'arbre est onstruit à e moment là.
Exemple 2.5 L'appliation de l'algorithme DIC au ontexte D pour un seuil mi-
nimal de support de 2/6 et une fenêtre de taille M de 3 objets est représentée dans
la gure 2.9. L'algorithme DIC réalise la leture de 5 blos d'objets, e qui repré-
sente 2,5 balayages du ontexte. Toutefois, la ontrepartie de ette diminution du
nombre balayages est l'augmentation du nombre de andidats dont le support doit
être alulé après haque leture. L'ensemble C
2
des 2-itemsets andidats ontient 10
itemsets pour DIC alors que Apriori ne génère que 6 itemsets andidats de taille 2.
Cei est dû au fait que l'itemset {D} est un 1-itemset fréquent potentiel après la
leture du premier blo et est don utilisé pour onstruire les 2-itemsets andidats
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2.2.6 Disussion
Les deux fateurs prinipaux de l'eaité, et don des temps de réponses, des
algorithmes d'extration des itemsets fréquents sont le nombre de balayages du jeu
de données réalisés et le nombre d'itemsets andidats onsidérés par l'algorithme.
L'importane du nombre de balayages réalisés est liée au oût des opérations d'en-
trée/sortie. L'importane du nombre d'itemsets andidats vient du fait que les opé-
rations portant sur es derniers onstituent la majeure partie du temps de alul
CPU de l'algorithme.
Les algorithmes présentés dans ette setion ont été développés pour des appli-
ations onernant des bases de données ommeriales. Les jeux de données utilisés
pour leur expérimentation sont onstruits à partir de bases de données de ventes de
supermarhés et de jeux de données synthétiques générés selon les aratéristiques
des données de ventes. Ces données sont éparses et faiblement orrélées et les temps
d'exéution obtenus sur es jeux de données sont faibles, de l'ordre de quelques se-
ondes à quelques minutes. Ces temps de réponse sont relativement faibles ar dans
les données de e type les plus long itemsets fréquents ne ontiennent qu'un nombre
limité d'items (la valeur de  est faible devant m) et le nombre total d'itemsets
fréquents (dont le nombre d'itemsets andidats onsidérés dépend) est réduit. Dans
le as de ontextes pour lesquels les plus longs itemsets fréquents sont grands, 'est
à dire pour une valeur de  élevée, les performanes de es algorithmes se dégradent
onsidérablement :
 Apriori et OCD réalisent  itérations et don  balayages du ontexte pour
extraire les itemsets fréquents. Pour des valeurs élevées de , ei entraîne
des temps d'exéutions importants, les opérations d'entrée/sortie étant très
oûteuses en temps. Ce problème est essentiel dans le as de données denses
pour lesquelles la taille des jeux de données est plus importante pour un nombre
d'objets et un nombre d'items identiques.
 AprioriTid néessite durant son exéution le stokage des listes d'OID assoiées
aux itemsets dont le volume total peut être plus important que la taille du
ontexte d'extration. Ce problème d'espae de stokage néessite l'utilisation
du disque et entraîne des temps d'exéutions importants, partiulièrement lors
des premières itérations.
 Pour Partition et Sampling, le nombre de k-itemsets andidats pour 1  k 
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 est plus important que pour les algorithmes Apriori et OCD. Cei entraîne
un problème d'espae mémoire néessaire au stokage de tous les andidats
de toutes tailles lors de la phase nale de l'algorithme. De plus, le dernier
balayage du ontexte qui permet de aluler les supports de tous les itemsets
andidats néessite un temps de alul important dont une part est inutile ar
elle onerne des itemsets infréquents globalement.







ensembles d'itemsets andidats (de
tailles diérentes) sont onsidérés simultanément lors de haque itération. De
plus, haun de es ensembles C
k
de k-itemsets andidats est un sur-ensemble
de l'ensemble C
k
généré par Apriori et OCD. Se posent alors les problèmes de
l'espae de stokage des ensembles d'itemsets andidats traités simultanément
lors des letures du jeu de données et du oût total du alul des supports
des andidats qui est plus important que pour Apriori ou ODC. En eet, DIC
détermine les supports de ertains itemsets andidats infréquents qui ne sont
pas onsidérés par Apriori et OCD.
Les bases de données aratérisées par une valeur de  élevée représentent une
part importante des bases de données réelles. Il est don néessaire de développer
de nouveaux algorithmes d'extration des itemsets fréquents qui rendent possible
l'extration de règles d'assoiation à partir de e type de données dans des temps
raisonnables. Les données denses ou orrélées sont également aratérisées par une
valeur de  élevée. Toutefois, dans e type de données, le problème de l'eaité des
algorithmes d'extration des itemsets fréquents est exaerbé par une forte densité
des itemsets fréquents de grande taille.
2.3 Algorithmes d'extration des itemsets fréquents
maximaux
Les algorithmes d'extration des itemsets fréquents maximaux ont été développés
an de réduire les temps d'extration des itemsets fréquents dans les jeux de données
pour lesquels la taille des plus longs itemsets fréquents  est élevée. L'objetif de
es algorithmes est de réduire l'espae de reherhe, et don le nombre d'itemsets
andidats onsidérés, et de diminuer le nombre de balayages du jeu de données
réalisés pendant l'extration. Pour ela, ils sont basés sur une nouvelle déomposition
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du problème de l'extration des itemsets fréquents fondée sur les propriétés 2.1 et 2.2
(setion 2.2.1) et sur la dénition 2.3 de l'ensemble des itemsets fréquents maximaux.
Un itemset fréquent est maximal si tous ses sur-ensembles sont infréquents.
Dénition 2.3 (Ensemble des itemsets fréquents maximaux)
Soit un ontexte d'extration B = (O; I;R). Étant donné un seuil minimal de
support minsupport, l'ensemble M des itemsets fréquents maximaux dans B est :
M = fl  I j support(l)  minsupport ^ 8l
0
 l nous avons support(l
0
) < minsupportg:
Les itemsets fréquents maximaux dans le ontexte D pour un seuil minimal de
support de 1/6 sont représentés dans la gure 2.10. Pour un tel support, vingt item-
sets du treillis sont fréquents et deux itemsets fréquents sont maximaux : {ABCE}
et {ACD}.
{ D }
{ A C D }
{ A B C D E }
Ø
{ A B } { A C } { A D }{ A E } { B C } { B D }{ B E } { C D }{ C E } { D E }
{ A } { B } { C } { E }
{ A B C } { A B D } { B C D }{ A B E } { A C E } { B C E } { A D E } { B D E } { C D E }
{ A B D E } { B C D E }{ A B C E } { A B C D } { A C D E }
I temset f réquent
I temset infréquent
I temset f réquent
max imal
Fig. 2.10  Treillis des itemsets fréquents maximaux dans le ontexte D pour min-
support = 1/6.
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Selon les propriétés 2.1 et 2.2, tous les sous-ensembles d'un itemset fréquent
sont fréquents et tous les sur-ensembles d'un itemset infréquent sont infréquents.
L'ensemble des itemsets fréquents maximaux forme don une bordure au-dessous de
laquelle tous les itemsets sont fréquents et au-dessus de laquelle tous les itemsets
sont infréquents. Cette bordure orrespond à la bordure positive de l'ensemble des
itemsets fréquents dénie par Toivonen [Toi96b℄. Utilisant la propriété de bordure
positive, le problème de l'extration des itemsets fréquents peut se déomposer en
deux sous-problèmes :
1. Extraire les itemsets fréquents maximaux dans B, 'est à dire les itemsets dont
le support est supérieur ou égal à minsupport et dont tous les sur-ensembles
sont infréquents.
2. Déterminer les supports de tous les sous-ensembles des itemsets fréquents
maximaux en réalisant un balayage de B. Selon les propriétés 2.1 et 2.2, es
itemsets onstituent l'ensemble des itemsets fréquents dans B pourminsupport.
Le seond sous-problème onsiste à réaliser un balayage du ontexte en inrémentant
le support de tous les itemsets ontenus dans haque objet parouru. L'extration des
itemsets fréquents maximaux est don le sous-problème prédominant pour l'eaité
des algorithmes basés sur ette déomposition.
Plusieurs algorithmes d'extration des itemsets fréquents maximaux ont été pro-
posés dans la littérature. Ce sont des algorithmes itératifs qui réalisent simultané-
ment un parours du bas vers le haut et un parours du haut vers le bas du treillis
des itemsets. Le parours du bas vers le haut est une reherhe par niveaux identique
à elle utilisée par les algorithmes d'extration des itemsets fréquents. Le parours
du haut vers le bas a pour but d'identier rapidement des itemsets fréquents maxi-
maux de grande taille. Lors d'une même itération, pendant laquelle est réalisé un
balayage du ontexte, l'algorithme  avane  d'un niveau du bas vers le haut et de
un ou plusieurs niveaux du haut vers le bas. Lorsque un itemset fréquent maximal est
identié, tous ses sous-ensembles n'ont plus à être onsidérés lors de la reherhe du
bas vers le haut ar selon la propriété 2.1 e sont des itemsets fréquents. Le prinipe
de ette approhe est shématisé dans la gure 2.11. Dans le as de ontextes pour
lesquels les plus grands itemsets fréquents sont très larges, 'est à dire pour une va-
leur de  élevée, ette approhe permet de limiter le nombre d'itérations réalisées par
rapport aux algorithmes d'extration des itemsets fréquents. Les algorithmes d'ex-
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(un niveau par balayage)
Recherche haut-bas
(un ou plusieurs niveaux
par balayage)
Fig. 2.11  Prinipe des algorithmes d'extration des itemsets fréquents maximaux.
tration des itemsets fréquents maximaux Piner-Searh, MaxElat et MaxClique
sont présentés brièvement dans les setions 2.3.1 et 2.3.2. L'algorithme Max-Miner
[Bay98℄, dont les résultats expérimentaux montrent qu'il est le plus eae en temps
d'exéution, est présenté en détail dans la setion 2.3.3.
2.3.1 Piner-Searh
Lin et Kedem [LK98, Lin98℄ ont proposés un algorithme d'extration des itemsets
fréquents maximaux, nommé Piner-Searh, qui est une extension de l'algorithme
Apriori. Dans Piner-Searh, la proédure Apriori-Gen de génération des itemsets
andidats est étendue an de générer un ensemble d'itemsets maximaux andidats
utilisés pour le parours du haut vers le bas. Cet ensemble est initialisé après le
premier balayage ave un andidat unique ontenant tous les items fréquents dans
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le ontexte. Durant haque itération, les supports des itemsets andidats et des
itemsets maximaux andidats sont alulés lors du balayage du ontexte. Après
haque itération, haque itemset maximal andidat qui ontient un itemset andidat
infréquent est remplaé par ses sous-ensembles ne ontenant pas l'itemset andidat
infréquent. Ces nouveaux itemsets maximaux andidats sont réés en supprimant
un item de l'itemset maximal andidat d'origine et en gardant l'itemset résultant
si il n'est pas un sous-ensemble d'un autre itemset maximal andidat. Ce proessus
est répété jusqu'à e que auun itemset maximal andidat ne ontienne un itemset
andidat infréquent. Lorsqu'un itemset maximal andidat est fréquent, tous ses sous-
ensembles sont supprimés de l'ensemble des itemsets andidats. Les itérations essent
lorsque plus auun itemset andidat ne peut être généré et tous les itemsets fréquents
maximaux sont alors onnus.
2.3.2 MaxElat et MaxClique
Zaki et al. ont proposés deux algorithmes d'extration des itemsets fréquents
maximaux nommés MaxElat et MaxClique [ZPOL97, Zak98℄. Ces algorithmes uti-
lisent une représentation du ontexte d'extration par listes de OID : à un item i
est assoiée la liste des OID des objets du ontexte ontenant i. La représentation
du ontexte D par listes de OID est présentée dans la table 2.6. Cette représenta-
Item OID
A 1 3 5
B 2 3 4 5 6
C 1 2 3 5 6
D 1
E 2 3 4 5 6
Tab. 2.6  Représentation du ontexte D par listes de OID.
tion du ontexte d'extration est onstruite et stokée sur le disque après le premier
balayage. Les items infréquents, pour lesquels la liste de OID assoiée est de taille
inférieure au seuil minimal de support minsupport, peuvent ainsi être supprimés du
ontexte pour les itérations ultérieures. Les aluls des supports des itemsets se font
ensuite par intersetions des listes de OID des items inlus dans l'itemset.
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L'algorithme MaxElat est basé sur les lasses d'équivalene des itemsets. Deux
k-itemsets font partie de la même lasse d'équivalene s'ils partagent les mêmes
k   1 premiers items. À partir de la seonde itération de la reherhe du bas vers
le haut, les itemsets andidats déterminés fréquents durant l'itération sont utilisés
an de réer un ensemble d'itemsets maximaux andidats. Pour une itération k,
tous les k-itemsets fréquents de F
k
possédant les mêmes k   1 premiers items (ap-
partenant à la même lasse d'équivalene) sont ombinés an de réer un itemset
maximal andidat. Si par exemple à la n de la seonde itération l'ensemble de 2-
itemsets fréquents est {{AB}, {AC}, {AE}, {BC}, {BE}, {BF}, {CE}}, l'ensemble
des itemsets maximaux andidats sera {{ABCE}, {BCEF}}. L'ensemble ainsi gé-
néré ontient haque itemset maximal fréquent de taille supérieure à k, ou bien un
de ses sur-ensembles [ZPOL97℄. Les supports des itemsets maximaux andidats sont
alulés lors de l'itération suivante.
L'algorithme MaxClique utilise la même démarhe que l'algorithme MaxElat
mais est basé sur les liques maximales des hypergraphes uniformes. À tout en-
semble F
k
de k-itemsets fréquents peut être assoié un hypergraphe uniforme dont
les sommets sont les items des k-itemsets et dont les ars relient les items ontenu
dans le même k-itemset. Une lique maximale d'un hypergraphe est un ensemble
maximal (au sens de l'inlusion) de sommets de l'hypergraphe tous reliés entre eux.
Il a été démontré que les itemsets fréquents maximaux de taille supérieure à k
sont des sous-ensembles des liques maximales des hypergraphes uniformes assoié
à l'ensemble des k-itemsets fréquents [ZPOL97℄. Lors d'une itération k onséutive
à la seonde itération, les k-itemsets fréquents de F
k
appartenant à la même lique
de l'hypergraphe assoié à F
k
sont ombinés an de générer un itemset maximal
andidat. Cela signie qu'un itemset maximal andidat est réé si tous ses sous-
ensembles de taille k sont des k-itemsets fréquents. Pour l'ensemble de 2-itemsets
fréquents {{AB}, {AC}, {AE}, {BC}, {BE}, {BF}, {CE}}, l'ensemble des itemsets
maximaux andidats généré sera {{ABCE}}. Le andidat {BCEF} ne sera pas réé
ar ses sous-ensembles {CF} et {EF} ne sont pas fréquents. Le nombre d'itemsets
maximaux andidats générés par MaxClique est inférieur au nombre de eux géné-
rés par MaxElat. Toutefois, ette plus grande  préision  des itemsets maximaux
andidats entraîne un oût supplémentaire dû au nombre d'opérations requises pour
les générer.
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2.3.3 Max-Miner
L'algorithme Max-Miner a été proposé par Bayardo [Bay98℄ en 1998. Il eetue
simultanément une reherhe du bas vers le haut et une reherhe du haut vers le
bas dans le treillis des itemsets fréquents. La reherhe du bas vers le haut est une
reherhe par niveaux dont le résultat pour haque itération k (liste des k-itemsets
fréquents) est utilisé pour la reherhe du haut vers le bas. La reherhe du haut vers
le bas est réalisée en assoiant à haque itemset andidat la liste des items qui ajoutés
au andidat peuvent donner un itemset fréquent. Étant donné un ordre déni sur
les items, ette liste ontient tous les items fréquents dans le ontexte qui sont plus
grands dans l'ordre que le plus grand item ontenu dans le andidat. Cette liste est
appelée liste d'items extensions du andidats. L'union de haque itemset andidat
ave sa liste d'item extensions onstitue l'ensemble d'itemsets maximaux andidats.
Après haque itération, les items de ette liste dont l'union ave l'itemset andidat
donne un itemset infréquent sont supprimés de la liste. Au début de l'algorithme,
l'ordre sur les items onsidéré est l'ordre lexiographique. Après le premier balayage
du ontexte, les items sont ordonnés par support roissant an de diminuer le oût
des opérations sur les andidats.
Le pseudo-ode de l'algorithme est présenté dans l'algorithme 2.11. Les notations
utilisées sont présentées dans la table 2.7. Chaque élément  de l'ensemble C est un
C Ensemble de groupes andidats. Chaque élément  de et ensemble possède
- un hamp itemset andidat h() et un hamp support(h()) ;
- un hamp liste d'items extensions t() ;
- un hamp support(h() [ t()) ;
- pour haque item i 2 t() un hamp support(h() [ fig).
FM Ensemble des itemsets fréquents maximaux parmi les itemsets fréquents dé-
ouverts.
Tab. 2.7  Notations utilisées dans l'algorithme Max-Miner.
groupe andidat ontenant deux itemsets. Le premier dénoté h() est un itemset
andidat, 'est à dire un itemset dont tous les sous-ensembles sont fréquents et
qui est lui-même potentiellement fréquent. Le seond dénoté t() est la liste des
items extensions de h(). Cette liste ontient les items fréquents du ontexte dont
l'union ave h() peut donner un itemset fréquent. Prenons par exemple un ensemble
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d'items I = {A,B,C,D,E,F}. Pour un andidat  = {AB} et si les items C, E et F
sont fréquents et l'item D est infréquent dans le ontexte, la liste d'items extensions
de  sera {C,E,F}.
Lors du balayage du ontexte réalisé pour aluler le support du groupe andidat
 2 C, e sont les supports des itemsets h(), h() [ t() et h() [ fig pour haque
i 2 t() qui sont alulés. Les supports des itemsets autres que h() sont utilisés
pour élaguer l'ensemble de groupes andidats. Si h() [ t() est un itemset fréquent
alors tous ses sous-ensembles sont fréquents mais non maximaux et don h() [ t()
est un itemset fréquent maximal et  peut être supprimé des groupes andidats.
Si par ontre un itemset h() [ fig pour i 2 t() est infréquent, alors tous les
sur-ensembles de h() [ fig sont infréquents et i peut être supprimé de t() avant
de réer les andidats de l'itération suivante. Continuant l'exemple préédent, lors
du alul du support du andidat  = {AB}, les supports des itemsets {ABCEF},
{ABC}, {ABE} et {ABF} seront également alulés. Si {ABCEF} est fréquent, il
s'agit d'un itemset fréquent maximal et tous ses sous-ensembles n'ont plus besoin
d'être onsidérés. Sinon, si par exemple {ABC} et {ABE} sont fréquents et {ABF}
est infréquent, deux nouveaux groupes andidats sont rées à partir de {ABC} et
{ABE}.
Durant la première phase de l'algorithme (lignes 1 et 2), l'ensemble C de groupes
andidats est initialisé ave l'ensemble vide et l'ensemble FM d'itemsets fréquents
maximaux est initialisé ave le 1-itemset possédant le plus grand support dans le
ontexte. L'initialisation de FM est réalisée par la proédure Gen-Initial-Groups.
Durant haune des itérations suivantes (lignes 3 à 16), un balayage du ontexte
est réalisé (ligne 4), les supports des groupes andidats sont alulés (ligne 5), les
itemsets fréquents maximaux déouverts sont insérés dans FM (lignes 6 à 8) et les
andidats de l'itération suivante sont réés (lignes 9 à 15) omme suit. Un ensemble
C
new
est réé et initialisé ave l'ensemble vide (ligne 9) et pour haque groupe
andidat  2 C, les groupes andidats de l'itération suivante dérivés de  sont insérés
dans C
new
en utilisant la proédure Gen-Sub-Nodes (ligne 11). Cette proédure est
également utilisée pour insérer dans FM l'itemset fréquent qui est maximal vis-à-vis
du groupe andidat . Cet itemset peut ne pas être un itemset fréquent maximal
nal. Lorsque tous les groupes andidats ont été onsidérés, l'ensemble C
new
devient
le nouvel ensemble andidat pour l'itération suivante (ligne 13), les itemsets qui
ne sont pas maximaux dans FM sont supprimés de FM (ligne 14) et les groupes
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Alg. 2.11 Extration des itemsets fréquents maximaux ave Max-Miner.
Entrée : ontexte B ; seuil minimal de support minsupport ;
Sortie : ensemble FM des itemsets fréquents maximaux ;
1) C  ? ;
2) FM  Gen-Initial-Groups(B,C,minsupport) ;
3) tant que C 6= ? faire
4) lire ontexte B ;
5) Support-Count(B,C) ;
6) pour haque andidat  2 C tel que h() [ t() est fréquent faire





10) pour haque andidat  2 C tel que h() [ t() est infréquent faire




13) C  C
new
;
14) supprimer de FM les itemsets f tel que 9f
0
2 FM ave f  f
0
;
15) supprimer de C les groupes  tel que 9f
0
2 FM ave h() [ t()  f
0
;
16) n tant que
17) retourner FM ;
andidats de C qui ont un sur-ensemble dans FM sont supprimés de C (ligne 15).
Les itérations de l'algorithme essent lorsque auun groupe andidat ne peut être
réé et l'algorithme retourne l'ensemble FM qui ontient tous les itemsets fréquents
maximaux du ontexte (ligne 17).
Proédure Gen-Inital-Groups(B,C,minsupport) La proédure Gen-Inital-Gr-
oups reçoit un ontexte B, un ensemble C de groupes andidats et un seuil minimal
de support minsupport omme paramètres. Elle initialise l'ensemble C des itemsets
andidats ave les 1-itemsets fréquents et leur liste d'items extensions et retourne le
1-itemset possédant le plus grand support. Cet itemset sera utilisé pour initialiser
l'ensemble FM . Le pseudo-ode de la proédure est présenté dans l'algorithme 2.12.
An d'améliorer l'eaité de l'élagage des groupes andidats  pour lesquels
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Alg. 2.12 Initialisation des groupes andidats ave Gen-Inital-Groups.
Entrée : ontexte B ; ensemble C de groupe de andidats ; seuil minimal de support
minsupport ;
Sortie : ensemble C initialisé ; 1-itemset possédant le plus grand support ;
1) FM
1
 {1-itemsets fréquents dans B ave liste d'items extensions} ;
2) ordonner les items ontenus dans FM
1
par supports roissants ;
3) pour haque item i 2 FM
1
autre que le plus grand item dans l'ordre faire
4) réer un groupe andidat  ;
5) h() fig ;
6) t() fi
0
2 I j i < i
0
dans l'ordre sur les items} ;
7) C  C [ fg ;
8) n pour
9) Retourner l'itemset f 2 FM
1
ontenant le plus grand item dans l'ordre ;
h() [ t() est fréquent, il est préférable de maximiser le nombre de groupes andi-
dats possédant ette propriété. Dans ette optique, Max-Miner utilise une stratégie
d'ordonnanement des items identique à elle proposée par Brin et al. dans DIC
2.2.5. L'objetif est de faire apparaître les items les plus fréquents dans le ontexte
dans le plus grand nombre de groupes andidats ar les items les plus fréquents sont
les plus suseptibles de faire partie des itemsets fréquents maximaux. En ordonnant
les items par ordre roissant de leurs supports, les items les plus fréquents seront
les derniers dans l'ordre et apparaîtront don dans le plus grand nombre de groupes
andidats.
La proédure ommene par réer un ensemble FM
1
ontenant tous les 1-itemsets
{i} fréquents dans B ave pour haun la liste des items fréquents suivant i dans
l'ordre lexiographique (ligne 1). Les items ontenus dans FM
1
sont ensuite ordonnés
par ordre roissant de leurs supports (ligne 2) et tous es items, à l'exeption du
plus grand dans l'ordre déni, sont onsidérés suessivement en réant un groupe
andidat pour haun de es items (lignes 3 à 8). La proédure retourne le 1-itemset
fréquent de FM
1
ontenant le plus grand item dans l'ordre (ligne 9).
Proédure Gen-Sub-Nodes(,C,minsupport) La proédure Gen-Sub-Nodes reç-
oit un groupe andidat , un ensemble C de groupes andidats et un seuil minimal
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de support minsupport omme paramètres. Elle met à jour l'ensemble C de groupes
andidats ave les groupes générés à partir du groupe andidat . Elle retourne éga-
lement l'itemset fréquent sur-ensemble de  de taille jj+ 1 possédant le plus grand
support. Si un tel itemset n'existe pas, elle retourne h(). Le pseudo-ode de la
proédure est présenté dans l'algorithme 2.13.
Alg. 2.13 Génération des groupes andidats ave Gen-Sub-Nodes.
Entrée : groupe andidat  ; ensemble C de groupes andidats ; seuil minimal de
support minsupport ;
Sortie : ensemble C de groupes andidats mis à jour ; itemset fréquent h() [ fig
possédant le plus grand support pour i 2 t() ou bien h() ;
1) pour haque item i 2 t() faire
2) si h() [ fig est infréquent alors t() t() n fig ;
3) n pour
4) ordonner les items i de t() par supports de h() [ fig roissants ;
5) pour haque item i 2 t() autre que le plus grand itemset dans t() faire










2 t() j i < i
0
dans t()} ;




11) si (t() = ?) alors retourner h() ;
12) sinon retourner h() [ fig ave i plus grand item dans t() ;
La première partie de la proédure (lignes 1 à 3) supprime de la liste d'items
extension de  les items i pour lesquels h() [ fig est infréquent. Les items i restant
dans t() sont ensuite ordonnés par ordre roissant des supports de h() [ fig
(ligne 4). Pour haun de es items i, à l'exeption du plus grand dans l'ordre
déni, un nouveau groupe andidat 
0
est réé dans C ave pour itemset andidat
h(
0
) = h() [ fig (lignes 5 à 10). Si auun des itemsets h() [ fig pour i 2 t()
n'est fréquent (t() est vide) alors la proédure retourne h() (ligne 11). Sinon, elle
retourne l'itemset h() [ fig dont le support est le plus élevé (ligne 12) et don dont
la liste d'items extensions est vide ar i est le plus grand item dans t().
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Strutures de données L'algorithme Max-Miner utilise un arbre de hahage
identique à elui utilisé par l'algorithme Apriori pour stoker les groupes andidats.
Un noeud feuille de l'arbre ontient les itemsets andidats h() des groupes andidats
 2 C pour lesquels le noeud feuille a été atteint en appliquant suessivement la
fontion de hahage à haun des items i 2 . À haque itemset andidat  dans
un noeud feuille sont assoiés la liste t() d'items extensions de h() et jt()j + 2
hamps supports. Les itemsets andidats ontenus dans un objet o du ontexte sont
déterminés en appliquant réursivement la fontion de hahage a haun des items
i 2 o. Pour haun de es itemsets andidats , les items i de la liste d'items extension
t() sont parourus un à un et le support de h() [ i est inrémenté si i est ontenu
dans l'objet o. Si tous les items de t() sont ontenus dans l'objet, le support de
h() [ t() est également inrémenté. Les arbres de hahage sont également utilisés
an d'identier eaement les groupes andidats pour lesquels h() [ t() possède
un sur-ensemble dans FM (ligne 14).
Exemple 2.6 L'appliation de l'algorithmeMax-Miner au ontexte D pour un seuil
minimal de support minsupport de 2/6 est représentée dans la gure 2.12. L'algo-
rithme réalise deux balayages du ontexte an d'extraire l'itemset fréquent maxi-
mal {ABCE} et un balayage supplémentaire pour déterminer le support de tous
les sous-ensembles de {ABCE}. En re-ordonnant les items par ordre roissant des
supports des 1-itemsets orrespondants dans FM
1
, l'ordre obtenu est identique à
l'ordre lexiographique puisque nous avons support(A) < support(B) = support(C)
= support(E).
Calul de bornes inférieures des supports Le alul de bornes inférieures des
supports des itemsets permet de limiter le nombre de groupes andidats générés par
la proédure Gen-Sub-Nodes. Lors de la réation des groupes andidats de l'itération
suivante à partir d'un groupe andidat , les items i 2 t() de la liste d'items
extension sont parourus un à un dans l'ordre déni et un itemset andidat h() [ fig
est généré. Pour un itemset andidat 
2
généré après un itemset andidat 
1
, nous

















) ne peut être un itemset fréquent maximal et
il est inutile de onsidérer le groupe andidat 
2





























































































Fig. 2.12  Extration des itemsets fréquents dans le ontexte D ave Max-Miner
pour minsupport = 2/6.
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partir de . Si elle-i est supérieure ou égale au seuil minimal de supportminsupport,
il n'est pas néessaire de générer les groupes andidats suivants 
1
et la proédure





Soit drop(l; x) le nombre d'objets du ontexte qui sont  éliminés  du groupe
d'objet ontenant l'itemset l lorsque on lui ajoute l'item i =2 l. Nous avons drop(l; i) =
support(l)   support(l [ fig) et don support(l [ fig) = support(l)   drop(l; i).
Le théorème 2.1 est la généralisation de ette propriété an de aluler une borne




) en utilisant les supports de ses sous-
ensembles h() [ fig déjà alulés lors de l'itération préédente.
Théorème 2.1 (Borne inférieure du support)
Soit 
1
un groupe andidat généré à partir du groupe andidat  2 C. Nous avons
don h(
1





























Les algorithmes présentées dans ette setion reherhent les itemsets fréquents
maximaux simultanément du bas vers le haut et du haut vers le bas parmi les
itemsets fréquents en maintenant un ensemble ontenant les plus grands itemsets
fréquents possibles. Les algorithmes d'extration des itemsets fréquents par niveaux
requièrent  itérations an de déterminer tous les itemsets fréquents,  étant la
taille des itemsets fréquents (maximaux) les plus longs. En identiant es itemsets
par la reherhe du haut vers le bas, les algorithmes d'extration des itemsets fré-
quents maximaux réduisent le nombre total d'itérations néessaires à l'extration
des itemsets fréquents dans le as ou  est élevé. De plus, lorsqu'un itemset fréquent
maximal est identié, ses sous-ensembles n'ont plus à être onsidérés e qui réduit le
nombre d'itemsets andidats générés et don les temps de alul CPU. Les résultats
des expérimentations onrment la rédution des temps d'extration des itemsets
fréquents lorsque un algorithme d'extration des itemsets fréquents maximaux est
utilisé. Ils montrent également que l'algorithme Max-Miner est globalement plus
performant que les algorithmes Piner-Searh, MaxElat et MaxClique en termes de
temps d'exéution.
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La méthode utilisée dans l'algorithme Piner-Searh pose deux problèmes impor-
tants. Le premier est la détermination, à la n de haque itération, des itemsets maxi-
maux andidats ontenant des itemsets infréquents qui est un problème NP-diile
[Bay98℄. Le seond est la génération des itemsets andidats de l'itération suivante
qui requiert de nombreux tests d'inlusions dans les itemsets fréquents maximaux
du fait de la suppression des itemsets andidats qui sont des sous-ensembles de es
itemsets fréquents maximaux. Ces deux problèmes, qui néessitent des temps de al-
ul CPU importants, entraînent dans ertains as des temps de réponse nettement
supérieurs pour l'algorithme Piner-Searh par rapport à l'algorithme Max-Miner.
L'algorithme MaxElat est soumis au problème du manque de préision des item-
sets maximaux andidats qu'il utilise. Ces andidats, qui sont générés en ombinant
les itemsets fréquents identiques sauf pour leur dernier item, sont des sur-ensembles
des itemsets fréquents maximaux dont de nombreux items doivent être supprimés
pour obtenir les itemsets fréquents maximaux. En onséquene, l'algorithme MaxE-
lat doit réaliser davantage d'itérations que les algorithmes Max-Miner et Piner-
Searh pour identier les itemsets fréquents maximaux. Chaque itération orrespon-
dant à un balayage du ontexte et au alul du support de tous les andidats, es
itérations représentent une diérene non négligeable dans les temps d'exéution.
L'algorithme MaxClique est soumis à un problème de performane dû aux temps
de alul requis pour la génération des itemsets maximaux andidats qu'il utilise. Il
génère les liques maximales du graphe dont les sommets sont les items fréquents et
les ars les k-itemsets fréquents. Les itemsets résultant, qui sont des sur-ensembles
des itemsets fréquents maximaux, sont les itemsets maximaux andidats utilisés pour
la reherhe du haut vers le bas. Le problème de l'énumération des liques maximales
d'un graphe étant un problème NP-diile, le nombre d'opérations néessaires à leur
génération est très important et les temps de réponses de l'algorithme se dégradent
onsidérablement lorsque les itemsets fréquents (et don les liques) sont longs.
L'algorithme Max-Miner a été proposé onurremment aux algorithmes Close
et A-Close et, ne disposant pas d'implémentation omplète de et algorithme, nous
n'avons pas pu réaliser d'expérimentations permettant de omparer les performanes
de es trois algorithmes. Les résultats des expérimentations de omparaison de l'algo-
rithme Max-Miner ave les algorithmes d'extration des itemsets fréquents montrent
qu'il permet de réduire les temps d'extration des itemsets fréquents dans le as de
valeurs de  élevées, 'est à dire si les plus longs itemsets fréquents maximaux
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ontiennent un nombre important d'items. Les expérimentations des algorithmes
Close et A-Close montrent également que es deux algorithmes réduisent les temps
d'extration des itemsets fréquents pour de tels jeux de données. Toutefois, l'algo-
rithme Max-Miner néessite une quantité importante de mémoire an de stoker
les informations onernant les groupes andidats de haque itération. De plus, et
algorithme est soumis au problème de l'extration de règles d'assoiation à partir de
données denses et fortement orrélées lié à la taille moyenne des itemsets fréquents
qui est élevée pour les jeux de données de e type.
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La génération des règles d'assoiation est réalisée à partir de l'ensemble F des
itemsets fréquents dans le ontexte d'extration pour le seuil minimal de support
























) sont appelés respetivement l'antéédent et la onséquene





), est supérieure ou égale au seuil minimal de
onane minonane.
Le problème de la génération des règles d'assoiation est un problème exponentiel
dans la taille des itemsets fréquents. En eet, à partir d'un itemset fréquent f
de taille supérieure à un, 2
jf j
  2 règles d'assoiation non triviales peuvent être
générées. Toutefois, ette génération est réalisée de manière direte, sans aéder au
jeu de données, et les temps d'exéution de ette étape sont faibles omparés au
temps d'exéution de l'extration des itemsets fréquents. Un algorithme eae de
génération des règles d'assoiation à été proposé par Agrawal et al. dans [AS94℄. Cet
algorithme, qui donne des temps de réponse aeptables dans la majorité des as,
est présenté dans la setion 3.2.
Pour un ensemble F d'itemsets fréquents extraits, le nombre de règles d'asso-





  2. Le nombre
d'itemsets fréquents extraits et leur taille moyenne étant élevés dans la plupart
des jeux de données, le nombre de règles d'assoiation générées varie en général de
plusieurs dizaines de milliers à plusieurs millions. Ce nombre important de règles
d'assoiation extraites onstitue un problème majeur pour la pertinene et l'utilité
du résultat, problème qui est aentué par la présene de nombreuse règles redon-
dantes du point de l'information onvoyée. Considérons par exemple l'ensemble des
règles d'assoiation extraites du ontexte D pour minsupport = 2/6 et minonane
= 1/2 qui ontient les règles A ! BCE, A ! BC, A ! BE, A ! CE, A ! B et
A! E. Toutes es règles possèdent le même antéédent ainsi que des supports (2/6)
1
An de failiter la leture des exemples, une règle d'assoiation {AB} ! {CD} est notée
AB ! CD.
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et des onanes (2/3) identiques. Clairement, les inq dernières règles sont redon-
dantes vis à vis de la règle A ! BCE du point de vue de l'information onvoyée :
elles ne fournissent auune information supplémentaire par rapport à ette règle.
La rédution de l'ensemble de règles d'assoiation générées an d'améliorer la
pertinene du résultat à fait l'objet de plusieurs travaux de reherhe. Les approhes
proposées pour résoudre e problème peuvent se lasser en deux atégories : les ap-
prohes orientées struture de données, présentés dans la setion 3.3, et les approhes
orientées utilisateur, dérites dans la setion 3.4. Les diverses aspets de es deux
approhes, ainsi que leurs avantages et leurs inonvénients, sont disutés dans les
setion 3.3.5 et 3.4.4.
3.2 Génération de l'ensemble des règles d'assoia-
tion
Le prinipe général de la génération de l'ensemble des règles d'assoiation est
le suivant. Pour haque itemset fréquent l
1
dans F de taille supérieure ou égale









) est alulée. Si ette valeur est supérieure ou égale au seuil







L'algorithme proposé par Agrawal et al. [AS94℄ se base sur la propriété 3.1 oner-
nant les supports des itemsets an de réduire le nombre d'opérations réalisées par
la génération.
Propriété 3.1 Étant donné un itemset l, le support d'un sous-ensemble l
0
de l est
supérieur ou égal au support de l.




























) est inférieure ou égale à






). Si la règle r n'est pas valide alors la règle
r
0
ne sera pas valide non plus. Cela signie que si la règle d'assoiation AC ! DE
n'est pas valide, alors les règles A! CDE et C! ADE ne sont pas valides non plus
et il n'est pas néessaire de aluler leurs onanes. Cette onstatation permet de
diminuer le nombre de règles d'assoiation testée par l'algorithme. Réiproquement,
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. Si la règle s
0
est valide alors la règle s sera également
valide. Cela signie que si la règle d'assoiation A ! BC est valide, alors les règles
AB ! C et AC ! B sont également valides.
F Ensemble d'itemsets fréquents. Chaque élément de et ensemble possède deux
hamps : itemset et support.
H
m




Tab. 3.1  Notations utilisées dans l'algorithme Gen-Règles.
Alg. 3.1 Génération de l'ensemble des règles d'assoiation ave Gen-Règles.
Entrée : ensemble F d'itemsets fréquents ; seuil minimal de onane minon-
ane ;
Sortie : ensemble AR de règles d'assoiation valides ;
1) pour haque k-itemsets fréquents l
k
2 F tel que k  2 faire
2) H
1
 {1-itemsets sous-ensembles de l
k
} ;












5) si (onane(r)  minonane) alors





















11) retourner AR ;
Le pseudo-ode de l'algorithme est présenté dans l'algorithme 3.1. Les notations
utilisées sont présentées dans la table 3.1. L'algorithme onsidère suessivement
haque itemset fréquent de F de taille supérieure à un (lignes 1 à 10). Pour haun




des itemsets de taille 1 qui sont des sous-ensembles
de l
k









générée si sa onane est supérieure ou égale à minonane (ligne 4 à 6). Sinon,
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(ligne 7). Lorsque tous les 1-itemsets de H
1
ont été testés, H
1
ontient la liste
des 1-itemsets qui sont les onséquenes des règles valides générées à partir de l
k
.
Les règles valides générées à partir de l
k
sont les règles dont l'union de l'antéédent
et de la onséquene donne l'itemset l
k
. La proédure Gen-Rules est alors appelée
(lignes 9) an d'insérer dans AR les règles valides générées à partir de l
k
dont
la onséquene ontient plus de un item. L'algorithme se termine lorsque tous les
k-itemsets fréquents pour k  2 ont été onsidérés. L'ensemble AR renvoyé par
l'algorithme (ligne 11) ontient alors toutes les règles d'assoiation valides pour le





) La proédure Gen-Rules reçoit un k-itemset fré-
quent l
k
, un ensemble H
m
qui ontient les m-itemsets qui sont les onséquenes de
règles valides générées à partir de l
k
et un seuil minimal de onane minonane
omme paramètres. Elle met à jour l'ensemble AR de règles d'assoiation en y
insérant les règles valides générées à partir de l
k
dont la onséquene est un (m+1)-
itemset. Cette proédure est réursive et réalise en n d'exéution un appel an de
générer à partir de l
k
les règles valides dont la onséquene est un (m+2)-itemset.
Ces appels se répètent réursivement jusqu'à e que les règles dont la onséquene
est un (jl
k
j   1)-itemset aient été insérées dans AR. Le pseudo-ode de la proédure
est présenté dans l'algorithme 3.2.
Le premier test de l'algorithme (ligne 1) orrespond au test d'arrêt des appels
réursifs de la proédure. Ces appels essent lorsque l'ensemble H
m
reçu omme
paramètre ontient des itemsets de taille m = jl
k
j   1. Dans e as toutes les règles
valides générées à partir de l
k
ont été insérées dans AR. Ensuite, l'ensemble H
m+1
des (m+1)-itemsets qui peuvent être des onséquenes de règles valides générées à
partir de l
k
est réé. Cette réation est réalisée en appliquant la proédure Apriori-
Gen (setion 2.2.1) à l'ensemble H
m
des m-itemsets qui sont les onséquenes de
règles valides générées à partir de l
k
(ligne 2). Chaque règle dont la onséquene est
un (m+1)-itemset de H
m+1
est alors testée (lignes 3 à 8). Si la règle testée est valide,
elle est insérée dans AR (ligne 6). Sinon, le (m+1)-itemset qui en est la onséquene
est supprimé de H
m+1
(ligne 7). Cette suppression orrespond à la diminution du
nombre de règles testées basée sur la propriété 3.1. En eet, si la règle d'assoiation
AC! DE n'est pas valide, l'itemset DE est supprimé de H
2
. Lors de l'appel réursif
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Alg. 3.2 Insertion des règles d'assoiation dans AR ave Gen-Rules.




de m-itemsets onséquenes de
règles valides générées à partir de l
k
; seuil minimal de onane minon-
ane ;
Sortie : ensemble AR de règles d'assoiation valides augmenté des règles valides
générées à partir de l
k
dont la onséquene est un (m+1)-itemset ;


















5) si (onane(r)  minonane) alors





















omme paramètre) les itemsets CDE et ADE ne seront pas réés
par Apriori-Gen dans H
3
ar DE est un sous-ensemble de CDE et ADE. Les règles
A! CDE et C! ADE ne seront don pas testées. L'appel réursif à Gen-Rules est






Exemple 3.1 L'ensemble F des itemsets fréquents dans le ontexte D pour un seuil
minimal de support minsupport de 3/6 est présenté dans le gure 3.1. La génération
de l'ensemble des règles d'assoiation à partir de et ensemble F pour un seuil
minimal de onane minonane de 1/2 est présenté dans la gure 3.2.
3.3 Rédution de l'ensemble des règles d'assoia-
tion : approhes orientées struture des données
Les approhes orientées struture des données se basent sur les propriétés stru-
turelles des règles d'assoiation an de réduire l'ensemble des règles d'assoiation
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Fig. 3.1  Itemsets fréquents extraits du ontexte D pour minsupport = 3/6.
extraites. Nous distinguons quatre atégories diérentes parmi es approhes. La
première onsiste à utiliser une taxonomie, ou hiérarhie de lasses, des items an
de générer des règles entre ensembles d'items de diérents niveaux dans la taxono-
mie. Cette approhe est présentée dans la setion 3.3.1. La seonde est l'utilisation
de mesures statistiques autres que la onane pour déterminer la préision des re-
lations entre itemsets. Les travaux onernant l'utilisation de mesures statistiques
autres que la onane sont présentés dans la setion 3.3.2. Dans la troisième, des
mesures de déviation des règles d'assoiation sont utilisées en plus des mesures de
support et onane. Les mesures de déviation assoiées aux règles sont alulées en
utilisant le support et la onane de es règles. Les règles extraites sont elles dont
la mesure de déviation est supérieure à un seuil minimal déni par l'utilisateur, qui
représentent des variations importantes par rapport à la distribution moyenne ou la
distribution attendue des données dans le ontexte. Les diverses approhes utilisant
des mesures de déviation des règles sont dérites dans la setion 3.3.3. La quatrième
approhe onsiste à extraire l'ensemble des règles d'assoiation valides et supprimer
de ette ensemble les règles redondantes en fontion de la struture syntaxique des
règles. Cette approhe, qui ne peut être appliquée sans perte d'information que si le
ontexte possède ertaines propriétés, est présentée dans la setion 3.3.4.
3.3.1 Règles d'assoiation généralisées
Les règles d'assoiation généralisées [SA95℄, également appelées règles d'assoia-
tion multi-niveaux [HF95℄, sont dénies en utilisant une taxonomie des items du
ontexte d'extration. Cette taxonomie est un graphe dirigé aylique dont les som-
mets sont les items et les ars sont des relations is-a entre deux items. Si il existe
un ar d'un item i vers un item i
0
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BC ! E 4/4
BE ! C 4/5







B ! CE 4/5
C ! BE 4/5











A ! C 3/3











B ! E 5/5











B ! C 4/5











C ! E 4/5
E ! C 4/5
Fig. 3.2  Génération des règles d'assoiation valides dans le ontexte D pour min-
support = 3/6 et minonane = 1/2.
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i
0
est appelé ls de i. Si il existe un ar d'un item i vers un item i
0
dans la fermeture




est appelé desendant de




2 desendant(i), e qui signie que l'item i




est une spéialisation de i. Un item n'est
pas un anêtre de lui-même ar le graphe est aylique.
Soit un ontexte d'extration B = (O; I;R) et une taxonomie T assoiée à B.
Dans la plupart des as, les items i 2 I ontenus dans les objets du ontexte d'ex-
tration sont des sommets feuilles de la taxonomie, 'est à dire tels que desendant(i)
= ?, et les items qui possèdent des desendants sont des onepts de généralisation
des items du ontexte.
Exemple 3.2 Un ontexte d'extration V, dérivé d'une base de données de ventes,
onstitué de six objets et inq items est représenté dans la table 3.2. Une taxonomie
T dénie sur les items du ontexte V est présentée dans la gure 3.3. Les items
"Artiles", "Sous-vêtements" et "Chaussures" sont des généralisations des items du
ontexte V. Le ontexte V et la taxonomie T assoiée sont utilisés dans la suite









Tab. 3.2  Contexte d'extration de règles d'assoiation V.
Les règles d'assoiation généralisées sont des règles d'assoiation entre ensembles
d'items pouvant appartenir à diérents niveaux de la taxonomie. Elles sont de la














= ? telles que auun item de
l
2
n'est un anêtre d'un item de l
1
. Celle dernière ondition est néessaire an que
les règles triviales de la forme "i ! anêtre(i)" ne soient pas générées. Les règles
d'assoiation généralisées valides sont elles dont le support et la onane sont su-
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Fig. 3.3  Taxonomie T des items du ontexte V.
périeurs ou égaux aux seuils minimaux minsupport et minonane respetivement.
Le support d'un item n'est pas égal à la somme des supports de ses desendants,
ar plusieurs de ses desendants peuvent être ontenus dans le même objet. Il n'est
don pas possible de dériver les règles d'assoiation généralisées depuis les règles
d'assoiation entre ensembles d'items feuilles de la taxonomie.
Les itemsets fréquents, à partir desquels les règles d'assoiation généralisées sont
générées, sont onstitués des items de la taxonomie T . Ces itemsets sont appelés




i 2 T g des items utilisés pour
l'extration des itemsets généralisés fréquents est don un sur-ensemble de l'ensemble
I des items ontenus dans les objets du ontexte. Un item i 2 I
0
est ontenu dans
un objet o 2 O si o ontient i ou un desendant de i. Le support d'un item i 2 I
0
est
don inférieur ou égal aux supports de ses anêtres. Le support d'un itemset l  I
0
est la proportion d'objets du ontexte qui ontiennent haque item i 2 l ou un de
ses desendants. Les itemsets généralisés fréquents sont les itemsets l  I
0
tels que
support(l)  minsupport et auun item i 2 l n'est un anêtre d'un autre item i
0
2 l.
Exemple 3.3 L'ensemble d'itemsets généralisés fréquents extraits du ontexte V
pour un seuil minimal de support de 2/6 est présenté dans la table 3.3. Ces itemsets
sont générés à partir de l'ensemble d'items de la taxonomie I
0
= {Sous-vêtements, T-
shirt, Caleçon, Pantalon, Chaussures, Moassins, Baskets}. L'item "Artiles" n'est
pas utilisé ar il est anêtre de tous les autres items. Les règles de la forme "Artiles
! i" ne onvoient auune information supplémentaire par rapport aux itemsets
{i} ar leurs onanes sont égales aux supports des itemsets {i}. L'ensemble de
règles d'assoiation généralisées valides dans le ontexte V pour un seuil minimal de
support de 2/6 et un seuil minimal de onane de 2/3 est présenté dans la table 3.4.
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Pour de tels seuils de support et de onane, 11 règles d'assoiation sont générées
à partir des 16 itemsets généralisés fréquents dans le ontexte V. Les règles "T-shirt
! Baskets" et "Caleçon! Baskets" ne sont pas générées ar leurs supports ne sont
pas susant ontrairement à la règle "Sous-vêtements ! Baskets".
Itemset généralisé Support Itemset généralisé Support
{T-shirt} 3/6 {Caleçon, Pantalons} 2/6
{Caleçon} 3/6 {Sous-vêtements, Pantalons} 4/6
{Pantalons} 4/6 {Caleçon, Baskets} 2/6
{Baskets} 3/6 {Caleçon, Chaussures} 2/6
{Sous-vêtements} 6/6 {Sous-vêtements, Baskets} 3/6
{Chaussures} 3/6 {Sous-vêtements, Chaussures} 3/6
{T-shirt, Pantalons} 2/6
Tab. 3.3  Itemsets généralisés fréquents extraits du ontexte V pour minsup-
port = 2/6.
Règle d'assoiation généralisée Support Conane
T-shirt ! Pantalons 2/6 2/3
Caleçon ! Pantalons 2/6 2/3
Sous-vêtements ! Pantalons 4/6 4/6
Pantalons ! Sous-vêtements 4/6 4/4
Caleçon ! Baskets 2/6 2/3
Baskets ! Caleçon 2/6 2/3
Caleçon ! Chaussures 2/6 2/3
Chaussures ! Caleçon 2/6 2/3
Baskets ! Sous-vêtements 3/6 3/3
Chaussures ! Sous-Vêtements 3/6 3/3
Tab. 3.4  Règles d'assoiation généralisées valides dans le ontexte V pour min-
support = 2/6 et minonane = 2/3.




un sur-ensemble de l'ensemble F des itemsets fréquents dont la taille est jF j  2
I
.
L'ensemble des règles d'assoiation généralisées valides ARG, générées à partir de
FG, est don un sur-ensemble de l'ensemble des règles d'assoiation valides AR.
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Toutefois, il est possible de supprimer ertaines règles d'assoiation généralisées





! C est plus générale qu'une règle r : A! C si les items
de A
0
sont des anêtres des items de A. La règle r est résumée par la règle r
0
s'il
est possible de déduire r, son support et sa onane à partir de la règle r
0
et des
supports des itemsets A et A
0




An d'identier les règles d'assoiation généralisées redondantes, l'intérêt d'une
règle r est évalué en omparant son support et sa onane réels ave le support et la
onane attendus pour r en fontion des règles r
0
plus générales que r et des support
des antéédents de r et r
0
. Considérons par exemple deux règles "Lait ! Céréales
(support 10%, onane 50%)" et "Lait érémé ! Céréales (support 5%, onane
50%)". Si l'item "Lait érémé" est un desendant de l'item "Lait" tel que la moitié
des objets ontenant un desendant de "Lait" ontiennent "Lait érémé", la règle
"Lait érémé ! Céréales" est redondante ar elle ne onvoie auune information
supplémentaire et est moins générale que la règle "Lait ! Céréales". Son support
est exatement elui attendu en onsidérant les supports des items "Lait" et "Lait
érémé" et de la règle "Lait! Céréales". L'approhe proposée dans [SA95℄ onsiste
à générer les règles d'assoiation généralisées dont le support réel est au moins R
fois elui attendu en onsidérant les supports des items anêtres et des règles plus
générales. La valeur R est une valeur dénie par l'utilisateur en même temps que les
seuils minimaux de support et onane. Pour R = 0, toutes les règles d'assoiation
généralisées sont générées.
Exemple 3.4 Pour R = 2, les règles d'assoiation généralisées valides dans le
ontexte V pour un seuil minimal de support de 2/6 et un seuil minimal de onane
de 2/3 sont présentées dans la table 3.5. Les règles "T-shirt ! Pantalons (support
2/6, onane 4/6)" et "Caleçon ! Pantalons (support 2/6, onane 4/6)" ne
sont pas générées ar leur support n'est pas R fois elui attendu en onsidérant la
règles "Sous-vêtements! Pantalons (support 2/6, onane 4/6)" dont la onane
est identique. Le support des deux premières règles est exatement elui attendu en
onsidérant le support de la troisième ar les ourrenes de l'item "Sous-vêtements"
orrespondent pour la moitié des as à l'item "T-shirt" et pour l'autre moitié à l'item
"Caleçon".
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Règle d'assoiation généralisées Support Conane
Sous-vêtements ! Pantalons 4/6 4/6
Pantalons ! Sous-vêtements 4/6 4/4
Caleçon ! Baskets 2/6 2/3
Caleçon ! Chaussures 2/6 2/3
Chaussures ! Caleçon 2/6 2/3
Chaussures ! Sous-Vêtements 3/6 3/3
Tab. 3.5  Règles d'assoiation généralisées valides dans le ontexte V pour min-
support = 2/6, minonane = 2/3 et R = 2.
Trois algorithmes d'extration des itemsets généralisés fréquents nommés Basi,
Cumulate et EstMerge ont été proposés dans [SA95℄. Pour l'algorithme Basi, les
objets du ontexte d'extration sont remplaés par des objets  étendus  ontenant
tous les items de l'objet originel ainsi que les items anêtres de es items. À partir de
es objets étendus, une version modiée de l'algorithme Apriori extrait les itemsets
généralisés fréquents. Dans l'algorithme Cumulate, une liste des items anêtres de
haque items de la taxonomie est onstruite et les items les moins généraux sont
remplaés en ours de proessus par leur item père dans les itemsets déterminés in-
fréquents après un balayage du ontexte. Dans l'algorithme EstMerge, les itemsets
généralisés fréquents sont déterminés du haut vers le bas dans la taxonomie. L'al-
gorithme détermine les itemsets généralisés fréquents onstitués des items les plus
généraux et substitue suessivement haque item dans es derniers par ses items
ls jusqu'à e que l'itemset produit soit infréquent.
3.3.2 Utilisation de mesures statistiques
L'utilisation de mesures statistiques autres que la onane an de déterminer
des relations entre items à fait l'objet de plusieurs études [AY98, BMUT97, BMS97,
PS91, SBMU98, SBM98℄. Soit P (l) la probabilité d'ourrene d'un itemset l  I
dans un objet o 2 O du ontexte d'extration B = (O; I;R). La quantiation de
la préision, et don de  l'intérêt , d'une règle de la forme A ! C est en général
dénie en fontion de P (A), P (C) et P (A ^ C) [PS91℄. La onane d'une règle
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Une ritique de la mesure de onane est qu'elle ne tient pas ompte de la proba-
bilité P (l
2
) d'ourrene de la onséquene de la règle. Si par exemple, nous avons
P (l
2
) = 90%, P (l
1









de 60% et une onane de 75%. Cette valeur de onane est élevée alors que la
probabilité qu'un objet ontienne l
2
sahant qu'il ontient l
1
(75%) est inférieure à la
probabilité globale qu'il ontienne l
2
(90%). Toutefois, la onane des règles d'as-
soiation vériées dans 100% des as est la valeur maximale de onane possible
qui est 1. Cette propriété est importante ar elle permet de distinguer es règles
d'assoiation des autres règles. Les mesures statistiques autres que la onane ont
été utilisées an d'extraire des ensembles onstitués d'items dont l'ourrene est
orrélée, des règles de dépendanes ou des règles ausales entre itemsets fréquents.
La nature des itemsets et des règles extraites dépend de la mesure statistique utilisée
et de l'utilisation de ette mesure dans l'heuristique d'extration.
Une mesure appelée intérêt a été étudiée dans [BMUT97, SBM98℄. Cette mesure
spéie le degré de dépendane entre deux itemsets antéédent et onséquene d'une
règle d'assoiation en prenant en onsidération la probabilité d'ourrene de l'item-































Il s'agit don d'une mesure de déviation de l'indépendane entre l'ourrene de l
1
et l'ourrene de l
2
dans les objets du ontexte. Le numérateur est la probabilité
réelle d'ourrene des deux itemsets et le dénominateur indique quelle serait la
valeur de ette probabilité si les deux itemsets étaient totalement indépendants. Si
les deux itemsets sont indépendants, la valeur d'intérêt obtenue sera égale à 1. Une
valeur inférieure à 1 indique l'existene d'une dépendane négative et une valeur
supérieure à 1 indique l'existene d'une dépendane positive entre les deux itemsets.
La mesure d'intérêt a été utilisée à la plae de la onane par Brin et al. [BMUT97℄
an de générer les règles d'assoiation à partir de l'ensemble des itemsets fréquents.
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Les règles d'assoiation générées sont elles dont l'intérêt est supérieur à 1. Cette
mesure pose toutefois deux problèmes. Le premier est que pour les règles vériées
dans 100% des as ne possèdent pas néessairement la mesure d'intérêt maximale.




parfaitement dépendants, 'est à








) = 0,9. La mesure d'intérêt
pour es itemsets sera 0,9/(0,9  0,9) = 1,11 qui est une valeur prohe de la valeur
d'indépendane des itemsets qui est 1. Le seond est que la valeur d'intérêt d'une
règle spéie la probabilité de o-ourrene des itemsets dans les objets du ontexte,
elle ne dénie pas l'impliation entre les itemsets ar elle est symétrique [BMUT97℄.
Une mesure appelée onvition a été dénie par Brin et al. dans [BMUT97℄. Elle
permet de mesurer la déviation de la dépendane entre la présene de l'antéédent et
l'absene de la onséquene d'une règle dans les objets. Cette mesure est basée sur









la présene de l
1
et l'absene de l
2






















La fration est inversée an de tenir ompte de la négation externe de l'expression
logique de la règle. Le dénominateur est la probabilité réelle de la présene de l
1
et l'absene de l
2
dans un objet et le numérateur indique quelle serait la valeur de
ette probabilité si la présene de l
1
et l'absene de l
2
étaient sans relation. Si les
deux événements sont sans relation, la onvition obtenue sera égale à 1 et si les
événements sont liés, la valeur obtenue sera supérieure à 1. La dépendane entre
les deux itemsets est d'autant plus importante que la valeur est éloignée de 1 :




est vériée dans 100% des as, la onvition sera égale à
la valeur maximale possible qui est 1. La onvition est une mesure d'impliation
entre itemsets ar elle est diretionnelle et prend en ompte P (l
1
) ainsi que P (l
2
).
La mesure du 
2
spéie le degré de dépendane entre diérents items d'un
itemset en omparant la distribution réelle de leur ourrene ave la distribu-
tion attendue de leur ourrene sous l'assomption d'une omplète indépendane
et d'une distribution normale de l'ourrene de haque item. L'utilisation du 
2
an d'extraire des itemsets fréquents dont le degré de dépendane des items est su-









g le produit artésien des ensembles d'événements orres-
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pondant à la présene et l'absene des items i
1
; : : : ; i
k
dans un objet. Un élément
r = r
1
: : : r
k
2 R orrespond à une instane de toutes les variables, 'est à dire un
itemset sous-ensemble de l'itemset fi
1
: : : i
k
g. R est fréquemment représenté omme
une table de dimension k appelée table de ontingene et un élément r 2 R orres-
pond alors une ellule de la table. La valeur de la ellule r est le nombre d'objets du
ontexte orrespondant à l'instane r noté O(r). An de déterminer la dépendane
d'une instane r, il faut déterminer si la valeur O(r) de la ellule r dière susam-
ment de la valeur attendue E[r℄. Soit n = jOj le nombre total d'objets du ontexte.
La valeur attendue est alulée sous l'assomption d'indépendane. Nous avons don








℄ = n   O(i
j
) et pour une instane r, E[r℄ =
n E[r
1
℄=n : : : E[r
k
℄=n. La mesure du 
2










La valeur obtenue est la déviation normalisée par rapport à la valeur attendue. Elle
spéie si les k items de l'itemset fi
1
: : : i
k
g sont dépendants deux à deux. Si tous
les items de l'itemset sont indépendants, la valeur du 
2
est égale à 0 (ave des
utuations pour n <1). Pour une valeur du 
2
supérieure à un seuil minimal, par
exemple 3,84 pour un niveau de signiation de 95%, l'assomption d'indépendane
est rejetée. Un algorithme d'extration des itemsets fréquents par niveaux utilisant
en plus du support le test du 
2
est présenté dans [BMS97, SBM98℄. Durant une
itération k, les k-itemsets fréquents sont extraits du ontexte, pour haun de es
k-itemsets la table de ontingene des k items est onstruite et si la valeur du 
2
obtenue est inférieure à un seuil minimal déni par l'utilisateur alors l'itemset est
supprimé de l'ensemble résultat. Trois algorithmes d'extration de règles ausales
appelés CC-path, CU-path et CU-path-heuristi utilisant la mesure du 
2
sont pré-
sentés dans [SBMU98℄. Les règles ausales extraites sont onstituées de trois items












ils sont onditionnés sur i
2






































deviennent dépendants lorsque ils sont onditionnés sur i
1
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Une mesure appelée olletive strength a été dénie par Aggarwal et al. dans
[AY98℄. Cette mesure spéie pour un itemset l une valeur omprise entre 0 et 1
indiquant la orrélation entre les items de l. Une valeur de 0 indique une absene to-
tale de orrélation alors qu'une valeur de1 indique une orrélation parfaite entre les
items. La valeur 1 orrespond à un itemset dont l'ourrene réelle dans le ontexte
est elle attendue sous l'assomption d'indépendane statistique des items. Un item-
set l est en violation d'un objet si ertains items de l sont ontenus dans l'objet mais
pas les autres. Le taux de violation d'un itemset l noté v(l) est la proportion d'objets
du ontexte pour lesquels l est en violation. La valeur 1 v(l) est la proportion d'ob-
jets du ontexte ontenant soit tous les items de l, soit auun des items de l. Soit
E[v(l)℄ (resp. 1 E[v(l)℄) la valeur attendue de v(l) (resp. 1 v(l)) sous l'assomption
d'indépendane statistique des items onstituant l. La mesure de olletive strength








Cette mesure a été utilisée par Aggarwal et al. [AY98℄ an d'extraire des itemsets
fréquents fortement olletifs en modiant l'algorithme Apriori d'extration des item-
sets fréquents par niveaux. Un itemset fréquent l est fortement olletif si la mesure
olletive strength(l) est supérieure ou égale à un seuil minimal minstrength déni
par l'utilisateur et pour haque sous-ensemble l
0
 l, la mesure olletive strength(l
0
)
est également supérieure ou égale à minstrength. Cet algorithme ne prend pas en
onsidération la notion de support des itemsets qui permet de s'assurer qu'un item-
set fortement olletif onerne susamment d'objets du ontexte pour être utile à
l'utilisateur [AY98℄. Aggarwal et al. proposent don de supprimer les itemsets for-
tement olletifs dont le support est inférieur au seuil minsupport lors d'une phase
de post-traitement. La mesure de olletive strength pose un problème identique à
la mesure d'intérêt : elle spéie la orrélation entre les items des itemsets mais ne
déni pas l'impliation entre les items puisque elle est symétrique.
3.3.3 Mesures de déviation
Les mesures de déviation sont des mesures de distane entre règles d'assoiation
dénies en utilisant les supports et les onanes des règles. Elles sont utilisées de
deux manières distintes an de supprimer ertaines règles de l'ensemble des règles
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d'assoiation extraites. La première onsiste à identier les règles d'assoiation for-
tement semblables, aratérisées par une faible distane, et lasser ou supprimer
ertaines de es règles en fontion des mesures de déviation qui leurs sont assoiées
[BAG99, DL98, TKR
+
95℄. La seonde permet d'identier les règles d'assoiation qui
sont inattendues pour l'utilisateur et qui apportent don une onnaissane impor-
tante ar nouvelle [He96, PSM94, ST95, ST96℄. Les onnaissanes de l'utilisateur
sont représentées en utilisant des modèles probabilistes auxquels sont onfrontés les
règles d'assoiation extraites. La déviation d'une règle orrespond à la diérene
entre la valeur attendue pour la règle dans le modèle probabiliste et la valeur réelle
pour la règle dans le ontexte.
Une mesure de déviation basée sur la onane des règles d'assoiation a été
proposée dans [DL98℄. Cette mesure est alulée pour haque règle d'assoiation





(R) la déviation standard des onanes des règles de l'en-





l'ensemble R est :
distane
std





L'approhe proposée dans [DL98℄ onsiste a frationner l'ensemble AR des règles
d'assoiation valides extraites en plusieurs sous-ensembles et supprimer dans haun
de es sous-ensemble R les règles r dont la valeur distane
std
(r; R) est inférieure à
un seuil minimal déni par l'utilisateur.
Dans [BAG99℄, une mesure de déviation est dénie en utilisant la notion de sous-




d'une règle r si les
onséquenes de r et r
0
sont identiques et l'antéédent de r
0
est un sous-ensemble de
l'antéédent de r. Formellement, étant donné l'ensemble AR de règles d'assoiation
valides, l'ensemble SR(r) des sous-règles d'une règle d'assoiation r : A! C de AR




! C j r
0
2 AR ^ A
0
 Ag. La mesure de déviation
est alulée pour haque règle d'assoiation r 2 AR en fontion des onanes de
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Elle permet de  quantier  l'information supplémentaire onvoyée par la règle r
par rapport à ses sous-règles. Si la valeur improvement(r) est positive, la suppression
d'un ou plusieurs items de l'antéédent de r entraîne une diminution de la onane
de la règle au moins égale à improvement(r). Pour une valeur élevée, haque item
de l'antéédent ontribue don de manière importante à la prédition que représente
la règle. Si la valeur improvement(r) est inférieure ou égale à 0, la règle r n'est pas
informative ar elle est peut être simpliée par une de ses sous-règle r
0
au moins
aussi informative et qui s'applique à une population plus importante du fait de
la ondition sur leurs antéédents A
0
 A. Un algorithme nommé Dense-Miner,
qui est une extension de l'algorithme Max-Miner, permettant de générer les règles
d'assoiation de la forme r : l
1
! C valides dont la mesure improvement(r) est
supérieure ou égale à un seuil minimal minimprovement est présenté dans [BAG99℄.
L'itemset onséquene C  I des règles extraites est spéiée en début de proessus.
Cette ontrainte sur la onséquene des règles fait partie de l'approhe orientée
utilisateur par ontrainte sur les items présentée dans la setion 3.4.3.
Une mesure de déviation spéiant une distane entre deux règles d'assoiation
possédant la même onséquene a été proposée dans [TKR
+
95℄. La distane entre
les deux règles est dénie en fontion des ensembles d'objets qui vérient haune
des deux règles. Soit O(l) le nombre d'objets du ontexte d'extration ontenant




! C la distane







) = O(A [ C) +O(A
0
[ C)  2 O(A [ A
0
[ C):
La valeur obtenue orrespond au nombre d'objets du ontexte qui vérient l'une des
deux règles mais pas l'autre. Cette mesure a été proposée dans [TKR
+
95℄ an de
failiter la visualisation de l'ensemble de règles d'assoiation extraites en formant
des groupes ou lusters de règles qui onernent les mêmes objets du ontexte. Les
lusters sont onstruits en minimisant la distane entre les règles de haque luster.
Les réseaux Bayésiens sont les modèles probabilistes les plus utilisés an de dénir
les onnaissanes de l'utilisateur [He96, ST95, ST96℄. Dans l'interprétation Bayé-
sienne, la probabilité qu'un événement e se produise selon l'état  de onnaissane de










Ces probabilités dénies par l'utilisateur sont utilisées an de onstruire un réseau
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Bayésien B pour l'ensemble I représentant la distribution des probabilité P (I; ).
Étant donnée une nouvelle information r, le degré de probabilité d'un événement e
sahant r noté P (ejr; ) est alulé en utilisant la règle Bayésienne :
P (ejr; ) =
P (rje; )P (e; )
P (rje; )P (e; ) + P (rj:e; )P (:e; )
:






P (ejr; )  P (e; )
P (e; )
:
Cette valeur mesure ombien la nouvelle information modie le système de onnais-
sanes. Les informations pour lesquelles ette valeur est la plus élevée sont les plus
inattendues pour l'utilisateur. L'appliation de ette approhe pose plusieurs pro-
blèmes importants. Le premier est la néessité pour l'utilisateur de onevoir le
système de onnaissanes, e qui dans de nombreux as se révèle très omplexe. Le
seond onerne les temps des aluls des mesures de déviations qui sont très im-
portants ar ils requièrent de très nombreuses opérations puisqu'il faut aluler la




95℄, l'ensemble des règles d'assoiation valides AR est extrait et
une ouverture struturelle pour les règles d'assoiation est onstruite en supprimant
de ette ensemble les règles redondantes d'un point de vue syntaxique. Pour ela,
des sous-ensembles de l'ensemble AR sont onstruits et haque sous-ensemble est
examiné suessivement. Un sous-ensemble est onstitué de toutes les règles valides
qui possèdent le même itemset onséquene. La séletion des règles supprimées à
l'intérieur d'un sous-ensemble est basée sur l'observation que pour deux règles r :








est une sous-règle de r), l'ensemble
des objets vériant la règle r
0
est un sur-ensemble de l'ensemble des objets vériant
la règle r. En eet, puisque (A
0
[ C)  (A [ C), l'ensemble des objets ontenants
l'itemset A
0
[ C et un sur-ensemble de l'ensemble des objets ontenants l'itemset
A [ C. La ouverture struturelle  d'un ensemble AR de règles d'assoiation est
dénie par :
 = fA! C 2 AR j A
0
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En utilisant la notion de sur-règle (voir setion 3.3.3), l'ensemble ontient les règles
d'assoiation de AR qui ne possèdent auune sur-règle dans l'ensemble AR. La
ouverture struturelle ainsi dénie ontient les règles d'assoiation les plus générales
d'un point de vue syntaxique de l'ensemble AR.
Cette méthode si elle permet de réduire eaement le nombre de règles d'asso-
iation extraites ne tient toutefois pas ompte de la onane des règles d'assoiation.
Pour qu'auune information ne soit perdue, le ontexte d'extration des règles doit
être uniforme, 'est à dire que pour une règle r : A ! C, il ne doit pas exister de
sur-règle de r ave une onane inférieure. Cei pose un problème ar la onane
d'une règle r ne peut être déduite de la onane de ses sur-règles ou sous-règles.
Ainsi, si par exemple nous avons deux règles d'assoiation valides "Lait! Céréales
(onane 80%)" et "Lait Café ! Céréales (onane 40%)", la première règle qui
est une sous-règle de la seonde sera supprimée alors que du fait de sa onane bien
plus élevée elle est plus informative pour l'utilisateur que la seonde.
Un algorithme de génération de ouvertures struturelles appelé RuleCover est
présenté dans [TKR
+
95℄. An de générer la ouverture struturelle, et algorithme
requiert qu'à haque règle d'assoiation de AR soit assoiée la liste des objets véri-
ant la règle, 'est à dire la liste des objets ontenant l'itemset union de l'antéédent
et de la onséquene de la règle. Cette ontrainte néessite soit l'extension des algo-
rithmes d'extration des itemsets fréquents, soit un traitement supplémentaire qui
requiert des balayages du ontexte, e qui onstitue dans les deux as un suroût
non négligeable en temps d'exéution et en espae mémoire.
3.3.5 Disussion
Les règles d'assoiation généralisées étendent la dénition des règles d'assoiation
entre itemsets proposée dans [AS94℄. An de générer es règles, une taxonomie
des items du ontexte d'extration est utilisée et ette méthode n'est appliable
que si une telle taxonomie est présente. Les règles d'assoiation généralisées sont
générées à partir des itemsets généralisés fréquents, onstruits à partir de l'ensemble
I
0
 I des items de la taxonomie, qui onstituent un sur-ensemble de l'ensemble
des itemsets fréquents. L'espae de reherhe des itemsets généralisés fréquents est
don plus grand que l'espae de reherhe des itemsets fréquents, e qui entraîne
une augmentation importante du oût de l'extration des itemsets néessaires à la
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génération des règles. De plus, l'ensemble des règles d'assoiation généralisées valides
est un sur-ensemble de l'ensemble des règles d'assoiation valides. An de diminuer
le nombre de règles d'assoiation généralisées générées, la valeur de R utilisée doit
être élevée (nettement supérieure à 1), e qui entraîne la suppression de règles non
redondantes et don une perte d'information.
L'utilisation de mesures statistiques autres que la onane permet dans de nom-
breux as d'améliorer la qualité de la mesure de préision des règles d'assoiation.
Toutefois, les mesures d'intérêt et de olletive strenght ne dénissent pas des im-
pliations entre itemsets mais des probabilités de o-ourrene des items dans les
itemsets. Cei ne orrespond aux besoins dénis par les règles d'assoiation pour
lesquels la probabilité de o-ourrene des items dans les objets est onditionnée





est plus oûteux que le alul de la onane de ette règle. Il









alors que le support de l'itemset l
2
n'est pas utilisé pour aluler la onane
de la règle. Pour aluler la olletive strenght d'un itemset, il faut aluler le taux
de violation de et itemset, e qui représente un suroût non négligeable en temps
d'exéution par rapport à l'extration des itemsets fréquents.











doivent être onnus. Si le support de l'événement :l
2
est
failement alulé à partir du support des itemsets fréquents puisque support(:l
2
)
= 1 - support(l
2




ne peut pas l'être. Le alul du
support des événements de e type durant l'extration des itemsets fréquents n'est
pas réalisable ar le nombre d'événements à onsidérer est trop important : il est ex-
ponentiel dans le nombre d'itemsets fréquents. Ce alul doit don faire l'objet d'un
post-traitement qui requiert des balayages du ontexte et augmente don de manière
non négligeable les temps d'exéution. L'utilisation de la mesure du 
2
pose deux
prinipaux problèmes. Le premier est le nombre d'opérations néessaires au alul
des mesures du 
2
pour haque itemset fréquent qui est très important et pose des
problèmes d'eaité lorsque les règles sont extraites à partir de grandes bases de
données [AY98℄. Le seond onerne la préision de la mesure qui se dégrade onsi-
dérablement si les valeurs attendues E[r℄ sont faibles. La préision n'est garantie
que si toutes les ellules de la table de ontingene ont une valeur supérieure à 1 et
si 80% des ellules ont une valeur supérieure à 5. Dans le as de règles d'assoiation,
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es onditions ne sont que rarement respetées et la mesure du 
2
obtenue dans de
tels as est une approximation dont la préision est variable [BMS97, SBMU98℄. La
dénition d'une mesure préise lorsque es onditions ne sont pas respetées est un
problème de reherhe ouvert dans la ommunauté des statistiques.
Les mesures de déviation permettent d'identier parmi l'ensemble de règles d'as-
soiation valides extraites les règles qui représentent une variation dans la distribu-
tion des onanes des règles par rapport à son voisinage. Ces mesures sont utilisées
an de réduire l'ensemble des règles d'assoiation après leur génération, e qui nées-
site un post-traitement des règles entraînant des temps d'exéution supplémentaires.
La mesure distane
std
est soumise au problème du oût du alul de la déviation stan-
dard des sous-ensembles de règles qui néessite de nombreuses opérations. L'utili-
sation de la mesure d'improvement pour supprimer les règles redondantes dont la
mesure est inférieure à 0 ne réduit que faiblement la taille de l'ensemble résultat.
En imposant un seuil minimal minimprovement et en supprimant les règles dont
l'improvement est inférieur à ette valeur il y a perte d'information ar les règles
dont la mesure est supérieure à 0 ne sont pas redondantes. La mesure distane
sem
ne permet pas de réduire l'ensemble des règles extraites. Elle déni seulement un
ritère de regroupement des règles an d'en failiter la visualisation. L'utilisation de
réseaux Bayésiens pose deux problèmes. D'une part, le problème de la omplexité de
la dénition du modèle probabiliste par l'utilisateur du fait du nombre d'items du
ontexte d'extration qui est en général très important. D'autre part, le problème
du oût des aluls des déviation
Bay
pour les règles extraites qui est très importants.
La dénition de la ouverture struturelle pour les règles d'assoiation ne tient
pas ompte de la onane des règles, e qui entraîne une perte d'information qui
peut dans de nombreux as être importante. De plus, l'algorithme proposé pour
onstruire ette ouverture néessite pour haque règle d'assoiation la liste des
objets ontenant l'itemset union de l'antéédent et de la onséquene de la règle.
An de onstruire es listes, lorsque les règles d'assoiation valides sont extraites, un
traitement supplémentaire durant lequel des balayages du ontexte seront réalisés est
néessaire. Ce traitement onstitue un suroût non négligeable en temps d'exéution
et en espae mémoire pour l'extration des règles d'assoiation.
Niolas Pasquier, LIMOS
3.4. Rédution de l'ensemble des règles d'assoiation : approhes orientées
utilisateur 100
3.4 Rédution de l'ensemble des règles d'assoia-
tion : approhes orientées utilisateur
Les approhes orientées utilisateur pour la rédution de l'ensemble des règles
d'assoiation requièrent l'intervention de l'utilisateur an de dénir des ritères de
séletion des règles qui gureront dans l'ensemble résultat. Nous distinguons trois
atégories diérentes parmi es approhes. La première est l'utilisation d'expressions
régulières appelées templates utilisées an de ltrer l'ensemble de règles d'assoia-
tion valides extraites préédemment. L'approhe par templates est présentée dans la
setion 3.4.1. La seonde est l'utilisation d'un opérateur appelé MINE RULE qui est
une extension du langage de requête SQL. Les ritères de séletion orrespondent
aux paramètres de et opérateur qui extrait les règles diretement depuis les tuples
des tables de la base de données. Cet opérateur et les extensions de e dernier sont
présentés dans la setion 3.4.2. Dans la troisième, les ritères de séletion sont ap-
pelés ontraintes sur les items et sont utilisés an d'extraire seulement les itemsets
fréquents permettant de générer les règles vériant es ontraintes. Les approhes




94℄, les templates sont dénis omme des expressions régulières
spéiant des ritères généraux de séletion d'un sous-ensemble de règles d'asso-
iation qui sera présenté à l'utilisateur. Ce sous-ensemble est onstruit à partir de
l'ensemble des règles d'assoiation valides, en onservant les règles qui vérient les
ritères spéiés par les templates parmi et ensemble. Ces ritères stipulent quels
items doivent apparaître dans l'antéédent et la onséquene des règles du sous-
ensemble. Cette approhe a été développée sur le modèle des règles d'assoiation
dénies dans [AIS93b℄ dont la onséquene ontient un seul item. Elle peut toutefois
failement être étendue pour prendre en onsidération les règles dont la onséquene
ontient plusieurs items.
Lors de la dénition des templates, une hiérarhie de lasses ou taxonomie des
items peut éventuellement être prise en onsidération. Une lasse C(i) de la taxono-
mie est l'ensemble des items feuilles de la taxonomie qui sont des desendant de l'item
i. Dans la taxonomie T assoiée au ontexte V par exemple, la lasse C(Chaussures)
Niolas Pasquier, LIMOS
101 Chapitre 3. Génération et rédution des règles d'assoiation
orrespond à l'ensemble {Moassins, Baskets}. Les templates permettent alors de
spéier à quelles lasses doivent appartenir les items de l'antéédent et la onsé-
quene des règles du sous-ensemble. La dénition des templates présentée dans la
suite prend en onsidération une telle hiérarhie de lasses d'items. Les templates
sont des expressions de la forme :
X
1





dans laquelle haque X
h
est un item i 2 I, une lasse d'items C(i) ou bien une
expression C(i)+ ou C(i). Les expression C(i)+ ou C(i) signient une à plusieurs
et zéro à plusieurs items de la lasse C(i) respetivement. Deux types de templates
peuvent être dénis, les templates inlusifs et les templates restritifs. Les premiers
permettent à l'utilisateur de dénir expliitement quelles règles sont intéressantes et
les seonds, quelles règles ne le sont pas.




vérie un template X
1



















. Si une expression X est un item i, un itemset l vérie X si l ontient i. Si une
expression X est une lasse d'items C(i), un itemset l vérie X si l ontient un et un
seul desendant de l'item i. Si une expression X est de la forme C(i)+ alors l vérie
l'expression X si l ontient ou un ou plusieurs desendants de l'item i. Un itemset
l vérie toujours une expression X = C(i) puisqu'elle spéie que l'itemset peut
ontenir de 0 à plusieurs items desendants de i. Les règles qui seront séletionnées
parmi l'ensemble des règles extraites sont elles qui vérient au moins un template
inlusif et ne vérient auun des templates restritifs.
Exemple 3.5 Les règles d'assoiation valides dans le ontexte V pour un seuil mi-
nimal de support de 2/6 et un seuil minimal de onane de 1/2 sont présentées dans
la table 3.6. Supposons maintenant que l'utilisateur herhe à savoir quels artiles
sont le plus souvent ahetés par les lients qui ahètent des sous-vêtements. Utilisant
la taxonomie T assoiée au ontexte V, il va être possible de séletionner les règles
orrespondants à ette reherhe d'informations en spéiant le template "C(Sous-
vêtements)+ ! C(Artile)". La lasse C(Artile) spéie que la onséquene des
règles extraites peut ontenir n'importe lequel des items feuilles de la taxonomie
puisque C(Artile) = {T-shirt, Caleçon, Pantalon, Moassins, Baskets}. Les règles
d'assoiation valides orrespondant à e template sont les règles "T-shirt ! Panta-
lons (2/6, 2/3)", "Caleçon ! Pantalons (2/6, 2/3)" et "Caleçon ! Baskets (2/6,
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Règle d'assoiation Support Conane
T-shirt ! Pantalons 2/6 2/3
Pantalons ! T-shirt 2/6 2/4
Caleçon ! Pantalons 2/6 2/3
Pantalons ! Caleçon 2/6 2/4
Caleçon ! Baskets 2/6 2/3
Baskets ! Caleçon 2/6 2/3
Tab. 3.6  Règles d'assoiation valides dans le ontexte V pour minsupport = 2/6
et minonane = 1/2.
2/3)". Ces règles sont les règles d'assoiation valides qui répondent aux besoins de
l'utilisateur pour sa reherhe d'information.
3.4.2 Opérateur MINE RULE
Dans [MPC96℄, les ritères de seletion des règles sont dénis par un opérateur
nommé MINE RULE. Cet opérateur est une extension du langage de requête SQL
implémenté dans les SGBD relationnels. L'extration des règles d'assoiation est
réalisée à partir des tuples des relations de la base de données par une requête
qui est une instane de l'opérateur MINE RULE. Les itemsets fréquents sont des
ensembles de valeurs d'attributs de tuples extraits des tables (ou requêtes) qui sont
les soures de données de la requête. Les règles d'assoiation sont générées à partir
de es itemsets fréquents selon les ritères dénis par la requête. La syntaxe de
l'opérateur MINE RULE est la suivante :
MINE RULE <NomTable> AS
SELECT DISTINCT <1|m..1|n> <DesrAntéédant> AS BODY,
<1|p..1|q> <DesrConséquene> AS HEAD
[,SUPPORT℄ [,CONFIANCE℄
[WHERE <ClauseWhere1>℄
FROM <ListeFrom> [WHERE <ClauseWhere2>℄
GROUP BY <ListeAttribut1> [HAVING <ClauseHaving1>℄
[CLUSTER BY <ListeAttribut2> [HAVING <ClauseHaving2>℄℄
EXTRACTING RULE WITH SUPPORT :<ValSupport>,
CONFIANCE :<ValConfiane> ;
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Les expressions entre [ et ℄ sont les lauses optionnelles et les expressions entre <
et > sont les paramètres de l'opérateur.
La lause FROM déni la liste de tables ou requêtes de la base de données à partir
desquelles seront extraits les itemsets. La lause optionnelle WHERE <ClauseWhere2>
dérit des ritères de séletion des tuples, de es tables ou requêtes, qui seront utilisés.
Les tuples ainsi séletionnés sont regroupés par valeurs ommunes pour les attributs
de la liste <ListeAttribut1> de la lause GROUP BY. Pour haun de es groupes,
les valeurs des attributs de la liste <DesrAntéédant> dans les tuples du groupe
onstituent un itemset antéédent andidat pour les règles. Les valeurs des attributs
de la liste <DesrConséquene> dans les tuples du groupe onstituent un itemset
onséquene andidat pour les règles. La lause CLUSTER BY permet de former des
regroupements de tuples à l'intérieur de haque groupe, par valeurs ommunes pour
les attributs de la liste <ListeAttribut2>. Les itemsets antéédents et onséquenes
andidats sont alors onstitués par l'union des valeurs des attributs dans les tuples
des lusters ainsi formés.
Pour haque ouple d'itemset antéédent andidat l
1
et itemset onséquene an-
didat l
2





rapport au seuil minimaux <ValSupport> et <ValConfiane>. La lause optionnelle
WHERE <ClauseWhere1> permet de dénir des ritères supplémentaires de séletion
des règles. Ces ritères peuvent onerner les attributs des tuples dont sont issus les
items de l'antéédent et la onséquene de la règle ou bien d'autre attributs de es
tuples. Les règles pour lesquelles es ritères ne sont pas respetés sont supprimées
de l'ensemble résultat. La sémantique de l'opérateur déni dans [MPC96℄ permet
également de prendre en onsidération une hiérarhie de lasses des valeurs des attri-
buts. Les items onstituant les règles extraites sont alors soit des valeurs d'attributs,
soit des lasses de valeurs d'attributs et les ritères de séletion et de regroupement
des tuples et des règles peuvent porter sur es lasses de valeurs des attributs.
La dénition des requêtes orrespondants aux besoins de l'utilisateur par l'opéra-
teur MINE RULE néessite des onnaissanes approfondies du language de requête
SQL. An qu'il soit possible pour un utilisateur non-expert de dénir es requêtes,
une extension de l'opérateur MINE RULE a été proposée dans [BP97℄. Cette ex-
tension peut être vue omme une interfae simpliant l'utilisation de et opérateur
grae à des lasses de ritères d'extration préédemment dénis. Une requête or-
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respond à une instane d'une de es lasses dans laquelle le nombre de paramètres
à dénir est réduit et les types des paramètres sont simpliés.
3.4.3 Contraintes sur les items
Dans l'approhe par ontraintes sur les items, l'utilisateur déni des ontraintes,
spéiant les règles d'assoiation à extraire, qui sont des expressions portant sur
l'antéédent, la onséquene ou l'antéédent et la onséquene simultanément des
règles. Ces ontraintes sont utilisées lors de la phase d'extration des itemsets fré-
quents an de limiter l'espae de reherhe de ette phase. Elles sont prises en
ompte lors de la génération des itemsets andidats an de onsidérer seulement les
andidats permettant de générer des règles satisfaisant les ontraintes.
L'approhe proposée dans [SVA97℄ onsiste à limiter l'extration des règles d'as-
soiation à un sous-ensemble de règles vériant une expression booléenne spéiant
la présene ou l'absene des items dans les règles, sans distintion entre l'antéé-
dent et la onséquene. Cet expression booléenne peut être dénie en utilisant une
taxonomie des items si elle existe et les éléments de l'expression peuvent alors être
également de la forme anêtre(item) ou desendant(item). Elle est exprimée omme
une forme normale disjontive de la forme :
D
1
_ : : : _ D
j
;
dans laquelle haque élément D
k
est de la forme a
1
k




taxonomie n'est disponible, haque élément a
q
k
est de la forme i ou bien :i pour un




être de la forme anêtre(i), desendant(i), :anêtre(i) ou :desendant(i). Lors de




_ : : : )








; : : : qui sont les desen-
dants de i dans la taxonomie. La même opération est réalisée pour anêtre(i) et
:anêtre(i). Étant donnée une expression B dénie par l'utilisateur, les règles d'as-

























ont une valeur vrai dans B et
tous les autres items de B ont une valeur faux. L'extration des règles d'assoiation
satisfaisant une expression B peut être divisé en trois phases :
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1. Extraire tous les itemsets fréquents satisfaisant l'expression B. Trois approhes
peuvent être utilisées pour réaliser ette phase. La première onsiste à extraire
tous les itemsets fréquents et supprimer eux ne satisfaisant pas l'expression
B ; La seonde, à modier la proédure de génération des andidats an de
générer tous itemsets andidats et aluler le support de eux satisfaisant B ;
La troisième, à modier la proédure de génération des andidats an de ne
générer que les itemsets andidats satisfaisant B.
2. Déterminer le support de tous les sous-ensembles des itemsets extraits durant









satisfaisant B, le support de l'itemset
l
1
est néessaire. Cet itemset peut ne pas satisfaire B et n'avoir don pas été
extrait durant la phase 1. Il faut don déterminer tous les sous-ensembles des
itemsets fréquents extraits durant la phase 1 et réaliser un balayage supplé-
mentaire an de aluler leurs supports.
3. Générer toutes les règles d'assoiation valides à partir des itemsets fréquents
extraits durant la phase 1. Durant ette phase, les supports des itemsets al-
ulés durant les phases 1 et 2 sont utilisés pour déterminer la onane de
haque règle d'assoiation.
L'approhe la plus simple pour extraire les règles satisfaisant l'expression B onsiste
à extraire toutes les règles d'assoiation valides et supprimer ensuite elles ne sa-
tisfaisant pas l'expression B. Toutefois, la rédution de l'extration de l'ensemble
des itemsets fréquents à eux satisfaisant B permet de réduire signiativement les
temps d'exéution omparé à ette dernière approhe. Trois algorithmes qui sont des
extensions de l'algorithme Apriori an de prendre en onsidération l'expression lors
de l'extration des itemsets fréquents ont été présentés dans [SVA97℄. Chaun de es
algorithmes orrespond à une des trois approhes énumérées dans la desription de
la phase 1.
Dans [NLHP98℄, les ontraintes spéiant les règles d'assoiation extraites sont
plus générales que dans la préédente approhe. Ces ontraintes sont des expressions
qui peuvent porter sur l'antéédent ou la onséquene des règles seulement, ou bien
sur l'antéédent et la onséquene simultanément. L'extration des règles d'assoia-
tion est réalisée à partir des tuples des relations de la base de données (omme pour
l'opérateur MINE RULE) et les itemsets sont des ensembles de valeurs d'attributs
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, les diverses types de ontraintes qui peuvent être appliquées sont les
suivants :





exemple : 9i 2 l; i 2 domaine(Artile) qui spéie que la règle doit ontenir
une valeur de l'attribut Artile.




ou l. Par exemple :
8i 2 l
2
; i.Prix > 100 qui spéie que les artiles de la onséquene de la règle
doivent avoir un prix supérieur à 100.





exemple : 8i 2 l
1
j i 2 domaine(Artile); somme(i.Prix) < 500 qui spéie
que la somme des prix des artiles de l'antéédent de la règle doit être inférieure
à 500.











j domaine(i) 6= domaine(i
0
) qui spéie que les valeurs ontenues
dans l'antéédent et la onséquene de la règles doivent onerner des attributs
diérents.
Trois algorithmes, nommés Apriori+, Hybrid et CAP, d'extration des itemsets fré-
quents néessaires à la génération des règles d'assoiation valides vériant un en-
semble de ontraintes C sont présentés dans [NLHP98℄. Ces itemsets sont les itemsets
fréquents qui peuvent être l'antéédent, la onséquene ou l'union de l'antéédent et
de la onséquene d'une telle règle. Par abus de langage, nous disons que es item-
sets vérient l'ensemble C de ontraintes. Les algorithmes Apriori+ et Hybrid sont
des extensions de l'algorithme Apriori. L'algorithme Apriori+ génère l'ensemble des
itemsets fréquents et supprime ensuite eux qui ne vérient pas l'ensemble C. Dans
l'algorithme Hybrid, la proédure de génération des itemsets andidats est modiée
an de ne générer que les itemsets andidats qui vérient C. Pour l'algorithme CAP,
les ontraintes de l'ensemble C sont lassées en quatre atégories selon leur pro-
priétés de suinteté et d'anti-monotonie. Les ontraintes de haque atégorie sont
ensuite utilisées à diverses étapes de l'extration an de minimiser le nombre d'item-
sets onsidérés, e qui améliore sensiblement les temps d'exéution par rapport aux
algorithmes Apriori+ et Hybrid.
Dans [BAG99℄, une ontrainte unique sur la onséquene des règles d'assoia-
tion extraites est dénie par l'utilisateur. Cette ontrainte est un itemset C  I
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qui spéie l'itemset onséquene des règles d'assoiation extraites qui seront de la
forme r : A ! C. An de générer es règles et de aluler leurs supports et leurs
onanes, tous les ouples d'itemsets fréquents A et A [ C doivent être extraits.
L'algorithme Dense-Miner, présenté dans [BAG99℄, permet d'extraire es itemsets
et de générer les règles r : A ! C valides. Comme préisé préédemment, et al-
gorithme prend également en onsidération la mesure appelée improvement assoiée
à haque règle r (voir setion 3.3.3). Si la mesure improvement(r) est inférieure à
un seuil minimal minimprovement déni par l'utilisateur, la règle r est supprimé de
l'ensemble résultat.
3.4.4 Disussion
Les approhes orientées utilisateurs foalisent la reherhe sur un sous-ensemble
des règles d'assoiation valides délimité par les spéiations de l'utilisateur. Ainsi,
les règles d'assoiation inattendues pour l'utilisateur ne sont pas extraites. Or, es
règles onstituent une information importante pour l'utilisateur ar elles lui ap-
portent une onnaissane nouvelle [DL98, He96, PSM94, ST95, ST96℄.
De plus, les règles d'assoiation redondantes, qui ne onvoient auune information
supplémentaire et dont la présene n'est pas souhaitable, ne sont pas supprimées
des sous-ensembles de règles extraites. Ces règles nuisent de manière importante
à la pertinene et l'utilité du résultat puisque elles représentent dans ertains as
une proportion majoritaire des règles extraites, partiulièrement pour les ontextes
d'extration onstitués de données denses ou orrélées.
L'opérateur MINE RULE est déni omme une extension du langage de requête
SQL. Lors de l'extration des règles d'assoiation orrespondant à une requête, le
SGBD est utilisé an d'extraire les valeurs des tuples dans la base de données. Cei
ralenti onsidérablement les temps d'exéution par rapport aux proessus d'extra-
tion pour lesquels le ontexte d'extration (relation binaire) est onstruit lors d'une
phase de pré-traitement. Ce pré-traitement permet de plus de supprimer les valeurs
inintéressantes dans le jeu de données qui seront onsidérées par l'opérateur MINE
RULE puisque présentent dans les tuples de la base de données. De plus, l'opéra-
teur MINE RULE utilise des opérations d'agrégation pour spéier la struture des
règles extraites, e qui entraîne des problèmes de performanes ar es opérations
sont oûteuses en temps d'exéution.
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4.1 Introdution
Nous proposons une nouvelle sémantique basée sur la onnexion de Galois pour
le problème de l'extration de règles d'assoiation [PBTL98, PBTL99b, PBTL99℄.
Utilisant les opérateurs de fermeture de la onnexion de Galois, nous dénissons les
itemsets fermés, qui forment le treillis des itemsets fermés, et les itemsets fermés
fréquents. Nous démontrons que l'ensemble des itemsets fermés fréquents onsti-
tuent un ensemble générateur, également appelé base, pour l'ensemble des itemsets
fréquents. Cela signie que les itemsets fréquents et leurs supports peuvent être gé-
nérés à partir des itemsets fermés fréquents et leurs supports sans aéder à la base
de données. Nous proposons une nouvelle déomposition du problème de l'extration
de règles d'assoiation onsistant à extraire les itemsets fermés fréquents au lieu des
itemsets fréquents. Cette déomposition permet d'améliorer les temps de réponse
ar dans la plupart des as le nombre d'itemsets fermés fréquents est bien inférieur
au nombre d'itemsets fréquents. Utilisant les itemsets fermés fréquents, nous dénis-
sons des bases
1
pour les règles d'assoiation. Ces bases, qui sont des sous-ensembles
de l'ensemble des règles d'assoiation valides, permettent d'améliorer la pertinene
et l'utilité de l'ensemble de règles extraites.
4.2 Connexion de Galois
Dans ette setion, nous rappelons les dénitions des opérateurs de fermeture,
de la onnexion de Galois et de la fermeture de la onnexion de Galois utilisées
par la suite pour dénir le treillis des itemsets fermés. Nous dénissons également
formellement le support des itemsets en utilisant la onnexion de Galois.
1
Nous utilisons dans e mémoire le terme  base  au sens d'ensemble générateur non redondant.
Une base pour un ensemble de règles E est un sous-ensemble de E ne ontenant auune règle
redondante et à partir duquel toutes les règles appartenant à E peuvent être déduites.
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4.2.1 Opérateurs de fermeture
Soit un ensemble partiellement ordonné (E;). Une appliation  de (E;)
dans (E;) est un opérateur de fermeture si et seulement si elle possède les trois
propriétés suivantes pour tous sous-ensembles S; S
0
 E :
1. Isotonie : S  S
0
) (S)  (S
0
),
2. Extensivité : S  (S),
3. Idempotene : ((S)) = (S).
Étant donné un opérateur de fermeture  sur un ensemble partiellement ordonné
(E;), un élément x 2 E est un élément fermé si l'image de x par l'opérateur de
fermeture est lui-même : (x) = x.
4.2.2 Connexion de Galois
Soit un ontexte d'extration B = (O; I;R). Soit l'appliation  de l'ensemble
des parties de O
2
dans l'ensemble des parties de I qui assoie à un ensemble d'objets





(O) = fi 2 I j 8o 2 O nous avons (o; i) 2 Rg
Soit l'appliation  de l'ensemble des parties de I dans l'ensemble des parties de
O qui assoie à tout ensemble d'items (itemset) I  I l'ensemble des objets o 2 O







 (I) = fo 2 O j 8i 2 I nous avons (o; i) 2 Rg
Le ouple d'appliations (;  ) est une onnexion de Galois entre l'ensemble des
parties de O et l'ensemble des parties de I. Étant donnée la onnexion de Galois



























(2) O   (I)() I  (O)
2
L'ensemble des parties d'un ensemble d'éléments O, onstitué de tous les sous-ensembles de




Un objet o ontient un itemset l si o est en relation ave tous les items i 2 l.
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Exemple 4.1 Dans le ontexte d'extration de règles d'assoiation D représenté
dans la table 1.1, nous avons ({1, 2}) = {C} et  ({A, C}) = {1, 3, 5} par exemple.
4.2.3 Propriétés des itemsets
Le support des itemsets et les propriétés 2.1 et 2.2 ont été dénis de manière
intuitive par Agrawal et al. dans [AIS93a, AS94℄. L'appliation  de la onnexion de
Galois, qui assoie à haque itemset l'ensemble d'objets ontenant l'itemset, permet
de les dénir formellement. Le support d'un itemset est la proportion d'objets du
ontexte qui ontiennent l'itemset. Il orrespond don au rapport entre la taille de
l'image de l'itemset par l'appliation  et la taille de l'ensemble O.
Dénition 4.1 (Support d'un itemset)
Soit un ontexte d'extration B = (O; I;R) et un itemset l  I. Le support de





Les propriétés 2.1 et 2.2 sont utilisées par les algorithmes d'extration des itemsets
fréquents et les algorithmes d'extration des itemsets fréquents maximaux. Nous
rappelons dans la suite es propriétés et nous démontrons leur orretion en utilisant
l'appliation  .
Propriété 2.1 Tous les sous-ensembles d'un itemset fréquent sont fréquents.
Preuve. Soient l; l
0
 I deux itemsets tels que l est un itemset fréquent l 2 F et l
0
est un sous-ensemble de l, l
0
 l. Selon la propriété (1) de la onnexion de Galois,
nous avons l
0
 l =)  (l
0
)   (l) =) support(l
0
)  support(l)  minsupport. Nous
déduisons don que l
0
est un itemset fréquent : l
0
2 F . 
Propriété 2.2 Tous les sur-ensembles d'un itemset infréquent sont infréquents.
Preuve. Soient l; l
0
 I deux itemsets tels que l est un itemset infréquent l =2 F et
l
0
est un sur-ensemble de l, l
0
 l. Selon la propriété (1) de la onnexion de Galois,
nous avons l
0
 l =)  (l
0
)   (l) =) support(l
0
)  support(l) < minsupport. Nous
déduisons don que l
0
est un itemset infréquent : l
0
=2 F . 
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4.2.4 Fermeture de la onnexion de Galois




dotés de la relation d'in-


















des opérateurs de fermeture de la onnexion de Galois. Étant donnée la onnexion










(3) I  (I) (3') O  
0
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( (I)) =  (I) (6') ((O)) = (O)
4.3 Treillis des itemsets fermés
Dans ette setion, nous dénissons les itemsets fermés, qui onstituent le treillis
des itemsets fermés, et les itemsets fermés fréquents.
4.3.1 Itemsets fermés
Étant donné l'opérateur de fermeture de la onnexion de Galois , un itemset
l  I tel que (l) = l est appelé itemset fermé. Un itemset fermé est don un
ensemble maximal d'items ommuns à un ensemble d'objets.
Exemple 4.2 Par exemple, dans le ontexte D, l'itemset {BCE} est un itemset
fermé ar il est l'ensemble maximal d'items ommuns aux objets {2, 3, 5, 6}. L'item-
set {BC} n'est pas un itemset fermé ar il n'est pas un ensemble maximal d'items
ommuns à ertains objets : tous les objets ontenant les items B and C (objets 2,
3,5 et 6) ontiennent également l'item E. Dans une base de données de ventes, ela
signie que les lients ahètent au plus les artiles B, C et E et que tous les lients
qui ahètent les artiles B et C ahètent également l'artile E.
4
Nous utilisons les notations suivantes pour la omposition d'appliations :  Æ  (I) = ( (I))
et  Æ (O) =  ((O)).
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Dénition 4.2 (Ensemble d'itemsets fermés)
Soit un ontexte d'extration B = (O; I;R) et l'opérateur de fermeture de la
onnexion de Galois . L'ensemble   des itemsets fermés dans le ontexte B est :
  = fl  I j l 6= ? ^ (l) = lg:
Remarque 4.1 Le plus petit (minimal au sens de l'inlusion) itemset fermé onte-
nant un itemset l est obtenu par l'appliation de la fontion  à l.
4.3.2 Treillis des itemsets fermés
Soit   l'ensemble des itemsets fermés dans un ontexte B = (O; I;R) et la













. Nous appelons alors l
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sur-ensemble fermé de l
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. L'ensemble partiellement
ordonné ( ;) forme un treillis omplet ar pour tout sous-ensemble S    il existe
un plus petit majorant Join(S) et un plus grand minorant Meet(S) dénis omme









Dénition 4.3 (Treillis des itemsets fermés)
Soit   l'ensemble des itemsets fermés du ontexte B selon l'opérateur de fermeture
de la onnexion de Galois . Le ouple L
 
= ( ;) est un treillis omplet appelé
treillis des itemsets fermés.
Exemple 4.3 Le treillis des itemsets fermés assoié au ontexte D est représenté
dans la gure 4.1. Ce treillis ontient 8 itemsets et sa hauteur est égale à inq.
Remarque 4.2 Le treillis des itemsets fermés d'une relation binaire nie (le ontexte
d'extration) est isomorphe au treillis formé par les omposantes intensions des
onepts du treillis de onept [Wil82, Wil92℄, également appelé treillis de Galois
[GMA95℄, de ette relation binaire.
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Fig. 4.1  Treillis des itemsets fermés assoié au ontexte D.
4.3.3 Itemsets fermés fréquents
Étant donné un seuil minimal de support minsupport, un itemset fermé l  I tel
que support(l)  minsupport est appelé itemset fermé fréquent.
Exemple 4.4 L'ensemble FF des itemsets fermés fréquents dans le ontexte D
pour un seuil minimal de support de 2/6 est présenté dans la table 4.1. L'itemset
{BCE} est un itemset fermé fréquent pour minsupport = 2/6 ar support({BCE})
= |{2,3,5,6}| / |O| = 4/6  minsupport. Dans une base de données de ventes, ela
signie que 66% des lients ahètent au plus les artiles B, C et E.






Tab. 4.1  Itemsets fermés fréquents extraits du ontexte D pour minsupport = 2/6.
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Dénition 4.4 (Ensemble des itemsets fermés fréquents)
Soit un ontexte d'extration B = (O; I;R). Étant donné un seuil minimal de
support minsupport, l'ensemble FF des itemsets fermés fréquents dans B est :
FF = fl  I j l 6= ? ^ (l) = l ^ support(l)  minsupportg:
Un itemset fréquent est maximal si tous ses sur-ensembles sont infréquents. Duale-
ment, un itemset fermé fréquent est maximal si tous ses sur-ensembles fermés sont
infréquents.
Dénition 4.5 (Ensemble des itemsets fermés fréquents maximaux)
Soit un ontexte d'extration B = (O; I;R). Étant donné un seuil minimal de
support minsupport, l'ensemble FM des itemsets fermés fréquents maximaux dans
B est :
FM = fl  I j l 2 FF ^ 8l
0
 l nous avons support(l
0
) < minsupportg:
Exemple 4.5 Les itemsets fermés fréquents dans le ontexte D pour un seuil mi-
nimal de support de 2/6 sont représentés dans la gure 4.2. Cinq itemsets sont
fréquents parmi les sept itemsets fermés, l'itemset trivial ? n'étant pas onsidéré,
et le plus grand des itemsets fermés fréquents est l'itemset fermé fréquent maximal
{ABCE} dont la taille est quatre.
4.4 Approhe par extration des itemsets fermés
fréquents
Nous proposons une nouvelle approhe pour l'extration de règles d'assoiation
basée sur l'extration des itemsets fermés fréquents. Cette approhe nous permet
d'une part de réduire les temps d'extration des itemsets fréquents, et d'autre part
de générer seulement les règles d'assoiation non redondantes. Elle est basée sur le
théorème 4.1 onernant l'ensemble des itemsets fermés fréquents qui est un ensemble
générateur pour les itemsets fréquents et leur support.
4.4.1 Base pour l'ensemble des itemsets fréquents
An de démontrer le théorème spéiant que l'ensemble des itemsets fermés
fréquents est un ensemble générateur non redondant, ou base, pour les itemsets
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Fig. 4.2  Itemsets fréquents dans le treillis des itemsets fermés assoié au ontexte D
pour minsupport = 2/6.
fréquents et leurs supports, nous introduisons les quatre lemmes suivants onernant
les itemsets fermés.
Lemme 4.1 Tous les sous-ensembles d'un itemset fermé fréquent sont fréquents.
Preuve. Cette propriété est diretement dérivée de la propriété 2.1. 
Lemme 4.2 Tous les sur-ensembles d'un itemset fermé infréquent sont infréquents.
Preuve. Cette propriété est diretement dérivée de la propriété 2.2. 
Lemme 4.3 Le support d'un itemset l est égal au support de sa fermeture (l) qui
est le plus petit itemset fermé ontenant l : support(l) = support((l)).
Preuve. Soit l  I un itemset et (l) sa fermeture selon la onnexion de Galois.
Le support de l dans le ontexte B est : support(l) = j (l)j = jOj. Puisque  (l) est
un itemset fermé et selon la propriété (6) de la onnexion de Galois, nous avons
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Lemme 4.4 L'ensemble des itemsets fermés fréquents maximaux est identique à
l'ensemble des itemsets fréquents maximaux : M = FM .
Preuve. Il sut de démontrer que tout itemset fréquent maximal l 2 M est un
itemset fermé, 'est à dire que (l) = l. Selon la propriété (3) de la onnexion de
Galois, la fermeture d'un itemset fréquent maximal l 2 M est un sur-ensemble de
et itemset : l  (l). D'après le lemme 4.3, nous avons support((l)) = support(l)
et puisque l est fréquent, (l) est également fréquent : support((l)) = support(l) 
minsupport. Or, puisque l est maximal, nous en onluons que l = (l) : l est un
itemset fermé fréquent maximal. Tout itemset fréquent maximal étant un itemset
fermé, les ensembles M et FM sont identiques. 
Théorème 4.1 (Base pour les itemsets fréquents)
L'ensemble des itemsets fermés fréquents est une base pour l'ensemble des itemsets
fréquents.
Preuve. Selon les lemmes 4.2 et 4.1, tous les sous-ensembles d'un itemset fermé
fréquent sont fréquents et tous les sur-ensembles d'un itemset fermé infréquent sont
infréquents. L'ensemble des itemsets fermés fréquents maximaux, qui est identique à
l'ensemble des itemsets fréquents maximaux selon le lemme 4.4, forme don une bor-
dure au-dessous de laquelle tous les itemsets sont fréquents et au-dessus de laquelle
tous les itemsets sont infréquents. Il est don possible d'énumérer tous les itemsets
fréquents en générant tous les sous-ensembles des itemsets fermés fréquents. De plus,
selon le lemme 4.3, le support d'un itemset qui n'est pas fermé peut être déduit du
support de sa fermeture qui est le plus petit itemset fermé le ontenant. Ainsi, les
itemsets fréquents et leurs supports peuvent être générés à partir des itemsets fermés
fréquents et leurs supports, sans aéder au ontexte d'extration. 
Corollaire 4.1 (Base pour les règles d'assoiation valides)
L'ensemble des itemsets fermés fréquents est une base pour l'ensemble des règles
d'assoiation valides.
Preuve. L'ensemble des itemsets fréquents est une base pour les règles d'assoiation
valides, ar es dernières, leurs supports et leurs onanes sont générées à partir
des itemsets fréquents et de leurs supports sans aéder au ontexte d'extration.
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Puisque l'ensemble des itemsets fermés fréquents est une base pour l'ensemble des
itemsets fréquents, il est également une base pour les règles d'assoiation valides : es
dernières peuvent être générées à partir des itemsets fermés fréquents et leurs sup-
ports, et leurs onanes peuvent être déterminés à partir des supports des itemsets
fermés fréquents. 
Remarque 4.3 L'ensemble des itemsets fréquents maximaux, qui est égal à l'en-
semble des itemsets fermés fréquents maximaux, n'est pas une base pour l'ensemble
des itemsets fréquents. En eet, s'il est possible d'énumérer tous les itemsets fré-
quents en générant tous les sous-ensembles des itemsets fréquents maximaux, le
support des itemsets fréquents ne peut pas être déduit de elui des itemsets fré-
quents maximaux. En onséquene, l'ensemble des itemsets fréquents maximaux
n'est pas une base pour l'ensemble des règles d'assoiation valides ar le support et
la onane des règles d'assoiation ne peuvent être déduits des itemsets fréquents
maximaux.
4.4.2 Nouvelle approhe pour l'extration des itemsets fré-
quents
Soient un ontexte d'extration B = (O; I;R) et un seuil minimal de support
minsupport déni par l'utilisateur. Étant donné le théorème 4.1, le problème de
l'extration des itemsets fréquents dans le ontexte B peut être déomposé en deux
sous-problèmes :
1. Déterminer l'ensemble des itemsets fermés fréquents dans B, 'est à dire les
itemsets fermés dont le support est supérieur ou égal à minsupport.
2. Dériver l'ensemble des itemsets fréquents à partir de l'ensemble des itemsets
fermés fréquents extrait durant la phase 1. Cette phase onsiste à générer tous
les sous-ensembles des itemsets fermés fréquents maximaux et dériver leurs
supports à partir des supports des itemsets fermés fréquents.
Seul le premier sous-problème néessite la réalisation de balayages du ontexte d'ex-
tration. Utilisant ette nouvelle déomposition du problème, il est possible d'amé-
liorer onsidérablement les temps de réponse de l'extration des itemsets fréquents,
ar nous limitons l'espae de reherhe des itemsets fréquents au treillis des itemsets
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fermés, qui est un sous-ordre du treillis des itemsets. En eet, la proportion d'item-
sets qui sont des itemsets fermés fréquents est dans la plupart des as réels très
inférieure à la proportion d'itemsets fréquents, et dans e as la hauteur du treillis
des itemsets fermés et bien inférieure à elle du treillis des itemsets fréquents. En
minimisant ainsi la taille de l'espae de reherhe, nous réduisons le nombre de ba-
layages et le nombre d'opérations internes réalisées lors de l'extration des itemsets
fréquents.
Si le problème de l'extration des itemsets fermés fréquents a une omplexité
exponentielle dans la taille de l'ensemble des items dans le pire des as, des résultats
théoriques et expérimentaux ont démontrés que la omplexité en moyenne est bien
inférieure dans le as de bases de données réelles [GM94, GMA95℄. Comme nous
l'avons vu préédemment, la taille du treillis des itemsets L
I
est exponentielle dans




. Dans le pire des as, 'est à dire si
tous les itemsets sont des itemsets fermés, la taille du treillis des itemsets fermés




. Toutefois, la taille du
treillis des itemsets fermés est linéaire dans la taille du ontexte d'extration B s'il
existe une borne supérieure K sur la taille j(fog)j des objets. Dans e as, la taille




jBj [GM94, GMA95℄. Cette ondition est
vériée dans la plupart des bases de données réelles. De plus, dans l'hypothèse d'une
distribution uniforme, des résultats expérimentaux et théoriques ont démontré que la
taille de e treillis peut être majorée par : jL
 
j  jBj,  étant la valeur moyenne du
nombre d'items par objets Moy(j(fog)j) [GMA95℄. Les gains en termes de temps
d'exéution seront don enore plus importants si la distribution des données est
uniforme, ondition qui est vériée dans de nombreux jeux de données tels que les
jeux de données statistiques par exemple.
4.4.3 Nouvelle approhe pour l'extration de règles d'asso-
iation
Soient un ontexte d'extration B = (O; I;R) et deux seuils minimaux de sup-
port minsupport et de onane minonane dénis par l'utilisateur. Étant donné
le orollaire 4.1, le problème de l'extration des règles d'assoiation valides dans le
ontexte B peut être déomposé en deux sous-problèmes :
1. Déterminer l'ensemble des itemsets fermés fréquents dans B, 'est à dire les
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itemsets fermés dont le support est supérieur ou égal à minsupport.
2. Générer les règles d'assoiation valides dont la onane est supérieure ou
égale à minonane à partir des itemsets fermés fréquents extraits lors de la
phase 1.
Cette déomposition permet de réduire les temps d'extration des règles d'assoia-
tion en utilisant les itemsets fermés fréquents, au lieu des itemsets fréquents, pour
générer les règles valides. Ii également, seul le premier sous-problème néessite la
réalisation de balayages du ontexte d'extration, les règles étant ensuite générées
sans aéder au ontexte.
L'utilisation de l'ensemble des itemsets fermés fréquents permet également d'ex-
traire des ouvertures réduites, également appelées bases, pour les règles d'assoia-
tion. Ces bases sont des ensembles de tailles réduites qui minimisent le nombre de
règles d'assoiation générées tout en maximisant la quantité et la qualité des infor-
mations onvoyées par les règles. Les itemsets fermés fréquents onstituent l'élément
entral de es bases qui permettent d'améliorer la pertinene du résultat de l'extra-
tion ar elles ne ontiennent auunes règles d'assoiation redondantes. Elles per-
mettent également de présenter à l'utilisateur un ensemble réduit de règles ouvrant
l'ensemble des items du ontexte et don de déouvrir des règles  inattendues  qui
onstituent des informations utiles qu'il est néessaire de onsidérer. La génération
de bases pour les règles d'assoiation en utilisant les itemsets fermés fréquents est
présentée dans le hapitre 6.
4.5 Disussion
Plusieurs travaux onernant la dénition de adres formels pour l'extration des
règles d'assoiation ont été réalisés. Dans [GKMT97, MT97℄, le problème est for-
malisé dans la théorie des langages an d'analyser la omplexité de e problème et
d'établir des onnexions ave les problèmes de l'extration de séries hronologiques,
des ontraintes d'intégrité dans les bases de données relationnelles et de la reherhe
des transversaux minimaux d'un hypergraphe. Dans [FGLS98℄, un adre formel basé
sur le langage logique onstitué de l'ensemble des lauses de Horn sur un alphabet
donné est déni et les onnexions ave la logique probabiliste du premier ordre de
Halpern, la programmation logique indutive et la formalisation du problème dans
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la théorie des langages sont étudiées. Un adre formel pour l'extration des règles
d'assoiation basé sur l'analyse formelle de onepts introduite par Wille [Wil82℄, a
été proposé onurremment à nos travaux dans [ZO98℄. Toutefois, e adre utilise
le treillis de onepts, dans lequel haque onept possède une omposante exten-
sion qui est un ensemble d'objets et une omposante intension qui est un ensemble
d'items, et auune propriété permettant de réduire le treillis de onepts au treillis
des itemsets fermés fréquents (omposante intension seulement pour les onepts
fréquents seulement) n'est dénie. De plus, auune propriété permettant de déve-
lopper un algorithme eae d'extration des onepts dans le adre du KDD, 'est
à dire pour de grands jeux de données, n'est proposée. De même, auune propriété
et auun algorithme eae de génération des règles d'assoiation valides ou bien
de bases pour les règles d'assoiation valides à partir du treillis de onepts ne sont
proposés.
A partir de la sémantique pour le problème de l'extration de règles d'assoia-
tion que nous proposons, nous déduisons deux nouvelles approhes pour l'extration
des itemsets fréquents et l'extration de bases pour les règles d'assoiation. Ces ap-
prohes sont basées sur l'extration des itemsets fermés, selon la fermeture de la
onnexion de Galois, qui sont fréquents dans le ontexte. Nous utilisons également
ette sémantique pour en déduire des propriétés permettant de dénir des algorithme
eaes d'extration des ensembles fermés fréquents dans le adre des ontraintes
du KDD et de génération de bases pour les règles d'assoiation. Ces propriétés ainsi
que es algorithmes sont présentés dans les hapitres 5 et 6. Les propriétés que nous
avons dénies, pour le problème de l'extration de règles d'assoiation peuvent éga-
lement être utilisées pour d'autres problèmes du KDD. En eet, plusieurs travaux
ont démontrés que le problème de l'extration des itemsets fréquents est un sous-
problème ommun à plusieurs autres problèmes du KDD tels que la déouverte de
séries hronologiques, le lustering et la lassiation. Les aspets algorithmiques de
l'utilisation de l'extration des itemsets fermés fréquents pour es problèmes sont
disutés plus en détail dans la setion 5.4. De plus amples travaux sont néessaires
an de proposer une extension de la sémantique que nous proposons pour formaliser
es problèmes et en déduire éventuellement des propriétés permettant d'améliorer
la résolution de es problèmes.
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5.1 Introdution
La déouverte des itemsets fermés fréquents onsiste à extraire du treillis des
itemsets fermés, selon la fermeture de la onnexion de Galois , assoié à I les
itemsets dont le support dans le ontexte d'extration est supérieur ou égal au
seuil minimal de support minsupport. Nous proposons deux nouveaux algorithmes
d'extration des itemsets fermés fréquents nommés Close [PBTL98, PBTL99℄ et
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A-Close [PBTL99a℄. Ces algorithmes réalisent un parours en largeur du treillis des
itemsets fermés pour en extraire les itemsets fermés fréquents et leurs supports. Ils
utilisent en entrée le ontexte d'extration sur lequel sont réalisés des balayages et
le seuil minimal de support minsupport. Nous proposons également un troisième
algorithme, nommé Close
+
[PBTL99a℄, qui identie les itemsets fermés fréquents
et leurs supports à partir des itemsets fréquents et leurs supports déjà extraits du
ontexte. Cet algorithme utilise en entrée la olletion des ensembles d'itemsets
fréquents, haque ensemble ontenant les itemsets fréquents d'un taille donnée.
Comme les algorithmes d'extration des itemsets fréquents et des itemsets fré-
quents maximaux, les algorithmes Close, A-Close et Close
+
utilisent un ordre total
sur les itemsets. Cet ordre est l'ordre lexiographique, introduit pour les algorithmes
Apriori et OCD, présenté dans la setion 2.1. Il permet de limiter le nombre d'opé-
rations réalisées lors de l'extration, en parourant haque itemset fermé du treillis
au plus une seule fois. De plus, il permet de onstruire des strutures de données
autorisant l'exéution eae des opérations portant sur les itemsets.
5.2 Algorithmes d'extration des itemsets fermés
fréquents
Les algorithmes Close et A-Close, présentés dans les setions 5.2.1 et 5.2.2 respe-
tivement, sont des algorithmes itératifs d'extration des itemsets fermés fréquents.
Ces algorithmes sont basés sur la notion d'itemsets générateurs des itemsets fermés.
Ces itemsets générateurs sont utilisés an de onstruire un ensemble d'itemsets fer-
més andidats (itemsets fermés potentiellement fréquents) qui sont les fermetures
des générateurs.
Dénition 5.1 (Itemsets générateurs d'un itemset fermé)
Un itemset générateur g d'un itemset fermé f = (f) est un itemset minimal (selon
la relation d'inlusion) dont la fermeture par l'opérateur  est l'itemset fermé (g) =
f . L'ensemble G
f
des générateurs d'un itemset fermé f est :
G
f
= fg  I j (g) = f ^ g
0
 g tel que (g
0
) = fg:
Exemple 5.1 Dans le ontexte D, l'ensemble d'itemsets générateurs de l'itemset
fermé {BE} est G
{BE}
= {{B}, {E}} ar ({B}) = ({E}) = {BE}. Pour l'itemset
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fermé {BCE}, nous avons G
{BCE}
= {{BC}, {CE}} ar auun 1-itemset n'a pour
fermeture {BCE} et la fermeture de l'itemset {BE} est ({BE}) = {BE}.
Remarque 5.1 Soit g  I un itemset générateur d'un itemset fermé f = (f).
Selon le lemme 4.3, le support de g est égal au support de sa fermeture : support(g) =
support(f).
Durant haque itération, l'algorithme Close onsidère un ensemble de k-itemsets
générateurs. Il onstruit un ensemble d'itemsets fermés andidats qui sont les fer-
metures de es k-générateurs
1
et il détermine ensuite parmi es andidats les item-
sets fermés fréquents selon le seuil minimal de support minsupport. Finalement,
il rée les (k+1)-générateurs qui seront utilisés lors de l'itération suivante an de
onstruire l'ensemble d'itemsets fermés andidats qui sont les fermetures des (k+1)-
générateurs. Un balayage du ontexte d'extration est néessaire durant haque ité-
ration, an de déterminer les fermetures des k-générateurs et aluler leurs supports.
L'algorithme A-Close ommene par déterminer les 1-itemsets générateurs fré-
quents. Ensuite, durant haque itération k, il génère un ensemble de k-générateurs
andidats à partir des (k-1)-itemsets générateurs fréquents. Il détermine les supports
de es k-itemsets générateurs andidats et supprime les générateurs infréquents et les
générateurs non minimaux qui sont identiés en fontion de leurs supports. Lorsque
tous les générateurs fréquents sont déterminés, leurs fermetures qui onstituent les
itemsets fermés fréquents sont déterminées. Durant haque itération, un balayage du
ontexte est réalisé an de aluler le support des k-générateurs andidats. Un ultime
balayage du ontexte est ensuite réalisé lors de la détermination des fermetures de
tous les générateurs fréquents.
L'algorithme Close
+
, présenté dans la setion 5.2.3, permet de déterminer les
itemsets fermés fréquents parmi l'ensemble des itemsets fréquents, sans aéder au
ontexte d'extration. Il permet d'étendre une implémentation atuelle d'extra-
tion des itemsets fréquent, sans avoir à la modier, an de générer les itemsets
fermés fréquents. Les k-itemsets fréquents qui sont des k-itemsets fermés fréquents
sont identiés en omparant leurs supports ave les supports de leurs (k+1)-sur-
ensembles. Cet algorithme ne réalise pas de balayage ar il s'applique à l'ensemble
des itemsets fréquents et leurs supports déjà extrait.
1
Nous appelons k-générateur un itemset générateur de taille k.
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5.2.1 Close
L'algorithme Close [PBTL98, PBTL99℄, proposé en 1998, est un algorithme
d'extration des itemsets fermés fréquents qui parours l'ensemble des générateurs
des itemsets fermés fréquents par niveaux. L'ensemble d'itemsets fermés andidats
d'une itération k est l'ensemble des fermetures des k-générateurs de ette itération.
L'ensemble de 1-générateurs est initialisé ave la liste des 1-itemsets du ontexte




1. la fermeture de haque k-générateur et le support du générateur et de sa
fermeture sont alulés ;
2. pour haque k-générateur fréquent, sa fermeture (qui est un itemset fermé
fréquent), et leur support sont insérés dans l'ensemble des itemsets fermés
fréquents ;
3. un ensemble de (k + 1)-générateurs (utilisés dans l'itération suivante) est
onstruit en utilisant les k-générateurs fréquents de l'ensemble des itemsets
fermés fréquents.
Durant haque itération, un balayage du ontexte d'extration est réalisé an de
déterminer les fermetures des générateurs et les supports des générateurs et de leurs
fermetures. Le pseudo-ode de l'algorithme Close est présenté dans l'algorithme 5.1.
Les notations utilisées sont présentées dans la table 5.1.
FFC
k
Ensemble de k-groupes andidats des k-générateurs. Chaque élément de
et ensemble possède trois hamps : générateur, fermé et support.
FF
k
Ensemble de k-groupes fréquents des k-générateurs. Chaque élément de
et ensemble possède trois hamps : générateur, fermé et support.
Tab. 5.1  Notations utilisées dans l'algorithme Close.
Chaque élément  de l'ensemble FFC
k
est un k-groupe andidat ontenant un k-
générateur, la fermeture de e générateur et leur support dans le ontexte. Les ferme-
tures des générateurs de FFC
k
onstituent les itemsets fermés fréquents andidats de
l'itération k. Chaque élément e de l'ensemble FF
k
est un k-groupe fréquent ontenant
un k-générateur fréquent, la fermeture (fréquente) de e générateur et leur support.
Nous notons FFC
k
.générateurs l'ensemble des itemsets générateurs ontenus dans
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les hamps générateur de FFC
k





dénies de manière identique.
Alg. 5.1 Extration des itemsets fermés fréquents ave Close.
Entrée : ontexte B ; seuil minimal de support minsupport ;
Sortie : ensembles FF
k




2) pour (k 1 ; FFC
k




4) pour haque groupe andidat  2 FFC
k
faire


















Durant la première itération de l'algorithme (ligne 1), l'ensemble de 1-générateurs
de FFC
1
est initialisé ave les 1-itemsets du ontexte, 'est à dire les éléments de
l'ensemble I. Cette initialisation ne néessite auun balayage du ontexte. Chaune
des itérations k suivantes (lignes 2 à 8) onsiste en trois phases. La première phase
onsiste à déterminer les fermetures des k-générateurs dans l'ensemble FFC
k
et
aluler le support de haun des itemsets fermés fréquents andidats ainsi obtenus
(ligne 3). Cette phase est réalisée par la proédure Gen-Closure. Durant la seonde
phase, les itemsets fermés fréquents andidats dont le support est supérieur ou égal
au seuil minimal de support minsupport sont insérés dans l'ensemble FF
k
des item-
sets fermés fréquents de la k
eme
itération (lignes 4 à 6). Durant le troisième phase, les
(k+ 1)-générateurs de l'ensemble FFC
k+1
sont réés en appliquant de la proédure
Gen-Generator aux k-générateurs de l'ensemble FF
k
(ligne 7). Ces itérations sont
répétées jusqu'à e que l'ensemble FFC
k+1
généré soit vide, 'est à dire que auun
nouvel itemset générateur ne peut être généré. Tous les itemsets fermés fréquents
dans le ontexte ont alors été générés et le résultat de l'algorithme Close est orret
(voir Théorème 5.1).
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Proédure Gen-Closure(FFC
k
) La proédure Gen-Closure reçoit un ensemble
FFC
k
de k-groupes andidats ontenant les k-générateurs andidats de l'itération
k en argument. Elle détermine la fermeture de haque générateur, stokée dans le
hamp fermé, et leur support stoké dans le hamp support. Le pseudo-ode de la
proédure est présenté dans l'algorithme 5.2. La détermination des fermetures des
générateurs est basée sur la proposition 5.1.
Proposition 5.1 L'itemset fermé (l) orrespondant à la fermeture selon l'opéra-




f(fog) j l  (fog)g:
Preuve. Soit H =
T
o2S
(fog) ave S = fo 2 O j l  (fog)g. Nous avons









= fo 2 O j o 2  (l)g. Il
sut de démontrer que S
0
= S :
l  (fog) () o 2  (l)
o 2  (l) () l  ( (l))  (fog):
Nous en onluons que S = S
0
et don que (l) = H. 
Selon la proposition 5.1, un seul balayage du ontexte est néessaire an de déter-
miner les fermetures de tous les générateurs d'une itération et leurs supports. La pro-
édure Gen-Generator onsidère suessivement haque objet du ontexte (lignes 3
à 10). Pour haque objet o, l'ensemble G
o
est réé (ligne 4) en utilisant la fon-
tion Subset dérite dans la setion 2.2.1. G
o
ontient tous les itemsets générateurs
de FFC
k
qui sont des sous-ensembles de l'itemset (fog). Ensuite, pour haque
générateur g.générateur dans G
o
, sa fermeture g.fermé et leur support g.support
sont mis à jour omme suit (lignes 5 à 9). Si l'objet o onsidéré est le premier
objet parouru ontenant g.générateur alors g.fermé est vide et est initialisé ave
l'itemset (fog) (ligne 6). Sinon, l'intersetion entre l'itemset g.fermé et l'itemset
(fog) donne la nouvelle valeur de g.fermé (ligne 7). Dans les deux as, le support
g:support des itemsets g.générateur et g.fermé est inrémenté (ligne 8). Lorsque tous
les objets du ontexte ont été onsidérés, la proédure retourne l'ensemble FFC
k
mis à jour ave pour haque générateur, sa fermeture et leur support. Le résultat
de la proédure Gen-Closure est orret ar l'itemset g.fermé assoié à haque gé-
nérateur g.générateur est l'intersetion de tous les objets ontenant g.générateur.
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Le support g.support assoié aux itemsets g.générateur et g.fermé orrespond au
nombre d'objets ontenant g.fermé et don ontenant g.générateur ar g.générateur
 (g.générateur) = g.fermé.
Alg. 5.2 Calul des fermetures et des supports des générateurs ave Gen-Closure.
Entrée : ensembles FFC
k
des k-groupes andidats ; ontexte B ;
Sortie : hamps fermé et support des andidats de FFC
k













5) pour haque générateur g:générateur 2 G
o
faire
6) si (g:fermé = ?) alors g:fermé  (fog) ;








j g:fermé 6= ?g ;
Proédure Gen-Generator(FF
k
) La proédure Gen-Generator reçoit un en-
semble FF
k
de k-groupes fréquents en paramètre. Elle retourne l'ensemble FFC
k+1
des (k + 1)-groupes andidats ontenant les (k + 1)-générateurs qui seront utilisés
durant l'itération k + 1. Le pseudo-ode de la proédure est présenté dans l'algo-
rithme 5.3. La réation des générateurs est basée sur le lemme 5.1.
La proédure Gen-Generator est onstituée de trois phases. Durant la première
phase, tous les (k+1)-générateurs potentiels sont réés en utilisant les k-générateurs
dans FF
k
. Les seondes et troisièmes phases permettent ensuite de supprimer parmi
es générateurs eux dont on sait que le alul de la fermeture est inutile. La se-
onde phase supprime les générateurs potentiels infréquents et eux qui ne sont pas
minimaux (qui ne sont don pas des générateurs). La troisième phase se base sur le
lemme 5.3 pour supprimer parmi es générateurs eux dont la fermeture à déjà été
alulée.
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deux itemsets. Selon la propriété (3) de la fermeture de la















































































Lemme 5.2 Soit un itemset l
1




































). Selon les propriétés






































; : : : ; s
j
g des (k-1)-sous-
ensembles de l tels que
S
s2S
s = l. S'il existe un sous-ensemble s
a
2 S tel que
l  (s
a
), alors (l) = (s
a
). l n'est pas un générateur (non minimal) de (l).
Preuve. Dérivée du lemme 5.2. 
Durant la première phase de la proédure Gen-Generator (lignes 1 à 4), l'en-
semble FFC
k+1
est initialisé en appliquant la phase de jointure de la proédure
Apriori-Gen [AS94℄ aux générateurs fréquents de FF
k
: Deux k-générateurs fré-
quents p et q de FF
k
sont joints si les k   1 premiers items qui les omposent sont
identiques. Le résultat de ette union est un (k + 1)-générateur potentiel qui est
inséré dans FFC
k+1
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La seonde phase onsiste, omme dans la proédure Apriori-Gen, à vérier pour
haque générateur potentiel réé la présene de tous ses-ensembles de taille k dans
FF
k
(lignes 5 à 9). Cette phase permet de supprimer deux types de générateurs :
eux qui sont des sur-ensemble de générateurs infréquents et sont don infréquents
eux-mêmes ; eux qui sont inlus dans la fermeture d'un de leurs sous-ensemble
qui a don déjà été générée. Supposons par exemple que l'ensemble FF
2
reçu en
paramètre par la proédure ontienne les générateurs fréquents {AB} et {AC}. La
première phase de la proédure réera le générateur potentiel {ABC} = {AB} [
{AC} dans l'ensemble FFC
3




La troisième phase onsiste à tester pour haque générateur potentiel g s'il est
inlus dans la fermeture d'un des k-générateurs s de l'ensemble FF
k
. Si tel est le
as, la fermeture de g est égale à la fermeture de s selon le lemme 5.3 et il peut
être supprimé de FFC
k+1
(lignes 10 à 15). Supposons par exemple que l'ensemble
FF
2
reçu en paramètre par la proédure ontienne les générateurs fréquents {FG},
{FH} et {GH} et leurs fermetures fréquentes respetives {FG}, {FGHI} et {GH}.
Le générateur potentiel {FGH} = {FG} [ {FH} sera réé lors de la première phase
de la proédure dans l'ensemble FFC
3
. La troisième phase supprimera le générateur
{FGH} de FFC
3
ar {FGH}  ({FH}) = {FGHI} et don ({FGH}) = ({FG}).
Le 3-générateur {FGH} est don inutile et supprimé de FFC
3
.
Proédure Subset(G; l) Les ensembles de groupes andidats et groupes fréquents
sont stokés dans un prex-tree [Bas00, Mue95℄ an d'aélérer les reherhes des
générateurs ontenus dans un objet. La gure 5.1 présente la struture du prex-tree
assoié à un ensemble FFC
2
de 2-groupes andidats ontenant les 2-générateurs AB
et BC. Chaque ar de l'arbre est nommé par un item. Un générateur est représenté
par un hemin dans l'arbre en partant du noeud raine. La fermeture d'un générateur
est stokée dans le noeud feuille qui termine le hemin représentant le générateur.
Chaque noeud ontient un pointeur sur un noeud frère, une table de hahage vers ses
noeuds ls et, si le noeud est une feuille, un pointeur vers la fermeture du générateur
représenté. Pour un noeud représentant un k-générateur g, un noeud frère représente
un autre k-générateur qui possède les même premiers k   1 items et un ollision de
hahage sur le k
eme
item. Pour des raisons de performanes, si la taille d'une liste
haînée de noeuds frères dépasse une valeur seuil, la taille de la table de hahage du
Niolas Pasquier, LIMOS
133 Chapitre 5. Déouverte des ensembles fermés fréquents d'items
Alg. 5.3 Création des générateurs ave Gen-Generator.
Entrée : ensemble FF
k
de k-groupes fréquents ;
Sortie : ensemble FFC
k+1
ave les hamps générateur des (k+1)-groupes andi-
dats initialisés ;
// Phase 1
1) insert into FFC
k+1
.générateur






4) where p[1℄ = q[1℄; : : : ; p[k   1℄ = q[k   1℄; p[k℄ < q[k℄ ;
// Phase 2
5) pour haque générateur g:générateur 2 FFC
k+1
faire
6) pour haque k-sous-ensemble s of g.générateur faire
7) si (s =2 FF
k














12) pour haque s 2 S
g
faire








noeud parent est doublée et les k
emes
noeuds sont ré-équilibrés.
La proédure Subset reçoit un ensemble de générateurs G et un itemset l omme
paramètres. Elle détermine quels générateurs g 2 G sont des sous-ensembles de
l'itemset l. La reherhe des sous-ensembles est eetuée en débutant par le noeud
raine du prex-tree et réalisant un parours en profondeur du prex-tree en appli-
quant la fontion de hahage à haque item de l'itemset l suessivement. Lorsque
un noeud a été atteint en  hahant  un item i de l, la fontion de hahage est ap-
pliquée aux items venant après i dans l, et e proessus est appliqué réursivement
à l'élément de la table de hahage ainsi atteint. Pour le noeud raine du prex-
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B




2 { A B C E } C 2 { B C E }
BA
Fig. 5.1  Prex-tree assoié à un ensemble FFC
2
de 2-groupes andidats.
tree, la fontion de hahage est appliquée à tous les items de l. Lorsqu'un noeud
feuille du prex-tree est atteint, le générateur représenté par le hemin parourus est
un sous-ensemble de l et une référene vers e générateur est ajoutée à l'ensemble
résultat.
Exemple 5.2 La gure 5.2 représente l'exéution de l'algorithme Close au ontexte
d'extration D pour un seuil minimal de support de 2/6. L'ensemble FFC
1
est ini-
tialisé ave la liste des 1-itemsets du ontexte D (ligne 1). La proédure Gen-Closure
génère les fermetures des 1-générateurs, qui sont les itemsets fermés fréquents po-
tentiels, et leurs supports dans FFC
1
(ligne 5). Les groupes andidats de FFC
1
qui sont fréquents sont insérés dans l'ensemble FF
1
(lignes 6 à 8). La première
phase de la proédure Gen-Generator (ligne 9) à l'ensemble FF
1
génère six nou-
veaux 2-générateurs andidats : {AB}, {AC}, {AE}, {BC}, {BE} et {CE} dans
FFC
2
. Les 2-générateurs {AC} et {BE} sont supprimés de FFC
2
par la seonde
phase de la proédure Gen-Generator ar nous avons {AC}  ({A}) et {BE} 
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Fig. 5.2  Extration des itemsets fermés fréquents dans le ontexte D ave Close
pour minsupport = 2/6.
({B}). La proédure Gen-Closure alule ensuite les fermetures et les supports des
2-générateurs restant dans FFC
2





ar tous les itemsets fermés de FFC
2
sont fréquents. L'appliation de la proédure
Gen-Generator à l'ensemble FF
2
génère le 3-générateur {ABE} qui est supprimé
ar le 2-générateur {BE} n'appartient pas à FF
2
et l'algorithme s'arrête. On peut
observer que le nombre de balayages du ontexte réalisés par l'algorithme Close est
inférieur de moitié au nombre de balayages réalisés par l'algorithme Apriori pour et
exemple. De plus, l'algorithme Close détermine le support de 8 itemsets seulement
alors que l'algorithme Apriori alule le support de 16 itemsets, diminuant ainsi le
nombre de tests d'inlusion des itemsets dans les objets néessaires.
Remarque 5.2 Il est possible d'optimiser l'algorithme en ne onservant que le pre-
mier 1-générateur dans l'ordre lexiographique parmi eux qui possèdent une fer-
meture identique. Les 1-générateurs extraits du ontexte D pour minsupport = 2/6
sont alors {A}, {B} et {C}. Le générateur {E} qui possède une fermeture identique
à l'itemset {B} n'est pas onservé et seulement trois 2-générateurs andidats sont
réés dans FFC
2
: {AB}, {AC} et {BC}. Ensuite, seuls les générateurs fréquents
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{AB} et {BC} sont insérés dans FF
2




Corretion de l'algorithme Dans e paragraphe, nous démontrons la orretion
de l'algorithme Close énonée dans le théorème 5.1. Nous introduisons auparavant
le lemme 5.4 qui sera utilisé an d'en établir la preuve.
Lemme 5.4 Pour haque itemset g  I tel que jgj > 1, si g n'est pas dans l'en-
semble FF
jgj
(des jgj-générateurs fréquents) et si g est un itemset fréquent alors il




















Preuve. Nous utilisons une démonstration par réurrene. Pour jgj = 2, nous avons
s
2












) (le lemme 5.4 est évident).
Supposons que le lemme 5.4 est vérié pour jgj = k, nous démontrons qu'il est alors
vérié pour jgj = k + 1. Soit le générateur g de taille jgj = k + 1 tel que g =2 FF
jgj
.
Deux as sont alors possibles :
(a) 9g
0
 g tel que jg
0









 g tel que jg
0






et g  (g
0
)) (g) = (g
0
) (lemme 5.2).
























Théorème 5.1 (L'algorithme Close est orret)
L'algorithme Close génère tous les itemsets fermés fréquents et leurs supports.
Preuve. Nous démontrons par réurrene que pour tout itemset l  I fréquent,
la fermeture de l est dans l'ensemble résultat FF : (l) 2 FF . L'hypothèse de
réurrene est vériée pour les 1-itemsets qui orrespondent aux 1-générateurs g
insérés dans FFC
1
et dont la fermeture (g) est insérée dans FF
1
si support(g) 
minsupport, et don (g) 2 FF . Supposons maintenant que 8l  I tel que jlj = k
nous avons (l) 2 FF . Nous démontrons alors que 8l  I de taille jlj = k + 1
nous avons (l) 2 FF . Soit un itemset l de taille jlj = k + 1. Deux as sont alors
possibles :
(a) Si l 2 FF
jlj
alors (l) 2 FF
jlj
(évident) et don (l) 2 FF .
(b) Si l =2 FF
jlj




























j = k alors,
onformément à l'hypothèse de réurrene, nous onluons que (s
1




et don (l) 2 FF . 
5.2.2 A-Close
L'algorithme A-Close [PBTL99b℄, proposé en 1999, est un algorithme d'extra-
tion des itemsets fermés fréquents utilisant les propriétés des supports des généra-
teurs des itemsets fermés fréquents. Il génère itérativement les k-générateurs des k-
groupes fréquents des ensembles FF
k
pour k variant de 1 à  omme suit. L'ensemble
de 1-générateurs fréquents est initialisé ave les 1-itemsets fréquents du ontexte et
ensuite, durant une itération k :
1. un ensemble de (k+1)-générateurs andidats est réé à partir des k-générateurs
fréquents ;
2. le support de tous les (k+1)-générateurs andidats est déterminé ;
3. les (k+1)-générateurs andidats g dont le support est égal au support d'un
k-générateur qui est un sous-ensemble de g sont supprimés.
Durant haque itération, un balayage du ontexte est réalisé an de aluler le sup-
port des (k+1)-générateurs andidats. Lorsque tous les générateurs fréquents sont
déterminés, la fermeture de haun d'eux est alulée en réalisant un balayage du
ontexte. Le pseudo-ode est présenté dans l'algorithme 5.4 et les notations utilisées
sont présentées dans la table 5.2.
FF
k
Ensemble de k-groupes fréquents des k-générateurs. Chaque élément de
et ensemble possède trois hamps : générateur, fermé et support.
Tab. 5.2  Notations utilisées dans l'algorithme A-Close.
Durant la première itération de l'algorithme (ligne 1), l'ensemble des 1-générateurs
de FF
1
est initialisé ave la liste des 1-itemsets du ontexte. La proédure Support-
Count est ensuite appliquée an de déterminer les supports de es 1-itemsets gé-
nérateurs en réalisant un balayage du ontexte (ligne 2) et les 1-générateurs infré-
quents sont supprimés de FF
1
(lignes 3 à 5). Durant haque itération k suivante
(lignes 6 à 8), les (k+1)-générateurs de l'ensemble FF
k+1
sont réés en utilisant les
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Alg. 5.4 Extration des itemsets fermés fréquents ave A-Close.
Entrée : ontexte B ; seuil minimal de support minsupport ;
Sortie : ensembles FF
k







3) pour haque générateur ggénérateur 2 FF
1
faire




6) pour (k  1 ; FF
k


















k-générateurs de l'ensemble FF
k
et de leurs supports respetifs. La proédure AC-
Generator est pour ela appliquée à l'ensemble FF
k
(ligne 7). Ces itérations essent
lorsque auun nouvel itemset générateur ne peut être réé. Tout les générateurs des
ensembles FF
k
ont alors été réés et la proédure AC-Closure est appliquée à l'en-
semble de es générateurs an de déterminer leurs fermetures qui onstituent les
itemsets fermés fréquents (ligne 9). L'algorithme retourne nalement la olletion
des ensembles FF
k




) La proédure AC-Generator reçoit un ensemble
FF
k
de k-groupes fréquents ontenant les k-générateurs fréquents en paramètre.
Elle retourne l'ensemble FF
k+1
de (k+1)-groupes fréquents ontenant les (k+1)-
générateurs fréquents. Le pseudo-ode de la proédure est présenté dans l'algo-
rithme 5.5.
La proédure AC-Generator est onstituée de trois phases dont les deux premières
sont identiques aux deux premières phases de la proédure Gen-Generator. Durant
la première phase, les k-générateurs fréquents de FF
k
sont ombinés an de réer
les (k+1)-générateurs potentiels dans FF
k+1
. La seonde phase supprime les (k+1)-
générateurs potentiels infréquents ou qui ne sont pas minimaux. La troisième phase
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est basée sur le lemme 5.5 an de supprimer les (k+1)-générateurs potentiels restant
dont un sous-ensemble est un générateur du même itemset fermé fréquent.




; : : : ; s
j
g des (k-1)-
sous-ensembles de g tel que
S
s2S
s = g. Si il existe un sous-ensemble s
a
2 S tel que
support(s
a
) = support(g), alors (g) = (s
a
).
Preuve. Dérivée du lemme 5.2. 
La première phase de la proédure (lignes 1 à 4) applique la phase de join-
ture de la proédure Apriori-Gen aux k-générateurs de FF
k
an d'initialiser les
(k+1)-générateurs potentiels de FF
k+1
. La seonde phase (lignes 5 à 9) vérie la
présene dans FF
k
de tous les k-générateurs qui sont des sous-ensembles de haque
(k+1)-générateur potentiels dans FF
k+1
. Durant la troisième phase, un balayage
du ontexte est réalisé an de déterminer le support de haque (k+1)-générateur
potentiels restant dans FF
k+1
(ligne 10) et tous les (k+1)-générateurs de FF
k+1
sont examinés (lignes 11 à 18). Si un (k+1)-générateurs g est infréquent, il est sup-
primé de FF
k+1
(ligne 12). Sinon, si il existe un générateur s de l'ensemble FF
k
qui
est un sous-ensemble de g et qui possède le même support que g, alors g est sup-
primé de FF
k+1
(ligne 15). En eet, selon le lemme 5.5, g et s possèdent la même
fermeture et g n'est pas un itemset minimal dont la fermeture est (s) = (g).
Supposons par exemple que FF
2
ontienne les 2-générateurs fréquents {AB}, {AC}
et {BC} de supports respetifs 3/6, 2/6 et 3/6. Un 3-générateur potentiel {ABC}
sera réé dans FF
3
et supposons que son support soit égal à 2. Lors de la troisième
phase, {ABC} sera supprimé de FF
3
ar support(fABCg) = support(fACg) et
don (fABCg) = (fACg).




de groupes fréquents ontenant tous les générateurs fréquents en argument.
Elle détermine la fermeture de haque générateur dans le hamp fermé du groupe
fréquent en réalisant un balayage du ontexte. La méthode utilisée est identique à
elle de la proédure Gen-Closure qui est basée sur la proposition 5.1. Le pseudo-ode
de la proédure est présenté dans l'algorithme 5.6.
La proédure AC-Closure traite haque objet du ontexte suessivement (lignes 1
à 7) et réée pour haque objet o un ensemble G
o
(ligne 2) ontenant tous les généra-
teurs de FF qui sont des sous-ensembles de l'itemset (fog). Ensuite, pour haque
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Alg. 5.5 Création des générateurs ave AC-Generator.
Entrée : ensemble FF
k
de k-groupes des k-générateurs fréquents ;
Sortie : ensemble FFC
k+1
ave les hamps générateur des (k+1)-groupes andi-
dats initialisés ;
// Phase 1
1) insert into FF
k+1
.générateur






4) where p[1℄ = q[1℄; : : : ; p[k   1℄ = q[k   1℄; p[k℄ < q[k℄ ;
// Phase 2
5) pour haque générateur g:générateur 2 FFC
k+1
faire
6) pour haque k-sous-ensemble s de g.générateur faire
7) si (s =2 FF
k









11) pour haque générateur g:générateur 2 FFC
k+1
faire




14) pour haque k-sous-ensemble s:générateur 2 FFC
k
de g faire









générateur g.générateur dans G
o
, la fermeture g.fermé est mise à jour (lignes 3 à 6).
Lorsque tous les objets du ontexte ont été onsidérés, la proédure retourne l'en-
semble FF
k
dans lequel les hamps fermé qui sont les fermetures de générateurs
fréquents sont mis à jour.
Exemple 5.3 L'exéution de l'algorithme A-Close sur le ontexte d'extration D
pour un seuil minimal de support de 2/6 est représentée dans la gure 5.3. L'ensemble
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Alg. 5.6 Calul des fermetures des générateurs ave AC-Closure.
Entrée : ensembles FF
k
des k-groupes des k-générateurs fréquents ; ontexte B ;
Sortie : hamps fermé des groupes de FF
k
mis à jour ;






3) pour haque générateur g:générateur 2 G
o
faire
4) si (g:fermé = ?) alors g:fermé  (fog) ;










est initialisé ave la liste des 1-itemsets du ontexte D (ligne 1) et la proédure
Support-Count détermine le support de haun d'eux en réalisant un balayage du
ontexte (ligne 2). Les groupes andidats de FF
1
qui sont infréquents sont supprimés
de l'ensemble FF
1
(lignes 3 à 5). L'appliation de la proédure AC-Generator aux
générateurs de l'ensemble FF
1
génère six 2-générateurs potentiels qui sont insérés
dans FF
2
(ligne 7). Le 2-générateurs potentiel {AC} est supprimé de FF
2
ar son
support est égal au support du 1-générateur {A} et don (fACg) = (fAg). De
même, le 2-générateurs potentiel {BE} qui possède un support identique aux 1-
générateurs {B} et {E} est supprimé de FF
2
. L'appliation de la proédure AC-
Generator à l'ensemble FF
2
génère le 3-générateur potentiel {ABE} qui est supprimé
avant le balayage du ontexte ar {BE} n'est pas un générateur de FF
2
et les
itérations essent. Un ultime balayage du ontexte est réalisé par la proédure AC-





qui sont les itemsets fermés fréquents du ontexte.
Remarque 5.3 Il est possible d'optimiser l'algorithme en mémorisant le numéro de
la première itération durant laquelle un générateur fréquent qui n'est pas un itemset
fermé fréquent est identié. Le numéro de ette itération orrespond à la taille t de
e générateur non-fermé et il n'est pas néessaire de déterminer la fermeture des
générateurs de tailles inférieures puisque tous sont des itemsets fermés fréquents : ils
sont eux-même leur propres générateurs uniques. L'ensemble de générateurs passé
en paramètre à la proédure AC-Closure est alors réduit à l'union des ensembles de
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Fig. 5.3  Extration des itemsets fermés fréquents dans le ontexte D ave A-Close
pour minsupport = 2/6.
générateurs de taille supérieure à t, e qui permet de réduire le nombre d'opérations
réalisées par la proédure. Cette optimisation est implémentée dans la version de
l'algorithme A-Close utilisée pour les expérimentations.
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Théorème 5.2 (L'algorithme A-Close est orret)
L'algorithme A-Close génère tous les itemsets fermés fréquents et leurs supports.
Preuve. L'algorithme A-Close fontionne selon un proédé identique au proédé
utilisé par l'algorithme Close. La diérene entre les deux algorithmes provient de la
ondition de suppression des (k+1)-générateurs potentiels de FF
k+1
utilisée dans la
troisième phase des proédures Gen-Generator de Close et AC-Generator de A-lose.
Dans la proédure Gen-Generator, un (k+1)-générateur potentiel g inlus dans la
fermeture d'un de ses k-sous-ensembles s qui est un générateur de FF
k
est supprimé
ar nous avons alors (g) = (s). Cette ondition orrespond au lemme 5.3. Dans
la proédure AC-Generator, un (k+1)-générateur potentiel g dont le support est
égal au support d'un de ses k-sous-ensembles s qui est un générateur de FF
k
est
supprimé ar nous avons alors également (g) = (s). Cette ondition orrespond
au lemme 5.5. Ces deux onditions étant stritement équivalentes, les algorithmes
Close et A-Close gênèrent les mêmes k-générateurs dans les ensembles FF
k
et la






proposé dans [PBTL99a℄, permet de déterminer les itemsets
fermés fréquents en utilisant l'ensemble des itemsets fréquents et leur support, sans
aéder au ontexte d'extration. Le pseudo-ode est présenté dans l'algorithme 5.7
et les notations utilisées sont présentées dans la table 5.3. La méthode utilisée
onsiste à identier les itemsets fréquents qui sont des itemsets fermés fréquents
en omparant leurs supports ave les supports des itemsets fréquents qui sont leurs
sur-ensembles. Cette méthode est diretement dérivée de la propriété 5.1.
Propriété 5.1 Le support d'un itemset fermé est supérieur au support de haun
de ses sur-ensembles strits.
Preuve. Soit un itemset fermé f = (f) et un ensemble E ontenant tous les itemsets
dont la fermeture est l'itemset f : E = fl  I j (l) = fg. Selon le lemme 4.3,









). Soit un itemset s qui est un sur-ensemble strit de f , 'est à dire tel
que s  f . Selon la propriété (1) de la onnexion de Galois, s  f =)  (s)   (f).
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Nous en déduisons que j (s)j < j (f)j =) support(s) < support(f). Le support
d'un sur-ensemble strit s de l'itemset fermé f est inférieur au support de f . 
Les (k-1)-itemsets fermés fréquents sont déterminés à partir des (k-1)-itemsets
fréquents, des k-itemsets fréquents et de leurs supports. Les (k-1)-itemsets fréquents
dont le support est diérent des supports de tous leurs sur-ensembles parmi les
k-itemsets fréquents sont des (k-1)-itemsets fermés fréquents et sont insérés dans
l'ensemble des (k-1)-itemsets fermés fréquents. Le lemme 4.4 nous permet de déter-




Ensemble des k-itemsets fréquents. Chaque élément de et ensemble pos-
sède deux hamps : itemset et support.
 
k
Ensemble de k-itemsets fermés fréquents. Chaque élément de et ensemble
possède deux hamps : fermé et support.
islosed Variable globale indiquant si l'itemset fréquent f onsidéré est fermé ou
non.
Tab. 5.3  Notations utilisées dans l'algorithme Close
+
.
L'algorithme examine suessivement les ensembles F
k
de k-itemsets fréquents et
F
k 1









. Lors de haque itération, les (k-1)-itemsets fréquents dans F
k 1
,
dont le support est diérent du support de tous leurs sur-ensembles dans F
k
, sont
insérés dans l'ensemble  
k 1
des (k-1)-itemsets fermés fréquents. Le lemme 4.4 per-
met de déterminer l'ensemble  

des plus plus longs itemsets fermés fréquents qui
est identique à l'ensemble F

des plus longs itemsets fréquents.
L'algorithme ommene par initialiser l'ensemble  

des -itemsets fermés fré-
quents ave l'ensemble F

des -itemsets fréquents (ligne 1). L'algorithme détermine
ensuite itérativement quels (k-1)-itemsets fréquents de l'ensemble F
k 1
ont un sup-
port diérent des supports de leurs k-sur-ensembles fréquents (lignes 2 à 11). Au




est initialisé ave l'ensemble vide (ligne 3).
Ensuite, le support de haque (k-1)-itemset fréquent f est omparé ave les supports
de ses sur-ensembles dans F
k
(lignes 4 à 10). Si le support de f est égal au support
de au moins un de ses sur-ensembles, il n'est pas fermé et la variable islosed prend
la valeur "faux" (ligne 7). Sinon la variable islosed possède la valeur "vrai" et f
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Alg. 5.7 Identiation des itemsets fréquents qui sont fermés ave Close
+
.
Entrée : ensembles F
k
des k-itemsets fréquents ;
Sortie : ensemble  
k










4) pour haque (k-1)-itemset fréquent f 2 F
k 1
faire
5) islosed vrai ;
6) pour haque k-itemset fréquent s 2 F
k
tel que (f  s) faire
7) si (f:support = s:support) alors islosed faux ;
8) n pour













est inséré dans l'ensemble  
k 1
des (k-1)-itemsets fermés fréquents (ligne 9). Les
itérations essent lorsque tous les ensembles  
k
pour 1  k   ont été générés.





génère tous les itemsets fermés fréquents ainsi que leurs sup-
ports à partir des itemsets fréquents et leurs supports.
Preuve. La orretion de la détermination des ensembles  
k 1
des (k-1)-itemsets
fermés fréquents pour k   déoule de la propriété 5.1. Les (k-1)-itemsets fréquents
qui ne sont pas insérés dans l'ensemble  
k 1
sont eux dont le support est égal au
support d'un de leurs k-sur-ensembles et qui ne sont don pas des itemsets fermés
fréquents. La orretion de la détermination de l'ensemble  

est assurée par la
propriété 4.4. Les itemsets fréquents maximaux étant des itemsets fermés fréquents
maximaux, l'ensemble F

des plus longs itemsets fréquents est identique à l'ensemble
 

des plus longs itemsets fermés fréquents. En eet, es itemsets sont par dénition




 M = FM , pour M l'ensemble des itemsets
fréquents maximaux et FM l'ensemble des itemsets fermés fréquents maximaux. 
Niolas Pasquier, LIMOS
5.3. Résultats expérimentaux 146
Dualement, les générateurs fréquents peuvent être identiés de manière direte
parmi les itemsets fréquents en utilisant la propriété 5.2. Les k-itemsets générateurs
fréquents sont alors déterminés à partir des k-itemsets fréquents, des (k-1)-itemsets
fréquents et de leurs supports. Les k-itemsets fréquents dont le support est diérent
des supports de tous leurs sous-ensembles parmi les (k-1)-itemsets fréquents sont
des k-générateurs fréquents.
Propriété 5.2 Le support d'un itemset générateur est inférieur au support de ha-
un de ses sous-ensembles strits
2
.
Preuve. Soit un itemset générateur g et un ensemble E ontenant tous les sous-
ensembles de l'itemset g : E = fl  I j l  gg. Puisque g est un itemset générateur,
nous avons 8l 2 E, (l)  g. Nous en déduisons que  (l)   (g) =) support(l) >
support(g). Le support d'un sous-ensemble strit s de l'itemset générateur g est
supérieur au support de g. 
L'algorithme Close
+
peut être aisément modier an de déterminer les géné-
rateurs des itemsets fermés fréquents. Les ensembles G
k
de k-itemsets générateurs




en omparant le support de
haque k-itemset fréquent f de l'ensemble F
k
ave les supports de ses sous-ensembles
dans F
k 1
. S'il existe un sous-ensemble de f dont le support est égal au support de
f , alors f n'est pas un générateur et une variable booléenne isgenerator prend la
valeur "faux". Lorsque tous les sous-ensembles de f ont été examinés, si la variable
isgenerator possède la valeur "vrai" alors f est inséré dans l'ensemble G
k
des k-
générateurs fréquents. L'ensemble G
1
est initialisé ave l'ensemble F
1
ontenant tous
les 1-itemsets fréquents qui sont tous par dénition des 1-générateurs fréquents.
5.3 Résultats expérimentaux
Nous avons implémenté les algorithmes Apriori, Close et A-Close en C++ sur
diverses plate-formes Unix an de omparer leurs performanes en termes de temps
d'extration des itemsets fréquents et d'espae mémoire néessaires à ette extra-
tion. Ces implémentations ont été réalisées par Yves Bastide [Bas00℄ et utilisent
toutes la même struture de données (prex-tree), dérite dans la setion 5.2.1, qui
2
Nous appelons sous-ensemble strit d'un générateur g un itemset l tel que l  g.
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permet d'améliorer les performanes de l'algorithme Apriori. Les expérimentations
ont été réalisées sur un PC Pentium II possédant une vitesse d'horloge de 350 Mhz
et 128 Megaotets de mémoire, fontionnant sous le système d'exploitation Linux.
Un hier de mémoire virtuelle d'une taille de 128 Megaotets a été utilisé, portant
à 256 Megaotets l'espae mémoire total utilisable par les programmes. Les jeux
de données utilisés sont dérits dans la setion 5.3.1 et les résultats de es expéri-
mentations sont présentés dans la setion 5.3.2. Nous avons également implémenté
l'algorithme Close
+
an de générer les itemsets fermés fréquents et leur générateurs
à partir de l'ensemble des itemsets fréquents extrait par l'algorithme Apriori. Nous
avons put observer que les temps de réponse additionnels sont de l'ordre de la se-
onde, et don négligeables omparés au temps d'extration des itemsets fréquents
à partir du ontexte, pour tous les jeux de données utilisés.
5.3.1 Jeux de données
Nous avons utilisé lors de es expérimentations des jeux de données fréquemment
utilisés an de omparer les performanes des algorithmes de KDD. Les aratéris-
tiques de es jeux de données utilisées sont présentées dans la table 5.4. Les jeux
Nom Nombre d'objets Taille moyenne des objets Nombre d'items
T10I4D100K 100,000 10 1,000
T20I6D100K 100,000 20 1,000
Mushrooms 8,416 23 127
C20D10K 10,000 20 386
C73D10K 10,000 73 2,178
Tab. 5.4  Caratéristiques des jeux de données.
de données T10I4D100K et T20I6D100K
3
sont onstitués de données synthétiques
onstruites selon les propriétés des données de ventes. Ces jeux de données ont
été générés selon la méthode présentée dans [AS94℄. Ils ontiennent tous les deux
100 000 objets d'une taille moyenne de 10 items pour T10I4D100K et 20 items pour
T20I6D100K et d'une taille moyenne des itemsets fréquents maximaux potentiels
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Mushrooms
4
ontient des informations onernant des hampignons. Il est onsti-
tué de 8 416 objets d'une taille moyenne de 23 items et de 127 items orrespon-
dant aux aratéristiques des hampignons au total. Les jeux de données C20D10K
et C73D10K
5
sont des éhantillons du hier PUMS90KS (Publi Use Mirodata
Samples) ontenant des données du reensement du Kansas eetué en 1990. Ces
deux jeux de données sont onstitués des 10 000 objets orrespondant aux 10 000
premières personnes reensées, haque objet ontenant 20 attributs (20 items par
objets et 386 items au total) pour C20D10K et 73 attributs (73 items par objets et
2 178 items au total) pour C73D10K.
5.3.2 Résultats des expérimentations
Les temps de réponse des algorithmes Apriori, A-Close et Close pour l'extra-
tion des itemsets fréquents dans les jeux de données synthétiques T10I4D100K et
T20I6D100K sont présentés dans la gure 5.4 Les valeurs du seuil minimal de sup-
port minsupport utilisées sont identiques à elles utilisées dans [AS94℄, variant de 2%









































Fig. 5.4  Temps d'exéution pour les jeux de données synthétiques.
A-Close sont identiques et de 3 à 6 fois inférieurs à eux de Close pour les seuils de
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s'explique par le fait que les données de ventes sont éparses et faiblement orrélées
et pour les exéutions orrespondant à es seuils de support, tous les itemsets fré-
quents sont des itemsets fermés fréquents. En onséquene, l'espae de reherhe des
algorithmes Close et A-Close est identique à l'espae de reherhe de l'algorithme
Apriori : le treillis des itemsets fermés est identique au treillis des itemsets, et les
trois algorithmes réalisent le même nombre de balayages du ontexte et onsidèrent
les mêmes ensembles d'itemsets. Cette situation orrespond au pire des as pour
l'algorithme Close qui réalise plus d'opérations que l'algorithme Apriori an de dé-
terminer les fermetures des générateurs. Les algorithmes Apriori et A-Close réalisent
les mêmes opérations du fait de l'optimisation de A-Close onsistant à déterminer
seulement les fermetures des générateurs dont la taille est supérieure ou égale à la
taille du premier générateur fréquent non fermé identié. Tous les générateurs fré-
quents étant des itemsets fermés fréquents, auun alul de fermeture n'est réalisé
par A-Close. Dans le as des exéutions pour des seuils de support de 0,25% pour
T10I4D100K et de 0,5% à 0,25% pour T20I6D100K, ertains itemsets fréquents ne
sont pas fermés et l'algorithme A-Close doit aluler la fermeture de ertains généra-
teurs, e qui entraîne des temps d'exéution supplémentaires par rapport à Apriori.
Malgré es diérenes, les temps d'exéution des trois algorithmes, qui varient de
quelques seondes à quelques minutes, restent aeptables dans tous les as et les
algorithmes Apriori et Close se omportent de manière similaire lorsque le seuil
minimal de support est diminué.
Les temps de réponse des trois algorithmes pour le jeu de données Mushrooms
ainsi que le nombre de balayages réalisés par haun d'eux sont présentés dans la
gure 5.5. Pour e jeu de données, les temps d'exéution ainsi que le nombre de ba-
layages du ontexte néessaires aux algorithmes Close et A-Close sont très inférieurs
à eux néessaires à l'algorithme Apriori. Pour les temps d'exéution, le fateur de
rédution varie de 5 à 11, ave des temps maximaux d'exéution de environ 28 mi-
nutes et demi pour Apriori, 3 minutes et demi pour A-Close et 2 minutes et demi
pour Close pour un seuil de support de 7,5%. Les temps de réponse de l'algorithme
Close sont également inférieurs dans tous les as aux temps de réponse de l'algo-
rithme A-Close, les diérenes étant tout de fois minimes omparés aux diérenes
ave les temps d'exéution de l'algorithme Apriori. Pour tous les seuils de support
utilisés, le nombre de balayages réalisés par Close et A-Close est de moitié inférieur
au nombre de balayages réalisés par l'algorithme Apriori. De plus, les algorithmes
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Fig. 5.5  Temps d'exéution et nombre de balayages pour le jeu de donnéesMush-
rooms.
Apriori et A-Close n'ont put être exéutés pour des seuils de support inférieurs à
7,5% ar leurs exéutions néessitent un espae mémoire dépassant les apaités de
la mahine. Ces diérenes entre l'algorithme Apriori et les algorithmes Close et A-
Close ont pour auses les aratéristiques des données du jeu Mushrooms qui sont
orrélées et denses. En onséquene, le nombre d'itemsets fréquents est important et
la proportion d'itemsets fermés fréquents parmi es derniers est faible. L'espae de
reherhe des algorithmes Close et A-Close, qui orrespond au treillis des itemsets
fermés, est de taille très inférieure à l'espae de reherhe de l'algorithme Apriori,
qui orrespond au treillis des itemsets.
Les temps d'exéution ainsi que le nombre de balayages réalisés par haun des
trois algorithmes pour les jeux de données de reensement C20D10K et C73D10K
sont présentés dans les gures 5.6 et 5.7 respetivement. Pour les deux jeux de
données et pour tous les seuils minimaux de support utilisés, les temps de réponse
des algorithmes Close et A-Close sont nettement inférieurs à eux de l'algorithme
Apriori. De même, les nombres de balayages du ontexte réalisés par Close et A-
Close sont toujours inférieurs au nombre de balayages réalisés par Apriori, ave
un rapport entre es nombres variant de deux tiers à la moitié. Pour le jeu de
données C20D10K, omme pour Mushrooms, les diérenes entre les temps de
réponses des algorithmes Close et Apriori se mesurent en minutes ou en dizaines
de minutes selon le seuil minimal de support hoisi, ontrairement aux temps de
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Fig. 5.7  Temps d'exéution et nombre de balayages pour le jeu de données
C73D10K.
réponses obtenus pour les jeux de données synthétiques. De même, les temps de
réponse de l'algorithme Close sont inférieurs aux temps de réponse de l'algorithme A-
Close. De plus, les algorithmes Apriori et A-Close ne peuvent être exéutés sur e jeu
de données pour des seuils minimaux de support inférieurs à 2,5% ar ils dépassent
alors la limite de 256 Mégaotets orrespondant à la quantité maximale de mémoire
utilisable par les programmes. Pour le jeu de données C73D10K, les diérenes entre
les temps de réponses de l'algorithme Apriori et des algorithmes Close et A-Close
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peuvent se mesurer en dizaines de minutes ou en heures. Pour e jeu de données, les
algorithmes Apriori et A-Close ne peuvent être exéutés pour des seuils minimaux de
support inférieurs à 65% ar ils dépassent alors la limite de mémoire utilisable par les
programmes. Les raisons de es diérenes sont identiques à elles évoquées pour le
jeu de donnéesMushrooms : un nombre important d'itemsets sont fréquents parmi
lesquels les itemsets fermés fréquents représentent une faible proportion. Les données
de es deux jeux possèdent les aratéristiques ommunes aux données statistiques,
elles sont fortement orrélées et denses.
Finalement, nous avons évalué de manière expérimentale le omportement des
trois algorithmes lorsque le nombre d'objets et le nombre d'items du ontexte d'ex-
tration sont augmentés. Nous avons réalisé deux séries d'expérimentation sur des
jeux de données onstruits à partir du hier de données de reensement duquel
proviennent les jeux C20D10K et C73D10K utilisés préédemment. Les temps de
réponse des trois algorithmes pour es deux séries d'expérimentations sont présen-







































Augmentation du nombre d'items
Fig. 5.8  Propriétés d'augmentation des algorithmes pour les données de reense-
ments.
attributs (20 items par objets et 386 items au total) et le seuil minimal de support
à 10%, et nous avons augmenté le nombre d'objets de 20 000 à 100 000. Nous pou-
vons observer que les temps de réponse des trois algorithmes augmente de manière
linéaire dans le nombre d'objets du ontexte. Pour la seonde série, nous avons xé
le nombre d'objets à 10 000 et le seuil minimal de support de 10%, et nous avons fait
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varier la taille des objets de 10 items (281 items au total) à 24 (408 items au total).
L'algorithme Apriori ne peut être exéuté pour des tailles des objets supérieures à
24. Nous pouvons onstater que si les temps de réponse des trois algorithmes aug-
mentent de manière exponentielle dans la taille des objets, les algorithmes Close
et A-Close possèdent des propriétés de roissane très avantageuses par rapport à
l'algorithme Apriori.
5.3.3 Choix de l'algorithme
Le problème de la détermination de l'approhe et don de l'algorithme qui sera la
plus eae selon le jeu de données utilisé est omplexe. Dans le as de données non
orrélées et éparses, l'approhe de l'algorithme Apriori, 'est à dire le parours du
treillis des itemsets, permet d'obtenir de meilleurs temps de réponse. Toutefois, l'ex-
tration des itemsets fréquents à partir de e type de données ave les algorithmes
Close et A-Close, par le parours du treillis des itemsets fermés, donne des temps
de réponses aeptables. Dans le as de données orrélées et/ou denses, l'algorithme
Apriori donne des temps de réponse très importants et bien supérieurs à eux des
algorithmes Close et A-Close. La nature des données qui onstituent le jeu de don-
nées permet don d'évaluer à priori l'algorithme le plus eae, les propriétés de
orrélation et de densité de nombreux types de données ayant été étudiées dans la
littérature. Ainsi, il a été établi que les données de ventes de supermarhés sont
éparses et faiblement orrélées [AMS
+
96, BMUT97℄ ar dans e type de données,
le nombre moyen d'items par objets est faible devant le nombre total d'items et
haque item n'est ontenu que dans un petit nombre d'objets. Il a également été
établi qu'une importante proportion des bases de données réelles sont onstituées de
données orrélées ou denses. Ce sont les données statistiques [BMS97, SW85℄ et spa-
tiales [KH95℄, les olletions de textes [SBM98℄ et d'images [OO98℄, les historiques
d'aès Internet [CMS97℄, et.
Il est également possible d'évaluer l'eaité des algorithmes Close et A-Close
par rapport à l'algorithme Apriori pour un jeu de données en déterminant la propor-
tion de 1-itemsets fréquents qui sont fermés. Cette proportion onstitue un indiateur
eae de la proportion totale d'itemsets fréquents qui sont fermés et si presque tous
les 1-itemsets fréquents sont fermés, il est probable que presque tous les itemsets fré-
quents sont fermés et don les aluls de fermetures réalisés par Close et A-Close
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entraîneront des temps de réponse plus faibles pour Apriori. Dans le as ontraire,
peu d'itemsets fréquents sont fermés et la diminution du nombre d'itérations et de
andidats onsidérés par Close et A-Close entraînera de meilleurs résultats de es al-
gorithme omparés à Apriori. La proportion de 1-itemsets fréquents qui sont fermés
peut être alulée après la première itération de l'algorithme Close ou bien après la
seonde itération de l'algorithme A-Close.
5.4 Disussion
Plusieurs algorithmes d'extration des ensembles fermés à partir d'une relation
binaire nie ont été proposés dans la littérature. Parmi es derniers, nous pouvons
iter l'algorithme de Bordat [Bor86℄, l'algorithme de Carpineto [CR93℄ et l'algo-
rithme de Ganter [GR91℄ implémenté dans ConImp [Bur98℄ qui est le plus général
puisqu'il permet de aluler les ensembles fermés quelque soit l'opérateur de ferme-
ture utilisé et le plus eae parmi es trois algorithmes. Toutefois, es algorithmes
ne sont pas appliables dans le ontexte du KDD ar ils ne permettent de aluler
les ensembles fermés dans des temps raisonnables que pour des ontextes d'extra-
tion omportant au plus quelques dizaines d'attributs (items) et quelques entaines
d'objets. Les ontextes d'extration du KDD sont onstitués pour la plupart de plu-
sieurs entaines à plusieurs milliers d'attributs et de plusieurs dizaines de milliers
à plusieurs millions d'objets. Ces algorithmes néessitant dans le meilleur des as
autant de balayages du ontexte d'extration qu'il existe d'ensembles fermés dans le
ontexte, ils ne peuvent être utilisés dans la adre du KDD. De plus, ils ne prennent
pas en onsidération le support des itemsets an de limiter l'espae de reherhe et
déterminent tous les itemsets fermés dont une proportion importante possèdent de
faibles supports et ne sont don pas signiatifs pour les appliations du KDD. Les
algorithmes Aprem et Impe proposés dans [TPBL99, Tao00℄ permettent également
de aluler les ensembles fermés quelque soit l'opérateur de fermeture utilisé et il a
été démontré que es algorithmes sont plus eaes que l'algorithme de Ganter en
termes de temps d'exéution et d'appliabilité puisqu'il peuvent être utilisés pour
des relations de tailles plus importantes. Toutefois es algorithmes ont étés déve-
loppés dans un adre autre que le KDD an de résoudre des problèmes de nature
diérente de eux liés au domaine du KDD et leur appliation à e domaine pose
des problèmes de performanes.
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Les méthodes utilisées par les algorithmes Close et A-Close possèdent plusieurs
autres avantages importants par rapport aux méthodes utilisées par les algorithmes
de Bordat, de Carpineto et de Ganter. Elles permettent d'une part de limiter autant
que faire se peut le nombre de balayages du ontexte néessaires : les algorithmes
Close et A-Close néessitent un nombre de balayages égal à la taille du plus grand des
générateurs des itemsets fermés fréquents, augmenté de un pour A-Close. D'autre
part, les générateurs étant minimaux au sens de l'inlusion et don de la taille, es
deux algorithmes limitent autant que possible les oûts en temps CPU des opérations
sur les itemsets, plus partiulièrement les tests d'inlusions et les intersetions, qui
dépendent diretement de la taille des itemsets.
Les expérimentations démontrent que dans de nombreux as les algorithmes
Close et A-Close permettent de diminuer les temps d'extration des itemsets fré-
quents et, pour l'algorithme Close, l'espae mémoire néessaire à l'extration e qui
en augmente le hamp d'appliation. Cei est plus partiulièrement vrai pour les
données denses et/ou orrélées qui représentent une part importante des bases de
données existantes. De plus, les itemsets fermés fréquents permettent de générer
l'ensemble des règles d'assoiation valides ou bien des bases pour les règles d'asso-
iation valides. Ces bases, qui sont l'objet du hapitre suivant, sont des ensembles
de taille réduite ne ontenant auune règle redondante e qui permet d'améliorer la
pertinene des règles extraites. Comme il a été mentionné préédemment, l'extra-
tion des itemsets fermés fréquents peut être utilisée an de résoudre ertains autres
problèmes du KDD :
 Dans le adre de la déouverte des séries hronologiques, pour laquelle l'algo-
rithme Apriori d'extration des itemsets fréquents a été utilisé [AS95℄. L'ap-
prohe onsiste a extraire les itemsets fréquents du ontexte, transformer le
ontexte d'extration de manière à assoier à haque objet la liste des item-
sets fréquents qu'il ontient et générer les séries hronologiques qui sont des
ensembles ordonnés d'itemsets. L'approhe que nous proposons pour l'extra-
tion des itemsets fréquents, basée sur l'extration des itemsets fermés fré-
quents, peut don être utilisée dans e adre et les algorithmes Close et A-Close
peuvent permettre de réduire les temps d'extration des séries hronologiques.
 Dans [Wai98, Wai99℄, une méthode eae de lustering basée sur la onstru-
tion et la maintenane inrémentale du treillis de onepts fréquents est pro-
posée. Les lusters (lasses) d'objets sont alors les ensembles fermés fréquents
Niolas Pasquier, LIMOS
5.4. Disussion 156
d'objets qui sont des regroupements maximaux d'objets ontenant un même
ensemble d'items et dont la taille est au moins égale à seuil minimal (minsup-
port) : e sont les images des itemsets fermés fréquents par la fermeture 
0
de
la onnexion de Galois. Cette méthode a été implémentée dans un système de
gestion de bases de données orientées objets. Elle utilise une représentation
du ontexte d'extration par listes de OID, identique à elle présentée dans la
setion 2.3.2, et la onstrution et la maintenane du treillis sont réalisées à
l'aide des opérateurs dénis sur le treillis de onepts fréquents présentés dans
[WTL97, WTL98℄. Le treillis de onepts fréquents peut être onstruit de ma-
nière eae à partir des itemsets fermés fréquents, qui sont les omposantes
intentions des onepts fréquents, en déterminant leurs fermetures selon l'opé-
rateur 
0
qui onstituent les omposantes extensions des onepts fréquents.
Cette détermination peut être réalisée après l'extration des itemsets fermés
fréquents en réalisant un balayage supplémentaire du ontexte d'extration, ou
bien de manière plus eae pendant le proessus d'extration en modiant
légèrement les algorithmes Close ou A-Close.
 La lassiation peut également bénéier des améliorations de l'extration des
itemsets fréquents apportées par notre approhe. Un système de lassiation
basé sur la onstrution d'un modèle de lassiation à partir des algorithmes
d'extration des règles d'assoiation a été proposé dans [LHM98℄. L'approhe
proposée onsiste à extraire un sous-ensemble partiulier de l'ensemble des
règles d'assoiation valides dans le ontexte, appelé ensemble de règles d'as-
soiation de lasses, et onstruire un modèle de lassiation à partir de e
sous-ensemble. Cette approhe semble de plus être partiulièrement eae
en termes de préision du modèle onstruit par rapport aux approhes propo-
sées préédemment [LHM98℄. Les algorithmes Close et A-Close peuvent don
être utilisés an d'améliorer l'eaité de l'extration des règles d'assoiation,
mais également la qualité du modèle produit en utilisant les itemsets fermés
fréquents au lieu des itemsets fréquents pour onstruire les règles d'assoiation
de lasses. En eet, les itemsets fermés fréquents sont des regroupements maxi-
maux d'items ommuns au ensembles d'objets et peuvent don représenter des
desripteurs utiles des lasses des objets.
L'utilité des algorithmes Close et A-Close ne se limite don pas à l'extration des
règles d'assoiation, mais ils permettent également d'améliorer les temps de réponses
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d'un ertain nombre d'autres tâhes du KDD et, pour l'algorithme Close, d'étendre
l'appliabilité de es tâhes vis à vis des besoins en espae mémoire.
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6.1 Introdution
Le problème de la pertinene et de l'utilité des règles extraites est un problème
majeur de l'extration des règles d'assoiation. Ce problème est lié au nombre de
règles d'assoiation extraites qui est en général très important et à la présene d'une
forte proportion de règles redondantes, 'est à dire de règles onvoyant la même
information, parmi elles-i. La notion de règles redondantes dépend des aratéris-
tiques des règles qui sont prises en onsidération et deux denitions diérentes sont
présentées dans la setion 6.2 et la setion 6.3. Si le problème de la visualisation d'un
nombre relativement important de règles peut être simplié par l'utilisation de sys-
tèmes de visualisation tels que le système Rule Visualizer proposé par Klemettinen
et al. [KMR
+
94℄, le problème de la suppression des règles d'assoiation redondantes
néessite d'autres solutions. De plus, les règles d'assoiation redondantes représen-
tant pour ertains type de données la majorité des règles extraites, leur suppression
permet de réduire onsidérablement le nombre de règles à gérer lors de la visuali-
sation. La solution que nous proposons onsiste à générer des bases pour les règles
d'assoiation qui sont des ensembles de tailles réduites ne ontenant auune règle
redondante. Le but est de limiter l'extration aux règles d'assoiation les plus in-
formatives, 'est à dire les plus générales et, éventuellement, dont les mesures de
préision sont les plus élevées parmi toutes les règles valides, du point de vue de
l'utilisateur.
Exemple 6.1 An d'illustrer le problème des règles d'assoiation redondantes, nous
présentons neuf règles d'assoiation extraites du jeu de données Mushrooms. Ces
neuf règles possèdent un support et une onane identiques de 51% et 54% respe-
tivement :
1) lamelles libres ! omestible
2) lamelles libres ! omestible, voile partiel
3) lamelles libres ! omestible, voile blan
4) lamelles libres ! omestible, voile partiel, voile blan
5) lamelles libres, voile partiel ! omestible
6) lamelles libres, voile partiel ! omestible, voile blan
7) lamelles libres, voile blan ! omestible
8) lamelles libres, voile blan ! omestible, voile partiel
9) lamelles libres, voile partiel, voile blan ! omestible
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Il est évident que les règles 1 à 3 et 5 à 9 sont redondantes par rapport à la règle 4
puisque, du point de vue de l'utilisateur, es 8 règles n'apportent auune information
supplémentaire par rapport à la règle 4 qui est la plus générale. An d'améliorer la
pertinene et l'utilité des règles extraites, il est souhaitable que seule ette dernière
règle soit extraite et présentée à l'utilisateur.
Règles d'assoiation exates et approximatives
Dans la suite, nous distinguons deux types de règles d'assoiation : les règles
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Exemple 6.2 Les règles d'assoiation exates extraites du ontexte D pour un seuil
minimal de support de 2/6 sont représentées dans la table 6.1.
Règle exate Support Règle exate Support
A ) C 3/6 BC ) E 4/6
B ) E 5/6 CE ) B 4/6
E ) B 5/6 AB ) CE 2/6
AB ) C 2/6 AE ) BC 2/6
AB ) E 2/6 ABC ) E 2/6
AE ) B 2/6 ABE ) C 2/6
AE ) C 2/6 ACE ) B 2/6
Tab. 6.1  Règles d'assoiation exates extraites du ontexte D pour minsup-
port = 2/6.














Exemple 6.3 Les règles d'assoiation approximatives extraites du ontexte D pour
un seuil minimal de support de 2/6 et un seuil minimal de onane de 2/5 sont
représentées dans la table 6.2.
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Règle approximative Support Conane Règle approximative Support Conane
BCE ! A 2/6 2/4 A ! BE 2/6 2/3
AC ! BE 2/6 2/3 B ! AE 2/6 2/5
BC ! AE 2/6 2/4 E ! AB 2/6 2/5
BE ! AC 2/6 2/5 A ! CE 2/6 2/3
CE ! AB 2/6 2/4 C ! AE 2/6 2/5
AC ! B 2/6 2/3 E ! AC 2/6 2/5
BC ! A 2/6 2/4 B ! CE 4/6 4/5
BE ! A 2/6 2/5 C ! BE 4/6 4/5
AC ! E 2/6 2/3 E ! BC 4/6 4/5
CE ! A 2/6 2/4 A ! B 2/6 2/3
BE ! C 4/6 4/5 B ! A 2/6 2/5
A ! BCE 2/6 2/3 C ! A 3/6 3/5
B ! ACE 2/6 2/5 A ! E 2/6 2/3
C ! ABE 2/6 2/5 E ! A 2/6 2/5
E ! ABC 2/6 2/5 B ! C 4/6 4/5
A ! BC 2/6 2/3 C ! B 4/6 4/5
B ! AC 2/6 2/5 C ! E 4/6 4/5
C ! AB 2/6 2/5 E ! C 4/6 4/5
Tab. 6.2  Règles d'assoiation approximatives extraites du ontexte D pour min-
support = 2/6 et minonane = 2/5.
Nous diérenions les règles d'assoiation exates et approximatives ar elles
possèdent des propriétés diérentes par rapport aux itemsets fermés fréquents. Ces
propriétés, qui permettent d'identier les règles redondantes, permettent également
d'identier les règles les moins signiatives, 'est à dire dont la onane est la plus
faible, parmi toutes les règles d'assoiation valides.
Dans la setion 6.2, nous présentons l'adaptation des bases pour les règles d'im-
pliations dénies en analyse de données au adre de l'extration de règles d'assoia-
tion. Cette adaptation a été proposée dans [PBTL99a, TPBL00℄. Dans la setion 6.3,
nous dénissons de nouvelles bases pour les règles d'assoiation qui ne représentent
auune perte d'information et ontiennent les règles d'assoiation non redondantes
d'antéédents minimaux et de onséquenes maximales. Les algorithmes de généra-
tions de es bases sont présentés dans la setion 6.4 et les résultats expérimentaux
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dans la setion 6.5. Les dénitions de es nouvelles bases ainsi que les algorithmes de
génération de es dernières ont été proposés dans [Pas00℄. L'interêt de la génération
des bases et des algorithmes proposés est disuté dans la setion 6.6.
6.2 Adaptation des bases pour les règles d'implia-
tion
La dénition de bases pour les règles d'impliation entre deux ensembles d'attri-
buts binaires a été étudiée essentiellement dans les domaines de l'analyse de données
[DG86, Lux91℄ et de l'analyse formelle de onepts [GW99℄. Nous nous sommes in-
téressé prinipalement à des bases pour les règles d'impliation, qui ont été dénies
en utilisant les ensembles fermés ave pour objetif de minimiser autant que faire se
peut le nombre de règles d'impliations générées, provenant de l'analyse de données.
Ce sont la base de Duquenne-Guigues pour les impliations globales, dénie par
Duquenne et Guigues [DG86, GW99℄, et les bases de Luxenburger pour les impli-
ations partielles, dénie par Luxenburger [Lux91℄. Les impliations globales sont
des impliations vériées dans tous les objets du ontexte, ontrairement aux impli-
ations partielles qui sont appelées  impliations ave quelques ontre exemples 
ou  impliations valides dans un sous-ontexte . Assoiée à haque règle d'implia-
tion partielle, nous avons une mesure appelée préision de la règle dénie de manière
identique à la onane. La préision des règles d'impliation globales est égale à un.
La base de Duquenne-Guigues et les bases de Luxenburger sont des ensembles géné-
rateurs de règles d'impliation globales et partielles respetivement qui minimisent
le nombre de règles qu'elles ontiennent. Cela signie qu'elles ne ontiennent auune
règle d'impliation redondante et qu'il est possible de déduire de es base toutes les
règles d'impliations globales et toutes les règles d'impliation partielles ainsi que
leurs préisions. Les travaux de Duquenne et Guigues onernent les règles d'impli-
ations globales et utilisent don l'opérateur d'inférene selon l'ensemble d'axiomes
d'Armstrong sur l'ensemble des règles d'impliation globales an de dénir les règles
redondantes (la préision des règles n'est pas onsidérée). Les travaux de Luxenbur-
ger onernent les règles d'impliation partielles et e dernier  étend  l'opérateur
d'inférene an de prendre en onsidération les préisions des règles et don de dénir
les règles d'impliation partielles redondantes. La dénition des règles d'impliation
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redondantes selon et opérateur d'inférene étendu, 'est à dire en tenant ompte










et pour une règle d'impliation globale nous avons
p = 1.
Dénition 6.1 (Règles d'impliation redondantes)





2 E est redondante











Une règle d'impliation r 2 E est redondante si la règle r ainsi que sa préision
peuvent être déduits de l'ensemble E n r en utilisant l'opérateur d'inférene étendu
par Luxenburger.
6.2.1 Base de Duquenne-Guigues pour les impliations glo-
bales
La base de Duquenne-Guigues pour les règles d'impliation globales [DG86,
GW99℄ est dénie en utilisant les ensembles fermés d'attributs binaires du ontexte
et les ensembles pseudo-fermés d'attributs du ontexte selon la fermeture de la
onnexion de Galois . Les ensembles pseudo-fermés sont dénis de manière réur-
sive en fontion de leurs sous-ensembles qui sont eux-mêmes des ensembles pseudo-
fermés. Soit un ontexte B = (O;A;R) dans lequel O est un ensemble d'objets, A
est un ensemble d'attributs binaire et R est une relation binaire entre O et A. Un
ensemble e  A est un ensemble pseudo-fermé s'il n'est pas fermé, 'est à dire si
(e) 6= e, et si il ontient les fermetures de tous ses sous-ensembles qui sont des en-
sembles pseudo-fermés. Il est néessaire de onsidérer l'ensemble d'attributs vide ?,
qui est inlus dans tous les ensembles d'attributs, an de déterminer les ensembles
pseudo-fermés fréquents. Si ? n'est pas fermé, 'est à dire si un ensemble e 6= ? est
en relation ave tous les objets du ontexte, alors (?) = e et ? est un ensemble
pseudo-fermé. En onséquene tous les ensembles pseudo-fermés doivent ontenir
l'ensemble e.
La base de Duquenne-Guigues est onstituée de toutes les règles d'impliations
dont l'antéédent est un ensemble pseudo-fermé e et la onséquene est la fermeture
de e : (e)
1
. Si l'ensemble d'attributs ? n'est pas fermé, la règle ?) (?) appar-
1
Selon ette dénition, la onséquene de la règle est un sur-ensemble de l'antéédent de la
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tient à ette base. Puisque tous les objets du ontexte en relation ave l'ensemble
d'attributs e sont par dénition en relation ave l'ensemble d'attributs (e), les
règles de ette base possèdent une préision égale à 1 (100%). Il a été démontré dans
[DLM92, GW99℄ que la base de Duquenne-Guigues est minimale relativement au
nombre de règles d'impliation qu'elle ontient ar il ne peut exister de base, 'est
à dire d'ensemble générateur, ontenant moins de règles qu'il existe d'ensembles
pseudo-fermés fréquents dans le ontexte.
Adaptation de la base de Duquenne-Guigues
L'adaptation de la base de Duquenne-Guigues dans le adre des règles d'assoia-
tion néessite la prise en ompte du support des ensembles fermés et pseudo-fermés,
de l'ensemble d'attributs ? et la rédution de la onséquene des règles e) (e) à
la fermeture de l'ensemble pseudo-fermé e diminuée des élément de e : (e)ne. Nous
ommençons par dénir les itemsets pseudo-fermés fréquents de manière réursive,
'est à dire en fontion de leurs sous-ensembles qui sont eux-mêmes des itemsets
pseudo-fermés fréquents.
Dénition 6.2 (Itemsets pseudo-fermés fréquents)
Soit F l'ensemble des itemsets fréquents. Un itemset l 2 F est un itemset pseudo-
fermé fréquent s'il n'est pas fermé, 'est à dire si (l) 6= l, et si il ontient les
fermetures de tous ses sous-ensembles qui sont des itemsets pseudo-fermés fréquents.
L'ensemble P des itemsets pseudo-fermés est déni par :
P = fl
1















L'ensemble vide d'item? qui est fréquent par dénition et est inlus dans tous les
itemsets fréquents doit être onsidéré an de déterminer les itemsets pseudo-fermés
fréquents. Si? n'est pas fermé, 'est à dire si il existe un itemset l
1
6= ? ontenu dans
tous les objets du ontexte (tel que support(l
1
) = jOj), alors (?) = l
1
et ? est un
itemset pseudo-fermé fréquent. Les itemsets pseudo-fermés fréquents l
2
doivent alors
tous ontenir l'itemset l
1
. La base de Duquenne-Guigues pour les règles d'assoiation
exates est onstituée de toutes les règles d'assoiation exates dont l'antéédent est
un itemset pseudo-fermé fréquent l et la onséquene est la fermeture de l diminuée
règle.
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des items de l : (l) n l. Puisque l n'est pas fermé, nous avons l 6= (l) et don la
onséquene de la règle est non vide : ((l) n l) 6= ?.
Dénition 6.3 (Base de Duquenne-Guigues)
Soit l'ensemble PF des itemsets pseudo-fermés fréquents dans le ontexte B. La base
de Duquenne-Guigues pour les règles d'assoiation exates est :
BDG = fr : l ) ((l) n l) j l 2 PF ^ l 6= ?g:
Exemple 6.4 Les itemsets pseudo-fermés fréquents ainsi que la base de Duquenne-
Guigues pour les règles d'assoiation exates extraits du ontexte D pour un seuil
minimal de support de 2/6 sont présentés dans la table 6.3. L'itemset ? est fermé
dans le ontexte D et n'est don pas un itemset pseudo-fermé fréquent. Les itemsets
fréquents {A}, {B} et {E} sont des itemsets pseudo-fermés fréquents ar ils ne
sont pas fermés et leur seul sous-ensemble qui est l'itemset ? n'est pas un itemset
pseudo-fermé fréquent. L'itemset {AB} n'est pas un itemset pseudo-fermé fréquent
ar les fermetures de ses sous-ensembles {A} et {B}, qui sont respetivement {AC}
et {BE}, ne sont pas inlues dans {AB}. L'itemset {ABCE} n'est pas un itemset
pseudo-fermé fréquent puisqu'il est fermé.
Itemset pseudo-fermé fréquent Fermeture Règle exate Support
{A} {AC} A ) C 3/6
{B} {BE} B ) E 5/6
{E} {BE} E ) B 5/6
Tab. 6.3  Base de Duquenne-Guigues extraite du ontexte D pour minsup-
port = 2/6.
La base de Duquenne-Guigues est une rédution de l'ensemble des règles d'asso-
iation exates valides obtenue en minimisant autant que faire se peut le nombre de
règles exates générées sans tenir ompte du support des règles. Si toutes les règles
d'assoiation exates valides dans le ontexte peuvent être déduites de ette base
pour e qui est des antéédents et des onséquenes des règles, il n'en est pas de même
pour leurs supports. Un algorithme de génération de la base de Duquenne-Guigues
pour les règles d'assoiation exates est présentée dans la setion 6.4.1.
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6.2.2 Bases de Luxenburger pour les impliations partielles
Soit un ontexte B = (O;A;R). Luxenburger déni dans [Lux91℄ une famille de
bases pour les règles d'impliation partielles à partir des ensembles fermés d'attri-
buts, appelés ompréhensions.
Base propre pour les impliations partielles
Luxenburger démontre que l'ensemble des règles d'impliation dont l'antéédent
est un ensemble d'attributs e  A fermé ((e) = e) et la onséquene est un ensemble
d'attributs e
0
 A fermé tels que e  e
0
onstitue une base pour l'ensemble des règles
d'impliation partielles du ontexte. Ces règles sont appelées règles d'impliation par-





et don  (e)   (e
0
). Cette base est appelée base propre pour les règles d'implia-
tion partielles et peut être représentée par un graphe dirigé dont les sommets sont
les ensembles fermés et les ars représentent les règles d'impliation de la base. Ce
graphe orrespond à la fermeture transitive du diagramme de Hasse représentant le
treillis des ensembles fermés.
Adaptant ette base au adre des règles d'assoiation , nous dénissons la base
propre pour les règles d'assoiation approximatives. Cette base est onstituée de






) dont l'antéédent f
1
est un itemset fermé
















Dénition 6.4 (Base propre pour les règles d'assoiation approximatives)
Soit l'ensemble FF des itemsets fermés fréquents dans le ontexte B. La base propre
pour les règles d'assoiation approximatives est :














^ onane(r)  minonaneg:
Nous appelons les règles de la base propre règles d'assoiation approximatives propres.
Exemple 6.5 Le graphe de représentation de la base propre extraite du ontexte D
pour un seuil minimal de support de 2/6 et un seuil minimal de onane 2/5 est
présenté dans la gure 6.1. La première valeur assoiée à haque ar est le support de
la règle ; la seonde valeur est la onane de la règle. L'ensemble FF des itemsets
fermés fréquents utilisé pour générer les règles de la base est présenté dans la table 4.1
(setion 4.3.3).
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Fig. 6.1  Graphe orienté de représentation de la base propre extraite du ontexte D
pour minsupport = 2/6 et minonane = 2/5.
Le nombre de règles d'assoiation de la base propre générées à partir d'un itemset
fermé fréquent maximal f orrespond au nombre d'itemsets fermés fréquents qui sont
des sous-ensembles de f . Toutes les règles d'assoiation approximatives valides dans
le ontexte peuvent être déduites (ainsi que leurs supports et leurs onane) de
la base propre pour les règles d'assoiation approximatives. La démonstration de
ette propriété est diretement déduite des propriétés introduites par Luxenburger
dans [Lux91℄ et du fait que qu'il existe dans la base propre une règle pour haque
ouple d'itemsets fermés fréquents. Les supports de toutes les règles valides peuvent
être déduits des supports des règles de ette base. Un algorithme de génération
de la base propre pour les règles d'assoiation approximatives est présenté dans la
setion 6.4.3.
Base de ouverture pour les impliations partielles
Luxenburger démontre que la base propre pour les impliations partielles n'est
pas minimale relativement au nombre de règles qu'elle ontient et déni une base
qui est un sous-ensemble de la base propre. Cette base, appelée base de ouverture
pour les impliations partielles, est onstruite selon la relation de ouverture entre
ensembles fermés d'attributs. Elle est onstituée des règles dont l'antéédent est un
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. Cette base orrespond à la rédution transitive de la base propre et peut don
être représentée sous forme d'un graphe orrespondant à la rédution transitive du
graphe de représentation de la base propre.
Luxenburger démontre que la base de ouverture est une base pour l'ensemble des
règles d'impliation partielles propres et don pour l'ensemble des règles d'implia-
tion partielles. Cette démonstration est basée sur la propriété suivante : la préision
d'une règle partielle propre e ! e
0




est égale au produit des
préisions des règles f ! f
0











g. La règle e! e
0
est une règle transitive
du graphe représentant la base propre et les règles f ! f
0
forment un  hemin 
(suession d'ars ontigus) entre les sommets e et e
0
dans e graphe. Ces règles
forment également une suession d'ars entre les sommets e et e
0
dans le graphe de
représentation de la base de ouverture.
Adaptant ette base au adre des règles d'assoiation, nous dénissons la base de
ouverture pour les règles d'assoiation approximatives. Cette base est onstituée de
toutes les règles dont l'antéédent est un itemset fermé fréquent f
1
et la onséquene
















Dénition 6.5 (Base de ouverture pour les règles approximatives)
Soit l'ensemble FF des itemsets fermés fréquents dans le ontexte B. La base de
ouverture pour les règles d'assoiation approximatives est :














^ onane(r)  minonaneg:
Exemple 6.6 Le graphe de représentation de la base de ouverture extraite du
ontexte D pour un seuil minimal de support de 2/6 et un seuil minimal de onane
2/5 est présenté dans la gure 6.2.
Le nombre de règles d'assoiation de la base de ouverture générées à partir d'un
itemset fermé fréquent f
2
orrespond au nombre d'itemsets fermés fréquents qui
sont ouverts pas l'itemset f
2
. C'est à dire au nombre d'itemsets fermés fréquents
prédéesseurs de f
2
dans le treillis des itemsets fermés. Toutes les règles d'assoia-
tion approximatives propre peuvent être déduites (ainsi que leurs supports et leurs
onane) de la base de ouverture pour les règles d'assoiation approximatives. La
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Fig. 6.2  Graphe orienté de représentation de la base de ouverture extraite du
ontexte D pour minsupport = 2/6 et minonane = 2/5.
démonstration de ette propriété est direte à partir des propriétés introduites par
Luxenburger dans [Lux91℄. Considérons par exemple la règle C! ABCE du graphe
de la gure 6.2 représentant la base propre dont la onane est 2/5 et le support
est 2/6. Cette valeur de onane est égale au produit des onanes des règles C
! AC et AC! ABCE et au produit des onanes des règles C! BCE et BCE!
ABCE qui forment des hemins entre les sommets {C} et {ABCE}. Le support de
la règle C! ABCE est égal au support des règles AC! ABCE et BCE ! ABCE.
L'algorithme de génération de la base propre pour les règles d'assoiation ap-
proximatives présenté peut aisément être étendu pour la génération de la base de
ouverture pour les règles d'assoiation approximatives. Cette extension est présen-
tée dans la setion 6.4.3.
Bases struturelles pour les impliations partielles
A partir de ette propriété onernant les préisions des règles transitives, il est
possible de déduire plusieurs autres bases pour les règles d'impliation partielles, ap-
pelées bases struturelles. Ces bases sont des sous-ensembles de la base de ouverture
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graphe de ouverture est onservé. Selon la stratégie de séletion des hemins onser-
vés et supprimés, plusieurs bases struturelles peuvent être dénies. Luxenburger
déni par exemple dans [Lux91℄ une base struturelle, appelée base arboresente,
dont la représentation sous forme de graphe est un arbre ouvrant maximal.
Il est possible d'étendre l'algorithme de génération de la base propre pour les
règles d'assoiation approximatives, présenté dans la setion 6.4.3, pour la génération
des bases struturelles pour les règles d'assoiation approximatives. Cette extension
est disutée brièvement dans la setion 6.4.3.
6.3 Dénition de nouvelles bases pour les règles d'as-
soiation
Une règle d'assoiation est une règle d'impliation entre deux itemsets à laquelle
sont assoiées des mesures de préision de la règle dans le ontexte d'extration. Ces
mesures sont le support, qui peut être vu omme une mesure d'utilité, et la onane
(identique à la préision des règles d'impliation) qui peut être vue omme une me-
sure de pertinene de la règle. Dans le as des règles d'impliation, le support des
règles n'est pas pris en onsidération. Cette mesure apporte une information im-
portante pour les règles d'assoiation puisque elle dénie la portée de la règle dans
le ontexte et don l'importane de la onnaissane qu'elle apporte à l'utilisateur.
An d'étendre la dénition des règles d'impliation redondantes au règles d'asso-
iation, nous onsidérons l'opérateur d'inférene tenant ompte des supports et des
onanes (identiques à la préision) des règles d'assoiation. Dans la dénition 6.6,
nous aratérisons les règles d'assoiation redondantes en utilisant et opérateur.










Dénition 6.6 (Règles d'assoiation redondantes)





2 E est redondante











Une règle d'assoiation r 2 E est redondante si la règle r peut être déduite ainsi
que son support s et sa onane  de l'ensemble E nr. Considérant la dénition 6.6,
les bases de Luxenburger (base propre, base de ouverture et bases struturelles) sont
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l
2
2 AR telle que  < 1, nous avons BP j= r et BC j= r. La base de Duquenne-
Guigues ne permet pas de déduire les supports de toutes les règles d'assoiation
exates valides et n'est don pas un ensemble générateur pour es règles : ette base






AR telle que  = 1 et BDG 6j= r. De plus, la base de Duquenne-Guigues pour les
règles d'assoiation exates et les bases de Luxenburger pour les règles d'assoiation
approximatives ne sont pas les bases les plus informatives pour l'utilisateur. En eet,
es bases ne sont pas onstituées des règles d'assoiation non redondantes minimales,
'est à dire des règles d'assoiation non redondantes d'antéédent minimal et de
onséquene maximale.
Comme nous l'avons vu dans l'exemple 6.1, il est souhaitable que seules les règles
d'assoiation non redondantes minimales, qui sont les règles les plus utiles et les plus
pertinentes, soient extraites et présentées à l'utilisateur. Une règle d'assoiation est
redondante si elle onvoie la même information ou une information moins générale
que l'information onvoyée par une autre règle de même utilité et de même per-
tinene. Nous dénissons don les règles d'assoiation non redondantes minimales
en tenant ompte des supports et des onanes des règles d'assoiation. Une règle
d'assoiation r est non redondante minimale s'il n'existe pas une autre règle d'as-
soiation r
0
possédant le même support et la même onane, dont l'antéédent est
un sous-ensemble de l'antéédent de r et la onséquene est un sur-ensemble de la
onséquene de r.
Dénition 6.7 (Règles d'assoiation non redondantes minimales)
Soit l'ensemble AR des règles d'assoiation extraites du ontexte. Une règle d'as-





























Dans la setion 6.3.1, nous aratérisons les règles d'assoiation exates non
redondantes minimales en utilisant les itemsets fermés fréquents et leurs générateurs.
Dans la setion 6.3.2, nous aratérisons les règles d'assoiation approximatives non
redondantes minimales en utilisant les itemsets fermés fréquents et leurs générateurs.
À partir de es aratérisations, nous dénissons ensuite la base générique pour
les règles d'assoiation exates et la base informative pour les règles d'assoiation
approximatives ainsi que la rédution transitive de la base informative.
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6.3.1 Base générique pour les règles d'assoiation exates
La propriété 6.1 aratérise les règles d'assoiation exates en fontion des item-
sets fermés fréquents. Nous en déduisons que les règles d'assoiation exates sont
les règles entre les sur-ensembles strits d'un itemset fermé fréquent f
1
et les sous-






. Les itemsets fréquents ainsi






, possèdent tous un support égal au sup-
port de f
2





possèdent don un même support égal au support de f
2
et une même onane égale
à 1.






) sont des règles entre































des générateurs de l'itemset fermé fréquent f
2
. Il est évident





règles exates entre deux itemsets fréquents des intervalles [g; f
2
℄ pour tous les géné-
rateurs g 2 G
f
2











℄. Pour haque intervalle
[g; f
2
℄, la règle g ) (g n f
2
) est la règle d'assoiation exate non redondante d'an-
téédent minimal et de onséquene maximale parmi les règles entre deux itemsets
de et intervalle. Nous en onluons que les règles de la forme g ) (f n g) entre
les générateurs g 2 G
f
2
et l'itemset fermé fréquent f
2
sont les règles d'antéédents





℄. Nous généralisons ette propriété à l'ensemble des itemsets fer-
més fréquents et nous dénissons ainsi la base générique onstituée de toutes les
règles d'assoiation exates non redondantes selon la dénition 6.6 d'antéédents






℄ est déni omme l'ensemble I = fl  I j f
1
 l  f
2
g. L'intervalle
℄{A},{ABC}℄ par exemple est l'ensemble {{AB}, {AC}, {ABC}}.
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Dénition 6.8 (Base générique pour les règles d'assoiation exates)
Soit l'ensemble FF des itemsets fermés fréquents extraits du ontexte. Soit la olle-
tion d'ensembles G
f
qui assoient à haque itemset fermé fréquent f les générateurs
de f . La base générique pour les règles d'assoiation exates est :
BG = fr : g ) (f n g) j f 2 FF ^ g 2 G
f
^ g 6= fg:
La ondition g 6= f est néessaire ar les règles entre un générateur g d'un itemset
fermé fréquent f tel que g = f sont de la forme g ) ? et ne n'appartiennent pas à
l'ensemble des règles d'assoiation valides (règles non informatives).
Exemple 6.7 La base générique pour les règles d'assoiation exates extraite du
ontexte D pour un seuil minimal de support de 2/6 est présentée dans la table 6.4.
Générateur Fermeture Règle exate Support
{A} {AC} A ) C 3/6
{B} {BE} B ) E 5/6
{C} {C}
{E} {BE} E ) B 5/6
{AB} {ABCE} AB ) CE 2/6
{AE} {ABCE} AE ) BC 2/6
{BC} {BCE} BC ) E 4/6
{CE} {BCE} CE ) B 4/6
Tab. 6.4  Base générique extraite du ontexte D pour minsupport = 2/6.
La base générique, qui ontient plus de règles que la base de Duquenne-Guigues,
est la base minimale (en nombre de règles) pour les règles d'assoiation exates sans
perte d'information. Toutefois, toutes les règles d'assoiation exates valides dans le
ontexte peuvent être déduites ainsi que leurs supports à partir des règles de ette
base. Cette propriété est établie par le théorème 6.1.
Théorème 6.1 (Base pour les règles d'assoiation exates)
La base générique est une base pour l'ensemble des règles d'assoiation exates
valides.
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et puisque onfiane(r) =









) = f . L'itemset f est un itemset fermé fréquent f 2 FF
et il existe une règle r
0
: g ) (f n g) 2 BG telle que g est un générateur de f pour
lequel g  l
1
et g  l
2
. Nous démontrons que la règle r et son support peuvent
être déduits de la règle r
0




 f , la règle r peut











)) = support(f) = support(r
0
). 
6.3.2 Bases informatives pour les règles d'assoiation approxi-
matives
La propriété 6.2 aratérise les règles d'assoiation approximatives en fontion
des itemsets fermés fréquents. De ette propriété, nous déduisons une dénition des
ensembles de règles d'assoiation approximatives qui possèdent les mêmes supports
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des générateurs de l'itemset fermé fréquent f
0
1
. Les règles entre




et l'itemset fermé fréquent f
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2




règles non redondantes d'antéédents minimaux et de onséquenes maximales parmi
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n g) sont maximales puisque f
0
2






Nous généralisons ette propriété à l'ensemble des itemsets fermés fréquents et nous
dénissons ainsi la base informative onstituée de toutes les règles d'assoiation
approximatives non redondantes selon la dénition 6.6 d'antéédents minimaux et
de onséquenes maximales.
Dénition 6.9 (Base informative pour les règles approximatives)
Soit l'ensemble FF des itemsets fermés fréquents et l'ensemble G de leurs généra-
teurs extraits du ontexte. La base informative pour les règles d'assoiation approxi-
matives est :
BI = fr : g ! (fng) j f 2 FF ^ g 2 G ^ (g)  f ^ onane(r)  minonaneg:
Exemple 6.8 La base informative pour les règles d'assoiation approximatives ex-
traite du ontexte D pour un seuil minimal de support de 2/6 est présentée dans la
table 6.5.
Générateur Fermeture Sur-ensemble Règle Support Conane
fermé approximative
{A} {AC} {ABCE} A ! BCE 2/6 2/3
{B} {BE} {BCE} B ! CE 4/6 4/5
{B} {BE} {ABCE} B ! ACE 2/6 2/5
{C} {C} {AC} C ! A 3/6 3/5
{C} {C} {BCE} C ! BE 4/6 4/5
{C} {C} {ABCE} C ! ABE 2/6 2/5
{E} {BE} {BCE} E ! BC 4/6 4/5
{E} {BE} {ABCE} E ! ABC 2/6 2/5
{AB} {ABCE}
{AE} {ABCE}
{BC} {BCE} {ABCE} BC ! AE 2/6 2/4
{CE} {BCE} {ABCE} CE ! AB 2/6 2/4
Tab. 6.5  Base informative extraite du ontexte D pour minsupport = 2/6.
Le théorème 6.2 démontre que toutes les règles d'assoiation approximatives va-
lides dans le ontexte peuvent être déduites ainsi que leurs supports et leurs onane
à partir des règles de ette base.
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Théorème 6.2 (Base pour les règles d'assoiation approximatives)
La base informative est une base pour l'ensemble des règles d'assoiation approxi-
matives valides.

























, il existe un générateur g
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) appartient à la base informative BI. Nous démontrons que la règle
r, son support et sa onane peuvent être déduits de la règle r
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, l'antéédent et la onséquene de r
peuvent être reonstruits à partir de la règle r
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Nous pouvons déduire de la dénition de la base informative pour les règles
d'assoiation approximative une autre base qui est la rédution transitive de la base
informative. En eet, les règles de la base informative de la forme r : g ! (fng) telles
que f est un itemset fermé fréquent et g est un générateur fréquent ave (g)  f
et (g) 6lf sont des règles transitives. La rédution transitive de la base informative
est don onstituée des règles de la forme r : g ! (f n g) pour un itemset fermé
fréquent f et un générateur fréquent g tel que (g)l f .
Dénition 6.10 (Rédution transitive de la base informative)
Soit l'ensemble FF des itemsets fermés fréquents et l'ensemble G de leurs généra-
teurs extraits du ontexte. La rédution transitive de la base informative pour les
règles d'assoiation approximatives est :
RI = fr : g ! (f ng) j f 2 FF ^ g 2 G ^ (g)lf ^ onane(r)  minonaneg:
Cette rédution est équivalente à la rédution transitive de la base propre pour les
règles d'assoiation approximatives qui dénie la base de ouverture. Elle onstitue
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une base pour l'ensemble des règles d'assoiation approximatives valides ar il est
possible de déduire toutes les règles transitives de la base informative ainsi que
leurs supports et leurs onanes à partir des règles non transitives. Cette rédution
transitive permet de diminuer le nombre de règles extraites en onservant les règles
dont la onane est la plus élevée puisque les règles transitives g ! (f n g) pour







qui forment un hemin entre g et f .
Exemple 6.9 La rédution transitive de la base informative pour les règles d'asso-
iation approximatives extraite du ontexte D pour un seuil minimal de support de
2/6 est présentée dans la table 6.6.
Générateur Fermeture Sur-ensemble Règle Support Conane
fermé approximative
{A} {AC} {ABCE} A ! BCE 2/6 2/3
{B} {BE} {BCE} B ! CE 4/6 4/5
{C} {C} {AC} C ! A 3/6 3/5
{C} {C} {BCE} C ! BE 4/6 4/5
{E} {BE} {BCE} E ! BC 4/6 4/5
{AB} {ABCE}
{AE} {ABCE}
{BC} {BCE} {ABCE} BC ! AE 2/6 2/4
{CE} {BCE} {ABCE} CE ! AB 2/6 2/4
Tab. 6.6  Rédution transitive de la base informative extraite du ontexte D pour
minsupport = 2/6.
6.4 Algorithmes de génération des bases pour les
règles d'assoiation
Dans ette setion sont présentés les algorithmes de génération de la base de
Duquenne-Guigues et de la base générique pour les règles d'assoiation exates,
ainsi que les algorithmes de génération des bases de Luxenburger (base propre, base
de ouverture, bases struturelles) et de la base informative et sa rédution transitive
pour les règles d'assoiation approximatives.
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6.4.1 Base de Duquenne-Guigues
Nous proposons un algorithme nommé Gen-BDG de génération de la base de
Duquenne-Guigues pour les règles d'assoiation exates à partir des itemsets fré-
quents, parmi lesquels sont identiés les itemsets pseudo-fermés fréquents, et des
itemsets fermés fréquents. Les itemsets pseudo-fermés fréquents sont identiés en
utilisant les règles déjà générées dans la base selon la méthode proposée par Ganter
et Duquenne [GW99℄ pour identier les ensembles pseudo-fermés. Le pseudo-ode
de l'algorithme est présenté dans l'algorithme 6.1. Les notations utilisées sont pré-
sentées dans la table 6.7.
F
k
Ensemble de k-itemsets fréquents. Chaque élément de et ensemble pos-
sède deux hamps : itemset et support.
 
k
Ensemble de k-itemsets fermés fréquents. Chaque élément de et en-
semble possède deux hamps : fermé et support.
CPF
k
Ensemble de k-itemsets pseudo-fermés fréquents potentiels. Chaque élé-
ment de et ensemble possède un hamp : itemset.
BDG Ensemble des règles d'assoiation exates de la base de Duquenne-
Guigues.
umul Union des fermetures des sous-ensembles pseudo-fermés du k-itemset
pseudo-fermé fréquent andidat f onsidéré.
Tab. 6.7  Notations utilisées dans l'algorithme Gen-BDG.
L'algorithme ommene par initialiser l'ensemble BDG ave l'ensemble vide
(ligne 1). Il détermine ensuite si l'itemset ? est un itemset pseudo-fermé fréquent
en déterminant s'il existe un 1-itemset fréquent l dont le support est égal au nombre
d'objets du ontexte (ligne 2). Si l'itemset l existe, l'itemset? est un itemset pseudo-
fermé fréquent et la règle ? ) (l) est insérée dans l'ensemble BDG (ligne 3). La
fermeture (l) de l'itemset fréquent l, qui est identique à la fermeture de ?, est le
plus petit itemset fermé fréquent ontenant l. Cet itemset (l) est identié rapide-
ment en parourant les ensembles  
k






Ensuite, les ensembles F
k





(lignes 4 à 14). Durant une itération k,
l'ensemble CPF
k
de k-itemsets pseudo-fermés fréquents andidats est initialisé ave
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les k-itemsets fréquents f 2 F
k
, qui ne sont pas des k-itemsets fermés fréquents : f =2
 
k
(ligne 5). Ensuite, haun de es k-itemsets pseudo-fermés fréquents andidats
f est examiné an de déterminer s'il est pseudo-fermé (lignes 6 à 13). Pour ela,
l'union des fermetures des sous-ensembles pseudo-fermés de l'itemset f est alulée
dans l'itemset umul (lignes 7 à 10). Ces sous-ensembles pseudo-fermés sont les
antéédents p des règles p ) ((p) n p) de la base de Duquenne-Guigues (dans
BDG) pour p  f et leur fermeture et l'union de l'antéédent et de la onséquene
de la règle : p [ ((p) n p). Si par exemple les règles déjà déouvertes sont les règles
? ) B et A) C, la fermeture umul pour l'itemset {AE} aura la valeur {ABCE}.
Si l'itemset umul est inlus dans l'itemset f , alors f est un itemset pseudo-fermé
fréquent et la règle r : f ) ((f)nf) de support f:support est insérée dans l'ensemble
BDG (lignes 11 et 12). Les itérations essent lorsque tous les ensembles F
k
de
k-itemsets fréquents de taille k     1 ont été onsidérés et l'ensemble BDG
retourné par l'algorithme ontient toutes les règles de la base de Duquenne-Guigues
(théorème 6.3).
Remarque 6.1 Si l'itemset ? est pseudo-fermé, la règle ? ) (?) est générée
dans l'ensemble BDG an d'assurer la orretion de la génération des autres règles.
Toutefois, ette règle n'apporte auune information supplémentaire par rapport à
l'itemset (?) dont le support est par dénition 1 (100%).
Théorème 6.3 (L'algorithme Gen-BDG est orret)
L'algorithme Gen-BDG génère toutes les règles d'assoiation exates de la base de
Duquenne-Guigues.
Preuve. Nous démontrons que tous les itemsets pseudo-fermés fréquents sont déter-
minés par l'algorithme. Par dénition, les k-itemsets pseudo-fermés fréquents sont
des k-itemsets fréquents qui ne sont pas des k-itemsets fermés fréquents. L'ensemble
CPF des k-itemsets pseudo-fermés fréquents andidats est don un sur-ensemble
de l'ensemble des k-itemsets pseudo-fermés fréquents. Les andidats f de l'ensemble
CPF à partir desquels la règle exate f ) ((f) n f) n'est pas générée dans BDG
sont eux pour lesquels la fermeture umul n'est pas inlue dans f . Si tel est le as,
il existe une règle p ) ((p) n p) dans BDG pour laquelle p est un pseudo-fermé
fréquent sous-ensemble de f et la fermeture (p) n'est pas inlue dans f . L'itemset
f n'est don pas un itemset pseudo-fermé et la règle f ) ((f) n f) n'appartient
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Alg. 6.1 Génération de la base de Duquenne-Guigues ave Gen-BDG.
Entrée : ensembles F
k




Sortie : ensemble BDG des règles d'assoiation exates de la base de Duquenne-
Guigues ;
1) BDG ? ;
2) si (9l 2 F
1
j support(l) = jOj)
3) alors BDG BDG [ fr : ?) (l)g ;
4) pour haque ensemble F
k








6) pour haque itemset f 2 CPF
k
faire
7) umul ? ;
8) pour haque règle r : p) ((p) n p) in BDG faire
9) si (p  f) alors umul umul [ (p) ;
10) n pour
11) si (umul  f)
12) alors BDG BDG [ fr : f ) ((f) n f); f:supportg ;
13) n pour
14) n pour
15) retourner BDG ;
pas à la base de Duquenne-Guigues. Les -itemsets fréquents étant des itemsets fer-





. Pour tous les itemsets pseudo-fermés fréquents f , les règles
f ) ((f) n f) sont insérées dans l'ensemble BDG qui orrespond don à la base
de Duquenne-Guigues aratérisée par la dénition 6.3. 
Exemple 6.10 La gure 6.3 représente la génération de la base de Duquenne-
Guigues pour les règles d'assoiation exates dans le ontexte d'extration D pour
un seuil minimal de support de 2/6.
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A ) C 3/5
B ) E 4/5















































Fig. 6.3  Génération de la base de Duquenne-Guigues dans le ontexte D ave
Gen-BDG pour minsupport = 2/6.
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6.4.2 Base générique
Nous proposons un algorithme nommé Gen-BG de onstrution de la base géné-
rique pour les règles d'assoiation exates à partir de l'ensemble des itemsets fermés
fréquents et de leurs générateurs. Le pseudo-ode de l'algorithme est présenté dans
l'algorithme 6.2. Les notations utilisées sont présentées dans la table 6.8.
FF
k
Ensemble de k-groupes fréquents des k-générateurs. Chaque élément de
et ensemble possède trois hamps : générateur, fermé et support.
BG Ensemble des règles d'assoiation exates de la base générique.
Tab. 6.8  Notations utilisées dans l'algorithme Gen-BG.
L'algorithme ommene par initialiser l'ensembleBG ave l'ensemble vide (ligne 1).
Chaque ensemble FF
k
de k-groupes fréquents est ensuite examiné suessivement
(lignes 2 à 6). Pour haque k-générateur g 2 FF
k
de l'itemset fermé fréquent (g)
pour lequel g est diérent de se fermeture (g) (lignes 3 à 5), la règle r : g )
((g) n g), dont le support est égal au support de g et (g), est insérée dans BG
(ligne 4). L'algorithme retourne nalement l'ensemble BG qui ontient toutes les
règles exates informatives entre un générateur et sa fermeture (ligne 7).
Alg. 6.2 Génération de la base générique ave Gen-BG.




des k-groupes fréquents des k-générateurs ;
Sortie : ensemble BG des règles d'assoiation exates de la base de générique ;
1) BG fg
2) pour haque ensemble FF
k
2 FF faire
3) pour haque k-générateur g 2 FF
k
tel que g 6= (g) faire
4) BG BG [ fr : g ) ((g) n g); (g):supportg ;
5) n pour
6) n pour
7) retourner BG ;
Théorème 6.4 (L'algorithme Gen-BG est orret)
L'algorithme Gen-BG onstruit toutes les règles d'assoiation exates de la base
générique.
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Preuve. La orretion de l'algorithme repose sur le fait que toutes les règles d'as-
soiation entre un générateur g et l'itemset fermé fréquent f dont il est générateur
sont examinées. Tous les ensembles FF
k
sont examinés suessivement et haque
k-générateurs g d'un itemset fermé fréquent (g) de FF
k
est onsidéré. La règle
g ) ((g) n g), dont le support est égal au support de f est insérée dans BG si g et
(g) sont distints. La onstrution de toutes les règles d'assoiation exates de la
base générique dans l'ensemble BG est don assurée. 
Exemple 6.11 La gure 6.4 représente la onstrution de la base générique pour les
règles d'assoiation exates dans le ontexte d'extration D pour un seuil minimal

























A ) C 3/6
B ) E 5/6


























AB ) CE 2/6
AE ) BC 2/6
BC ) E 4/6
CE ) B 4/6
Fig. 6.4  Constrution de la base générique dans le ontexte D ave Gen-BG pour
minsupport = 2/6.
6.4.3 Bases de Luxenburger
Nous proposons un algorithme nommé Gen-BP de génération de la base propre
pour les règles d'assoiation approximatives à partir de l'ensemble des itemsets fer-
més fréquents. Le pseudo-ode de l'algorithme est présenté dans l'algorithme 6.3. Les
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notations utilisées sont présentées dans la table 6.9. L'extension de et algorithme
pour la génération de la base de ouverture et des bases struturelles pour les règles
d'assoiation approximatives est ensuite disutée.
 
k
Ensembles de k-itemsets fermés fréquents. Chaque élément de et ensemble
possède deux hamps : fermé et support.
BP Ensemble des règles d'assoiation approximatives de la base propre.
Tab. 6.9  Notations utilisées dans l'algorithme Gen-BP.
L'algorithme ommene par initialiser l'ensembleBP ave l'ensemble vide (ligne 1).







(lignes 2 à 11). Pour haque itemset fermé
fréquent f
1
ainsi examiné, l'algorithme détermine l'ensemble S des sous-ensembles
fermés fréquents de f
1
en appliquant la proédure Subset aux ensembles  
j
pour
j  k (ligne 4). Pour haque sous-ensemble fermé fréquent f
2
2 S, la onane de la






) égale au rapport entre le support de f
2
et le support de f
1
est
alulé (ligne 6). Si la onane de la règle r est supérieure ou égale au seuil minimal
de onane minonane, la règle r est insérée dans l'ensemble BP (lignes 7 et 8).
L'algorithme s'arrête lorsque tous les itemsets fermés fréquents ont été examinés et
l'ensemble BP ontient alors toutes les règles de la base propre (théorème 6.5).
Théorème 6.5 (L'algorithme Gen-BP est orret)
L'algorithme Gen-BP génère toutes les règles d'assoiation approximatives de la
base propre.
Preuve. La orretion de l'algorithme repose sur le fait que toutes les règles d'asso-
iation propres générée à partir des itemsets fermés fréquents sont examinées. Pour
un itemset fermé fréquent f
1












examinée et toutes les règles d'assoiation propres générées à partir de f
1
sont don
examinées. Cette proédure étant répétée pour haque k-itemset fermé fréquent des
ensembles  
k
pour k variant de 1 à , la génération de toutes les règles d'assoiation
propres dont la onane est supérieure ou égale au seuil minimal de onane min-
onane est assurée. L'ensemble BP retourné par l'algorithme est la base propre
aratérisée par la dénition 6.4. 
Niolas Pasquier, LIMOS
185 Chapitre 6. Génération de bases pour les règles d'assoiation
Alg. 6.3 Génération de la base propre ave Gen-BP.
Entrée : ensembles  
k
des k-itemsets fermés fréquents ; seuil minimal de onane
minonane ;
Sortie : ensemble BP des règles d'assoiation approximatives de la base propre ;
1) BP  fg
2) pour (k  1 ; k   ; k++) faire




















7) si (r:onane  minonane)












12) retourner BP ;
Exemple 6.12 La gure 6.5 représente la génération de la base propre pour les
règles d'assoiation approximatives dans le ontexte d'extration D pour un seuil
minimal de support de 2/6 et un seuil minimal de onane de 2/5.
Base de ouverture
La base de ouverture est la rédution transitive de la base propre, onstituée
de toutes les règles d'assoiation propres entre deux itemsets fermés fréquents liés
par la relation de ouverture (suesseur immédiat). Nous proposons un algorithme
nommé Gen-BC de génération de la base de ouverture pour les règles d'assoiation
approximatives à partir de l'ensemble des itemsets fermés fréquents. Cet algorithme
est une extension de l'algorithme Gen-BP. Le pseudo-ode de l'algorithme est pré-
senté dans l'algorithme 6.4. Les notations utilisées sont présentées dans la table 6.10.
La première opération de l'algorithme initialise l'ensemble BC ave l'ensemble
vide (ligne 1). L'algorithme examine ensuite suessivement les itemsets fermés fré-






(lignes 2 à 18). Pour
haque itemset fermé fréquent f
1



















Règle propre Support Conane



























Règle propre Support Conane
C ! BE 4/6 4/5


















Règle propre Support Conane
C ! ABE 2/6 2/5
AC ! BE 2/6 2/3
BE ! AC 2/6 2/5
BCE ! A 2/6 2/4
Fig. 6.5  Génération de la base propre dans le ontexte D ave Gen-BP pour
minsupport = 2/6 et minonane = 2/5.
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 
k
Ensembles de k-itemsets fermés fréquents. Chaque élément de et ensemble
possède deux hamps : fermé et support.
BC Ensemble des règles d'assoiation approximatives de la base de ouverture.
Tab. 6.10  Notations utilisées dans l'algorithme Gen-BC.
sets fermés fréquents qui sont des sous-ensembles de f
1
en appliquant la proédure
Subset aux ensembles  
j
pour j < k (lignes 4 à 6). L'algorithme onsidère suessi-
vement haque ensemble S
j
pour j variant de k  1 à 1 (lignes 7 à 16). Pour haque













égale au rapport entre le support de f
2
et le support de f
1
est alulé (ligne 9).
Si la onane de la règle r est supérieure ou égale au seuil minimal de onane
minonane, la règle r est insérée dans l'ensemble BC (lignes 10 et 11). Lorsque
l'ensemble f
2
a été onsidéré, tous les sous-ensembles de f
2
sont supprimés des en-
sembles S
j











) ne font pas partie











s'arrête lorsque tous les -itemsets fermés fréquents ont été examinés et l'ensemble
BC ontient alors toutes les règles de la base de ouverture (théorème 6.6).
Théorème 6.6 (L'algorithme Gen-BC est orret)
L'algorithme Gen-BC génère toutes les règles d'assoiation approximatives de la
base de ouverture.
Preuve. L'algorithme Gen-BC est orret ar toutes les règles d'assoiation propres
non-transitives générée à partir des itemsets fermés fréquents liés par la relation
de ouverture sont examinées. Pour un itemset fermé fréquent f
1
, les itemsets fer-
més fréquents f
2
qui sont des sous-ensembles de f
1
sont onsidérés dans l'ordre
déroissant de leur taille. Pour le premier itemset f
2











) est insérée dans l'ensemble BC si elle possède
une onane supérieure ou égale à minonane. Ensuite, les itemsets f
3
qui sont
des sous-ensembles de f
2
sont supprimés des ensembles de sous-ensembles fermés
fréquents de f
1
. Ces itemsets ne sont pas liés par la relation de ouverture ave f
1

















ne font don pas partie de la base de ouverture. Toutes les règles d'assoiation
propres non-transitives générées à partir de f
1
sont don insérées dans BC. Cette
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Alg. 6.4 Génération de la base de ouverture ave Gen-BC.
Entrée : ensembles  
k
des k-itemsets fermés fréquents ; seuil minimal de onane
minonane ;
Sortie : ensemble BC des règles d'assoiation approximatives de la base de ou-
verture ;
1) BC  ? ;
2) pour (k  1 ; k   ; k++) faire





4) pour haque ensemble  
j









7) pour haque ensemble S
j
pour j = k   1 à j = 1 faire










10) si (r:onane  minonane)









12) pour haque ensemble S
n















19) retourner BC ;




pour k variant de 1 à , toutes les règles d'assoiation propres non-transitives de la
base de ouverture sont insérées dans l'ensemble BC. 
Exemple 6.13 La génération de la base de ouverture pour les règles d'assoiation
approximatives dans le ontexte d'extration D pour un seuil minimal de support
de 2/6 et un seuil minimal de onane de 2/5 est représentée dans la gure 6.6.
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C ! BE 4/6 4/5



















AC ! BE 2/6 2/3
BCE ! A 2/6 2/4
Fig. 6.6  Génération de la base de ouverture dans le ontexte D ave Gen-BC
pour minsupport = 2/6 et minonane = 2/5.
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Bases struturelles
Les bases struturelles sont des sous-ensembles de la base propre dans lesquels
des règles sont supprimées parmi les ensembles de règles qui forment des hemins
entre deux sommets identiques du graphe de représentation de la base propre.
Il est néessaire que les sommets des graphes représentant les bases struturelles
ouvrent l'ensemble des itemsets fermés fréquents an qu'il soit possible de déduire
toutes les règles d'assoiation approximatives valides ainsi que leurs supports et leurs
onanes à partir de es bases.
An d'étendre l'algorithme de génération de la base propre pour la génération
d'un base struturelle, il faut intégrer la ou les stratégies de séletion des règles
(orrespondant aux hemins multiples) supprimées dans l'algorithme Gen-BP. Ces
diverses stratégies dénissent haune une base struturelle diérente et plusieurs
extensions de l'algorithme peuvent ainsi être envisagées. Certaines bases struturelles
sont des sous-ensembles de la rédution transitive de la base propre, 'est à dire des
sous-ensembles de la base de ouverture. Dans e as, l'intégration des stratégies
de suppression des règles dénissant la base struturelle peuvent être intégrées à
l'algorithme Gen-BC an de générer es bases.
6.4.4 Bases informatives
Nous proposons un algorithme nommé Gen-BI de onstrution de la base in-
formative pour les règles d'assoiation approximatives à partir de l'ensemble des
itemsets fermés fréquents et de leurs générateurs. Le pseudo-ode de l'algorithme




Ensemble de k-groupes fréquents des k-générateurs. Chaque élément de
et ensemble possède trois hamps : générateur, fermé et support.
BI Ensemble des règles d'assoiation approximatives de la base informative.
Tab. 6.11  Notations utilisées dans l'algorithme Gen-BI.
L'algorithme ommene par initialiser l'ensembleBI ave l'ensemble vide (ligne 1).
Chaque ensemble FF
k
de k-groupes fréquents est ensuite examiné suessivement
dans l'ordre des valeurs de k roissantes (lignes 2 à 14). Pour haque k-générateur
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g 2 FF
k
de l'itemset fermé fréquent (g) (lignes 3 à 11), les itemsets fermés fré-
quents f 2 FF de taille supérieure à la taille de (g) sont onsidérés suessivement
(lignes 4 à 10). Si l'itemset fermé fréquent f est un sur-ensemble de (g), la règle
r : g ! (f n g) est insérée dans BI si la onane de r est supérieure ou égale
au seuil minimal de onane minonane (lignes 5 à 9). Lorsque tous les généra-
teurs de taille inférieure à  ont été onsidérés, l'algorithme retourne l'ensemble BI
(ligne 13).
Alg. 6.5 Génération de la base informative ave Gen-BI.




des k-groupes fréquents des k-générateurs ; seuil
minimal de onane minonane ;
Sortie : ensemble BI des règles d'assoiation approximatives de la base de infor-
mative ;
1) BI  fg
2) pour (k  1 ; k  -1 ; k++) faire
3) pour haque k-générateur g 2 FF
k
faire
4) pour haque itemset fermé fréquent f 2 FF tel que jf j > j(g)j faire
5) si ((g)  f) alors faire
6) r:onane f:support=g:support ;
7) si (r:onane  minonane)





13) retourner BI ;
Théorème 6.7 (L'algorithme Gen-BI est orret)
L'algorithme Gen-BI onstruit toutes les règles d'assoiation approximatives de la
base informative.
Preuve. La orretion de l'algorithme repose sur le fait que toutes les règles d'as-
soiation entre un générateur g et les itemsets fermés fréquents f qui sont des sur-
ensembles de sa fermeture (g) sont examinées. Tous les ensembles FF
k
sont exa-
minés suessivement et pour haque k-générateurs g d'un itemset fermé fréquent
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(g) de FF
k
, tous les sur-ensembles fermés fréquents f de (g) sont onsidérés. La
règle r : g ! (f n g), dont le support est égal au support de f est insérée dans BI
si sa onane est au moins égale à minonane. L'insertion de toutes les règles
d'assoiation approximatives de la base informative dans l'ensemble BI est don
assurée. 
Exemple 6.14 La gure 6.7 représente la onstrution de la base informative pour
les règles d'assoiation approximatives dans le ontexte d'extration D pour un seuil
minimal de support de 2/6.
Rédution transitive de la base informative
La rédution transitive de la base informative est onstituée des règles d'assoia-
tion entre un générateur et un itemset fermé fréquent qui est un suésseur immédiat
de la fermeture du générateur. Nous proposons un algorithme nommé Gen-RI de gé-
nération de ette rédution à partir de l'ensemble des itemsets fermés fréquents et
de leurs générateurs. Cet algorithme est une extension de l'algorithme Gen-BI. Le
pseudo-ode de l'algorithme est présenté dans l'algorithme 6.6. Les notations utili-
sées sont présentées dans la table 6.12.
FF
k
Ensemble de k-groupes fréquents des k-générateurs. Chaque élément de
et ensemble possède trois hamps : générateur, fermé et support.
Su
g
Ensemble des itemsets fermés fréquents qui sont des suesseurs immédiats
de la fermeture du générateur g onsidéré.
RI Ensemble des règles d'assoiation approximatives de la base informative.
Tab. 6.12  Notations utilisées dans l'algorithme Gen-RI.
L'algorithme ommene par initialiser l'ensembleRI ave l'ensemble vide (ligne 1).
Chaque ensemble FF
k
de k-groupes fréquents est ensuite examiné suessivement
dans l'ordre des valeurs de k roissantes (lignes 2 à 14). Pour haque k-générateur
g 2 FF
k
de l'itemset fermé fréquent (g) (lignes 3 à 18), l'ensemble Su
g
des su-
esseurs de la fermeture de (g) est initialisé ave l'ensemble vide (ligne 4) et les
ensembles S
j
des j-itemsets fermés fréquents qui sont des sur-ensembles de (g) pour
j(g)j < j   sont onstuits (lignes 5 à 7). Les ensembles S
j
sont ensuite onsi-
dérés dans l'ordre roissant des valeurs de j (lignes 8 à 17). Pour haque itemset
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A ! BCE 2/6 2/3
B ! CE 4/6 4/5
B ! ACE 2/6 2/5
C ! A 3/6 3/5
C ! BE 4/6 4/5
C ! ABE 2/6 2/5
E ! BC 4/6 4/5


















BC ! AE 2/6 2/4
CE ! AB 2/6 2/4
Fig. 6.7  Constrution de la base informative dans le ontexte D ave Gen-BI pour
minsupport = 2/6 et minonane = 2/5.
f 2 S
j
dont auun suesseur immédiat de (g) dans Su
g
n'est un sous-ensemble
(ligne 10), f est inséré dans Su
g
(ligne 11) et la onane de la règle r : g ! (f ng)
est alulée (ligne 12.) Si la onane de r est supérieure ou égale au seuil minimal
de onane minonane, la règle r est insérée dans RI (lignes 13 à 15). Lorsque
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tous les générateurs de taille inférieure à  ont été onsidérés, l'algorithme retourne
l'ensemble RI (ligne 20).
Alg. 6.6 Génération de la rédution transitive de la base informative ave Gen-RI.




des k-groupes fréquents des k-générateurs ; seuil
minimal de onane minonane ;
Sortie : ensemble RI des règles d'assoiation approximatives de la rédution tran-
sitive de la base de informative ;
1) RI  fg
2) pour (k  1 ; k  -1 ; k++) faire






5) pour (j = j(g)j ; j   ; j++) faire
6) S
j
 ff 2 FF j f  (g) ^ jf j = jg
7) n pour
8) pour (j = j(g)j ; j   ; j++) faire
9) pour haque itemset fermé fréquent f 2 S
j
faire
10) si (s 2 Su
g






12) r:onane f:support=g:support ;
13) si (r:onane  minonane)






20) retourner RI ;
Théorème 6.8 (L'algorithme Gen-RI est orret)
L'algorithme Gen-RI onstruit toutes les règles d'assoiation approximatives de la
rédution transitive de la base informative.
Preuve. La orretion de l'algorithme repose sur le fait que toutes les règles d'asso-
iation entre un générateur g et les itemsets fermés fréquents f qui sont des sues-
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seurs immédiat de sa fermeture (g) sont examinées. Tous les ensembles FF
k
sont
examinés suessivement et pour haque k-générateurs g d'un itemset fermé fréquent
(g) de FF
k
, tous les sur-ensembles fermés fréquents f de (g) sont onsidérés dans
l'ordre roissant de leur taille. L'algorithme onstruit au fur et à mesure l'ensemble
Su
g
des suesseurs immédiats de (g). La orretion de ette onstrution est
assurée par le fait que les sur-ensembles de (g) sont onsidérés dans l'ordre rois-
sant de leur taille. Si auun itemset de l'ensemble Su
g
n'est un sous-ensemble de
f , alors f est un suesseur immédiat de (g), il est inséré dans Su
g
et la règle
r : g ! (f n g), dont le support est égal au support de f , est insérée dans RI
si sa onane est au moins égale à minonane. L'insertion de toutes les règles
d'assoiation approximatives de la rédution transitive de la base informative dans
l'ensemble RI est don assurée. 
Exemple 6.15 La gure 6.8 représente la onstrution de la rédution transitive
de la base informative pour les règles d'assoiation approximatives dans le ontexte
d'extration D pour un seuil minimal de support de 2/6.
6.5 Résultats expérimentaux
Nous avons réalisé des expérimentations an d'évaluer le nombre de règles d'as-
soiation extraites dans l'ensemble des règles valides et dans les bases pour les règles
exates et approximatives. Les algorithmes utilisés pour es expérimentations ont été
implémentés en C++ et les expérimentations ont été réalisées sur la même mahine
que elle utilisée pour les expérimentations onernant les algorithmes d'extration
des itemsets fermés fréquents, dérite dans la setion 5.3. An de générer l'ensemble
des règles d'assoiation valides, l'algorithme Gen-Règles dérit dans la setion 3.2 a
également été implémenté. Les jeux de données utilisés sont les jeux T10I4D100K,
Mushrooms, C20D10K et C73D10K dérits dans la setion 5.3.1. Les résultats
obtenus pour la base de Duquenne-Guigues sont présentés dans la setion 6.5.1 et
pour les bases pour les règles d'assoiation approximatives dans la setion 6.5.2.
6.5.1 Bases pour les règles d'assoiation exates
Le nombre total de règles d'assoiation exates valides et le nombre de règles
dans la base de Duquenne-Guigues sont présentés dans la table 6.13. Nous pouvons
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A ! BCE 2/6 2/3
B ! CE 4/6 4/5
C ! A 3/6 3/5
C ! BE 4/6 4/5


















BC ! AE 2/6 2/4
CE ! AB 2/6 2/4
Fig. 6.8  Constrution de la rédution transitive de la base informative dans le
ontexte D ave Gen-RI pour minsupport = 2/6 et minonane = 2/5.
observer que auune règle d'assoiation exate n'est extraite du jeu de données
synthétiques T10I4D100K. En eet, puisque dans e jeu de données et pour e seuil
minimal de support tous les itemsets fréquents sont des itemsets fermés fréquents,
tous les itemsets fréquents possèdent des supports diérents et tous les itemsets
fermés fréquents sont eux-même leur propre générateur unique. Il n'existe don
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) qui sont les règles d'assoiation exates
valides dans le ontexte.
Jeu de Minsupport Règles Base de Base
données exates Duquenne-Guigues générique
T10I4D100K 0.5% 0 0 0
Mushrooms 30% 7 476 69 543
C20D10K 50% 2 277 11 457
C73D10K 90% 52 035 15 1369
Tab. 6.13  Nombre de règles d'assoiation exates extraites.
Pour les trois autres jeux de données, onstitués de données denses et orrélées,
le nombre total de règles exates valides varie de plus de 2 000 à plus de 52 000, e
qui est onsidérable et rend diile la déouverte de relations intéressantes dans es
ensembles. Les bases de Duquenne-Guigues pour es jeux de données permettent de
réduire par un fateur de 100 à 3000 environ le nombre de règles exates extraites.
Le nombre de règles dans es bases étant faible, elles apportent une onnaissane
utile et failement utilisable du point de vue de l'utilisateur.
6.5.2 Bases pour les règles d'assoiation approximatives
Le nombre total de règles d'assoiation approximatives valides et le nombre de
règles dans la bases (base propre, base de ouverture, base arboresente, base infor-
mative et sa rédution transitive) sont présentés dans la table 6.14. Le nombre total
de règles d'assoiation approximatives valides est pour les quatre jeux de données
très important puisqu'il varie de près de 13 000 règles pour le jeu MUSHROOMS à
plus de 2 000 000 de règles pour le jeu C73D10K pour un seuil minimal de onane
de 90%. Il est don indispensable de réduire l'ensemble des règles extraites an de
le rendre utilisable par l'utilisateur.
Pour le jeu de données T10I4D100K, la base propre et la base informative
ontiennent toutes les règles d'assoiation approximatives valides ar tous les item-
sets fréquents sont des itemsets fermés fréquents et sont don leurs propres et uniques
















tiennent don à la base propre ; e sont également des règles entre un générateur
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Jeu de données Minonane Règles Base Base de Base
(Minsupport) approximatives propre ouverture arboresente
90% 16 260 16 260 3 511 916
T10I4D100K 70% 20 419 20 419 4 004 1 058
(0.5%) 50% 21 686 21 686 4 191 1 140
30% 22 952 22 952 4 519 1 367
90% 12 911 806 563 313
Mushrooms 70% 37 671 2 454 968 384
(30%) 50% 56 703 3 870 1 169 410
30% 71 412 5 727 1 260 424
90% 36 012 4 008 1 379 443
C20D10K 70% 89 601 10 005 1 948 455
(50%) 50% 116 791 13 179 1 948 455
30% 116 791 13 179 1 948 455
95% 1 606 726 23 084 4 052 939
C73D10K 90% 2 053 896 32 644 4 089 941
(90%) 85% 2 053 936 32 646 4 089 941
80% 2 053 936 32 646 4 089 941
Tab. 6.14  Nombre de règles d'assoiation approximatives extraites.
l
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et appartiennent don à la base informative.
La base de ouverture et la rédution transitive de la base informative, qui sont
également identiques, réduisent par un fateur de 5 en moyenne le nombre de règles
approximatives extraites pour e jeu de données ; la base arboresente réduit par un
fateur de 20 en moyenne e nombre.
Pour les jeux de données Mushrooms, C20D10K et C73D10K, le nombre total
de règles d'assoiation approximatives valides est en moyenne bien plus important
que pour les données synthétiques. En eet, es données étant denses et/ou orrélées,
le nombre d'itemsets fréquents est bien plus élevé et il en est don de même pour le
nombre de règles approximatives valides. La proportion d'itemsets fermés fréquents
parmi les itemsets fréquents étant faible, les bases pour les règles approximatives
permettent de réduire onsidérablement le nombre de règles extraites. La base propre
et la base informative, qui sont de taille sensiblement équivalentes, permettent de
réduire par un fateur variant de 10 à 20 le nombre de règles extraites. La base de
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Jeu de données Minonane Règles Base Rédution
(Minsupport) approximatives informative transitive
90% 16 260 16 260 3 511
T10I4D100K 70% 20 419 20 419 4 004
(0.5%) 50% 21 686 21 686 4 191
30% 22 952 22 952 4 519
90% 12 911 949 681
Mushrooms 70% 37 671 2 961 1 221
(30%) 50% 56 703 4 682 1 481
30% 71 412 6 571 1 578
90% 36 012 4 023 1 383
C20D10K 70% 89 601 10 116 1 957
(50%) 50% 116 791 13 634 1 957
30% 116 791 13 634 1 957
95% 1 606 726 30 932 5 680
C73D10K 90% 2 053 896 43 171 5 718
(90%) 85% 2 053 936 43 175 5 718
80% 2 053 936 43 175 5 718
Tab. 6.14  Nombre de règles d'assoiation approximatives extraites.
ouverture et la rédution transitive de la base informative, de tailles équivalentes
également, permettent de réduire e nombre par un fateur variant de 40 à 500.
La base arboresente réduit le nombre de règles par un fateur variant de 80 à
2 000 selon le jeu de données utilisé, mais ette importante rédution entraine la
suppression d'un ertain nombre de règles pertinentes et utiles du point de vue de
l'utilisateur, limitant ainsi l'interêt de la base arboresente par rapport aux autres
bases.
L'examen des règles extraites dans haune des bases par rapport a l'ensemble
des règles valides nous a permis de vérier qu'auune de es bases ne ontient de
règles redondantes. Considérant l'exemple présenté dans la setion 6.1 onernant
les neuf règles approximatives extraites du jeu de données Mushrooms, seule la
règle 4 est générée parmi es neuf règles dans haune des bases. En eet, les item-
sets {lamelles libres} et {lamelles libres, omestible, voile partiel, voile blan} sont
deux itemsets fermés fréquents, la règle 4 appartient don à la base propre, et le
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premier est un prédéesseur immédiat du seond, e qui signie qu'elle appartient
également à la base de ouverture. Ces deux itemsets sont les seuls itemsets fermés
fréquents de l'intervalle [?, {lamelles libres, omestible, voile partiel, voile blan}℄.
De plus, l'itemset fermé fréquent {lamelles libres} étant lui-même son seul et unique
générateur, la règle 4 appartient également à la base informative et est don bien la
règle non redondante d'antéédent minimal et de onséquene maximale parmi es
neuf règles.
6.6 Disussion
Les dénitions de la base de Duquenne-Guigues pour les impliations globales
et des bases de Luxenburger pour les impliations partielles sont présentées dans
[ZO98℄. Toutefois la notion de support n'est pas prise en ompte dans es dénitions
et auun algorithme de génération de es bases pour les règles d'assoiation n'est
proposé. Un algorithme de déouverte des ensembles fermés et pseudo-fermés ainsi
que de la base de Duquenne-Guigues pour les règles d'impliation a été proposé dans
[GR91℄ et implémenté dans ConImp [Bur98℄. L'extration des ensembles fermés
d'attributs est basée sur l'algorithme de Ganter et l'utilisation de e système dans
le adre de l'extration de règles d'assoiation pose plusieurs problèmes liés à la
taille des ontextes utilisés et la non prise en ompte des mesures de support des
règles. Auun algorithme de déouverte des bases de Luxenburger pour les règles
d'impliation partielles n'a été proposé.
La génération de bases pour les règles d'assoiation présente également un fort
intérêt pour la visualisation des règles extraites. En eet, le nombre réduit de règles
extraites ainsi que la distintion des règles exates et des règles approximatives fai-
litent la présentation des règles à l'utilisateur. De plus, du point de vue de l'utilisa-
teur, l'absene de règles redondantes dans les bases et la génération des règles non re-
dondantes minimales présentent un intérêt important qui est évident [KMR
+
94℄. La
onstrution de es bases étant fondée sur l'utilisation des itemsets fermés fréquents,
il est également possible de bénéier des nombreux travaux onernant la visuali-
sation réalisés dans le domaine de l'analyse formelle de onepts [SW95, Stu97℄.
La base générique et la base informative présentent un interêt évident ar elles
ontiennent les règles d'assoiation non redondantes minimales (d'antéédent mi-
nimal et de onséquene maximale). Ces bases qui ne représentent auune perte
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d'information par rapport à l'ensemble des régles d'assoiation valides peuvent être
utilisées dans de nombreux autres domaines, tels que l'analyse de données et l'ana-
lyse formelle de onepts. En eet, la dénition 6.7 des règles non redondantes mi-
nimales est valide dans le adre des règles d'impliations globales et partielles entre
ensembles d'attributs binaires. Les dénitions 6.8 de la base générique et 6.10 de
la base informative sont également valides pour les règles d'impliation globales et
partielles, 'est à dire sans tenir ompte des supports des règles. La base générique
pour les impliations globales et de la base informative (et sa rédution transitive)
pour les impliations partielles ainsi dénies, qui sont de tailles équivalentes aux
bases de Duquenne-Guigues pour les impliations globales et à la base propre (et
la base de ouverture) pour les impliations partielles, présentent un interêt évident
pour la aratérisation des impliations entre ensembles d'attributs. La minimisation
des antéédents et la maximisation des onséquenes des règles de la base générique
et de la base informative fournit les règles les plus informatives pour l'utilisateur.
Supposons par exemple que les ensembles d'attributs ?, {C}, {AC} et {ABCE}
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7.1 Conlusion
Nous proposons une nouvelle approhe pour l'extration et la rédution des règles
d'assoiation dans les bases de données. Cette approhe est basée sur l'utilisation
de la fermeture de la onnexion de Galois qui nous permet de dénir le treillis des
itemsets fermés duquel sont extraits les itemsets fermés fréquents. L'ensemble des
itemsets fermés fréquents onstitue l'élément entral de notre approhe. Dans ette
setion, nous résumons brièvement les prinipaux apports de nos travaux.
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7.1.1 Sémantique pour le problème de l'extration de règles
d'assoiation
Nous avons proposé une nouvelle sémantique pour l'extration de règles d'as-
soiation basée sur la onnexion de Galois d'une relation binaire nie. Utilisant la
onnexion de Galois, nous formalisons les dénitions des itemsets fréquents et les
démonstrations des propriétés spéiant que tous les sous-ensembles d'un itemset
fréquent sont fréquents et que tous les sur-ensembles d'un itemset infréquent sont
infréquents introduites dans [AS94, MTV94℄. Ces deux propriétés onstituent le
fondement des algorithmes d'extration des itemsets fréquents et d'extration des
itemsets fréquents maximaux. Utilisant la fermeture de la onnexion de Galois, nous
dénissons les itemsets fermés qui forment le treillis des itemsets fermés et les item-
sets fermés fréquents. Nous démontrons que le support d'un itemset fréquent est
égal au support de l'itemset fermé fréquent minimal qui le ontient et que les item-
sets fréquents maximaux sont des itemsets fermés fréquents maximaux. Ces deux
propriétés nous permettent de démontrer que tous les itemsets fréquents et leur
supports peuvent être générés sans aéder au jeu de données à partir des itemsets
fermés fréquents et leur supports. Nous proposons une nouvelle approhe pour la
détermination des itemsets fréquents, basée sur l'extration préalable des itemsets
fermés fréquents. Cette approhe permet de limiter l'espae de reherhe de la phase
durant laquelle des balayages du ontexte sont réalisés qui est la plus oûteuse en
terme de temps d'exéution et d'espae mémoire. Nous proposons également une
nouvelle approhe pour l'extration des règles d'assoiation basée sur l'extration
des itemsets fermés fréquents qui ne néessite pas d'extraire l'ensemble des itemsets
fréquents.
7.1.2 Algorithmes d'extration des itemsets fermés fréquents
Nous dénissons les itemsets générateurs des itemsets fermés fréquents qui sont
les itemsets minimaux dont la fermeture est l'itemset fermé fréquent. Utilisant es
générateurs, nous proposons deux algorithmes eaes d'extration par niveaux des
itemsets fermés fréquents nommés Close et A-Close. Ces algorithmes réalisent un
parours en largeur du treillis des itemsets fermés pour en extraire les itemsets
fermés fréquents et leurs supports. L'algorithme A-Close est basé sur les propriétés
démontrant que le support d'un générateur est stritement supérieur au support de
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tous ses sous-ensembles et le support d'un itemset fermé fréquent est stritement
inférieur au support de tous ses sur-ensembles. Les résultats expérimentaux montrent
que es algorithmes permettent de diminuer les temps de l'extration des itemsets
fréquents dans le as de données denses ou orrélées. Ils montrent également que
l'algorithme Close permet de réduire onsidérablement l'espae mémoire néessaire
lors de ette phase pour e type de données qui onstituent une part importante
des bases de données existantes. Nous proposons également un algorithme nommé
Close
+
qui permet de dériver les itemsets fermés fréquents, leurs générateurs et
leurs supports à partir des itemsets fréquents et leurs supports sans aéder au
jeu de données. Cet algorithme permet de déterminer les itemsets fermés fréquents
et leurs générateurs à partir du résultat des algorithmes d'extration des itemsets
fréquents.
7.1.3 Génération de bases pour les règles d'assoiation
Utilisant la sémantique proposée, nous nous intéressons au problème de l'uti-
lité et de la pertinene des règles d'assoiation extraites. Nous adaptons les travaux
de Duquenne et Guigues [DG86, GW99℄ et de Luxenburger [Lux91℄ onernant les
règles d'impliation entre ensembles d'attributs binaires d'une relation binaire nie
au adre de l'extration de règles d'assoiation. Cei nous permet de dénir la base
de Duquenne-Guigues pour les règles d'assoiation exates, qui représente une perte
d'information, ainsi que la base propre, la base de ouverture, qui est la rédution
transitive de la base propre, et les bases struturelles pour les règles d'assoiation
approximatives. Nous démontrons que les règles d'assoiation de es bases ne sont
pas les règles non redondantes minimales, 'est à dire d'antéédents minimaux et
de onséquenes maximales. Nous dénissons formellement les règles d'assoiation
exates et approximatives ainsi que les règles d'assoiation non redondantes mini-
males dont nous déduisons la base générique pour les règles d'assoiation exates et
la base informative pour les règles d'assoiation approximatives ainsi que sa rédu-
tion transitive qui onstitue également une base. Toutes les informations onvoyées
par l'ensemble des règles d'assoiation valides sont également onvoyées par l'union
de es deux bases. Nous proposons des algorithmes de génération de la base de
Duquenne-Guigues à partir des itemsets fréquents et des itemsets fermés fréquents
et de génération de la base propre et de la base de ouverture à partir des itemsets
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fermés fréquents. Nous proposons également deux algorithmes de génération de la
base générique et de la base informative à partir des itemsets fermés fréquents et




Les résultats de nos travaux présentés dans e mémoire orent plusieurs pers-
petives de reherhes ultérieures au niveau théorique et au niveau pratique. Dans
ette setion, nous présentons suintement quelques unes de es perspetives qui
nous paraissent être les plus intéressantes.
7.2.1 Tehniques d'implémentation et strutures de données
Nous avons pu onstater lors des implémentations et des expérimentations des
diverses algorithmes que les strutures de données et les tehniques d'implémentation
utilisées ont une inuene partiulièrement importante sur les temps d'exéution
et l'espae mémoire néessaires à l'exéution des algorithmes. L'étude des diverses
tehniques d'implémentation et des strutures de données permettant d'améliorer
les tâhes de l'extration de onnaissanes dans les bases de données, en fontion de
leurs propriétés et des propriétés des diérents types de données, nous paraît don
être partiulièrement importante pour la résolution des problèmes du KDD [Bas00℄.
Les résultats préliminaires de ette étude suggèrent que les strutures de données les
plus eaes sont les strutures de bitmaps, ave les bitmaps simples et les bitmaps
hiérarhiques, ainsi que les strutures arboresentes, ave les arbres de hahage, les
arbres de préxes et les arbres ternaires.
7.2.2 Maintenane inrémentale de l'ensemble des itemsets
fermés fréquents
La maintenane inrémentale de l'ensemble des itemsets fermés fréquents onsiste
en la réperution des mises à jour des données de la base de données (ajout d'un
nouvel objet, d'un nouvel attribut ou de nouvelles valeurs des attributs) sur et
ensemble. Cette approhe est partiulièrement utile pour toutes les tâhes du KDD
pouvant être réalisées à partir de et ensemble (extration de règles d'assoiation
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et de séries hronologiques, lustering et lassiation supervisée) dans le as d'ap-
pliations néessitant des exéutions fréquentes de es tâhes. Des opérateurs de
onstrution et de maintenane inrémentale du treillis de onept fréquents, sur
lequel sont appliqués des opérateurs de onstrution de lusters, ont été implantés
dans le SGBD orienté objets O
2
[Wai99℄. Les résultats expérimentaux démontrent
que ette approhe pose des problèmes de performanes dans le as de jeux de don-
nées de grandes tailles et le développement d'un algorithme eae de maintenane
inrémentale de l'ensemble des itemsets fermés fréquents onstitue une perspetive
intéressante de travaux ultérieurs.
7.2.3 Règles d'assoiation ave négation
Une autre perspetive intéressante onerne le développement d'un algorithme
eae d'extration des ensembles fréquents de littéraux spéiant l'ourrene ou
la non ourrene d'un item dans l'ensemble [Bas00℄. Ces ensembles présentent deux
prinipaux intérêts :
 L'extension du domaine d'appliation des règles d'assoiation ave la généra-
tion de règles ave négation des ourrenes des items, 'est à dire la prise en
ompte de la non ourrene des items dans les impliations entre itemsets.
 L'amélioration de la mesure de la préision des règles d'assoiation approxi-
matives en utilisant des mesures statistiques autres que la onane telles que
la mesure de onvition dénie par Brin et al. [BMUT97℄ par exemple.
L'extration des ensembles fréquents de tels littéraux pose des problèmes plus im-
portants en termes de temps d'exéution et d'espae mémoire que eux posés par
l'extration des itemsets fréquents. Pour haque item du ontexte d'extration, deux
littéraux doivent être pris en ompte, le premier orrespondant à l'ourrene et le
seond à la non ourrene de l'item.
7.2.4 Rédution de l'ensemble des règles d'assoiation ex-
traites aux règles non redondantes minimales
La aratérisation des règles d'assoiation non redondantes minimales présentée
dans la dénition 6.7 permet d'identier es règles dans l'ensemble des règles d'as-
soiation valides extraites. Cei permet d'extraire les règles d'assoiation qui onsti-
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tuent la base générique et la base informative de l'ensemble des règles d'assoiation
valides extraites. Il est ainsi possible d'étendre une implémentation existante d'ex-
tration des règles d'assoiation ou bien d'intégrer ette méthode dans le système de
visualisation an de présenter les règles d'assoiation non redondantes minimales à
l'utilisateur. Il serait également intéressant d'étudier l'utilité de l'extration de sous-
ensemble de la base générique et de la base informative, en limitant par exemple
l'extration au règles d'assoiation non redondantes minimales dont l'antéédent est
minimal (selon la relation d'inlusion) parmi les règles possédant la même onsé-
quene. Cette rédution des règles extraites entraîne une perte d'information, mais
les règles onservées possèdent un antéédent minimal et, par onstrution, un sup-
port maximal parmi les règles non redondantes de même onséquene ; e sont don
les plus informatives du point de vue de l'utilisateur.
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