Distribution system reconfiguration (DSR) is a multiobjective, non-linear problem. This paper introduces a new, fast, non-dominated sorting genetic algorithm (FNSGA) for solving the DSR problem in normal operation by satisfying all objectives simultaneously with a relatively short computational time. The goals of the project are to minimize real power losses, and improve the voltage profile and load balancing index with minimum switching operations. Instead of dealing with a single objective function while the others are formulated as constraints, as in the traditional methods, the FNSGA is applied to optimize all the objectives according to the operator's wishes. Moreover, an adapted mutation operation is applied instead of a random one to speed up convergence. Radial topology is satisfied using graph theory by formulating the branch-bus incidence matrix (BBIM) and checking the rank of each topology. The algorithm is applied to two different systems, the IEEE16 bus and the IEEE 32 bus test systems. The results show the efficiency of this algorithm as compared to other methods in terms of both achieving all the goals and minimizing the computational time with reasonable population and generation sizes.
INTRODUCTION
The typical electric power system can be described in terms of three components: generation, transmission, and distribution. Since 60% to 70% of total transmission losses occur in distribution systems, power loss minimization could significantly reduce overall network losses and increase quality.
Distribution system reconfiguration (DSR) has become the most attractive and viable tool for both planning and real time operation. It can be applied to problems in loss reduction, service restoration, system reliability improvement, voltage profile improvement, load balancing, and others. DSR is the process of changing the open/closed status of sectionalizing and tie switches in order to achieve the optimal radial system configuration without isolating any loads and within the operation constraints. Many reports have been published in this area for different objectives and use different techniques, which can be classified into three categories:
(i) Mathematical-based heuristic methods: These include linear, nonlinear and integer programming, and branch and bound methods [1] - [4] . The main drawbacks of these approaches are that they have very long computation times, and they usually do not converge to the optimal solution.
(ii) Heuristic methods [5] - [7] : The major drawbacks of these methods are that they are time consuming, and no general technique can be used for both test and real time systems.
(iii) Meta-heuristic methods: These methods include applications of modern artificial intelligence (AI) to DSR. In [8] , Kashem et al. described a procedure that used a neural network to determine the solution status of network tie-switches. In [9] , minimum loss was achieved by dividing the solution strategy into two phases. The closing phase was controlled by neural networks, while a deterministic algorithm described the opening phase. The ANN is the fastest method for DSR, but its accuracy depends on training the ANN with training sets, which is time consuming.
Tabu Search (TS) is a meta-heuristic search method that looks for a solution in the neighborhood of a present solution. Nara et al. [10] proposed a loss minimum reconfiguration method using TS for open loop radial distribution systems, but Jeon and Kim [11] argued that the convergence property of this method is not guaranteed.
In [12] , Jung et al. introduced an expert system based on heuristic rules. The objective was to perform network reconfiguration by switching the tie and sectionalizing switches so that the system violation was removed, while achieving load balance of the main transformers and feeders with fewer switching operations. In [13] ant colony optimization (ACO) was utilized to reconfigure a shipboard power system to meet the operational requirements of the ship and to restore the service to all possible loads in case of a fault. Graph theory was used to represent the network in order to simplify the mathematical formulation to be used by ACO. Also, in [14] , Ahuja et al. proposed a hybrid algorithm combining concepts from the artificial immune (AI) system and ACO in order to restore service using DSR.
A multi-objective evolution programming method for DSR was introduced by Hsiao [15] . The multi-objectives were to minimize power losses, ensure voltage quality and service reliability, and minimize the number of switching operations. It was based on using fuzzy logic to evaluate the objective in order to solve the DSR problem. Assadian et al. [16] used the concept of particle swarm optimization (PSO) together with graph theory for network reconfiguration to reduce power losses and improve the voltage profile of a distribution system. The results were compared to results obtained using GA with graph theory, and it was found that GA performs better than PSO. In [17] , the multi-objective DSR problem was formulated in a fuzzy framework using different membership functions, and the fuzzified objective function was solved using adaptive PSO. These approaches suffer from difficulties in determining both the fuzzy membership function coefficient and the PSO acceleration coefficients, which are problem-dependent. This paper introduces a new, fast, non-dominated sorting genetic algorithm (FNSGA) for solving the DSR problem. Objectives are minimization of the real power loss, improvement of the system voltage profile, minimization of the system load balance index (SLBI), and minimization of the number of switching operations. Moreover, a new adapted mutation operator is presented, in which branches between which the minimum voltage bus lies are interchanged. System radiality is verified using the branch-bus incidence matrix (BBIM), which is found using graph theory. The algorithm was tested with the aid of two test systems, and the results showed better performance than in previously published work [18] - [23] .
GENETIC ALGORITHM (GA) FOR DSR PROBLEM
The GA is an evolutionary artificial intelligence technique that has been used as an optimization tool in different areas, including engineering, science, and commerce. It consists of the following steps: codification of individuals (chromosomes), population generation, evaluation (fitness), crossover and mutation, and selection procedure. There has been much work published for applying GAs in DSR. In [24] the objective functions and constraints are converted into a single objective by using weighting factors. These factors are problem-dependent. In fuzzy-GA approaches [25] , [26] , the multi-objective is formulated by representing each objective function using a suitable fuzzy membership function. These methods suffer from the need to choose the parameters of the fuzzy sets for each system. To overcome the above drawbacks, a non-dominated sorting GA was introduced in general form to be applicable to any multi-objective problem [27] . A description of the GA follows.
Concept of Domination:
A solution P 1 is said to dominate another solution P 2 , if both of the following conditions are true:
1-The solution P 1 is no worse than P 2 in all objectives, F j , or F j (P 1 ) F j (P 2 ) for all j = 1,2…M objective functions. 2-The solution P 1 is strictly better than P 2 in at least one objective, or F j (P 1 ) F j (P 2 ) for at least one j. If either of the above conditions is not true, the solution P 1 does not dominate the solution P 2 .
In this paper a new, fast, non-dominated sorting GA (FNSGA) [28] for finding the non-dominated set of solutions in the multi-objective optimization DSR problem is introduced. In previous work [29] and [30] , the non-dominated solution set is found by searching the entire solution set after finding all dominated solutions, and then classifying this solution set into ranks. The FNSGA can be executed using the following steps: 
SOLUTION METHOD

Problem formulation:
The DSR problem is formulated as an optimization problem to achieve the following objectives:
1-Real power loss minimization. All the above objectives are evaluated and sorted according to the non-dominated set concept, and real power loss minimization was chosen as the principal objective. The algorithm produces a list of the nondominated set of these four objectives, and the operator can select the best topology that fits his requirements.
GA Codification:
There are different techniques used for coding topologies (individuals or sets of solutions) for GA in DSR. The first one was introduced by Huang [25] and Nara et al. [31] , who used binary coding of all closed branches in the topology. Other researchers used each branch code plus its open/closed status. These codes suffer from three main issues: i-"harming cliffs" such as the transition from 0111111 to 1000000, which requires alteration of many bits (genes); ii-long chromosomes; iiiin order to deal with real optimization problems, coding and decoding processes are required, which are time consuming.
The second technique for coding individual topologies uses floating point representation of real numbers. Carrano et al. [30] and Torres et al. [18] represented all the switches in each chromosome, which is very difficult to process, especially for large scale systems. In [32] , Hong introduced Prufer number encoding and decoding to the DSR problem. This method guarantees generation of minimum spanning trees, but it also suffers from being time consuming.
In this paper, the fundamental loops matrix is formulated with non-repeated switches between any two loops, where the number of fundamental loops (L) of the meshed network is equal to the number of tie switches [26] , and is given by the relation:
Then each individual is generated by choosing a random branch from each loop, which represents the switch to be opened. A uniform crossover is applied in this algorithm with a crossover rate of 0.8. However, for a small number of fundamental loops, a one-point crossover is enough for convergence.
Adapted mutation:
Most GAs use random mutation with a very small mutation rate. The mutation process used in this new algorithm depends on the results of load flow analysis of each configuration. The following steps describe this procedure: This procedure changes the mutation process in order to improve the minimum voltage and consequently reduce the power losses. Fig. 1 shows the flowchart of the proposed algorithm. 
Load Balancing Index:
To obtain optimum operation, loads should be transferred from heavily loaded feeders to the least loaded ones. This process requires a modification of the system radial topology. One of the main objectives is to improve the load balance for all branches, which can be attained using the system load balance index (SLBI), which is defined by SLBI = where S j is the apparent power flow in branch j, and S j max is the maximum apparent power capacity of branch j [33] . Our objective function is to minimize SLBI.
Radial Topology:
In order to determine whether a given topology is radial, a new algorithm based on the branch-bus incidence matrix (BBIM) is introduced here. The BBIM has a dimension of ((N b -L) x N) and is formulated as follows [34] . Then as a part of the new algorithm, the rank (r) of the BBIM is calculated, and if (r) is equal to N b -L, the system is radial; otherwise it is not.
Selection and elitism:
Selection of the best solution is based on the nondominated set described above. This set is entered into the next generation in the FNSGA to compete with the next populations and ensure conservation of the best solution.
Convergence and stopping criteria:
The algorithm stopping criteria is either:
1-The number of generations (iterations) exceeds its limit, which is set by the operator. or, 2-No changes occur in the non-dominated set for four successive iterations.
The second criterion here gives the algorithm some flexibility to search for other best solutions.
RESULTS AND DISCUSSIONS
The proposed algorithm was programmed using MATLAB 7.12 and applied to two standard test systems. Results are presented here and compared with other work.
IEEE 16-bus test system
The system data is given in [2] , and its single line diagram is shown in Fig. 2 As shown in Table I , the CPU time was 0.293 s, which is an improvement over other methods. The proposed algorithm produced a set of six non-dominated solutions (the non-dominated set) as shown in Table II . The results were achieved after only two generations and with an initial population size of twenty chromosomes. Moreover, the proposed FNSGA deals with multiobjectives simultaneously, while the other methods in Table I deal with only one objective, power loss. The first solution in Table II is the optimum in terms of both power loss and minimum voltage, while the fifth solution is the optimum one considering the SLBI as the main objective. In terms of power loss reduction, the improvement is 8.9%, as determined by comparing the power loss data for the initial state (solution 4) and solution 1. 
IEEE 32-bus test system
This system consists of 32 nodes, 37 branches and five fundamental loops, as shown in Fig. 3 [3] . The base MVA and kV are 10 and 12.66, respectively, and the total system loads are 3.715 MW and 2.3 MVAR. The initial losses are 202.6 kW with open branches 33, 34, 35, 36, and 37. The proposed FNSGA produced a set of 27 nondominated solutions, which are sorted in Table III according to least power loss. The optimal solution in Table III (No. 1) had a reduction in power loss of 31.2% (compared to the initial state) and requires four switching operations. The results shown in Table III were obtained after sixteen generations and with an initial population of 26 chromosomes. The CPU time was 7.2 s, as shown in Table IV (proposed method (1)). Also, it is compared to results obtained with other methods, all of which deal with only one objective function, power loss. When the proposed FNSGA deals with only power loss as an objective, the CPU time was 6.4 s, as shown in Table IV (proposed method (2)). The second and fourth solutions in Table III are optimum when minimum voltage is the main objective, while the 22 nd solution is optimum when the SLBI is the main objective. One final result from the simulations is that the resulting voltage and branch current profiles are improved considerably, as shown in Fig. 4 and Fig. 5 , respectively. Similar results were obtained with the 16 bus system. 
CONCLUSION
A new, fast, non-dominated sorting genetic algorithm (FNSGA) is described in this paper for the DSR problem. The problem is formulated as a multi-objective one. Power loss minimization is defined as the main objective, while the other objectives are to improve the power quality in terms of voltage profile and the SLBI, and to minimize the number of switching operations. The set of non-dominated solutions provides the operator with alternatives, depending on needs. The BBIM is formulated via graph theory to check the radiality of each topology and avoid creating infeasible solutions in each stage of the genetic evolution. Moreover, adapted mutation is introduced to speed up convergence of the algorithm. The results of simulations of the proposed FNSGA are compared with other algorithms, which show its efficiency in both the computational time and achieving the optimum multi-objectives simultaneously. This work is being extended to a 69 bus test system and to service restoration in case of fault or maintenance. 
