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1. Introduction
In this paper, we consider the Cauchy problem for the shallow water type equation
ut + ∂
3
xu+
1
2
∂x(u
2) + ∂x(1− ∂
2
x)
−1
[
u2 +
1
2
u2x
]
= 0, (1.1)
u(x, 0) = u0(x), x ∈ T = R/2πλ, λ ≥ 1. (1.2)
Obviously, (1.1) is the higher order modification of the Camassa-Holm equation
ut +
1
2
∂x(u
2) + ∂x(1− ∂
2
x)
−1
[
u2 +
1
2
u2x
]
= 0 (1.3)
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with nonlocal form. Equation (1.3) was derived by Camassa and Holm as a nonlinear
model for water wave motion in shallow channels with the aid of an asymptotic expansion
directly in the Hamiltonian for Euler equations [11, 40]. Camassa-Holm equation has
been studied extensively in the last three decades, for instance, see [7, 8, 11, 14, 16–40, 46,
47, 50–53, 61–67, 78, 83, 84, 86]. Fokas and Fuchssteiner [40] proved that the Camassa-
Holm equation possesses bi-Hamiltonian structure. Camassa and Holm [11], proved that
the Camassa-Holm equation is completely integrable. Camassa et.al. [12] proved that
the Camassa-Holm equation possesses peaked solitary waves which are orbitally stable
and interact like solitons [1, 32]. Constantin and his co-authors [18, 24] proved that the
peaked solitary waves replicate a characteristic for the waves of great height-waves of
largest amplitude which are exact solutions of the governing equations for water waves,
see also [81]. The result of [78] implies that the Cauchy problem for the Camassa-
Holm equation is locally well-posed in Hs(R) with s > 3
2
. Under some assumptions
on the initial data, Constantin and Escher [15, 22] proved that the Cauchy problem
for the Camassa-Holm equation possesses not only the global strong solutions and but
also finite time blow-up solutions. Constantin and Molinet [30] proved that the Cauchy
problem for the Camassa-Holm equation possesses the global weak solution in H1(R),
see also [83, 84]. Escher and Yin [38, 39] studied the initial-boundary value problem for
the Camassa-Holm equation. Lenells [63] studied the correspondence between the KdV
and Camassa-Holm equation and the stability of periodic peakons [64]. In contrast to
the Camassa-Holm equation (1.3), equation (1.1) loses integrability in the sense that
the equation (1.1) is equivalent to a linear flow at constant speed in the right action-
angle-variables, see the discussion in [30], but, as shown in Theorem 1.2 of [68], global
existence prevails while for Camassa-Holm equation the development of blow-up in finite
time is quite frequent.
Omitting the last term, (1.1) yields the Korteweg-de Vries equation
ut + ∂
3
xu+
1
2
∂x(u
2) = 0, (1.4)
which possesses the bi-Hamiltonian structure and completely integrable and infinite con-
servation laws. In the recent period, mathematical studies have focus on the Cauchy
problem for the KdV equation, for instance, see [4, 5, 13, 57–59, 80]. Especially, the
Fourier restriction norm method which is introduced by Bourgain [3, 4] is an effective
4
tool in solving the Cauchy problem for dispersive equations in low regularity. Using the
Fourier restriction norm method, Kenig et. al. [57] proved that the Cauchy problem for
the periodic KdV equation is locally well-posed in Hs(T) with s ≥ −1
2
. Bourgain [5]
proved that the Cauchy problem for the periodic KdV equation is ill-posed in Hs([0, 2π))
with s < −1
2
in the sense that the solution map is not C3. By using the I-method which is
the modification of high-low frequency technique introduced by Bourgain in [6]. Collian-
der et.al. [13] proved that the Cauchy problem for the periodic KdV equation is globally
well-posed in Hs(T) with s ≥ −1
2
. By using the inverse scattering method, Kappeler
and Topalov [54] proved that the Cauchy problem for the KdV equation is globally well-
posed in Hs(T) with s ≥ −1. Recently, by using short time Bourgain spaces, Molinet
[74] proved that the Cauchy problem for the KdV equation is ill-posed in Hs(T) with
s < −1. From [57, 58], we know that s = −3
4
is the critical indices for the well-posedness
of the KdV equation on the real line. By using the I-method and modified Bourgain
spaces, Guo [42] and Kishimoto [59] established the global well-posedness result of the
Cauchy problem for the KdV equation in H−3/4(R). Very recently, Liu [70] proved that
the smooth solutions satisfy a-prior local time Hs(R) bound in terms of the Hs size of
the initial data for s ≥ −4
5
on the real line.
Many people have investigate the Cauchy problem for (1.1), for instance, see [3, 9,
10, 41, 43–45, 68, 69, 71, 73, 77, 82, 85] and the references therein. Compared with the
Camassa-Holm equation, the higher-order terms arise because of the desire to go beyond
the regime of waves of small amplitude, to capture waves of moderate amplitude, see [27].
Himonas and Misiolek [43] proved that (1.1)-(1.2) are locally well-posed in Hs([0, 2π))
with s ≥ 1
2
for small initial data and are globally well-posed in H1([0, 2π)) for small
initial data. Himonas and Misiolek [45] proved that (1.1)-(1.2) are locally well-posed in
Hs([0, 2π)) with s ≥ 1
2
for arbitrary initial data and are globally well-posed inH1([0, 2π)).
A nature question one would ask is that: what will happen when s < 1
2
? As far as we
know, there is no result for this case, and it is the reason why we consider this problem .
In this paper, firstly, we prove that the bilinear estimate in Xs,b with s <
1
2
is
invalid. Then, by exploiting the spirit of [2, 48, 49, 56, 60, 76, 79] and introducing some
new function spaces and Strichartz estimates which are used to establish the bilinear
estimates and the fixed point Theorem, we prove that the Cauchy problem for (1.1) is
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locally well-posed in Hs(T) with 1
6
< s < 1
2
for small initial data, which improves the
result of case j = 1 of [43].
From Theorem 1.1 below, we know that the standard Fourier restriction norm method
W s is not effective, thus we must adapt the modified Fourier restriction norm method,
in other words, motivated by Theorem 1.1, we make a suitable modification of standard
Bourgain space Zs below.
We present some notations before stating the main results. 0 < ǫ ≪ 1 means that
0 < ǫ < 1
109
. C is a positive constant which may vary from line to line. A ∼ B means that
|B| ≤ |A| ≤ 4|B|. A≫ B means that |A| > 4|B|. a∨ b = max {a, b} . a∧ b = min {a, b} .
Let Ψ ∈ C∞0 (R) be an even function such that Ψ ≥ 0, suppΨ ⊂ [−
3
2
, 3
2
], Ψ = 1 on
[−5
4
, 5
4
] and Ψk = Ψ(2
−kξ) − Ψ(2−k+1ξ). Throughout this paper, Z˙ := Z − {0} and
Z˙+ := Z+ − {0}. Denote by (dk)λ the normalized counting measure on Z˙λ =
Z˙
λ
:∫
a(x)(dk)λ =
1
λ
∑
k∈Z˙λ
a(k).
Denote by Fxf(k) =
∫ 2πλ
0
e−ikxf(x)dx the Fourier transformation of a function f defined
on T with respect to the space variable and we have the Fourier inverse transformation
formula
f(x) =
∫
eikxFxf(k)(dk)λ =
1
λ
∑
k∈Z˙λ
eikxFxf(k).
Denote by Ftf(τ) =
∫
R
e−itτf(t)dt the Fourier transformation of a function f with the
respect to the time variable and we have the Fourier inverse transformation formula
f(t) =
∫
eitτFtf(τ)dτ.
We define
S(t)φ(x) =
∫
eikxeitk
3
Fxφ(k)(dk)λ.
Denote by
Ff(k, τ) =
∫ ∫ 2πλ
0
e−ikxe−itτf(x, t)dxdt
the space-time Fourier transform for k ∈ Z˙λ and τ ∈ R by and this transformation is
inverted by
f(x, t) =
∫ ∫
eikxeitτFf(k, τ)(dk)λdτ.
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Let
Λ−1 = F−1〈τ − k3〉−1F ,FxJ
su = 〈k〉sFxu(k).
It is easily checked that
‖f‖L2(T) = ‖Fxf‖L2((dk)λ),∫ 2πλ
0
f(x)g(x)dx =
∫
Fxf(k)Fxf(k)(dk)λ,
Fx(fg) = Fxf ∗Fxg =
∫
Fxf(k − k1)Fxg(k1)(dk1)λ.
Let
P (k) = −k3, σ = τ + P (k), σj = τj + P (kj).
η(t) is a smooth function with supp η(t) ⊂ [−1, 2] and η = 1 on [−1, 1]. We define the
Sobolev space Hs(T) with the norm
‖f‖Hs(T) = ‖〈k〉
s
Fxf(k)‖L2((dk)λ)
and define the Xs,b spaces for 2πλ-periodic KdV via the norm
‖u‖Xs,b(T×R) =
∥∥∥〈k〉s 〈τ + P (k)〉b Fu(k, τ)∥∥∥
L2((dk)λ(dτ))
and define the Y s space defined via the norm
‖u‖Y s = ‖〈k〉
s
Fu(k, τ)‖L2((dk)λL1(dτ)) .
Let
D1 =
{
(τ, k) ∈ R× Z˙λ : |σ| ≤ 2|k|
2, |k| ≥ 1
}
,
D2 =
{
(τ, k) ∈ R× Z˙λ : 2|k|
2 < |σ| ≤ 6|k|3, |k| ≥ 1
}
,
D3 =
{
(τ, k) ∈ R× Z˙λ : |σ| > 6|k|
3, |k| ≥ 1
}
,
D4 =
{
(τ, k) ∈ R× Z˙λ : |σ| > 6|k|
3,
1
λ
≤ |k| ≤ 1
}
,
D5 =
{
(τ, k) ∈ R× Z˙λ : |σ| ≤ 6|k|
3,
1
λ
≤ |k| ≤ 1
}
.
We define Zs space as follows:
‖u‖Zs = ‖PD1∪D5u‖Xs,5
6
−ǫ
+ ‖PD2u‖X1−s,s+1
3
−ǫ
+ ‖PD3∪D4u‖X1−s,s + ‖u‖Y s
7
and
‖u‖W s = ‖u‖X
s,1
2
+ ‖u‖Y s .
We define Zs([0, T ]) by the following norm:
‖u‖Zs([0,T ]) := inf {‖v‖Zs : u(t) = v(t) on t ∈ I} .
The main result of this paper are as follow.
Theorem 1.1. Let s < 1
2
,
F (u1, u2) =
1
2
∂x(u1u2) + ∂x(1− ∂
2
x)
−1
[
u1u2 +
1
2
(∂xu1)(∂xu2)
]
, (1.5)
and uj(j = 1, 2) be 2π-periodic functions. Then
∥∥F−1 [〈τ − k3〉−1FF (u1, u2)]∥∥W s ≤ C
2∏
j=1
‖uj‖W s
is invalid.
Theorem 1.2. Let 1
6
< s < 1
2
,
∫
T
u0dx = 0 and u0 be 2πλ-periodic function. Then the
Cauchy problems (1.1)(1.2) are locally well-posed in Hs(T) for small initial data.
Remark 1. From Theorem 1.2, we know that Theorem 1.1 does not imply ill-posedness
of (1.1) for s < 1
2
. We will pursue the optimal regularity indices for (1.1).
Remark 2. We make a commentary on the particular choice of parameters in the Zs
function space. Combining Lemma 2.4 with (2.4) of Lemma 2.3, Ωj(1 ≤ j ≤ 8), we know
that choosing function space Xs, 5
6
−ǫ in regions D1 ∪D5 is sufficient due to Lemma 2.7.
Combining high× high→ low interaction with Ωj(1 ≤ j ≤ 8), we know that choosing
function space X1−s,s in regions D3 ∪ D4 is sufficient due to Lemma 2.7. By using a
direct computation and fixing spaces Xs, 5
6
−ǫ closely related to D1∪D5 and X1−s,s closely
related to D3∪D4, we know that X1−s,s+ 1
3
−ǫ is the suitable function space for the region
D2 in view of Lemma 2.7.
The rest of the paper is arranged as follows. In Section 2, we give some preliminaries.
In Section 3, we establish some important bilinear estimates. In Section 4, we give the
proof of Theorem 1.1. In Section 5, we give the proof of Theorem 1.2.
8
2. Preliminaries
In this section, we give some preliminaries which are crucial in establishing Lemmas
3.1-3.5 and Theorems 1.1,1.2.
Lemma 2.1. Let ul with l = 1, 2 be L
2([0, 2π)×R)-real valued functions. Then for any
(l1, l2) ∈ N
2,
‖(Ψl1u1) ∗ (Ψl2u2)‖L2kτ
≤ C
(
2l1 ∧ 2l2
) 1
2
(
2l1 ∨ 2l2
) 1
6 ‖Ψl1u1‖L2‖Ψl2u2‖L2 . (2.1)
For the proof of Lemma 2.1, we refer the readers to Lemma A.1 of [68, 74].
Lemma 2.2. Let u(x, t), v(x, t) be 2π-periodic functions and a+b ≥ 2
3
and min{a, b} > 1
6
.
Then, we have that
‖uv‖L2xt ≤ C‖u‖X0,a([0,2π)×R)‖v‖X0,b([0,2π)×R), (2.2)
‖uv‖X0,−a ≤ C‖u‖X0,b([0,2π)×R)‖v‖L2xt. (2.3)
Proof. From Lemma 2.1, we have that
‖uv‖L2xt ≤ C
∑
l1≥0
∑
l2≥0
‖(Ψl1u) ∗ (Ψl2v)‖L2xt
≤ C
∑
l1≥0
∑
l2≥0
(
2l1 ∧ 2l2
)1/2 (
2l1 ∨ 2l2
) 1
6 ‖Ψl1u‖L2‖Ψl2v‖L2 .
Let Mj = 2
lj with j = 1, 2. Without loss of generality, we can assume that M1 ≥ M2
and M1 = NM2 and uM1 = Ψl1u and vM2 = Ψl2v, then we have that
‖uv‖L2xt ≤ C
∑
M1,M2≥1
M
1
6
1 M
1/2
2 ‖uM1‖L2‖vM2‖L2
≤ C
∑
N,M2≥1
M
2
3
2 N
1
6‖uNM2‖L2‖vM2‖L2
≤ C
∑
M2,N≥1
N
1
6
−aM
2
3
−a−b
2 (NM2)
a‖uNM2‖L2M
b
2‖vM2‖L2
≤ C‖u‖X0,a([0,2π)×R)‖v‖X0,b([0,2π)×R).
We can derive (2.3) by duality.
We have completed the proof of Lemma 2.2.
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Lemma 2.3. Let u(x, t), v(x, t) be 2πλ-periodic functions and a+b ≥ 2
3
and min{a, b} >
1
6
. Then
‖uv‖L2xt ≤ C‖u‖X0,a(T×R)‖v‖X0,b(T×R), (2.4)
‖uv‖X0,−a ≤ C‖u‖X0,b(T×R)‖v‖L2xt. (2.5)
Proof. By using a similar technique of Lemma 3.4 in [74] and Lemma 2.2, we obtain
Lemma 2.3.
We have completed the proof of Lemma 2.3.
Lemma 2.4. Let s ∈ R. Then, we have that
∥∥∥∥η(t)
∫ t
0
S(t− τ)F (τ)dτ
∥∥∥∥
Zs
≤ C‖Λ−1F‖Zs.
For the proof of Lemma 2.4, we refer the readers to [2].
Lemma 2.5. Let 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ. Then, we have that
‖u‖X
s,1
6
+ǫ
≤ C‖u‖Zs ≤ C‖u‖X
s,5
6
−ǫ
, (2.6)
‖u‖X
s,1
2
(D1
⋃
D2) ≤ C‖u‖Zs(D1
⋃
D2). (2.7)
Proof. We firstly prove that (2.6). When suppFu ⊂ D1 ∪ D5, since
5
6
− ǫ ≥ 1
6
+ 2ǫ,
we have that ‖u‖X
s,5
6
−ǫ
≥ ‖u‖X
s,1
6
+ǫ
. When suppFu ⊂ D2, since
1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ,
we have that 〈σ〉s+
1
6
−3ǫ ≥ C〈k〉2s−1 which yields that 〈k〉1−s〈σ〉s+
1
3
−ǫ ≥ C〈k〉s〈σ〉
1
6
+ǫ,
thus, we have that ‖u‖X
1−s,s+1
3
−ǫ
≥ ‖u‖X
s,1
6
+2ǫ
. When suppFu ⊂ D3 ∪ D4, since
1
6
+
ǫ ≤ s ≤ 1
2
− 2ǫ, we have that 〈σ〉s−
1
6
−2ǫ ≥ C〈k〉2s−1 which yields that 〈k〉1−s〈σ〉s ≥
C〈k〉s〈σ〉
1
6
+2ǫ, thus, we have that ‖u‖X1−s,s ≥ ‖u‖Xs,1
6
+2ǫ
. Consequently, we have that
‖u‖Zs ≥ C‖u‖X
s,1
6
+ǫ
. When suppFu ⊂ D2, since
1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
〈σ〉
1
2
−s ≥ C〈k〉1−2s which yields that 〈k〉1−s〈σ〉s+
1
3
−ǫ ≤ C〈k〉s〈σ〉
5
6
−ǫ, thus, we have that
‖u‖X
1−s,s+1
3
−ǫ
≤ C‖u‖X
s,5
6
−ǫ
. When suppFu ⊂ D3 ∪ D4, since
1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we
have that 〈σ〉
5
6
−ǫ−s ≥ C〈k〉1−2s which yields that 〈k〉1−s〈σ〉s ≤ C〈k〉s〈σ〉
5
6
−ǫ, thus, we
have that ‖u‖X
s,5
6
−ǫ
≥ C‖u‖Xs,1−s. Consequently, we have that ‖u‖Zs ≤ C‖u‖Xs,5
6
−ǫ
. By
Cauchy-Schwartz inequality with respect to τ , we have that ‖〈k〉sFu‖l2kl1τ ≤ C‖u‖Xs,5
6
−ǫ
,
consequently, we have that ‖u‖Zs ≤ C‖u‖X
s,5
6
−ǫ
. Now we prove (2.7). When suppFu ⊂
D1, since
5
6
− ǫ ≥ 1
2
, we have that ‖u‖X
s,5
6
−ǫ
≥ ‖u‖X
s, 1
2
. When suppFu ⊂ D2, since
10
s ≥ ǫ + 1
6
, we have that 〈k〉s〈σ〉1/2 ≤ C〈k〉1−s〈σ〉s+
1
3
−ǫ, consequently, we have that
‖u‖X
1−s,s+1
3
−ǫ
≥ ‖u‖X
s,1
2
.
We have completed the proof of Lemma 2.5.
Lemma 2.6. Assume that s ∈ R. Then, we have that
‖η(t)S(t)φ‖Zs ≤ C‖φ‖Hs(T).
Proof. From Lemma 2.5, we have that Xs, 5
6
−ǫ →֒ Z
s →֒ C([0, T ] : Hs(T)).
We have completed the proof of Lemma 2.6.
Lemma 2.7. Let τ = τ1 + τ2, k = k1 + k2, σ = τ − k
3, σ1 = τ1 − k
3
1, σ2 = τ1 − k
3
2. Then,
we have that
3max {|σ|, |σ1|, |σ2|} ≥ |σ − σ1 − σ2| =
∣∣k3 − k31 − k32∣∣ = 3|kk1k2|.
Moreover, one of the following three cases must occurs:
(a) : |σ| = max {|σ|, |σ1|, |σ2|} ≥ |kk1k2|,
(b) : |σ1| = max {|σ|, |σ1|, |σ2|} ≥ |kk1k2|,
(c) : |σ2| = max {|σ|, |σ1|, |σ2|} ≥ |kk1k2|.
Since the proof is easy and we omit it here.
3. Bilinear estimates
In this section, we establish Lemmas 3.1-3.5.
Lemma 3.1. Let 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, where 0 < ǫ < 1
109
. Then, we have
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
2∏
j=1
‖uj‖Zs, (3.1)
here C > 0, which is independent of λ, ‖·‖Xs is the norm removing ‖·‖Y s from ‖·‖Zs .
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Proof. Obviously,
(
R× Z˙λ
)2
⊂
8⋃
j=1
Ωj , where
Ω1 =
{
(τ1, k1, τ, k) ∈
(
R× Z˙λ
)2
: max {|k1|, |k|} ≤ 1
}
,
Ω2 =
{
(τ1, k1, τ, k) ∈
(
R× Z˙λ
)2
∩ Ωc1 : |k1| ∼ |k2| ≫ |k| ≥ 1
}
,
Ω3 =
{
(τ1, k1, τ, k) ∈
(
R× Z˙λ
)2
∩ Ωc1 : |k1| ∼ |k2| ≫ |k|, 1 ≥ |k| ≥
1
λ
}
,
Ω4 =
{
(τ1, k1, τ, k) ∈
(
R× Z˙λ
)2
∩ Ωc1 : |k| ∼ |k2| ≫ |k1| ≥ 1
}
,
Ω5 =
{
(τ1, k1, τ, k) ∈
(
R× Z˙λ
)2
∩ Ωc1 : |k| ∼ |k2| ≫ |k1|, 1 ≥ |k1| ≥
1
λ
}
,
Ω6 =
{
(τ1, k1, τ, k) ∈
(
R× Z˙λ
)2
∩ Ωc1 : |k| ∼ |k1| ≫ |k2| ≥ 1
}
,
Ω7 =
{
(τ1, k1, τ, k) ∈
(
R× Z˙λ
)2
∩ Ωc1 : |k| ∼ |k1| ≫ |k2|, 1 ≥ |k2| ≥
1
λ
}
,
Ω8 =
{
(τ1, k1, τ, k) ∈
(
R× Z˙λ
)2
∩ Ωc1 : |k| ∼ |k1| ∼ |k2| ≥ 1
}
.
(1) In region Ω1. By using (2.6), since max {|k1|, |k|} ≤ 1, by using the Cauchy-Schwartz
inequality and the Young inequality as well as Lemma 2.5, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
X
s, 5
6
−ǫ
≤ C
∥∥∥|k|〈σ〉− 16−ǫ (Fu1 ∗Fu2)
∥∥∥
l2kL
2
τ
≤ C‖|k|‖l2k ‖Fu1 ∗Fu2‖l∞k L2τ
≤ C‖Fu1‖l2kL2τ‖Fu2‖l2kL1τ ≤ C‖u1‖Xs, 1
6
+ǫ
‖u2‖Y s
≤ C
2∏
j=1
‖uj‖Zs.
(2) In region Ω2. In this region, we consider (a)-(c) of Lemma 2.7, respectively.
(a) Case |σ| = max {|σ|, |σ1|, |σ2|} . In this case, we have that supp [Fu1 ∗Fu2]⊂D3.
When suppFuj ⊂ D1 ∪D2 with j = 1, 2, by using Lemmas 2.5, 2.7, 2.3, since
1
6
+ ǫ ≤
s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥〈k〉−s〈σ〉s−1 [(〈k〉Fu1) ∗ (〈k〉Fu2)]∥∥l2kL2τ
≤ C‖(Jsu1)(J
su2)‖L2xt ≤ C‖u1‖Xs, 1
2
‖u2‖X
s,1
6
+ǫ
≤ C
2∏
j=1
‖uj‖Zs.
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When suppFu1 ⊂ D3, by using Lemma 2.7, the Young inequality and the Cauchy-
Schwartz inequality, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥〈k〉−s〈σ〉s−1 [〈k〉Fu1 ∗ 〈k〉Fu2]∥∥l2kL2τ
≤ C
∥∥[〈k〉2sFu1] ∗Fu2∥∥l2kL2τ
≤ C
∥∥[〈k〉1−s〈σ〉sFu1] ∗ [〈k〉−1Fu2]∥∥l2kL2τ
≤ C‖u1‖X1−s,s‖〈k〉
−1
Fu2‖l1kL1τ ≤ C‖u‖X1−s,s‖〈k〉
s
Fu2‖l2kL1τ ≤ C
2∏
j=1
‖uj‖Zs.
When suppFu2 ⊂ D3, this case can be proved similarly to suppFu1 ⊂ D3.
(b) Case |σ1| = max {|σ|, |σ1|, |σ2|} , we consider the following cases:
(i) : |σ1| > 4max {|σ|, |σ2|} , (ii) : |σ1| ≤ 4max {|σ|, |σ2|} ,
respectively.
When (i) occurs: if suppFu1 ⊂ D1 which yields that 1 ≤ |k| ≤ C, by using Lemmas
2.5, 2.7, 2.3, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s−1〈σ〉− 16−ǫ(〈k〉Fu1) ∗ (〈k〉Fu2)
∥∥∥
l2kL
2
τ
≤ C
∥∥∥〈σ〉− 16−ǫ [(〈k〉s〈σ〉 56−ǫFu1) ∗ (〈k〉2ǫ+ 13−sFu2)
]∥∥∥
l2kL
2
τ
≤ C
∥∥∥(JsΛ 56−ǫu1
)(
J−s+
1
3
+2ǫu2
)∥∥∥
X
0,− 1
6
−ǫ
≤ C‖u1‖X
s, 5
6
−ǫ
‖u2‖X
s, 1
2
≤ C‖u1‖X
s, 5
6
−ǫ
‖u2‖X
s, 1
2
≤ C
2∏
j=1
‖uj‖Zs;
if suppFu1 ⊂ D2, by using Lemmas 2.5, 2.7, 2.3, since
1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s−1〈σ〉− 16−ǫ [(〈k〉Fu1) ∗ (〈k〉Fu2)]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥(J1−sΛs+ 13−ǫu1
)(
J−s+
1
3
+2ǫu2
)∥∥∥
X
0,− 1
6
−ǫ
≤ C‖u1‖X
1−s,s+1
3
−ǫ
‖u2‖X
−s+1
3
+2ǫ, 1
2
≤ C‖u1‖X
1−s,s+1
3
−ǫ
‖u2‖X
s, 1
2
≤ C
2∏
j=1
‖uj‖Zs.
When (ii) occurs: we have |σ1| ∼ |σ| or |σ1| ∼ |σ2|.
Case |σ1| ∼ |σ| can be proved similarly to |σ| = max {|σ|, |σ1|, |σ2|} .
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When |σ1| ∼ |σ2|, we consider suppFu1 ⊂ D1, suppFu1 ⊂ D2, suppFu1 ⊂ D3,
respectively.
When suppFu1 ⊂ D1 which yields that 1 ≤ |k| ≤ C, by using Lemmas 2.5, 2.7, 2.3,
since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s−1〈σ〉− 16−ǫ(〈k〉Fu1) ∗ (〈k〉Fu2)
∥∥∥
l2kL
2
τ
≤ C
∥∥∥(〈k〉s〈σ〉 56−ǫFu1) ∗ (〈k〉−s+ 13+2ǫFu2)
∥∥∥
X
0,− 1
6
−ǫ
≤ C
∥∥∥(JsΛ 56−ǫu1
)(
J−s+
1
3
+2ǫu2
)∥∥∥
X
0,− 1
6
−ǫ
≤ C‖u1‖X
s, 5
6
−ǫ
‖u2‖X
−s+1
3
+2ǫ, 1
2
≤ C‖u1‖X
s, 5
6
−ǫ
‖u2‖X
s, 1
2
≤ C
2∏
j=1
‖uj‖Zs.
When suppFu1 ⊂ D2, by using the Lemmas 2.5, 2.7, 2.3, since
1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we
have that∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s−1〈σ〉− 16−ǫ [(〈k〉Fu1) ∗ (〈k〉Fu2)]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥(J1−sΛs+ 13−ǫu1
)(
J−s+
1
3
+2ǫu2
)∥∥∥
X
0,− 1
6
−ǫ
≤ C‖u1‖X
1−s,s+1
3
−ǫ
‖u2‖X
−s+1
3
+2ǫ, 1
2
≤ C‖u1‖X
1−s,s+1
3
−ǫ
‖u2‖X
s, 1
2
≤ C
2∏
j=1
‖uj‖Zs.
Case suppFu1 ⊂ D3, by using Lemma 2.5, the Ho¨lder inequality and the Young in-
equality as well as Lemmas 2.7, 2.3, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s−1〈σ〉− 16−ǫ [(|k|Fu1) ∗ (|k|Fu2)]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥〈k〉s− 12+ǫ〈σ〉 13 [(|k|Fu1) ∗ (|k|Fu2)]
∥∥∥
l∞k L
∞
τ
≤ C
∥∥∥〈k〉s− 12+ǫ (〈k〉2Fu1) ∗ (〈k〉Fu2)
∥∥∥
l∞k l
∞
τ
≤ C
∥∥∥(〈k〉s+ 52+ǫFu1
)
∗Fu2
∥∥∥
l∞k l
∞
τ
≤ C
∥∥∥〈k〉−3s+ 12+ǫ
∥∥∥
l∞k
2∏
j=1
‖uj‖X1−s,s ≤ C
2∏
j=1
‖uj‖X1−s,s ≤ C
2∏
j=1
‖uj‖Zs.
(c) Case |σ2| = max {|σ|, |σ1|, |σ2|} . This case can be proved similarly to case (b).
14
(3) Region Ω3. We consider |k| ≤ |k1|
−2 and |k1|
−2 < |k| ≤ 1, respectively.
When |k| ≤ |k1|
−2, by using the Ho¨lder inequality and the Young inequality as well as
Lemma 2.5, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s−2|k|〈σ〉− 16−ǫ [(|k|Fu1) ∗ (|k|Fu2)]
∥∥∥
l2kL
2
τ
≤ C ‖[Fu1 ∗Fu2]‖l∞k L2τ
≤ C‖u1‖X0,0‖u2‖Y 0
≤ C‖u1‖X
s, 1
6
‖u2‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
Now we consider the case |k1|
−2 < |k| ≤ 1. In this case, we consider (a)-(c) of Lemma
2.7, respectively.
When (a) occurs: supp [Fu1 ∗Fu2] ⊂ D4, by using Lemma 2.7 and the Young inequal-
ity, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥|k|〈k〉−s−1〈σ〉s−1 [(|k|Fu1) ∗ (|k|Fu2)]∥∥l2kL2τ
≤ C ‖[(|k|sFu1) ∗ (|k|
s
Fu2)]‖l2kL2τ
≤ C ‖[(|k|sFu1) ∗ (|k|
s
Fu2)]‖l∞k L2τ
≤ C‖u1‖Xs,0‖u2‖Y s ≤ C‖u1‖Xs, 1
6
‖u2‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
When (b) occurs: we consider |σ1| > 4max {|σ|, |σ2|} and |σ1| ≤ 4max {|σ|, |σ2|}, respec-
tively.
When |σ1| > 4max {|σ|, |σ2|}, we have that suppFu1 ⊂ D1, by using the Lemma 2.5,
Ho¨lder inequality and the Young inequality, since |k| ≤ 1 and 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we
have that ∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥|k|〈k〉s−2〈σ〉s− 16−ǫ [(|k|Fu1) ∗ (|k|Fu2)]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥|k| 16+ǫ [(〈k〉s〈σ〉 56−ǫFu1) ∗ (〈k〉−s+ 13+2ǫFu2)
]∥∥∥
l2kL
2
τ
≤ C
∥∥∥[(〈k〉s〈σ〉 56−ǫFu1) ∗ (〈k〉−s+ 13+2ǫFu2)
]∥∥∥
l∞k L
2
τ
≤ C‖u1‖X
s, 5
6
−ǫ
‖u2‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
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When |σ1| ≤ 4max {|σ|, |σ2|}, we have |σ1| ∼ |σ| or |σ1| ∼ |σ2|.
Case |σ1| ∼ |σ| can be proved similarly to case |σ| = max {|σ|, |σ1|, |σ2|} .
Case |σ1| ∼ |σ2|, we consider suppFu1 ⊂ D1 and suppFu1 ⊂ D2 and suppFu1 ⊂ D3,
respectively.
When suppFu1 ⊂ D1, by using Lemmas 2.5, 2.7, 2.3, since
1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have
that ∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥|k|〈k〉s−2〈σ〉− 16−ǫ [(|k|Fu1) ∗ (|k|Fu2)]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥(JsΛ 56−ǫu1
)(
J−s+
1
3
+2ǫu2
)∥∥∥
X
0,− 1
6
−ǫ
≤ C‖u1‖X
s, 5
6
−ǫ
‖u2‖X
−s+1
3
+2ǫ, 1
2
≤ C‖u1‖X
s, 5
6
−ǫ
‖u2‖X
s, 1
2
≤ C
2∏
j=1
‖uj‖Zs.
Case suppFu1 ⊂ D2 and supp [Fu1 ∗Fu2] ⊂ D4, by using the Ho¨lder inequality, since
1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥|k|〈k〉−s−1〈σ〉s−1 [(|k|Fu1) ∗ (|k|Fu2)]∥∥l2kL2τ
≤ C
∥∥∥|k|〈k〉−s− 12+ε [(|k|Fu1) ∗ (|k|Fu2)]
∥∥∥
l∞k L
∞
τ
≤ C‖〈k〉−2s−
4
3
+4ǫ‖l∞k
2∏
j=1
‖uj‖X
1−s,s+1
3
−ǫ
≤ C
2∏
j=1
‖uj‖X
1−s,s+1
3
−ǫ
≤ C
2∏
j=1
‖uj‖Zs;
case suppFu1 ⊂ D2 and supp [Fu1 ∗Fu2] ⊂ D5, by using the Ho¨lder inequality, since
1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that∥∥∥∥∥Λ−1(1− ∂2x)−1∂x
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥|k|〈k〉s−2〈σ〉− 16−ǫ [(|k|Fu1) ∗ (|k|Fu2)]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥|k|〈k〉s− 32+ǫ〈σ〉 13 [(|k|Fu1) ∗ (|k|Fu2)]
∥∥∥
l∞k L
∞
τ
≤ C
∥∥∥|k| 23−s+ǫ [(〈k〉1−sΛs+ 13−ǫFu1) ∗ (〈k〉−s+ 13+2ǫFu2)
]∥∥∥
l∞k L
∞
τ
≤ C
∥∥∥[(〈k〉1−sΛs+ 13−ǫFu1) ∗ (〈k〉−s+ 13+2ǫFu2)
]∥∥∥
l∞k L
∞
τ
≤ C‖u1‖X
1−s,s+1
3
−ǫ
‖u2‖Xs,0
≤ C
2∏
j=1
‖uj‖X
1−s,s+1
3
−ǫ
≤ C
2∏
j=1
‖uj‖Zs.
16
Case suppFu1 ⊂ D3 and supp [Fu1 ∗Fu2] ⊂ D4, by using the Ho¨lder inequality and
the Young inequality, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1(1− ∂2x)−1∂x
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥|k|〈k〉−1−s〈σ〉s−1 [(|k|Fu1) ∗ (|k|Fu2)]∥∥l2kL2τ
≤ C
∥∥∥|k|〈k〉−s− 12+ǫ〈σ〉s− 12+ǫ [(|k|Fu1) ∗ (|k|Fu2)]
∥∥∥
l∞k L
∞
τ
≤ C
∥∥|k|〈k〉−2s−2+4ǫ [(|k|Fu1) ∗ (|k|Fu2)]∥∥l∞k L∞τ
≤ C
∥∥〈k〉−4s [(〈k〉1−sΛsFu1) ∗ (〈k〉1−sΛsFu2)]∥∥l∞k L∞τ
≤ C‖〈k〉−4s‖l∞k
2∏
j=1
‖uj‖X1−s,s ≤ C
2∏
j=1
‖uj‖X1−s,s ≤ C
2∏
j=1
‖uj‖Zs;
case suppFu1 ⊂ D3 and supp [Fu1 ∗Fu2] ⊂ D5, by the Ho¨lder inequality and the
Young inequality, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1(1− ∂2x)−1∂x
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥|k|〈k〉s−2〈σ〉− 16−ǫ [(|k|Fu1) ∗ (|k|Fu2)]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥|k|〈k〉s− 32+ǫ〈σ〉 13 [(|k|Fu1) ∗ (|k|Fu2)]
∥∥∥
l∞k L
∞
τ
≤ C
∥∥∥|k|〈k〉s− 12+ǫ [(|k|Fu1) ∗ (|k|Fu2)]
∥∥∥
l∞k L
∞
τ
≤ C
∥∥〈k〉−4s [(〈k〉1−sΛsFu1) ∗ (〈k〉1−sΛsFu2)]∥∥l∞k L∞τ
≤ C‖〈k〉−4s‖l∞k
2∏
j=1
‖uj‖X1−s,s ≤ C
2∏
j=1
‖uj‖X1−s,s ≤ C
2∏
j=1
‖uj‖Zs.
Case (c) can be proved similarly to case (b).
(4) Region Ω4. In this case, we consider (a)-(c) of Lemma 2.7, respectively.
When (a) occurs: if |σ| > 4max {|σ1|, |σ2|}, we have supp [Fu1 ∗Fu2] ⊂ D2. In this
case, by using Lemmas 2.3, 2.7, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉−s〈σ〉s− 23−ǫ [(|k|Fu1) ∗ (|k|Fu2)]
∥∥∥
l2kL
2
τ
≤ C ‖(Jsu1)(J
su2)‖L2xt ≤ C‖u1‖Xs, 16+ǫ
‖u2‖X
s, 1
2
≤ C
2∏
j=1
‖uj‖Zs.
When |σ| ≤ 4max {|σ1|, |σ2|}, we have that |σ| ∼ |σ1| or |σ| ∼ |σ2|.
When |σ| ∼ |σ1|, if supp [Fu1 ∗Fu2] ⊂ D1, then, 1 ≤ |k1| ≤ C, by using Lemma 2.3,
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since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1(1− ∂2x)−1∂x
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s〈σ〉− 16−ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l2kL
2
τ
≤ ‖(Jsu1)(J
su2)‖L2xt ≤ C‖u1‖Xs, 12
‖u2‖X
s, 1
6
+ǫ
≤ C
2∏
j=1
‖uj‖Zs;
if supp [Fu1 ∗Fu2] ⊂ D2, by using Lemma 2.3, since
1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have
∥∥∥∥∥Λ−1(1− ∂2x)−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉1−s〈σ〉s− 23−ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l2kL
2
τ
≤ ‖(Jsu1)(J
su2)‖L2xt ≤ C‖u1‖Xs, 12
‖u2‖X
s, 1
6
+ǫ
≤ C
2∏
j=1
‖uj‖Zs;
if supp [Fu1 ∗Fu2] ⊂ D3, by using Lemma 2.3, since
1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥〈k〉1−s〈σ〉s−1 [(|k|Fu1) ∗Fu2]∥∥l2kL2τ
≤
∥∥(J1−sΛsu1)(J−s−1u2)∥∥L2xt
≤ C
∥∥(〈k〉1−s〈σ〉sFu1) ∗ (〈k〉−1−sFu2)∥∥l2kL2τ
≤ C‖u1‖X1−s,s‖〈k〉
−1−s
Fu2‖l1kL1τ ≤ C‖u1‖X1−s,s‖u2‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
When |σ| ∼ |σ2|, if supp [Fu1 ∗Fu2] ⊂ D1, then 1 ≤ |k1| ≤ C, by using Lemma 2.3,
since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1(1− ∂2x)−1∂x
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s〈σ〉− 16−ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l2kL
2
τ
≤ ‖(Jsu1)(J
su2)‖L2xt ≤ C‖u1‖Xs, 16+ǫ
‖u2‖X
s,1
2
≤ C
2∏
j=1
‖uj‖Zs;
if supp [Fu1 ∗Fu2] ⊂ D2, by using Lemma 2.3, since
1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1(1− ∂2x)−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉1−s〈σ〉s− 23−ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l2kL
2
τ
≤
∥∥∥(Jsu1)(J1−sΛs+ 13−ǫu2)
∥∥∥
X
0,− 1
6
−ǫ
≤ C‖u1‖X
s, 1
2
‖u2‖X
1−s,s+1
3
−ǫ
≤ C
2∏
j=1
‖uj‖Zs;
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if supp [Fu1 ∗Fu2] ⊂ D3, by using Lemma 2.3 and the Young inequality, since
1
6
+ ǫ ≤
s ≤ 1
2
− 2ǫ, we have that∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥〈k〉1−s〈σ〉s−1 [(|k|Fu1) ∗Fu2]∥∥l2kL2τ
≤
∥∥(J−2u1)(J1−sΛsu2)∥∥L2xt
≤ C‖J−2u1‖l1kL1τ‖u2‖X1−s,s ≤ C‖u1‖Y s‖u2‖X1−s,s ≤ C
2∏
j=1
‖uj‖Zs.
(b): |σ1| = max {|σ|, |σ1|, |σ2|} .We consider |σ1| > 4max {|σ|, |σ2|} and |σ1| ≤ 4max {|σ|, |σ2|},
respectively.
When |σ1| > 4max {|σ|, |σ2|}, then suppFu1 ⊂ D3, if supp [Fu1 ∗Fu2] ⊂ D1, by using
Lemma 2.3, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s〈σ〉− 16−ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l2kL
2
τ
≤ C
∥∥(J1−sΛsu1)(J−su2)∥∥X
0,− 1
6
−ǫ
≤ C‖u1‖X1−s,s‖u2‖Xs, 1
2
≤ C
2∏
j=1
‖uj‖Zs;
if supp [Fu1 ∗Fu2] ⊂ D2, by using Lemma 2.3, since
1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉1−s〈σ〉s− 23−ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥〈k〉s〈σ〉− 16−ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l2kL
2
τ
≤ C
∥∥(J1−sΛsu1)(J−su2)∥∥X
0,− 1
6
−ǫ
≤ C‖u1‖X1−s,s‖u2‖Xs, 1
2
≤ C
2∏
j=1
‖uj‖Zs;
if supp [Fu1 ∗Fu2] ⊂ D3, by using Lemma 2.3 and the Young inequality, since
1
6
+ ǫ ≤
s ≤ 1
2
− 2ǫ, we have that∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥〈k〉1−s〈σ〉s−1 [(|k|Fu1) ∗Fu2]∥∥l2kL2τ
≤ C
∥∥(J1−sΛsu1)(J−2u2)∥∥L2xt
≤ C‖u1‖X1−s,s‖〈k〉
−2
Fu2‖l1kL1τ
≤ C‖u1‖X1−s,s‖u2‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
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When |σ1| ≤ 4max {|σ|, |σ2|} we have |σ1| ∼ |σ| or |σ1| ∼ |σ2|.
Case |σ1| ∼ |σ| can be proved similarly to case |σ| = max {|σ|, |σ1|, |σ2|} .
When |σ1| ∼ |σ2|, we have suppFu1 ⊂ D3.
When supp [Fu1 ∗Fu2] ⊂ D1, since
1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, by using Lemma 2.7, we have
that ∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s〈σ〉− 16−ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥〈k〉 12+ǫ+s〈σ〉 13 [(|k|Fu1) ∗Fu2]
∥∥∥
l∞k L
∞
τ
≤ C
∥∥∥〈k〉−s− 16−ǫ∥∥∥
l∞k
‖u1‖X1−s,s‖u2‖X1−s,s+1
3
−ǫ
≤ C‖u1‖X1−s,s‖u2‖X1−s,s+1
3
−ǫ
≤ C
2∏
j=1
‖uj‖Zs.
When supp [Fu1 ∗Fu2] ⊂ D2, since
1
6
+ ǫ ≤ s ≤ −1
2
− 2ǫ, by using Lemma 2.7, we have
that ∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉1−s〈σ〉s− 23−ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥〈k〉 32−s+ǫ〈σ〉s− 16 [(|k|Fu1) ∗Fu2]
∥∥∥
l∞k L
∞
τ
≤ C
∥∥∥〈k〉−s− 43−2ǫ
∥∥∥
l∞k
‖u1‖X1−s,s‖u2‖X1−s,s+1
3
−ǫ
≤ C‖u1‖X1−s,s‖u2‖X1−s,s+1
3
−ǫ
≤ C
2∏
j=1
‖uj‖Zs;
if suppFu1 ⊂ D3 and supp [Fu1 ∗Fu2] ⊂ D3, since
1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥〈k〉1−s〈σ〉s−1 [(|k|Fu1) ∗Fu2]∥∥l2kL2τ
≤ C
∥∥∥〈k〉 32−s+ǫ〈σ〉s− 12+ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l∞k L
∞
τ
≤ C
∥∥(|k|Fu1) ∗ (〈k〉2s+4ǫFu2)∥∥l∞k l∞τ
≤ C
∥∥〈k〉−2s−2+7ǫ∥∥
l∞k
‖u1‖X1−s,s‖u2‖X1−s,s+1
3
−ǫ
≤ C‖u1‖X1−s,s‖u2‖X1−s,s+1
3
−ǫ
≤ C
2∏
j=1
‖uj‖Zs.
When case (c) occurs: we have that Fu2 ⊂ D2 ∪D3.
If Fu2 ⊂ D2, we consider Fu1 ⊂ D1 ∪D2 and Fu1 ⊂ D3, respectively.
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When Fu2 ⊂ D2 and Fu1 ⊂ D1 ∪D2, by using Lemmas 2.6, 2.5, 2.3, since
1
6
+ ǫ ≤ s ≤
1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s〈σ〉− 16−ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥〈σ〉− 16−ǫ [(Fu1) ∗
(
〈k〉1−s〈σ〉s+
1
3
−ǫ
Fu2
)]∥∥∥
l2kL
2
τ
≤ C‖u1‖X
s, 1
2
‖u2‖X
1−s,s+1
3
−ǫ
≤ C
2∏
j=1
‖uj‖Zs.
When Fu2 ⊂ D2 and Fu1 ⊂ D3, by using Lemmas 2.6, 2.5, 2.3, since
1
6
+ǫ ≤ s ≤ 1
2
−2ǫ,
we have that∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s〈σ〉− 16−ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥〈σ〉− 16−ǫ [(〈k〉2s〈σ〉−s− 13−ǫFu1
)
∗
(
〈k〉1−s〈σ〉s+
1
3
−ǫ
Fu2
)]∥∥∥
l2kL
2
τ
≤ C‖u1‖X1−s,s‖u2‖X1−s,s+1
3
−ǫ
≤ C
2∏
j=1
‖uj‖Zs.
If Fu2 ⊂ D3, we consider Fu1 ⊂ D1 ∪D2 and Fu1 ⊂ D3, respectively.
When Fu2 ⊂ D3 and Fu1 ⊂ D1 ∪D2, by using Lemmas 2.6, 2.5, 2.3, since
1
6
+ ǫ ≤ s ≤
1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s〈σ〉− 16−ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥〈σ〉− 16−ǫ [(Fu1) ∗ (〈k〉1−s〈σ〉sFu2)]
∥∥∥
l2kL
2
τ
≤ C‖u1‖X
s, 1
2
‖u2‖X1−s,s
≤ C
2∏
j=1
‖uj‖Zs.
When Fu2 ⊂ D3 and Fu1 ⊂ D3, by using Lemmas 2.6, 2.5, 2.3, since
1
6
+ǫ ≤ s ≤ 1
2
−2ǫ,
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we have that∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s〈σ〉− 16−ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥〈σ〉− 16−ǫ [(〈k〉2s〈σ〉−sFu1) ∗ (〈k〉1−s〈σ〉sFu2)]
∥∥∥
l2kL
2
τ
≤ C‖u1‖X1−s,s‖u2‖X1−s,s+1
3
−ǫ
≤ C
2∏
j=1
‖uj‖Zs.
(5) In region Ω5. In this region, we consider |k1| ≤ |k|
−2 and |k|−2 < |k1| ≤ 1, respectively.
When |k1| ≤ |k|
−2, by using the Young inequality and Cauchy-Schwartz inequality as
well as Lemma 2.5, since 1
6
+ ǫ ≤ s ≤ −1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s〈σ〉− 16−ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l2kL
2
τ
≤ C
∥∥〈k〉s−2 [Fu1 ∗Fu2]∥∥l2kL2τ
≤ C ‖[Fu1 ∗ (〈k〉
s
Fu2)]‖l∞k L2τ
≤ C ‖Fu1‖l2kl2τ
‖u2‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
When |k|−2 < |k1| ≤ 1. In this region, we consider (a)-(c) of Lemma 2.7, respectively.
When (a) occurs: by using Lemma 2.5, the Young inequality and Cauchy-Schwartz
inequality,since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s〈σ〉− 16−ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥[(|k| 56−ǫFu1) ∗ (〈k〉s− 13−2ǫFu2)
]∥∥∥
l2kL
2
τ
≤ C
∥∥∥|k| 56−ǫFu1
∥∥∥
l1kl
2
τ
‖u2‖Y s
≤ C‖Fu1‖l2kL2τ‖u2‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
When (b) occurs: by using Lemma 2.5, the Young inequality and Cauchy-Schwartz
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inequality, since 1
6
+ 2ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s〈σ〉− 16−ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥[(|k| 56−ǫ〈σ〉 16+ǫFu1) ∗ (〈k〉s− 13−2ǫFu2)
]∥∥∥
l2kL
2
τ
≤ C
∥∥∥|k| 56−ǫ〈σ〉 16+ǫFu1
∥∥∥
l1kl
2
τ
‖u2‖Y s
≤ C‖〈σ〉
1
6
+ǫ
Fu1‖l2kL2τ‖u2‖Y s
≤ C‖u1‖X
0, 1
6
+ǫ
‖u2‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
When (c) occurs: by using Lemma 2.5, the Young inequality and Cauchy-Schwartz
inequality, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s〈σ〉− 16−ǫ [Fu1 ∗Fu2]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥[(|k| 56−ǫFu1) ∗ (〈k〉s〈σ〉 16+ǫFu2)
]∥∥∥
l2kL
2
τ
≤ C
∥∥∥|k| 56−ǫFu1
∥∥∥
l1kl
1
τ
‖u2‖X
s,1
6
+ǫ
≤ C‖u1‖Y s‖u2‖X
s, 1
6
+ǫ
≤ C
2∏
j=1
‖uj‖Zs.
(6)In region Ω6. This region can be proved similarly to Ω4.
(7)In region Ω7. This region can be proved similarly to Ω5.
(8)In region Ω8. In this region, we consider (a)-(c) of Lemma 2.7, respectively.
When (a) occurs: if |σ| > 4max {|σ1|, |σ2|} and suppFu1 ⊂ D1 ∪D2, by using Lemmas
2.5, 2.7, 2.3, since supp (Fu1 ∗Fu2) ⊂ D3 and
1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥〈k〉2−s〈σ〉s−1(Fu1 ∗Fu2)∥∥l2kL2τ
≤ C ‖(Jsu1)(J
su2)‖L2xt ≤ C‖u1‖Xs,1/2‖u2‖Xs, 16+ǫ
≤ C
2∏
j=1
‖uj‖Zs.
If |σ| > 4max {|σ1|, |σ2|} and suppFu1 ⊂ D3, by using Lemma 2.3, since
1
6
+ ǫ ≤ s ≤
1
2
− 2ǫ, we have
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉1+s〈σ〉− 16−ǫ(Fu1 ∗Fu2)
∥∥∥
l2kL
2
τ
≤
∥∥[J1−sΛsu1] [J−su2]∥∥X
0,− 1
6
−ǫ
≤ ‖u1‖X1−s,s‖u‖Xs,1
2
≤ C
2∏
j=1
‖uj‖Zs.
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If |σ| ≤ 4max {|σ1|, |σ2|} , we have |σ| ∼ |σ1| or |σ| ∼ |σ2|.
When |σ| ∼ |σ1|. In this case, supp (Fu1 ∗Fu2) ⊂ D3, then by using the Young
inequality, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥〈k〉2−s〈σ〉s−1 (Fu1 ∗Fu2)∥∥l2kL2τ
≤ C
∥∥(〈k〉1−s〈σ〉sFu1) ∗ [〈k〉−2Fu2]∥∥l2kL2τ
≤ C‖u1‖X1−s,s‖〈k〉
−2
Fu2‖l1kL1τ
≤ C‖u1‖X1−s,s‖〈k〉
s
Fu2‖l2kL1τ ≤ C
2∏
j=1
‖uj‖Zs.
When |σ| ∼ |σ2|, this case can be proved similarly to case |σ| ∼ |σ1|.
When (b) occurs: we consider case |σ1| > 4max {|σ|, |σ2|} and |σ1| ≤ 4max {|σ|, |σ2|},
respectively.
When |σ1| > 4max {|σ|, |σ2|} which yields suppFu1 ⊂ D3, we consider suppFu2 ⊂ D1,
suppFu2 ⊂ D2 and suppFu2 ⊂ D3, respectively.
If suppFu2 ⊂ D1, by using Lemmas 2.5, 2.3, since
1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s+1〈σ〉− 16−ǫ(Fu1 ∗Fu2)
∥∥∥
l2kL
2
τ
≤ C
∥∥(J1−sΛsu1)(J−su2)∥∥X
0,− 1
6
−ǫ
≤ C‖u1‖X1−s,s‖u2‖Xs, 1
2
≤ C
2∏
j=1
‖uj‖Zs.
If suppFu2 ⊂ D2, by using Lemmas 2.5, 2.3, since
1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s+1〈σ〉− 16−ǫ(Fu1 ∗Fu2)
∥∥∥
l2kL
2
τ
≤ C
∥∥(J1−sΛsu1)(J−su2)∥∥X
0,− 1
6
−ǫ
≤ C‖u1‖X1−s,s‖u2‖X0, 1
2
≤ C‖u1‖X1−s,s‖u2‖X1−s,s+1
3
−ǫ
≤ C
2∏
j=1
‖uj‖Zs.
24
If suppFu2 ⊂ D3, by using Lemmas 2.5, 2.3, since
1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s+1〈σ〉− 16−ǫ [Fu1 ∗Fu2]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥〈k〉s+ 32+ǫ〈σ〉 13 [Fu1 ∗Fu2]
∥∥∥
l∞k L
∞
τ
≤ C
∥∥∥(〈k〉s+ 52+ǫFu1
)
∗Fu2
∥∥∥
l∞k l
∞
τ
≤ C
∥∥∥〈k〉−3s+ 12+ǫ∥∥∥
l∞k
2∏
j=1
‖uj‖X1−s,s ≤ C
2∏
j=1
‖uj‖X1−s,s ≤ C
2∏
j=1
‖uj‖Zs.
If |σ1| ≤ 4max {|σ|, |σ2|} , we have that |σ1| ∼ |σ| or |σ1| ∼ |σ2|.
When |σ1| ∼ |σ|, this case can be proved similarly to |σ| = max {|σ|, |σ1|, |σ2|} .
If |σ1| ∼ |σ2|, suppFuj ⊂ D3 with j = 1, 2, since
1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s+1〈σ〉− 16−ǫ [Fu1 ∗Fu2]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥〈k〉s+ 32+ǫ〈σ〉 13 [Fu1 ∗Fu2]
∥∥∥
l∞k L
∞
τ
≤ C
∥∥∥(〈k〉s+ 52+ǫFu1
)
∗Fu2
∥∥∥
l∞k l
∞
τ
≤ C
∥∥∥〈k〉−3s+ 12+ǫ
∥∥∥
l∞k
2∏
j=1
‖uj‖X1−s,s ≤ C
2∏
j=1
‖uj‖X1−s,s ≤ C
2∏
j=1
‖uj‖Zs.
(c) : |σ2| = max {|σ|, |σ1|, |σ2|} can be proved similarly to |σ1| = max {|σ|, |σ1|, |σ2|}.
We have completed the proof of Lemma 3.1.
Remark 3. In the process of proving Lemma 3.1, the cases Ω3 is the most difficult to
deal with and cases Ωj with j = 2, 3 require restriction s >
1
6
, more precisely, case (b)
of region Ω2 determines that s ≥
1
6
+ ǫ is necessary.
Lemma 3.2. Let 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, 0 < ǫ≪ 1. Then, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
2∏
j=1
‖uj‖Zs. (3.2)
Proof. Obviously,
(
R× Z˙λ
)2
⊂
8⋃
j=1
Ωj , where Ωj(1 ≤ j ≤ 8) are defined as Lemma
3.1.
(1) In region Ω1. By using Lemma 2.5 and the Ho¨lder inequality as well as the Cauchy-
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Schwartz inequality, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
X
s, 5
6
−ǫ
≤ C
∥∥∥|k|〈σ〉− 16−ǫ (Fu1 ∗Fu2)
∥∥∥
l2kL
2
τ
≤ C‖|k|‖l2k ‖Fu1 ∗Fu2‖l∞k L2τ
≤ C‖Fu1‖l2kL2τ‖Fu2‖l2kL1τ ≤ C‖u1‖Xs, 1
6
+ǫ
‖u2‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
(2) In region Ω2. We consider (a)-(c) of Lemma 2.7, respectively.
(a) Case |σ| = max {|σ|, |σ1|, |σ2|} , by using Lemma 2.7, the Young inequality, since
1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤
∥∥〈k〉s−1〈σ〉−1 [(|k|Fu1) ∗ (|k|Fu2)]∥∥l2kL1τ
≤ C ‖(〈k〉sFu1) ∗ (〈k〉
s
Fu2)‖l∞k L1τ
≤ ‖(〈k〉sFu1) ∗ (〈k〉
s
Fu2)‖l∞k L1τ
≤ C
2∏
j=1
‖uj‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
(b) Case |σ1| = max {|σ|, |σ1|, |σ2|} , in this case, we consider the following cases:
(i) : |σ1| > 4max {|σ|, |σ2|} , (ii) : |σ1| ≤ 4max {|σ|, |σ2|} ,
respectively.
When (i) occurs: if suppFu1 ⊂ D1 which yields that 1 ≤ |k| ≤ C, by using Lemmas
2.5, 2.7, 2.3, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Zs
≤ C
∥∥∥∥∥∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
X
s,− 1
6
−ǫ
≤ C
∥∥∥〈k〉s−1〈σ〉− 16−ǫ(|k|Fu1) ∗ (|k|Fu2)
∥∥∥
l2kL
2
τ
≤ C
∥∥∥〈σ〉− 16−ǫ(〈k〉s〈σ〉 56−ǫFu1) ∗ (〈k〉−s+ 13+2ǫFu2)
∥∥∥
l2kL
2
τ
≤ C
∥∥∥(JsΛ 56−ǫu1
)(
J−s+
1
3
+2ǫu2
)∥∥∥
X
0,− 1
6
−ǫ
≤ C‖u1‖X
s, 5
6
−ǫ
‖u2‖X
s,1
2
≤ C
2∏
j=1
‖uj‖Zs;
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if suppFu1 ⊂ D2, by using Lemmas 2.5, 2.7, 2.3, since
1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Zs
≤ C
∥∥∥∥∥∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
X
s,− 1
6
−ǫ
≤
∥∥∥〈k〉s−1〈σ〉− 16−ǫ [(|k|Fu1) ∗ (|k|Fu2)]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥(J1−sΛs+ 13−ǫu1
)(
J−s+
1
3
+2ǫu2
)∥∥∥
X
0,− 1
6
−ǫ
≤ C‖u‖X
1−s,s+1
3
−ǫ
‖u‖X
s, 1
2
≤ C
2∏
j=1
‖uj‖Zs.
When (ii) occurs: we have |σ1| ∼ |σ| or |σ1| ∼ |σ2|.
When |σ1| ∼ |σ| is valid, this case can be proved similarly to |σ| = max {|σ|, |σ1|, |σ2|} .
When |σ1| ∼ |σ2|, if suppFu1 ⊂ D1 which yields that 1 ≤ |k| ≤ C, by using Lemma
2.5, 2.7, 2.3, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Zs
≤ C
∥∥∥∥∥∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
X
s,− 1
6
−ǫ
≤
∥∥∥〈k〉s−1〈σ〉− 16−ǫ [(|k|Fu1) ∗ (|k|Fu2)]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥(JsΛ 56−ǫu1
)(
J−s+
1
3
+2ǫu2
)∥∥∥
X
0,− 1
6
−ǫ
≤ C‖u1‖X
s, 5
6
−ǫ
‖u2‖X
s,1
2
≤ C
2∏
j=1
‖uj‖Zs;
if supp u1 ⊂ D2, we can assume that supp u2 ⊂ D2, we can assume that |σ| ≤ C|k1|
3, by
using the Ho¨lder inequality and the Young inequality, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have
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that ∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Zs
≤ C
∥∥∥∥∥∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
X
s,− 1
6
−ǫ
≤
∥∥∥〈k〉s−1〈σ〉− 16−ǫ [(|k|Fu1) ∗ (|k|Fu2)]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥(J1−sΛs+ 13−ǫu1
)(
J−s+
1
3
+2ǫu2
)∥∥∥
X
0,− 1
6
−ǫ
≤ C‖u1‖X
1−s,s+1
3
+ǫ
‖u2‖X
s, 1
2
≤ C
2∏
j=1
‖uj‖Zs.
(c) Case |σ2| = {|σ|, |σ1|, |σ2|} . This case can be proved similarly to case (b).
(3) Region Ω3. We consider |k| ≤ |k1|
−2 and |k1|
−2 < |k| ≤ 1, respectively.
When |k| ≤ |k1|
−2, by using Lemma 2.5 and the Young inequality, since 1
6
+ǫ ≤ s ≤ 1
2
−2ǫ,
we have that∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥∥|k|〈σ〉− 16−ǫ [(|k|Fu1) ∗ (|k|Fu2)]
∥∥∥
l2kL
2
τ
≤ C ‖[Fu1 ∗Fu2]‖l∞k L2τ
≤ C‖u1‖X0,0‖u2‖Y 0 ≤ C
2∏
j=1
‖uj‖Zs.
When |k1|
−2 < |k| ≤ 1, we consider (a)-(c) of Lemma 2.7, respectively.
When (a) occurs: by using the Ho¨lder inequality and the Young inequality, since 1
6
+ ǫ ≤
s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥|k|〈k〉s〈σ〉−1 [(|k|Fu1) ∗ (|k|Fu2)]∥∥l2kL1τ
≤ C ‖[Fu1 ∗Fu2]‖l∞k L1τ
≤ C
2∏
j=1
‖Fuj‖l2kL1τ ≤ C
2∏
j=1
‖uj‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
When (b) occurs: we consider |σ1| > 4max {|σ|, |σ2|} and |σ1| ≤ 4max {|σ|, |σ2|}, respec-
tively.
When |σ1| > 4max {|σ|, |σ2|}, in this case, suppFu1 ⊂ D1, by using Xs, 1
2
+ǫ →֒ Y
s and
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the Ho¨lder inequality and the Young inequality, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥∥|k|〈σ〉− 12+ǫ [(|k|Fu1) ∗ (|k|Fu2)]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥|k| 16+ǫ (〈k〉s〈σ〉 56−ǫFu1
)
∗
(
〈k〉−s+
1
3
+2ǫ
Fu2
)∥∥∥
l2kL
2
τ
≤ C
∥∥∥(〈k〉s〈σ〉 56−ǫFu1
)
∗
(
〈k〉−s+
1
3
+2ǫ
Fu2
)∥∥∥
l∞k L
2
τ
≤ C‖u1‖X
s, 5
6
−ǫ
‖u2‖Y s.
When |σ1| ≤ 4max {|σ|, |σ2|}, we have that |σ1| ∼ |σ| or |σ1| ∼ |σ2|.
When |σ1| ∼ |σ|, this case can be proved similarly to case |σ| = max {|σ|, |σ1|, |σ2|} .
When |σ1| ∼ |σ2|, if suppFuj ⊂ D1 with j = 1, 2, by using Xs, 1
2
+ǫ →֒ Y
s and the Young
inequality, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥∥|k|〈σ〉− 12+ǫ [(|k|Fu1) ∗ (|k|Fu2)]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥|k| 16+ǫ (〈k〉s〈σ〉 56−ǫFu1
)
∗
(
〈k〉−s+
1
3
+2ǫ
Fu2
)∥∥∥
l2kL
2
τ
≤ C
∥∥∥(〈k〉s〈σ〉 56−ǫFu1
)
∗
(
〈k〉−s+
1
3
+2ǫ
Fu2
)∥∥∥
l∞k L
2
τ
≤ C‖u1‖X
s, 5
6
−ǫ
‖u2‖Y s
≤ C
2∏
j=1
‖uj‖Zs;
if suppFuj ⊂ D2 with j = 1, 2, by using Xs, 1
2
+ǫ →֒ Y
s, Lemmas 2.7, 2.5, 2.3, since
1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥∥|k|〈σ〉− 12+ǫ [(|k|Fu1) ∗ (|k|Fu2)]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥(〈k〉1−s〈σ〉s+ 13−ǫFu1
)
∗
(
〈k〉−s+
1
3
+2ǫ
Fu2
)∥∥∥
X0,−
1
2
+ǫ
≤ C‖u1‖X
1−s,s+1
3
−ǫ
‖u2‖X
s, 1
6
+ǫ
≤ C‖u1‖X
1−s,s+1
3
−ǫ
‖u2‖X
s, 1
6
+ǫ
≤ C
2∏
j=1
‖uj‖Zs;
if suppFuj ⊂ D3 with j = 1, 2, by using Xs, 1
2
+ǫ →֒ Y
s and Lemma 2.5, since 1
6
+ ǫ ≤
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s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Zs
≤ C
∥∥∥|k|〈k〉s−2〈σ〉− 12+ǫ (|k|Fu1) ∗ (|k|Fu2)
∥∥∥
l2kL
2
τ
≤ C
∥∥(〈k〉1−s〈σ〉sFu1) ∗ (〈k〉−2s+1Fu2)∥∥X
0,− 1
2
+ǫ
≤ C ‖u1‖X1−s,s ‖u2‖X1−2s, 1
6
+ǫ
≤ C
2∏
j=1
‖uj‖X1−s,s ≤ C
2∏
j=1
‖uj‖Zs.
When case (c) occurs: this case can be proved similarly to case (b).
(4) Region Ω4. In this case, we consider (a)-(c) of Lemma 2.7, respectively.
When (a) occurs: by using Lemma 2.3, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥〈k〉s〈σ〉−1 [(|k|Fu1) ∗ (Fu2)]∥∥l2kL1τ
≤ C
∥∥〈k〉−2 [Fu1 ∗ (〈k〉sFu2)]∥∥l2kL1τ
≤ C
∥∥[(〈k〉−2Fu1) ∗ (〈k〉sFu2)]∥∥l2kL1τ
≤ C‖〈k〉−2u1‖l1kL1τ‖u2‖Y s ≤ C
2∏
j=1
‖uj‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
(b): |σ1| = max {|σ|, |σ1|, |σ2|} .
We consider |σ1| > 4max {|σ|, |σ2|} and |σ1| ≤ 4max {|σ|, |σ2|}, respectively.
If |σ1| > 4max {|σ|, |σ2|}, then suppFu1 ⊂ D3 and suppFu2 ⊂ D1 ∪ D2, by using
Lemma 2.3, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Zs
≤ C
∥∥∥∥∥∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
X
s,− 1
6
−ǫ
≤ C
∥∥∥〈σ〉− 16−ǫ [(|k|Fu1) ∗ (〈k〉sFu2)]
∥∥∥
l2kL
2
τ
≤ C
∥∥(J1−sΛsu1)(J−su2)∥∥X
0,− 1
6
−ǫ
≤ C‖u1‖X1−s,s‖u2‖X0, 1
2
≤ C
2∏
j=1
‖uj‖Zs.
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When |σ1| ≤ 4max {|σ|, |σ2|}, we have that |σ1| ∼ |σ| or |σ1| ∼ |σ2|.
When |σ1| ∼ |σ|, this case can be proved similarly to case |σ| = max {|σ|, |σ1|, |σ2|} .
When |σ1| ∼ |σ2|, we have suppFu1 ⊂ D3 and suppFu2 ⊂ D2
⋃
D3.
When suppFu2 ⊂ D2, by using Lemmas 2.5, 2.3, since
1
6
+ ǫ ≤ s ≤ 1
2
−2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Zs
≤ C
∥∥∥∥∥∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
X
s,− 1
6
−ǫ
≤ C
∥∥∥〈k〉s〈σ〉− 16−ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥〈σ〉− 16−ǫ (〈k〉− 32+3ǫFu1
)
∗ (〈k〉s〈σ〉
5
6
−ǫ
Fu2)
∥∥∥
l2kl
2
τ
≤ C‖u1‖X1−s,s‖u2‖Xs, 1
2
≤ C
2∏
j=1
‖uj‖Zs.
When suppFu2 ⊂ D3, by using Xs, 1
2
+ǫ →֒ Y
s, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥∥〈k〉s〈σ〉− 12+ǫ [|k|Fu1 ∗Fu2]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥〈k〉s+ 12+ǫ〈σ〉2ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l∞k L
∞
τ
≤ C
∥∥∥(〈k〉s+ 32+7ǫFu1
)
∗Fu2
∥∥∥
l∞k l
∞
τ
≤ C
∥∥∥〈k〉−3s− 12+7ǫ
∥∥∥
l∞k
2∏
j=1
‖uj‖X1−s,s
≤ C
2∏
j=1
‖uj‖X1−s,s ≤ C
2∏
j=1
‖uj‖Zs.
When case (c) occurs: by using Lemma 2.5, we have that
∥∥∥∥∥Λ−1(1− ∂2x)−1∂x
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥∥〈k〉s〈σ〉− 16−ǫ [|k|Fu1 ∗Fu2]
∥∥∥
l2kL
2
τ
.
By using a proof similar to case (c) of region Ω4 of Lemma 3.1, we can obtain that
∥∥∥∥∥(1− ∂2x)−1∂x
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
2∏
j=1
‖uj‖Zs.
(5) In region Ω5. In this region, we consider the case |k1| ≤ |k|
−2 and |k|−2 ≤ |k1| ≤ 1,
respectively.
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When |k1| ≤ |k|
−2, by using Lemma 2.5, the Young inequality and Cauchy-Schwartz
inequality, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥∥〈k〉s〈σ〉− 16−ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l2kL
2
τ
≤ C
∥∥〈k〉−2 [Fu1 ∗ 〈k〉sFu2]∥∥l2kL2τ
≤ C ‖Fu1‖l1kl2τ
‖u2‖Y s ≤ C‖Fu1‖l2kL2τ‖u2‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
When |k|−2 ≤ |k1| ≤ 1. In this case, we consider (a)-(c) of Lemma 2.7, since
1
6
+ ǫ ≤ s ≤
1
2
− 2ǫ, respectively.
When (a) occurs: by using Lemma 2.7, the Young inequality and Cauchy-Schwartz
inequality, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥〈k〉s+1〈σ〉−1 [(|k|Fu1) ∗Fu2]∥∥l2kL1τ
≤ C
∥∥[Fu1 ∗ (〈k〉s−1Fu2)]∥∥l2kL1τ
≤ C ‖Fu1‖l1kl1τ
‖u2‖Y s ≤ C‖Fu1‖l2kL2τ‖u2‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
When (b) occurs, in this case suppFu1 ⊂ D4. In this case, we consider case |σ1| >
4max {|σ|, |σ2|} and |σ1| ≤ 4max {|σ|, |σ2|} , respectively.
When consider case |σ1| > 4max {|σ|, |σ2|}, by using the Young inequality and Cauchy-
Schwartz inequality, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥∥〈k〉s〈σ〉− 16−ǫ [|k|Fu1 ∗Fu2]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥〈σ〉− 16−ǫ [(〈k〉1−s〈σ〉sFu1) ∗ (〈k〉−2sFu2)]
∥∥∥
l2kL
2
τ
≤ C‖u1‖X1−s,s‖u2‖Xs,1
2
≤ C‖u1‖X1−s,s‖u2‖Xs,1/2 ≤ C
2∏
j=1
‖uj‖Zs.
When |σ1| ≤ 4max {|σ|, |σ2|} , we have |σ1| ∼ |σ| or |σ1| ∼ |σ2|.
Case |σ1| ∼ |σ| can be proved similarly to case |σ| = max {|σ|, |σ1|, |σ2|} .
When |σ1| ∼ |σ2|, we consider case suppFu2 ⊂ D1, suppFu2 ⊂ D2 and suppFu2 ⊂
D3, respectively.
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When suppFu2 ⊂ D1, by using Xs, 1
2
+ǫ →֒ Y
s, the Young inequality and Cauchy-
Schwartz inequality, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥∥〈k〉s〈σ〉− 12+ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥〈σ〉− 12+ǫ [(Fu1) ∗ (〈k〉s〈σ〉 56−ǫFu2)
]∥∥∥
l2kL
2
τ
≤ C‖u1‖X
0, 1
6
+ǫ
‖u2‖X
s,5
6
≤ C‖u1‖X
s, 1
6
+ǫ
‖u2‖X
s, 5
6
≤ C
2∏
j=1
‖uj‖Zs.
When suppFu2 ⊂ D2, by using Xs, 1
2
+ǫ →֒ Y
s, the Young inequality and Cauchy-
Schwartz inequality, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥∥〈k〉s〈σ〉− 12+ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥〈σ〉− 12+ǫ [(Fu1) ∗ (〈k〉1−s〈σ〉s+ 13−ǫFu2)
]∥∥∥
l2kL
2
τ
≤ C‖u1‖X
0, 1
6
+ǫ
‖u2‖X
1−s,s+1
3
−ǫ
≤ C‖u1‖X1−s,s‖u2‖X1−s,s+1
3
−ǫ
≤ C
2∏
j=1
‖uj‖Zs.
When suppFu2 ⊂ D3, by using Xs, 1
2
+ǫ →֒ Y
s, the Young inequality and Cauchy-
Schwartz inequality, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥∥〈k〉s〈σ〉− 12+ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥〈σ〉− 12+ǫ [(Fu1) ∗ (〈k〉1−s〈σ〉sFu2)]
∥∥∥
l2kL
2
τ
≤ C‖u1‖X
0, 1
6
+ǫ
‖u2‖X1−s,s
≤ C‖u1‖X1−s,s‖u2‖Xs, 5
6
≤ C
2∏
j=1
‖uj‖Zs.
When (c) occurs: we consider case |σ2| > 4max {|σ|, |σ1|} and |σ2| ≤ 4max {|σ|, |σ1|} ,
respectively.
When consider case |σ2| > 4max {|σ|, |σ1|}, by using Xs, 1
2
+ǫ →֒ Y
s, the Young inequality
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and Cauchy-Schwartz inequality, since 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥∥〈k〉s〈σ〉− 12+ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l2kL
2
τ
≤ C
∥∥∥〈σ〉− 12+ǫ [(〈k〉2ǫ− 53+sFu1) ∗ (〈k〉s〈σ〉 56−ǫFu2)
]∥∥∥
l2kL
2
τ
≤ C‖u1‖X
s, 1
6
+ǫ
‖u2‖X
s, 5
6
−ǫ
≤ C‖u1‖X
s, 1
6
+ǫ
‖u2‖X
s, 5
6
−ǫ
≤ C
2∏
j=1
‖uj‖Zs.
When |σ2| ≤ 4max {|σ|, |σ1|} , we have |σ2| ∼ |σ| or |σ2| ∼ |σ1|.
Case |σ1| ∼ |σ| can be proved similarly to case |σ| = max {|σ|, |σ1|, |σ2|} .
When |σ2| ∼ |σ1|, this case can be proved similarly to case |σ1| ∼ |σ2|.
(6)In region Ω6. This case can be proved similarly to Ω4.
(7)In region Ω7. This case can be proved similarly to Ω7.
(8)In region Ω8. In this case, we consider (a)-(c) of Lemma 2.7, respectively.
When (a) occurs: by using Lemma 2.7 and the Young inequality, since 1
6
+ǫ ≤ s ≤ 1
2
−2ǫ,
we have that∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥〈k〉s+1〈σ〉−1 (Fu1 ∗Fu2)∥∥l2kL1τ
≤ C
∥∥〈k〉s−2(Fu1 ∗Fu2)∥∥l2kL1τ
≤ C ‖〈k〉sFu1‖l2kL1τ
‖〈k〉−2Fu2‖l1kL1τ ≤ C‖u1‖Y s‖u2‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
When (b) occurs: if suppFu1 ⊂ D2, by using Xs, 1
2
+ǫ →֒ Y
s and Lemmas 2.5, 2.3, since
1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, we have that∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥(J1−sΛsu1)(Jsu2)∥∥X
0,− 1
2
+ǫ
≤ C‖u1‖X1−s,s‖u2‖Xs, 1
6
+ǫ
≤ C
2∏
j=1
‖uj‖Zs;
if suppFu1 ⊂ D3, by using Xs, 1
2
+ǫ →֒ Y
s and Lemmas 2.5, 2.3, since 1
6
+ ǫ ≤ s ≤ 1
2
−2ǫ,
we have that∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Y s
≤ C
∥∥(J1−sΛsu1)(J−su2)∥∥X
0,− 1
2
+ǫ
≤ C‖u1‖X1−s,s‖u2‖Xs, 1
6
+ǫ
≤ C
2∏
j=1
‖uj‖Zs.
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Case (c) can be proved similarly to Case (b).
We have completed the proof of Lemma 3.2.
Remark 4. In the process of proving Lemma 3.2, the cases Ω3 is the most difficult to
deal with and cases Ωj with j = 2, 3 require restriction s >
1
6
, more precisely, case (b)
of region Ω2 determines that s ≥
1
6
+ ǫ is necessary.
Lemma 3.3. Let 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, 0 < ǫ≪ 1. Then, we have that
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(∂xuj)
∥∥∥∥∥
Zs
≤ C
2∏
j=1
‖uj‖Zs. (3.3)
Proof. Combining the definition of Zs with Lemmas 3.1, 3.2, we have Lemma 3.3.
We have completed the proof of Lemma 3.3.
By using a proof similar to Lemma 3.3, we have Lemmas 3.4, 3.5.
Lemma 3.4. Let 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, 0 < ǫ≪ 1. Then, we have that
∥∥∥∥∥Λ−1∂x
2∏
j=1
(uj)
∥∥∥∥∥
Zs
≤ C
2∏
j=1
‖uj‖Zs. (3.4)
Lemma 3.5. Let 1
6
+ ǫ ≤ s ≤ 1
2
− 2ǫ, 0 < ǫ≪ 1. Then, we have
∥∥∥∥∥Λ−1∂x(1− ∂2x)−1
2∏
j=1
(uj)
∥∥∥∥∥
Zs
≤ C
2∏
j=1
‖uj‖Zs. (3.5)
4. Proof of Theorem 1.1
In this section, we prove Theorem 1.1.
Proof. Let N ≫ 1, a ∈ Z˙ and
Fu1(k, τ) =
(
χ(N)(k) + χ(N)(−k)
)
χ[−1,1](τ − k
3),
Fu2(k, τ) =
(
χ(1−N)(k) + χ(1−N)(−k)
)
χ[−1,1](τ − k
3),
here
χa(k) = 1 if k = a, χa(k) = 0 if k 6= a,
and
χ[−1,1](σ) = 1 if |σ| ≤ 1, χ[−1,1] = 0, if |σ| > 1.
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Then, we have that
‖uj‖W s ∼ N
s, j = 1, 2.
Let
R1(k1, k2) = χN(k1)χ(1−N)(k2), R2(k1, k2) = χN(k1)χ(1−N)(−k2),
R3(k1, k2) = χN(−k1)χ(1−N)(k2), R4(k1, k2) = χN(−k1)χ(1−N)(−k2).
Then, by using a direct computation, we have that
∥∥F−1 [〈τ − k3〉−1FF (u1, u2)]∥∥W s
=
∥∥∥∥∥
4∑
j=1
∫
Z˙
|k|s+1
1 + k2
[
k2 + 3 + k1k2
]
Rj(k1, k2)
(∫
R
〈σ〉−1/2χ[−1,1](σ1)χ[−1,1](σ2)dσ1
)
dn1
∥∥∥∥∥
L2nσ
.
From Lemma 2.7, we have that
〈σ〉 ∼ |kk1k2|,
since |σj | ≤ 1 with j = 1, 2. Thus, we have that
∫
R
〈σ〉−1/2χ[−1,1](σ1)χ[−1,1](σ2)dσ1 ≥ C|kk1k2|
−1/2.
By using a direct computation, we have that
∥∥F−1 [〈τ − k3〉−1FF (u1, u2)]∥∥W s
≥ C
∥∥∥∥∥
4∑
j=1
∫
Z˙
|k|s+1
1 + k2
[
k2 + 3 + k1k2
]
Rj(k1, k2)|kk1k2|
−1/2dk1
∥∥∥∥∥
L2k
≥ CN.
If (1.5) is invalid, then we have
CN ≤
∥∥F−1 [〈τ − k3〉−1FF (u1, u2)]∥∥X
s, 1
2
≤ C
∥∥F−1 [〈τ − k3〉−1FF (u1, u2)]∥∥W s ≤ C
2∏
j=1
‖uj‖W s ∼ N
2s. (4.1)
We obtain the contradiction since s < 1
2
.
We have completed the proof of Theorem 1.1.
5. Proof of Theorem 1.2
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Now we are in a position to prove Theorem 1.2. Let
F (t) =
1
2
∂x(u
2) + ∂x(1− ∂
2
x)
−1
[
u2 +
1
2
u2x
]
.
We define
Φ(u) = η(t)S(t)φ− η(t)
∫ t
0
S(t− t
′
)F (t
′
)dt
′
,
B =
{
u ∈ Zs : ‖u‖Zs ≤ 2C‖φ‖Hs(T)
}
.
By using Lemmas 2.3-2.4 and Lemma 3.3-3.5, we have that
‖Φ(u)‖Zs ≤ ‖η(t)S(t)φ‖Zs +
∥∥∥∥η(t)
∫ t
0
S(t− t
′
)F (t
′
)dt
′
∥∥∥∥
Zs
≤ C‖φ‖Hs(T) + C
∥∥Λ−1F (t)∥∥
Zs
≤ C‖φ‖Hs(T) + C‖u‖
2
Zs.
Obviously, for sufficiently small ‖φ‖Hs(T), we have that
‖Φ(u)‖Zs ≤ C‖φ‖Hs(T) + 4C
3‖φ‖2Hs(T) ≤ 2C‖φ‖Hs(T)
on closed ball B. For u, v ∈ B, when ‖φ‖Hs(0,2π) is sufficiently small, we have that
‖Φ(u)− Φ(v)‖Zs
≤ C (‖u‖Zs + ‖v‖Zs) ‖u− v‖Zs ≤ 2C‖φ‖Hs(T)‖u− v‖Zs ≤
1
2
‖u− v‖Zs.
The proof of the rest of Theorem 1.2 is standard, which can be found in [55, 75],
thus, we omit the process.
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