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Introduction
The algebraic Bethe ansatz (ABA) [1] [2] [3] is a powerful method to study quantum integrable systems. Besides the studying the spectra of quantum Hamiltonians, this method is also used to calculate the correlation functions [4] [5] [6] [7] . The main tool for solving this problem within the framework of the ABA is the calculation of scalar products of Bethe vectors. In this context, it should be noted works [8] [9] [10] in which the norm of the Hamiltonian eigenstate (on-shell Bethe vector) was computed, and also paper [11] , where a compact determinant formula was obtained for the scalar product of off-shell and on-shell Bethe vectors (OFS-ONS scalar product).
The results listed above concern models possessing U (1) symmetry. However, in real physical systems this symmetry can often be violated, for example, because of non-trivial boundary conditions. The study of quantum integrable models without U (1) symmetry has led to the development of new techniques to perform the ABA [12] . Among the proposed methods such as the off-diagonal Bethe ansatz [13] [14] [15] or the separation of the variables [16] [17] [18] , the modified algebraic Bethe ansatz (MABA) allows one to understand this new method from the ABA point of view [19] [20] [21] . This paper is a continuation of the series of works [22] [23] [24] devoted to the study of the MABA. We consider closed XXX spin- 1 2 chain with the Hamiltonian
subject to the following non-diagonal boundary conditions:
The twist parameters {κ, κ, κ + , κ − } are generic complex numbers and γ = κκ − κ + κ − . The Pauli matrices 2 σ α k with α = x, y, z act non-trivially on the kth component of the quantum
The main object of our study is the OFS-ONS scalar product. It was conjectured in [22] that this scalar product admits a determinant representation similar to the one obtained in [11, 25] in the case of the usual ABA. In this paper we prove this conjecture. The main tool of our prove is an analog of Izergin-Korepin formula for the scalar product of off-shell Bethe vectors [10, 26] (see (3.9) ). This formula was generalized for the case of the MABA in [24] . In this paper we specify it to the particular case when one of the Bethe vectors is on-shell. This allows us to compute the sum over partitions of the Bethe parameters in the form of a single determinant.
In the particular case, the obtained determinant representation describes the norm of onshell Bethe vector. This representation also allows us to prove orthogonality of the on-shell vectors corresponding to the different eigenvalues of the transfer matrix.
The paper is organised as follows. In section 2 we recall basic notions of the MABA and define modified Bethe vectors. We also introduce notation used in the paper. In section 3 we give definition of a modified Izergin determinant, which is one of the most important tools for studying scalar products of the modified Bethe vectors. Section 4 contains the main results of the paper. Here we give different determinant representations for OFS-ONS scalar product, a determinant formula for the norm of the modified on-shell Bethe vector, and different forms of the inhomogeneous Bethe equations. In the rest of the paper we present the proofs of the results of section 4. In section 5 we prove alternative forms of the inhomogeneous Bethe equations. In section 6 we consider some properties of the on-shell modified Izergin determinant. Finally, in section 7 we present the proof of determinant formula for OFS-ONS scalar product. In particular, we prove the equivalence of two determinant representations for OFS-ONS scalar product in section 7.1. Several useful formulas and auxiliary lemmas are gathered in appendices. Appendix A contains a list of properties of the modified Izergin determinant. In appendix B, we give some identities for rational functions. Appendices C and D are devoted to the properties of the on-shell modified Izergin determinants.
Basic notions
To describe the Hamiltonian (1.1) within the framework of the Quantum Inverse Scattering Method (QISM), we first introduce a gl 2 -invariant R-matrix acting in C 2 ⊗ C 2 :
Here c is a constant, I is the identity operator, and P is the permutation operator. The R-matrix (2.1) is called gl 2 -invariant, because
[R(u, v), K ⊗ K] = 0, (2.2)
for any matrix K ∈ gl 2 .
The key object of the QISM is a quantum monodromy matrix T (u)
This matrix acts as a 2 × 2 matrix in auxiliary space C 2 . The entries t ij (u) are operators depending on a complex parameter u and acting in the Hilbert space H of the Hamiltonian (1.1). The commutation relations of these operators are given by an RT T -relation
Here I is the identity operator in C 2 . Equivalently, these commutation relations can be written in the form
To obtain the Hamiltonian (1.1) we first introduce an inhomogeneous monodromy matrix
where θ j are inhomogeneity parameters. Each R-matrix R 0k (u, θ k ) in (2.6) acts non-trivially in the space V 0 ⊗ V k , where V 0 is the auxiliary space of the monodromy matrix and V k is the quantum space associated with the kth site of the chain. The Hamiltonian of the XXX chain with periodic boundary conditions can be obtained from the monodromy matrix (2.6) in the homogeneous limit θ j = 0, j = 1, . . . , N (see [27] ). In order to obtain the Hamiltonian (1.1) with the boundary condition (1.2)-(1.4) we introduce a twisted monodromy matrix
Then, defining a twisted transfer matrix T (u) by
we obtain
It is convenient to present the twist matrix K in the form 11) and the parameters ρ i and µ enjoy the following constraints:
(2.12)
Then we have
Thus, instead of the twisted monodromy matrix T K (u) we can consider a modified monodromy matrix T (u) (2.13). Respectively, the transfer matrix T (u) now can be understood as the trace of the twisted modified monodromy matrix T (u) with the diagonal twist D.
Highest weight representation of the Yangian
Recall that the Hilbert space of the Hamiltonian
We define a highest weight vector |0 ∈ H as the state with all spins up
Then the action of the monodromy matrix entries t ij (u) (2.3) on |0 is
The representation space of the Yangian is then spanned by the Bethe vectors B m 0 (v)
which provide a formal basis depending on the parametersv = {v 1 , . . . , v m }.
To study scalar products of Bethe vectors we also consider the dual highest weight vector 0| = |0 T belonging to the dual space H * . This vector possesses the following properties where the functions λ i (u) are given by (2.16) . Dual Bethe vectors are constructed by successive application of the operator t 21 to the vector 0|
Within the framework of the MABA the states of the space H (resp. the dual space H * ) are generated by the successive application of the operators ν 12 (resp. ν 21 ) to the state |0 (resp. 0|). The modified Bethe vectors are given by
In these formulas,v = {v 1 , . . . , v m } are generic complex numbers. They are called Bethe parameters.
Observe that despite of the new operators ν ij satisfy the same commutation relations as the
their actions on the highest weight vector (2.15) change. It is easy to see that now they are given by
where β i = ρ i /κ + . Concluding this section we would like to mention that the operators t ii (u) are polynomials in u of degree N , while t ij (u) with i = j are polynomials in u of degree N − 1. This statement follows from representation (2.6) and (2.1). Since for generic twist parameters, any ν ij (u) is a linear combination of all t kl (u), we conclude that the operators ν ij (u) are polynomials in u of degree N for all i and j.
Shorthand notation
Before moving on, we introduce a notation and several important conventions that will be used throughout the paper. First of all, we introduce the following rational functions:
Actually, all these functions depend on the difference of their arguments. However, we do not stress this dependence, which will allow us to introduce special shorthand notation for their products. It is easy to see that the functions introduced above possess the following properties:
where χ is any of the three functions. One can also convince himself that
.
Let us formulate now a convention on the notation. We denote sets of variables by a bar, for example,ū = {u 1 , . . . , u n }. Notationū ± c means that ±c is added to all the arguments of the setū. Individual elements of the sets or subsets are denoted by Latin subscripts, for instance, u j is an element ofū. As a rule, the number of elements in the sets is not shown explicitly in the equations, however we give these cardinalities in special comments to the formulas, if necessary.
We also consider subsets of variables. We agree upon that the notationū k refers to a subset that is complementary to the element u k , that is,ū k =ū \ u k . In all other cases, we denote subsets by subscripts so that they can be easily distinguished from the elements of sets. In particular, when dealing with partitions of the sets into subsets we mostly denote the latter by the Roman numbersū I ,ū II , and so on. Notation {ū I ,ū II } ⊢ū means that the setū is divided into two disjoint subsetsū I andū II . The order of the elements in each subset is not essential.
To make the formulas more compact, we use a shorthand notation for the products of the rational functions (2.23), the operators ν kl (u) (2.3), and the vacuum eigenvalues λ i (u) (2.15) . Namely, if a function (an operator) depends on a (sub)set of variables, then one should take a product with respect to the corresponding (sub)set. For example,
Note that due to commutativity of the ν kl -operators (which follows from (2.21)) the first product in (2.26) is well defined. Notation f (ū,v) means a double product over the setsū andv. By definition any product over the empty set is equal to 1. A double product is equal to 1 if at least one of the sets is empty. In particular, using this convention we can write down the modified Bethe vectors and their dual ones (2.20) in the form
The eigenvalues (2.16) take the form
On-shell Bethe vectors
Within the framework of the MABA the operator (2.13)
appears to be a generating function of the integrals of motion. Thus, the eigenstates of this operator also are the eigenstates of the Hamiltonian (1.1). They are commonly called modified on-shell Bethe vectors. The on-shell Bethe vectors in the MABA solvable models were found in [13, 22, 29] . Here we briefly recall this construction. Letū = {u 1 , . . . , u N }, where N is the number of sites of the chain. Then a modified Bethe vector B N (ū) (2.20) becomes on-shell, if the Bethe parametersū satisfy a system of modified Bethe equations
where the eigenvalue Λ(z|ū) is
For further application, it is convenient to introduce a function (c.f. [30] )
(2.33)
The explicit expression for this function reads The main goal of this paper is to study the scalar products of the modified Bethe vectors, in which at least one of the vectors is on-shell. In fact, it is enough to consider the case when the vector B N (ū) is on-shell, while the dual state C N (v) is a generic modified dual Bethe vector (see (3.10) below).
Modified Izergin determinant and scalar products
Within the framework of the ABA, the Izergin determinant allows us to obtain a formula for the scalar product of Bethe vectors as a sum over partitions of the Bethe parameters [10, 26] .
For the MABA, we should introduce the modified Izergin determinant. Then one can obtain an analogous formula for the scalar product of the modified Bethe vectors [24] .
Modified Izergin determinant
Alternatively the modified Izergin determinant can be presented as
Recall that we use the shorthand notation for the products (2.26) in representations (3.1) and (3.2) . The proof of the equivalence of these representations can be found in [28] . It is based on the recursive property (A.8).
It is also convenient to introduce a conjugated modified Izergin determinant as
In the particular case z = 1 and #ū = #v = n the modified Izergin determinant turns into the ordinary Izergin determinant, that we traditionally denote by K n (ū|v):
n,n (ū|v) = K n (ū|v). 
It is easy to see that the modified Izergin determinants K 
Scalar product
The scalar product of two modified Bethe vectors is defined as
The function S m,n ν (v,ū) has several important properties. First, it follows from the commutation relations [ν 12 (u), ν 12 (v)] = 0 and [ν 21 (u), ν 21 (v)] = 0 that the scalar product is a symmetric function ofv and a symmetric function ofū. Furthermore, since any ν ij (z) is a polynomial in z of degree N , the scalar product is a polynomial in any v j and in any u j of degree N . Proof. Replacing in (3.9)ū ↔v, n ↔ m, q I ↔ p I , and q II ↔ p II we obtain
and hence,
Relabeling the subsets asū I ↔ū II andv I ↔v II (and respectively relabeling their cardinalities) we finally arrive at
Comparing equations (3.14) and (3.11) we see that 15) and substituting here explicit expressions for β i = ρ i /κ + and µ (2.12) we immediately arrive at (3.10).
Main results
In this section we give a list of the main results obtained in this paper. Most of the proofs are given in the remaining part of the text. 
Determinant representations for the scalar product
Here Λ(v|ū) is the eigenvalue (2.32), β = ρ 1 /ρ 2 , and ∆(v), ∆ ′ (ū) are given by (3.7) with n = N .
Representation (4.1) was conjectured in [22] . We also would like to point out that similarly to the scalar products of on-shell and off-shell Bethe vectors in ABA [11, 25] this representation involves Jacobian of the transfer matrix eigenvalue:
Under the condition of theorem 4.1 the scalar product has the following determinant representation:
The equivalence of representations (4.1) and (4.3) is proved in section 7.1. Proof. Let
Observe that if the vectors B N (ū) and C N (v) correspond to different transfer matrix eigenvalues (i.e.ū =v), then there exists at least one γ j = 0. Using formulas of appendix B.1 we obtain
If the setv satisfies the system of modified Bethe equations (2.30), then the rhs of (4.6) vanishes. Thus, the rows of the matrix (4.2) are linearly dependent, and hence, the Jacobian of the transfer matrix eigenvalue in (4.1) vanishes.
Settingv =ū in (4.3) we obtain an expression for square of the norm of on-shell modified Bethe vector 3 . Another possibility is to setv =ū in (4.1). Then one should resolve singularities in the diagonal elements of (4.2). The result is described by the following theorem. 
where Y(z|ū) is given by (2.33).
Proof. It suffices to substitute v j = u j in (4.1) and compare the result with the partial derivatives c∂Y(u k |ū)/∂u j .
Alternative form of the Bethe equations
The initial form of Bethe equations (2.30) is not always convenient for applications. There exists, however, various alternative forms of these equations. Two of them are described by the following proposition. 
The proof of this theorem and other forms of Bethe equations are given in section 5.
On-shell modified Izergin determinant
Determinant representations for the scalar product (4.1) contains the modified Izergin determinant K 
for arbitrary complex z. Here d i = d ± for i = 1, . . . , N , and
The proof of this proposition is given in section 6.
Remark 4.1. Similar property of the on-shell modified Izergin determinant holds for the XXX spin chain with diagonal boundary condition (see (6.15)).
Proof of the alternative forms of Bethe equations
In this section we prove proposition 4.1.
Proof. Let us divide Bethe equations (2.30) by the product λ 1 (u j )λ 2 (u j ):
Multiplying each of equations by a monic polynomial P n (u j ) in u j of degree n < N and taking the sum over j we obtain
The sums over j can be written is a contour integral
Here anticlockwise oriented contour Γ(ū) surrounds the roots of Bethe equationsū and does not contain any other singularities of the integrand. Substituting here explicit expressions for λ 1 (z) and λ 2 (z) (2.28) we obtain
The integral can now be taken by the residues outside the integration contour, that is in the points z = θ k and z = θ k − c, k = 1, . . . , N . Taking into account that n < N we find
where we used (2.25) . This is the most general form of Bethe equations. It involves an arbitrary polynomial P n (θ k ) of degree n < N . Now we can consider several particular cases.
Let us take a system of polynomials
Similarly, setting in (5.5)
we arrive at (4.9).
One can also consider a choice of P (j) N −1 (z) that interpolates between (5.6) and (5.8) . Let θ A andθ B be two fixed disjoint subsets of the inhomogeneities such that
Then equation (5.5) takes the form
Here in the lhs the sum is taken over partitions {θ B 1 ,θ B 2 } ⊢θ B such that #θ B 1 = 1. In the rhs the sum is taken over partitions {θ A 1 ,θ A 2 } ⊢θ A such that #θ A 1 = 1.
Remark 5.1. The examples given above do not exhaust all possible forms of the Bethe equations.
In particular, on the basis of the polynomial (5.9) we can construct polynomials
11)
where G(θ A ,θ B ) is some function that depends on the subsetsθ A andθ B . An example of the polynomial (5.11) is considered in appendix D.2.
Proof of the on-shell modified Izergin determinant properties
In this section we prove proposition 4.2.
Proof. Let us introduce two N × N matrices Ω(θ) and Z:
Then the system of equations (4.8) takes the form
Multiplying each equation by Z ij we obtain
Taking the sum over j and using 4
Multiplying this equation from the left by S we arrive at
Since S is invertible, we conclude that linear combination (6.7) vanishes if and only if
Thus, the matrix Z has only two eigenvalues d + and d − (4.11). It also follows from the above consideration that the on-shell modified Izergin determinant K (z) N,N (ū|θ) has the following presentation:
for arbitrary complex z, provided the parametersū are on-shell. Thus, (4.10) is proved.
In particular, setting z = 0 in (6.9) we obtain
Using equation (6.8) one can find identities for the on-shell modified Izergin determinants with different z. For example, (6.8) yields
Taking the product over i we obtain
Then, due to equations (6.9), (6.10) we find
Concluding this section we would like to mention that exactly the same method can be used to transform Bethe equations of the XXX spin chain with diagonal boundary condition
where #ū = M ≤ N . Similarly to (4.10) we then obtain 
Recall that here the sum is taken over all possible partitions {v I ,v II } ⊢v and {ū I ,ū II } ⊢ū without any restriction on the cardinalities of the subsets. We have pointed out in subsection 3.2 that the function S N (v|ū) is a polynomial inv of degree N in each v j . Since this polynomial is symmetric overv, it has 2N N independent coefficients. Hence, in order to find this polynomial, it is enough to compute it in 2N N points. Let us consider an arbitrary partition of the inhomogeneitiesθ = {θ A ,θ B } with #θ A = n A and #θ B = n B . Suppose thatv = {θ A ,θ B − c}. Clearly, there exists exactly 2N N choices of this type. Hence, if we compute the scalar product for all possiblev = {θ A ,θ B − c}, then the polynomial is completely determined for an arbitrary setv. This will be done in subsections 7.2 and 7.3.
Transformation of Jacobian
In this subsection we reduce the Jacobian of the transfer matrix eigenvalue to the modified Izergin determinant. We thus prove theorem 4.2.
Proof. Assume that representation (4.1) holds. Let
where Λ(v k |ū) is given by (2.32). Then
Recall that here the setv consists of arbitrary complex numbers, while the setū solves Bethe equations. Therefore, in particular, the matrix elements (7.3) have no poles at v k = u j :
Indeed, it is easy to see that this residue is proportional to the Bethe equations (2.30).
Obviously, for any non-degenerated N × N matrix A, one has
Then the determinant of this matrix is proportional to the Cauchy determinant
and we obtain
Let us compute explicitly the entries H jl = N k=1 M (u j , v k )A(v k , θ l ). Consider an auxiliary contour integral
It is easy to see that the integrand behaves as z −2 as z → ∞. Thus, I = 0. On the other hand, taking the sum of the residues within the integration contour we obtain
Substituting here explicit representation (7.3) for M (u j , v k ) we find
where
and
It is easy to see that det N H (1) is proportional to the ordinary Izergin determinant (3.6)
N,N (ū|θ), (7.15) while det N H (2) is proportional to the modified Izergin determinant
Thus, we finally obtain
2N,N ({ū,v}|θ). (7.17) We would like to stress that we essentially used the fact thatū satisfies Bethe equations (2.30). Therefore, M (u j , v k ) has no pole at v k = u j . Otherwise the contour integral (7.9) would have an additional contribution. Thus, equation (7.17) holds only on-shell, that isū satisfies Bethe equations (2.30). Substituting (7.17) into (4.1) we obtain 
Transformation of the scalar product for genericū
We now turn back to equation (7.1). Using equation (A.1) and
Now we setv = {θ A ,θ B − c} and denote the corresponding scalar product by S AB . Since λ 2 (θ j ) = 0 and λ 1 (θ j − c) = 0 for all j = 1, . . . , N , we see that the sum over partitions {v I ,v II } ⊢v is frozen. The only non-vanishing contribution occurs forv I =θ B − c andv II =θ A . Then we have (7.20) where we used n A + n B = q I + q II = N , and
Recall also that β = β 1 /β 2 . Our goal now is to calculate the sum over partitions of the setū. Using (A.7) we rewrite (7.20) as follows:
The next step is to use the second equation (A.6) for both modified Izergin determinants in (7.22) :
Here we use Arabic numeration of the subsets, in order to avoid too cumbersome Roman numerals. We also set q j = #ū j . Substituting these equations into (7.22) we obtain
Here the sum is taken over partitions of the setū into four subsets {ū 1 ,ū 2 ,ū 3 ,ū 4 } ⊢ū. Letū 0 = {ū 1 ,ū 4 }. Then (7.24) transforms as follows: ū 1 ), (7.25) where q 0 = #ū 0 . The sum over partitions is now organized into two steps. First, the setū is divided into three subsets {ū 0 ,ū 2 ,ū 3 } ⊢ū, and then the subsetū 0 is divided once more as {ū 1 ,ū 4 } ⊢ū 0 . Obviously, the last sum over partitions of the subsetū 0 gives (1 + β −1 ) q 0 (see [31] ), and we arrive at
Now we combine the subsetsū 0 andū 2 into one subset. Letū 1 = {ū 0 ,ū 2 } with #ū 1 = q 1 . Then equation (7.26) takes the form
The sum over partitions {ū 0 ,ū 2 } ⊢ū 1 gives a new modified Izergin determinant due to the second equation (A.6), and we find 
. Then (7.29) can be written as follows:
The sum over partitions {ū 1 ,ū 3 } ⊢ū gives again the modified Izergin determinant due to the second equation (A.6):
(7.31) Substituting this into (7.30) we finally arrive at
Thus, we computed the sum over partitions of the setū. However, instead of the original partitions, we obtained a new sum over partitions of the inhomogeneitiesθ.
Further transformation of the scalar product forū on-shell
Observe that up to now the parametersū were arbitrary complex numbers. Now we require them to be on-shell. Then due to theorem C.1 we have
). Then (7.32) takes the form
(7.35) The remaining sum over partitions now can be computed via (A.10):
Substituting this into (7.35) we immediately arrive at 
where we used representation (2.28) for the function λ 2 (u) and reduction property (A.5). Using now (A.9) we find
where G AB is given by (7.21) . Substituting this expression for λ 2 (v)K 
Conclusion
In this paper we proved the determinant representation for the OFS-ONS scalar product conjectured in [22] within the framework of the MABA. Similarly to the known determinant formulas, this representation contains the Jacobian of the transfer matrix eigenvalue. However, due to the peculiarities of the MABA this Jacobian can be reduced to the modified Izergin determinant. This possibility arises due to the fact that the number of the Bethe parameters in the modified on-shell Bethe vector coincides with the number of sites of the chain.
In spite of representation (4.1) formally looks very similar to the one obtained in [11, 25] for the XXX chain with periodic boundary conditions, the proof is very different. Recall that the determinant formula [11] for the ABA solvable models holds for the most general case when the Hilbert space of the monodromy matrix entries is not specified. In particular, it can be infinite-dimensional. On the contrary, the proof given in this paper is essentially based on the fact that we work with a finite-dimensional representation of the RT T algebra. In its turn, this yields a set of very specific properties of the on-shell Izergin determinant. The latter also is an essential part of our proof.
All this does not mean, however, that there is no other proof of the representation (4.1), which would be more general and would not rely on the properties of a particular model. The are planning to publish such a proof in our forthcoming publication.
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A Properties of the modified Izergin determinant
In this section we give a list of properties of the modified Izergin determinant introduced in section 3. The proofs can be found in [24] . In all the formulas listed belowū,v, and z are arbitrary complex numbers such that #ū = n and #v = m.
We begin with a direct relation between modified Izergin determinant and its conjugated:
Due to this relation all other properties are given for K (z) n,m (ū|v) only.
• For arbitrary complex w
• The modified Izergin determinant has the following initial conditions: • The modified Izergin determinant has the following representations as sums over partitions
Here the sum is taken over all partitions {v I ,v II } ⊢v in the first equation, while in the second equation, the sum is taken over all partitions {ū I ,ū II } ⊢ū.
• The order of the setsū andv can be changed via
• The modified Izergin determinant has simple poles at u j = v k . The residue at u n = v m is given by
where reg means regular part. It follows from (A.8) that if #w = #w ′ = l, then
• Letū andv be sets of arbitrary complex numbers such that #ū = n and #v = m. Then
Here l II = #v II . The sum is taken with respect to all partitions {v I ,v II } ⊢v. There is no any restriction on the cardinalities of the subsets.
B Identities for rational functions B.1 Sums of rational functions
To prove (4.6) we use the following summation formulas:
All these formulas can be obtained by calculation of special contour integrals. For example, consider an integral
The integration is taken over anticlockwise oriented contour around infinity. Clearly, I = 0, as the integrand behaves as z −2 at z → ∞. On the other hand, the integral is equal to the sum of residues within the contour. The residues at z = u j give the sum in the lhs of the first equation (B.1). One more contribution comes from the residue at z = v k − c. Thus, we obtain
This immediately implies the first identity (B.1). Other identities can be proved exactly in the same manner.
Using now representation (4.2) we obtain
leading to (4.6).
B.2 Matrices with rational elements
Letx = {x 1 , . . . , x n } and let Ω(x) be an n × n matrix with the elements
Let us prove that the inverse matrix has the following entries:
For this we consider the product of these two matrices. Let
Consider an auxiliary contour integral
where the anticlockwise oriented integration contour is around infinite point. Since the integrand behaves as z −2 at z → ∞, we have I = 0. On the other hand, this integral is equal to the sum of the residues within the integration contour. The contribution of the poles at z = x l , l = 1, . . . , n gives −G jk . One more contribution comes from the pole at z = x k + c at j = k. Thus, we obtain
where we used (2.25) . Thus, G jk = δ jk , what ends the proof.
C Relations between on-shell modified Izergin determinants
Theorem C.1. Consider an arbitrary partition of inhomogeneities {θ A ,θ B } ⊢θ such that #θ A = n A andθ B = N − n A . Letū be on-shell, that is the setū satisfies Bethe equations (2.30). Then
and ξ is given by (7.33).
Now we make new subsets. We fix some θ ℓ ∈θ B and consider subsets {θ A , θ ℓ } and
(C.6) Obviously, if we prove that Y (θ ℓ ) = 0, then we prove theorem C.1 for n = n A + 1.
Let Ω be an n B × n B matrix with the entries
(C.7)
Here we temporary used a superscript for the subsetθ B =θ B . Respectively, θ B k is k-th element of the subsetθ B . We also usedθ B k =θ B \ θ B k . It can be easily checked (see appendix B.2) that
(C.8)
Let us compute the action of Ω on the vector Y (C.6). Obviously
Thus, we can use the results of lemmas C.1 and C.2. Simple straightforward calculation gives
The term in the second line vanishes due to the induction assumption. Hence,
or equivalently,
Multiplying this equation from the left by (Ω −1 ) ij and taking the sum over θ j ∈θ B we arrive at
It is easy to see that
Due to the induction assumption K (µ+(µ−1)/β) N,n B (ū|θ B ) = 0. Then Y (θ ℓ ) = 0, and hence, theorem C.1 is proved for n = n A + 1.
D Proof of preparatory lemmas
On the one hand, this integral is equal to the residue at infinity:
On the other hand, this integral is equal to the sum of residues within the contour. The sum in the points z = θ k ∈θ B gives γF (due to (A.5)). One more pole occurs at z = θ j + c. Using (A.8) we find I = γF − f (ū, θ j )K 
Clearly, either θ l ∈θ I or θ l ∈θ II . In the first case we setθ I = {θ l ,θ A 1 } andθ II =θ A 2 . In the second case we setθ I =θ A 1 andθ II = {θ l ,θ A 2 }. Thus, we obtain
(D.6) Substituting this to the lhs of (C.4) we have
. (D.9)
D.2.1 First contribution
Consider the sum Λ 1 (D.8). Let
Taking the residue at infinity we obtain J = −1. On the other hand, this integral is equal to the sum of residues within the contour. The sum in the points z = θ k ∈θ B gives −G. One more series of poles occurs at z = θ k ∈θ A 2 . Thus, we find
Substituting this into (D.8) we arrive at
Here, when substituting (D.12) into (D.8) we first setθ A 2 = {θ A 3 ,θ A ′ 2 } and then relabeled θ A ′ 2 →θ A 2 .
D.2.2 Second contribution
In order to compute the contribution Λ 2 we should transform the sum over partitions ofθ B in (D.9). Let {θ B ,θ A 1 } =θ C . Then
. (D. 15) In other words, instead of taking the sum over the subsetθ B , we take the sum over the subset θ C = {θ B ,θ A 1 } and then subtract the sum over the subsetθ A 1 . In this case we can compute the sum over the subsetθ C = {θ B ,θ A 1 } via Bethe equations (4.9). However, we first consider contribution coming from the second term in the rhs of (D.15). We have
. (D.16)
(D.17) We see that this sum is equal to the termΛ 1 (D.14). Thus, common contribution of these terms vanishes.
Consider now contribution coming from the first term in the rhs of (D.15). We have Λ (1)
. (D.18)
Using Bethe equations (4.9) we find
Substituting this into (D.18) we arrive at Λ (1)
we obtain 
(D.26) Let {θ A 1 ,θ A 3 } =θ A 0 . Then (D.26) takes the form
The sum over partitions {θ A 1 ,θ A 3 } ⊢θ A 0 can be easily computed by the contour integral
Substituting this into (D.27) we obtain 
