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We prove that generic quantum local Hamiltonians are gapless. In fact, we prove that there is a
continuous density of states above the ground state. The Hamiltonian can be on a lattice in any spatial
dimension or on a graph with a bounded maximum vertex degree. The type of interactions allowed
for include translational invariance in a disorder (i.e., probabilistic) sense with some assumptions
on the local distributions. Examples include many-body localization and random spin models. We
calculate the scaling of the gap with the system’s size when the local terms are distributed according
to a Gaussian β−orthogonal random matrix ensemble. As a corollary there exist finite size partitions
with respect to which the ground state is arbitrarily close to a product state. When the local eigenvalue
distribution is discrete, in addition to the lack of an energy gap in the limit, we prove that the ground
state has finite size degeneracies. The proofs are simple and constructive. This work excludes the
important class of truly translationally invariant Hamiltonians where the local terms are all equal.
The gap of a quantum Hamiltonian is the positive dif-
ference of the two smallest distinct energies. Since finite
systems have a finite number of energy levels, one says
that that the system is gapless if the gap goes to zero in
the limit where the size of the system becomes arbitrar-
ily large. Otherwise, we say that the system is gapped.
There is a stronger notion of gaplessness in which there
is a continuous density of states above the ground state.
The size of the energy gap has fundamental implica-
tions for the physics and simulation of quantum many-
body systems. In particular, the vanishing of the gap is
a necessary condition for criticality and quantum phase
transitions, while gapped systems exhibit massive exci-
tations and short-range correlations. From a quantum
computing perspective gapped systems are believed to
be easier to classically simulate [1, 2]. Demonstrating
whether a quantum system is gapped or not continues
to be a central challenge in condensed matter and quan-
tum information communities. In particular, the spec-
tral gap problem is undecidable [3].
In mathematics generic means almost surely, or with
probability one. Generic, therefore, indicates typical be-
havior. Much is known about generic Hermitian op-
erators. For example, the energy statistics of Gaussian
orthogonal ensembles universally follows the Wigner-
Dyson semicircle distribution [4]. The behavior of ex-
treme eigenvalues is given by the Tracy-Widom law
[5]. Despite these exciting advances, the standard re-
sults in random matrix theory are of limited applicabil-
ity in disordered quantum matter. The key difference
is that in quantum many-body systems the interactions
are often local. Therefore, generic Hamiltonians reside
in low dimensional submanifolds of the Hilbert space.
In the physical submanifold far less is known about the
generic aspects of entanglement and energy statistics.
Generic local Hamiltonians model diverse phenom-
ena in physics from two-dimensional quantum gravity
to spin glass phases to the many-body localization prob-
lem [6–9]. More structured randomness, such as ran-
dom local projectors are central in quantum computa-
tion and complexity. They are the random clauses in the
quantum satisfiability problem, and they provide a nat-
ural representation for frustration free systems [10, 11].
On the one hand, a vanishing gap often requires fine-
tuning (say to a critical point). On the other, Griffith’s
singularities in disordered systems may lead to criti-
cality driven by rare regions [12]. The occurrence of
rare regions is often assumed to be exponentially small
(compare with Remark 2). These opposing ideas on the
generic behavior of the gap date back at least fifty years.
So these ideas raise the questions: Can one find a com-
putable low measure subset of Hamiltonians for which
the gap is decidable? Among all possible quantum local
Hamiltonians, is the gapped subset of a full measure?
Let n be the total number of particles and d be the di-
mension of the local Hilbert space (e.g., number of spin
states). Formally, the most general local Hamiltonian
acting on the Hilbert space (Cd)⊗n, is
H(N) = ∑
〈i,j〉
I⊗ Hi,j (1)
where N is the total number of summands, 〈i, j〉 denotes
nearest neighbors, Hi,j’s are d2 × d2 Hermitian matrices
and I is an identity matrix of size (Cd)⊗(n−2) acting on
all sites excluding i and j.
For example, each Hij has d2 + βd2(d2 − 1)/2 real pa-
rameters, where β = 1, 2, and 4 correspond to real, com-
plex, and quaternion Gaussian matrices. Equation (1)
for a generic spin-1/2 chain (d = 2) over the complex
numbers, in the standard Pauli basis, can be expressed
as (for an open chain N = n− 1)
H(n) =
n−1
∑
j=1
I2j−1 ⊗
{
3
∑
α,β=0
Jα,β,j σ
(α)
j σ
(β)
j+1
}
⊗ I2n−j−1 ,
where Jα,β,j are 16n random parameters, and
σ(0), σ(1), σ(2) and σ(3) are the Pauli matrices.
Such random Hamiltonians model doped silicon with
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2magnetic impurities, and they are also called random
spin exchange models; the low energy physics of these
models have been studied in the context of renormaliza-
tion group theory[13–15].
In this Letter, we prove under certain assumptions
that H, as defined by Eq. (1), is with probability one
gapless in the thermodynamical limit. In fact we prove
that there is a continuous density of states above the
ground state. The Hamiltonian can be on a lattice in
any spatial dimension or on a graph with bounded ver-
tex degrees. The results include local Hamiltonians with
translational invariance in a disorder (i.e., probabilistic)
sense, where local terms can be independent random
matrices (e.g., spin glass interactions). The origin of gap-
lessness are local regions with arbitrary small energies.
Therefore, the gapless modes are localized excitations
unlike what one encounters in the study of metals.
The organization of this paper is as follows. Under
Assumption (1), Theorem (1) proves a continuous den-
sity of states above the ground state. We calculate the
scaling of the gap with the system size for local terms
that are distributed according to the Gaussian ensem-
ble. Corollary (1) deals with the degeneracy and entan-
glement of the ground states. We then relax Assump-
tion (1). Theorem (2) proves gaplessness for the random
local projector problem, and Corollary (2) for Hamilto-
nians whose local terms have discrete eigenvalue and
Haar eigenvector distributions. In the Supplementary
Material [16] we detail the proofs and derivations.
In the theory of Anderson localization, weak random-
ness leads to the localization of eigenstate and the exis-
tence of Lifshitz tails [17]. In condensed matter physics
it is intuitively expected that localization type interac-
tions would lead to gaplessness [18]. Perhaps much
more surprising is the gaplessness of general disordered
systems given by Eq. (1) that among other physical sys-
tems include quantum spin systems as well.
Remark 1. We make a sharp distinction between finite
size degeneracies and gaplessness. Therefore, here the
gap is always positive for finite size systems.
In Eq. (1) to meaningfully take a limit of an arbitrary
large N, we assume that Hi,j’s have bounded operator
norms, i.e., a bounded maximum singular value. We
also assume that the number of neighbors of any given
Hi,j is a constant independent of N. We work with fi-
nite dimensional Hilbert spaces and consider N to be
arbitrarily large. Below, for simplicity, we denote H(N)
simply by H and say matrices A and B are e close if
‖A− B‖ ≤ e.
The Hamiltonian induces a probability measure, or a
density of states µ[H(N)], over the real numbers, such
that the integral over an interval gives the expected frac-
tion of the eigenvalues in it. Formally,
dµ(λ) =
1
dn
〈
dn
∑
i=1
δ (λ− λi)
〉
dλ.
The following gapless definition only requires that the
two smallest distinct eigenvalues merge as N → ∞.
Definition 1. (Weak) Let λ0(H) and λ1(H) be the small-
est and second smallest distinct eigenvalues of H respec-
tively. The gap of H is defined to be λ1(H)− λ0(H). We
say H is gapless if for any constant e > 0 there exists
N > 0 such that λ1(H)− λ0(H) ≤ e.
There is yet a stronger definition in which there is a
continuous density of states connected to and above the
ground state; please see Fig. (3) and [16] for a precise
definition.
Continuous local terms –In this section, we assume that
the joint distribution of the eigenvalues of a local term
obeys a niceness property that most standard finite ran-
dom matrix ensembles, such as Gaussian orthogonal en-
sembles, possess [19, 20]. Mathematically,
Assumption 1. For all e > 0, there exists a real number µi,j
such that the probability for all of the eigenvalues of Hi,j to be
within e of µi,j is positive.
Let us illustrate Assumption 1 by constructing a local
term from the Gaussian unitary ensemble (GUE). Let A
be a d2 × d2 matrix whose entries are standard complex
normals. Then (A+ A†)/2 is an instance of GUE whose
eigenvalues we claim can be arbitrarily close. In partic-
ular, A has a positive probability of being e close to a
multiple of the identity.
Since they are simple and constructive, below we give
intuitive explanations of the proofs and defer the rigor-
ous proofs to [16]
Theorem 1. H as defined in Eq.(1) is almost surely gapless
and has a continuous density of states above the ground state,
if Hi,j’s are independent and each Hi,j has a continuous joint
distribution of eigenvalues that obeys Assumption 1.
Because of Assumption 1 there is a positive probabil-
ity that there exists a Hp,q whose two smallest eigen-
values are e apart (see Fig.1). In addition, by the in-
dependence of the local terms and Assumption 1, there
is a positive probability that every neighbor of Hp,q is
e−close to a multiple of the identity. Hence, Hp,q essen-
tially becomes a decoupled local region with a gap of
size e. And e can be arbitrary small.
For the second part, suppose such a localized region
is realized for a given system size, we then proceed by
making the system size larger and larger to have more
and more such local regions. This would ensure a mono-
tonically increasing number of eigenvalues that all are
e−close to the ground state (see [16] for the proof).
3H 0pq∝Ι
∝Ι∝Ι
∝ Ι∝ Ι
∝ Ι
Figure 1: Illustration of a rare local region (e.g., H0 in Eq. (6)
in [16]), where all distance 1 terms are shown in solid lines,
and terms with a distance greater than 1 are shown in dashed
lines.
The scaling of the gap with the systems’ size gives in-
sight into the physical properties such as the dynamical
exponents. It generally would depend on the local co-
variance matrix, the parameters and symmetries of the
Hamiltonian. Therefore, it would be impossible to cal-
culate the gap scaling without further information.
The β−Gaussian ensemble is the canonical random
matrix distribution, where β = 1, 2, and 4 refer to or-
thogonal (GOE), unitary (GUE) and symplectic (GSE)
ensembles respectively. We now calculate the scaling of
the gap with the system’s size for local terms that are
independently drawn from the β−Gaussian ensemble.
Example: Scaling of the gap when local terms are from
canonical Gaussian ensembles
We first answer the following question: What is the
probability that all the eigenvalues of an instance of an
n× n G(O/U/S)E matrix are e−close? In other words,
what is the probability that a random matrix, Mn, from
the Gaussian β−ensemble is e−close to a multiple of an
identity? Throughout this work we think of n as a fixed
positive integer. A lot is known about asymptotic be-
havior, but for the problem at hand, n = d2 can be quite
small.
Mathematically, for 0 < e  1 we want to calculate
the following probability
P [∃ a ∈ R : ‖Mn − aIn‖F ≤ e] , (2)
where ‖‖F is the Frobenius norm, In is an n × n iden-
tity matrix, and Mn is a n× n matrix from G(O/U/S)E
ensemble. In words, this is the probability that Mn is
within a ball of radius e centered around any multiple
of the identity.
The measure over G(O/U/S)E matrices is
µn(β) = Cn(β) e−
β
4 tr(Mn)
2
dMn.
Let us fix a real number a, and compute the probabil-
ity P [‖Mn − aIn‖F ≤ e]. The probability density of Mn
is proportional to
e−
β
4 Tr(aIn) = e−
βna2
4
and the volume of a ball of radius e in n2 dimensions is
proportional to en
2
, so (see [16] for derivation)
P [‖Mn − aIn‖F ≤ e] =
(
C′n(β) + o(1)
)
en
2
e−
βna2
4 , (3)
where C′n(β) is a constant that depends on n and β, and
an o(1) term that goes to zero as e goes to zero. But a is
an arbitrary point on the real line, the contribution from
all such points is upper bound by the (Gaussian) integral
over a, which also scales as en
2
. Hence, the probability
that Mn is e−close to a multiple of the identity isΘ(en2).
Suppose the number of overlapping terms with Hp,q
is z. Because of their independence and the argument
above, the probability of all of them being e−close to a
constant multiple of the identity is [Kn(β) + o(1)] ezd
4
,
where Kn(β) is a constant and we restored n = d2.
Moreover the probability that the smallest two eigen-
values of a matrix chosen from the Gaussian ensemble
are e-close is bounded by e4 [21, This is true for general
Wigner matrices]. Therefore the probability that a rare
local region occurs is (see [16] for details)(
K′d(β) + o(1)
)
ezd
4+4.
Note that the β dependence only enters through the
prefactor that is independent of e.
How large does the system have to be for the expected
gap to be e? For the gap to be e small, the expected num-
ber of term in the Hamiltonian Eq. (1) is N ∼ e−zd4−4,
and we conclude that
e(N) ∼ N−1/(zd4+4). (4)
The scaling of the size with the gap that we just derived
depends on the particular structure of the rare local re-
gion, where the neighboring sites of Hp,q are e−close to
a multiple of an identity. There may be different rare,
or perhaps nonlocal configurations that protect the near
two-fold degeneracy of the ground state of Hp.q with
less restriction on the overlapping terms. It would be
interesting if other configurations were found that gave
the scaling e(N) ∼ N−1/4. We leave this for future
works.
We now turn to Eq. (1) with local terms that have
discrete eigenvalue distributions such as random local
projectors of a fixed rank. These violate Assumption 1,
because the overlapping terms can have zero probabil-
ity of being close to a multiple of the identity. Moreover,
the gap of a single local projector is always one. These
are treated independently in Corollary 2 and Theorem 2.
Discrete local terms– More restrictive are local terms
4r0	  
π ⊗ Ι Ι ⊗ π
r0	  
Figure 2: Examples of a rare local projector (e.g., H0 in Eq. (15)
in [16]) on a line and a square lattice, where for simplicity we
dropped the subscript r0 on I
with discrete eigenvalue distributions, in which any two
local eigenvalues are either equal or a constant apart;
i.e., cannot be e close. Also the neighbors are either
exactly a multiple of the identity or a constant distant
apart. Corollary 2 proves that such Hamiltonians are
also gapless. Now we prove that their ground states are
degenerate.
Corollary 1. If the local eigenvalues have a discrete distribu-
tion satisfying Assumption 1, then the ground state is almost
surely degenerate and can be represented as a product state.
If the discrete distribution has a finite number of
atoms in its distribution, then the above corollary sug-
gests a large degeneracy of the ground state for large but
finite N. We now turn to the gap of random projectors
that does not obey Assumption 1.
Theorem 2. H is almost surely gapless if the local terms have
independent and Haar distributed eigenvectors, and Hi,j in
Eq. (1) are random projectors whose individual ranks are ei-
ther:
1. Fixed and at most d(d− h), where 1 ≤ h ≤ d− 1.
2. Vary randomly among the terms in the Hamiltonian.
Let pi = diag(0, 1, . . . , 1) be the diagonal projector of
rank d− 1 and Ir0 an d× d identity matrix acting on r0.
Since eigenvectors are Haar, there is a positive probabil-
ity density that a configuration e−close to those shown
in Fig. (2) occurs, where each local projector pi ⊗ I has
rank d(d− 1). Such configurations basically disconnect
a site at r0, which results in d−fold degeneracies of all
the eigenvalues of the sum of all the interaction that ex-
clude r0. Therefore, when the configuration is e−close
to disconnecting the site at r0, what used to be exactly
a d−fold degenerate ground state splits into d states e
apart for any arbitrarily small e.
This formally generalizes to local projectors with
ranks d(d − h), with d > h ≥ 1 on lattices or graphs
whose degrees are constants independent of N. All
that needs to be changed in the proof is to let 2 ≤
dim[Ker(pi)] < d.
Lastly in the second part of the theorem, where we al-
low variable ranks among Hi,j’s, the same construction
as above guarantees having a site on which the Hamilto-
nian acts trivially and the above argument guarantees e
splitting of the eigenvalues and lack of an energy gap in
the limit. The proof for having a continuous density of
states above the ground state is in the same spirit as the
one given for Theorem 1. See [16] for the formal proof.
Remark 2. The probability of being e-close to a local dis-
connected region depends on the local distribution of
the eigenvectors. It need not be exponentially small as
often assumed in Griffith’s theory.
In Corollary 1 we proved that the ground state is de-
generate. The following proves that the gap also closes
without using Assumption 1; i.e., irrespective of and in
addition to possible ground state degeneracies.
Corollary 2. The Hamiltonian is almost surely gapless if the
local eigenvalues have a discrete eigenvalue distribution and
eigenvectors are Haar distributed.
This generalizes Theorem (2) by allowing the local
eigenvalues to have more atoms than just zero and one
(see [16] for the proof).
Limitations, discussions and conclusions–In nature, strict
translational invariance is not realistic. However, to
make the study of matter more tractable, idealized mod-
els are often considered that have strict translational
symmetry. Our work excludes this important class
of Hamiltonians, where all the local terms are exactly
equal. There are various such models that are gapped
(e.g., the AKLT) or gapless (e.g., critical systems); there-
fore, there may not be a unique generic gap behavior.
It might be possible to classify the gap when the local
terms are all equal. This has been shown recently only
for spin-1/2 frustration free spin chains [22].
In the proofs we used Weyl’s inequalities and not per-
turbation theory. Weyl’s inequalities bound the maxi-
mum deviation of an eigenvalue of a Hermitian matrix
resulting from additive perturbations.The general issue
with using standard perturbation theory to prove the lack of
an energy gap is that one would have to prove that a constant
gap does not open up in all higher order terms. This is not
obviously so, since the kth correction multiplying ek in-
volves a sum of combinatorially many terms and may
actually become comparable to e−k in the magnitude.
This in turn causes the series to diverge beyond that or-
der. This issue is often met with in (particle) physics.
The spectral gap problem is undecidable, nevertheless
we proved, under minimal genericity assumptions, that
local Hamiltonians are gapless in any dimension.
On the one hand, the extremal eigenvalue statistics
of (dense) random matrices are governed by the Tracy-
Widom laws [5]. On the other hand, for classical spin
glasses, central limit theorem ensures Gaussian statis-
tics of the eigenvalues. The density of states of generic
5quantum spin chains was shown to be in between the
two extremes [23]; it would be interesting to investigate
the generic gap scaling as a function of the two extremes.
Lastly, the existence of rare regions has other implica-
tions for the physics of disordered systems. For exam-
ple, in one dimension, it could lead to the lack of trans-
port by decoupling of the chain into two pieces.
I thank Toby Cubitt, Peter Shor and Barry Simon for
discussions. I thank the AMS-Simons travel grant and
IBM T. J. Watson Research Center for the freedom and
support.
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6I. SUPPLEMENTARY MATERIAL: GENERIC LOCAL
HAMILTONIANS ARE GAPLESS
Weyl Inequalities
Let H be a fixed n× n Hermitian matrix. Let λ0(H) ≤
λ1(H) ≤ · · · ≤ λn−1(H) be the eigenvalues of H. We
denote by λ↑(H) the vector with components λ↑j =
λj(H), where 0 ≤ j ≤ n − 1. Similarly λ↓ denotes the
vector with components λ↓j = λn−j−1.
Theorem 3. (Weyl) Let H and V be n× n Hermitian matri-
ces. Then we have
λ↓j (H +V) ≤ λ↓k (H) + λ↓j−k(V), for k ≤ j,
λ↓j (H +V) ≥ λ↓k (H) + λ↓j−k+n−1(V), for k ≥ j.
See Chapter 3 in Bhatia’s book for further details [24].
From this theorem, it is an exercise to prove the fol-
lowing:
λ↓j (H)− ‖V‖ ≤ λ↓j (H +V) ≤ λ↓j (H) + ‖V‖ .
In the article and proofs below we mostly applied
this to the smallest eigenvalue (ground state energy).
Namely,
λ0 (H)− ‖δH‖ ≤ λ0 (H + δH) ≤ λ0 (H) + ‖δH‖ .
In the proofs we used Weyl’s theorem. Had we
used first order perturbation theory, for example in Eq.
(17), instead of ||∑|〈i,r0〉|=1 I⊗ δHi,r0 ||, we would have
λe,kmin = λ
(0)
E + ∑|〈i,j〉|=1〈θE ⊗ ek|δHi,r0 |θE ⊗ ek〉 + O(e2).
This would not guarantee that a constant small gap
would not open in a higher order term in the pertur-
bation expansion.
Supplementary: Rigorous Results and Proofs
The stronger definition of gaplessness is that there is
a continuous density of states above the ground state.
Mathematically,
Definition 2. (Continuous Density of States) For any
small constant c > 0, any point s ∈ [0, c], and e  c ,
there exist positive integers j > 0, and Nj > 0 such that∣∣λj − (λ0 + s)∣∣ ≤ e for all N > Nj. See Fig. 3.
Proof of Theorem 1
Proof. We first prove the weaker version. Let Hp,q be a
fixed local term and rewrite Eq. (1) as
H = I⊗ Hp,q + ∑
|〈i,j〉|=1
I⊗ Hi,j + ∑
|〈i,j〉|≥2
I⊗ Hi,j (5)
ε(N )
const.
λ0 (H ) λ (H )  λ0 (H )
En
er
gy
	  
λ1(H )
λ1(H )
(a) (b) (c)
c
0
Figure 3: This figure schematically illustrates the energy lev-
els of the system and what is meant by the system being a)
Gapped, b) Gapless as defined in Definition (1) (weaker no-
tion) c) Strongly gapless as defined in Definition (2); i.e., a con-
tinuous density of states above the ground state.
where the first sum includes all the local terms that over-
lap with Hp,q at a site (i.e., have distant 1) and the sec-
ond sum all the terms with no overlap with Hp,q (at least
a distant 2). Let the number of overlapping terms be z.
For example, on a square lattice z = 4D− 2 where D is
the spatial dimension.
Because of Assumption 1 there is a positive probabil-
ity that there exists Hp,q whose two smallest eigenvalues
are e apart. In addition, by the independence of the local
terms there is a positive probability that every neighbor
of Hp,q is e close to a multiple of the identity. At e = 0,
we define H0 to be (see Fig. (1))
H0 ≡ I⊗ H0p,q + ∑
|〈i,j〉|=1
βi,jI⊗ Ii,j + ∑
|〈i,j〉|≥2
I⊗ Hi,j (6)
where the superscript zero on the first term means that
H0pq has a degenerate smallest eigenvalue denoted by λ0.
Let λE be the smallest eigenvalue of ∑|〈i,j〉|≥2 I⊗ Hi,j.
By assumption Hp,q = H0p,q + δHp,q, where ||δHp,q|| ≤ e
is a small operator (small deviation from H0p,q), and the
summands of distant 1 terms are Hi,j = βi,jIi,j + δHij,
where ||δHi,j|| ≤ e. Since ||I ⊗ δHi,j|| = ||δHi,j||, by
Weyl’s inequalities the two smallest eigenvalues of H,
denoted by λe,kmin with k ∈ {1, 2}, obey
λE + β+ λ0 − B ≤ λe,kmin ≤ λE + β+ λ0 + B, (7)
where B = ||δHp,q + ∑|〈i,j〉|=1 δHi,j|| ≤ e(z + 1), and
β ≡ ∑|〈i,j〉|=1 βi,j . Since for any fixed e the configu-
ration just described has a positive probability, we can
find a sufficiently large N0 such that for the system’s
size N > N0 there is a site whose two smallest eigen-
values are e apart and whose neighbors are e close to a
multiple of the identity. Since z + 1 is finite and e can
7be arbitrary small, we conclude that H is gapless in the
weaker sense of Definition (1). This completes the proof
of lack of an energy gap between the ground state and
the first excited state.
Now suppose the configuration given by Eq. (6) is
realized for N = N0, where instead now λ1(H0p,q) −
λ0(H0p,q) = s, where s ∈ [0, c] as in Definition (2), and
c is a constant smaller than or equal to the width of the
support of the local eigenvalues. The existence of the in-
terval [0, c] is guaranteed by Assumption 1. There is a
positive probability that Hp,q and each of the overlap-
ping terms are e  c close to the first two terms in
Eq. (6) respectively. The application of Weyl inequalities
(similar to the weaker proof) guarantees that the point s
is e−close to an eigenvalue of H. Since the point s is ar-
bitrary and has a positive probability of being the gap of
H0p,q, we are guaranteed that as we make the system size
larger and larger, in the limit every point inside the in-
terval [0, c] is e−close to an eigenvalue of H. This proves
that the density of states is continuous in an interval of
size c above the ground state.
k−local Hamiltonians with k > 2 have a similar proof.
Derivation of the scaling of the gap for GOE, GUE and GSE
We first answer the following question: What is the
probability that all the eigenvalues of an instance of an
n× n G(O/U/S)E matrix are e−close? In other words,
what is the probability that a random matrix from the
Gaussian β−ensemble is e−close to a multiple of iden-
tity? Throughout we think of n as a fixed positive inte-
ger. A lot is known about asymptotic behavior, but for
the problem at hand n can be quite small.
Let Mn be a G(O/U/S)E matrix with eigenvalues
λn−1 ≥ λn−2 ≥ · · · ≥ λ0 ; it is well-known that the
eigenvalue density is [25, Section 2.6]
ρβ(λ0,λ1, . . . ,λn−1) = Zn(β) exp
(
− β
4
n−1
∑
j=0
λ2j
)
Π0≤j<k≤n−1|λj − λk|β (8)
where Zn(β) is the normalization constant that only de-
pends on β and n. In the GUE case, Z(β = 2) =
1
(2pi)n/2Πn−1j=1 j!
.
Mathematically, for 0 < e  1 we want to calculate
the following probability
P [∃ a ∈ R : ‖Mn − aIn‖F ≤ e] , (9)
where ‖‖F is the Frobenius norm.
The known measure of G(O/U/S)E matrices for gen-
eral β is
µn(β) = Cn(β) e−
β
4 tr(Mn)
2
dMn.
Comment: The ensemble is clearly invariant under any
orthogonal transformation Mn → UMnU−1, where U is
a unitary (β−orthogonal in general).
Take the eigenvalue decomposition Mn = UDU−1
with D = diag(λ0,λ1, . . . ,λn−1) and λ0 ≤ λ1 ≤ · · · ≤
λn−1 being the eigenvalues.
Fix a ∈ R, and denote by In the n× n identity matrix.
Let 0 < e 1 and let us compute the probability
P [‖Mn − aIn‖F ≤ e] .
The probability density of Mn is proportional to
e−
β
4 Tr(aIn) = e−
βna2
4
and the volume of a ball of radius e in n2−dimensions
is proportional to en
2
, so [25, Section 2.6]
P [‖Mn − aIn‖F ≤ e] =
(
C′n(β) + o(1)
)
en
2
e−
βna2
4 , (10)
where C′n(β) is a constant that depends on n and β and
o(1) term goes to zero as e goes to zero.
This serves as a lower bound for Eq. (2). But a is an
arbitrary point on the real line, the contribution from all
such points is upper-bound by the integral∫ ∞
−∞
P [‖Mn − aIn‖F ≤ e] da =
(
C′′n (β) + o(1)
)√ pi
nβ
en
2
,
(11)
for a new constant C′′n (β). Since n is fixed, we conclude
that
P [∃ a ∈ R : ‖Mn − aIn‖F ≤ e] =
(
C′′′n (β) + o(1)
)
en
2
,
(12)
where C′′′n (β) is yet a new constant.
Suppose the number of overlapping terms with Hp,q is
z. Because of the independence, the probability that all
of them are e−close to a constant multiple of the identity
8is (we restore n = d2)
(Kn(β) + o(1)) ezd
4
where Kn(β) is a constant. Moreover the probability that
the smallest two eigenvalues of a matrix chosen from
the Gaussian ensemble are e-close is bounded by e4 [21].
Therefore, the probability that a rare local region given
by Eq. (6) occurs is(
K′d(β) + o(1)
)
ezd
4+4.
Note that the β dependence only enters through the pre-
factor which is independent of e.
How large does the system have to be for the expected
gap to be as small as e? For the gap to be e small, the
expected number of term in the Hamiltonian Eq. (1) is
N ∼ e−zd4−4.
Proof of Corollary 1
Proof. If the eigenvalue distribution is discrete, in the
proof of Theorem 1 above, we would have a finite prob-
ability of existence of a Hp,q whose smallest eigenvalue
is exactly k−fold degenerate and its nearest neighbors
are exactly proportional to the identity matrix. Let the
ground state of all the terms in the Hamiltonian ex-
cluding Hp,q be |θE〉, and let us denote the eigenvec-
tors of the smallest eigenvalue of Hp,q by |ψ(`)p,q〉 where
` ∈ {1, . . . , k}. Then the ground states of H are product
states |θE〉 ⊗ |ψ(`)p,q〉 and are k−fold degenerate.
Proof of Theorem 2
Proof. Let an arbitrary vertex on the lattice or the graph
be at the fixed position r0 and rewrite Eq. (1) as
H = ∑
|〈i,r0〉|=1
I⊗ Hi,r0 + ∑
|〈i,j〉|≥2
I⊗ Hi,j (13)
where the first sum includes all the terms that act on r0
and its neighboring vertices (distant 1), and the second
sum includes the rest of the interactions.
To prove the first statement take Hi,j in Eq. (1) to
be random projectors with the rank d(d − 1). Let pi =
diag(0, 1, . . . , 1) be the diagonal projector of rank d − 1
and Ir0 an d× d identity matrix acting on r0. Since eigen-
vectors are Haar, there is a positive probability density
that all the terms in the first sum in Eq. (13) take the
form pi ⊗ Ir0 . Examples of this are illustrated in Fig. (2).
By the independence of local terms and Haar-
distribution of the local eigenvectors, for sufficiently
large N almost surely there will be a site r0, whose
neighbors are e close to projectors of the form just de-
scribed. By assumption e = 0 corresponds to neighbors
having the exact form.
We write
∑
|〈i,r0〉|=1
I⊗ Hi,r0 = ∑
|〈i,r0〉|=1
I⊗ (H0i,r0 + δHi,r0), (14)
where the superscript zero denotes e = 0, and by as-
sumption H0i,r0 = pii ⊗ Ir0 and ||I⊗ δHi,r0 || ≤ e.
We define the e = 0 Hamiltonian by H0 ≡
∑|〈i,r0〉|=1 I⊗ H0i,r0 +∑|〈i,j〉|≥2 I⊗ Hi,j, which is equal to
H0 = Ir0 ⊗ { ∑
|〈i,r0〉|=1
pii ⊗ I+ ∑
|〈i,j〉|≥2
I⊗ Hi,j}
≡ Ir0 ⊗ HE, (15)
where HE is the Hamiltonian (inside braces) acting on all
sites other than r0 and I in the distant-2 terms excludes
i, j and r0. By eigenvalue decomposition we have HE =
Θ−1E ΛEΘE, where ΛE is the diagonal matrix of eigenval-
ues and ΘE is the unitary matrix of eigenvectors. We
arrive at the desired result where H0 = Ir0 ⊗Θ−1E ΛEΘE;
the eigenvalues of this Hamiltonian all have a d−fold
algebraic multiplicity.
Let |θE〉 denote the ground state of HE with the energy
λE ≥ 0, the ground states of H0 can be taken to be
|Ψk〉 = |ek〉 ⊗ |θE〉, (16)
where |ek〉 are the standard vectors supported at r0 and
the corresponding eigenvalues of H0 are λ
0,(k)
min = λE,
where k ∈ {1, 2, ..., d}. For e > 0 what used to be degen-
erate ground state energies of H0, generically split, i.e.,
λ
e,(k)
min 6= λe,(`)min , where k, ` ∈ {1, . . . , d} and k 6= `. Since||∑|〈i,r0〉|=1 I ⊗ δHi,r0 || ≤ z||δHmax||, Weyl inequalities
imply that for all k
−ze ≤ λe,(k)min − λ(0)E ≤ ze (17)
where, as before, ||I⊗ δHi,r0 || = ||δHi,r0 ||, z is the num-
ber of nearest neighbor terms to r0 (e.g., z = 2D on a
square lattice in D spatial dimensions) and δHmax is the
overlapping term with the maximum error norm.
Since the eigenvectors are Haar and the dimension of
the local kernels is d, for any fixed e we can find a suffi-
ciently large N in which there is a site whose all neigh-
bors are e close to Ir0 ⊗ pi. Since z is finite and e can is
arbitrary, by Eq. (17) the d smallest eigenvalues of H0
will be O(e) apart resulting in an arbitrary small gap.
The argument formally generalizes to local projectors
with ranks d(d− h), with d > h ≥ 1. All that needs to
be changed in the proof is to let 2 ≤ dim(Ker(pi)) < d.
Lastly if we allow variable ranks of Hi,j, then the same
construction as above guarantees having a site on which
the Hamiltonian acts trivially and the above argument
9guarantees e splitting of the eigenvalues and lack of an
energy gap in the limit.
Proof of Corollary 2
Proof. Suppose λ1pq,λ2pq, . . . ,λdpq are d discrete eigenval-
ues of the distribution that are not all equal. Then
with an arbitrarily high probability we can find a site,
ro, whose neighbors are all e close to having the form
Iro ⊗ diag(λ1pq,λ2pq, . . . ,λdpq). In Theorem 2 replacing pi
with diag(λ1pq,λ2pq, . . . ,λdpq) and following the same ar-
gument that lead to Eq. (17), we arrive at the bound on
the gap being |λe,(k)min − λ(0)E | ≤ 2ze, where e can be arbi-
trary small.
