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ABSTRACT
Mobile phones and innovative data oriented mobile services have
the potential to bridge the digital divide in Internet access and have
transformative developmental impact. However as things stand
currently, economics come in the way for traditional mobile oper-
ators to reach out and provide high-end services to under-served
regions. We propose a do-it-yourself (DIY) model for deploying
mobile networks in such regions that is in the spirit of earlier com-
munity cellular networks but aimed at provisioning high-end (4G
and beyond) mobile services. Our proposed model captures and in-
corporates some of the key trends underlying 5G mobile networks
and look to expand their scope beyond urban areas to reach all by
empowering small-scale local operators and communities to build
and operate modern mobile networks themselves. We showcase a
particular instance of the proposed deployment model through a
trial deployment in rural UK to demonstrate its practical feasibility.
CCS CONCEPTS
• Networks→Mobile networks;
KEYWORDS
5Gmobile networks; universal Internet access; rural and developing
regions; network architecture and deployment models
1 INTRODUCTION
Mobile phones undoubtedly are an integral part of people’s lives
in much of the world helping them stay socially connected, have
access to information etc. wherever they may be. Their use in the
developing world has been rising rapidly and has been innovative
too, going beyond these usual benefits to enable better governance,
improved citizen engagement in democratic processes, better health
monitoring, creating economic opportunities, and so on. In view
of their role as Internet end-hosts in modern mobile networks,
they can be seen from the perspective of broadband Internet ac-
cess and associated impact on the economy. According to World
Bank estimates, every 10% increase in broadband Internet access
translates to 1-2% rise in gross domestic product (GDP). Moreover,
next-generation 5G mobile networks, which will start being rolled
Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
COMPASS ’18, June 20–22, 2018, Menlo Park and San Jose, CA, USA
© 2018 Association for Computing Machinery.
ACM ISBN 978-1-4503-5816-3/18/06. . . $15.00
https://doi.org/10.1145/3209811.3212703
out in a few years, are expected to have even greater impact on the
global GDP, sustained over a longer term period [13].
Yet, we are still quite some distance away from universal data
oriented mobile access. Mobile services reach 95% of the world’s
population today but this is limited to only GSM/2G access (mo-
bile voice and SMS) and even so mobile subscriber penetration is
relatively lower at 66% [10]. From an Internet access viewpoint
(including via mobile networks), more than half the world’s popula-
tion lacks access, with per capita Internet users in very low income
countries even lower than 15%. The major challenge lies in taking
the Internet connectivity via traditional means beyond the major
urban centers to rural and remote areas [5].
Traditional mobile operators have little economic incentive to
expand the reach of their infrastructure to provide high-end 4G
and beyond data oriented services for scattered and sparsely popu-
lated areas as well as for low-income regions with small number
of prospective subscribers. Universal service obligations included
as part of mobile spectrum auctions in developed countries also
have not achieved the intended service coverage goals in practice.
The traditional approach to mobile service provisioning also lacks
the flexibility to cater to the particular requirements of developing
region settings such as local services and content delivery. In recent
years, a cost-effective alternative approach has emerged in the form
of community cellular networks [3, 11, 12, 23, 25, 28], leveraging
open source platforms like OpenBTS, minimizing power consump-
tion by adapting to demand and enabling local services. However
these efforts only offer voice and SMS type services as with GSM.
In this paper, we propose a do-it-yourself (DIY) model for de-
ploying mobile networks in under-served regions that is in the
spirit of above mentioned community cellular networks but aimed
at provisioning high-end (4G and beyond) mobile services. Our
proposed model is in tune with the increasing openness (in terms
of ecosystem with IT/cloud vendors and verticals, platforms, spec-
trum types, services, etc.) and cloudification of mobile networks in
the run up to 5G. It is meant to enable and ease deployments at low
cost by a new set of non-traditional operators (e.g., communities,
local small-scale mobile network operators) in areas with market
failure and limited availability of mobile services, thereby allowing
these areas to leapfrog towards 5G through bottom-up initiatives.
Specifically, the network architecture based on our model con-
sists of threemain components. Firstly, the core network component
is realized as a commodity and customizable cloud service. Secondly,
the access network component is realized via plug-and-play small
cell base stations, ideally leveraging open software platforms (e.g.,
OpenAirInterface [21], srsLTE 1, OpenCellular [9]), software ra-
dios and unlicensed/shared spectrum, and commodity end-user
devices (smartphones and MiFi devices). Thirdly, the access and
1https://github.com/srsLTE/srsLTE
core networks are interconnected via a low cost backhaul infrastruc-
ture. Depending on the deployment setting this could be realized
differently using a different combination of wired/wireless tech-
nologies (e.g., fiber, satellite, microwave, long-distance Wi-Fi). We
in particular highlight the potential of exploiting TV white space
(TVWS) spectrum (given the ample availability of this spectrum
and its propagation characteristics) to enable a low-cost backhaul
with fewer number of intermediate backhaul relays, especially with
aggregation of multiple TVWS channels [16]. To demonstrate the
practicality of the above outlined model, we present a trial deploy-
ment of a particular instance of this model in a rural area in the
UK with poor conventional market-driven broadband/mobile in-
frastructure. We should note that our proposed deployment model
is complementary to various recent proposals that can be viewed
under the umbrella of 5G for universal access, including the use
of drones or unmanned aerial vehicles (UAVs) [6, 26]; white space
spectrum [17, 22]; millimeter wave (mmWave) spectrum [7, 18, 19];
and Massive MIMO [8].
2 CHALLENGES FOR DEPLOYING MODERN
MOBILE NETWORKS IN UNDER-SERVED
REGIONS
Deploying mobile networks is challenging in rural/developing re-
gions. There are a range of factors that constrain such deployments
including the low population density and sparse distribution; afford-
ability; the location of nearest Internet point-of-presence (PoP); the
unreliability and limits of the power sources; and the deployment
area terrain. These factors have major influence on the deployment
cost, architecture (both access and backhaul networks) and reliabil-
ity. Here we elaborate on some of the key underlying challenges,
which especially hinder deployment of data oriented current and
emerging mobile networks in such regions.
High Infrastructure and Operational Costs. Deploying mo-
bile infrastructure in rural and developing regions is seen to be
economically unattractive for traditional operators to recoup the
high (access and backhaul) infrastructure cost and recurring opera-
tional expenses from the small number of subscribers that would be
served. For non-traditional operators, deployment using licensed
spectrum may be prohibitively expensive. Cost of powering base
stations is also an issue in developing regions as noted in prior
work [11].
Lack of Affordable Backhaul (Middle-Mile) Network In-
frastructure. This is a crucial part of the end-to-end connectivity
to bridge local access networks with the wider Internet, and also
dictates their effective capacity and reliability. Both wired and wire-
less backhaul solutions have been considered in the rural Internet
access context. Wired backhaul solutions such as fiber offer high
capacity and reliability but with a high cost that is proportional
to the required distance and capacity. Wireless solutions, on the
other hand, can be relatively cost-efficient but challenging to match
the capacity and reliability of wired approaches as they need to
grapple with issues like type and amount of spectrum available;
terrain and climatic conditions; power availability; deployment and
maintenance costs.
Limited Flexibility. Proprietary black box solutions employed
in conventional mobile network deployments limit the flexibility
needed for rural and developing region settings. The market de-
mand is different from one community to another, therefore, a fixed
and rigid deployment model may be insufficient to address and
handle the diversity of service requirements.
3 DIY XG MOBILE NETWORK DEPLOYMENT
MODEL
To better address the aforementioned challenges and accelerate the
arrival of high-end and flexible mobile services to under-served
regions, we propose an alternative DIY deployment model for such
regions. Before elaborating our proposed model, we first outline
the design principles that shaped it.
3.1 Design Principles
Low Cost. As already stated, high cost can seriously limit the mo-
bile service usage in under-served regions but also their availability
in the first place. Therefore being cost-effective is paramount. This
could be achieved via the use of unlicensed/shared spectrum, open
source software platforms, software radios and virtualized network
functions over commodity hardware and cloud infrastructure.
Ease of Deployment and Operation. Plug-and-play deploy-
ment is essential to lower the initial deployment costs and then
to organically grow the infrastructure with new users. Equally,
automated and flexible network management is key to lower the
operational costs, especially in settings with limited technical know-
how, and to add/adapt services as per the evolving needs of the
target community.
Flexibility. In under-served regions, different communities present
different demands and their affordability of mobile services can also
be significantly different. For example, agricultural communities
would need the cellular data service to boost their farm productiv-
ity using different Internet of Things (IoT) applications [27]. The
service requirements for such IoT applications can vary from few
hundreds of Kbps for basic monitoring applications to multiple
Mbps for precision farming or agricultural drones types of applica-
tion. Another example is the remote healthcare applications that
help to increase the quality of care in the remote communities.
These eHealth applications have different service requirements
(e.g., higher data rates, low latency). This diversity in service re-
quirements leads to differing technical requirements between differ-
ent deployments in terms of backhaul link capacity, core network
processing capability, etc. Thus, flexibility in being able to accom-
modate such requirements in an affordable manner is desirable.
Interworkingwith othermobile networks.Most community-
driven local mobile networks do not interwork with other mobile
networks (commercial or otherwise). This prevents the user of a
local mobile network from using the same SIM card when outside
the coverage area of that network. It would however be desirable
to have users transparently access mobile services no matter where
they are and to communicate with mobile users from other net-
works. There is some recent work addressing such interworking
issues, e.g., leveraging VoIP gateways or service providers to allow
the mobile users in a local community to connect with external
users [2, 14]; and extending the footprint of commercial networks
with local cellular networks [24].
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Figure 1: Schematic illustration of of DIY xG mobile network architecture considering the case of 4G/LTE.
3.2 Architecture
The proposed deployment model (illustrated in Fig. 1) is guided by
the above principles. It consists of three main components/layers:
access, backhaul and core network layers.
Access Network Layer. Access network infrastructure in our
model can comprise of two types of base stations (eNodeBs/eNBs
in 4G/LTE) depending on whether they have direct backhaul con-
nection to the core network. End users in this model either connect
via MiFi devices when inside their homes or directly from their
smartphones otherwise. Backhaul enabled base stations, in addition
to interfacing with the backhaul and serving associated end users,
also serve as traffic relay for non-backhaul enabled base stations.
Capability of base stations can be realized either with commercial
(LTE) small cell base stations or via open source software platforms
like OpenCellular, OpenAirInterface or srsLTE along with software
radios. Spectrum wise, several different possibilities exist includ-
ing TVWS spectrum as in [4] and unlicensed/shared spectrum via
MulteFire2 like technology.
Backhaul Network Layer.With cost optimization in mind, we
consider wireless backhaul as the suitable option for this layer.
Among the various wireless alternatives, we believe TVWS spec-
trum is particularly attractive as a low cost means for backhaul
connectivity in view of its superior range and non-line-of-sight
propagation characteristics and given the ample availability of this
spectrum in rural and developing regions [16]. Both these in turn
translate to lesser amount of backhaul infrastructure (fewer relays)
for connectivity over a given distance with TVWS spectrum (and
corresponding reduction in deployment costs) as well as the po-
tential for high bandwidth connections like the other expensive
alternatives (e.g., fiber) through aggregation of multiple TVWS
channels. While in general the backhaul layer can comprise of mul-
tiple relays in Point-to-Point (PtP) or Point-to-Multi-Point (PtMP)
configurations, the simplest scenario involves a single PtP link with
2https://www.multefire.org/
access network end serving as a client to the other Base node (as
shown in Fig. 1).
Core Network Layer. For reasons of cost, flexibility and ease
of management, the core network layer in our model is realized as a
virtualized service over a commodity cloud infrastructure. Broadly
speaking, this layer is made up of two types of virtual network func-
tions: (i) Core network functions that implement the key functions
of a mobile core network (e.g., MME, HSS, SGW etc. in 4G/LTE net-
works); (ii) Orchestration functions which generally deal with cen-
tralized network management and control including architecture
control, service control and network management. The architecture
control is responsible for maintaining and controlling the current
network architecture and RAN configurations of all the underlying
DIY xG networks. This helps the network controller to efficiently
manage the underlying access and backhaul networks and adapt
their configuration parameters (e.g., operating frequencies). Service
control implements the set of functions that are responsible for cus-
tomizing/expanding the set of services offered within a community,
which in turn can impact different network layers (e.g., increasing
backhaul capacity, access network bandwidth, the core processing
requirements). Network management focuses mainly on monitor-
ing the underlying backhaul and access networks and generates
periodic reports to the network controller. The operator database
is a key component that maintains all the information about the
underlying networks and their statistics such as the number of sub-
scribers and the running services. Note that due to realization of this
layer via virtual network functions in the cloud, multiple instances
of core network functions corresponding to different deployments
can be concurrently supported on different virtual machines (VMs)
while at the same time allowing them to customizable with different
set of policies and services. The network controller is responsible
for applying the orchestration control functions on the respective
core network instances.
Roaming capability when the user from the DIY xG network is
outside its coverage but within that of another mobile network (e.g.,
a commercial mobile operator’s coverage area) can be supported via
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Figure 2: (a) Measurement based base station coverage
map of the deployment area; (b) CDF of uplink/downlink
throughputs measured at 15 different locations across the
coverage measurement survey path.
a combination of roaming agreement/partnership setup between
the cloud based core of the DIY network and other networks, and
standard home routing; the latter requires a signaling connection
between the visited core network and the home core network to
be established to allow the user to authenticate and register under
the visited network. Through the S6a interface and using Diameter
protocol and diameter edge agent (DEA), this signaling is carried
over an IP exchange (IPX) network between the visited network
and home network.
4 TRIAL DEPLOYMENT
To demonstrate the feasibility of the proposed deployment model
in practice, we did a trial deployment of a particular instance of
this model in Balquhidder area in rural Scotland with a cohesive
and vibrant community of 200 households and supporting more
than 95 diverse businesses. Due to the poor broadband and mobile
infrastructure in this area, an initiative driven by the community is
in process to bring fiber connectivity to majority of the properties
but about 15% of them would be too expensive to reach through
community fiber roll out initiative so we target those households
through this trial deployment in a partnership involving the Univer-
sity of Edinburgh, the Balquhidder community, Microsoft Research
(Cambridge) and WhitespaceUK3.
The deployment consists of a single LTE base station connected
to the core network in the cloud via a TVWS backhaul link to
the Internet POP with fiber connectivity, as shown in Fig. 2a. For
the access layer, we use IP Access [15] E40 small cell LTE base
3https://www.whitespaceuk.com/
station and Novatel 6620 MiFi devices as end-user devices. The
access layer is configured to use a 5MHz channel in LTE band 13
in the 700MHz supported by a non-operation development licence
from Ofcom and after consulting an Ofcom-endorsed TV white
space database. For the 1.6Km PtP backhaul link across the lake
(Loch Voil) with considerable foliage, we use Adaptrum [1] TVWS
hardware equipped with 11dBi Yagi antennas on 2m poles on each
end and operating on one 8 MHz TVWS channel around 500MHz,
supporting a link data rate of 12Mbps. For the core network, we
leverage the ECHO core network service instantiated on Azure
cloud [20]; each of the core network layer components in the cloud
is a Standard-DS3 VM with 4 cores.
To assess the coverage and throughput performance with this
deployment, we conducted a systematic measurement campaign
in the area around the base station with an Android smartphone
connected via a MiFi device to the base station. Fig. 2a shows the
coverage map from the RSSI measurements. The green and yellow
colored points represent good to moderate coverage (with an aver-
age RSSI level of -75dBm) due to them falling in the main beam of
the 120 degree sector antenna used at the base station, including
several locations on the other side of the lake from the base sta-
tion. Points outside of the main beam shown in red color exhibit
poor coverage with an average RSSI level of -88dBm. This indicates
the role of choosing the appropriate antenna and its orientation
depending on the deployment setting to ensure good coverage.
In addition to coverage, we also measured uplink/downlink
throughputs seen at 15 different locations from among those where
RSSI levels are sampled for the coverage map. Distribution of these
throughputs is shown in the form of CDFs in Fig. 2b. While the max-
imum downlink throughput is almost the same as the backhaul link
rate, median uplink and downlink throughputs are around 3 and
7Mbps, respectively. For those locations falling in the main beam of
the base station antenna, the average throughput values are higher
(8.5Mbps in the downlink and 4.4Mbps in the uplink). Even when a
location is outside of the main beam but has sufficient coverage to
be associated with the base station, the average throughputs are
reasonable at 3.7Mbps (downlink) and 0.74Mbps (uplink). Overall
these results show that mobile data services from commodity smart-
phones can be supported with the proposed model. With modern
small cells capable of handling up to 64 devices, by scaling the
channel bandwidth of the access base station and backhaul link
capacity, per user and system throughputs can be correspondingly
scaled up to support even more bandwidth hungry services.
We close with a brief discussion on the deployment and opera-
tional costs with our proposed model. Generally speaking, these
costs are highly dependent on the deployment setting, number of
users and their service requirements. Although we used commer-
cial small cell and TVWS hardware not optimized for this use case,
we expect the deployment cost (CAPEX) can be brought down to
within few thousand dollars at most, especially with open source
platforms. OPEX on the other hand is dependent largely on cost of
cloud based core service and optionally the cost of accessing the
TVWS database. As core related cost is linked with the amount
of traffic handled by the cloud, it can be significantly reduced by
limiting only the signaling traffic to go to the cloud and rest via a
local breakout. With such optimizations, we expect the recurring
costs can be reduced to well below 1 USD per subscriber per month.
REFERENCES
[1] Adaptrum. 2018. "TVWS Solution". (2018). Retrieved May, 2018 from http:
//www.adaptrum.com/.
[2] Talal Ahmad and Lakshminarayanan Subramanian. 2017. Virtual Cellular ISPs. In
Proceedings of the 3rdWorkshop on Experiences with the Design and Implementation
of Smart Objects. ACM, 35–40.
[3] Abhinav Anand, Veljko Pejovic, Elizabeth M Belding, and David L Johnson. 2012.
VillageCell: Cost Effective Cellular Connectivity in Rural Areas. In Proceedings of
the Fifth International Conference on Information and Communication Technologies
and Development. ACM, 180–189.
[4] Ghufran Baig, Dan Alistarh, Thomas Karagiannis, Bozidar Radunovic, Matthew
Balkwill, and Lili Qiu. 2017. Towards Unlicensed Cellular Networks in TV White
Spaces. In Proceedings of the 13th International Conference on emerging Networking
EXperiments and Technologies (CoNEXT).
[5] Broadband Commission for Sustainsable Development. 2017. "The State
of Broadband: Broadband Catalyzing Sustainable Development". (March
2017). Retrieved May, 2018 from https://www.itu.int/dms_pub/itu-s/opb/pol/
S-POL-BROADBAND.18-2017-PDF-E.pdf.
[6] Luca Chiaraviglio, Nicola Blefari-Melazzi, William Liu, Jairo A Gutiérrez, Jaap
van de Beek, Robert Birke, Lydia Chen, Filip Idzikowski, Daniel Kilper, Paolo
Monti, et al. 2017. Bringing 5G into Rural and Low-Income Areas: Is It Feasible?
IEEE Communications Standards Magazine 1, 3 (2017), 50–57.
[7] Cedric Dehos, Jose Luis González, Antonio De Domenico, Dimitri Ktenas, and
Laurent Dussopt. 2014. Millimeter-Wave Access and Backhauling: The Solution
to the Exponential Data Traffic Increase in 5G Mobile Communications Systems?
IEEE Communications Magazine 52, 9 (2014), 88–95.
[8] Facebook. 2016. "Introducing Facebook’s new terrestrial connectivity
systems - Terragraph and Project ARIES". (April 2016). Retrieved
May, 2018 from https://code.facebook.com/posts/1072680049445290/
introducing-facebook-s-new-terrestrial-connectivity-systems-terragraph-and-project-aries/.
[9] Facebook. 2016. "Introducing OpenCellular: An Open Source
Wireless Access Platform". (July 2016). Retrieved May,
2018 from https://code.facebook.com/posts/1754757044806180/
introducing-opencellular-an-open-source-wireless-access-platform/.
[10] GSMA. 2018. "The Mobile Economy 2018". (2018). Retrieved May,
2018 from https://www.gsma.com/mobileeconomy/wp-content/uploads/2018/
02/The-Mobile-Economy-Global-2018.pdf.
[11] Kurtis Heimerl, Kashif Ali, Joshua Evan Blumenstock, Brian Gawalt, and Eric A
Brewer. 2013. Expanding Rural Cellular Networks with Virtual Coverage. In
NSDI. 283–296.
[12] Kurtis Heimerl, Shaddi Hasan, Kashif Ali, Eric Brewer, and Tapan Parikh. 2013.
Local, Sustainable, Small-Scale Cellular Networks. In Proceedings of the Sixth
International Conference on Information and Communication Technologies and
Development: Full Papers-Volume 1. ACM, 2–12.
[13] IHS ECONOMICS and IHS TECHNOLOGY. 2017. "The 5G economy:
How 5G Technology will Contribute to the Global Economy". (Janu-
ary 2017). Retrieved May, 2018 from https://cdn.ihs.com/www/pdf/
IHS-Technology-5G-Economic-Impact-Study.pdf.
[14] Daniel Iland and Elizabeth M Belding. 2014. EmergeNet: Robust, Rapidly Deploy-
able Cellular Networks. IEEE Communications Magazine 52, 12 (2014), 74–80.
[15] IP.Access. 2018. "Enterprise and Public Access". (2018). Retrieved May, 2018
from http://www.ipaccess.com/.
[16] Mohamed M. Kassem, Mahesh K. Marina, and Oliver Holland. 2018. On the
Potential of TVWS Spectrum to Enable a Low Cost Middle Mile Network Infras-
tructure. In 10th International Conference on Communication Systems & Networks
(COMSNETS).
[17] Mohsin Khalil, Junaid Qadir, Oluwakayode Onireti, Muhammad Ali Imran, and
Shahzad Younis. 2017. Feasibility, Architecture and Cost Considerations of Using
TVWS for Rural Internet Access in 5G. In Innovations in Clouds, Internet and
Networks (ICIN), 2017 20th Conference on. IEEE, 23–30.
[18] George R MacCartney and Theodore S Rappaport. 2017. Rural Macrocell Path
Loss Models for Millimeter Wave Wireless Communications. IEEE Journal on
Selected Areas in Communications 35, 7 (2017), 1663–1677.
[19] George R MacCartney Jr, Shu Sun, Theodore S Rappaport, Yunchou Xing, Hang-
song Yan, Jeton Koka, Ruichen Wang, and Dian Yu. 2016. Millimeter Wave
Wireless Communications: New Results for Rural Connectivity. In Proceedings of
the 5th Workshop on All Things Cellular: Operations, Applications and Challenges.
ACM, 31–36.
[20] Binh Nguyen, Tian Zhang, Bozidar Radunovic, Ryan Stutsman, Thomas Kara-
giannis, Jakub Kocur, and Jacobus Van der Merwe. 2018. A Reliable Distributed
Cellular Core Network for Hyper-Scale Public Clouds. Technical Report. https:
//www.microsoft.com/en-us/research/uploads/prod/2018/02/ECHO-TR.pdf.
[21] Navid Nikaein, Mahesh K Marina, Saravana Manickam, Alex Dawson, Raymond
Knopp, and Christian Bonnet. 2014. OpenAirInterface: A Flexible Platform for 5G
Research. ACM SIGCOMM Computer Communication Review 44, 5 (2014), 33–38.
[22] Oluwakayode Onireti, Junaid Qadir, Muhammad Ali Imran, and Arjuna Sathi-
aseelan. 2016. Will 5G See its Blind side? Evolving 5G for Universal Internet
Access. In Proceedings of the 2016 workshop on Global Access to the Internet for All.
ACM, 1–6.
[23] Rhizomatica. [n. d.]. "Community Telecommunications Infrastructure". ([n. d.]).
Retrieved May, 2018 from https://www.rhizomatica.org/.
[24] Paul Schmitt, Daniel Iland, Elizabeth Belding, and Mariya Zheleva. 2016. Phone-
home: Robust Extension of Cellular Coverage. In Computer Communication and
Networks (ICCCN), 2016 25th International Conference on. IEEE, 1–8.
[25] Paul Schmitt, Daniel Iland, Mariya Zheleva, and Elizabeth Belding. 2016. Hy-
bridCell: Cellular Connectivity on the Fringes with Demand-Driven Local Cells.
In INFOCOM 2016-The 35th Annual IEEE International Conference on Computer
Communications, IEEE. IEEE, 1–9.
[26] Silvia Sekander, Hina Tabassum, and Ekram Hossain. 2018. Multi-Tier Drone
Architecture for 5G/B5G Cellular Networks: Challenges, Trends, and Prospects.
IEEE Communications Magazine 56, 3 (2018), 96–103.
[27] Deepak Vasisht, Zerina Kapetanovic, Jongho Won, Xinxin Jin, Ranveer Chandra,
Sudipta N Sinha, Ashish Kapoor, Madhusudhan Sudarshan, and Sean Stratman.
2017. FarmBeats: An IoT Platform for Data-Driven Agriculture. InNSDI. 515–529.
[28] Mariya Zheleva, Arghyadip Paul, David L Johnson, and Elizabeth Belding. 2013.
Kwiizya: Local Cellular Network Services in Remote Areas. In Proceeding of the
11th annual international conference on Mobile systems, applications, and services.
ACM, 417–430.
