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cut-off frequency for first-stage (low-pass) filterAN INVESTIGATION OF INSTANTANEOUS HYDRODYNAMICS AND
HEAT TRANSFER TO A HORIZONTAL TUBE IMMERSED IN A HIGH-
TEMPERATURE GAS-SOLID FLUIDIZED BED OF LARGE PARTICLES
1. INTRODUCTION
1.1 Background
Fluidization is described as the process in which particles behave ina fluid-like
manner due to their suspension in a gas or liquid. Gas-solid fluidized beds are useful for
operations involving solid-fluid contact whenever high rates of heat andmass transfer
between solid and fluid are required.Industrial applications of fluidized beds are
widespread. Among the first uses of fluidized bedswere a coal gasifier, which first went
into operation in 1926 (Kunii and Levenspiel, 1991), and catalytic cracking for the
production of high-octane aviation gasoline during World War II. Further developments
in fluidized bed technology resulted in theuse of fluidized beds for catalytic cracking,
production of gasoline from natural and synthesisgases, synthesis reactions, and
metallurgical processes such as the roasting of sulfideores.From these beginnings,
fluidized beds have foundmany applications.Modern applications include the
production of polymers, the production of ultrapure silicon for the semiconductor
industry, and a variety of uses in the food and pharmaceutical industries (coffee bean
roasters and pill-making, for example), and for treatment of radioactive waste. Among2
the physical mechanisms in these applicationsare the solidification of a melt to make
granules, the coating of objects, drying of solids, particle growth, adsorption, synthesis
gas production, catalytic cracking, fluid coking, thermal cracking, and heat exchange.
One heat exchange application of interest to the present work is fluidized bed
combustion. Low-grade (high-sulfur content) coalcan be used for power production in
an environmentally acceptable way by burning the coal in a bed of limestone or dolomite
particles which adsorb sulfur oxides, whichare the primary constituents of acid rain.
Thus, the operation can comply with air-quality standards without expensive and
potentially unreliable stack-gas cleaning equipment. Additionally, the dynamic character
of fluidization results in relatively high heat transfer rates, thereby achieving significant
energy transfer between a combusting bed and an internal water-carrying tube at lower
temperature differences than would otherwise be necessary.This low temperature
operation (-850 °C) also inhibits the formation of nitrogen oxides which playa major
role in smog formation. Also, the higher heat transfer rate reduces thenecessary size of
the heat exchanger which results in reduced cost. Disadvantages of fluidized bed coal
combustion include processing the sulfur-laden particles and the abrasive effects of the
particles. Fluidized bed coal combustion generally involves large particles (>1 mm) and
it is this application that is considered in the present work. Considerable research has
been reported on pilot-scale fluidized bed combustors (Skinner, 1971; Leonet al., 1979;
Goblirsch et al., 1980; Golan and Cherrington, 1981; Doss et al., 1984; Carson et al.,
1991). The current work focuses on the fundamental mechanisms of hydrodynamics and3
heat transfer to an immersed horizontal tube ina high-temperature fluidized bed which
simulates these fluidized bed combustors.
1.2 The Phenomena of Gas-Solid Fluidization
When fluid is passed through a bed of particles at low velocities, the bed is fixed
and the fluid passes through the spaces or voids between the particles.As the gas
velocity increases, a point is reached where the drag forceon each particle equals the
weight of the particle, and the particle is then fluidized and the bed is saidto be at
minimum fluidization.As the fluidizing velocity in the bed is increased above the
minimum fluidization velocity, voids or "bubbles" form andpass upward through the
bed and the bed is called a bubbling fluidized bed. As the fluidizing velocity is further
increased, the bed passes through stages of slugging, then turbulent fluidization and
finally pneumatic transport where the particlesare actually carried out of the bed. A
schematic of these flow regimes is shown in Figure 1.1. Non-circulating fluidized bed
coal combustors generally operate in the bubbling and slugging regimes.
When in the fluidized state, a bed hasmany interesting and useful properties.
The gas-solid mixture behaves as a liquid, which allowseasy handling and transport and
close contact between fluid andgas.The rapid mixing of solids allows for near
isothermal conditions in the bed, and the rates of heat andmass transfer between gas and
particles or to an immersed surfaceare high. Some of the disadvantages of fluidized
beds include the fact that the stochastic nature of the bed makes extensive modeling of
bed characteristics based on first principles unrealizable at this time. The abrasivenatureMINIMUM SLOW BUBBLE
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of the bed leads to pipe and vessel erosion. Levy and Stallings (1991) conductedan
experimental and theoretical investigation on tube erosion of horizontal tubes ina
bubbling bed and found that erosion is caused by the impact of bubble wakeson the
tube. Erosion rates increased with particle size due to increased bubble wake velocity.
Erosion rates in a fluidized bed boiler were found to beas high as 0.001 mm/hr during a
limited 1210 hour study by Lechler and Hogberg (1984). Also, bubbling and slugging
can represent inefficient and unpredictable contact.
For the case of fluidized bed coal combustion, enhanced heat transfer results
from the ability of fluidized beds to provide overall temperature uniformity, good
particle mixing and good particle contact withan immersed surface.Bubbles cause
rapid exchange of bed material between the region adjacent to the immersed surface and
the bulk of the bed, allowing for continuous renewal of hot particlesnear the immersed
surface. Bubbles are also responsible for inducing large-scale particle circulation and
mixing which is advantageous for heat transfer (Botterill, 1975). Efficient heat transfer
is obtained by uniform bubble distribution throughout the bed. In thecase of removing
solvents from air, however, bubbles createa path of least resistance by which air can
bypass the dense phase, thereby reducing contact time with adsorbing particles.The
detection and characterization of bubble behavior is therefore important in understanding
fluidized bed performance. The heat transfer toan immersed surface such as a tube
carrying water or steam is intimately related to bed hydrodynamics. Bothaverage and
instantaneous heat transfer informationare necessary to understand, model and optimize
fluidized bed operation.Fluctuations in the local, instantaneous value of the heat6
transfer coefficient,caused by passage of bubbles or the formation of a stack of particles
on the top of a horizontal tube, may give rise to thermal cycling, stresses, fatigue and
even corrosion of the tube material (Glicksman et al., 1978).
1.3 Previous Research
Analytical, numerical, and experimental methods have been used to study
fluidized bed characteristics. Extensive reviews of literature in the field of fluidization
are available, including those given by Saxena (1989), Saxena et al. (1978), Gutfinger
and Abuaf (1974), and Gelperin and Ainstein (1971). Most applications of fluidized bed
technology, such as catalytic reactions, use relatively small particles (<1 mm). Asa
result of this, research has traditionally focused on small particles.Large particles,
however, are used in many processes suchas coal combustion and waste incineration.
Of particular relevance to the present work is research conducted in large-particle, high-
temperature fluidized beds which has concentrated on bed hydrodynamics and time-
average and instantaneous, space-average and local heat transfer to horizontal tubes
immersed in the bed. Many experiments have been conducted in two-dimensional (2D)
fluidized beds to either validate tools and techniquesor contribute to the general
understanding of bed operation. Two-dimensional bedsare generally constructed such
that the height and width of the bedare large compared to the depth and are often
constructed of materials such as Plexiglasso that phenomena such as bubbles can be
directly observed. The term '2D' is somewhat ofa misnomer since these '2D' beds are
not two-dimensional representations of three-dimensional (3D) beds.7
1.3.1 Particle Classification
Geldart (1973) observed particles of various composition and size andcame up with four
kinds of particle behavior which he classifiedas follows:
Group A: aeratable particles having a relatively low particle density. These particles
fluidize easily with considerable bed expansion.
Group B: sand-like particles. Beds bubble vigorously and the majority of fluidized
bed applications use particles in this group.These are the particles
generally called 'small particles'.
Group C: very fine powders.Interparticle forces are greater than those resulting
from the action of gas making normal fluidization extremely difficult.
Group D:large and/or dense particles.Fluidized beds of these particles tend to
behave erratically. They have some undesirable properties suchas being
spoutable and requiring enormous amounts of gas to fluidize.In many
applications, however, this particle size cannot be avoided. These are the
particles generally called 'large particles'.
Jovanovic and Catipovic (1983) developed a new criterion for classifying solids
in bubbling gas-fluidized beds.Particles were distinguished as small (fine) or large
(coarse) based on their heat transfer and fluid dynamic characteristics. A different
powder classification scheme for fluidized beds basedon the Archimedes number, a
dimensionless group which is basedon the ratio of the weight of a particle to the drag
force on a particle (Ar = gd3 (ps- py pgvg2). Thiswas proposed by Saxena and Ganzha8
(1984) and also considers, simultaneously, the hydrodynamic and thermal properties.
This classification is primarily based on whether the boundary layer around theparticles
is laminar or turbulent.For a bed of small particles when the fluid flow is laminar
(Group I), the criterion is
Ar1600 (1.1)
while for a bed of large particles when fully developed turbulent flow exists(Group III),
the condition is
Ar > 1.6x106 (1.2)
A third transitional group is proposed for 1600 5 Ar 51.6x106 which is divided intotwo
parts. An extended laminar flow regime (Group IIA) is defined such that
1600Ar21700 (1.3)
and the modified transitionalgroup (Group IIB) is specified by
21700Ar < 1.6x106. (1.4)
For the conditions investigated in the current work, the particlesare classified as Group
D in the Geldart scheme and Groups IIA and IIB in the Saxena and Ganzhascheme.
1.3.2 Flow Regime Delineation
Catipovic et al. (1978) developed criteria for distinguishing between gas-solid
fluidized bed flow regimes. They described the following regimes:a fast bubble regime
where u< ub (typical of small particle bubbling beds);a slow bubble regime where u > ub
(typical of large particle bubbling beds);a rapidly growing bubble regime where the9
bubble growth rate is the same magnitudeas the bubble rise velocity (found in large
particle shallow beds at higher u); and the turbulent regime whichoccurs at relatively
higher u. Mei et al. (1991) studied flow regime transition for large particles using void
fraction and pressure fluctuation data. Theywere able to detect transition from slugging
to pneumatic transport regimes. Saxena and Rao (1993) used pressure and temperature
time series to determine void phase renewal frequencies for flow regime delineation. Ni
and Moslemian (1993) studied statistical properties ofa pressure fluctuation time series
and studied the relation of these parameters to bed operating conditions.Qian et al
(1993) measured instantaneous heat transfer coefficientsto a horizontal tube immersed
in a bed of 2.19 mm particles at 1013 °C. They presentsome representative results and
discuss their use for identification of flow regimes.
In recent years, it has been shown that the dynamic behavior of fluidized beds
can be characterized using quantitative measures from deterministic chaos theory.
Possible applications of chaos are regime delineation, dimensionless scaling of
fluidized beds, and the development ofmore effective mathematical models and
control strategies. The approach is basicallya non-linear time series analysis and can
be used as an alternative to Fourier-type analyses, whichcan be limited by the inherent
assumptions in the technique. For example, from thepower spectra, peak frequencies
can be determined, but their interpretation can be limited due to the fact that
characteristic bed time-series are broad-band in nature. Flow regime classification is
expressed in qualitative terms as "broad-banded"or "sharp" spectra, and "higher" and
"lower" frequencies.10
Deterministic chaos, however, can providesome quantitative information. Any
characteristic time series such as pressure, voidage, heat fluxor temperature can be used
(Stringer, 1989).The time series is first remapped into anew coordinate system, a
process known as 'embedding' and is based on Takens embedding theorem (Takens,
1980). The result is a 'state trajectory' or 'phase portrait'.The eigenvectors of this
system define the embedding dimension.Detailed discussion of this technique is
available in Broomhead and King (1986), Grassberger and Procaccia (1983), Dawet al.
(1990), Daw and Ha low (1991) and Tam and Devine (1992). The trajectory remains
confined to a subregion of the embeddingspace over time if it is ergodic and is then said
to be following an `attractor'. Any ergodic dynamic system will havean attractor, but
only chaotic systems will have 'strange' attractors.If the attractor is indeed strange, it
will have distinctive characteristics that can be used to confirm thepresence of chaos and
quantify its features.Two commonly used measurements used to detect strange
attractors are the correlation dimension and the Kolmogorov entropy. The correlation
dimension is a measure for the number of degrees of freedom of thesystem and will be
nonintegral (fractal) for strange attractors. The Kolmogorov entropyrepresents the rate
of memory loss in the system due to chaos and is thereforea measure of the
predictability of a system. The values of these numbers changeat transitions between
flow regimes (Stappen et al., 1992). The shape and size of the trajectory plotscan also be
used to distinguish between flow regimes,as demonstrated by Daw and Halow (1991).
Fuller et al. (1993) continued the work of Daw and Halow and applied chaotic time
series analysis to a pilot-scale fluidized bed combustor and developeda new index as11
well as standards for acquiring time series. Stappen et al. (1993) applieddeterministic
chaos theory to both measured time series ofpressure fluctuations and simulated ones of
overall voidage from their particlearray model. The model was able to reproduce the
chaotic characteristics calculated from the measured time series accurately. Skrzyckeet
al. (1993) demonstrated that chaotic time series analysiscan be used to distinguish
between the behavior of fluidizing particles belonging to different Geldartgroups.
Research conducted by Schouten and Bleek (1991 and 1992) and Bleek and
Schouten (1993) has shown progress in using deterministic chaos for scaling of fluidized
beds. They found, for instance, thata non-dimensional Kolmogorov entropy should be
used to assess the dynamic similarity of scaled fluidized-bedreactors. Daw and Halow
(1993) further investigated theuse of chaotic features in determining the type of
fluidization and suggest how this informationcan be used for implementing closed-loop
control of bed hydrodynamics. Deterministic chaos time series analysis continuesto be
an area of active research with promising applications in the areas of flow regime
determination, scale-up and control.
1.3.3 Bed Hydrodynamics and Bubble Modeling
Due to the stochastic nature ofa bubbling bed, itis difficult to achieve
meaningful information based on first principles, and most of the reliable information
about bubbles is empirical in nature. Progress in thearea of hydrodynamic equations for
fluidized beds have been accomplished by several researchers (O'Brienet al., 1993;
Jackson, 1963). The earliest view of the bubbling bedwas given by the 'two-phase'12
theory of fluidization proposed by Toomey and Johnstone (1952). In this theory, allgas
flow in excess of the minimum fluidization velocity,limb thus u-umf, passed through the
bed as bubbles. Thus the visible bubble flow, which is definedas the rate at which
bubble volume crosses any level in the bed,was equal to the excess gas flow.
Additionally, the theory states that the emulsion phase (the particulate phase) remained
at minimum fluidization conditions, except when moving aside to let bubbles through.
In practice, numerous experimental investigations have shown that the situation ismore
complex than as viewed by this model. The visible bubble flow, for example, has been
reported to be on the order of 50 percent smaller than the theory suggests for Geldart D
particles (Geldart, 1973).Other models have been suggested, but there is still much
controversy concerning flow models for bubbling beds. For large particle beds, bubble
behavior is significantly different than for small particle beds,except when the bubbles
are in the fast bubble regime.Because of this, bubble models developed for small
particle beds are not applicable to large particle beds.
In large particle fluidized beds, bubbles generally beginas horizontal, elongated
lenticular voids at the bottom of the bed, although,on occasion, their initial appearance
is spherical. As these voids rise, the voidsmove to form bubbles which take on a
mushroom cap shape (or a lima bean shape ina 2D bed). Bubbles tend to travel toward
the center of the bed as they rise. These characteristics in 2D have been observed in the
present work as well as reported by Loew et al (1979) and Cranfield and Geldart (1974).
Glicksman et al. (1981) found that correlations and models for small particle bedsgave
erroneous results when applied to large particle beds.They proposed a new bubble13
growth theory to calculate average bubble size and frequencyversus height, which needs
the initial condition of bubble size above the distributor. Glicksman andYule (1986)
numerically investigated gas flow througha bubble near a bed surface and found
agreement with the model for large-particle bed data. They found that whena bubble
approaches the surface, the maximumgas velocity is substantially greater than the
velocity through an identical void deep within the bed. They also foundthat emulsion
phase gas flow is substantially greater than the flow found by the two-phase model.
Cranfield and Geldart (1974) studied bubble frequencies, concentration, visible
bubble flow rate, and bubble velocity ina 3D bed of large particles. They found that
bubbles in large particle beds expand rapidly andcan become quite large and do not
achieve a maximum stable bubble diameter. They found that the Geldart correlationfor
bubble diameter in small particle bedswas unsatisfactory for large particle beds, so they
derived their own correlation. Glicksman and McAndrews (1985) studiedthe effect of
bed width on bubble behavior for large particle fluidized beds and foundthat, for an
open bed width equal to or larger than five times the mean bubble diameter, bubble
behavior was independent of bed width. Also,a maximum upper limit to bubble size
was not observed. They also observed that for a given bubble diameter, 2D bubbles rise
slower than 3D bubbles for beds of thesame height fluidized at the same fluidization
velocity. Geldart and Cranfield (1972) studied bubble fluidization propertiesof large-
particles at ambient and medium-temperature for 2D and 3D beds.Minimum
fluidization velocitieswere described by an expression based on Ergun's equation
(1952).Also, they found that the distribution ofgas between emulsion and bubble14
phases was significantly different than predictions basedon the two-phase theory of
fluidization.Saxena and Vadivel (1989) found a dependence of bubble velocityon
frontal area in 2D beds of large and small particles.Glicksman et al. (1987)
experimentally studied bubble properties in a 2D bed of 1mm particles at ambient
temperature. They found that the bubble velocity depended on the proximity of bubbles
above it and that the average velocitywas closely approximated by the Davidson and
Harrison expression (Davidson and Harrison, 1963).Glicksman et al. did not find a
maximum bubble size unless the bubble size approached the bed width.They also
developed a bubble growth model.
Bubble studies for small-particle fluidized bedsare vast (Rowe, 1976; Allahwala
et al., 1981; Hager and Thomson, 1973; Jin et al, 1982; Godard and Richardson, 1969;
Zhang et al., 1987;Horio and Nonaka, 1987;Werther and Molerus, 1973(a) and
1973(b); Werther, 1974(a) and 1974(b); Chiba et al., 1975 and 1974; Hoet al., 1983;
Tsutsui and Miyauchi, 1980; Grace and Harrison, 1969; Peeler and Whitehead, 1982;
Sellakumar and Zakkay, 1988; Clough and Weimer, 1985;Sitnai et al, 1982; Horio
and Koike, 1993; Sitnai, 1981; Cai et al, 1993; Geldart, 1972). Althoughmost of these
are not applicable to large-particle beds, several investigators found some interesting
resultswith implicationsforlarge-particlebeds.Geldart (1970) presented a
straightforward approach for relating bubble properties and investigated bubble
properties in 2D and 3D beds of small particles. Matsen (1973) found evidence ofa
maximum stable bubble size ina fluidized bed, but suggested that this was not the case
for larger particles. Godard and Richardson (1968) observed that bubblevelocities in15
freely-bubbling small-particle beds were influenced more markedly by surrounding
bubbles than by the size of the individual bubble itself.Bubble behavior in beds of
small-particles is not of particular interest here, and the focus will be on large-particle
systems.
When an obstacle such as a tube is immersed in the bed, three characteristics are
known to occur: (1) a relatively defluidized cap of particles (often called the lee-stack) is
present on the top face of the obstacle, (2)a thin film or gas cushion attaches to the
bottom surface of the obstacle, and (3) bubbles appear at the sides of the obstacle due to
local gas acceleration. Figure 1.2 shows a typical bubble and particle distribution around
a horizontal tube in a bubbling bed. These effects are generally more pronounced for 2D
beds than for 3D beds (Rooney and Harrison, 1976). The size and replacement time of
the cap generally decrease with an increase in fluidization velocity.
1.3.4 Experimental Techniques for Bubble Detection
A general review of experimental methods for studying bubble and particle
behavior in a fluidized bed is provided by Cheremisinoff (1986). X-Ray photography
(Hager and Thomson, 1973; Rowe and Partridge, 1965) provides some information on
bubbles, but is limited to beds containing a low concentration of bubbles.Cine
photography and video-tape (Kunii et al., 1967; Weihong et al., 1987) are useful but are
limited by the need for visual access to the bed and the requirement for an abundance ofSIDE
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pictures to be taken and analyzed. Mudde et al (1994) used image processingtechniques
to quantify local void fraction as well as bubble properties.
Several types of intrusive probes have been discussed in the literature which
measure bubble properties. Their operations are based on a variety of physical effects
such as temperature, resistivity, capacitance, inductance, andpressure changes between
dense phase and bubble phase.Several probe concepts possess certain operational
limitations. Intrusive probes, in general, have been shown by Rowe and Masson(1981)
to interact with the bed dynamics and results must be interpreted with this fact in mind.
Hot-wire probes (Tsutsui and Miyauchi, 1980) mightnot be sturdy enough for placement
in a bed composed of large particles.Electrical resistivity probes (Matsuura and Fan,
1984; Yoshida et al., 1982;Park et al., 1969) can only be used with liquids and
conductive solids.Inductance probes (Cranfield, 1972) usea magnetic field and
consequently bed materials must have magnetic properties.Capacitance probes have
been used in fluidized bed applications withsome success (Geldart and Kelsey, 1991;
Werther and Molerus, 1973; Gunn and Al-Doori, 1985). A seriousshortcoming of
capacitance probes is that they must be calibrated forevery fluid-solid system and
operating condition (in particular temperature and pressure) (Dutta andWen, 1979).
Probes based on sensing local electrical properties of the fluidizedbed would be
cumbersome to use in beds that operateover a range of temperatures and particle
compositions such as is the case in fluidized bed combustion. Fiber optic (Lordet al.,
1982) and optical probes (Rowe and Masson, 1981; Yasui andJohanson, 1958; Dutta
and Wen, 1979;Masson and Jottrand, 1978;Katoh et al., 1991) have also been18
introduced but have shortcomings suchas excessive intrusion in the flow pattern,
unsuitability for high-temperature use and incomplete signal interpretation methodology.
Pressure differential probes have been shown to be useful for determining bubble
properties (Sitnai, 1982) but the interpretation of thepressure records needs more
extensive experimental validation. Differentialpressure fluctuations from a probe were
used by Ramayya et al. (1993) to determine local bubble properties ina large particle
fluidized beds. Their work validated the technique, and they proposeda correlation for
bubble size in large-particle beds.
1.3.5 Heat transfer Models
The mechanism of heat transfer betweena fluidized bed and an immersed
horizontal tube is closely tied to bed hydrodynamics. In general, the heat transferrate is
influenced by a large number of variables suchas particle size, particle size distribution,
particle shape, particle and gas thermal properties, bedgeometry, type of gas distributor,
fluidization conditions, radiative properties of the bed material, heat transfer surface and
fluidizing gas, and tube design. Referring to Figure 1.2, the maximum local heat transfer
coefficient is expected generally to occur at the sidesor top of the horizontal tubes in the
`surfline'. At low velocities, the point of maximum heat transferoccurs near 90° and at
higher velocities, the locationmoves upward to approximately the 135° to 180° position.
Porosity close to the tube surface in thiszone increases with velocity, resulting in a
decrease in heat transfer rate. The minimum coefficientsare found at the top and bottom
regions of the tube, which leads to high localtemperatures and possible corrosion19
(Stringer, 1978). An increase in fluidization velocityremoves the stagnant cap at the top
of the tube and dramatically increases heat transfer with fluidization velocity.Heat
transfer at the bottom of the tube where there isa gas shroud is less sensitive to changes
in gas velocities. These phenomenaare generally agreed on, but more insight can be
gained by looking at local instantaneous heat transfer coefficients.
The bed can be divided approximately into emulsion and bubble phases. When
the emulsion phase is in contact with the surface, the heat transfer is generallygreater
than when the bubble phase is in contact. As bubbles approach and depart the tube, they
bring fresh particles to the heat transfer surface. The fraction of the total timea bubble
contacts the surface, the local bubble time fraction, is designated f0, and the emulsion
phase local time fraction is then 1- fo. Toa first approximation, the overall heat transfer
coefficient can be represented in terms of the emulsion phase coefficient, he, and the
bubble phase coefficient, hb:
h = (1 fb)he + fbhb (1.5)
where
and
he =h
pc+h
egc+h
er
hb = hbgc + h
br
(1.6)
(1.7)
These components are described as follows:
hve =particle convective component accounting for the heat transfer to
aggregates of particles by unsteady conduction through the thin gas layer20
between solid particles and the surface, and then the convective heat
transfer between these particles and the bulk of the bed.
hegc = emulsion phase gas convective component accounting for heat transfer due
to gas flow between particles
her = emulsion phase radiative component
hbge = bubble phase gas convective component accounting for heat transfer dueto
gas flow in the bubble
hbr = bubble phase radiative component
These relations can be consideredas either local or space-average.
As mentioned above, large particles tend to remain relatively isothermalnear a
heat transfer surface while small particles tend to experiencea temperature decrease near
a lower temperature surface.In beds of small particles, particle residence time and
packing density affect the heat transfer rate.Unsteady conduction exists between the
emulsion phase and the tube while the emulsion phase is incontact with the tube.
Bubbles have two opposing effects: they raise the heat transfer coefficient by bringing
new hot particles to the tube, but then when the bubble is in contact with the heat transfer
surface, the coefficient is generally lower. For small particle systems, then, the particle
convective component is predominant for non-pressurizedsystems at temperatures such
that radiation can be neglected (<900K). In large particle bubbling beds, the thermal
time constant of a particle is usuallygreater than the residence time.Thus, the heat
transfer between emulsion phase and the tube is approximately steadystate. The gas
convective components of heat transferare predominant for denser and larger particles21
and at high operating pressures. The radiative contribution acts in parallel with the other
heat transfer components for large particlesystems because the particlesstay
approximately isothermal. For small particles, however, there isa significant reduction
in particle temperature while it isnear the surface and thus radiation cannot be simply
added to the other modes of heat transfer.Because of these fundamental differences
between the mechanisms of heat transfer for large and small particle beds,different
modeling approaches have been taken. A number of theoretical models havebeen
proposed for the different modes of heat transfer, namely particle convection,gas
convection and radiation.
1.3.6 Particle Convection
Models for particle convection are generally developed to predict heat transfer
for small particle systems since this is the dominant mode. Smallparticle models
generally need as input the bubble time fraction at the heat transfer surfaceas well as the
bubble frequency. Since the emphasis ison large particles, these will only briefly be
mentioned. Basically, there are three different approaches taken:
1. Levenspiel and Walton (1952) developed the film concept. In this model, the
principal resistance to heat transfer to an immersed surface is due toa
fluid film, and the film resistance is decreased due toa reduction in film
thickness caused by a scouring action by the particles. Many others have
developed similar models but this concept has been found inadequate.22
2. The 'packet' theory based on the work of Mickley and Fairbanks (1955) is
widely used for small particle systems.In this model, 'packets' of
particles are considered homogenous with effective thermal properties.
While in contact with an immersed surface, the packet exchangesenergy,
thereby reducing the packet temperature, and is then convectedaway
from the surface and is replaced by a fresh packet.The Mickley-
Fairbanks model has been modified by several investigators (Baskakov,
1964; Baskakov et al., 1973; Chung et al., 1972; Kubie and Broughton,
1975) by the introduction of a contact resistance.
3.Another approach is to model heat transfer to distinct particles rather than
treating the particle packet as a homogenous medium. Botterill (1975)
and Decker and Glicksman, (1981) modeled heat transfer by unsteady
conduction from a single row of particles. Some of these models have
been extended to depths of two particles anda particle chain of unlimited
length.
1.3.7 Gas Convection
O'Brien et al. (1985) conducted experimentson gas convective and total heat
transfer for a horizontal tube submerged inan ambient-temperature fluidized bed of
particles ranging from 125 pm to 3.4mm. They found that the relative contribution of
gas convection to total heat transfer ranged from 6.8 percent, for the smallest particles at
optimum fluidization for heat transfer, to 100percent for the largest particles.At23
minimum fluidization the gas convective contributionwas found to be 40 and 100
percent for the smallest and largest particles, respectively. Basedon this, models for
large-particle beds need only account forgas convection and, for high-temperature
operation, radiation. These models can also sometimes account for the following small-
particle systems:high operating pressure, very high velocities,gas velocities near
minimum fluidization conditions, and surface geometry which result in regions ofeither
high voidage or stagnant particles.
Gabor (1970) proposed a model to predictgas convective heat transfer between
an immersed vertical surface and a bed for gas flows less than or equal to that required
for minimum fluidization. Xavier and Davidson (1981) modified this modelto account
for gas velocities greater than minimum fluidization velocity.Botterill and Denloye
(1978) developed a model for heat transfer betweena vertical immersed surface and
packed and incipiently fluidized beds. The model considers that the bed consistsof two
regions:(1) a high-voidage region near the heat transfer surface and (2) the region
comprising the rest of the bed. Their solutionat minimum fluidization was taken as
equal to the convective component of the heat transfer coefficient.
Adams and Welty (1979) developeda model for gas convective heat transfer,
which is expected to be the dominant mode in large particle beds.The model also
includes radiation heat transfer. The model is limited by the fact that it requiresas input
the specification of the interstitial turbulence level, the voidage distributionand the
particle spacing near the heat transfer surface. These resultswere correlated by Adams,
(1981a) to obtain an approximate formula for the Nusselt number and theresults24
compared well with experimental data for operationnear minimum fluidizing conditions.
The model was then used with an approximate hydrodynamic modelto analytically
determine local and space-average heat transferto a tube with an adjacent bubble in a 2D
bed (Adams and Welty, 1982). An approximate model of the bubblecontribution to heat
transfer to a tube was then developed to calculate theaverage bubble convective heat
transfer in a 2D bed (Adams, 1982a). Adams (1982b) extended the Adams-Weltymodel
to account for unsteady conduction effects in the particle. Adams (198 1 b) also extended
the Adams-Welty model near minimum fluidizationto the large-particle packed-bed
case.Catipovic etal.(1982) validated the Adams-Welty model includingall
components of the model except the thermal radiation portion since their experiments
were not at high temperature.The Adams-Welty model discussed above treats
separately the contributions of emulsion and bubble phase heat transfer. These models
were consolidated to predict local and overall time-average heat transfer to immersed
surfaces (Adams, 1984). This requires information regarding emulsion-phase residence
time and bubble-phase contact fraction. The modelwas validated by Catipovic et al.
(1982) in a 2D ambient pressure and temperature bed. The Adams-Welty model,like
most mechanistic models, can be used to predict average maximum and minimum local
instantaneous heat transfer coefficients, correspondingto the emulsion phase and bubble
phase contact, respectively.
Ganzha et al. (1982) developeda mechanistic theory for heat transfer between
fluidized beds of large particles and immersed surfaces.The model accounts for
conductive and convective components of heat transfer. Decker and Glicksman(1983)25
developed a physically based model for heat transfer to large-particle fluidizedbeds.
The model needs, as input, the bubble voidage. Goodagreement was found with data
from several sources. They found that thegas convective component in fluidized bed
heat transfer is not simply related to overallgas convection in a packed or quiescently
fluidized bed. Catipovic (1979) studied heat transferto a horizontal tube and tube array
in a room temperature bed of particles ranging from 0.37to 6.6 mm. Simultaneous
measurements were made of instantaneous, as well as time-averaged, local heat transfer
coefficients, voidage, and surfacepressure variations at several positions around the
circumference of an instrumented tube. A modelwas developed to predict heat transfer
coefficients over a wide range of operating conditions, including large-particle and
small-particle limits. This model is actually semi-empirical andaccounts for all modes
of heat transfer.
1.3.8 Radiation
While the importance of the radiative component of heat transfer is argued
among investigators, it is generally agreed that the radiative contribution increases with
particle size and temperature. The alternate slab modelwas used to predict radiative heat
transfer for small particle systems by Kolaret al (1979). Ozkaynak et al. (1983) found
that radiation heat transfer contributedas much as 30 percent of the total heat transfer to
an immersed surface for an 800 °C bed of 1.03 mm particles. Yoshida et al. (1974) found
that the contribution due to radiant heat transferwas insignificant at temperature levels
up to 1000 °C in small particle beds. Basu (1978) found the radiation contribution to be26
5-10 percent for small particle beds. Radiation heat transfer for beds of small particles
have been studied by several other investigators (Szekely and Fisher, 1969; Borodulya
and Kovenskii, 1981; Chen and Chen, 1981; and Brewster and Tien, 1982).
All models mentioned above are basically applicable to fluidized beds of small
particles. Fewer models are available for predicting the radiativecomponent in large-
particle beds. Fatani (1983) used the alternate slab model mentioned aboveto predict
combined radiative and convective components. Mahbod (1984) used the Adams-Welty
model to predict the radiation contribution to the total heat transfer betweena large-
particle fluidized bed and an immersed horizontal tube. These modelsare difficult to use
in practice, however, because they require knowingsome parameters which are not
readily available. An approximate method which givesan upper limit for radiation was
given by Glicksman and Decker (1980 and 1982) and Glicksman (1984). In additionto
the large-particle heat transfer models discussed above,some of which include the
radiative contribution, other research has been doneto examine the importance of
radiation in large-particle beds. Adams et al. (1984) and Alavizadehet al. (1990) studied
the radiative contribution to heat transfer ina high-temperature large particle fluidized
bed and found, for 2.14 mm particle bed, radiation contributions ofabout 8 and 13
percent for bed temperatures of 810 and at 1050 K, respectively.The radiative
contribution for a black tubewas found to increase from 6 to 14 percent with particle
diameters from 0.52 mm to 3.23mm in a bed at 812 K, and to increase from 14 to 22
percent with bed temperatures from 812 K to 1050 K for 3.23mm particles. Chung and
Welty (1991) studied total and radiative local and spatial-average heat transfer27
coefficients in large-particle fluidized beds at high-temperatures and foundthat radiation
contributed at most 12 percent to total heat transfer at 810K. They also found thatthere
was some indication that the values of total heat transfer coefficients for anarray of tubes
were slightly higher than those for a single tube, but by no more than 5 percentover the
conditions examined (Chung and Welty, 1989). Ozkaynak et al. (1983) studiedradiative
heat transfer in a fluidized bed of 1.03mm particles at temperatures up to 1073 K and
found the radiative contribution approached 30 percent of the total heat flux.
1.3.9 Heat Transfer Correlations and Data
Many researchers have conducted experiments to establisha data base, to test
and modify available correlations and models,or to propose new correlations.The
available literature for small particle systems isvast.For space-average heat transfer
coefficients in small particle beds these include the following:Gabor, 1972; Grewal,
1981; Chen, J.C., 76;Shah et al., 1981; Vreedenberg, 1958; Canada et al., 1977;
Baskakov et al., 1973; Grewal and Saxena, 1980; Ozkaynak and Chen,1980; Andeen
and Glicksman, 1978; Gloski et al., 1984; Kurosakiet al., 1991; and Gel'perin et al.
1964.Local andspatial-average coefficients for small particle systems have been
investigated by the following researchers: Samson, 1973; Chandranet al., 1980; Berg
and Baskakov 1974; and Richardson and Shakiri, 1979. Heattransfer coefficients for
small particles and tube bundles have been examined by the following:Gel'perin et al,
1969; Saxena, 1979; Borodulya et al., 1980; Grewal,1981; and Grewal and Saxena,28
1983.In general, Borodulya et al. (1980) found that the correlation by Grewal and
Saxena ( 1983) was best for small particle beds.
Several correlations have also been proposed for large-particle systems.The
correlations are generally useful for time- and space- average coefficients but do not give
insight into local and instantaneous coefficients.Some of the mechanistic models
described above can be used to examine local, instantaneous coefficients, although
information such as local bubble time fraction or space fraction isnecessary to determine
time- or space-average coefficients.The thrust of the present work is to investigate
instantaneous heat transfer and hydrodynamics.Since the time- and space-average
correlations for the heat transfer coefficientcan be dissected to assist in this
investigation, they will be briefly discussed here. More complete summaries of available
correlations are given by Grewal (1981) and Grewal and Saxena (1980, 1981).
Botterill and Denloye (1978(a) and 1978(b)) and Denloye and Botterill (1978)
proposed a dimensional correlation appropriate for small and large-particle beds at
incipient fluidization. Baskakov and Suprun (1972) developeda correlation for the gas
convective heat transfer coefficient based on the analogy between heat andmass transfer.
Correlations are given for gas velocities below and above thatnecessary to give a
maximum heat transfer coefficient. Glicksman and Decker (1980) developeda model
for the gas convective component. Zabrodsky (1966) developeda simple correlation for
the gas convectivecomponent.Several others have also developed or tested
correlations appropriate for small- or large-particle beds (Chandran. and Chen, 1981;
Wright et al., 1970; Botterill and Williams, 1963; Syromyatnikov, 1974; and Xavier29
and Davidson, 1978), for just large-particle beds (Tang and Howe, 1981; McGaw, 1977;
Maskaev and Baskakov, 1974; Mathur and Saxena 1986; and Borodulya et al., 1991),
and for large particles and tube bundles (Zabrodsky et al., 1981; Borodulya et al., 1980;
Borodulya, et al., 1983; Borodulya et al., 1984; Ku et al., 1981; and Tamarinet al.
1976,). Grewal (1981) found that the correlations by Catipovic, Glicksman and Decker,
and Zabrodsky are in good agreement with most existing data.
Many aspects of heat transfer in beds of large particles have been researched.
Vadivel and Vedamurthy (1980) investigated the influence of bed parameterson the
local, time-average radiative and total heat transfer coefficients toan immersed
horizontal tube in a bed of large particles at high temperature. George (1981) studied
local and spatial-average heat transfer coefficients to high-temperature large-particle
beds containing a horizontal tube. Goshayeshi et al. (1985, 1986) and Goshayeshi (1989)
investigated local and spatial-average heat transfer coefficient for horizontal tubearrays
in high-temperature large-particle beds and found thatsingle tube studiesare
representative of heat transfer behavior of tube arrays. Alavizadeh (1985) studied local
total and radiative heat transfer coefficient in high-temperature large-particle fluidized
beds containing single horizontal tubes and tube bundles. Pidwerbecki (1994) studied
local and spatial-average total and radiative heat transfer coefficients in the splashzone
of a fluidized bed and included some in-bed results. Local time-average coefficients for
large-particle beds have also been experimentally investigated by Cherrington (1977),
and Chandran et al. (1980) at ambient temperature and George (1981) and Vadivel and
Vedamurthy (1980) at high-temperature. The investigators who conducted experiments30
to measure local instantaneous heat transfer coefficientsare mentioned below (see
Section 1.3.10) and some of these have also reported local and spatial-averagetime-
average coefficients.
Botterill et al. (1981) experimentally investigated several correlations for small
and large particles an found that the Zabrodsky (1966) correlation works best forGeldart
B particles and the Denloye and Botterill (1978) correlation works best for GeldartD
particles.
1.3.10 Instantaneous Heat Transfer
In order to test the accuracy ofa mechanistic model or correlation, instantaneous
and local heat transfer coefficientsare needed. Sensors used to measure instantaneous
heat transfer coefficients must be fast-responding (on the order of 100Hz, George,
1993), must be able to withstand the abrasive atmosphere of the bed, and, forhigh-
temperature applications, must be able to withstand combustion-level temperatures.
Mickley et al, (1961) were the first to obtain instantaneous data usinga thin platinum
foil on a vertical tube. Other investigations followed which typicallyused thin foils and
films such as Tuot and Clift (1973); Baskakovet al. (1973); Bemis et al. (1977);
Syromyatnikov et al., 1976; and Crescitelli et al. (1981).These measurements had
some limitations including error due to variation in probe surface temperatures and
significant temperature difference betweensensor and the object on which it was placed.
Additionally, these types ofsensors are usually not suitable for high-temperature
applications since they work by maintaininga slightly higher temperature than the bed,31
which could destroy the sensors. Catipovic (1979),as discussed above, used platinum
resistance heaters and held the surface temperature constant byan electronic control
circuit. This type of sensor is also not suitable for high-temperatureusage. Figliola et al.
(1984) measured instantaneous heat transfer coefficients fora horizontal tube in a
fluidized bed of small particles at ambient temperature.Their results validated small
particle models for particle convective and overall coefficients, but showed that
predictions were inaccurate for binary particle mixtures. Mueller et al. (1995) measured
instantaneous heat transfer coefficientson a horizontal immersed tube in an ambient
temperature bed of 450 p.m to 1200 pm spheroidal glass particles. The heat fluxsensor
used was a platinum-film probe which is unsuitable for high-temperature operation.In
the work of Pence et al. (1994), the contact behaviorwas divided into three groups:
bubble phase contact, stationary emulsion phase (identified by transient decaying heat
transfer coefficient ) and mixing emulsion phase contact (identified by the heat transfer
coefficientfluctuating about a constant value).They developed a signal processing
technique to calculate average contact times and contact time distributions for eachtype
of contact. McKain et al. (1993) measured instantaneoustemperature and pressure
information on a horizontal tube immersed inan ambient-temperature fluidized bed of
small particles. They numerically calculated heat transfer coefficient basedon 1-D
conduction and determined bubble frequencies frompressure signal autocorrelation.
George (1987) developed a transducer tomeasure instantaneous local heat flux
and heat transfer coefficients toa surface immersed in a high-temperature fluidized bed.
The sensor measured temperatures whichwere converted to heat flux by electric analog32
solution to the 1-D transient heat conduction problem. Thesensor was proven functional
in a small-particle fluidized bed operated at 282 °C. George and Smalley (1991) builta
cylinder instrumented with thesensor developed by George.They obtained
instantaneous heat transfer coefficients for a horizontal tube immersed ina bed of 0.9
and 2.1 mm particles at temperatures of approximately 550 °C and 743 °C. Theywere
unable to compare their instantaneous heat transfer coefficient results since thereare no
other published data.Good agreement was found, however, for spatial-average heat
transfer coefficients and time-average local heat transfer coefficients.George (1993)
measured instantaneous heat transfer coefficients ina 562°C fluidized bed of 1 mm
particles. Use of instantaneous data allowed various components of the Adams-Welty
model to be compared and validated with experiment. Average coefficients agreed well
with established correlations.It was also found that bubble phase heat transfer was
much greater (by a factor of 2 or 3) if the bubblewas simultaneously erupting at the bed
surface compared to the case of fully immersed bubbles.
Khan and Turton (1992) built a probe basedon the concept developed by George
to measure instantaneous local heat transfer coefficients on a tube immersed ina
fluidized bed of 0.73 mm and 1.2 mm particles at 900K. To find the heat transfer
coefficient, the 1-D heat conduction equationwas solved numerically. It appears that the
probe was calibrated for temperature, but that the numerical results for heat fluxwere not
calibrated.This could lead to large error due to contact resistance which is not
accounted for in the 1-D model, and uncertainties in material properties. The qualitative33
results compared favorably with limited available data (George, 1989 andCatipovic,
1979).
Instantaneous heat transfer data provide a good means to evaluate theaccuracy of
a proposed mechanistic model since the data allow individual terms in the model to be
checked for accuracy. For instance, the bubble phase convective (together withradiative
for high-temperature operation) termcan be compared to the low values of the heat
transfer coefficient found when a bubble is in contact with the surface. The maximum
and minimum values of the instantaneous heat transfer coefficientat one location of the
surface will correspond to conditions in which the surface is covered bya group of
particles and a bubble, respectively.
Other uses of instantaneous data have been proposed.Saxena et al. (1993)
pursued the possibility of characterizing the quality of fluidization bystatistically
analyzing instantaneous pressure and temperature fluctuations ina large-particle
ambient-temperature bed which couldprove to be a practical use of instantaneous data.
1.3.11 Interaction of Hydrodynamics and Instantaneous Heat Transfer
Tuot and Clift (1973) studied instantaneous local wall-bed heat transfer
coefficients in the vicinity of a rising bubble ina 2D small-particle fluidized bed. They
found that as a bubble approached the heat fluxsensor, the heat transfer coefficient
increased.When a bubble encompassed thesensor, the heat transfer coefficient
decreases. Finally, there wasa sharp rise in the heat transfer coefficient after the bubble
departed. The heat transfer coefficient passed througha maximum some time after the34
bubble departs. When a bubble passed near thesensor but did not engulf it, there was
also a rise in the heat transfer coefficient as the bubble approached anda decrease in the
heat transfer coefficient when the bubble departed the horizontal plane of thesensor.
Henwood (1969) and Mickely et al. (1961) found thesame results for 2D and 3D beds,
respectively. Bock and Molerus (1980) studied simultaneous measurements of local
bubble behavior and time-averaged local heat transfer coefficientson a vertical tube in
beds of small particles and they concluded that bubble activitywas the controlling
mechanism of heat transfer. Kubie (1976) studied bubble-induced heat transfer ingas
fluidized beds of small particles at ambient temperature. A platinum wirewas used as an
instantaneous heat transfer probe and bubbles were injected into an incipiently fluidized
bed.They found that bubble wakes were primarily responsible for renewal of the
emulsion on the wire surface (and hence the increase in instantaneous heat transfer
coefficient). The "noses" were shown to be responsible forsome of the surface renewal
(and hence increased heat transfer coefficient), but that the main effecton the time-
average heat transfer coefficient was due to the contribution of the bubble wake.
Crescitelli et al. (1981) simultaneous measured instantaneous heat transfer coefficients
and observed local particle-renewal using film and confirmed the relationship between
particle-renewal and heat transfer coefficient.Ishiguro et al. (1991) experimentally
studied instantaneous heat transfer coefficients, wallpressure, and discrimination
between emulsion and bubble phases ata horizontal tube wall for a bed of small
particles. Their results were used to developa model of local heat transfer coefficients
for small particle beds.35
1.4 Present Work
The purpose of this research is to study fluidized bed hydrodynamics and their
relationship to heat transfer.First, two optical probes were used in a 2D bed to
validate the interpretation of the probe signals. The probe signals (voltages)were
compared to video tape of the bed to determine information contained in the probe
signals. Bubble properties such as bubble (or emulsion) frequency, bubble velocity,
pierced length, characteristic bubble size, bubble (or emulsion) residencetime, and
bubble (or emulsion) time fractionwere calculated by filtering and processing the
probe signals.Calculated bubble properties were compared to and validated by the
values obtained with the video-tape. The next stepwas to use the probes in a high-
temperature 3D bed where the bubbles could not be observed directly.
In order to simultaneously study the heat transfer,a tube instrumented with an
instantaneous heat flux sensor was builtso that instantaneous heat transfer coefficients
could be measured. The sensor was basedon surface temperature measurements of the
tube. To convert these data to heat transfer coefficients, the signalswere processed
using an analog signal conditioning unit. This required calibrationto relate voltages to
instantaneous heat transfer coefficients.
Experiments were performed in a high-temperature fluidized bedover a range
of temperatures and fluidization velocities. Bubble propertieswere measured for two
different particle sizes and heat transfer coefficientswere taken at circumferential
intervals on the tube of 45°. Bubble phase and emulsion phase properties thatwere
obtained in the 2D bed were also obtained in the 3D bed. Local,instantaneous heat36
transfer coefficients were measured.Time- and space-averaged heat transfer
coefficients, time-averaged local heat transfer coefficients, instantaneous heat transfer
coefficient standard deviation, average maximum and minimum local heat transfer
coefficients were calculated using these instantaneous results.By filtering the
instantaneous heat transfer coefficient, bubble (and emulsion phase) frequency on the
tube, bubble (and emulsion phase) residence time on the tube, bubble (and emulsion
phase) time fraction on the tube were also calculated.Finally, available time- and
space-averaged correlations were compared to the average maximum and minimum
local heat transfer coefficients.The best correlations were identified and then
modified and extended to account for local variation around the circumference of the
tube.37
2. SENSORS AND EXPERIMENTAL APPARATUS
2.1 Optical Probe
2.1.1 Optical Probe Design
A schematic of the optical probe unit is shown in Figure 2 1Infrared light (880
nm spectral peak) is produced by a high-intensity LED. The light travels downa fused
quartz rod, is reflected across a gap, then is reflected downa second rod, and is
subsequently incident on a silicon infrared phototransistor which ismatched to the LED.
The excitation current to the LED is providedas a square wave at approximately 10 kHz
with a constant nominal current large enough that thecurrent supplied is never negative.
A periodic signal is used so that radiant emission froma high-temperature bed and other
noise can be removed.The phototransistor output is processed using amplitude
modulation (Doeblin, 1991). The amplitude-modulated signal containsthe useful bubble
information at the corresponding side frequencies of the10 kHz carrier signal.This
signal is high-pass filtered toremove 50 or 60 Hz noise pick-up due to AC power lines
as well as the constant or slowly fluctuating component of the phototransistor output due
to radiant emission from a high-temperature bed.The signal conditioning unit also
filtersout the extremely high frequency emission from bed thermal radiation
(approximately 1011 -1015 Hz, including infrared frequencies). Theremaining square wave
signal is amplified, full-wave rectified and filteredto yield a voltage which can be
recorded by an oscillographor a digital data acquisition system. Essentially all of theLED ----INN-
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Figure 2.1 Schematic of optical probe39
signal retained after the conditioning has itssource at the LED and is not due to radiant
emission from a high-temperature bed as transmitted to the phototransistor throughthe
quartz rods because of the amplitude modulation signal conditioning method employed.
For common gas fluidized systems, the bubble phase is essentially optically
clear, and light is transmitted across thegap to the photodetector when a bubble occupies
the gap. Assuming opaque particles (or at least particles which sufficientlyscatter light),
essentially no transmission of lightoccurs across the gap when the dense (emulsion)
phase fills the gap. In this work the signalwas amplified such that the voltage range was
approximately 0-3.0 volts.The frequency response of the optical probe and signal
conditioning unit was experimentally found to be approximately 125 Hz.
The rods, LED and phototransistorwere encased in stainless steel coolant
channels suitable for high-temperature operation. All joints exposed directlyto the high-
temperature bed were silver brazed and the quartz rods, whichwere exposed beyond the
coolant channel, were held stationary in Inconel tubing. The Inconel tubeswere fixed
relative to each other by a clamp and the quartz rodswere held fixed inside each of the
Inconel tubes by a set pin located at the base of the probes.One optical probe was
supplied by Dr. Alan George of Montana State University.A second probe was built for
the current research. The coolant channelswere re-designed to allow a simpler cooling
path and easier manifold connections to the coolantsystem at the high-temperature
fluidized bed facility. Some of the dimensionson the second probe are slightly different
to accommodate alternative materials purchased for the probes.The length of this
second probe was the shortest length allowed in orderto fit the probe into the high-40
temperature fluidized bed. The shorter path provided reduced material cost and allowed
for shorter quartz rods to be used. The quartz rodsare commercially available. The rods
with 2.1-mm-diameter were used for the first probe, and 1.9-mm-diameterrods were
used in the second probe. These sizeswere the largest that would fit into the Inconel
tubes.The quartz rods were shaped by grinding the top and bottom surfacesas shown
in Figure 2.1 using a circular sander. These surfaceswere then fire polished using an
acetylene torch to produce maximum reflectance and transmittance. The fusedquartz
rods could operate at combustion level temperatures without softeningor undergoing a
significant loss of transmittance at infrared wavelengths. To demonstrate theirsuitability
for use at combustion-level temperatures, the probeswere tested in a high-temperature
furnace with coolant water supplied to the probes. Fortemperatures ranging from 290 K
to 1200 K, the open gap voltage remained essentially constant- within approximately
±10% of the room temperature value. Additionally, the sensitivity of the phototransistor
was found to be essentially unaffected by the radiant emission from the high-temperature
environment. After dozens of hours of operation ina fluidized bed at 660 K, during
which the quartz tips of the probewere subject to abrasion by the bed particles, the
calibration of the probe remained essentially constant.
2.1.2 Probe Signal Processing Methodology
While in principle the probe deliversan "on-off' signal corresponding to bubble
phase and emulsion phase, respectively, the real analog signal varies from thisfor two
reasons. First, the bubbles contain particles which block the light and reduce the voltage41
below its maximum "on" value.The particle occurrence inside bubbles ismore
pronounced in a 2D bed than a 3D bed because of the wall effect. Second,the voidage
in the dense phase adjacent to a bubblecan be large (Lockett et al., 1967) which could
allow some light to travel across the probegap. As bubble properties were of interest in
the present work, it was necessary toremove particle effects from the signal. This was
accomplished bytwo-stage filtering the raw signal such that the relatively low
frequency bubble informationwas retained and the higher frequency particle effect was
removed. The filtering techniquewas verified by comparing the optical probe signal to
video-tape of the exact same events ina 2D bed.
2.2 2D Bed Experiments
The 2D bed facility consisted ofa gas supply system, orifice flow meter, and test
section. A schematic of the fluidized bedapparatus is shown in Figure 2.2. Ambient air
is pumped by a positive displacement blower throughan orifice flow meter, followed by
a plenum and finally into the test section.Experiments were run in the 2D bed at
approximately 313 K and atmosphericpressure in a 2D fluidized bed. The test section
was rectangular in shape with a width of 68.6 cm, a height of 45.7cm and a thickness of
3.2 cm. The distributor platewas a 3.2 mm-thick aluminum sheet with 3 rows of 55
holes, 2.38 mm in diameter, spaced 1.27cm between centers.The front of the test
section was 3.1-mm thick scratch-resistant Plexiglasto allow visual observation. The
bed material consisted of silica-alumina particleshaving a density of 2700 kg/m3 and a
nominal diameter of 2.0 mm. The packed bedwas 30.5 cm deep and the minimumDISTRIBUTOR
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Figure 2.2 OSU 2D fluidized bed facility.
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fluidization velocity was found to be Umf= 115 cm/s. Two optical probes were mounted
horizontally through the back of the test section. The lower probewas located 15.2 cm
above the distributor plate and the second probewas located 5.1 cm above the lower
probe.Data were taken over a range of fluidization velocities from minimum
fluidization velocity (Umf) to 1.6 Umf with increments of 0.1 limpFive data sets were
taken at each fluidization velocity fora period of 163 seconds each. The sampling rate
was 200 Hz.The data taking and signal processing were performedon a digital
computer.
2.3 Optical Probe Signal Processing
Typical raw probe signals are shown in Figure 2.3 for U/Umf= 1.4.Results
obtained for U/Umf = 1.4 are representative of the other fluidization velocities employed.
The two-stage filter consisted of a digital low-pass filter followed bya digital
amplitude-cut-off filter. The first-stage, low-pass filteringwas done in the frequency
domain following the procedure discussed in Press et al. (1989).
To illustrate the methodology, consider the data set from which the data in
Figure 2.3 were taken. The Fourier transform of the data, whichwas calculated using
the Fast Fourier Transform (FFT), is shown in Figure 2.4. The time domaindata are
denoted v(t) while the frequency domain dataare V(w). The bubble information is
contained in the relatively low-frequency portion of the signalwhile the particle
information is contained in the higher frequencies. Therefore, V(co)was multiplied by a3.5
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function which passes values of V(co) for smallco and eliminates values of V(co) for
large co. Such a function might be the following ideal low-pass filter:
H(o) =
co
cut
0co >
cut
(2.1)
where co is the cut-off frequency. Using a filter with such sharp transition in amplitude
can cause Gibbs phenomena (Walker, 1991) which results in signal distortion when the
inverse transform is performed. To avoid this problem,a filter with a more gradual
change from 1 to 0 was used.
The filter selected was a second-order magnitude-squared Butterworth (Johnson,
1976) filter having the following transfer function:
H(s) =
1
2
(2.2)
where s=who= and j= ..%/171.The cut-off frequency selected was wc,,,=7 Hz. This filter
is shown in Figure 2.5. To use this filter, the FFT of the probe signal, V(co)was
multiplied by the filter transfer function H(co) and then the productwas transformed back
to the time domain. The effect of this filter on the raw signal in Figure 2.3 is shown in
Figure 2.6.
The second-stage filter was an "on-off' amplitude cut-off filter andwas used in
the time domain. A cut-off voltage,v. was calculated and then values of the first-
stage-filtered signal above v., were assigneda value of 1 (on) while those below v.,
were assigned a value of 0 (off). The value of v., was determined using the following
relation:1.2
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(2.3)
where v. and v,, were the maximum and minimum values ofthe first-stage-filtered
data, respectively. The resulting signal hasa value of 1 when the probe is immersed in a
bubble and a value of 0 when the probe is immersed in the dense phase.The three stages
of the probe signal, overlaid, are shown in Figure 2.7.
A satisfactory filter is one that eliminates extraneous particle effectsyet retains
the bubble information. Whenever there isa positive voltage, there is a void (either a
bubble or a high-void-fraction region) and whenever the voltage iszero, particles occupy
the gap. When two bubblesare very close, it is subjective whether to consider them as
one or two bubbles. The assignment of the bubble boundary location is also subjective
due to the high void fraction region at the boundary and the largeparticle content in the
bubbles. This is the nature of two-phase flow; the goal isto quantify bubble behavior
with the greatest accuracy possibleso that their properties can be related to a heat and/or
mass transfer process of interest.A filter which appeared to capture as much
information as possible was therefore selected. As longas the filtered signal appears to
capture the desired information (by comparing theraw signal to the filtered signal and
considering the comments above), then the resultant bubble propertiesare not overly
sensitive to the value of the filter parameters. Note that the uncertaintyassociated with
observed bubble properties arises primarily from these inherent bubblecharacteristics.
This filtered signal was compared extensivelyto the 2D bed video tape to ensure that the
raw signal was being interpreted and processed appropriately.50
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2.4 Calculation of Bubble Properties
The filtered probe signal yields information about the following bubble
properties: bubble frequency, local bubble residence time, local bubble time fraction,
bubble velocity, pierced length, bubble diameter, and visible bubble flow.
2.4.1 Bubble Frequency
The bubble frequency was found simply by dividing the number of bubble
occurrences by the experiment time duration. Frequency calculations using the probe
signal agreed closely with the visually-observed frequency. The probe informationwas
more accurate because the probe will respond to any void through which light can pass.
It was sometimes difficult, however, to determine if the probewas intercepting a bubble
by observing the video-tape since the probe was located 1.6cm from the Plexiglas and
because of the inherent uncertainty in observations discussed above.
2.4.2 Local Bubble Residence Time and Local Bubble Time Fraction
The local bubble residence time is the time that the probe is immersed ina
bubbleduring the passage of that bubble (emulsion phase residence timecan be
calculated similarly).It is calculated simply by determining how long the signal stays
`on'. A comparison of values obtained using the probe and those observed is shown in
Figure 2.8. The observed value contains uncertainty due to inexact assignment of the
bubble boundary and the time resolution of the video tape which is betweenone field52
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Figure 2.8 Comparison of observed and calculated local bubble residence time.53
and one frame (16.7- 33.3 msec). The fraction of total time the probe is immersed in the
bubble (emulsion phase), which is called the local bubble time fraction (local emulsion
time fraction), can also be calculated in a straightforwardmanner.
2.4.3 Bubble Velocity
The bubble velocity is a difficult parameter to specify since bubbles collapse,
coalesce, have horizontal components of velocity, and have inexact boundaries. Werther
(1974) showed that the instantaneous rise velocity ofa bubble is a stochastic quantity
and that the measurement of individual rise velocities is pointless. Instead of calculating
individual rise velocities, a mean bubble velocitywas found by cross-correlating the two
filtered probe signals. When the upper probe signal isa close copy of the lower probe
signal but lags by a time difference, tce, then the cross-correlation function will bea
maximum at tcc (Press et al., 1989). The distance between the two probes divided bytec
is the mean bubble velocity. The bubble velocity, calculated using the cross-correlation,
is compared to the relative frequency polygon of observed bubble velocities in Figure
2.9. Agreement relative to the uncertainty in the observed valuesas discussed above is
considered good.
2.4.4 Pierced Length
The pierced length was found by multiplying the bubble velocity by the local bubble
residence time. The relative frequency polygon for the pierced lengths calculated using05
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Figure 2.9 Comparison of observed and calculatedaverage bubble velocity
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the probe information is compared to that of the observed pierced lengths in Figure 2.10
for one U/Umf=1.4 run. The agreement is excellent considering the uncertainty inherent
in the observed values.
2.4.5 Characteristic Bubble Diameter
The pierced length distribution can be used to calculate a characteristic bubble
diameter. Bubbles of varying sizes traverse the probe and the probe detectsa pierced
length less than or equal to the bubble diameter. For thecase of a 2D bed, the bubbles
have an approximately circular cross-section and this shape will be assumed here,
although a semi-circular shape could just as easily be used. The relationship between
f(y), the pierced length probability density function, and f(d), the circle diameter
probability density function, is as follows (Reid, 1955):
1d
1
2 f(d)d) = I y(y.2) 2 if
(Y)dY (2.4)
Replacing the lower bound with dmax, the maximum pierced length measured, results in
an equivalent integral. The value of d corresponding to the maximum value of f(d) is the
most probable (characteristic) circle diameter, dd.,.Because f is calculated using the
pierced length data, its values are discrete and the integration in Equation 2.4 is done
numerically.Because the integration contains an non-integratable singularity at the
upper limit, the Second Euler-Maclaurin summation formula (Press et al., 199), an open
formula not requiring the integrand to be evaluated at the endpoints,was used. The
probability density function, ci), and its derivative,4)% were calculated numerically by0 6
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Figure 2.10 Comparison of observed and calculated pierced length
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putting the measured pierced lengths into bins. Choosing the number of bins equalto
the square root of the number of measured pierced lengths availablewas found to be
satisfactory. Since f depends on the derivative of the discrete function4),4) was first
smoothed using a low-pass filter. Becausea large number of pierced lengths were
required to accurately determine f, the pierced lengths from the five differentruns at each
fluidization velocity ratio were lumped together to calculate f.Observed bubble
diameters, deq, were calculated using the following relation:
TE
deq =
4
Abub (2.5)
where Abub is the observed bubblearea. The calculated characteristic bubble diameter is
shown in comparison to the relative frequency polygon of observed values forU/Umf
1.4 in Figure 2.11. Note that the characteristic bubble diameter overpredicts theaverage
observed bubble diameter.This is due not only to the uncertainty inherent in the
observations, but also because the assumed bubble shape isnot always accurate. As
noted by Geldart and Cranfield (1972), long, thin, horizontal bubblesexist close to the
distributor plate which grow into circles furtherup in the bed. For U/Umf=1.4 in this 2D
bed, the lower probe is located in the transition region between the long,thin bubbles
and the circular bubbles. When the probe is intercepting long, thin horizontalbubbles,
the average deg will be greater than dd.,.
For 3D beds, appropriate bubble shapescan be assumed such as the spheroid
family suggested by Tsutsui and Miyauchi (1980). Consideringobservations made by
other researchers about the mushroom-cap shape of bubbles in 3D beds,a hemisphere
shape was chosen.For this case, the probability distribution function of bubble0.2
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Figure 2.11 Comparison of observed and calculated bubble diameter
(dp=2 mm, U/Up,f=1.4).
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diameters for bubbles ascending through a horizontal plane including themeasurement
plane is given by F(d):
F(d)S
dy
()(Y)) (2.6)
y
where
Go
f
0
d {4(Y)}dy
dyy
(2.7)
and S is a constant.
2.4.6 Visible Bubble Flow
The visible bubble flow, Qb, is the volume ofgas that is carried by the rising
bubbles across a horizontal planeper unit time in the bed assuming no gas flows through
the bubble.In order to calculate the visible bubble flow basedon measured bubble
frequency and pierced length, the simplifying assumption is made thatthe bed is
bubbling uniformly at a certain height. Assuming uniform bubble distributionacross the
width of the bed, the visible bubble flowacross a horizontal plane including the probe is
Qb fb YTW (2.8)
where fb is the bubble frequency measured ata point by the probe, T is the bed thickness
and W is the bed width.60
2.4.7 Local Bubble Space Fraction
The local bubble (emulsion) time fraction is the fraction of time thata point is
immersed in the bubble (emulsion) phase.It is determined by dividing the measured
time the probe is in a bubble (emulsion) by the total sample period.
The instantaneous space fraction, 6, is the fraction of the bed that is occupied by
the bubble phase at any given time. Like the visible bubble flow, the calculation ofthe
instantaneous space fraction is basedon the assumption that the bed is bubbling
uniformly. This assumption is necessary since the bubble propertieswere measured at
only one point in the bed cross-section.The instantaneous space fraction can be
calculated as follows:
fb y
b=
Qb
A
bedUbUbfb
(2.9)
The instantaneous emulsion phase fraction could be calculated similarly.Note that
the instantaneous space fraction is equal to the local bubble time fractionwhen the
assumption is made that the bed is bubbling uniformly.
2.5 Instantaneous Heat Flux Sensor
In order to measure instantaneous heat transfer coefficientson a horizontal tube
submersed in a high-temperature fluidized bed, several constraints first hadto be met.
First, the instantaneous heat fluxsensor had to be able to survive the abrasive
environment caused by the solid particles in the fluidized bed. Second, thesensor had to61
be able to withstand the high-temperatures (up to 1100 K) encountered inthe fluidized
bed. By cooling the tube on which thesensor was mounted, however, the transducer
temperature was in practice expected to not exceed 500 K. This temperature of 500 K
was therefore the design temperature.Third, the sensor had to fit ontoa 5.08 cm
diameter stainless steel tube with a wall thickness of 0.95cm. Finally, the sensor and its
associated instrumentation must havea frequency response fast enough to capture
bubble and particle events. For the operating conditions considered in thepresent work,
bubble frequency was on the order of 1-5 Hz. Theresponse of the sensor to particle
activity depends somewhat on its size. Asensor with a small active area which might
cover only a couple of particle contact points would require a higher frequencyresponse
than a sensor with a larger activearea. A larger sensor would not be able to measure the
high frequency fluctuations whichoccur during moving emulsion phase contact. A
frequency response of at least 100 Hzwas recommended by George (1993) for similar
operating conditions and this is consideredmore than sufficient.
Several researchers have measured instantaneous local heat transferrates (or,
equivalently, instantaneous local heat transfer coefficients)as mentioned above. Most of
these studies utilized electrically heated foilsor thin metal films of low heat capacity as
heat flux traducers. The operating principle of these devices andthe signal conditioning
methods used require that the transducer surface beat a higher temperature than the
fluidized bed.This fact, combined with limited abrasion resistance,means that these
sensors are not capable of surviving in a high-temperature fluidized bed. Thermopile
type gages, which use arrays of thermocouple junctionsor resistance temperature62
detectors to obtain the temperature differenceacross thin wafers of insulating material,
are not abrasion resistant.Thus, they must be covered with a protective film suchas
shim stock such as those used by George (1981) and Goshayeshi (1989). Theresultant
frequency response is much too slow to accuratelymeasure instantaneous local heat flux.
The thermopile-type transducer used by George and others, whichwas covered by
stainlesssteel shim stock, had a frequencyresponse (defined as the frequency
corresponding to the time interval after application ofa step change in surface heat flux
for the output voltage to remain within 2% of the final value) of1.042 Hz (960 ms).
Without the shim stock, the frequencyresponse was 12.5 Hz (80 ms). The circular foil
heat flux gage, also known asa Gardon gage (Gardon (1960)) has been found by
Gosameyer (1979) and George (1987) to be unsatisfactory foruse in high-temperature
fluidized beds. These researchers determined that the Gardongage did not accurately
translate the heat flux to an output voltage unless the heat fluxwas uniform over the
gage surface.
George (1987) found that a device basedon surface temperature measurement
and use of the heat conduction solution for the semi-infinite wall issuitable for
determination of instantaneous local instantaneous heat transfer coefficients.A few
researchers (Khan and Turton, 1992; Pence et al., 1994; Figliola,1984) have since
used his design to measure instantaneous local heat transfer coefficients, althoughnot
under the conditions in the present study. Thesensor selected for the present work was
that based on the design of George (1987), Smalley (1990) andGeorge and Smalley
(1991).63
2.5.1 Design and Principle of Operation of Heat Flux Transducer
The principle of operation of the transducer isas follows.The (fluctuating)
surface temperature of the tube and the in-wall temperatureare measured and used as
boundary conditions in the solution to the one-dimensional unsteady heat transferin a
semi-infinite medium which is assumed tooccur. The in-wall temperature is measured
at a location sufficiently far into the tube wall so that temperature fluctuationsare
dampened and the in-wall temperature is essentially constant.
The fluctuatingsurface temperatureismeasured using an eroding-type
thermocouple.Although eroding-type thermocouples are manufactured by Nanmac
Corporation of Framingham, Massachusetts, theyare too small for the present use. A
schematic of the type of thermocouple used in this work is shown in Figure 2.12. Thin
thermocouple sheets are separated by mica sheets. The thermocouple junction is formed
by small burrs at the surface which bridgeover the thin mica sheets.Thus a
thermocouple of extremely small thermalmass is formed at the surface which is
continually renewed by the abrasive bed. George and Smalley formed these thin metal
sheets by hammering and annealing thermocouple wire until the desired thicknesswas
obtained.In the present work, thin sheets of thermocouple metal, whichwere
commercially available, were welded to thermocouple wire. The heat flux transducer and
the instrumented cylinder are shown in Figure 2.12. The cylinder is explained in detail
by Smalley (1990). The heat flux transducer slips into the cylinder such that pointsA
and B match-up. The seal at B is created bya light press fit and the seal at A is made
using a small amount of high-temperature silicone gasket seal. The transducer surfaceisLOCATION OF IN-WALL
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Figure 2.12 Eroding thermocouple, heat flux transducer, and instrumented cylinder.65
machined to match the cylinder. A cover platewas fitted over the non-active end of the
transducer. The thermocouple wireswere located along the tube in the wire channel.
The wire channel cover plate was retained by stainless steelscrews. There was a 0.25
mm wide air gap between the cylinder and the transducer clamping ring to helpensure
one-dimensional heat transfer within the transducer.
Both thermocouples were constructed of ANSItype E thermocouple wire which
can operate in the range -100 °C to 1000 °C and has the highest Seebeck coefficient of
the common thermocouple pairs.The thermocouple foils sheets were approximately
0.025 mm thick.The mica sheets, whichwere used to electrically insulate the
thermocouple transducer body were approximately 0.025mm thick, and the mica sheets
which were used to insulate the thermocouple sheets fromeach other was approximately
0.0125 thick. The mica sheets were split from samples provided byPerfection Mica
Company. The effective width of the eroding thermocouple junctionswas approximately
4 mm. The in-wall thermocouplewas formed by welding and then was silver-soldered
into a drilled hole in the thermocouple clamp. The in-wallthermocouple was located
approximately 6 mm from the cylinder surface.
The measured values of the surfacetemperature, T, (t), and the in-wall
temperature, T were used as boundary conditions to solve the unsteady conduction
problem. This solution could be used to calculate the surfaceheat flux, ch(t) using either
numerical or analog methods. An electric analog circuitwas provided by Dr. Alan
George and was used in the present work. The analog circuithas the advantage of
providing real time solution and theease of processing several signals.66
The solution to the unsteady conduction problem for large values of time is
independent of initial conditions and is given by (George, 1987):
k k pc t ciT
q (t) =[(Ts)Ti +
sp,Sf
,i=0 drl
(2.10)
It should be noted that this solution for large time is independent ofthe initial
temperature distribution within the transducer which greatly simplifies the problem. The
first term in Equation 2.10 represents the time-average heat flux. The secondterm is the
solution to the semi-infinite medium conduction problem witha step change in surface
temperature (Holman, 1976) and applying Duhamel's superposition integral.This
second term is a function of time and represents the fluctuations in heat flux, Sq,(t),due
to surface temperature fluctuations ST,. To use this equation, the transducer must have
been at the desired steady state bed operating conditions forat least 5 seconds as
calculated for the present application (George, 1987). Thiswas easily achieved in the
present work since, as a minimum, several minutes are required to establish steadystate
in the fluidized bed facility. Some researchers who have used thistype of formulation
for a numerical solution have erred by not discarding the first approximately5 seconds
of calculated heat flux, so it is advised touse this solution only where appropriate.
Calculations from the second term in Equation 2.10 also reveal thata minimum distance
from the tube surface of 6.4 mm is required for the in-walltemperature measurement, To
to remain approximately constant.Since these conditions were met in the present
application, knowledge of the initial conditionwas not necessary.67
2.5.2 Analog Signal Conditioning Unit
The analog solution to Equation 2.10 providesa DC voltage which is linearly
related to the heat flux fluctuations, 6%(t). The design of this circuit has been described
in detail by George (1987) and Smalley (1990) and will be briefly outlinedhere. The
first term in Equation 2.10, representing the time-average heat flux, is straightforward
and does not need any signal conditioning techniques. Using the Laplace transformation
and the heat conduction formulation for the semi-infinite medium, the following transfer
function is obtained:
6:1(s)= 1Wc
6Ts(s)
(2.11)
where s is the Laplace transform parameter. Let
V(s) = [1 Ki(s) (2.12)
e(s) = a STs (s) (2.13)
where 13, and al are constants. The transfer function for the signal conditioningunit is
therefore
V(s) 131ljiTc
4s) a
It follows that the frequencyresponse of the signal conditioning unit must be
v(iw)=P11.``.Z45° e(*) al
(2.14)
(2.15)68
This means that the circuit must providean amplitude ratio proportional to the square
root of the frequency and a constant phase angle of 45°. An equivalent form of this
relationship was first given by Skinner (1960). A circuitwas built to represent this
transfer function. A circuit which incorporates this analog signal conditioning circuit
was built to amplify the thermocouple signals and filter noise. The output voltage of
the circuit is used to calculate the heat flux using the following relation:
q
s
(t) =k [(T
s
T.]+1 [v,(t)(v2)]
L
(2.16)
where 13 is the calibration constant discussed below and (v2) is the time-averagevalue of
the output voltage, v2(t). The instantaneous heat transfer coefficient is then given by
h(t) =
Tbed
q
s
(t)
(T
.
s)
(2.17)
George and Smalley (1991) checked the input-output relationship for the
analog signal conditioning circuit above by subjecting the transducerto a step change
in surface heat flux and checking thata near step change in output voltage, v2, was
produced.They found, instead, that the circuit producedan output voltage with
overshoot of approximately 30%. They showed that contact resistance between the
thermocouple and the tube could account for this overshoot. In orderto correct for the
effects of contact resistance, they experimentally adjusted the circuit untilthe
overshoot was no longer present.
Using Equations 2.16 and 2.17, the instantaneous heat transfer coefficientcan
be calculated for measured Ts(t), Ti, Tbed and v2(t) if k/L and pare known. George and69
Smalley (1987) first computed these analytically basedon the transducer and
thermocouple wire physical properties.They found, however, that this method
contained too much uncertainty and instead calibrated k/L and r3.This was the
technique followed in the present work.The input-output relationship of the
transducer and circuit were tested by applyinga step change in surface heat flux and
recording the output voltage, v2.The data acquisition equipment consisted ofan IBM
AT computer, a Data Translation Hybrid board and Lab Tech Notebooksoftware. The
voltage was recorded at 200 Hz which is the frequencyto be used in the fluidized bed
experiments. The radiation sourcewas a Barnes 11-210 Radiation Reference Source.
The step change was produced by movinga shutter in front of the heat source. The
circuit was adjusted until the overshootwas eliminated and the time response of the
transducer and circuit were greater than 100 Hz. A plot of thetime response of the
transducer and circuit are shown in Figure 2.13. The timeresponse is less than 9 ms
which corresponds to a frequencyresponse greater than 111 Hz. The exact frequency
response is not known, since it is uncertain whether the limiting factor in determining
the frequency response was the transducer and circuitor the ability to move the shutter
quickly enough. In any case, this frequencyresponse is more than adequate for the
present application.It was also found that the signal remains constant for at least 5
seconds. Events in the bedare expected to fluctuate more rapidly than this, so this
response is more than adequate.0.15
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Figure 2.13 Time response of heat flux transducer.71
2.5.3 Calibration of f3
Calibration of the heat flux transducer and associated signal conditioning unit
to determine 13 was conducted using a Barnes radiant heat fluxsource to produce a step
change in the surface heat flux. The calibration constant, 13,was then found from the
following relation
Ave
Aqs
(2.18)
where 13 is a function of tube surface temperature.
A commercial heat flux transducer with known calibration characteristicswas
used to determine the step change in heat fluxat the surface of the tube.The
commercial transducer used was a Micro-Foil heat flowsensor model 20455-1 made
by RdF Corporation, Hudson, New Hampshire.The Micro-Foil transducer was
attached to a tube using OmegaTherm 201 High Temperature Thermally Conductive
Paste made by Omega Engineering, Inc., Stamford, CT. Both transducerswere coated
with soot from an acetylene torch, with theoxygen turned off, so that the surface
emissivity would be the same for each transducer. A schematic of the calibrationset
up is shown in Figure 2.14. The magnitude of the heat flux was measured by carefully
locating the tube with the Micro-Foil transducer in front ofradiation source and
measuring the heat flux fora given heat source temperature and tube surface
temperature (approximately room temperature). Thiswas done for several heat source
temperatures. The maximum heat flux obtainedwas 40,000 W/m2. The next step was
to repeat the process using the experimental transducer for thesame surface\
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temperature. As expected, p was found to be independent of heat flux. The calibration
process was then extended to determine 13 for surface temperatures higher than 298 K.
Four band heaters, rated at each 200 W,were fastened to the tube and used to control
its temperature. The tube was heated toa temperature of 460 K. Measurements of 13
were taken at approximately 2 K intervals while the tube was slowly heatingup and
cooling down. The results of these measurementsare shown in Figure 2.15.Also
shown on this Figure are repeated calibrations halfway through thefluidized bed
experiments and at the completion of the experiments.The data show that the
calibration of 13was repeatable and did not change significantly during the
experiments. Linear regressionwas performed on the calibration data forand the
following relationship was determined:
= 2.7
(
T
Tref[W /(m2K)]
Tref --= 298 K. (2.19)
The circuit provided a noise output of 10 mV peak-to-peak which,for the conditions
of operation in the present work, correspondsto a fluctuation in the measured
instantaneous local heat transfer coefficient of approximately 11 W/(m2K).
2.5.4 Calibration of k/L
The calibration for the value of k/Lwas attempted in the OSU high-
temperature fluidized bed facility (described later). The method triedwas placing both
cylinders in the bed at thesame height with the transducers located facing down. The
heat transfer coefficient at this angular position is the least effectedby changes in7E-06
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superficial gas velocity. It was assumed that the heat transfer coefficient would bethe
same for both transducers since the bed condition was the same. With equal heat
transfer coefficients, the measured values of the Micro-Foil heat flux andsurface
temperature, bed temperature, T and Ti, the value of k/L can be calculated.It was
found, however, that the tube surface temperature, T, and the in-walltemperature, Ti,
were too close to each other to be used accurately to determine the heat flux.
It was decided instead to measure theaverage heat flux using the tube with the
Micro-Foil transducer. Two approacheswere investigated.First, both tubes were
placed in the bed at the same elevation and separated by 0.2m. The transducers on
each tube were located at the same angular positions. The Micro-Foil transducerwas
used to measure the average heat flux (andaverage heat transfer coefficient) and the
experimental transducer was used tomeasure the fluctuating heat flux (and fluctuating
heat transfer coefficient). The fluctuating component haszero mean value, as shown
in Equation 2.16.The instantaneous heat transfer coefficient was then found by
adding together the average and fluctuating values. The second approach takenwas to
place each tube alone in the bed and take measurementsat each of the bed operating
condition and transducer angular position for each tube. The instantaneous heatflux
and heat transfer coefficient were then found in thesame manner as the first approach.
It was found that placing both tubes in the bed did produce interferenceand thus the
second approach was taken.The advantage of using this approach over actually
calibrating k/L as explained above is that this approach is effectively calibrating at
every operating condition.76
2.6 OSU High-Temperature Fluidized Bed Facility
2.6.1 Apparatus
A schematic of the Oregon State University high-temperature fluidized bedtest
facility is shown in Figure 2.16. Detailed discussion of differentcomponents of the
facility as well as recommended operating proceduresare given by Junge (1978) and
Alavizadeh (1989). A brief discussion of the principalcomponents of the facility will
be outlined here.Referring to Figure 2.16, combustion and fluidization air is
compressed by a roots style positive displacement blower. The compressed airflow is
then metered through an ASME standard venturimeter and directed into an industrial
propane burner.The pressure difference between the venturi meter throat and
upstream section is monitored using a manometer. Downstream airpressure and
temperature are also measured. The air flow rate and superficialgas velocity in the
bed are calculated based on the calibration by Gosmeyer (1979).Propane flow is
regulated to the burner and is burned ina refractory lined combustion chamber. A
proportional type controller is used to regulate thepropane flow rate and provide the
desired gas temperature at the combustion chamber exit. The fuel flowrate can also
be manually controlled by a bypass valve. The air flowrate and its inlet pressure to the
propane burner are controlled by adjusting the air inlet and bypass valves. The hot
combustion gases are directed bya plenum into a 0.3 m by 0.6 m (1 ft by 2 ft) test
section through a nickel based alloy distributor plate designed by Pidwerbecki(1994).
The distributor plate consists of two flat alloy plates witha 9 x 17 square hole array.FRESH WATER'
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The hole diameters are 7.9 mm and the centerline-to-centerline hole pitch is 25.4mm.
Sandwiched between the plates is a 40 mesh Inconel 800screen to keep the particles
from falling through the distributor plate.After the distributor plate, the hot gases
flow through the fluidized bed test section and then througha disengaging zone and
finally out through an exhaust pipe. The disengagingzone serves to prevent particles
from escaping. Any particles thatescape are collected by the cyclone separator in a
bucket. A glass viewport is provided at the top of the disengagingzone allowing
visual observation of the top of the bed and alsoserves as a place to add particles into
the test section. A plug is located just above the distributor plateto allow particle
drainage from the bed. A large door mountedon a trolley system permitted access to
the test section and instruments for maintenance and inspectionpurposes.
The test section was constructed to accommodate horizontal mounting for both
single tubes and tube arrays with different tube configurations. Fifteenmounting ports
were provided on each side of the test section with an equilateral triangular
configuration and 15.2 cm (6-inch) spacing betweencenters. The ports were set in 3
columns and 5 rows. The centerline of the bottomrow was 30.48 cm (1 ft) above the
distributor plate. For the current research, the instrumented tubewas located 43.7 cm
above the distributor plate and 34cm from one of the 0.30 m side walls of the test
section.The tube was located so that the transducerswere positioned as near as
possible to the center of the test section. The tubes (and transducers)were cooled by
circulating water. The coolant systemwas modified for the current work to provide
maximum cooling capability. Thiswas accomplished by eliminating a heat exchanger79
and directly cooling the heat transfer tubes and optical probes. A rotary union allowed
adjustment of the instrumented tube to the desired angular positions. This mounting
arrangement allowed the rotation of the cylinder to different angular positions without
disconnecting any piping. A single heat flux transducer was used to take data at all
angular positions considered. The test section walls were instrumented with five type-
K thermocouples, three located in the fluidizing region,one on the wall of the
disengaging zone, and one on the ceiling of the disengagingzone. Pressure taps were
located at the bottom and top of the bed and hookedup to a manometer to detect the
pressure drop across the bed.
Two mounting ports were drilled into the test section in order to insert the
optical probes in the bed. The holes were drilled such that the probes protruded into
the bed at an 8° angle of declination toensure that vapor or air would not get trapped
at the end of the cooled portion of the probes. The probes were located directly below
the lower stagnation point (0°) on the tube and in-line with the center of the tube. The
upper optical probe was located 5.08 cm (2 inches) below the lower stagnation point of
the tube and the lower optical probewas located 5.08 cm (2 inches) below the upper
probe. The upper probe location was selected to beas close as possible to the tube yet
not be in the surf which occurs at the bottom of the tube since it was desired to
measure rising bubble properties only. The lower probe location was selected so that
the distance from the upper probewas large enough to give adequate accuracy for the
bubble velocity calculation yet close enough toensure that both probes were detecting80
the same bubble. A schematic of the optical probe and tube locations isshown in
Figure 2.19.
2.6.2 Data Acquisition System
An HP3852A with HP44705A and HP 44708A cards, controlled bya personal
computer, was used to record the Micro-Foil heat flux voltages and surface
temperatures.This system was also used to record the bed temperatures and the
surface temperatures of the experimental transducer.The data acquisition program
was written in HT BASIC and it was used to collect the voltage data, convert these
into local heat fluxes and temperatures and then calculate thelocal heat transfer
coefficients at each position on the instrumented tube. A personalcomputer computer
with a Hybrid Data Translation board and Labtech Notebook softwarewas used to
record the higher speed voltage samples of the optical probes and theheat flux
transducer at 200 Hz.These signals and data were reduced later ina FORTRAN
program into bubble properties, heat transfer coefficients and other related parameters.
2.7 Experiments and Test Procedure
Experiments were conducted in the high-temperature fluidized bedto acquire
data for the instantaneous optical probes and the instantaneous,local heat transfer
coefficients on an immersed horizontal tube. Thepurpose of the experiments was to
examine the relationship between the information provided by the opticalprobes andGAS FLOW
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heat flux sensors and their dependenceon the following four variables: particle size,
superficial velocity, temperature, and tube circumferential location.
A refractory material with commercial designation, Ione Grain, with density
2700 kg/m3 was used as the bed material (particles). The chemical compositionof the
particles is 53.5% silica, 43.8% alumina, 2.3% titania and 0.4% othersubstances. The
particle thermal propertiesare similar to those commonly used as bed material in
fluidized-bed combustors and are listed in detail by Chung and Welty(1989). Two
particle sizes were used with nominal diameters of 2.0mm and 2.9 mm. The particle
sizes were determined by mechanical sifting performed by Pidwerbecki(1994) and
using the cut between a Number 8 and Number 10 standard TylerScreen for the 2.0
min diameter and a Number 4 and Number 5 standard Tyler Screen for the 2.9mm
diameter.
Five bed temperatures, 600 K, 700 K, 800 K, 900 K and 1000K, were used
with the 2.0 mm particles and three bed temperatures, 700 K, 800 Kand 900 K, were
used with the 2.9 mm particles. Since the bubbling bed fluidizationwas of interest,
the fluidization velocity was varied from just above minimum fluidization(Umf) to
over 1.6 Umf. The maximum fluidization velocity used was determined by the blower
capacity. Data were taken with the heat fluxgages positioned at 0°, 45°, 90°, 135° and
180 ° relative to the lower stagnation point.
The fluidized bed was allowed to reach steadystate operating conditions at the
selected temperature and superficialgas velocity. Because of the large mass of the test
facility,it took several hours to heatup the facility to the experimental test83
temperatures. Temperature readings from the two thermocouples thatwere immersed
in the bubbling bed, one located in the lower portion of the bed and the otherlocated
in the upper portion of the bed along with the tube surface temperature readingswere
used to determine steady state. The requirements for steadystate were that the two
bed temperature readings matched each other and thatnone of the (average)
temperature readings were changing with time. For a bubbling bed of large particles,
the temperature is nearly constant throughout the bed. Nearor less than minimum
fluidization, however, temperature gradientscan exist and data taken at those
conditions should be considered unreliable.
The bed temperature was maintained within ± 5 K of the specified value for all
casesconsidered.After steadystate was reached,data were recordedfor
approximately 82 seconds with the optical probe and experimental transducer data
being taken at 200 Hz and the other signals being recordedat approximately 3 Hz.
The tube was then rotated to locate the heat fluxsensor at the next desired angular
location and the procedure was repeated.The temperature level was selected
randomly and then the fluidization velocitieswere selected randomly at the specified
temperature level to randomize the experiments.Most of the experiments were
repeated with several experiments being repeatedon separate days to test for
repeatability and for the analysis of variance which will be covered later.Experiments
were completed first for the 2.0 mm particles and then for the 2.9mm particles.
Separate runs were made for the tube with the Micro-Foil transducer and the
experimental transducer. The minimum fluidization velocity for each particle sizeand84
bed temperature was determined using three approaches. First,pressure taps located
on the test section walls were used to measure the pressure dropacross the bed.
Pressure drop is known to increase with fluidization velocity until theminimum
fluidization velocity is reached at which point itstays approximately constant as the
fluidization velocity is increased. Second, the optical probe signalswere observed to
detect the passage of a void (bubble).For large particle fluidized beds, minimum
fluidization velocity is very close to minimum bubbling velocityand therefore the
smallest fluidization velocity at whicha bubble is detected corresponds approximately
to Umf. Third, the bed was visually observed from the sight glass locatedon the ceiling
of the test section.3. RESULTS AND DISCUSSION
3.1 Bubble Properties
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While investigating the bubble properties, analysis of variance (ANOVA)was
used to determine relationships between the bubble properties and the variables.In
general, a significance level of 90% was usedas the criterion to determine whether to
reject the null hypothesis being investigated.
3.1.1 Bubble Frequency
Bubble frequency was measured for beds of 2mm and 2.9 mm particles at the
temperatures and velocities described earlier.Since bed conditions were maintained
as the tube was rotated to each of the five circumferential locations, bubble frequency
measurements were repeated at least five times (in addition to the number of runs that
were repeated).Bubble frequencies were measured by both the lower andupper
optical probe. Figure 3.1 shows bubble frequency results fora bed of 2 mm particles
over the range of temperatures and fluidization velocities studied for both the lower
and the upper probe. It is clear that while the results for the lower andupper probe are
similar, the upper probe (optical probe 2) has slightly higher frequencies. This isto be
expected since the upper probe is closer to the fluctuating wakeat the bottom of the
tube and the lower might split a rising bubble. The results from the lower probeare
used for presentationand analysis since this is considered the most accurate3
2.5
Aowo
2
02
1.5 _
SS
1
0.5
0
15 2
Cb Q
2.5 3 35
U [m /s]
86
600K, opl
700K, opl
800K, opl
900K, opl
1000K, opl
O 600K, op2
700K, op2
A800K, op2
900K, 6p2
o 1000K, op2
Figure 3.1 Bubble frequenciesversus fluidization velocity (dp= 2 mm, optical probes 1
and 2 (opl and op2)).
3
2.5
2
1.5
1
0.5
0
15
A
2 2.5 3 35
UIs]
600K, opl, 2mm
700K, opl, 2mm
800K, opl, 2mm
900K, opl, 2mm
x 1000K, opl, 2nun
A700K, opl, 2.9 mm
o 800K, opl, 2.9 mm
900K, opl, 2.9 min
Figure 3.2 Bubble frequenciesversus fluidization velocity (dp=2 mm and 2.9 mm,
optical probe 1 (opl)).87
representation of approaching bubbles.Figure 3.2 shows bubble frequency versus
fluidization velocity for beds of 2mm and 2.9 mm over the temperatures investigated.
Using ANOVA, it was determined that the bubble frequencywas not likely a function
of temperature. It was also determined that the experimentswere repeatable and that
the bubble frequency was a function of particle diameter andfluidization velocity (U,
U/Umf, and U-Umf).The bubble frequencies measured are compared to the closest
available data in the literature in Figure 3.3. The resultssuggest that bubble frequency
increases for a given excess velocity, U-Umf, for large particles.
3.1.2 Bubble Velocity
Bubble velocities were calculated at each fluidization velocity,temperature and
particle size in the experimental matrix. As with bubble frequency,these calculations
were repeated five times (as the tube was rotated to each of five circumferential
locations) in addition to repetitions from repeated matrix points.The resulting average
bubble frequencies are plottedversus fluidization velocity in Figure 3.4. An ANOVA
was performed with a confidence level of 90% and it was determined that the bubble
velocity was, at most, a slight function oftemperature. ANOVA was also performed
on the variables U and dp and it was found that these factors and their interactionwere
significant. Further ANOVAwas performed to study the various forms of presenting
the fluidization velocity, namely, U, U/Umf, and U-Umf.It was found that if U-Umf
were used as a variable instead of U, the dependenceon d, fell out. This implies that
scaling the bubble velocity with U-Umf correctlyaccounts for particle size and is thus3
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the only important variable for predicting bubble velocity.These results are displayed
in Figure 3.5. This relationship was established witha smaller degree of probability
when replacing U with U/Umf.
3.1.3 Local Bubble Time Fraction
Local bubble time fractions were calculated for all experimentalruns. As was
the case for bubble frequency, the local bubble time fractionwas measured at both
upper and lower optical probes.Results for a bed of 2 mm particles are shown in
Figure 3.6 for both upper and lower probe. The local bubble timefraction is higher at
the upper probe, which can be explained using thesame arguements as in the bubble
frequency calculation.The lower probe results are considered to be the most
representative of the conditions in the bed before the bubble arrivesat the tube and
will thus be used for presentation and analysispurposes. Results for beds of 2 mm and
3 mm particles are shown plottedversus excess velocity, U- Umf,in Figure 3.7.
ANOVA was performed and itwas determined that the local bubble time fraction is
not a function of temperature but it is a function of particle diameter and fluidization
velocity (in each of the forms: U, U/Umf, and U-Umf).
3.1.4 Local Bubble and Emulsion Residence Time
Similar to other bubble properties, the local bubble residencetime was
measured (with the optical probes) for each experimentalrun. As was the case with1
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other bubble properties, the lower probewas used for calculations. A plot of the local
bubble residence time versusexcess velocity is shown in Figure 3.8. ANOVA was
performed and local bubble residence timewas found to be independent of bed
temperature, but dependent on fluidization velocity (U, U/Umf, U-Umf) and particle
diameter. The local emulsion residence timecan be calculated based on values already
presented and is shown in Figure 3.9.Like the bubble residence time,itis
independent of bed temperature, but dependenton fluidization velocity (U, U/Umf, U-
U,f) and particle diameter.
It should be noted that the six properties of bubble and emulsionphase
frequency, average residence time, and local time fractionare interrelated. Knowledge
of any two of these values allows calculation of the other fourvalues using the
following relationships (these relationships apply for either in the bedor on the tube):
(fb)(tb) = 5 (3.1)
(fe)(Te) = (1-8) (3.2)
3.1.5 Bubble Diameter
The characteristic bubble diameter is calculated using theprobabilistic and
statistic methods described in Chapter 2.This method uses the measured pierced
lengths for a given set of experimental conditions, Tbed, U anddp, and forms a
probability distribution. This distribution is then usedto calculate the most probable
(characteristic) bubble diameter. The method takes intoaccount the fact that a larger05
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Figure 3.8 Local bubble residence timeversus excess velocity (dp= 2 mm and 2.9 mm,
optical probe 1 (op 1)).
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bubble is more likely be detected thana smaller bubble.Thus, the characteristic
diameter is smaller than the diameter that would be calculated based strictlyon the
average measured pierced length. Figure 3.10 shows a typical probability distribution
of measured pierced lengths, the corresponding characteristic bubblediameter, the
average pierced length and the bubble diameter calculated basedon the average
pierced length. The characteristic bubble diameter is themore accurate representation
of bubbles in the bed since it accounts for the probability of detectinga bubble based
on its size.To make the calculation as accurateas possible, a large number of
measured pierced lengths was desired.For a given set of bed conditions, pierced
lengths were measured as the heat transfer tubewas rotated through all five of its
circumferential orientations. The entire dataset was then split in half to allow two
calculations of the characteristic bubble diameter. This repetition,as well as repetition
provided by repeating bed conditions entirely, provideda basis to analyze the bubble
diameters. A plot of the (characteristic) bubble diameterversus fluidization velocity is
shown in Figure 3.11. ANOVA reveals that the bubble diameter isnot a primary
function of temperature. Further ANOVA reveals that when the bubblediameter is
plotted versus U-Umf, the particle diameter dependence also fallsout.This suggests
that the bubble diameter variationcan mostly be accounted for by variation in U-Umf
only as shown in Figure 3.12.95
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3.1.6 Visible Bubble Flow
The visible bubble flow per unit of cross-sectional bedarea was calculated for
each bed condition and repeated at each bed condition (dp, T and U) and eachtube
circumferential location.The average results at each bed conditionare shown in
Figure 3.13. ANOVA was performed to determine the major variables affectingthe
visible bubble flow.It was found that temperature was not a significant variable but
that the particle diameter and the fluidization velocities (U, U/Umf andU-Umf) and their
interactions are important.
3.1.7 Bubble Property Correlations
The bubble properties calculated in the present workwere compared with
correlations from other workers.Many efforts have been made to relate the rise
velocity of a bubble to its diameter. Davies and Taylor (1950) deriveda theoretical
expression for the rate of rise of a single sphericalcap bubble in a liquid which is
described by the well-known expression
u =
2
VgR
b3 n (3.3)
where Ili, is the radius of curvature of thenose of the bubble. Experimenters, as
summarized by Clift and Grace (1985) have found that the following expressioncan
be used in practice:
ub = 0.711Vgd
b (3.4)98
where db is the diameter of a sphere having thesame volume as the spherical cap
bubble. A bubbling bed behaves similarly toa bubbling liquid of low viscosity, and
Equation 3.4 has been shown to be valid in bubbling 3D beds for therise velocity of
an isolated bubble (Cranfield and Geldart, 1974). Some researchers have found that
Equation 3.4 needs to be modified for bubbles rising ina swarm as found in an
actively bubbling bed.Modifications have been of the following form (Werther,
1978):
U
b=0.711Vgdb+ a(u u
mf) (3.5)
where a is a constant often assigneda value of a=1. Equation 3.5 was originally
suggested by analogy with swarms ofgas bubbles in liquids.It has been shown
applicable to a small particle system in which the bubbles travel upwardmuch more
quickly than the interstitialgas and are basically isolated from it and thus behave in a
similar manner to a gas/liquid system. This isnot, however, the case for large particle
systems where there is considerable interchange between interstitial and bubblegas
and thus Equation 3.5 is not expected to be valid for large particlesystems. Figure
3.14 shows the relationship between bubble velocity and bubblediameter for the
present work as well as the correlations of Equations 3.4 and 3.5. Equation 3.4 shows
reasonable agreement with the present work while Equation 3.5 greatlyover predicts
the bubble velocity.The fact that Equation 3.4 underpredicts the data for higher
bubble diameters can be accounted for by the fact thatlarger bubbles generally occur
at higher excess velocities where increased bubble velocitiesare found due to
coalescing.These results and commentsagree with the results presented by other200 0
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researchers of large particle systems (Geldart and Cranfield, 1971; Cranfieldand
Geldart, 1974; Glicksman et al., 1987; Werther, 1987).
3.2 Time-Average Heat Transfer Coefficients
3.2.1 Time- and Space-Average Heat Transfer Coefficients
Althoughlocal,time-averagedandlocal,instantaneousheattransfer
coefficients are of primary interest for the present work, time- andspace-average heat
transfer coefficients can also be calculated. Thiscan serve as a general check that the
bed and equipment are operatingas expected. Time- and space- average heat transfer
coefficients for the present work are shown in Figure 3.15 for each particlesize, bed
temperature and fluidization velocity.These results are compared with data from
Pidwerbecki (1994), Goshayeshi (1989) and Lei (1988) in Figure 3.16 for the 2.0mm
particles. The present work used thesame particles as Pidwerbecki. Goshayeshi and
Lei used particles with mean diameters of 2.14mm and 3.23 mm. The particles used
included particles from a range ofscreen opening sizes and the diameters were
calculated using a mass averaging technique. Pidwerbecki useda deeper bed than the
present work and located the tube at 71.1 cm above the distributor plate. The tubewas
located 43.7 cm above the distributor plate in the work by Goshayeshiand in the
present work. Comparisons of the data in Figure 3.16 show goodagreement. Some of
the differences can be explained by different tube location,bed temperature and
particle size. Also, in the present work, the optical probes, whichwere located directly250
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below the tube, could influence the heat transferto the tube, although the probes were
designed to minimize this intrusion. The spread in the data is expectedto be large
when the superficial velocity is near minimum fluidization. The beddoes not always
fluidize uniformly and local fluidizationcan occur randomly with parts of the bed in
the bubbling regime and other parts of the bed behaving similarto a packed bed with
thermal gradients.It has been observed in the 2D bed thatonce a rising bubble
channel is created, bubbles tend to travel toward and join this channel.Random events
then occur which cause this channelto suddenly shift to another location.These
phenomena cause erratic heat transfer behaviorat minimum and low fluidization
velocities. For the present work at conditionsnear minimum fluidization, the optical
probes and the tubes could cause localgas acceleration and particle fluidization even
when the rest of the bed is quiescent.This could result in high heat transfer
coefficients because of the vigorous particle andgas activity caused by the local
fluidization as well as the low void fraction throughout the emulsion phaseat these
near-packed conditions.Hydrodynamic factorsinfluencingthe heat transfer
coefficient will be studied inmore detail in later sections.Overall, the agreement
between the present work and previous researchers is good.Previous researchers have
also compared these coefficients to other data andcorrelations and found good
agreement. Goshayeshi(1989),for example, found that the correlations of Zabrodsky
(1981),Mathur and Saxena(1986)and Decker and Glicksman(1983)were relatively
successful in correlating the experimental results of hisstudy and some other
investigations.104
Values for the average heat transfer coefficient for thecases of (1) 2.0 mm
particles and 1003 K bed temperature and (2) 2.9mm and 810 K from Pidwerbecki
(1994) are shown in Figure 3.17.Actual radiation contribution (as opposed to
blackbody radiation contribution) is at most 4.0 and 6.2percent for cases (1) and (2),
respectively.Similar results were obtained by Alavizadeh (1985), Lei (1988) and
Goshayeshi (1989).The total heat transfer is therefore composed mostly of the
convective/conductive modes.Theseresultswillbe usedlater when the
phenomenological models and correlationsare investigated.
3.2.2 Radiative Heat Transfer Coefficient
Alavizadeh et al (1990) measured the radiation contribution for 2.14mm
particles in the OSU high-temperature fluidized bed facility. They found theradiation
contribution to be about 8 and 13 percent for bed temperatures of 810 Kand 1050 K,
respectively. The radiative componentcan also be calculated using the following
relation (Baskakov, 1985):
h
r
= ac
bsbs
(T2+ T2)(Tb+Ts)
(3.6)
The bed-to-surface emissivity,Ebs, is a generalized emissivity which depends on shape,
disposition and emissivity of the radiating and receiving bodies. Itcan be estimated as
follows:
(
1 11
C bs =+ 1 (3.7)
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Figure 3.17 Radiative contribution to the heat transfer coefficientfrom Pidwerbecki
(1994).106
Because of the reentrant geometry of the emulsion phase, the effectiveemissivity of
the bed is larger than the emissivity of the particle surface.The emissivity of the
particles used in the present work was documented by Chung and Welty(1989) and is
Ep=0.855-0.874 (279K- 452K). The emissivity of the bed can then be approximated
as ::,,1. The radiative contributions for the emulsion and bubblesphases are taken as
identicalfor beds of largeparticles where theparticle temperature remains
approximately constant. Pidwerbecki (1994) experimentally measureda tube surface
emissivity of 0.37 for the tube used in thepresent work. Using Equations 3.6 and 3.7,
the radiative heat transfer coefficientwas calculated and compared to the results of
Alavizadeh (1985). The results agreevery well with those of Alavizadeh et al. and
therefore Equation 3.6 can be usedas a correlation of the radiative heat transfer
coefficient.
3.3 Time-Average Local Heat Transfer Coefficients
As with the time- and space-averaged coefficients, the time-averaged localheat
transfer coefficients can be calculated, although theyare not the main focus of the
present work.They will be covered only briefly.The time-averaged local heat
transfer coefficients for 2 mm particles for bedtemperatures of 600K, 700K, 800K,
900K, and 1000K are shownon radial plots in Figures 3.18 (a)-(e), respectively. At
600K, the defluidized cap at 0= 180° is noticeable.At this low temperature and
velocity, the bed was most likely just entering the bubblingbed regime.All other
plots reveal that the heat transfer coefficient generally decreasedas the fluidization270
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velocity increased.Due to the consistent shape, these conditions most likely
corresponded to bubbling bed conditions. The maximum time-averaged local heat
transfer coefficient occurred generally at 0= 135°, although some of the maxima
occurred at 0 = 180° at higher temperatures.
3.4 Instantaneous Local Heat Transfer Coefficients
The instantaneous local heat transfer coefficient is an indication of the thermal
and hydrodynamic activity at a point on the tube. Since the thermocouple transducer
is not actually a single point, the instantaneous local heat transfer coefficient measured
is actually an 'average' value for the surfacearea of the transducer on the tube surface.
For these experiments, this area was at most 0.1 mm by 2.5mm. Because the actual
thermocouple junction was formed by burrs along the 2.5mm length, the actual
surface area was even less than the 0.25 mm2.This area, then, can be taken to
represent a "point" and the heat transfer coefficients measured represent local
behavior. Because the sampling rate was 200 samples/sec and theresponse time of the
transducer was greater than 100 Hz, the measured coefficientscan be considered
instantaneous for any activity having frequencies less than 100 Hz.Activity with
frequencies greater than 100 Hz are not captured accurately in thepower spectrum
(they would be folded back on the frequency axis). Inspection of thepower spectrum
for the bed conditions investigated reveals that there is essentiallyno energy for
frequencies from approximately 12 Hz to 100 Hz (all theenergy isat lower
frequencies). It is assumed, then, that there isno energy the power spectrum for109
frequencies greater than 100 Hz for the bed conditions investigated. Inother words,
the data obtained can be considered 'instantaneous'. George (1993) foundthat the
peak of the power spectrum occurred at less than 2 Hz and thata sampling rate of 100
Hz was sufficient for similar bed conditions.
The relative value of the heat transfer coefficient for given bed conditionsand
tube circumferential locationcan be used to infer the bubble and emulsion phase
activity at the tube surface.Generally, it can be inferred that a relatively high heat
transfer coefficient is produced when the tube surface is incontact with the emulsion
phase while lower heat transfer coefficientsare encountered when the bubble phase is
in contact with the tube surface. When the emulsion phaseis in contact with the tube
surface, the degree of particle activity is represented by the frequency andmagnitude
of fluctuations as well as the magnitude of theaverage value of the heat transfer
coefficient. Similar fluctuationsare seen while the bubble phase is in contact with the
tube surface.Fluctuations can also be the result of variations in thegas velocity,
temperature and turbulence intensity.
Representative five second intervals for the instantaneous local heat transfer
coefficients, for bed temperature T= 600K, for each of the fluidizingvelocities
investigated at this bed temperatureare shown in Figures 3.19, 3.20 and 3.21. Each
figure displays the instantaneous local heat transfercoefficients for circumferential
locations 0 = 0°, 45°, 90°, 135°, and 180°.Similarly, the instantaneous local heat
transfer coefficients are shown for bedtemperatures of 700K (Figures 3.22, 3.23 and110
3.24), 800K (Figures 3.25, 3.26 and 3.27), 900K (Figures 3.28,3.29, 3.30 and 3.31),
and 1000K (Figures 3.32, 3.33, 3.34 and 3.35).
It is also interesting to view the instantaneous local heat transfercoefficients
when grouped by bed temperature and circumferential position.Five second intervals
for the instantaneous local heat transfer coefficients for bedtemperature T= 600K for 0
= 180°,135°, 90°, 45°, and 0° are shown in Figures 3.36, 3.37, 3.38,3.39 and 3.40,
respectively. Each figure displays the instantaneous local heattransfer coefficients for
the fluidization velocities investigated. Similarly, theinstantaneous local heat transfer
coefficients for bed temperatures of 700K (Figures 3.41,3.42, 3.43, 3.44 and 3.45),
800K (Figures 3.46, 3.47, 3.48, 3.49 and 3.50), 900K (Figures3.51, 3.52, 3.53, 3.54
and 3.55), and 1000K (Figures 3.56, 3.57, 3.58, 3.59 and3.60).
Different heat transfer activity and trendscan be inferred by observing the
above graphs. In Figure 3.36 (T= 600K, 0= 180°), at low velocity, there are periods
of approximately constant heat transfer coefficient. There isrelatively little activity
whether either the emulsion phaseor the bubble phase is present. There is either a gas
cushion or particles are sittingon the tube which are cooled. It is frequently observed
that the heat transfer coefficient startsat a high value and then decreases (with
relatively little fluctuation)as the nearby particles cool. At higher velocities, more
activity is seen by the spikes in the heat transfer coefficient.There are still periods of
relatively low activity. In Figure 3.37 (T= 600K, 0= 135°), the plots of heat transfer
coefficient look similar to those for 0= 180°, but with more activity, although the
activity is still somewhat limited. At both 0= 180° and 135°, different types of bubble1200
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Figure 3.19 Instantaneous local heat transfer coefficients (Tbed= 600K, dp = 2 mm,
U =1.69 m/s).1200
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Figure 3.20 Instantaneous local heat transfer coefficients (Tbed= 600 K, dp= 2 mm,
U = 1.77 m/s).1200
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Figure 3.21 Instantaneous local heat transfer coefficients(Tbed= 600 K, cly = 2 mm,
U = 1.85 m/s).1200
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Figure 3.22 Instantaneous local heat transfer coefficients(Tbed= 700 K, dp = 2 mm,
U = 1.80 m/s).1200
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Figure 3.23 Instantaneous local heat transfer coefficients(Tbed = 700 K, dp = 2 mm,
U = 2.00 m/s).1200
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Figure 3.24 Instantaneous local heat transfer coefficients (Tbed=700 K, dp = 2 mm,
U = 2.16 m/s).1200
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Figure 3.25 Instantaneous local heat transfer coefficients (Tbed= 800 K, dp= 2 mm,
U = 1.71 m/s).
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Figure 3.26 Instantaneous local heat transfercoefficients (Tbed= 800 K, dp = 2 mm,
U = 2.11 m/s).
51200
1000
800
600
400
-c200
0
1200
1000
800
600
400
-c200
0
1200
1000
800
600
400
200
0
1200
1000
800
600
400
.c200
0
119
2
Time [sec]
= 180°
3 4
= 135°
0 1
Time [sec]
4
2
Time [sec]
4
0= 45°
0 1 2 3 4
1200
1000
800
600
400
200
0
Time [sec]
0 =00
1 2
Time [sec]
3 4
Figure 3.27 Instantaneous local heat transfer coefficients(Toed= 800 K, dp = 2 mm,
U = 2.48 m/s).1200
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Figure 3.28 Instantaneous local heat transfer coefficients (Tbed=900 K, dp = 2 mm,
U = 1.91 m/s).1200
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Figure 3.29 Instantaneous local heat transfer coefficients (Tbed= 900 K, dp= 2 mm,
U = 2.21 m/s).1200
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Figure 3.30 Instantaneous local heat transfercoefficients (Tbed= 900 K, dp = 2 mm,
U = 2.52 m/s).123
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Figure 3.31 Instantaneous local heat transfer coefficients(Tbed= 900 K, dp = 2 mm,
U = 2.74 m/s).1200
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Figure 3.32 Instantaneous local heat transfer coefficients(Tbed= 1000 K, dp = 2 mm,
U = 2.26 m/s).1200
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Figure 3.33 Instantaneous local heat transfer coefficients (Tbed= 1000 K, d.= 2 mm,
U = 2.50 m/s).1200
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Figure 3.34 Instantaneous local heat transfercoefficients (Tbed= 1000 K, dp = 2 mm,
U = 2.82 m/s).1200
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Figure 3.35 Instantaneous local heat transfercoefficients (Tbed= 1000 K, dp = 2 mm,
U = 3.03 m/s).1200
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Figure 3.36 Instantaneous local heat transfer coefficients (Tbed= 600 K, d,= 2 mm,
0 = 1800).1200
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Figure 3.37 Instantaneous local heat transfer coefficients(Tbed= 600 K, dp = 2 mm,
= 135').
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Figure 3.38 Instantaneous local heat transfer coefficients (Tbed= 600 K, dp= 2 mm,
0 = 90°).
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Figure 3.39 Instantaneous local heat transfer coefficients(Tbed= 600 K, dp = 2 mm,
0 = 45°).i
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Figure 3.40 Instantaneous local heat transfer coefficients (Tbed= 600 K, dp= 2 mm,
0 = 00).E
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Figure 3.41 Instantaneous local heat transfer coefficients (Tbed= 700 K, dp= 2 mm,
= 1800).Y
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Figure 3.42 Instantaneous local heat transfer coefficients (Tbed= 700 K, dp= 2 mm,
= 135°).E
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Figure 3.43 Instantaneous local heat transfer coefficients (Tbed= 700 K, dP= 2 mm,
0 = 90°).R.
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Figure 3.44 Instantaneous local heat transfer coefficients(Tbed = 700 K, dp = 2 mm,
0 = 45°).7
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Figure 3.45 Instantaneous local heat transfer coefficients(Tbed= 700 K, cip = 2 mm,
0 = 00).E
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Figure 3.46 Instantaneous local heat transfer coefficients(Tbed= 800 K, dp = 2 mm,
0 = 1800).E
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Figure 3.47 Instantaneous local heat transfer coefficients(Tbed= 800 K, clp = 2 mm,
0 = 135 °).
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Figure 3.48 Instantaneous local heat transfercoefficients (Tbed = 800 K, di, = 2 mm,
0 = 90°).141
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Figure 3.49 Instantaneous local heat transfer coefficients(Toed 800 K, dp = 2 mm,
0 = 45°).Y
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Figure 3.50 Instantaneous local heat transfer coefficients(Tbed= 800 K, d. = 2 mm,
0 = 00).1200
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Figure 3.51 Instantaneous local heat transfer coefficients(Tbed= 900 K, di) = 2 mm,
0 = 180°).1200
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Figure 3.52 Instantaneous local heat transfer coefficients (Tbed= 900 K, d3,= 2 mm,
0 = 135 °).1200
1000
800
600
400w
200 AL,
0
0
145
1200
1000
800
.se600
400
200
0
1200
1000
800
600
400
200
0
AL.AALLAP444,)04,
1 2
U= 1.91 m/s
Time [sec]
3 4 5
U = 2.21 m/s
1 2 3
Time [sec]
5
U= 2.52 m/s
0
1200
1000
800
600
400
200
0
0
3
Time [sec]
4
Time [sec]
3 4
Figure 3.53 Instantaneous local heat transfer coefficients(Tbed= 900 K, dp = 2 mm,
= 90°).1200
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Figure 3.54 Instantaneous local heat transfer coefficients(Tbed= 900 K, dp = 2 mm,
0 = 45°).1200
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Figure 3.55 Instantaneous local heat transfer coefficients (Tbed= 900 K, d1,= 2 mm,
0 = 0').1200
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Figure 3.56 Instantaneous local heat transfer coefficients(Tbed= 1000 K, dp = 2 mm,
= 180°).1200
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Figure 3.57 Instantaneous local heat transfer coefficients (Tbed= 1000 K, cli, = 2 mm,
0 = 135').1200
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Figure 3.58 Instantaneous local heat transfer coefficients(Tbed= 1000 K, dp = 2 mm,
0 = 90°).
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Figure 3.59 Instantaneous local heat transfer coefficients(Tbed= 1000 K, d. = 2 mm,
0 = 45°).1200
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Figure 3.60 Instantaneous local heat transfer coefficients(Toed= 1000 K, di, = 2 mm,
0 ,__ 00).
5153
phase and emulsion phase activity can be distinctly observed at the tube surfaceas the
emulsion phase and bubble phase replace each other.
In Figure 3.38 (T= 600K, 0 = 900), it is seen that the activityat B = 90° is more
consistent. While distinct bubble and emulsion phase activitycan be observed, the
signal looks more uniform than at 0= 135° and 0 = 180°. At higher velocities, the
bubble and emulsion phases are more pronounced. The heat transfer coefficient in
Figure 3.39 (T= 600K, 0 = 45°) is fairly constant at low velocity. At higher velocities,
definite bubble and emulsion phase behaviorcan be seen. At 0 = 0° (Figure 3.40,
T=600K, 0 = 0°), at low velocities the signal suggests thata gas cushion is present. At
higher velocities, distinct emulsion and bubble phasescan be seen.
Similar trends can be seen for a bed temperature of T=700K. At 0= 180° as
shown in Figure 3.41, activity is relatively infrequent at low velocity whilemore
violent at high velocity. At 0 = 135° (Figure 3.42), the lack of activitysuggests either
a gas cushion or cool particles are resident on the tube surface at lower velocities. At
0 = 90° (Figure 3.43), bubblescan be seen followed by an active emulsion phase (high
particle activity in the emulsion phase). At 0= 45° (Figure 3.44), a quiet, consistent
gas cushion can be observed.Similarly, at 0 = 0° in Figure 3.45 a dominant gas
cushion is present and is interrupted by brief emulsion packets.
At a bed temperature of T=800K, there is little activity at 0= 180° at low
velocity (Figure 3.46). This is eithera gas layer or a cooled particle layer sitting on
the tube.At higher velocity, the arrival of the emulsion phase is visible and the
cooling of particle packets can be observed. At 0= 135° (Figure 3.47), there is again154
little activity at low velocity andmore phase replacement at higher velocities. Figure
3.48 (0 = 90°) shows that the replacement of bubble and emulsionphases is periodic
and there are few spikes. The instantaneous local heat transfer coefficientat 0 = 45°
(Figure 3.49) is constant and shows little activity.There is more activity at 0 = 0°
(Figure 3.50) than at 0 = 45°, and distinct phasescan be recognized as the velocity
increases.
The instantaneous heat transfer coefficient fora bed temperature of T=900K
suggest that the bed was fully fluidized for the fluidization velocities investigated. At
0 = 180° in Figure 3.51, a stagnantcap is not observed as was found at low velocities
for the lower temperatures. At both 0= 180° (Figure 3.51) and 0 = 135° (Figure 3.52),
there are larger spikes than at the lower bedtemperatures. The emulsion phase, on the
other hand, appears more distinct and discrete. At 0= 90° (Figure 3.53), the particles
are very active in the emulsion phase, but the spikes are not as largeas that at 0 = 135°
and 0 = 180°.At 0 = 45° (Figure 3.54), the emulsion phase and bubble phase
replacement is clearly periodic with similar residence times for the bubbleand
emulsion phases. At 0 = 0° (Figure 3.55),a gas cushion is present with spikes from
particles which increase in frequency and magnitude withan increase in velocity.
For all of the velocities investigated ata bed temperature of T=1000K, the bed
again appears to be fully fluidized. At 0 =180° and 0= 135° in Figures 3.56 and 3.57,
respectively, the phase replacement isnot as periodic and is more random than the
activity seen at lower bed temperatures. The bubble and emulsionphase replacement
activity at 0 = 90° (Figure 3.58) and 0= 45° (Figure 3.59), is periodic with similar155
residence times. At 0 =(Figure 3.60), a gas cushion is again present but is replaced
by the emulsion phase occasionally.
Several different types of activity can be characterized at the tube surface by
the shape of the plots of the instantaneous local heat transfer coefficientsversus time.
In Figure 3.61, the instantaneous local heat transfer coefficient quickly stepsup to a
higher value, gradually increases from this point, and then returns to its initial low
value. This could be explained as follows. At first the emulsion phase replaces the
bubble phase which causes the sudden increase in magnitude. Next, the particles in
the emulsion phase have increased activity andare replaced by or heated by warmer
adjacent particles which results in the heat transfer coefficient continuing to increase.
Another explanation for this phenomenon is that the emulsion phasecomes in contact
with the tube surface with little interparticlegas flow, then more gas is directed to this
area resulting in increased heat transfer due to gas convection. After this period of
gradually increasing heat transfer coefficient, the emulsion phase is replaced by the
bubble phase and the instantaneous local heat transfer coefficient again drops off to the
level it had before the emulsion phasecame along.This type of activity was seen
most frequently at 0 = 0° and 0 = 180° and at medium fluidization velocities.It was
seen occasionally at 0 = 90°, but not at 0 = 45° or 0 = 135°.
A second type of activity is shown in Figure 3.62.Here, the instantaneous
local heat transfer coefficient jumps froma low value to a relatively high value. Then,
it decrease from the high value toan intermediate value. Finally, it jumps back from
the intermediate value to the low value. Thiscan be explained by the emulsion phase1000
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Figure 3.61 Instantaneous local heat transfer coefficient, Shape 1
(Tbec1=-1000K, dp=2 mm, 0 = 0°, U=2.82 m/s).
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Figure 3.62 Instantaneous local heat transfer coefficient, Shape 2
(Tbed=.800K, dp=2 mm, 0 = 180°, U=2.11 m/s).
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arriving at the tube surface, cooling off while it is in contact with the coolertube
surface, and then the emulsion phase being replaced by the bubble phase. Thistype of
activity was seen mostly at 0 = 135° and 0= 180°, although it was seen at all
circumferential locations.At these locations, the emulsion phase can behaveas a
stagnant cap where it sits on the tube and cools off. It wasmore commonly seen at
medium and low velocities.
A third type of activity is shown in Figure 3.63. Here, the instantaneous local
heat transfer coefficient jumps up froma low value to a relatively high value, then
maintains an intermediate value until it drops back to the low value. An explanation
for this behavior is that when the emulsion phase first impacts the tube surface,its
momentum brings the hot particles very close to the tube surface (thegas layer is very
thin). After the reaction of hitting the tube surface, while the emulsion phase is still
resident, there is a thicker gas layer between the tube and the hot particles and thus the
instantaneous local heat transfer coefficient drops toan intermediate emulsion phase
value.Finally, the emulsion phase is replaced by the bubble phase and the
instantaneous local heat transfer coefficient returns to the low value.This type of
activity was seen at all circumferential locations, butmore frequently at 0 = 0° and 0 =-
180°. It was also seen more frequently at lower fluidization velocities.
A fourth type of activity is shown in Figure 3.64. The instantaneous local heat
transfer coefficient jumps froma low value to an intermediate value and maintains this
intermediate value. Next, it rises toa high value and then drops to the low value. In
this case, the emulsion phase arrives andcauses an initial rise of the instantaneous1000
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Figure 3.63 Instantaneous local heat transfer coefficient, Shape 3
(Tbed 900K, dp=2 mm, 0 = 0°, U=2.52 m/s).
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Figure 3.64 Instantaneous local heat transfer coefficient, Shape 4
(Tbed=900K, dp=2 mm, 0 = 45°, U=1.91 m/s).
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local heat transfer coefficient from a low value to an intermediate value.This
intermediate value is maintained while the emulsion phase is resident. Finally,as the
emulsion phase is being pushed away by an arriving bubble, the particles in the
emulsion phase are pushed closer to the heat transfer surface. The thickness of thegas
film between the tube and the particles which actsas a resistance to heat transfer is
reduced and thus the instantaneous local heat transfer coefficient increases.Finally,
the bubble arrives and the instantaneous local heat transfer coefficient returns toa low
value. This phenomenon is similar to that found in Figure 3.63, only here itoccurs at
the end of the emulsion residence time instead of at the beginning.This type of
behavior was seen at all circumferential locations and typicallyat intermediate
fluidization velocities.
A fifth type of activity is shown in Figure 3.65. In this plot, the instantaneous
local heat transfer coefficient jumps froma low value to a high value for a brief time.
Next, it drops and maintains an intermediate value.The instantaneous local heat
transfer coefficient then jumps up to a high value and then suddenly drops back to the
low value.This type of activity is the superposition of the activity described for
Figures 3.63 and 3.64. This shapewas seen at all circumferential locations, but least
frequently at 0 = 90°. It was more commonlyseen at lower fluidization velocities.
A sixth type of activity is shown in Figure 3.66. The instantaneous local heat
transfer coefficient rises slowly froma low value to a high value and then declines
slowly back to the low value. The transition from low to high and highto low values
is gradual change as opposed toan instantaneous jump. This type of activity was1000
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Figure 3.65 Instantaneous local heat transfer coefficient, Shape 5
(Tbed=600K, dp=2 mm, 0 = 135°, U=1.85 m/s).
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Figure 3.66 Instantaneous local heat transfer coefficient, Shape 6
(Tbed=700K, dp=2 mm, 0 = 90°, U=1.81 m/s).
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commonly seen at 0 = 45° and 0= 90°, although it could be seen occasionally at the
other circumferential locations. Itwas seen uniformly at all fluidization velocities.
A seventh type of activity is shown in Figures 3.67(a) and 3.67(b).In these
figures, the instantaneous local heat transfer coefficient rises quicklyfrom a low value
to a relatively high value, maintains this value and then drops back downto the low
value. There are two distinct catagories of this behavior. The first isshown in Figure
3.67(a)where the instantaneous local heat transfer coefficient maintains thehigh
value with little activity or fluctuations. The second is shown in Figure3.67(b) where
the instantaneous local heat transfer coefficient fluctuatesvigorously about the mean
of the high value. The shape shown in Figure 3.67(a)was most often seen at 0 = 0°
and 0 = 180° at low fluidization velocities. The shape shown inFigure 3.67(b) was
seen frequently atallcircumferential locations, fluidization velocities and bed
temperatures.
An eighth type of activity is shown in Figures 3.68(a) and 3.68(b).In these
cases, the instantaneous local heat transfer coefficient remains at its low value. As in
Figures 3.67(a) and 3.67(b), thereare two distinct categories. In one case there is little
actively and the instantaneous local heat transfer coefficient is essentiallyconstant and
in the other there frequent fluctuations about themean, as shown in Figures 3.68(a)
and 3.68(b), respectively. These shapesseen mostly at 0 = 135° and 0 = 180° and at
lower bed temperatures and low fluidization velocities.
Although there are no data available in the literatureto directly compare the
instantaneous heat transfer coefficients, the closestare the results of George (1993). In1000
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Figure 3.67 Instantaneous local heat transfer coefficient,Shape 7 (a) (Tbed800K, dp=2
mm, 0 = 180°, U=2.11 m/s); (b) (Tbed=900K, dp=2 mm, 0 = 90°, U=2.74 m/s).1000
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Figure 3.68 Instantaneous local heat transfer coefficient, Shape 8 (a) (Tbed=800K, dp=2
mm, 0 = 180°, U=1.71 m/s); (b) (Tbed=900K, dp=2 mm, 0 = 0°, U=1.71 m/s).164
that work, instantaneous heat transfer coefficients for dp= 1.0 mm at Tbed = 835 K are
presented. His data displayed similar shapes and trendsas those found in the present
work.
3.4.1 Instantaneous Heat Transfer Coefficient Standard Deviation
The standard deviation of the instantaneous heat transfer coefficient isa
measure of the time-weighted-average of the amount of fluctuation (activity) about the
mean of the heat transfer coefficient.It can be used as an indication of the frequency
and intensity of particle and bubble/emulsion phase activity.The activity causes
changes in the magnitude of the instantaneous heat transfer coefficient. Fluctuations
arise from bubble and emulsion phase replacementas well the degree of particle
activity when each of these phases is in contact with the tube. Fluctuationscan also be
the result of variations in thegas velocity, temperature and turbulence intensity. Plots
of the standard deviation versus 0 are shown in Figures 3.69, 3.70, 3.71, 3.72 and 3.73
for Tbed = 600K, 700K, 800K, 900K and 1000K, respectively. In general, thestandard
deviation tends to increase from 0= 0° to 0 = 180°. For all of the data, the maximum
standard deviation usually occurred at 0= 180° while the minimum usually occurred
at 0 = 45° and occasionally 0 = 0°. Figures 3.74, 3.75, 3.76, 3.77 and 3.78 show the
standard deviation plottedversus U/Umf at 0 = 0°, 45°, 90°, 135°, and 180°,
respectively, for all five temperatures investigated. At 0= 0°, the standard deviation
generally increased with U/Umf. At 0= 0° and 45°, the standard deviation generally
increased and then leveled offas U/Umf increased. At 0 = 135° and 180°, the standard150 0
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(Tbed=600K, dp=2 mm).
150 0
T = 700 K
125.0dp = 2 mm
100.0
E75.0
50.0
25.0
00
0 45 90
U=2.16 m/s
U=2.00 m/s
U=1.80 m/s
Circumferential Location, 0
135 180
Figure 3.70 Standard deviation of instantaneous heattransfer coefficient versus 0
(Tbed= 700K, dp=2 mm).E
150 0
166
T=800K
125.0dp=2mm
100.0
75.0 A
50.0
25.0
00
U=2.48 m/s
A U=2.11 m/s
U=1.71 m/s
0 45 90 135 180
Circumferential Location, 0
Figure 3.71 Standard deviation of instantaneous heat transfer coefficientversus 0
(Tbed= 800K, dp=2 mm).
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Figure 3.73 Standard deviation of instantaneous heat transfer coefficientversus 0
(Tbed=1000K, dp=2 mm).
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Figure 3.75 Standard deviation of instantaneous heat transfer coefficientversus U/I.J.f.
(0 = 45°, dp=2 mm).
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Figure 3.77 Standard deviation of instantaneous heat transfer coefficientversus U/Umf
(0 = 135°, dp=2 mm).
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deviation generally increased, leveled off, and then decreasedas U/Umf increased.
Since the standard deviation does not show much variation withtemperature when
plotted versus U/Umf, nondimensionalizing U with Umfcaptures most of the
dependence on temperature.
3.4.2 Maximum and Minimum Heat Transfer Coefficients
The heat transfer coefficient signalcan be filtered in the same manner as the
optical probe signal was filtered to separate bubble contact and emulsion phasecontact
heat transfer coefficients. It is assumed that the heat transfer coefficient is high during
emulsion phase contact and low during bubble phasecontact. The filtering is only
effective if these two distinct phases alternateat the heat transfer surface.If the
surface is exposed to a gas cushionor a mixed phase such as a continuous lower void
fraction emulsion phase, then the filtering isnot particularly meaningful. When the
two distinct phases do exist, however, this technique can be used to calculateaverage
minimum and maximum heat transfer coefficients.These coefficients can then be
compared to models and correlations to check theaccuracy of the models and
correlations. Values for hnia, hmin,Ahmax, and Ahmax were calculated for the 2 mm case.
Figures 3.79, 3.80, 3.81, 3.82 and 3.83 show 11...ma.hmin and have plotted versus
circumferential location for temperatures 600 K, 700 K, 800 K, 900 K and1000 K,
respectively.Figures 3.84, 3.85, 3.86, 3.87 and 3.88 show Ahmax and Ahmax plotted
versus fluidization velocity for circumferential locations 0 = 0°, 45°, 90°, 135° and300 0
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Figure 3.79 Average maximum,average, and average minimum heat transfer coefficient
versus 0 (Tbed=600K, dp=2 mm)
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Figure 3.80 Average maximum,average, and average minimum heat transfer coefficient
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Figure 3.81 Average maximum, average, andaverage minimum heat transfer coefficient
versus 0 (Tbed=800K, d. =2 mm).
300 0
T=900 K
dr,=2 min
250.0 _
200.0
150.0
100.0
50.0 _
00
,
U=2.74 m/s
_U=2.52 m/s
U=2.21 m/s
U=1.91 m/s
0 45 90
Circumferential Location, 0
135 180
Figure 3.82 Average maximum, average, andaverage minimum heat transfer coefficient
versus 0 (Tbed=900K, dp=2 mm).300 0
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Figure 3.83 Average maximum,average, and average minimum heat transfer coefficient
versus 0 (Tbed=1000K, dp=2 mm)
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Figure 3.85 Ahmax and Ohm; versus U (0= 45° dp=2 mm).
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180°, respectively. The trends are similar to those found for the standard deviation.
These results will be discussed in detail when heat transfer coefficientsare compared
to models and correlations.
3.4.3 Bubble and Emulsion Phase Frequencyon the Tube
Bubble frequency on the tube at each circumferential locationwas determined
using the filtered heat transfer data. The appropriateness of the data is dependenton
there being two distinct phases as mentioned above. Figures 3.89, 3.90, 3.91, 3.92 and
3.93 shows bubble frequency on the tubeversus the nondimensional fluidization
velocity for each bed temperature for circumferential locations 0= 0°, 45°, 90°, 135°
and 180°, respectively. At 0 = 0°, bubble frequency remained approximatelyconstant
as the fluidization velocity increased and was not a strong function of temperature.
The average value was approximately 1.8 bubbles/sec.At 0 = 45°, the bubble
frequency again remain approximately constant.Some trends suggest an initial
increase followed by a decrease.The average value was again approximately 1.8
bubbles/sec.At 0 = 90°, bubble frequency initially increased and then remained
constant at approximately 1.6 bubbles/sec. This trend is againseen at 0 = 135°, where
the bubble frequency approaches 1.5 bubbles/sec.The trend for initial increase
followed by a constant value isvery distinctly seen at 0 = 180°. Here, the constant
value is 1.7 bubbles/sec. For the fluidization velocities explored, the largest variations
occur at 0 = 180° and 135°. Note that the emulsion frequency is equal to the bubble
frequency, so these trendsare also applicable to the emulsion phase.These2.500
2.000
1.500
1.000
0.500
0.000
X
A
000,dp= 2 mm
T=600K
AT=700K
T=800K
T=900K
x T=1000K
1.00 1.25 1.50
U/Um f
1.75 2.00
Figure 3.89 Bubble frequency on tubeversus U/Unif= 0°, dp=2 mm).
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Figure 3.90 Bubble frequencyon tube versus U/1.1,nf (A = 45°, dp=2 mm).
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Figure 3.92 Bubble frequencyon tube versus U/Umf (0 = 135°, dp=2 mm).
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Figure 3.93 Bubble frequency on tubeversus U/11,f (0 = 180°, d,, =2 mm).
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Figure 3.94 Average bubble residence timeon tube versus U/Umf (0 = 0°, dp=2 mm).180
frequencies can be compared to the frequencies measured by the optical probeas
shown in Figures 3.1 and 3.2.It is apparent that the two values are different.In
general, however, the information from the optical probe could be usedas a crude
estimate of frequency on the tube, but it does not capture the detailed trends. Some of
the discrepancies could be due to theerror inherent in the filtering system for
determining frequencies on the tube.
3.4.4 Average Bubble Residence Timeon the Tube
The average bubble residence time was calculated using the filtered heat
transfer data.The time for each bubble occurrence was averagedover the sample
period.Figure 3.94, 3.95, 3.96, 3.97 and 3.98 show theaverage bubble residence
times for circumferential locations 0= 0°, 45°, 90°, 135° and 180°, respectively. At
the 0 = 0° location, the bubble residence time initially increased and then remained
constant as the fluidization velocity increased. At 0 = 45°, the bubble residence time
remained essentially constant although therewas a small initial decrease followed by
an increase. This trend of an initial decrease followed by an increase is more distinct
at 0 = 90°. The behavior is more sporadic at 0 = 135°, the variations at this location
may be due to the stochastic influences on the location of high particle activity since
the maximum heat transfer coefficient reaches its peak somewhere between 0= 90°
and 0 = 180°, depending on the local fluidization behavior. At 0= 180°, the bubble
residence time initially decreased and then remainedconstant. The same conclusions
can be drawn about average bubble residence time measured by the optical probe10
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Figure 3.95 Average bubble residence timeon tube versus U/Umf (0 = 45°, dp=2 mm).
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Figure 3.96 Average bubble residence timeon tube versus U/Umf (0 = 90°, dp=2 mm).182
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Figure 3.97 Average bubble residence timeon tube versus U/Umf (0 = 135°, dp=2 mm).
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versus the values calculated on the tube as were mentioned above about bubble
frequencies.
3.4.5 Bubble Time Fraction on the Tube
Figures 3.99, 3.100, 3.101, 3.102 and 3.103 show local bubble time fractions
on the tube versus the nondimensional fluidization velocity for each bed temperature
at circumferential locations 0 = 0°, 45°, 90°, 135° and 180°,respectively. At 0= 0°,
the bubble-time-fraction initially increased and then remainedconstant. At 0 = 45°,
the bubble time fraction showeda slight decrease. At 0 = 90°, the bubble time fraction
decreased at first and then remained constant. At 0= 135°, the bubble time fraction
showed a slight decrease, although it remained essentiallyconstant. This behavior is
also seen at 0 = 180°. By comparing these figures to the localbubble time fraction
measured by the optical probes in Figures 3.6 and 3.7, isapparent that the probe
information is not a good representation of the valueson the tube.
3.5 Hydrodynamic and Heat Transfer Interaction
The optical probe signal and the instantaneous local heat transfer coefficient
signal can be used to study the relationship between the arrival of thebubble or
emulsion phase and the heat transfer coefficient. One relationship of interest isto see
if the heat transfer coefficient increasesmore just before a bubble arrives or just after a
bubble leaves the surface of the tube.The bubble velocity together with the travel10
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path distance from the (upper) optical probe to the tube surfacecan be used to
determine the expected arrival time of the bubble at the tube surface, tpath. Alternately,
the instantaneous local heat transfer coefficientcan be cross-correlated with the optical
probe signal to determine the lag time,tccho.If tccho is less than tpath, then the heat
transfer coefficient increases before the bubble arrives. Iftccho isgreater than tpath, then
the heat transfer coefficient increases after the bubble arrives. Using the assumption
that the heat transfer coefficient does not peak while the bubble is incontact with the
tube surface, then it can be interpreted that for thiscase, the heat transfer coefficient
increases the most after the bubble departs.
Although there can be heat transfer coefficient fluctuations at the surface of the
tube due to bubbles that do not pass through the optical probes below the tubeor that
even come in actual contact with the tube surface, these calculations can be used to
examine general tendencies. Note also that while the calculation oftpath is reasonable
at circumferential locations of 0 = 0° and 45°, and possibly 90°, it is notas reasonable
for 0 = 135°, and 180°. A plot of tech°versus tpath is shown for 0 = 0°,45°, and 90° in
Figure 3.104. In general, tccho is greater than tpath, whichmeans that the heat transfer
coefficient increases after the bubble arrives (i.e. when the bubble is leaving). This
agrees with the findings of Tuot and Clift (1973).
3.6 Heat Transfer Correlations
The minimum and maximum local heat transfer coefficients calculated above
by filtering the instantaneous local heat transfer coefficientcan be used to examine188
existing correlations of the heat transfer coefficient. Most of the existing modelswere
developed for calculation of time-averaged heat transfer coefficients. Those thatwere
developed on a mechanistic basis can be broken apart by component (heat transfer
mode) and compared to the minimum and maximum local heat transfer coefficients.
Although each of these models could be assumed to applyon a local basis, very few
have a 0- dependence, so it is questionable if theycan be considered truly local. A few
of the more fundamental models (e.g. Adams and Welty, 1981; Adams (1982b))can
be applied to calculate local, instantaneous values, but generally require input that
cannot be measured and must be assumed. This, along with their cumbersome nature,
makes them less attractive and not qualitatively better thanmore simple correlations.
The correlations investigated in the present work include those that have been
tested in the literature for large particle systems and include the following:
Mathur and Saxena (1986):
Nu
P= 5.95 (16)2/3+.055Ar0.3 0'2 Pr1/3
Ganzha et al. (1982):
2/3 Nu = 8.95 0.12 Re0.8 prOA3 (1
,0.133
8)
(3.8)
(3.9)
(3.10)
(3.11)
(1 8)+ P P
Borodulya et al.(1980):
Nu
P= 0.37Rep0.71 pr0.31
Zabrodsky et al. (1981):
kg 0.2p hw = 7.2 26.6 d
60.8
(16)2/3+ U
gc
P gP
PGlicksman and Decker #1 (1980):
Nu = (1 6 B)(93+.042 Re Pr)
Glicksman and Decker #2 (1979):
Nu = (1 8 13)(6 + 0.5 Rep Pr)
Catipovic (1979):
Nup = 6 (1 (3) + (0.0175* Ar0.46 pr 0.33
+
dP
(0.88 Repsf +0.0042 Rep mf ) Pr0.3313
DT
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(3.12)
(3.13)
(3.14)
The above correlations can be seen to take the following form:
Nu = (1fb )Nu + (1fb )Nu + fb Nu p,b (3.15)
With the exception of Catipovic, the above correlations either neglect the bubble phase
contribution or lump the bubble contribution through theuse of an effective c. Note
that void fractions are related as follows:
Lm(1sm)=Lmf(1Emf). Lf(1Ef)
fixed bed at umf bubbling bed
(3.16)
The emulsion phase components of the above correlationscan be compared to the
average maximum local heat transfer coefficient by using an appropriate s for the
emulsion phase.
The bubble phase componentcan be estimated using the bubble component in
the correlation of Catipovicor using that suggested by Decker and Glicksman (1983)
for the bubble phase:(Ub +3Umf)u
NA0.5
Nup,b = 0.664 Pr0.33P
190
(3.17)
To investigate the above correlations, the contribution due to radiative heat
transfer had to be subtracted out of the data obtained in the experiments.The
correlation in Equation 3.6 was used to calculate the radiative contribution whichwas
subtracted from the experimentally measured heat transfer coefficients.
To use the listed correlations with the experimental data, an appropriate void
fractions was calculated following the analysis of Ganzha et al. (1982).Because the
bed voidage near the heat transfer surface is larger than the bulk bed voidage, they
followed the analysis of Kimura and Kaneda (1955) and calculateda bed voidage near
the surface, zw, based on the voidage in the bulk of the bed, s,such that
(1 0[0.7293 +0.5139(dp/D1
E=1
[1+ (dp/DT)]
(3.18)
This equation was used to calculate El, at minimum fluidization conditions. Basedon
their investigations, they then noted thatas the fluidization velocity was increased
beyond minimum fluidization, the bed voidagenear the surface changed more rapidly
than in the bulk of the bed at first. At highergas flows, the rate of voidage change
became slower. To account for this, theypropose the following:
c =cW +1.65 A(10[1exp(a / A21 (3.19)
where E' is the bed voidage at minimum fluidization and
a=0.3671nRc.01 (3.20)and
A =(ReRe
mf)VAr "
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(3.21)
The above relations were used to compute emulsion phase voidagenear the heat
transfer surface at any fluidization velocity. Except for Catipovic, the forms of the
correlations above are based on the emulsion phase characteristics and onlyaccount
for the bubble phase through an effective voidage. This is because only time-averaged
data were available to check the correlation. In the present work, the bubble phase and
emulsion phase heat transfer coefficientswere calculated separately.In comparing
these correlations to the experiment results, emulsion phase voidagewas required and
the bubble phase was be accounted for separately.
3.6.1 Emulsion Phase (Average Maximum Heat Transfer Coefficient)
The average maximum local heat transfer coefficientwas used to check the
emulsion phase (the sum of particle convective andgas convective) components of the
above available correlations. The comparison of the difference between the measured
and predicted values of the Nusselt number is shown in Figure 3.105 for all
circumferential locations. The correlation by Ganzha is the best fit. When comparing
the correlation by Ganzha to the correlation by Mathur, it isapparent that the
correction for variation in the void fraction,c, is beneficial. In the Ganzha model, the
particle convection term appears to doan adequate job but the gas convection term
does not correctly account for variation with Re. The correlations listed above have400
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Figure 3.105 Comparison of measured emulsion phase (average maximum) heat transfer coefficients to values predicted by various
correlations.193
Reynolds number dependence varying frompowers of 0.2 to 1.0. Regression analysis
on the current data yields a dependence of the Nusselt with Re". It was also found
that the dependence on Prandtl number is Pr1/3 as proposed by the correlations of
Mathur, Catipovic and Borodulya.Finally, regression analysis also suggests a
dependence of the gas convection term on Ar03as suggested by Mathur (Catipovic
also has an Ar dependence).
The correlations were next checked for at each circumferential location All of
the correlations showed trends with respect to the circumferential location, 0. This is
not surprising since these correlations were developed for space-averaged heat transfer
coefficients.There is a dearth of information available in the literature for the
dependence of the heat transfer coefficient correlationson 0. The dependence on 0
can be accounted for with the void fraction, E.Adams (1984) suggested a time-
averaged variation as shown in Figure 3.106. For the present work, the void fraction
was calculated using Equation 3.19 and the bulk bed emulsion voidage near the
cylinder was modified to account for variation in 0.Instead of the time-averaged
variation suggested by Adams above,an instantaneous linear variation as shown in
Figure 3.106 is proposed. The minimum fluidization value of 0.58was selected for 0 =
0° where the emulsion phasewas modeled as being at minimum fluidization
conditions as it approached the tube. The packed-bed value of 0.44was selected for 0
= 180° where the emulsion phase was modeled as a lee-stack sitting packed on top of
the tube.10
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Figure 3.106 Void fraction dependence on 0.
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The final modified correlation of Ganzha for the emulsion phase local heat
transfer coefficient, then, is
Num =8.95(1-0213 + 0.016ArmRe " Pr1/3 (1-6)
0.8
0.133
(3.22)
Comparisons between this correlation and the experimentally obtained valuesare
shown for each circumferential location in Figures 3.107, 3.108, 3.109, 3.110 and
3.111 for 0 = 0°, 45°, 90°, 135° and 180°,respectively.The comparison is also shown
for all 0 in Figure 3.112. This correlation predicted heat transfer coefficients for the
conditions in the present work within ±15 percent. It applies to therange of conditions
investigated in the present work: 44,000 < Ar < 136,000; 27 < Remf < 57; 39 < Re <
72; and 6.8 < Pr < 7.0.
3.6.2 Bubble Phase (Average Minimum Heat Transfer Coefficient)
There islittle information available in the literature about heat transfer
coefficient correlations for the bubble phase in large particle fluidized systems.
Because the correlations available are based on time-averaged data, the bubble phase
is accounted for through an effective voidageas mentioned above. The correlations
above are based on models and dimensionlessgroups appropriate for the emulsion
phase (particle convective and gas convective) andare not based on parameters
governing the bubble phase contribution to heat transfer. The bubble phase is only
accounted for through the use ofan effective voidage. Perhaps for this reason, the
bubble phase correlation of Catipovic greatly underpredicts the experimental data in40 0
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Figure 3.107 Comparison of measured emulsion phase (average maximum) heat transfer
coefficients to correlation developed in the present work (0= 0°).
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Figure 3.109 Comparison of measured emulsion phase (average maximum) heat transfer
coefficients to correlation developed in the present work (0= 90°).
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Figure 3.111 Comparison of measured emulsion phase (average maximum) heat transfer
coefficients to correlation developed in the present work (0= 1800).00 2.0 4.0 6.0
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Figure 3.112 Comparison of measured emulsion phase (average maximum) heat transfer
coefficients to correlation developed in the present work.200
the present work. The correlations of Decker and Glicksman also underpredict the
present data. This is not unexpected, however, since this model relies on a velocity,
Ub +3Umf, which is the value of gas velocity througha bubble predicted by the potential
flow model of Davidson (Kunii and Levenspiel, 1991). This has generally been found
to be inaccurate, especially for large particle systems. The gas throughflow has been
found to be significantly different than that predicted by two-phase theory (Geldart
and Cranfield, 1972). George (1991) also found the bubble phase contributionto be
significantly larger than predicted by available correlations.
To propose a new bubble phase correlation, the approach of Catipovicwas
followed whereby the bubble phase contributionwas found to depend primarily on the
minimum fluidization Reynolds number.In correlating the present data with Remo
however, it was found that there was a trend with respect to Re thatwas not accounted
for. Regression analysis yielded the following best fit:
"
Nup,b =1.13
Re
rnf
Re"
(3.23)
Although it is surprising to find that Nub actually decreases weakly with increasing Re,
this can be explained based on observations made in the two-dimensional bed facility.
At higher Re, there are generally fewer particles in the bubble resulting in lower heat
transfer coefficient.
The above correlation is compared to the experimental data in Figure 3.113.
This correlation predicted heat transfer coefficients for the conditions in thepresent
work within ±15 percent.It applies to the range of conditions investigated in the201
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Figure 3.113 Comparison of measured bubble phase (average minimum) heat transfer
coefficients to correlation developed in the present work.202
present work: 44,000 < Ar < 136,000; 27 < Remf < 57; 39 < Re < 72; and 6.8 < Pr <
7.0.203
4. CONCLUSIONS AND RECOMMENDATIONS
4.1 Conclusions
The purpose of this research was to study fluidized bed hydrodynamics and
heat transfer. Two optical probes were used in a 2D bed to validate the interpretation
of the probe signals.Probe signal processing methodology was developed and
bubbles properties were calculated.To study heat transfer simultaneously, a tube
instrumented with an instantaneous heatfluxsensor was builttomeasure
instantaneous local heat transfer coefficients.
Experiments were performed in a high-temperature fluidized bedover a range
of temperatures and fluidization velocities. The experimentswere run for cases that
corresponded to a bubbling fluidized bed. The instantaneous local heat transfer
coefficients were measured at circumferential increments of 45° around the tube.
Bubble properties were also measured for two different particles sizes. Heat transfer
and hydrodynamic information were measured and studiedover a range in conditions.
The measured average maximum and minimum local heat transfer coefficientswere
compared with time- and space-averaged correlations available in the literature.
The following are conclusions drawn from the gathering and examination of
these data and are applicable only to therange of conditions investigated:
1.The optical probe signal processing methodology developed in Chapter 2 provides
an accurate method for determining bubble properties such as bubble (or emulsion)
frequency, bubble velocity, pierced length, characteristic bubble size, bubble (or204
emulsion) residence time, and bubble (or emulsion) time fraction.The
methodology was validated by comparing the processed signal information to
values obtained using video-tape of the same events.
2.The instantaneous heat transfer coefficient was measured accurately. The key to
this was calibrating the instantaneous sensor built for the tube. Theaccuracy of the
calibration constant obtained was validated by thorough and repeated calibration
checks throughout the experimental program.
3. The following is a summary of the conclusions about the dependence of bubble
properties on the variables of fluidization velocity, bed temperature and particle
size:
Bubble frequency increases with fluidization velocity, decreases with
particle size, and is not a function of temperature.Bubble frequency is
dependent on particlesize. Measured bubble frequencies compared
favorably with other similar data in the literature (no data were available
for the same conditions).
Bubble velocity increases with fluidization velocity and decreases with
particle size.Bubble velocity is not a function of temperature. For the
variables investigated, it was found that U-Umf is the only important
variable for predicting bubble velocity.
Local bubble time fraction increases with fluidization velocity and particle
size and is not a function of temperature. Note that this implies that local
emulsion time fraction decreases with fluidization velocity.205
Local bubble residence time increases only slightly with fluidization
velocity and particle size and is independent of temperature.Local
emulsion residence time decreases with velocity and particle size.
Bubble diameter increases with fluidization velocity, decreases with
particle size, and is independent of temperature. Bubble diameter variation
can be accounted for by variation in U-Umf only.
Visible bubble flow increases with fluidization velocity, decreases with
particle size, and is not dependent on temperature.
4. The decrease in bubble velocity with particle sizecan be explained on the basis
that bubble diameter also decreases with particle size.The smaller diameter
bubbles rise slower by a force-balance analogy withgas bubbles rising in a liquid.
Bubble diameters get smaller as particle size increases because theexcess velocity,
U-Umf, decreases.Bubble diameter is determined by the excess velocity and
bubble velocity is determined by the bubble diameter.
5.The following correlation from Clift and Grace (1985):
Ub = 0.71Vgdb
(3.4)
was found to give the best fit relationship between bubble velocity and bubble
diameter.
5.The following are conclusions about the instantaneous heat transfer coefficient:
At 0 = 180°, a gas cushion or a stagnant lee stack of cooled off particles is
present at low velocities. At higher velocities, more activity is seen at this206
location.Distinct bubble and emulsion phase activity can be seen as the
emulsion and bubble phases replace each other. Also at higher velocities,
the arrival of the emulsion phase is visible and the cooling-off of the
particles packets can be observed. Some of these activitiesare not present
at the higher temperature where the fluidization velocities investigated
corresponded to a more vigorously bubbling bed.
At 8 = 135°, the behavior is similar to that at 0 = 180°, but with more
activity.Distinct emulsion and bubble phases can be seen. At both 0=
135° and 0 = 180°, there are larger spikes in the magnitude of the
instantaneous heat transfer coefficient at higher bed temperaturesas
compared to lower temperatures.
At 0 = 90°, the activity does not vary much with fluidization velocity.
Distinct bubble and emulsion phases can be seen, but not as clearly as at 0
= 180° and 135°. The activity is uniformly periodic with similar residence
times for each phase compared to other locations.
At 0 = 45°, the heat transfer coefficient is fairly constant at low velocities
which suggests that this area might be covered by a gas cushion. At higher
velocities, definite bubble and emulsion phase behaviorcan be observed
and is often periodic as was observed at 0= 90°.
At 0 = 0°, the signal suggests that a gas cushion is present at low velocities.
At higher velocities, distinct bubble and emulsion phasescan be seen.207
There are spikes from particles which increase in frequency and magnitude
with an increase in fluidization velocity.
Eight types of emulsion and bubble phase contact dynamics at the tube
surface were identified.Each type has different implications for heat
transfer which helps to explain the degree of difficulty in modeling heat
transfer from first principles.
The standard deviation of the instantaneous heat transfer coefficient isa
measure of the time-weighted-average of the amount of fluctuation
(activity) about the mean of the heat transfer coefficient. It can be usedas
an indication of the frequency and intensity of particle and bubble/emulsion
phase activity.The activity causes changes in the magnitude of the
instantaneous heat transfer coefficient. Fluctuations arise from bubble and
emulsion phase replacement as well the degree of particle activity when
each of these phases is in contact with the tube. Fluctuations can also be
the result of variations in the gas velocity, temperature and turbulence
intensity.
The standard deviation of the heat transfer coefficient was used to quantify
the extent of fluctuations in the instantaneous heat transfer about themean.
It tends to increase from 0 = 0° to 0 = 180° with the maximum generally
occurring at 0 = 180° and the minimum usually occurring at 0= 45° and
occasionally 0 = 0°.The standard deviation does not vary much with
temperature and increases, levels off, and then decreases with fluidization208
velocity.This helps to explain why the time-average heat transfer
coeficient often exhibits similar behavior.
The instantaneous heat transfer coefficient signalcan be processed to
calculateaverage maximum andaverage minimum heattransfer
coefficients which correspond to average emulsion andaverage bubble
phase coefficients, respectively.
Ah,nax and Ahmin at first increase with fluidization velocity and then decrease.
The behavior captured in the current experiments dependedon what
fluidization velocities were investigated.
Bubble and emulsion phase frequencieson the tube can be calculated using
the filtered heat transfer data.The appropriateness of these data is
dependent on the presence of two distinct phases. The frequency generally
increases at low fluidization velocities and then remains ata constant value,
with the value depending on the circumferential location.
The bubble residence time next to the tube initially decreases and then
remains constant, although the behavior varies somewhat at different
circumferential locations. The behavior is more sporadic at 0= 135 °, due
to the stochastic influences of high particle activity since the heat transfer
reaches its peak between 0 = 90° and 0= 180°.
The bubble time fraction on the tube decreases slightly with increasing
fluidization velocity.209
For 0 = 0° and 0 = 45°, the heat transfer coefficient increasesmore
significantly as a bubble departs relative to when a bubble is just arriving.
Bubble frequency measured in the bed below the heat transfer surface
(tube) provides a reasonable approximation to bubble frequencyon the
tube. Bubble (and emulsion) time fraction measured in the bed below the
tube, however, is not a good indication of the values on the tube.
Correlations available in the literature, although developed for time- and
space- averaged heat transfer coefficients can be used as a basis to correlate
the average maximum (emulsion phase) and average minimum (bubble
phase) local heat transfer coefficients. In order to do this, the void fraction
must be interpreted correctly and a variation with 0 must be considered.
The correlation by Ganzha et al. (1982) showed the best fit for the
emulsion phase heat transfer coefficient. This correlationwas modified in
the present work to include dependenceon the Archimedes number as well
as the form of the dependence on the Prandtl number as proposed by
Mathur and Saxena (1986). The correlation was also modified to include
dependence on the tube circumferential location. The modified correlation
is:
Num = 8.95 (1 6)213 + 0.016 Ar °.3 Rep0.5Pr 1/3(1 E)
60.8
0.133
(3.22)
where s is calculated basedon the results of Kimura and Kaneda (1955)
but modified in the present work to account for variation with 0. This210
correlation predicted heat transfer coefficients for the conditions in the
present work within ±15 percent.It applies to the range of conditions
investigated in the present work: 44,000 < Ar < 136,000; 27 < Remf < 57;
39 < Re < 72; and 6.8 < Pr < 7.0.
There is a dearth of information in the literature for predicting local bubble
phase heat transfer coefficients. The only correlation that showed promise
for fitting the present data is that by Catipovic (1979) where a dependence
on Remf was suggested. A regression analysis revealed that the following
form was the best fit:
Nup,b = 1.13
0.73 Rep
Re0.3 (3.23)
This correlation predicted heat transfer coefficients for the conditions in the
present work within ±15 percent.It applies to the range of conditions
investigated in the present work: 44,000 < Ar < 136,000; 27 < Remf < 57;
39 < Re < 72; and 6.8 < Pr < 7.0.
4.2 Recommendations
1. A commercial heat flux sensor could be attached to the surface of the cylinder next
to the instantaneous heat flux sensor. There are sensors commercially available
which could be used, although they would have a relatively slow time response
since they would need to be covered with shim stock to protect them from the
harsh fluidized bed environment. This sensor could be used in the calibration of211
k/L or in place of the instantaneous heat flux sensor for the time-averaged portion
of the heat transfer coefficient. The instantaneous sensor could then be used just to
measure the instantaneous contribution about the mean.
2.Multiple sensors could be mounted around the cylinder.If these were located at
the same axial tube position, but at different circumferential locations, they could
be used to examine heat transfer around the tube on an instantaneous as well as a
time-sequence basis. If there were not room for this and the sensors were mounted
at different axial locations, it would still be useful to measure data at more than
one circumferential location to reduce the time required to obtain data (more than
one data set could be taken at a time).
3. A capacitance probe could be mounted next to the instantaneous heat flux sensor to
provide information on the instantaneous and time average residence time,
frequency and time fraction for the bubble and emulsion phases. This would be
better than inferring these properties from the instantaneous heat transfer signal.
The capacitance probe could also be used to determine emulsion phase (and bubble
phase) void fractions.
4. A radiative heat transfer sensor could be mounted next to the instantaneous heat
flux sensor. A time-average or, even better, an instantaneous sensor could be used
to provide information about the radiative contribution so that the remaining
contributions from convection and conduction could be studied.In the present
work, the radiative contribution was estimated using the work of previous212
researchers who measured time-averaged radiative heat transfer coefficients in the
same bed.
5. The present work could be extended to cover a wider array of particles sizes, bed
temperatures, bed materials, tube arrays, fluidization velocities, etc.
6.The optical probes could be constructed out of fiber optic or some other alternative
material instead of the fused quartz rods.The rods are fragile and on several
occasions, they broke during a run. When this happened, the bed had to be cooled-
off, drained of bed material and the test section opened up. The optical probes had
to be removed and new quartz rods had to be fabricated, inserted and aligned in the
probes. The probes then had to be inserted in the bed with their positions carefully
aligned and measured. Finally, the bed was warmed up and brought back to the
conditions where testing was terminated. This is a very time consuming effort. A
light-transmittingmaterial more durable than the fused quartz would be
convenient.
7.The fluidized bed facility could be improved to expand its function.Blower
capacity could be increased. Viewports could be installed on the sides of the test
section for observation during experiments.
8.Deterministic chaos could be applied to the optical probe and instantaneous heat
transfer signals to determine flow and heat transfer regime delineation.213
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APPENDIXLAPLACE TRANSFORM OF TIME-VARYING TERM:
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Figure A.1 Analog conditioning circuit representing transfer function.
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Figure A.2 Signal conditioning circuit associated with the heat fluxsensor
(Smalley, 1990).235
Table A.1 Summary of test conditions for 3D High-Temperature Experiments. "2
d2= 2.0 min
Tbed [K] 600 700 800 900 1000
Umf [m/s] 1.48 1.52 1.54 1.60 1.64
U [m/s]U/Umf1.681.141.801.191.711.111.911.192.261.38
1.771.202.001.312.111.372.121.382.501.52
1.851.252.161.422.481.612.521.582.821.72
2.741.713.031.85
de = 2.9 mm
Tbed [K] 700 800 900
Umf [m/s] 1.92 1.97 2.07
U [m/s]U/Umf2.011.052.161.092.181.05
2.131.112.261.152.371.14
2.451.242.571.24
Heat transfer coefficients were measured for 2.0 mm particles only. Bubble properties were measured
for 2.0 and 2 9 mm particles.
2Heat transfer coefficients were measured at tube circumferential locations of 0 = 0°,45°, 90°, 135°, and
180°.