It is natural to consider continuous dependence of the n-th eigenvalue on d-dimensional (d ≥ 2) Sturm-Liouville problems after the results on 1-dimensional case by Kong, Wu and Zettl [14]. In this paper, we find all the boundary conditions such that the n-th eigenvalue is not continuous, and give complete characterization of asymptotic behavior of the n-th eigenvalue. This renders a precise description of the jump phenomena of the n-th eigenvalue near such a boundary condition. Furthermore, we divide the space of boundary conditions into 2d + 1 layers and show that the n-th eigenvalue is continuously dependent on Sturm-Liouville equations and on boundary conditions when restricted into each layer. In addition, we prove that the analytic and geometric multiplicities of an eigenvalue are equal. Finally, we obtain derivative formula and positive direction of eigenvalues with respect to boundary conditions.
Introduction
In this paper, we consider the d-dimensional Sturm-Liouville equation A * is the complex conjugate transpose of A. The spectrum of the SturmLiouville problem is bounded from below and consists of discrete eigenvalues, which are ordered in the following non-decreasing sequence λ 1 ≤ λ 2 ≤ λ 3 ≤ · · · ≤ λ n ≤ · · · , with λ n → ∞ as n → ∞, counting repeatedly according to their analytic multiplicities.
When studying the perturbation of eigenvalues of Sturm-Liouville problem (1.1)-(1.2), the n-th eigenvalue changes as coefficients in the equation (1.1) or the boundary condition (1.2) are subjected to perturbations. The indices (i.e. n) of eigenvalues may change drastically in a continuous eigenvalue branch due to the high dimension, and the eigenvalues with the same index may jump from one to another branch in a complex way. The jump phenomena of the n-th eigenvalue in high dimension are more interesting from geometric aspects and more complicated than 1-dimensional Sturm-Liouville problems. Moreover, in computing eigenvalues, their indices are in general unknown and still need to be determined due to the importance of the first few eigenvalues in physical models. The high dimension, however, leads oscillation theory of 1-dimensional Sturm-Liouville problems to becoming invalid and thus makes a difficult task in numerical calculation. So the question "what the singular (discontinuity) set of the n-th eigenvalue is in high dimensional case" not only has strong motivation from physics and numerical analysis, but also is theoretical challenging. Indeed, after the previous work in 1-dimensional case [14] , it has been an open problem for several years. We shall solve it in this paper and give complete characterization of asymptotic behavior of the n-th eigenvalue.
This question is completely answered for 1-dimensional Sturm-Liouville problems. The first breakthrough is due to Rellich [23] . In 1950, he gave an example for the following 1-dimensional Sturm-Liouville problem at the ICM [24] :
with the boundary condition u(0) = 0, κu (1) = u(1), where κ ∈ R. Though the n-th eigenvalue is continuous near κ = 0 from the left direction for each n ≥ 1, it is discontinuous from the right direction, and has the following asymptotic behavior: lim κ→0 + λ 1 (κ) = −∞, lim κ→0 + λ n (κ) = λ n−1 (0), n ≥ 2.
See also Figure 1 in P. 292 of [13] . In 1997, Everitt et al. in [7] investigated 1-dimensional Sturm-Liouville equation (1.1) with separated boundary condition cos αy(a) − sin α(py )(a) = 0, cos βy(b) − sin β(py )(b) = 0. By using Prüfer transformation to (1.1), they obtained that the n-th eigenvalue λ n is continuous on α × β ∈ [0, π) × (0, π] for each n ≥ 1, and moreover, for any fixed α ∈ [0, π), Kong et al. in [14] regarded the n-th eigenvalue as a function on the space of Sturm-Liouville equations and that of boundary conditions, respectively. They showed that the n-th eigenvalue is continuously dependent on the coefficients in (1.1) for each n ≥ 1. By using the above results in [7] and some inequalities among eigenvalues of 1-dimensional Sturm-Liouville problems obtained in [6] , they found the singular set of the n-th eigenvalue in the space of complex (resp. real) boundary conditions. They also gave all the asymptotic behavior of the n-th eigenvalue near each singular boundary condition. See Theorems 3.39 and 3.76 in [14] . Other discussions of the n-th eigenvalue can be found in [3, 5, 18, 28, 30] .
It is worthy to mention that the analytic, algebraic and geometric multiplicities of an eigenvalue are shown to be equal for 1-dimensional SturmLiouville problems [6, 15, 16, 27] and some extensions [8, 9, 11, 12, 22, 25] . In particular, Kong et al. showed the equivalence of analytic and geometric multiplicities even if P changes sign in 1-dimensional case [16] . Naimark proved analytic and algebraic multiplicities of an eigenvalue coincide for a class of high-order differential operators [22] . When studying the discontinuity of the n-th eigenvalue, it is always listed according to the analytic multiplicity. From the perspective of application, however, people pay more attention to how many eigenvalue branches jump (tend to infinity) in the sense of geometric multiplicity. So it is necessary to clarify the relationships of these multiplicities of an eigenvalue for high dimensional Sturm-Liouville problems. Motivated by Naimark [22] , we shall rigorously prove that the three multiplicities of an eigenvalue are the same in high dimensional case even if P is non-positive.
In this paper, we shall give the set of all the complex (or real) boundary conditions such that the n-th eigenvalue is not continuous in high dimensional case. We call it to be the singular set Σ C (or Σ R ) in the space of complex (or real) boundary conditions and call any element in Σ C (or Σ R ) to be a singular boundary condition. We mainly discuss the complex boundary conditions in this paper, and the real ones can be treated in a similar way. When there is truly difference in the discussion, we shall give remarks on providing a feasible way for the real ones. Our inspiration is from the symplectic geometry, especially the structure of Lagrangian-Grassmann manifold [1, 2] . Indeed, we shall prove that in high dimensional case, the singular set, denoted by Σ C , consists of all the boundary conditions
where n 0 (B) denotes the geometric multiplicity of zero eigenvalue of B. An accompanying difficulty is how to give and prove asymptotic behavior of the n-th eigenvalue near a singular boundary condition. The strategy based on the Prüfer transformation does not work for separated boundary conditions due to the coupling of the Sturm-Liouville equations. The inequalities argument used in [14] also becomes invalid owing to the complexity of the boundary conditions, for example, the appearance of mixing boundary conditions [26] . Moreover, the directions, from which the boundary conditions tend to a more singular one, are diversified in high dimensional case. All these make the problem nontrivial. Our first task is also to study the topology of the space of boundary conditions. However, instead of using separated, coupled and mixed boundary conditions, we choose the coordinate charts of the Lagrangian-Grassmann manifold introduced by Arnold [1, 2] to describe the space of boundary conditions. We divide Σ C into 2d layers such that for any [ 
where 1 ≤ k ≤ 2d. Define Σ C 0 to be the complementary set of Σ C in the space of boundary conditions. We then prove that the n-th eigenvalue is continuously dependent on the Sturm-Liouville equations and on the boundary conditions when restricted into Σ C k for each n ≥ 1, where 0 ≤ k ≤ 2d. In the proof of asymptotic behavior, besides using the above results and the locally uniform property of eigenvalues (Lemma 3.2), our technique is to construct various paths in different parts of the k-th layer in the space of boundary conditions. The asymptotic behavior of the n-th eigenvalue is proved for the following targets via a step-by-step procedure: The essential characterization is that there exists a neighborhood U of A in the whole space of boundary conditions such that U = ∪ 0≤i≤k U i , and for each 0 ≤ i ≤ k, U i = ∅ and
In order to make the results explicitly, we clarify what U i is in Corollary 7.1. In a forthcoming paper, we shall show that [−Ψ λ | Φ λ ] defined in (3.3)-(3.4) tends to [I 2d | 0 2d ] as λ → −∞ for a more general Sturm-Liouville system. Based on this result and the theory of Maslov index, we shall give a new proof of the discontinuity of the n-th eigenvalue. Furthermore, we determine the range of the n-th eigenvalue not only on the whole space of boundary conditions but also on the k-th layer Σ
The rest of this paper is organized as follows. In Section 2, topology on space of Sturm-Liouville equations, and that on space of complex boundary conditions are presented. Basic properties of eigenvalues are given in Section 3 and further analysis on 1-dimensional results is provided in Section 4. In Section 5, it is proved that the analytic, algebraic and geometric multiplicities of an eigenvalue are equal. Section 6 is devoted to proving that the nth eigenvalue is continuous on the space of Sturm-Liouville equaitons, and on each layer in the space of boundary conditions. Singularity of the nth eigenvalue is completely characterized in Section 7. In the last section, derivative formula of eigenvalues with respect to the boundary conditions and comparison of eigenvalues are obtained.
Space of Sturm-Liouville problems
In this section, we introduce the topology on space of Sturm-Liouville equations, and that on space of complex boundary conditions, respectively.
The space of Sturm-Liouville equations is Ω := {(P, Q, W ) : P, Q and W satisfy Hypothesis 1}
with product topology induced by
Following [14] , we use bold faced (lower case) Greek letters, such as ω ω ω, to stand for elements in Ω.
Two linear algebraic systems
represent the same complex boundary condition if and only if there exists a matrix T ∈ GL(2d, C) such that
where GL(2d, C) := {2d × 2d complex matrix T : det T = 0}. Since each boundary condition (1.2) considered in this paper is self-adjoint, it must satisfy (1.3). So it is natural to take the quotient space : T ∈ GL(2d, C)}. Bold faced capital Latin letters, such as A, are also used for boundary conditions. See also [15] in 1-dimensional case. B C coincides with the complex Lagrangian-Grassmann manifold Λ(2d) [2] . Motivated by Arnold [1, 2] , we shall give the canonical atlas of local coordinate systems on B C in our framework. Let
T 1×2d i for any 1 ≤ i ≤ 2d, S be a 2d × 2d matrix whose entries and columns are denoted by s lj , 1 ≤ l, j ≤ 2d, and s j = (s 1j , · · · , s 2dj ) T , respectively. Set K be a subset of {1, 2, · · · , 2d} with (K) to be the number of elements in K. Define
(2.1)
. Below S is written as S(A) when it is necessary to indicate its dependence on A. The following result gives the topology and geometric structure on B C .
Theorem 2.1.
Moreover, B C is a connected and compact real-analytic manifold of dimension 4d 2 .
Remark 2.1. Similar result is true for B R with C replaced by R except that the dimension of B R is d(2d + 1) as a real-analytic manifold.
Proof. Firstly, we show that
Since S = S * , we have AB * = BA * . Then (2.2) follows. Conversely, let
Firstly, we can choose T ∈ GL(2d, C) such that
where M m 0 ×2d denotes the set of all m 0 × 2d complex matrices. Let
where
C , direct computation shows that
Note that rankE 1 = rankE = rankA 1 = m 0 and rankF = rankB
is non-degenerate and this claim holds. Let
Other assertions are direct consequences of properties of Lagrangian-Grassmann manifold [1, 2] . This completes the proof.
The product space Ω × B
C is the space of Sturm-Liouville problems, and (ω ω ω, A) is used to stand for an element in Ω × B C .
Basic properties of eigenvalues
Firstly, we introduce the following weighted space:
with the inner product y,
. Then the corresponding Sturm-Liouville operator
is self-adjoint with the domain
For any λ ∈ C, let φ 1,λ , · · · , φ 2d,λ be the fundamental solutions to (1.1) determined by the initial conditions
3)
Then Φ λ and Ψ λ are entire 2d × 2d-matrix valued functions of λ.
Lemma 3.1. The spectrum of the d-dimensional Sturm-Liouville problem (ω ω ω, A) consists of isolated eigenvalues, which are all real and bounded from below. Moreover, λ ∈ R is an eigenvalue of (ω ω ω, A) if and only of λ is a zero of
Proof. The proof is similar to that of Lemma 4.5 in [29] .
Definition 3.1. Let λ be an eigenvalue of (ω ω ω, A). The order of λ as a zero of Γ (ω ω ω,A) is called its analytic multiplicity. The number of linearly independent eigenfunctions for λ is called its geometric multiplicity. The dimension of the
We show in Theorem 5.1 that the three multiplicities of an eigenvalue are equal. Thus we shall not distinguish them. The following result is locally continuous dependence of eigenvalues on Sturm-Liouville problems, which can be proved by Rouché's Theorem [4] . See [14, 31] in 1-dimensional case.
Lemma 3.2. Let r 1 < r 2 be two real numbers such that neither of them is an eigenvalue of a given Sturm-Liouville problem (ω ω ω, A), and n ≥ 0 be the number of eigenvalues of (ω ω ω, A) in the interval (r 1 , r 2 ). Then there exists a neighborhood U of (ω ω ω, A) in Ω × B C such that each (σ σ σ, B) ∈ U has exactly n eigenvalues in (r 1 , r 2 ), and neither r 1 nor r 2 is an eigenvalue of (σ σ σ, B).
Proof. Let R := {z ∈ C : |z − (r 1 + r 2 )/2| < (r 2 − r 1 )/2} and η := min λ∈∂R |Γ (ω ω ω,A) (λ)|, where ∂R denotes the boundary of R. Then η > 0 by Lemma 3.1. By the compactness of ∂R and the uniform continuity of Γ (ω ω ω,A) on (ω ω ω, A) and λ, there exists a neighborhood U of (ω ω ω, A) in Ω × B C such that |Γ (σ σ σ,B) (λ) − Γ (ω ω ω,A) (λ)| < η for all λ ∈ ∂R and for all (σ σ σ, B) ∈ U , which also implies that
Thus neither r 1 nor r 2 is an eigenvalue of (σ σ σ, B) ∈ U . Since Γ (σ σ σ,B) − Γ (ω ω ω,A) and Γ (ω ω ω,A) are both entire functions of λ, Γ (σ σ σ,B) and Γ (ω ω ω,A) have the same number of zeros in R, counting order, by Rouche's Theorem. The proof is complete by the fact of the reality of eigenvalues.
The next result is a direct consequence of Lemma 3.2.
Lemma 3.3. Let λ * be an eigenvalue with multiplicity m of (ω ω ω, A), and r 1 < r 2 be two real numbers such that λ * ∈ (r 1 , r 2 ) is the only eigenvalue of (ω ω ω, A) in the interval [r 1 , r 2 ]. Then there exist a connected neighborhood U of (ω ω ω, A) in Ω × B C and continuous functions
These functions in Lemma 3.3 are locally called continuous eigenvalue branches. When m = 1, Λ 1 is called the continuous simple eigenvalue branch. Then we shall make a continuous choice of eigenfunctions for the eigenvalues along a continuous simple eigenvalue branch. Lemma 3.4. Let λ * be a simple eigenvalue of (ω ω ω, A), u 0 be a given eigenfunction for λ * , and Λ be a continuous simple eigenvalue branch defined on a neighborhood U of (ω ω ω, A) in Ω × B C through λ * . Then there exists a neighborhood U 1 ⊂ U of (ω ω ω, A) such that for any (σ σ σ, B) ∈ U 1 , there is an eigenfunction u Λ(σ σ σ,B) for Λ(σ σ σ, B) satisfying that u Λ(ω ω ω,A) = u 0 , and u Λ(·) and pu Λ(·) are continuous on U 1 in the sense that for any
Proof. The proof is similar as that of Theorem 3.1 in [17] .
When ω ω ω (or A) is fixed, we can get corresponding results on a neighborhood of A (or ω ω ω) as those in Lemmas 3.2-3.4. Then we turn to present the continuity principle for the n-th eigenvalue.
C . If λ 1 is bounded from below on O, then the restriction of the n-th eigenvalue to O is continuous for each n ≥ 1.
λ n (σ σ σ, B) = −∞ for any n = 1, · · · , m, where m ≥ 0, and λ m+1 is bounded from below on O, then
for any n ≥ m + 1.
By using Lemma 3.2, the proofs of Lemmas 3.5-3.6 are similar to those of Theorems 1.40-1.41 in [14] , respectively.
Analysis on 1-dimensional results
In this section, we reform the singular boundary conditions in the frame (2.1) and refine the results of Theorems 3.39 and 3.76 in [14] .
The explicit coordinate systems (2.1) in 1-dimensional case are as follows:
In order to refine the above results ,we need the following notation, which will be used for any d ≥ 1 in the sequel. For a nonempty subset
In 1-dimensional case, S {i} (A) = (s ii ), i = 1, 2, and S {1,2} (A) = s 11 s 12 s 12 s 22 .
Let n − (S K (A)), n 0 (S K (A)) and n + (S K (A)) denote the total multiplicity of negative, zero and positive eigenvalues of S K (A), respectively. For a nonempty subset K ⊂ {1, · · · , 2d}, define
for three nonnegative integers n 0 , n + and n − satisfying n 0 + n + + n − = (K). Then we get the following refinement from Theorem 3.76 in [14] . One key fact in the following proposition is that n
) is the number of eigenvalues which tend to −∞ as B → A. (ii) Consider the restriction of λ n to O
Remark 4.1. Inspired of [19, 20, 21] , we provide an intuitional representation of sets in the space of real boundary conditions, which is also helpful to understand the global concept of singular boundary conditions. Let 
R is a homeomorphism defined in the proof of Theorem 1 in [19] .
Under the map rep 12 , we obtain rep 12 (0) = (2, 0, 0) and rep 12 (− tan (2, 0, θ) with θ ∈ R/2πZ. Furthermore,
In Figure 1 , the inner torus with two shrinking points denotes two singular cycles, i.e. the part with x ≤ 0 (orx ≥ 0) is the set of elements which have common subspace with Neumann (or Dirichlet) boundary condition (rep 12 (−2, 0, 0)) (or rep 12 (2, 0, 0)). Note that inner torus lies on the outside torus if x = 0.
Since the left part (x ≤ 0) of the inner torus is not in the range of rep 12 , by the path connectedness of O 
Equality of multiplicities of an eigenvalue
In this section, we show the equivalence of the analytic, algebraic and geometric multiplicities of an eigenvalue.
Theorem 5.1. The analytic, algebraic and geometric multiplicities of an eigenvalue of (ω ω ω, A) ∈ Ω × B C are equal.
Proof. Fix λ * be an eigenvalue of (ω ω ω, A) with ω ω ω = (P, Q, W ) and
Since T (ω ω ω,A) is self-adjoint, the algebraic and geometric multiplicities of λ * coincide. We shall show that the analytic and geometric ones are the same. By p and κ denote the geometric and analytic multiplicities of λ * , respectively. Let ϕ i , 1 ≤ i ≤ p, be the linearly independent eigenfunctions of λ * . Choose ϕ i , p + 1 ≤ i ≤ 2d be the solutions of (1.1) with λ = λ * such that ϕ i , 1 ≤ i ≤ 2d, are linearly independent. Let y i (·, λ) be the solutions of (1.1) with λ ∈ C such that y i (a, λ) = ϕ i (a), P y i (a, λ) = P ϕ i (a), 1 ≤ i ≤ 2d. Then y i (·, λ * ) = ϕ i and y i has the Taylor expansion
. By (3.5), we have
which yields that the i-th column of Γ (ω ω ω,A) (λ) must contain the factor (λ−λ * ). So
It suffices to show thatΓ (ω ω ω,A) (λ * ) = 0. Let
.
for c 1 , · · · , c 2d ∈ C to be not all vanished. We divide the discussion into two cases below.
Then ψ is a nontrivial solution of (1.1) since ϕ p+1 , · · · , ϕ 2d are linearly independent solutions of (1.1) with λ = λ * . By (5.3), we get
which implies that ψ is an eigenfunction for λ * . Thus
p to be not all zero, which is a contradiction since ϕ 1 , · · · , ϕ 2d are linearly independent. Case 2. c 1 , · · · , c p are not all vanished. Letỹ
Thenỹ is a nontrivial solution of
It is obvious thatỹ(·, λ * ) satisfies the boundary condition A. Differentiating the above equation by λ, we get
| λ=λ * is nontrivial since otherwise, by (5.4)ỹ(·, λ * ) = 0, which is a contradiction. Clearly,
| λ=λ * satisfies the boundary condition A, we have
Now we show that ∂ỹ ∂λ
Note that | λ=λ * is a generalized eigenfunction of λ * , which contradicts the fact that the geometric and algebraic multiplicities of λ * are equal.
Therefore,Γ (ω ω ω,A) (λ * ) = 0 in any case and κ = p. This completes the proof.
Remark 5.1. Here our proof is independent of the condition that P is positive. Thus Theorem 5.1 also holds true when P is invertible and non-positive a.e. on [a, b].
Continuity of the n-th eigenvalue
In this section, we prove that the n-th eigenvalue is continuously dependent on the Sturm-Liouville equations and boundary conditions when restricted into the k-th layer, where 0 ≤ k ≤ 2d. Proof. Let (ω ω ω 1 , A 1 ) ∈ Ω × Σ C k , where ω ω ω 1 = (P 1 , Q 1 , W 1 ). By Lemma 3.5, it suffices to show that there exists a neighborhood U 1 of (ω ω ω 1 , A 1 ) in Ω × Σ C k such that the first eigenvalue λ 1 is bounded from below on U 1 . It is equivalent to show that there exists µ ∈ R such that
uniformly for (ω ω ω, A) ∈ U 1 , where T (ω ω ω,A) and D A are defined in (3.1) and (3.2).
Firstly, let U 1 be chosen sufficiently small that for any (ω ω ω, A) ∈ U 1 with ω ω ω = (P, Q, W ), there exist δ 1 , µ 1 > 0 satisfying ω ω ω − ω ω ω 1 L ∞ ×L ∞ ×L ∞ < δ 1 and
Direct computations show that for any (ω ω ω, A) ∈ U 1 with ω ω ω = (P, Q, W ) and any y ∈ D A ,
where A 1 , B 1 ∈ M (2d−k)×2d , A 2 , B 2 ∈ M k×2d and rankB 1 = rankB = 2d − k. Then exists the unique E ∈ M k×(2d−k) such that B 2 = EB 1 , and E is locally continuously dependent on B. Direct computation shows that
Applying the QR decomposition (see Theorem 2.1.14 in [10]) on B 1 and A 2 − EA 1 , we get
where L 1 ∈ GL(2d − k, C) and L 2 ∈ GL(k, C) are lower triangular positive matrices, and
Note that L i , C i and D 1 , i = 1, 2, are uniquely determined and locally continuously dependent on A. Thus we denote them by L i (A), C i (A) and D 1 (A). Direct calculation gives
Thus E 1 (A)E 1 (A) * = I 2d , which implies that E 1 (A) is unitary, where
. It follows from the boundary condition that
where C M (2d−k)×2d = max ij {|c ij |} and y C 0 = max t∈[a,b] {|y(t)| d }. Here and in the sequel, c denotes a generic positive constant and c(α) denotes such a constant depending only on α. We now interpolate y C 0 between the norms y L 2 and y L 2 . Choose ε 1 > 0 sufficiently small and c(ε 1 ) > 0 sufficiently large such that
and
It follows from (6.4) and the locally continuity of C 1 (A) and D 1 (A) on A that U 1 can be shrunk such that for any (ω ω ω, A) ∈ U 1 ,
By (6.1)-(6.3), (6.5)-(6.6) and noting that · L 2 is equivalent to · L 2
W
, we have
for some µ ∈ R and for all (ω ω ω, A) ∈ U 1 . The proof is complete.
Singularity of the n-th eigenvalue
In this section, we determine the singular set in the space of boundary conditions for d-dimensional Sturm-Liouville problems, and give complete characterization of asymptotic behavior of the n-th eigenvalue near any fixed singular boundary condition.
Consequently,
Proof. 
where U i satisfies (1.6) and (1.7).
Let K ⊂ {1, · · · , 2d} be a nonempty subset below.
n 0 possesses precisely (K) − n 0 + 1 components as follows:
Next, we show that every J
is a path connected component. In the following discussion, by a path γ to connect x 0 and x 1 in a topological space X, we mean a continuous function γ : [0, 1] → X such that γ(0) = x 0 and γ(1) = x 1 .
, and denote
for two different 2d × 2d Hermitian matrices S (j) = (s
T . Let m 0 := (K) and S K (A j ) be defined as that in (4.2). Then there exist matrices R (j) ∈ GL(m 0 , C), j = 1, 2, such that
Choose a path of m 0 × m 0 matrices: γ to connect R (1) and R (2) such that
T with entries
Thus we can construct a path ξ in J
, where
This finishes the proof.
Remark 7.1. The only difference in the proof of Lemma 7.1 for real boundary conditions is that R (j) should be chosen such that det R (j) > 0, j = 1, 2. This can be easily done, since otherwise, we can replace R (j) by
, there exists ε 1 > 0 such that for any 0 < ε < ε 1 ,
and U ε ∩J
Proof. Let A = [A | B] be given in (2.1). Then there exists a m 0 × m 0 unitary matrix N such that
where m 0 = (K) and
3) is straightforward from the small perturbation of S K (A) in (7.4). Fix any
Their entries are given by a similar way as (2.1). Then the connection from s lj (B 1 ) to s lj (B 2 ) is trivial if l / ∈ K or j / ∈ K. So it suffices to construct a path connecting S K (B 1 ) and S K (B 2 ). To do so, we only need to show that
is path connected for ε 0 > 0 sufficiently small, where
. Now, we connect F 0 0 M + E 22 and
The rest is to connect F andF . Note that n ± (F ) = n ± (F ) = n ± −n ± 0 . Thus there exists a path γ 1 to connect F andF by a similar strategy used in (7.2) such that n ± (γ 1 (τ )) = n ± − n ± 0 for each τ ∈ [0, 1]. However, γ 1 (τ ) maybe larger than ε 0 , where · := · M n 0 0 ×n 0 0 for convenience.
Thus we need to shrink the path γ 1 as follows. Assume that F > F , otherwise the construction is similar. Connect F and
and then connect In the following discussion, we always assume that 0 < n
. . .
6)
Q 0 and W 0 are defined similarly as (7.6), where
We get the following result from 1-dimensional Sturm-Liouville problems:
there exists a path
+ , and
, can be directly constructed by setting Next, we consider other paths in J
, which tend toÃ 0 given in (7.5). (7.5) and for any path A s ∈ J Let r 1 < r 2 such that λ 1 (Ã 0 ) with multiplicity m 0 is the only eigenvalue of (ω ω ω 0 ,Ã 0 ) in (r 1 , r 2 ) and neither r 1 nor r 2 is an eigenvalue of (ω ω ω 0 ,Ã 0 ). By Lemma 3.2, there exists a neighborhood U 0 ofÃ 0 in O C K such that for each A ∈ U 0 , (ω ω ω 0 , A) has exactly m 0 eigenvalues in (r 1 , r 2 ) and neither r 1 nor r 2 is an eigenvalue of (ω ω ω 0 , A). Choose n 1 ∈ N such that A sn 1 ∈ U 0 and λ 1 (A sn 1 ) < r 1 (7.12) by (7.11) . Lemma 7.3 tells us there exists s ∈ (0, 1] such that A s ∈ U 0 , and λ 1 (Ã s ) > r 1 . (7.13)
, which can be chosen such that it is path connected by Lemma 7.2. Then we choose a path γ 0 in U 0 ∩ J
to connect A sn 1 andÃ s . By Theorem 6.1, λ 1 is continuous on γ 0 . Then there exists τ 0 ∈ (0, 1) such that λ 1 (γ 0 (τ 0 )) = r 1 by (7.12)-(7.13). However, r 1 is not an eigenvalue of (ω ω ω 0 , A) for any A ∈ U 0 . This is a contradiction. 14) we show that
Suppose otherwise, there exists a sequence {s
n → 0 + as n → ∞, and λ i is bounded from below on {A s
by Lemma 3.5 for i = 1 and by Lemma 3.6 for i > 1. Again from Lemma 7.3, lim
) for some s 1 ∈ (0, 1] and some n 1 ∈ N. Then the choice of r 1 contradicts that
} is connected by Theorem 6.1 and Lemma 7.2. To prove (7.10) , it is sufficient to show that λ n + −n + 0 +1 is bounded from below on U 0 ∩ J
by Lemma 3.6. Suppose otherwise, there exists
Thus there exists τ 1 ∈ (0, 1) such that λ n + −n + 0 +1 (γ 1 (τ 1 )) = r 1 . However, r 1 is not an eigenvalue for any boundary condition in U 0 ∩ J
, which is a contradiction.
From Lemma 7.4, we have shown asymptotic behavior of the n-th eigenvalue nearÃ 0 from all the directions in O 
Proof. By Lemma 7.1, there exists a pathγ in J For any given A s in Lemma 7.4,
Choose r 2,τ > r 1 such that λ 1 (γ(τ )) with multiplicity m 1,τ is the only eigenvalue in (r 1 , r 2,τ ) and r 2,τ is not an eigenvalue of (ω ω ω 0 ,γ(τ )) for each τ ∈ [0, 1]. Then by Lemma 3.2, for any given τ ∈ [0, 1], there exists a neighborhood U τ ofγ(τ ) in O C K such that for each A ∈ U τ , (ω ω ω 0 , A) has exactly m 1,τ eigenvalues in (r 1 , r 2,τ ) and neither r 1 nor r 2,τ is its eigenvalue. Set U := ∪ τ ∈[0,1] U τ . Then r 1 is not an eigenvalue of (ω ω ω 0 , A) for any A ∈ U . Sinceγ is compact, it is easy to see that U ε 0 := {B ∈ O C K : S(B) − S(Ã) M 2d×2d < ε 0 ,Ã ∈γ} ⊂ U for some ε 0 > 0. It follows from (7.18)-(7.19) that there exist n 1 ∈ N and s ∈ (0, 1] such that B sn 1 , As ∈ U ε 0 ∩ J
We can construct a pathγ 0 in U ε 0 ∩ J
to connect B sn 1 and As as follows. Define
Note that As can be chosen sufficiently close
Combiningγ i , i = 1, 2, we get the desired pathγ 0 . λ 1 (γ 0 ) is connected by Theorem 6.1. Thus (7.20) contradicts that r 1 is not an eigenvalue for any boundary condition inγ 0 .
If
Suppose otherwise, there exists a sequence {ŝ 
for some n 1 ∈ N and someŝ 1 ∈ (0, 1]. Similar as above, there exists a pathγ 3 in U ε 0 ∩ J
to connect Bŝ n 1 and Aŝ
1
. λ i (γ 3 ) is connected by Theorem 6.1. Then the choice of r 1 contradicts (7.22). Suppose (7.17) is not true. Then we can find Bŝ 2 , As 2 ∈ U ε 0 ∩ J
to connect Bŝ 2 and As 2 , one can get a contradiction as above. This completes the proof. Now, for any ω ω ω = (P, Q, W ) ∈ Ω, we give asymptotic behavior of the n-th eigenvalue near any boundary condition in J
where (P 0 , Q 0 , W 0 ) is given in (7.6). Then it is easy to verify that
Letr 2,τ >r 1 such that λ 1 (ζ(τ ), C 0 ) with multiplicitym 1,τ is the only eigenvalue in (r 1 ,r 2,τ ) andr 2,τ is not an eigenvalue of (ζ(τ ), C 0 ) for each τ ∈ [0, 1]. Then by Lemma 3.2, there exists a neighborhoodÛ τ of (ζ(τ ), C 0 ), ) ∩Û , via constructing a path to connect (ω ω ω 0 , B s 0 ) and (ω ω ω 0 , C s 1 ) by Lemma 7.2 then a path to connect (ω ω ω 0 , C s 1 ) and (ω ω ω, C s 1 ) through ζ, we get a pathγ to connect (ω ω ω 0 , B s 0 ) and (ω ω ω, C s 1 ). λ 1 (γ) is connected by Theorem 6.1. This contradicts λ 1 (ω ω ω, C s 1 ) <r 1 < λ 1 (ω ω ω 0 , B s 0 ) andr 1 is not an eigenvalue of (σ σ σ, C) ∈γ ⊂Û .
Let n + − n We can construct a pathγ 1 in (Ω × J (n 0 ,n + ,n − ) O C K ) ∩Û to connect (ω ω ω 0 , B s 2 ) and (ω ω ω, C sn 1 ) as above. λ i (γ 1 ) is connected by Theorem 6.1. Thus (7.25) contradicts thatr 1 is not an eigenvalue for any (σ σ σ, C) ∈γ 1 . This completes the proof of (7.23).
(7.24) can be shown similarly as above and the proof is complete.
To conclude this section, we combine the Sturm-Liouville equations and boundary conditions to get the following asymptotic behavior of the n-th eigenvalue: Proof. The proof is also by a contradiction argument as that used in the proof of Lemmas 7.4, 7.5 and 7.6. So we just sketch the proof here. It follows from Lemma 7.6 that for the path (ω ω ω, A s ), we have the asymptotic behavior (7.26)-(7.27) with ω ω ω s replaced by ω ω ω. Thus, to get the contradiction, it suffices to construct a path in (Ω × J (n 0 ,n + ,n − ) O C K ) ∩ U to connect (ω ω ω, A s 1 ) and (ω ω ω s 2 , A s 2 ) for some s 1 , s 2 ∈ (0, 1], where U is a sufficiently small neighborhood of (ω ω ω, A) in Ω × O C K . This can be obtained due to Lemma 7.2.
Derivative formulas and comparison of eigenvalues
In this section, we give derivative formula of a continuous simple eigenvalue branch with respect to boundary conditions. Then we obtain some inequalities of eigenvalues.
Theorem 8.1. Fix ω ω ω ∈ Ω. Let λ * (A) be a simple eigenvalue for A, y be a normalized eigenfunction for λ * (A), and Λ be a continuous simple eigenvalue branch defined on a neighborhood of A in O C K through λ * for some K ⊂ {1, · · · , 2d}. Then Λ is differentiable at A and its Frechet derivative formula is given by Letting H → 0, we get (8.1).
The positive direction of continuous eigenvalue branches is given in the following result, which is a direct consequence of Theorems 5.1 and 8.1. 
