Abstract. Graph cuts based interactive segmentation has become very popular over the last decade. In standard graph cuts, the extraction of foreground object in a complex background often leads to many segmentation errors and the parameter λ in the energy function is hard to select. In this paper, we propose an iterated graph cuts algorithm, which starts from the sub-graph that comprises the user labeled foreground/background regions and works iteratively to label the surrounding un-segmented regions. In each iteration, only the local neighboring regions to the labeled regions are involved in the optimization so that much interference from the far unknown regions can be significantly reduced. To improve the segmentation efficiency and robustness, we use the mean shift method to partition the image into homogenous regions, and then implement the proposed iterated graph cuts algorithm by taking each region, instead of each pixel, as the graph node for segmentation. Extensive experiments on benchmark datasets demonstrated that our method gives much better segmentation results than the standard graph cuts and the GrabCut methods in both qualitative and quantitative evaluation. Another important advantage is that it is insensitive to the parameter λ in optimization.
Introduction
Interactive foreground/background segmentation is a practical and important problem in computer vision. Over the last decade, a number of interactive segmentation techniques have been proposed, such as snakes [1] , livewire [2] , level sets [3] ,watershed cuts [4] and random walkers [5] . Another preferable method which becomes very popular in recently years is graph cuts [6, 7] . Graph cuts addresses segmentation in a global optimization framework and guarantees a globally optimal solution for a wide class of energy functions.
A number of recent publications further extend the pioneer work of Boykov and Jolly [6] and develop the use of regional cues [8, 13] or various object segmentation cues [14, 15] . Lombaert et al. [9] studied the use of graph cuts for high-resolution data. They proposed a multilevel banded heuristic for the computation of graph cuts. The use of a smaller graph in all resolutions reduces the running time and memory consumption compared with the original graph cuts algorithm. Because the graph cuts technique can involve a wide range of visual cues, some researchers used the shape prior as an effective cue in the graph cuts framework. Freedman and Zhang [10] defined the shape prior as a single fixed template, which was specified as a distance function inspired by the idea of level sets. Das and Veksler [11] developed a graph cuts based segmentation algorithm by assuming the object is of compact shape. Further more, Veksler [12] exploited the star shape prior, which is a kind of generic shape prior, into graph cuts segmentation.
Although the user input is valuable in steering the segmentation process to reduce the ambiguities, too much interaction would lead to a tedious and timeconsuming work. Usually, the extraction of foreground objects in a complex environment, from which the background can not be trivially subtracted, often requires a lot of user interaction. Moreover, the complex content of an image also makes it hard to give user guide for accurate segmentation while keeping the interaction as less as possible. Thus some algorithms allow the further user edit based on the previous segmentation result [8, 22] , yet this requires additional user interaction.
In this paper, we explore the graph cuts algorithm by extending it to a region merging scheme. Specifically, we perform mean shift [16] algorithm on the original image for an initial segmentation, which partitions the image into many homogenous regions. Starting from seeds regions given by the user, we run graph cuts on a propagated sub-graph where the segmented regions by mean shift algorithm, instead of the pixels in the original image, are regarded as the nodes of the graph. An iterated conditional mode (ICM) on graph cuts is studied and, whereas it does not provide a global solution in the whole graph, global optima can be obtained on the growing subgraphs.
Our method is a novel extension of the standard graph cuts algorithm. It has many advantages and merits. First, using sub-graph can reduce significantly the complexity of background content in the image. The many unlabeled background regions in the image may have unpredictable negative effect on graph cuts optimization. This is why the global optimum obtained by graph cuts often does not lead to the most desirable result. However, by using a sub-graph and blocking those unknown regions far from the labeled regions, the background interference can be much reduced, and hence better results can be obtained under the same amount of user interaction. Second, the algorithm is run on the sub-graph that comprises foreground/background regions and their surrounding un-segmented regions, thus the computational cost is significantly less than running graph cuts on the whole graph which is based on image pixels. Third, as a graph cuts based region merging algorithm, our method obtains the optimal segmentation on each sub-graph in the iteration. Forth, the object and background color models are updated after the segmentation on each sub-graph. Thus they can provide more informative guide for the next round of segmentation.
The paper is organized as follows. A brief review of standard graph cuts algorithm is in Section 2. An iterated conditional mode on graph cuts is proposed in Section 3, followed by the iterated graph cuts algorithm. Section 4 presents experimental results of our method on 50 benchmark images in comparison with standard graph cuts and Grabcut. Finally the conclusion is made in Section 5.
Image Segmentation by Graph Cuts
Segmentation of an object from the background can be formulated as a binary labeling problem. Given a set of labels L and a set of sites S, the labeling problem is to assign a label f p ∈ L to each of the sites p ∈ S. The graph cuts framework proposed by Boykov and Jolly [6] addresses the segmentation of a monochrome image, which solves a labeling problem with two labels. The label set is L = {0, 1}, where 0 corresponds to the background and 1 corresponds to the object.
Let f = {f p |f p ∈ L} stand for a labeling, i.e. label assignments to all pixels. An energy function is formulated as:
On the right hand side of (1), the first term is called data term, which consists of constraints from the observed data and measures how sites like the labels that f assigns to them. where D p measures how well label f p fits site p. A common approach, and the one we use in our work, is to build the foreground and background histograms models from the user input seeds, respectively. Then the D p (f p ) are defined as the negative log likelihoods of the constructed foreground/background models. The second term is called the smoothness term and measures the extent to which f is not piecewise smooth. where N is a neighborhood system, such as a 4-connected neighborhood system or an 8-connected neighborhood system. The smoothness term typically used for image segmentation is the Potts Model [20] . Here T (f p = f q ) is 0 if f p = f q and 1 otherwise. This model is a piecewise constant model because it encourages labelings consisting of several regions where sites in the same region have the same labels.
In image segmentation, we want the boundary to lie on the edges in the image. A typical choice for ω p,q is :
, where I p and I q are the color values of sites p and q, and dist(p, q) is the distance between sites p and q. Parameter δ is related to the level of variation between neighboring sites within the same object. The parameter λ is used to control the relative importance of the data term versus the smoothness term. Minimization of the energy function can be done using the min-cut/max-flow algorithm as described in [6] .
The Iterated Graph Cuts

Iterated Conditional Mode
Graph cuts technique provides a globally optimal solution to image segmentation; however the complex content of an image makes it hard to precisely segment the whole image all at once. The iterated conditional mode (ICM) proposed by Besag [21] is a deterministic algorithm which maximizes local conditional probabilities sequentially. It uses the "greedy" strategy in the iterative local maximization to approximate the maximal joint probability of a Markov Random Field (MRF). Inspired by ICM, we consider the graph cuts algorithm in a "divide and conquer" style: finding the minima on the sub-graph and extending the sub-graph successively until reach the whole graph. The proposed method works iteratively, in place of the previous one-shot graph cuts algorithm [6] .
Let d i be the observed data of site i, f i be the label of site i and f S−{i} be the set of labels which is at the sites in S − {i}, where S − {i} is the set difference. We sequentially assign each f i by maximizing conditional probability P (f i |d i , f S−{i} ) under the MAP-MRF framework. Here we have two assumptions in calculating P (f i |d i , f S−{i} ). First, the observed data d 1 , . . . , d m are conditionally independent given f and that each d i depends only on f i . Second, f depends on labels in the local neighborhood, which is Markovianity, i.e. P (f i |f S−{i} ) = P (f i |f Ni ), where N i is a neighborhood system of site i. Markovianity depicts the local characteristics of labeling.
With the two assumptions we have:
where P (d) is a normalizing constant when d is given. There is:
where ∝ denotes the relation of direct proportion. The posterior probability satisfies:
where U (f i |d i , f Ni ) is the posterior energy and satisfies:
is the data term corresponding to function (1), and i ∈Ni U (f i |f i ) is the smoothness term which relates to the number of neighboring sites whose labels f i differ from f i . The MAP estimate is equivalently found by minimizing the posterior energy:
where f k N is the optimal labeling of graph nodes obtained in previous k iterations. The labeling result in each iteration is reserved for later segmentation. This process is done until the whole image is labeled.
The Iterated Graph Cuts Algorithm
In the original graph cuts algorithm, the segmentation is directly performed on the image pixels. There are two problems for such a processing. First, each pixel will be a node in the graph so that the computational cost will be very high; second, the segmentation result may not be smooth, especially along the edges. These problems can be solved by introducing some low level image segmentation techniques, such as watershed [17] and mean shift [16] , to graph cuts. In [22] , Li et al. used watershed for initial segmentation to speed up the graph cuts optimization process in video segmentation. In this paper, we choose to use mean shift for initial segmentation because it produces less over-segmentation and has better edge preservation than watershed. Fig.1(b) shows the mean shift initial segmentation of the image in Fig.1(a) .
The initial labeling f 0 of graph cuts is given by a group of foreground/background seeds from the user. Regions which have pixels marked as foreground are called foreground seed regions, while the regions with background seeds are thus called background seed regions. The initial sub-graph contains only seed regions. Start from the initial sub-graph, in the iteration only the adjacent regions to the previously labeled regions are added into the updated sub-graph. Running graph cuts algorithm on the updated sub-graph, an updated optimal segmentation is obtained. The iteration stops when all the region nodes are labeled as either foreground (i.e. object) or background. The newly added regions in the sub-graphs are shown in red color and the background is shown in blue color. In (j), the target objects are well segmented from the background within 6 iterations. Fig.1 illustrates the iterated segmentation process. In the first iteration, regions chosen to be labeled are those which are only adjacent to the foreground regions, as shown in Fig.1(d) . In the following iterations (Figs.2c-2h) , new regions which are only in the neighborhood of previous foreground regions are added into the sub-graph for further labeling. In practice we have found that adding regions which are adjacent to either the foreground or the background or both of them does not make much difference for the segmentation results. The desired objects are extracted as shown in Fig.1(j) . The iterated graph cuts algorithm is summarized in Algorithm 1. We assume that the foreground regions are connected unless separated parts of the foreground are initially marked by the user. Therefore, the regions which can not be involved in the iterations will be labeled as the background regions. Algorithm 1 Iterated GraphCuts.
The input are mean shift initial segmentation of the given image and a graph G whose nodes consist of the user input foreground/background seed regions R. The output is the segmentation result. 
Experimental Results
In this section, we validate the segmentation performance of our method in comparison with the standard graph cuts algorithm [6] and GrabCut [8] . Since the proposed iterated graph cuts algorithm uses mean shift for initial segmentation, for a fair comparison we also extended the standard graph cut to a region based scheme, i.e. use the mean shift segmented small regions, instead of the pixels, as the nodes in the graph. Usually this yields better results than the original graph cuts. The GrabCut algorithm is an interactive segmentation technique based on graph cuts and has the advantage of reducing user's interaction under complex background. It allows the user to drag a rectangle around the desired object. Then the color models of the background and foreground are constructed according to this rectangle. Similarly to our method, an iterative estimation scheme of color models is used in GrabCut to segment the object.
We use the mean shift segmentation software-the EDISON System 3 -to obtain the initial segmentation. Experiments are performed on a database which contains 50 benchmark test images selected from online resources 4 5 , where 10 of them contain objects with simple background and 40 are natural images with relatively complex background. Every image in our database has a figure-ground assignment labeled by human subjects.
Comparison with Standard Graph Cuts
We first compare the proposed iterated graph cuts with the standard graph cuts. In this subsection we use several example images to evaluate them qualitatively. The quantitative evaluation will be given in subsection 4.3. Fig.2 includes some images with simple background (Fig.2(a)-2(b) ) and some with complex background (Fig.2(c)-2(e) ). In the later ones, camouflage makes the objects containing weak boundaries due to poor contrast and noise, and the colors of some background regions are very close to those of the objects. Given the same amount of user input, the iterated graph cuts method achieves much better segmentation than standard graph cuts. 
Comparison with GrabCut
The ways of user input are different for GrabCut and Graph cuts. Graph cuts requires user to indicate some background and foreground regions, while GrabCut only needs the user to drag a rectangle around the object. In experiments, we choose the user inputs that lead to the best results for GrabCut. An comparison with GrabCut is shown in Fig. 3 . The first row shows the original images with the user inputs. The red and green seeds are for the proposed iterated graph cuts, while the blue rectangles are for the GrabCut. The second row shows the segmentation results of GrabCut. Implementation of GrabCut uses 5 GMMs to the model RGB color data and parameter λ is fixed to be 50. The third rows are results of iterated graph cuts. When the objects to be segmented contain similar colors with the background, GrabCut might fail to correctly segment them. Although overall graph cuts may use more user interaction than GrabCut, it can produce more precise segmentation results. 
Quantitative Evaluation
Quantitative evaluation of the segmentations is given by comparing with ground truth labelings. The qualities of segmentation are calculated by using four measures: the true-positive fraction (TPF), false-positive fraction (FPF), true-negative fraction (TNF) and false-negative fraction (FNF), which are defined as follows:
where A G represents the area of the ground truth of foreground and its complement is A G ; A A represents the area of segmented foreground by the tested segmentation method. Table 1 lists the results of TPF, FPF, FNF and TNF by the three methods over the 50 test images. We see the iterated graph cuts method achieves the best FPF, TNF and FNF results. The GrabCut method has higher TPF index than iterated graph cuts because it usually leads to a bigger segmentation area, which includes both foreground and background. Thus it also has much higher FPF rate. 
Discussion
In graph cuts based segmentation, parameter λ has great effect on segmentation results. It is used to tune the balance between different terms in the energy function. When given different images, a fixed value of λ can not give satisfactory segmentation. Since the appropriate λ values would vary largely among different images, the user may have to spend a significant amount of time searching for it. In the recent works [18, 19] , much effort has been made to study the selection of λ. From our experiments, parameter λ was easier to set up for our method and thus brings much benefit for users in real applications.
Conclusion and Future Work
An iterated graph cuts algorithm was developed in this paper. It performs segmentation on the sub-graph which is updated in each iteration. The proposed iterated graph cuts can reduce the interference of unknown background regions far from the labeled regions so that more robust segmentation can be obtained.
Qualitative and quantitative comparisons with standard graph cuts and GrabCut show the efficiency of the proposed method. With the same amount of user input, the proposed method can achieve better segmentation results than the standard graph cuts, especially when extracting the foreground from complex background. Moreover, the search space of parameter λ can also be reduced by our method. Standard graph cuts can be viewed as a special case of the proposed iterated graph cuts when there is only one iteration in segmentation and all regions are involved in the optimization. Future work will be focused on how to reduce its dependency on the initial segmentation result and how to reduce the user interaction while preserving the segmentation accuracy.
