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Let q ≥ 2 be an integer and let {Xn}n≥1 be a stochastic process with
state space {0, . . . , q − 1}. Let F be the cumulative distribution function
(CDF) of the base-q expansion
∑∞
n=1Xnq
−n. We show that stationarity of
{Xn}n≥1 is equivalent to a functional equation obeyed by F . Using this
equation we characterize the structure of F in terms of its Lebesgue decom-
position. More precisely, we prove that the absolutely continuous component
of F can only be the uniform distribution on the unit interval, while its dis-
crete component can only be a countable convex combination of certain ex-
plicitly computable CDFs for probability distributions with finite support. We
also characterize the stationarity of {Xn}n≥1 in terms of the characteristic
function of dF . In particular, we show that dF is a Rajchman measure if
and only if F is the uniform CDF on [0,1]. Hence F cannot be Minkowski’s
question-mark function restricted to [0,1].
1. Introduction. Consider a random variable X on the unit interval [0,1] which is given
by the base-q expansion
(1.1) X := (0.X1X2 . . .)q :=
∞∑
n=1
Xnq
−n,
where q ∈ N (the set of natural numbers), and where the digits {Xn}n≥1 form a stochas-
tic process with values in {0, . . . , q − 1}. Recall that {Xn}n≥1 is stationary if and only if
{Xn}n≥1 and {Xn}n≥2 are identically distributed, and for short stationarity refers to this
setting. As we will see there is no loss of information in going to the random variable X as
long as {Xn}n≥1 is stationary. Our main interest in this paper is in the case of stationarity to
analyze the structure of the cumulative distribution function (CDF) of X given by
(1.2) F (x) := P(X ≤ x), x ∈R,
and its associated probability measure dF .
1.1. Background. When {Xn}n≥1 are independent identically distributed (IID) we have
a so-called Bernoulli scheme. In the dyadic case q = 2, ignoring the trivial case with P(X1 =
0) = 1 or P(X1 = 1) = 1, then only two different things can happen: if the digits 0 and 1
are equally likely, then F is the uniform CDF (on [0,1]); otherwise, F is singular (i.e. F is
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2non-constant and differentiable almost everywhere with F ′(x) = 0), continuous, and strictly
increasing on [0,1], cf. [23, 18, 20]. In the triadic case q = 3, if 0 and 2 are equally likely and
P(X1 = 1) = 0, then F is the Cantor function, cf. Problem 31.2 in [3]. This function is also
singular continuous, but piecewise constant and only increasing on the Cantor set. In fact,
interestingly, the measures dF in all the Bernoulli schemes for any q are again all singular
with respect to one another (this seems to be a folk theorem but see Section 14 in [2]) and
only one is absolutely continuous relative to Lebesgue measure and that is the one where all
j ∈ {0, . . . q−1} are equally likely. In the latter case, dF is Lebesgue measure itself on [0,1].
Harris in [8] considered the case where q ≥ 2 and {Xn}n≥1 is stationary and of a mixing
type. He showed that either F is the uniform CDF, or F has a single jump of magnitude 1 at
one of the points k/(q− 1), k = 0, . . . , q − 1, or F is singular continuous. A similar result
has been shown in [6] under the assumption that {Xn}n≥1 is stationary and ergodic, namely
that either F is the uniform CDF, or F has k jumps of magnitude k−1, or F is singular
continuous.
Another interesting property of the measure dF is the behavior of its characteristic func-
tion EeitX at infinity (up to a sign the Fourier transform of dF ). In the theory of Schrödinger
operators, spectral measures tend (in the sense of Baire category) to be singular relative to
Lebesgue measure, see [21]. It is interesting to see how the properties of such spectral mea-
sures manifest in the behaviour of the so-called wave function. For example, the Hausdorff
dimension of the spectral measure is related to how fast the wave function moves out to in-
finity (see [1] and references therein), and the decay of the Fourier transform of the spectral
measure says something about the movement of the wave function to infinity.
A finite measure whose Fourier transform tends pointwise to zero at infinity is called a
Rajchman measure, and these measures have received much attention in the Fourier analysis
community (see the review article [13]). In contrast to measures absolutely continuous rela-
tive to Lebesgue measure, a finite singular continuous measure on [0,1] does not have to be a
Rajchman measure. It is well-known that if the Xn’s are IID, then dF is a Rajchman measure
if and only if F is the uniform CDF [20, 16, 9].
1.2. Our results and future work. Our Theorem 2.1 provides a complete characterization
of stationarity in terms of a functional equation for F without using the extra assumptions
of [8] and [6]. This leads to Theorem 2.6 where we characterize stationarity in terms of the
characteristic function of X , and the asymptotic behaviour of the characteristic function at
infinity is treated in the stationary case. In particular, we show that none of the measures
dF arising are Rajchman measures, except when dF is Lebesgue measure on [0,1]. Finally,
in Theorem 2.8 we describe F in terms of a Lebesgue decomposition result: we prove that
the absolutely continuous component of F can only be the uniform CDF while its atomic
component can only be a countable convex combination of certain explicitly computable
CDFs for probability distributions with finite support.
For ease of presentation, the proofs of our theorems and propositions are deferred to Sec-
tion 3. Moreover, Section 3 provides an interesting example of a function not belonging to L1
(Example 3.3) and another interesting example of a non-measurable function (Example 3.4)
both of which satisfy an important requirement (but not all requirements) of a putative prob-
ability density function for X in the stationary case.
From Theorem 2.8 it is reasonable to expect that many well-known stationary stochastic
processes with a finite state space correspond to singular continuous F . In a follow up paper
we will consider the categorization of Markov chain models, renewal processes, and mixtures
of these in terms of the Lebesgue decomposition of the corresponding F . Furthermore in that
paper, in some examples we will derive closed form expressions for F .
2. Main results.
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2.1. Characterization of stationarity by a functional equation for F . Recall that any
number x ∈ [0,1] has a base-q expansion x= (0.x1x2 . . .)q with x1, x2, . . . ∈ {0, . . . , q− 1}.
This expansion is unique except when x is a base-q fraction in (0,1), that is, when for some
(necessarily unique) n ∈N we have either xn < xn+1 = xn+2 = . . .= q− 1 or xn > xn+1 =
xn+2 = . . .= 0; we refer to n as the order of x.
Here is the first main result of our paper.
THEOREM 2.1. We have the following.
(I) Stationarity of {Xn}n≥1 holds if and only if for all base-q fractions x ∈ (0,1) we have
(2.1) F (x) = F (0) +
q−1∑
j=0
[F ((x+ j)/q)− F (j/q)].
(II) Suppose that F˜ is a CDF for a distribution on [0,1] such that F˜ satisfies (2.1) for
all base-q fractions on (0,1). Then there exists a unique stationary stochastic process
{X˜n}n≥1 on {0, . . . , q− 1} so that (0.X˜1X˜2 . . .)q follows F˜ . Furthermore, F˜ is continu-
ous at all base-q fractions x ∈ (0,1), and F˜ satisfies the functional equation in (2.1) for
all x ∈ [0,1] (not just the base-q fractions in (0,1)).
REMARK 2.2. Functional equations for the characterization of singular functions have
been used in various non-probabilistic contexts, cf. [12]. Our stationarity equation (2.1) is
equivalent to special cases noticed in [12], namely in connection to the de Rham-Takács’
(see the last sentence in Section 5C in [12]) and the Cantor function (see the last sentence in
Section 5A in [12]), however, it was not noticed in [12] that (2.1) provides a characterization
of stationarity as we show in Theorem 2.1.
REMARK 2.3. Clearly, when the Xn are IID, (2.1) is satisfied, and for the examples of
IID Xn as discussed in Section 1.1, F was either the uniform CDF on [0,1] or a singular
continuous function. Apart from these examples, the best known example of a singular con-
tinuous CDF is probably Minkowski’s question mark function (Fragefunktion ?(x)) restricted
to [0,1], see e.g. [14, 4, 5, 12]. As later shown in Corollary 2.7 the ?-function does not satisfy
(2.1) for any q ≥ 2. Hence, if the ?-function is studied in the framework of (1.1) and (1.2),
the process {Xn}n≥1 would not be stationary.
REMARK 2.4. Even though any F satisfying (2.1) exhibits some kind of “self-
similarity”, the measure dF is self-similar (in the sense of Hutchinson, see [10, 22]) if and
only if the Xn’s are IID, cf. [9].
Now let us investigate another consequence of (2.1). As any CDF is differentiable almost
everywhere we next consider the derivative of F when F satisfies (2.1). As usual, we let
L1([0,1]) be the set of complex absolutely integrable Borel functions defined on [0,1].
PROPOSITION 2.5. Let f ∈ L1([0,1]) such that for almost all x ∈ [0,1] (with respect to
Lebesgue measure),
(2.2) f(x) = q−1
q−1∑
j=0
f((x+ j)/q).
Then f is almost everywhere a (perhaps complex) constant equal to
∫ 1
0 f(x) dx.
4Proposition 2.5 is interesting for several reasons. First, suppose we want to apply Propo-
sition 2.5 to f = F ′ when F satisfies (2.1). Note that F ′(x) exists outside a set of Lebesgue
measure zero M ⊂ [0,1], and (2.2) holds with f = F ′ for all x not belonging to
M ∪ {x ∈ [0,1] : x ∈ qM − j for some j ∈ {0, . . . , q− 1}}.
Thus F ′ is almost everywhere on [0,1] equal to a constant c ∈ [0,1] (with c= 1 if and only
if F is absolutely continuous). Second, in Section 3.2, we consider remarkable examples of
functions f 6∈ L1([0,1]) where (2.2) is satisfied but in one case f is not absolutely integrable
and in another case f is not measurable.
2.2. Characterization of stationarity by the characteristic function of X . Next, we char-
acterize stationarity of {Xn}n≥1 in terms of the characteristic function of X given by
f(t) :=
∫
eitx dF (x), t ∈R,
and we discuss when dF is a Rajchman measure, meaning that f(t)→ 0 as t→∞ (for the
study of Rajchman measures, see [13] and references therein).
THEOREM 2.6. (I) Let X˜ be a random variable on [0,1] with CDF F˜ and characteristic
function f˜ . Then F˜ satisfies (2.1) if and only if for all k ∈ Z,
f˜(2pikq) = f˜(2pik).
(II) If F satisfies (2.1), then limt→∞ f(t) exists if and only if there exists c ∈ [0,1] such that
for all x ∈ [0,1], F (x) = (1− c)x+ cH(x). In this case, c= limt→∞ f(t). In particular,
dF is a Rajchman measure if and only if F is the uniform CDF on [0,1].
By the Riemann-Lebesgue lemma, if dF is absolutely continuous relative to Lebesgue
measure, then it is also a Rajchman measure. Thus a corollary to Theorem 2.6(II) is that if F
is a CDF satisfying (2.1), then dF is absolutely continuous with respect to Lebesgue measure
if and only if F is the uniform CDF on [0,1]. But a more direct argument for this is to apply
Proposition 2.5, see the beginning of Section 3.4.
Salem in [20] asked if the measure d? corresponding to Minkowski’s question-mark func-
tion restricted to [0,1] is a Rajchman measure. It has recently been shown that d? is indeed a
Rajchman measure [11, 15]. Combining this fact with Theorem 2.6(II) we obtain the follow-
ing corollary.
COROLLARY 2.7. Minkowski’s question-mark function does not satisfy (2.1) for any in-
teger q ≥ 2.
2.3. Characterization of stationarity by a decomposition result for F . The theorem below
characterizes stationarity of {Xn}n≥1 by properties of each part of the Lebesgue decompo-
sition of F . It is a generalization of results obtained in [8] and [6]; our proof in Sections 3.4
is based on Theorem 2.1, Proposition 2.5, Theorem 2.6, and a technical result (Lemma 3.5).
We need the following notation and concepts.
We call s ∈ [0,1] a purely repeating base-q number of order n if the base-q expansion of
s is of the form
(2.3) s= (0.t1 . . . tn)q := (0.t1 . . . tnt1 . . . tn . . .)q =
n∑
j=1
tjq
−j/
(
1− q−n) ,
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TABLE 1
All cycles up to equivalence when q ∈ {2,3} and n ∈ {1,2,3}.
where n is smallest possible and t1, . . . , tn ∈ {0, . . . , q− 1}. A purely repeating base-q num-
ber cannot be a base-q fraction; if Sj(x) := (x + j)/q then the purely repeating number
(0.t1 . . . tn)q is the unique fixed point of the function St1 ◦ · · · ◦ Stn . For any n ∈ N we call
(s1, . . . , sn) a cycle of order n ∈N if for some integers t1, . . . , tn ∈ {0, . . . , q− 1},
(2.4) s1 = (0.t1t2 . . . tn)q, s2 = (0.tnt1 . . . tn−1)q, . . . , sn = (0.t2 . . . tnt1)q,
and s1, . . . , sn are pairwise distinct. Note that for two cycles (s1, . . . , sn) and (s′1, . . . , s′m),
the sets {s1, . . . sn} and {s′1, . . . s′m} are either equal or disjoint. Table 1 shows the cycles
up to the order of elements for q = 2,3 and n = 1,2,3. Moreover, let H be the Heaviside
function defined by H(x) = 0 for x < 0 and H(x) = 1 for x ≥ 0. Finally, we say that F
is a mixture of an at most countable number of CDFs if there exist CDFs F1, F2, . . . and a
discrete probability distribution (θ1, θ2, . . .) such that F˜ =
∑
i θiFi.
THEOREM 2.8. F satisfies the stationarity equation (2.1) if and only if F is a mixture of
three CDFs F1, F2, F3 whose corresponding probability distributions are mutually singular
measures concentrated on [0,1] and so that F1, F2, F3 satisfy the following statements (I)-
(III):
(I) F1 is the uniform CDF on [0,1], that is, F1(x) = x for x ∈ [0,1].
(II) F2 is a mixture of an at most countable number of CDFs of the form
Fs1,...,sn(x) :=
1
n
n∑
j=1
H(x− sj), x ∈R,(2.5)
where (s1, . . . , sn) is a cycle of order n.
(III) F3 is singular continuous and satisfies (2.1) (with F replaced by F3).
Moreover, we have:
(IV) F1 and F2 also satisfy (2.1) (with F replaced by F1 and F2, respectively).
The CDF Fs1,...,sn given by (2.5) is just the empirical CDF at the points in the cycle
(s1, . . . , sn). Thus the following corollary follows immediately from (2.5).
COROLLARY 2.9. Assume that X follows Fs1,...,sn given by (2.5), where (s1, . . . , sn) is
a cycle of order n, defined by t1, . . . , tn ∈ {0, . . . , q− 1} as given in (2.4).
(I) If n= 1, then X1 =X2 = . . .= t1 almost surely.
(II) If n ≥ 2, then the distribution of {Xm}m≥1 is completely determined by the fact that
(X1, . . . ,Xn−1) is uniformly distributed on
{(t1, . . . , tn−1), (tn, t1, . . . , tn−2), . . . , (t2, . . . , tn)},
6since almost surely {Xm}m≥1 is in a one-to-one correspondence to X and
(X1, . . . ,Xn−1) = (t1, . . . , tn−1) ⇒ X = s1 = (0.t1 . . . tn)q
(X1, . . . ,Xn−1) = (tn, t1, . . . , tn−2) ⇒ X = s2 = (0.tnt1 . . . tn−1)q
...
(X1, . . . ,Xn−1) = (t2, . . . , tn) ⇒ X = sn = (0.t2 . . . tnt1)q.
REMARK 2.10. Corollary 2.9 shows that the stochastic process corresponding to a CDF
as in (2.5) is a Markov chain of order n − 1, but essentially it is equivalent to a uniform
distribution on n elements. Thus, a stationary stochastic process {Xn}n≥1 corresponding to
a mixture of CDFs as in (2.5) will be rather trivial. Hence, by Theorem 2.8, it only remains
to understand those stationary stochastic processes {Xn}n≥1 which generate a singular con-
tinuous CDF F . This will be the topic of our follow up paper mentioned at the very end of
Section 1.
3. Proofs and further results.
3.1. Proof of Theorem 2.1. Before proving Theorem 2.1, we need the following two
lemmas and some additional observations.
LEMMA 3.1. Suppose that {Xn}n≥1 is stationary. Then the probability of all Xn having
the same value starting from some n0 > 1 and at least one Xm having a different value for
some m<n0 is zero:
P
( ⋃
0<m<n0<∞
{Xm 6=Xn0 =Xn0+1 = . . .}
)
= 0.(3.1)
PROOF. It suffices to verify that for integers 0<m<n0 <∞,
P (Xm 6=Xn0 =Xn0+1 = . . .) = 0,(3.2)
where without loss of generality we may assume that m= n0− 1. By the law of total proba-
bility, for any k ∈ {0, . . . , q− 1}, we have
P(Xn0 =Xn0+1 = . . .= k) = P(Xn0−1 6= k,Xn0 =Xn0+1 = . . .= k)
+ P(Xn0−1 =Xn0 = . . .= k)
and then (3.2) follows, since by stationarity of {Xn}n≥1 we have
P(Xn0 =Xn0+1 = . . .= k) = P(Xn0−1 =Xn0 = . . .= k),
whereby (3.1) is verified.
LEMMA 3.2. If F˜ is the CDF for a distribution on [0,1] which obeys (2.1), then F˜ is
continuous at all base-q fractions in (0,1).
PROOF. Clearly, (2.1) is also true for F˜ (x) if x= 1, so using (2.1) we have for any base-q
fraction δ ∈ (0,1) and for any base-q fraction x ∈ (δ,1) or for x= 1 that
F˜ (x)− F˜ (x− δ) =
q−1∑
j=0
[F˜ ((j + x)/q)− F˜ ((j + x)/q− δ/q)].(3.3)
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Letting x= 1 gives
F˜ (1)− F˜ (1− δ) = F˜ (1)− F˜ (1− δ/q)+
q−2∑
j=0
[F˜ ((j + 1)/q)− F˜ ((j + 1)/q− δ/q)],
and letting δ ↓ 0 we see that all the jumps of F˜ at 1/q, ..., (q − 1)/q must be zero, so F˜ is
continuous at these points. Using induction and (3.3), F˜ must be continuous at all base-q
fractions x ∈ (0,1).
Let (x1, . . . , xn), (t1, . . . , tn) ∈ {0, . . . , q − 1}n. We write (x1, . . . , xn) ≤ (t1, . . . , tn) if∑n
k=1 xkq
−k ≤∑nk=1 tkq−k. Define t := ∑nj=1 tjq−j . Note that x = ∑∞i=1 xiq−i ∈ [0,1]
satisfies x≤ t+ q−n if and only if one of the following two statements holds true:
• The first n digits of x obey (x1, . . . , xn)≤ (t1, . . . , tn) (regardless what the values of the
next digits xn+1, xn+2, . . . are).
• We have x1 = t1, . . . , xn−1 = tn−1, xn = tn + 1, xn+1 = xn+2 = . . .= 0.
Let
F1(t1, . . . , tn) := P((X1, . . . ,Xn)≤ (t1, . . . tn))
=
∑
(x1,...,xn)≤(t1,...,tn)
P(X1 = x1, . . . ,Xn = xn).
By Kolmogorov’s extension theorem, stationarity of {Xn}n≥1 is equivalent to that for every
n ∈N and for every (t1, . . . , tn) ∈ {0, · · · , q− 1}n, the above defined F1(t1, . . . , tn) equals
F2(t1, . . . , tn) :=
∑
(x2,...,xn+1)≤(t1,...,tn)
P(X2 = x2, . . . ,Xn+1 = xn+1).
Using this notation together with (1.1)-(1.2) we have
F (t+ q−n) =F1(t1, . . . , tn)+
P(X1 = t1, . . . ,Xn−1 = tn−1,Xn = tn + 1,Xn+1 =Xn+2 = . . .= 0).(3.4)
PROOF OF THEOREM 2.1(I). Assume that {Xn}n≥1 is stationary. Using (3.4) together
with Lemma 3.1 we obtain
F (t+ q−n) =F1(t1, . . . , tn).(3.5)
Furthermore, stationarity of {Xn}n≥1 implies thatX and the ‘left shifted’ stochastic variable∑∞
n=1Xn+1q
−n = qX −X1 are identically distributed. Thus,
F (x) = P(qX −X1 ≤ x) =
q−1∑
j=0
P(X1 = j, X ≤ (x+ j)/q).
We see that
P(X1 = 0, X ≤ x/q) = P(X = 0) + P(0< X ≤ x/q)
= F (0) + (F (x/q)− F (0)).
8Further, for j ∈ {1, . . . , q− 1},
P(X1 = j, X ≤ (x+ j)/q) = P(X1 = j,X2 =X3 = . . .= 0)
+ P(j/q < X ≤ (x+ j)/q)
=F ((x+ j)/q)− F (j/q),
where we used (3.1) in order to get the second equality. This leads to (2.1).
Conversely, assume that (2.1) holds. Then, since F is right continuous and all base-q frac-
tions on (0,1) constitute a dense subset of [0,1], (2.1) holds for all x ∈ [0,1].
For any  > 0 and x1, . . . xn ∈ {0,1, . . . , q− 1} the inequality
P(X1 = x1, . . . ,Xn = xn,Xn+1 = . . .= 0)
+ P(X1 = x1, . . . ,Xn−1 = xn−1,Xn = xn − 1,Xn+1 = . . .= q− 1)
≤ P(x−  <X ≤ x) = F (x)− F (x− )(3.6)
holds and hence by Lemma 3.2 the probability of realizing a base-q fraction is 0. Hence the
second term in the right hand side of (3.4) is 0, and so (3.5) holds again true. Consequently,
for any n ∈N and (t1, . . . , tn) ∈ {0, . . . , q− 1}n,
F2(t1, . . . , tn) =
q−1∑
j=0
∑
(x2,...,xn+1)≤(t1,...,tn)
P(X1 = j,X2 = x2, . . . ,Xn+1 = xn+1)
= P(X = 0) +
q−1∑
j=0
P(j/q <X ≤ j/q+ t/q+ q−n−1)
= F (0) +
q−1∑
j=0
(F ((t+ q−n + j)/q)− F (j/q)),
= F (t+ q−n),
using in the first equality the law of total probability, in the second that the probability of
realizing a base-q point is zero, in the third (1.2), and in the last (2.1). Thereby (3.5) gives
that F1(t1, . . . , tn) =F2(t1, . . . , tn) for every n ∈N and every (t1, . . . , tn) ∈ {0, . . . , q−1}n,
so {Xn}n≥1 is stationary.
PROOF OF THEOREM 2.1(II). Denote Qq the set of base-q fractions on (0,1), and let
φ(x) = {xn}n≥1 be the one-to-one mapping on [0,1] \Qq corresponding to mapping x into
its base-q digits x1, x2, . . ., that is, x=
∑∞
n=1 xnq
−n. Further, let F˜ be a CDF for a random
variable X˜ on [0,1] such that F˜ satisfies (2.1) for all x ∈ Qq . By Lemma 3.2 and since
Qq is countable, we can assume that X˜ 6∈Qq . Then X˜ is in a one-to-one correspondence to
{X˜n}n≥1 := φ(X˜) and X˜ =
∑∞
n=1 X˜nq
−n follows F˜ . We conclude from Theorem 2.1(I) that
the stochastic process {X˜n}n≥1 is stationary. Since the distribution of {X˜n}n≥1 is induced
by that of X˜ and the one-to-one mapping φ, let us show that {X˜n}n≥1 is the unique (up to its
distribution) stationary stochastic process on {0, . . . , q− 1} so that∑∞n=1 X˜nq−n follows F˜ :
if {X¯n}n≥1 is another stationary stochastic process on {0, . . . , q − 1} so that
∑∞
n=1 X¯nq
−n
follows F˜ , then for any event G of sequences {xn}n≥1 so that each xn ∈ {0, . . . , q − 1} and∑∞
n=1 xnq
−n 6∈Qq , we have
P({X¯n}n≥1 ∈G) = P(X˜ ∈ φ−1(G)) = P({X˜n}n≥1 ∈G).
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Furthermore, by right continuity of F˜ and since the set of base-q fractions on (0,1) is dense
on (0,1), F˜ satisfies (2.1) for all x ∈ (0,1). Finally, F˜ obviously satisfies (2.1) for x= 0 and
x= 1.
3.2. Proof of Proposition 2.5 and counterexamples.
PROOF OF PROPOSITION 2.5. From (2.2) and by induction it follows that for every n ∈
N, there exists a Borel set An ⊆ [0,1] with Lebesgue measure 1 such that for all x ∈An,
(3.7) f(x) = q−n
qn−1∑
j=0
f((x+ j)/qn).
Define I := ∫ 10 f(t)dt ∈C and Ij,n := (jq−n, jq−n + q−n). Then (3.7) gives for all x ∈An,
f(x)−I =
qn−1∑
j=0
∫
Ij,n
{f((x+ j)/qn)− f(y)} dy,
so
|f(x)−I| ≤
qn−1∑
j=0
∫
Ij,n
|f((x+ j)/qn)− f(y)| dy.
Integrating with respect to x ∈ [0,1] and making the change of variable t= (x+j)/qn ∈ Ij,n,
we obtain
(3.8)
∫ 1
0
|f(x)−I|dx≤ qn
qn−1∑
j=0
∫
Ij,n
∫
Ij,n
|f(t)− f(y)|dy dt.
Now, for any ε > 0, there exists a uniformly continuous function gε : [0,1]→ R such that
‖f − gε‖L1 ≤ ε/3, where we consider the usual L1-norm. Writing
|f(t)− f(y)| ≤ |f(t)− gε(t)|+ |f(y)− gε(y)|+ |gε(t)− gε(y)|,
we obtain from (3.8) that∫ 1
0
|f(x)−I|dx≤ 2ε/3 + sup
|t−y|≤q−n
|gε(t)− gε(y)|.
Since gε is uniformly continuous, for any sufficiently large n= n(ε) ∈N, we have
sup
|t−y|≤q−n(ε)
|gε(t)− gε(y)| ≤ ε/3.
Thus
∫ 1
0 |f(x)−I|dx≤ ε. Consequently, f = I almost everywhere on [0,1].
We end this section by presenting two examples of functions f 6∈ L1([0,1]) where (2.2) is
satisfied but in one case f is not absolutely integrable and in another case f is not measurable.
EXAMPLE 3.3 (A solution to (2.2) which is not absolutely integrable). Let q = 2. Below
we construct a solution to (2.2) which is piecewise smooth on [0,1], has finite jumps at all
dyadic fractions 1− 2−n with n ∈N, but whose integral diverges.
10
For this we notice the following. For any function f : [0,1]→ R, define g(x) := f(x)−
1/(1− x) for x ∈ [0,1), and let g(1) be any number. Then f satisfies (2.2) if and only if g
satisfies the equation
(3.9) g(x) = g(x/2)/2 + g((x+ 1)/2)/2 + 1/(2− x) for almost all x ∈ [0,1].
To construct a particular solution g to (3.9), we start by setting g(x) := 0 for all x ∈ [0, 12).
Then g(x/2) = 0 for all x ∈ [0,1), and in accordance with (3.9) we should have
(3.10) g((x+ 1)/2) = 2g(x)− 2/(2− x) for all x ∈ [0,1),
which is possible because of the following observations. For each n ∈N∪ {0}, the map
[1− 2−n,1− 2−n−1) 3 x→ (x+ 1)/2 ∈ [1− 2−n−1,1− 2−n−2)
is a bijection. Thus, for n = 1,2, . . ., we can inductively use (3.10) to compute g(x) for all
x ∈ [1− 2−n,1− 2−n−1). We see that g becomes more and more negative near 1. Now, the
function f(x) = g(x) + 1/(1−x) is not constant on [0,1), since f(x) = 1/(1−x) on [0, 12).
Although f satisfies (2.2) and is smooth on each interval [1− 2−n,1− 2−n−1) with n ∈ N,
f cannot have a finite integral due to Proposition 2.5. Figure 1 shows a plot of f .
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
1
2
3
4
5
FIG 1. The function f(x) = g(x) + 1/(1− x) for x ∈ [0,1− 2−4], where g is given as in Example 3.3.
EXAMPLE 3.4 (A non-measurable solution to (2.2)). Let q = 2. Below we construct a
solution to (2.2), which is bounded but cannot be measurable.
Define G := {(2n, r) |n ∈ Z, r ∈ D}, where D := {m2n |m ∈ Z, n ∈ N} is the set of
dyadic rationals. Then G is a group with product
(2m, p)(2n, r) = (2m+n, p+ 2mr) for (2m, p), (2n, r) ∈G,
and G acts on R by
(2n, r)x := 2nx+ r for (2n, r) ∈G, x ∈R.
For any x ∈ [0,1], let Mx be the restriction of the orbit {2nx+ r |n ∈ Z, r ∈D} to [0,1] (this
is a countable dense set in [0,1]). Given any x ∈ [0,1], then both x/2 and (x+ 1)/2 belong
to Mx.
By the axiom of choice, given any orbit restriction M ∩ [0,1], we can pick a representative
C(M) ∈ [0,1] and thus construct a function
f(x) :=C(Mx) ∈ [0,1], x ∈ [0,1].
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Then f is constant on each orbit, and since x, x/2, and (x+ 1)/2 always belong to the same
orbit, (2.2) is satisfied everywhere. We now show that this (bounded) function cannot be
measurable due to Proposition 2.5. Indeed, if f were measurable, it would be integrable and
equal to a constant on [0,1] outside some set A of zero Lebesgue measure. But this would
imply that [0,1] \ A is exactly one orbit restriction, which is countable and has Lebesgue
measure zero. In turn, this would imply that the Lebesgue measure of [0,1] is zero. Hence we
have a contradiction.
3.3. Proof of Theorem 2.6. First, we prove Theorem 2.6(I) with X˜ , F˜ , and f˜ as in the
theorem and Sj as in Section 2.3. Note that for any k ∈ Z,
f˜(2pikq) =
∫ 1
0
exp(2piixkq) dF˜ (x) =
q−1∑
j=0
∫ (j+1)/q
j/q
exp(2piixkq) dF˜ (x)
=
q−1∑
j=0
∫ 1
0
exp(2pii(x+ j)k) d(F˜ ◦ Sj)(x)
=
∫ 1
0
exp(2piixk) d(
q−1∑
j=0
F˜ ◦ Sj)(x).(3.11)
If F˜ satisfies (2.1) then dF˜ =
∑q−1
j=0 d(F˜ ◦ Sj), which combined with (3.11) shows that
(3.12) f˜(2pikq) = f˜(2pik)
for all k ∈ Z.
Now, suppose that (3.12) holds for all k ∈ Z. Define dG˜ := d(∑q−1j=0 F˜ ◦ Sj) and g˜(t) :=∫
eixtdG˜(x). From (3.11) we have that f˜(2pikq) = g˜(2pik) which together with (3.12)
implies f˜(2pik) = g˜(2pik) for all k ∈ Z. Recall that any continuous Z-periodic function
ϕ : R→ C is a uniform limit of trigonometric polynomials ∑Nk=−N cNk e2piikx, where each
cNk ∈ C and N ∈ N [19]. Taking the limit N →∞ and using Lebesgue’s dominated conver-
gence theorem we get
(3.13)
∫
[0,1]
ϕ(x) dF˜ (x) =
∫
[0,1]
ϕ(x) dG˜(x).
The remaining part of this proof consists of verifying (3.13) when ϕ is merely continuous
and then applying the Riesz-Markov theorem. First, we establish equality of dF˜ and dG˜
at the endpoints of the interval [0,1]. Since the indicator function of Z can be pointwise
approximated by uniformly bounded continuous Z-periodic functions, another application of
Lebesgue’s dominated convergence theorem in (3.13) gives
dF˜ ({0}) + dF˜ ({1}) = dG˜({0}) + dG˜({1}),
where by definition of dG˜,
dG˜({0}) = dF˜ ({0}+ dF˜ ({1/q}) + · · ·+ dF˜ ({(q− 1)/q})
and
dG˜({1}) = dF˜ ({1/q}) + · · ·+ dF˜ ({(q− 1)/q}) + dF˜ ({1}).
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From this it immediately follows that dF˜ ({j/q}) = 0 for j = 1, . . . , q − 1, which leads
to dF˜ ({0}) = dG˜({0}) and dF˜ ({1}) = dG˜({1}). Second, we extend (3.13) to all contin-
uous functions on [0,1] in the following way. If ψ : [0,1]→ C is continuous, define for
n= 1,2, . . . ,
ϕn(x) :=
{
ψ(x) for x ∈ [0,1− 1n ],
[ψ(0)−ψ(1− 1n)](n(x− (1− 1/n)) +ψ(1− 1n) for x ∈ (1− 1n ,1].
This is a uniformly bounded sequence of continuous and Z-periodic functions converging
pointwise to ψ on [0,1). Since dF˜ ({1}) = dG˜({1}), it follows from Lebesgue’s dominated
convergence theorem that∫
[0,1]
ψ(x) dF˜ (x) = dF˜ ({1})ψ(1) + lim
n→∞
∫
[0,1)
ϕn(x) dF˜ (x)
= dG˜({1})ψ(1) + lim
n→∞
∫
[0,1)
ϕn(x) dG˜(x)
=
∫
[0,1]
ψ(x) dG˜(x),
and then from the Riesz-Markov theorem (see [17]) we have that dF˜ = dG˜ on [0,1]. Equiv-
alently F˜ satisfies (2.1) and the proof of Theorem 2.6(I) is complete.
Next, we prove Theorem 2.6(II). As the “if” part of the proof follows from a direct cal-
culation, we only prove that if c := limt→∞ f(t) ∈C exists, then F (x) = (1− c)x+ cH(x)
on [0,1] and 0≤ c≤ 1. Since limt→∞ f(t) = c, for any a ∈ R a straightforward calculation
gives
lim
T→∞
T−1
∫ T
0
f(t)e−ita dt=
{
c if a= 0,
0 if a 6= 0.
Inserting the expression for f , using Fubini’s theorem, Lebesgue’s dominated convergence
theorem, and the fact that limT→∞ T−1
∫ T
0 e
it(x−a)dt is the indicator function on {a}, we
obtain that the above limit equals dF ({a}). Consequently, F (0) = c and F is continuous on
(0,1). Hence, since F is a CDF, 0≤ c≤ 1. If c= 1, then F (0) = 1 and so F =H .
Assume c < 1. Then
G(x) := (F (x)− cH(x))/(1− c)
is a continuous CDF that also satisfies the stationarity condition (2.1). Thus, defining g(t) :=∫
eitxdG(x), we obtain the equality g(2pikq) = g(2pik) for all k ∈ Z. A repeated use of this
equality gives for any m ∈N and k ∈ Z that
g(2pikqm) = g(2pik).(3.14)
From the definition of G it follows that limt→∞ g(t) = 0 and since c is real we also obtain
limt→−∞ g(t) = 0. Combining this with (3.14) where we take m to infinity we conclude that
g(2pik) = 0 for all k ∈ Z \ {0}. If h(t) := ∫ 10 eitxdx then also h(2pik) = 0 for all k ∈ Z, and
since dG({1}) = 0 it follows from the same arguments as in the proof of Theorem 2.6(I) that
dG= dx on [0,1]. Consequently, F (x) = (1− c)x+ cH(x) for all x ∈ [0,1].
3.4. Proof of Theorem 2.8. The Lebesgue-Radon-Nikodym theorem [7, 3] leads to the
decomposition F (x) = θ1F1(x) + θ2F2(x) + θ3F3(x) for x ∈ [0,1], where θ1, θ2, θ3 ≥ 0 and
θ1 +θ2 +θ3 = 1, F1 is an absolutely continuous CDF on [0,1], F2 is a discrete CDF on [0,1],
and F3 is singular continuous CDF on [0,1]. Proposition 2.5 implies that F ′1 = 1 almost
everywhere on [0,1], and so since F1 is absolutely continuous, F1(x) = x for all x ∈ [0,1].
Thus F1 satisfies (2.1) and it only remains to show that F2 is as claimed in Theorem 2.8(II)
and satisfies (2.1).
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3.4.1. Proof of Theorem 2.8(II).
LEMMA 3.5. Suppose that F satisfies (2.1) and s ∈ [0,1] is a discontinuity of F . Then
there exists n ∈N and a cycle (s1, . . . , sn) in the sense of (2.4) such that s= s1 and s1, . . . , sn
are discontinuities of F . Furthermore, the jumps of F at these n discontinuities are all equal.
PROOF. We start by investigating what can happen at 0 and 1. Both 0 = (0.0)q and 1 =
(0.q− 1)q are purely repeating base-q numbers of order 1 and they can be discontinuity
points because both H(x) and H(x − 1) satisfy (2.1). Therefore in the following, we will
only consider possible discontinuities at x ∈ (0,1).
As in Section 2.3, define Sj(x) := (x+ j)/q for x ∈ (0,1) and j = 0, . . . , q− 1. Then, by
Theorem 2.1, it follows that for any x ∈ (0,1), there exists a sufficiently small δ0 > 0 such
that for all δ ∈ (0, δ0),
(3.15) F (x)− F (x− δ) =
q−1∑
j=0
[F (Sj(x))− F (Sj(x− δ))].
For x ∈ (0,1), define L0(x) := {x} and Ln(x) :=
⋃q−1
j=0 Sj(Ln−1(x)), n= 1,2, . . .. Further-
more, let Jx := limδ↓0[F (x)− F (x− δ)] denote the jump of F at x ∈ (0,1). Taking δ ↓ 0 in
(3.15) shows that
(3.16) Jx =
∑
y∈L1(x)
Jy.
Suppose s ∈ (0,1) is a discontinuity of F with jump Js > 0 and let k > 1/Js be an integer.
First, we show that the sets L0(s), . . . ,Lk(s) are not pairwise disjoint. For the purpose of a
contradiction assume that L0(s), . . . ,Lk(s) are pairwise disjoint. By assumption s 6∈ L1(s),
thus replacing x= s in (3.16) shows that F has a total jump of at least 2Js: one Js from s,
and the other Js from the accumulated contribution of all the points of L1(s). Now, let us
replace x by each Sj(s) in (3.16). We see that the possible jump at each Sj(s) equals the
total accumulated jump at the points of L1(Sj(s)). Hence, by assumption the total jump of F
at the points of L2(s) is again Js. Continuing this way we obtain that
∑
x∈Lj(s) Jx = Js for
j = 0,1, . . . , k. By the choice of k this contradicts F ≤ 1 and hence the sets L0(s), . . . ,Lk(s)
are not pairwise disjoint.
Next, let n denote the smallest integer (not necessarily larger than 1/Js) such that
L0(s), . . . ,Ln(s) are not pairwise disjoint. We will show that s ∈ Ln(s). Suppose this
is not the case. Then by the choice of n there exist an integer m with 1 ≤ m < n and
j1, . . . , jm, j
′
1, . . . , j
′
n ∈ {0, . . . , q− 1} such that
(3.17) Sj′1 ◦ · · · ◦ Sj′n(s) = Sj1 ◦ · · · ◦ Sjm(s).
If s= (0.t1t2 . . . )q , then from (3.17) it follows that
(0.j1 . . . jmt1t2 . . . )q = Sj1 ◦ · · · ◦ Sjm(s) = Sj′1 ◦ · · · ◦ Sj′n(s) = (0.j′1 . . . j′nt1t2 . . . )q,
and thus Sj′m+1 ◦ · · · ◦Sj′n(s) = s, contradicting the minimality of n. Hence, s ∈ Ln(s) which
implies that there exist i1, . . . , in ∈ {0, . . . , q − 1} such that Si1 ◦ · · · ◦ Sin(s) = s. Note that
(0.i1 . . . in)q is also a fixed point of Si1 ◦ . . . Sin but since Si1 ◦ . . . Sin is a contraction on [0,1]
(with Lipschitz constant q−n) it has a unique fixed point and we must have s= (0.i1 . . . in)q .
By definition Sin(s) ∈ L1(s) and from (3.16) we deduce Js ≥ JSin (s). Letting x= Sin(s)
in the left hand side of (3.16) we have that Js ≥ JSin (s) ≥ JSin−1◦Sin (s). Continuing this way
we finally see that
Js ≥ JSin (s) ≥ · · · ≥ JSi2◦···◦Sin (s) ≥ JSi1◦···◦Sin (s) = Js,
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which shows that the numbers s,Sin(s), . . . , Si2 ◦ · · · ◦ Sin(s) are discontinuities of F with
the same jump. By the minimality of n these points are distinct and hence constitute a cycle.
Now, Theorem 2.8(II) follows from Lemma 3.5 and the fact that F has countably many
points of discontinuity.
3.4.2. Proof that F2 satisfies (2.1). Because of Theorem 2.8(II), in order to show that F2
satisfies (2.1), without loss of generality we may assume that
F2(x) =
1
n
n∑
j=1
H(x− sj),
where (s1, . . . , sn) is a cycle. For each j ∈ {1, . . . , n}, let sj(1) denote the first digit in the
base-q expansion of sj and note that qsj = sj−1 + sj(1), where we define s0 := sn. Hence,
for any k ∈ Z, the characteristic function f2 of F2 satisfies
f2(2pikq) =
1
n
n∑
j=1
e2piikqsj =
1
n
n∑
j=1
e2piiksj−1 = f2(2pik).
Then by Theorem 2.6(I) it follows that F2 satisfies (2.1).
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