This study proposes an anti-counterfeiting system of drunk driving, which prevents drivers from drunken driving and cheat of driver's alcohol detection. The study develops the technology of driver's facial image match by a serial image processes. The methodology of facial image match uses the Adaboost algorithm, Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA) to extract the facial features of drivers, is suitable to be applied under the internal environments of cabin. By analyzing the facial features of drivers, the time of driver's exchange is detected, and the driver's identity is indentified. When the cheat act of driver's alcohol detection occurred, the system will generate warning signals through a buzzer to notice the driver to take alcohol detection. The system detected the time of driver's exchange effectively, and indentified different driver's identity successfully, the accuracy rate of ORL face database is 96.25 %, the accuracy rate of ARTC driver's face database is 100.00 %. This system has been implemented on low-cost DSP platform and it can be installed efficiently on varied kind of vehicles. The study will be implemented on the vehicle to verify the reliability of the technology in the future.
INTRODUCTION
In recent years, the government increases the fine and the penalty for drunken drivers to curb the drunk driving. However, many drunken drivers rely on luck to drive a vehicle, with the result that there are many casualties in the traffic accidents. From two thousand three to two thousand six, the accident rate caused by the drunk driving was 14.86% which is second highest rating in Taiwan. It is also a serious trouble in Sweden where the accident rate of drunk driving reached to 35% in two thousands five. Obviously, the prevention of the drunk driving is important for traffic safety. Accordingly, many automotive manufactories have implemented the Alcolock successfully, such as the Alcoguard system of Volvo, and the Alcokey (breathalyzer car key) of Saab. Most of these products analyze the breath alcohol concentration of the driver to determine if the vehicle can be started. There are several related laws in the United State, Canada, and Australia. To be enforced on the recidivist of the drunk driving. Although the Alcolock described above can estimate the breath alcohol concentration of the driver effectively, it can not prevent from a cheat of breathalyzer test. So it is very important for the detection of drunk driving. Currently, the technologies of the anti-counterfeiting of drunk driving include the analysis of the driver's physiological signal, the behavioral analysis of the driver, the alcohol concentration analysis via alcohol odor detector, and the driver's face recognition system [1] [2] .
For the analysis of the driver's physiological signal, the driver's heart rate, blood pressure, and other physiological signals [3] are used to establish the physiological model. Then the estimated physiology is utilized to determine if the driver is under the influence. However, the driver may suffer discomfort because he/she should wear the physiological sensors. Therefore, there is no vehicle equipment described above.
For the behavioral analysis of the driver, the driving control signals of the vehicle [4] are used to construct the control model of the driver. Moreover, the control signals and their corresponding recognition mechanisms are utilized to estimate the driver status. This method can not recognize the driving condition, which may cause a false result of the driver status. Therefore, the behavioral analysis algorithm should be combined with other systems (e.g., lane departure detection) to estimate the driving condition. It will increase the manufacturing cost substantially. And the behavioral analysis method can only be adopted in the high-class vehicle (e.g., attention assist system of Mercedes-Benz).
New breath alcohol detector uses the suction fan to capture the breath sample near the driver's seat to estimate the alcohol concentration of the driver [5] [6] . Because this technique can easily be affected by the air conditioner and the number of passengers, it should be compensated by other detected signals. Sakakibara et al. [5] and Lambert et al. [6] adopted the oxygen level and the CO2 concentration in the cabin to calibrate the signal of the alcohol detector, respectively. Some prototypes are developed by this technique and some related patents have been published, such as TOYOTA [7] . This technique does not be supported by any law and the exactness of the detector is also suspected. Therefore, it does not been adopted in any product of vehicle.
Based on the image processing, the driver's face recognition system attempts to verify the driver's identity to prevent cheating the breathalyzer test. In contrast with other methods discussing above, face recognition is used to test the driver's identity rather than the alcohol concentration and it can be combined with other systems to improve the performance of the alcohol test technologies.
The procedures and their corresponding techniques of a face recognition system are show in Figure 1 . The Skin color is usually used to detection the face in an input image. However, the face detection based on the color information need a color camera and it may not work at night. The facial contour based face detection method adopts the shape information of each facial feature to detect the human face. Because of the unstable facial contour in the image, many false alarms may be caused. In this paper, we adopted the grayscale rectangle features combined with the Adaboost algorithm to detect the driver's face under any circumstance.
In facial feature extraction, the geometric feature of a face is visual and easy to understand, but it may suffer from the exactness of the facial feature localization. The facial feature in the frequency domain is able to tolerate the noise. Because of the computational complexity, the frequency feature extraction is difficult ported to an embedded system. In our method, the statistic feature of whole face in a gray-level image is utilized to represent the facial feature [8] [9] .
In face identification mode, the linear discriminant analysis is a typical method. This method attempts to search an optimal linear transform to maximize and minimize the inter-distance and the intra-distance of all samples in the feature space, respectively [10] . The computational cost of the linear discriminant function is lower, so that the algorithm is convenient for the embedded system. Therefore it is adopted in our face identification module.
This study develops the technology of driver's facial image match to prevent drivers from drunken driving and cheat of driver's alcohol detection. In face detection, this study use Adaboost algorithm to detect the driver's face under any circumstance. In driver's facial feature extraction, the statistic feature of whole face in a gray-level image is utilized to represent the facial feature. In driver's face identification mode, the linear discriminant function is used in the embedded system.
In this paper, section 2 introduces anti-counterfeiting system of drunk driving. Section3 introduces driver recognition method of this study. Section 4 shows the experimental result and discussions. The conclusion presents in section 5.
ANTI-COUNTERFEITING SYSTEM OF DRUNK DRIVING
The anti-counterfeiting system of drunk driving adopts an image acquisition device which can work in all weather conditions, an efficient face recognition method, and a breathalyzer to prevent from the drunk driving and the cheat of driver's alcohol test. As shown in Figure 2 , the system architecture includes the input unit, the processing unit, and the output unit. First, the input unit captures the image in an automobile cabin and the signals of the driver's alcohol concentration and driving operation. Then, the processing unit indentifies the driver's identity and detects the breath alcohol concentration of the driver. Finally, the output unit can send out the warning signal if necessary. The flowchart of the anti-counterfeiting system of drunk driving is shown in Figure 3 . After the system is started, the system will send out a notification signal to ask the driver to take a breath alcohol concentration test. When the alcohol concentration of the driver exceeds the predetermined threshold (0.25mg/l), the system will continue generating the warning signal. Otherwise, the system will detect the speed of the vehicle. When the vehicle is stopped, the face recognition module will capture the facial images and determine whether the driver may have switched with a substitute one. When a driver's change has been detected (true), the anti-counterfeiting system will send out a notification signal to ask the driver to take a breathalyzer test to prevent from cheating the alcohol test of the driver. If the driver has not changed, the system will jump back the speed detection unit. 
DRIVER RECOGNITION METHOD
To detect driver's change, the facial region is recognized firstly from video frames. The obtained face images are then transformed into Fisher-face eigenspace by using principal component analysis (PCA) and linear discriminant analysis (LDA). The distances of projected face images in the Fisher-face eigenspace are used to determine the time point of driver's change. Then, the Euclidean distance in the Fisher-face eigenspace around the time of driver's change is estimated to indentify driver's identity.
Face detection and facial position calibration
The driver's face is detected based on Adaboost algorithm which cascades several strong classifiers [Viola, 2004] . Multi-layers classifier facilitates the computational efficiency because non-face area of image can be discarded rapidly. Nose region in the detected face area is detected by the same Adaboost algorithm and used to calibrate face image position. It is helpful to enhance the accuracy.
Fisher-face eigenspace transformation
The flowchart of Fisher-face eigenspace transformation is shown in Figure 4 . A face image can be considered as a point in a high dimension space where each axis represents one image pixel. To reduce the dimension size of input factors, PCA is applied to find a few principal components which can well explain the data points. Face image is transformed by PCA and subsequently projected to Fisher-face space using LDA, which can separate classes of data points. In the future, the unknow face image just subtracts mean face of training face images, transforms variant face into Fisher-face eigenspace which is established by training face images and then the system can indentify driver's identity. 
Principal component analysis
PCA transforms data set into a new coordinate system and summarizes the variation in a correlated multi-attribute to a set of independent principal components. One main application of PCA is dimension reduction which uses principal components with largest variance in data set to ensure the preservation of facial information.
Given N face images I = [I 1 , I 2 , … , I N ], which contain n pixels individually, PCA is used to determine a n×m transformation matrix W for the reduction of the dimension from n to m:
where Z i is a m×1 feature vector. The variance of face image I i can be expressed by a scatter matrix:
where − I is the mean of face images I i , i = 1, 2,…, N. The variance of feature vector Z i is formulated as
Thus, the determination of transformation matrix W can be expressed as an optimization problem which maximizes the variance between the mean and feature.
where W is transform matrix that maximizes the variance between the mean and feature.
Fisher's linear discriminant
The difference between PCA and LDA is shown in Figure 5 , PCA and LDA are closely related because both determine linear combination of variables which best express observations. They are extensively used to reduce dimensions of data set. LDA is extensively used to separate classes of objects, but PCA does not consider the difference between each class. LDA is adopted in this work due to the capability of classification in a low-dimensional subspace, even there is large variation in lighting and facial expression [12] .
LDA separates data set of different classes by transformation which maximizes the between-class separability while minimizes the within-class variability. Given C classes of face images, which contains L images individually and each image has n pixels, the withinclass scatter matrix S W is defined as
where m f is the mean vector of the images in face class f. Within-class matrix S W describes the scatter of samples around the class centers. Given the mean vector m of all samples, between-class separability can be formulated as
which describes the separation degree between classes. Using the projection matrix W determined by LDA
, where W is transform matrix, we can transform detected face image to Fisher-face eigenspace. 
Driver's exchange detection
This study use Euclidean distance ED to compute the distance between two data sets as 
Where I i and I j are two data sets in the Fisher-face eigenspace. L is dimension in the Fisher-face eigenspace.
In general, light or outer environmental conditions interfere in face recognition of the Fisher-face eigenspace, and these interference decrease accuracy rate of recognition. This study uses relative distance and absolute distance of the Fisher-face eigenspace to avoid above-mentioned interference. The distance estimation of the Fisher-face eigenspace is shown in Figure 6 . Relative distance of the Fisher-face eigenspace is the Euclidean distance between two driver's face image groups. Absolute distance of the Fisher-face eigenspace is the Euclidean distance between one driver's face image group and the fisher-face eigenspace origin. The absolute distance estimation as ( ) ( ) ( ) Where I i and I j are two data sets in the Fisher-face eigenspace. L is dimension in the Fisher-face eigenspace.
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Transform face images that were detected from video frames of consecutive time intervals into Fisher-face eigenspace and determine the possible time point of driver's change. The CD(t) as , ) (
Where d is the frame number, I (t) is the transformed vector of frame acquired at time t, and CD(t) measures the Euclidean distance of images frames between two time intervals. The possible time point of driver's change is decided if CD(t) is greater than a predetermined threshold value.
Subsequent to the detection for the possible time-point of driver's change, we further identify the driver's identity by using the mean of absolute distance of the Fisher-face eigenspace AD(t).
Where t is the time point estimated using Eq. 8 and T is the frame number of time intervals sampled before and after time t.
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EXPERIMENTAL RESULTS
This study use ORL face database and ARTC driver's face database to develop the Adaboost face detection model. ORL face database have ten different images of each of 40 distinct subjects. For some subjects, the images were taken at different times, varying the lighting, facial expressions (open / closed eyes, smiling / not smiling) and facial details (glasses / no glasses). All the images were taken against a dark homogeneous background with the subjects in an upright, frontal position (with tolerance for some side movement). Regarding to ORL face database is not composed of driver's face, ORL face database is not suits with this study. In this study, ARTC driver's face database is established to obtain the Fisher-face eigenspace transform matrix. ARTC driver's face database has ten different images of each of 21 distinct drivers. For some subjects, the facial images were taken at different times (day/night), facial expressions (open / closed eyes, smiling / not smiling). 
Face detection and facial position calibration
The result of Face detection and calibration of facial position are shown in Figure 9 . It can detect the driver's facial position by using Adaboost algorithm, and it can certainly get more accurate facial position by means of Adaboost nose detection. 
4-2. Face match results
This study use ARTC driver's face database to establish fisher-face eigenspace transform matrix in order to apply the transform matrix to real vehicle environment. The fisher-face of ARTC driver's face database is shown in Figure 10 . In order to verify the efficiency of fisher-face eigenspace transformation, this study verified the Fisher-face eigenspace transform matrix of ORL face database and ARTC driver's face database. The verified method is Euclidean distance's estimation between test image and average of each distinct subject, then use the shortest Euclidean distance to identify classified subject. The accuracy of Fisher-face eigenspace transform matrix is shown in Table1. The accuracy rate of ORL face database is 96.25 %, and the accuracy rate of ARTC driver's face database is 100.00 %. Both accuracy of ORL face database and ARTC driver's face database are over 95%, the efficiency of fisher-face eigenspace transformation is quite powerful. The result of possible time point of driver's change detection and driver's identity recognition are shown in Figure 11 . This study uses each 100 driver's facial image of two distinct subjects to simulate driver's change circumstance. From Figure 11 (a), there is distinct peak in the relative distance at 100 time point. It is showed that the time is the possible time-point of driver's change. From Figure  11 (b), there is distinct difference in the absolute distance at 100 time point. It is showed that the driver's identity is changed.
From Figure 11 (b), the vibration of the absolute distance is the origin of above-mentioned interference. By average measure, it can eliminate the interference. As a whole, using absolute distance and relative distance of fisher-face eigenspace exactly detect driver's change. 
COCLUSIONS
The anti-counterfeiting system of drunk driving based on driver's facial image match methodology and driver's breath-alcohol detection is developed in this study. The methodology of facial image match uses the Adaboost algorithm, Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA) and Euclidean distance to detect driver's change. This system operates both in the day and night time, and under all weather conditions. Besides, this system has been deployed on low-cost DSP platform.
Experimental results shows that the system detected the time of driver's change effectively, the accuracy rate of ORL face database is 96.25 %, the accuracy rate of ARTC driver's face database is 100.00 %. It shows that the methodology which is presented in this study has a ability to detect driver's change. The presented methodology does not only detect driver's change effectively but also deployed to low-cost embedded system easily due to its low computational complexity. With the related traffic laws be made in recent years, the anti-counterfeiting system of drunk driving will be adjusted to varieties of vehicle to prevent drunk driving. The study will be implemented on the vehicle to verify the reliability of the technology in the future. a b
