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1 Luftverschmutzung und ihre Geschichte
Seit einiger Zeit ist das Thema Luftverschmutzung aus den Nachrichten und Me-
dien nicht mehr wegzudenken. Kaum ein Tag vergeht, an welchem nicht über
CO2Werte, Treibhauseffekt oder Feinstaubbelastung gesprochen wird. Momen-
tan stehen vor allem der Atomausstieg und generell die Energieversorgung im
Mittelpunkt. Oftmals ist jedoch auch von Feinstaub in Großstädten die Rede,
insbesondere wenn zulässige Grenzwerte überschritten werden. Zur Feinstaubre-
gulation wurden in vielen deutschen Städten bereits Umweltzonen eingerichtet.
Diese dürfen lediglich von Kraftfahrzeugen befahren werden, welche eine gewisse
Feinstaubemmision nicht überschreiten. Derartige Maßnahmen sollen die Gesund-
heit der Menschen verbessern, da vermutet wird, dass Feinstaub direkte negative
Effekte auf den menschlichen Körper hat.
Doch das Problem der Luftverschmutzung vor allem in Städten ist nicht neu.
Es ist ein Phänomen, welches die Menschheit bereits in früheren Jahrhunderten
beschäftigte. Im 19. Jahrhundert war das Pferd das beliebteste Transportmittel,
sowohl für Ware als auch für Menschen. Städte wie New York und London konn-
ten die Industrialisierung nur auf Grund der Pferde vorantreiben, da sie auf den
schnellen Transport der Waren von außerhalb und innerhalb der Stadt angewiesen
waren. Die Wertschöpfungskette konnte nur mit Hilfe der Pferde ein derart hohes
Niveau erreichen.
Durch das dramatische Bevölkerungswachstum in den USA im 19. Jahrhundert
und dem immer steigenden Lebensstandard stieg der Bedarf an Pferden immens.
In den Spitzenzeiten um das Jahr 1900 lebten ca. 200.000 Pferde in der Stadt New
York (Levitt u. Dubner, 2009, Seite 9). Pro Pferd ist von ca. 24 Pfund Kot (Levitt
u. Dubner, 2009, Seite 9) und einer viertel amerikanischen Gallone (ca. 0.95 Liter)
Urin (Morris, 2007, Seite 5) pro Tag auszugehen. Dies entspricht knapp 5 Millionen
Pfund Pferdemist und 50.000 Gallonen Urin pro Tag. Da städtische Reinigungs-
dienste diesen Mengen nicht gewachsen waren, blieb der Mist großteils auf der
Strasse liegen. Dies erzeugte einen extremen Gestank in den Städten. Des Weite-
ren ist getrockneter Kot eine Feinstaubquelle und dieser wiederum Transportmittel
für Bakterien, Pilze und Krankheitserreger (Arndt, 2001, Seiten 1617). Zudem
stoßen Pferde Methangas aus, welches ein weitaus schädlicheres Treibhausgas als
CO2 ist. Die typischen Treppen der alten New Yorker Gebäude dienten damals
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dem Zweck den Pferdemist aus den Häuser fern zu halten und gerade in Regenzei-
ten dem steigenden Pegel aus Mist zu entkommen (Levitt u. Dubner, 2009, Seiten
910).
Die Städte hatten einen Punkt erreicht, an welchem sie nicht ohne und nicht mit
dem Pferd überleben konnten. Die Lösung damals war das Automobil. Es wurde
als große Umweltrevolution gefeiert. Genau dieses Auto aber wird heute für einen
Großteil unserer Luftverschmutzung verantwortlich gemacht. Zum Einen trägt es
zur CO2Emission bei, zum Anderen produziert es Feinstaub. Generell gibt es na-
türliche Feinstaubquellen wie Vulkanausbrüche, Bodenerosion, Waldbrände, Pilze
und Sporen sowie vom Menschen geschaffene Quellen. Hierzu zählen vor allem
Ausstöße von Kraftfahrzeugen, Fernheizwerken, Öfen und Heizungen in Wohn-
häusern, Industrieprozessen und im häuslichen Bereich Zigarettenrauch (Lahl u.
Steven, 2005, Seite 705). Es wir davon ausgegangen, dass vor allem Feinstaub von
menschlichen Quellen auf Grund der kleineren Partikelgröße HerzKreislauf und
Lungenerkrankungen hervorruft. Goldberg u. a. (2001) stellten eine positive Kor-
relation des Feinstaubs mit der Todesrate fest, Ostro u. a. (2000) mit Todesfällen
durch Herzversagen, Hoek u. a. (2001) mit Todesfällen durch Atemwegserkrankun-
gen und Norris u. a. (1999) mit der Häufigkeit von Asthmaerkrankungen.
Um den Effekt von Feinstaub auf den menschlichen Körper exakt quantifizie-
ren zu können, sind gute Messungen der jeweiligen Schadstoffe unverzichtbar. Nur
eine genaue Messung kann als sinnvolle Datengrundlage für Studien dienen. Um
die Feinstaubbelastung zu überwachen wurden in vielen amerikanischen und eu-
ropäischen Städten bereits feste Außenmessstationen installiert. Die Werte dieser
Messstationen können politisch genutzt werden, um Höchstgrenzen oder sonstige
Regulationen festzusetzen. Jedoch ist bei Studien des Gesundheitseffekts letztend-
lich die persönliche Feinstaubbelastung von Interesse. Daher kann die Messung an
Außenstellen als Ersatz für die fehlende persönliche Messung benutzt werden oder
es wird für einige Studienteilnehmer die persönliche Feinstaubwolke über einen
bestimmten Zeitraum hinweg gemessen. Dabei muss beachtet werden, dass alle
physikalischen Messgeräte einen gewissen Messfehler aufweisen. Außerdem ent-
steht ein Messfehler auch, wenn man nur die Außenmesswerte zur Verfügung hat
oder wenn man für einen Teil seiner Stichprobe zwar persönliche Messwerte hat,
diese aber auf seine gesamte Stichprobe anwenden will.
Daher beschäftigt sich folgende Arbeit mit der Anwendung von Messmodellen.
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Zuerst wird ein Überblick über verschiedene Luftschadstoffe und deren Messung
mit Schwerpunkt auf Feinstaub gegeben. Anschließend wird die Studie von Janssen
u. a. (2005) vorgestellt, welche die gemessenen Werte von Feinstaub an Außenstel-
len und von persönlichen Messungen in Beziehung setzt. Um besser verstehen
zu können, welche Arten von Fehlern auftreten können und welche verschiedenen
Auswirkungen diese haben, wird dann der klassische und der BerksonMessfehler
näher erläutert. Um diese Fehler im Modell zu behandeln, wird daraufhin das Kon-
zept der Regression Calibration vorgestellt, welches anschließend mit der Methode
der Maximum Likelihood und der Multiple Imputation verglichen wird. Auch die-
se Methoden dienen dazu Fehler im Modell zu berücksichtigen. Abschließend wird
anhand zweier Studien gezeigt, wie Regression Calibration erfolgreich in der Praxis
angewendet werden kann.
2 Luftschadstoffe
Für einen besseren Überblick wird zunächst eine kleine Einführung in das The-
mengebiet der Luftschadstoffe gegeben. Das folgende Kapitel bezieht sich dabei
auf Monn (2001), wenn nichts anderes angegeben wird.
2.1 Allgemeine Informationen
Wenn von Luftschadstoffen die Rede ist, dient dies lediglich als Oberbegriff für
viele verschiedene Schadstoffe, die sich in der Luft befinden. Diese Schadstoffe sind
jedoch in ihrem Aufbau und ihrer Art zum Teil sehr verschieden. Generell lassen
sie sich grob in vier Kategorien einteilen. Als erstes ist hier der Feinstaub zu nen-
nen. Dieser wird im Verlauf dieses Kapitels und der gesamten Arbeit noch genauer
betrachtet. Weiter werden die Bioaerosole und Allergene in einer Gruppe zusam-
mengefasst. Hierunter fallen zum Beispiel Pollen, Pilz und Schimmelpilzsporen,
Bakterien und Endotoxine. Die dritte Gruppe bilden Gase wie Stickstoffdioxid
(NO2) und die Treibhausgase wie Kohlenstoffdioxid (CO2), Methan (CH4) und
Distickstoffoxid (N2O), besser bekannt als Lachgas. Die letzte Gruppe bilden die
photochemischen Schadstoffe. Zu diesen werden hauptsächlich Ozon (O3), Schwe-
felsäure (H2SO4), Salpetersäure (HNO3) und Peroxyacetylnitrat (C2H3NO5), auch
PAN genannt, gezählt.
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Die Auswirkungen von Luftschadstoffen können sowohl die Umwelt als auch
den Menschen direkt betreffen. Im Folgenden wird stets der direkte Effekt auf
den Menschen betrachtet. Um die verschiedenen Situationen des Menschen mit
Schadstoffen besser beschreiben zu können, ist es notwendig bestimmte Begrif-
fe zu definieren. Einer der wichtigsten Begriffe im Umfeld mit Menschen und
Schadstoffen ist die Exposition. Ott (1982) vereinheitlichte mehrere vorherrschen-
de Definitionen und kam zu dem Ergebnis, dass Exposition vorliegt, wenn eine
Person zu einem bestimmten Zeitpunkt an einem bestimmten Ort ist und sich der
Schadstoff mit einer bestimmten Konzentration zum gleichen Zeitpunkt am selben
Ort befindet. Die Person muss also in Kontakt mit dem entsprechenden Schad-
stoff kommen. Dies beschreibt jedoch nur einen Zeitpunkt. In Realität bleibt diese
Exposition aber über einen gewissen Zeitraum bestehen. Wenn man die Dauer
der Exposition berücksichtigt, gelangt man zu der integrierten Exposition, welche
berechnet werden kann, indem die Konzentration über die Zeit integriert wird.
Abbildung 1 macht diesen Zusammenhang deutlich.
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durchschnittliche
Exposition
Abbildung 1: Erklärung der Expositionsbegriffe
Jedoch ist es in den meisten Fällen nicht möglich dieses Integral zu berechnen.
Daher bedient man sich der durchschnittlichen Exposition. Diese erhält man, in-
dem der Durchschnitt der Schadstoffkonzentration über eine bestimmte Zeitspan-
ne errechnet wird. Insgesamt trifft die Exposition aber nur Aussagen darüber,
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welchen Schadstoffen der Mensch gerade ausgesetzt ist, nicht aber darüber, in wie
weit diese auf den Körper wirken. So besteht die Möglichkeit, dass ein Schadstoff
nicht oder nur zum Teil in den menschlichen Körper eindringt und entsprechend
weniger Schaden anrichten kann. Daher wird das Konzept der Dosis eingeführt.
Eine Dosis liegt vor, wenn ein Teil des Schadstoffs die physikalischen Grenzen
des menschlichen Körpers (z.B. Haut) überwindet (Ott, 1982, Seite 181). Die Do-
sis, gemessen in Masseneinheiten, bezeichnet also die Menge an Material, welches
im Körper absorbiert bzw. abgelagert wird. Zusätzlich wird zwischen der internen
bzw. biologisch effektiven Dosis und der potentiellen Dosis unterschieden. Letztere
kann zum Beispiel für Feinstaub berechnet werden, indem die integrierte Expositi-
on mit dem Volumen der ausgetauschten Luft in der Lunge pro einer bestimmten
Zeitspanne multipliziert wird (Monn, 2001, Seite 2). Abbildung 2 stellt den Zu-
sammenhang zwischen Exposition, Dosis und Gesundheitseffekt dar.1
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Abbildung 2: Wirkungskette Exposition und Dosis
Um die Dosis oder die Exposition zu bestimmen bzw. zu messen, unterschei-
det man generell zwischen direkten und indirekten Messungen. Hierbei gelten die
direkten internen Messungen als die genauesten in Bezug auf die persönliche Be-
lastung, da Biomarker wie Körperflüssigkeiten oder andere körpereigene Stoffe
1In Anlehnung an Lioy (1990, Seite 940)
5
die biologisch effektive Dosis am besten bestimmen können. Ebenfalls sehr gute
Ergebnisse liefern die direkten externen Messungen. Hierunter versteht man zum
Beispiel persönliche Feinstaubmessgeräte, die von Testpersonen über einen länge-
ren Zeitraum direkt am Körper getragen werden. Jedoch ist ein großer Nachteil
dieser direkten Messmethoden, dass sie relativ teuer und somit nicht für eine große
Stichprobe geeignet sind. Daher bedient man sich oft indirekten Messungen. Auch
hier gibt es noch weitere Qualitätsstufen. So ist eine stationäre Messung von zum
Beispiel Feinstaubpartikeln besser als ein Surrogat wie die Entfernung zur nächs-
ten Strasse. Dies ist jedoch genauer als Daten aus einem qualitativen Fragebogen
(z.B. Grad der Verschmutzung: hoch/mittel/niedrig), was wiederum besser ist als
qualitative kategoriale Daten (z.B. Exposition: ja/nein) (Monn, 2001, Seite 3).
2.1.1 Direkte Messungen
Bei den direkten Messmethoden wird zwischen den personenbezogenen Probe-
nahmen bzw. Messungen und den biologischen Markern unterschieden. Erstere
benötigen zur Messung stets ein externes Gerät, wobei natürlich für verschiede-
ne Schadstoffe unterschiedliche Gerätschaften benutzt werden müssen. Für Gase
eignen sich vor allem die sogenannten passiven Sammler, die auch als Diffusions
Sammler bezeichnet werden. Diese beruhen auf dem physikalischen Prozess der
thermischen Eigenbewegung von Teilchen. Demnach bewegen sich statistisch ge-
sehen mehr Teilchen aus Bereichen hoher Konzentration in Bereiche niedriger Kon-
zentration, was einen Konzentrationsausgleich bewirkt. Mit Hilfe der Fick'schen
Gesetze (Diffusionsgleichung) lässt sich die Konzentration des untersuchten Gases
in der Luft dann berechnen (Fick, 1855). Diese Diffusionssammler sind kleine Ge-
räte, die problemlos an der Kleidung befestigt werden können. Zur Messung des
Feinstaubs werden oft Gravimeter eingesetzt. Sie messen das zusätzliche Gewicht
durch Teilchen, die sich in einem bestimmten Zeitraum auf dem Filter gesammelt
haben. Hierbei wird zumeist zwischen PM2.5 (Feinstaub mit einer Partikelgröße
kleiner als 2.5 µm) und PM10 (Feinstaub mit einer Partikelgröße kleiner als 10 µm)
unterschieden.
Bei den biologischen Markern wird weitläufig zwischen denen der Exposition
und denen des (Gesundheits)Effekts differenziert. Letztere sind zumeist vorklini-
sche Indikatoren für Anomalien, welche ebenfalls medizinische Diagnosen einschlie-
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ßen können. Als Beispiele solcher Marker dienen unter anderem Chromosomen
Anomalien, Zytokine (Glykoproteine, welche das Wachstum und die Differenzie-
rung von Zellen regulieren) oder Änderungen der Lungenfunktion. Die biologischen
Marker der Exposition spiegeln die Konzentration des Analyts wider, welches die
physikalischen Grenzen des menschlichen Körpers überwunden hat. Biologische
Marker können von Atem, Urin, Haaren, Finger und Fußnägeln, Nasenspülun-
gen, Blut und anderen Spülungen gewonnen werden. Vorteil dabei ist, dass die
Exposition über die Zeit integriert ist und alle Wege der Exposition eingeschlos-
sen sind. Dies ist zugleich aber auch ein Nachteil, da nicht mehr zwischen den
verschiedenen Wegen der Exposition unterschieden werden kann und Stoffe über
die Zeit im Körper auch abgebaut werden. Daher ist zum Beispiel auch das Wissen
über die Halbwertszeit der einzelnen Schadstoffe im Körper wichtig.
2.1.2 Indirekte Messungen
Wie oben beschrieben zählen zu den indirekten Messungen alle Methoden, die
nicht direkt die Exposition oder Dosis eines Individuums erfassen. Weit verbreitet
sind in diesem Bereich Messungen an Außenstationen. In den USA und in Europa
wurden Netzwerke etabliert, welche kontinuierlich die Werte mehrere Schadstoffe
ermitteln. Zum Teil gibt es mehrere Messstationen pro Stadt in unterschiedlichen
Regionen (städtisch/vorstädtisch/ländlich). Diese sind teilweise mit der selben
Technik und den selben Gerätschaften ausgestattet wie bei den personenbezogenen
Probenahmen, wenn gleich auch größer.
Ein weiterer Ansatz sind sogenannte Mikroumgebungen (ME)2. Im täglichen
Leben halten sich Personen nicht immer im gleichen Raum oder in der gleichen
Umgebung auf. Daher ist der Ansatz der ME's für verschiedene Situationen eige-
ne kleine Umgebungen zu definieren, wobei jeweils eine andere Schadstoffkonzen-
tration und zusammensetzung angenommen wird. Meistens wird unterschieden
in Freiluft (Innenstadt, Wohnumgebung, u.a.), Innenraum (Küche, Wohnzimmer,
Schlafzimmer, u.a.), Arbeitsplatz, Transport (Auto, Bus, Bahn, u.a.) und andere
Umgebungen (Supermarkt/Einkaufszentren, Restaurant, u.a.). Anhand von Ta-
gebüchern oder Fragebögen lässt sich dann für jede Person zu jedem Zeitpunkt
bzw. jeder Zeitspanne eine ME zuordnen. Wird die Konzentration der Schadstoffe
2engl.: microenvironment, abgekürzt mit ME
7
der jeweiligen ME mit dem entsprechenden Zeitraum multipliziert, in welchem
sich die Person dort aufgehalten hat, und über einen definierten Zeitraum addiert
(Tag/Woche/Monat), erhält man die persönliche integrierte Exposition für jede
Testperson.
Zudem existieren physikalische (deterministische) und statistische (stochasti-
sche) Modelle, um die Exposition von Personen oder Gruppen vorhersagen zu
können. Erstere basieren vor allem auf demWissen physikalischer/chemischer Pro-
zesse in der Atmosphäre, wohingegen letztere auf gemessenen Daten und erklären-
den Variablen beruhen. Teilweise wird versucht beide Ansätze zu kombinieren und
lokale Variablen aufzunehmen, um möglichst präzise Vorhersagen von Schadstoffen
in der Luft bzw. der Atmosphäre zu erzeugen.
Als letztes sollen noch die Fragebögen als Mittel der indirekten Messung ge-
nannt werden. Sie spielen eine wichtige Rolle, um möglichen Kontakt mit Emissi-
onsquellen zu identifizieren. Dies ist vor allem relevant, um Kontakt mit Quellen
im Innenraum (Gasherd, Zigarettenrauch) festzustellen. Des Weiteren werden sie
wie oben beschrieben bei Modellen mit ME's benötigt und sind essentiell bei der
Analyse von LangzeitExposition bei retrospektiven Studien. Dem Nachteil der
ungenauen Messung steht der Vorteil der geringen Kosten gegenüber.
Bei all diesen Messungen und Messmethoden muss jedoch berücksichtigt wer-
den, dass Messfehler auftreten können und mit sehr hoher Wahrscheinlichkeit auch
auftauchen werden. Daher ist es wichtig zu klären, welche Messfehler existieren
und wie die Validität von Messungen überprüft, bzw. bewertet werden kann. Dies
wird im Folgenden beschrieben.
2.2 Messfehler und Validität
2.2.1 Messfehler
Zunächst einmal lassen sich die Messfehler in zwei Gruppen einteilen, die systema-
tischen und die zufälligen Messfehler. Die systematischen Messfehler folgen einem
bestimmten Muster, bzw. einer Regel. Man kann sich zum Beispiel ein falsch ein-
gestelltes Messgerät vorstellen, welches bei jeder Messung 5 % zuviel misst. Diese
Art von Fehler ist nicht weiter kritisch, da kein Bias eintritt. Die Regressionsgerade
wird lediglich nach oben oder unter verschoben, die Steigung bleibt jedoch gleich,
was bedeutet, dass der Zusammenhang zwischen den Variablen richtig geschätzt
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wird.
Mehr Probleme bereitet der zufällige Fehler. Dieser verursacht eine Verzerrung
bei der Schätzung des Zusammenhangs. In den meisten Fällen ergibt sich ein Bias
Richtung Null, d.h. der Zusammenhang wird schwächer geschätzt als er tatsächlich
ist. Jedoch muss auch hier nochmals zwischen dem klassischen und dem Berkson
Fehler differenziert werden. Beim Berksonfehler tritt im Gegensatz zum klassischen
Fehler nämlich kein Bias auf. Dieser Unterschied wird ausführlich in Kapitel 4
behandelt.
Weiter lassen sich die Messfehler nochmals unterscheiden in differenzieller und
nichtdifferenzieller Messfehler. Ersterer liegt vor, wenn das Ausmaß des Fehlers
in der Fall und Kontrollgruppe gleich ist bzw. über einen ganzen Bereich der
Exposition nicht variiert. Im Gegensatz dazu ist das Ausmaß des Fehlers bei dif-
ferenziellen Messfehlern über die Fall und Kontrollgruppe nicht gleich bzw. ver-
ändert sich innerhalb eines Bereichs der Exposition. Beide Fehlerarten erzeugen
Bias, weswegen sie bei Modellen und Berechnungen stets berücksichtigt werden
müssen.
2.2.2 Validität
Seifert (1995) definiert die Validität einer Messung als den Grad, zu welchem die
Messung das misst, was sie vorgibt zu messen. Weiter definiert er drei verschiedene
Aspekte von Validität. Die content validity beschreibt das Ausmaß, zu welchem
die Messung den ganzen Umfang des untersuchten Ereignisses mit einarbeitet.
Dies bedeutet, dass content validity gegeben ist, wenn alle Orte bzw. Aktivitä-
ten berücksichtigt wurden, die zur Exposition beitragen könnten. Die construct
validity bezeichnet das Ausmaß, zu welchem die Messung sich mit dem theore-
tischen Konzept bezüglich des untersuchten Ereignisses deckt. Diese Validität ist
jedoch recht komplex, da teilweise das Konstrukt/das Konzept selbst nicht einfach
definiert werden kann.
Als letztes beschreibt die criterion validity das Ausmaß, zu welchem die Mes-
sung mit dem untersuchten Ereignis korreliert. Sie kann bestimmt werden, indem
Werte für die persönliche Exposition mit Werten von Surrogaten verglichen wer-
den. Dies wird als Validitätskoeffizient ρ2 bezeichnet. Auch wenn es bei Studien
immer wünschenswert ist, alle drei Aspekte der Validität zu überprüfen, ist der
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Validitätskoeffizient die einzig berechenbare Größe. Gilt ρ2 = 1, so entsteht keine
Dämpfung des Effekts und es liegt eine perfekte Messung vor. Dies wird jedoch
in Realität nur in den seltensten Fällen erreicht. Bezeichne X den wahren Wert
und W den gemessenen Wert, bzw. das Surrogat, so kann der Validitätskoeffizient
geschrieben werden als
ρ2XW = 1−
σ2E
σ2W
=
σ2X
σ2W
,
wobei σ2W die totale Varianz bezeichnet, σ
2
X die wahre Fehlervarianz (Zwischen
SubjektVarianz) und σ2E die SubjektFehlervarianz (InnerSubjektVarianz). Es
wird also berechnet, wie viel der totalen Varianz durch die wahre Fehlervarianz
erklärt werden kann.
Liegen in einer Studie mehrere Messungen für jede Person vor, kann der Vali-
ditätskoeffizient berechnet werden als
ρ2XW =
1
1 + σ2E/σ
2
X
=
1
1 + λ
.
Dabei bezeichnet λ die relative Präzision einer Messung, da es das Verhältnis
zwischen der Varianz eines Subjekts relativ zur Varianz der wahren Exposition in
der Studienpopulation beschreibt.
Der Validitätskoeffizient wird zudem bei der Optimierung des Studiendesigns
eingesetzt. Denn meistens ist es das Ziel möglichst geringe Varianzen für den
Effektschätzer zu erhalten. Diese lässt sich berechnen als
Var(β) =
Var(error)
Nρ2Var(exp)
.
Eine geringe Varianz von β erhält man also bei einer geringen Fehlervarianz des
Models (Var(error)), einer großen Stichprobenzahl N , eines großen Validitätskoef-
fizienten ρ2 oder einer großen Varianz der Exposition (Var(exp)) (Bandbreite der
Expositionskonzentration zwischen den Studienorten).
Messfehler und Validität müssen bei praktisch jeder Studie mit Messungen be-
rücksichtigt bzw. untersucht werden. Denn nur so können verlässliche Ergebnisse
in den Modellen gewährleistet werden, da im Allgemeinen davon auszugehen ist,
dass keine perfekten Messgeräte existieren.
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2.3 Feinstaub
Im Folgenden wird der Feinstaub als Luftschadstoff mit seinen Definitionen und
Eigenschaften genauer betrachtet. Wie oben beschrieben wird er in die Gruppen
PM10 für Partikel kleiner als 10 µm und PM2.5 für Partikel kleiner als 2.5 µm ein-
geteilt. Dies hat den Grund, dass größere Partikel in dem Bereich 8− 15 µm zum
Großteil von natürlichen Quellen stammen und Partikel in dem Bereich 1− 2 µm
fast ausschließlich vom Menschen verursacht werden. Dadurch wird auch die bimo-
dale Verteilung des Feinstaubs mit je einem Peak bei diesen Partikelgrößen erklärt.
In einigen Studien (Clayton u. a., 1993; Dockery u. a., 1993; US-EPA, 1996) wurde
das Verhältnis von PM2.5 zu PM10 mit ca. 0.3 bis 0.7 geschätzt.
Generell kann man davon ausgehen, dass in Städten ein gewisses Feinstaub
Hintergrundniveau existiert. Gerade die Partikel der Größe um 0.5− 2 µm sind
auf horizontaler und niedriger vertikaler (0100 Meter) Ebene recht gleichverteilt,
was zu einer ausgeglichenen Feinstaubbelastung der gesamten betrachteten Region
führt. Etwas anders sieht es bei den sehr kleinen (kleiner 0.1 µm) und den großen
(größer 2.5 µm) Partikeln aus. Auf Grund von Koagulation3 bei kleinen Teilchen
bzw. der höheren Sinkgeschwindigkeit bei größeren Teilchen ist die räumliche Va-
riation bei diesen Partikeln größer. Für Studien scheint es demnach sinnvoll und
kosteneffizient zu sein lediglich eine Messstation für PM2.5 zu installieren, aber
mehrere Messstellen für PM10 und ultrafeine Partikel einzurichten, um eine besse-
re Differenzierung zu gewährleisten. Eine eigene Messung der ultrafeinen Partikel
ist notwendig, da nur eine geringe Korrelation zwischen PM10/PM2.5 und den
ultrafeinen Partikeln festgestellt werden konnte (Keywood u. a., 1999).
Natürlich bewegen sich Menschen nicht nur außerhalb des Hauses, weswegen
auch der Feinstaub innerhalb geschlossener Räume wichtig ist. Dabei ist klar, dass
die Feinstaubkonzentration innerhalb des Hauses von der außerhalb beeinflusst
wird, da es verhältnismäßig viele Außenquellen gibt. Generell können innen/außen
Verhältnisse zwischen ca. 0.2 und 3.5 beobachtet werden. Hier spielen zwei Fak-
toren eine wichtige Rolle. Zum Einen ist die Art der Ventilation von Bedeutung.
Werden Klimaanlagen mit guten Filtern verwendet ist das Verhältnis wesentlich
geringer als wenn lediglich geöffnete Fenster zur Belüftung dienen. Zum Anderen
3Koagulation (lateinisch coagulatio  die Zusammenballung) beschreibt das Vergröbern feiner
Teilchen und damit das Aufheben von fein verteilten Zuständen
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beeinflussen mögliche Innenquellen dieses Verhältnis. Die wichtigsten sind hier-
bei Zigarettenrauch (mit Abstand die wichtigste), Gasherd, Holzofen/kamin und
Abstauben bzw. Staubsaugen. In Haushalten mit natürlicher Ventilation und oh-
ne Zigarettenrauch liegen die innen/außen Verhältnisse im Schnitt bei ca. 1, bei
Haushalten mit Zigarettenrauch wesentlich höher.
Dennoch ist für den Feinstaub innerhalb des Hauses der Feinstaub von außen
die wichtigste Quelle, neben dem Zigarettenrauch. Oezkaynak u. a. (1996) konnten
zeigen, dass der Außenfeinstaub in Häusern ohne Zigarettenrauch ca. 75 % des
PM2.5 und ca. 66 % des PM10 innen ausmacht. In Haushalten mit Zigarettenrauch
liegen diese Werte noch bei 5560 %. Zusätzlich spielt die menschliche Aktivität
eine Rolle. Viel Bewegung im Haus bedeutet, dass bereits niedergefallene Partikel
aufgewirbelt werden und somit zusätzlich in der Luft als Schadstoffe vorhanden
sind.
Im Endeffekt ist bei allen Studien aber die persönliche Schadstoffbelastung je-
der Person von Interesse. Daher gilt es gut vorhersagbare Beziehungen zwischen
dem Außen /Innenfeinstaub und der persönlichen Exposition herzustellen. Ge-
nerell scheint eine recht starke Korrelation zwischen dem Außenfeinstaub und der
persönlichen Exposition zu bestehen. Janssen u. a. (1998) finden bei dayto-day
Studien eine Korrelation von 0.71, welche wesentlich besser ist als die bei Quer-
schnittsstudien. Wilson u. Spengler (1996) konnten feststellen, dass die Beziehung
zwischen der an Außenstellen gemessenen Feinstaubbelastung und der persönli-
chen Exposition umso besser ist, je feiner die Partikel sind. Jedoch müssen indi-
viduelle Charakteristika wie zum Beispiel Rauchen und Wohnort an einer stark
befahrenen Strasse berücksichtigt werden. So erklärt ein Wohnort an einer großen
Strasse und die Zeit, die im Verkehr verbracht wird laut Janssen u. a. (1998) ca.
75 % der Varianz zwischen der persönlichen Belastung und der an Außenstellen
gemessenen. Zudem scheint die persönliche Exposition zu PM10 generell höher
zu sein als die außen bzw. innen vorherrschenden PM10 Konzentrationen. Dies
könnte gemäß Oezkaynak u. a. (1996) auf die sogenannte persönliche Wolke zu-
rückzuführen sein, welche zum Beispiel aufgewirbelte Partikel von Außenquellen
und Partikel an der Kleidung beinhaltet. Eine genauere Analyse der Beziehung
zwischen an Außenstellen gemessenem Feinstaub und der persönlichen Belastung
wird in Kapitel 3 durchgeführt.
Für die anderen Luftschadstoffe wird keine ausführliche Beschreibung gegeben,
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da sich diese Arbeit im Folgenden hauptsächlich am Feinstaub orientieren wird.
Es sei jedoch gesagt, dass sich die Bioaerosole und Allergene sehr ähnlich zum
Feinstaub verhalten, da sie generell die gleichen Eigenschaften besitzen, jedoch
lebende Organismen enthalten. Stickstoffdioxid weist eine recht große räumliche
Variation auf, abhängig von der photochemischen Aktivität. Die persönliche Expo-
sition ist besser mit der innerhäuslichen Konzentration korreliert, wobei Gasöfen
die größte Quelle im Haus darstellen. Zu guter Letzt sind bei Ozon (Gruppe der
photochemischen Schadstoffe) die innerhäuslichen Werte signifikant geringer als
die Außenwerte. Dies legt die Einbeziehung individueller Verhaltensweisen bei der
Berechnung der persönlichen Exposition nahe.
3 Beziehung zwischen Außen /Innen und
persönlicher Feinstaubbelastung
Wie im vorherigen Kapitel geschrieben, wird Feinstaub oft an Außenstationen ge-
messen. Diesbezüglich wurden bereits in vielen europäischen und amerikanischen
Städten Außenmessstellen installiert. Kann nun eine vorhersagbare Beziehung zwi-
schen diesen Messstellen und der persönlichen Belastung hergestellt werden, kann
auf sehr einfache und kostengünstige Weise die persönliche Exposition ermittelt
werden. Denn letztendlich ist in den meisten Studien die persönliche Belastung
von Interesse, da diese als potentielle Dosis in den Körper aufgenommen wird und
Krankheiten auslöst. Das folgende Kapitel analysiert die Beziehung zwischen dem
Feinstaub außerhalb des Hauses, dem innerhalb der Wohnräume und der persön-
lichen Belastung und bezieht sich auf die Studie von Janssen u. a. (2005), wenn
nichts anderes angegeben wird.
3.1 Studiendesign und Daten
Die zugrunde liegenden Daten wurden zwischen 1998 und 1999 in Amsterdam
und Helsinki erhoben. Über den Zeitraum eines halben Jahres wurde bei 84 nicht
rauchenden Studienteilnehmern alle zwei Wochen eine 24 Stunden dauernde per-
sönliche Messung des Feinstaubs und seiner Bestandteile durchgeführt. Zudem
wurde bei jedem Teilnehmer die Feinstaubbelastung im Wohnzimmer an Messge-
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räten aufgezeichnet, die in einem Meter Höhe installiert wurden. Hinzu kommen
tägliche Messungen des Feinstaubs an fixen Außenstellen, die das städtische Hin-
tergrundniveau widerspiegeln. Die Messgeräte waren der Art, dass nicht nur PM2.5
gemessen, sondern ebenso die einzelnen chemischen Elemente identifiziert werden
konnten. Des Weiteren wurde mit Hilfe der Reflexion von den Teilchen der Ab-
sorptionsgrad der PM2.5Filter untersucht, welcher als Marker für Dieselabgase
dient.
Janssen u. a. (2005) empfiehlt für derartige Studien generell ein longitudinales
Design. Denn nur eine solche Herangehensweise liefert die für Zeitreihenanaly-
sen relevanten Korrelationen zwischen den Messwerten an Außenstellen und der
persönlichen Belastung. Bei Querschnittsdaten werden im Allgemeinen geringere
Korrelationen festgestellt. Zudem wird ein größeres Verhältnis von persönlicher
Feinstaubexposition zu Außenkonzentrationen beobachtet.
Um verstehen und analysieren zu können wie sich der Feinstaub in der Außen
und Innenluft sowie der persönlichen Belastung zusammensetzt, wurden die einzel-
nen Elemente des Feinstaubs betrachtet. Von größerem Interesse ist dabei unter
anderem Schwefel (S), da dieser kaum häusliche Quellen besitzt und daher die
Schwefelpartikel stets von außen kommen, egal wo sie gemessen wurden. Genau-
so wie Zink (Zn) und Eisen (Fe) zählt Schwefel eher zu den kleinen und leichten
Teilchen. Bei diesen wird vermutet, dass sie schnell und einfach von außen in den
innerhäuslichen Bereich eindringen und somit auch die persönliche Belastung sehr
ähnlich zu den an Außenstellen gemessenen Werten ist. Bei schwereren Partikeln
wie Kalium (K), Calcium (Ca), Kupfer (Cu), Silizium (Si) und Chlor (Cl) ist die
Vermutung, dass sich diese eher langsamer verteilen und nicht so weit von den
Quellen (auch einige Innenquellen) entfernen. Somit fällt die Korrelation zwischen
der in der Außenluft gemessenen Konzentration und der persönlichen Belastung
geringer aus.
3.2 Ergebnisse
Tabelle 1 gibt einen ersten Überblick über die Daten. Dort sind die Mediane von
PM2.5, der Absorptionsrate und der einzelnen Elemente getrennt für beide Städte
abgetragen. PM2.5 wird standardmäßig in µg/m3 gemessen, die Absorptionsrate
in m−1× 10−5 und die Elemente in ng/m3. Man kann erkennen, dass die Werte für
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Amsterdam Helsinki
persönlich innen außen persönlich innen außen
PM2.5 14.5 14.1 15.7 9.4 9.8 11.4
Abs 1.4 1.5 1.6 1.3 1.4 1.9
S 912.3 1100.6 1299.9 605.3 811.6 1435.7
Zn 13.2 15.7 18.3 11.7 12.4 18.6
Fe 57.0 58.5 71.3 41.6 42.5 79.2
K 87.4 95.3 70.3 103.1 105.2 93.9
Ca 72.9 65.9 40.2 68.5 45.3 36.4
Cu 5.4 8.1 2.5 4.3 5.5 1.8
Si 29.7 55.2 13.7 79.5 74.8 93.9
Cl 40.8 59.2 72.7 9.8 31.9 44.2
Tabelle 1: Mediane von PM2.5, der Absorptionsrate und der Elemente
beide Städte sehr ähnlich sind. Natürlich gibt es eine gewisse Variation, dennoch
scheint die Feinstaubbelastung in entwickelten europäischen Großstädten ähnliche
Ausmaße anzunehmen. Für PM2.5, die Absorptionsrate und die leichteren Elemen-
te liegt die Exposition außen oberhalb der persönlichen. Entsprechend nimmt das
Verhältnis der persönlichen Exposition zur Exposition außen Werte kleiner als
Eins an. Für die schwereren Partikel mit verhältnismäßig vielen innerhäuslichen
Quellen liegt die persönliche Belastung meist über der Belastung außen mit der
Ausnahme von Chlor. Daher sind die Verhältnisse persönlich/außen größer als
Eins. Auch bei den Verhältnissen sind beide Städte kaum verschieden. Helsinki
weist jedoch tendenziell etwas geringere Quotienten auf.
Für das Verhältnis innen/außen stellen sich fast die gleichen Ergebnisse ein wie
für persönlich/außen. Interessant ist hingegen, dass die Verhältnisse persönlich/in-
nen alle samt näher an Eins liegen. Dies ist vermutlich darauf zurückzuführen, dass
die Menschen einen größeren Teil ihrer Zeit innen verbringen und nur einen Bruch-
teil außen. Janssen u. a. (2005, Seite 876) gaben an, dass die Studienteilnehmer
insgesamt 88 % der Zeit in geschlossenen Räumen verbrachten. Daher gleicht sich
dann die persönliche Belastung stark an die im Haus an.
Von großem Interesse ist aber natürlich auch die Korrelation zwischen den ver-
schiedenen Messstellen (persönlich/innen/außen). Daher werden die Mediane der
SpearmanKorrelation in Tabelle 2 zusammengefasst. Wie man erkennen kann,
sind die Korrelationen persönlich/außen, innen/außen und persönlich/innen für
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Amsterdam Helsinki
persönlich/ innen/ persönlich/ persönlich/ innen/ persönlich/
außen außen innen außen außen innen
PM2.5 0.76 0.79 0.84 0.74 0.80 0.90
Abs 0.91 0.94 0.94 0.89 0.89 0.90
S 0.96 0.96 1.00 0.90 0.90 0.95
Zn 0.89 0.94 0.93 0.70 0.77 0.86
Fe 0.71 0.89 0.80 0.70 0.70 0.71
K 0.70 0.77 0.86 0.55 0.70 0.90
Ca 0.52 0.60 0.64 0.30 0.60 0.70
Cu 0.27 0.21 0.67 0.25 0.10 0.57
Si 0.36 0.26 0.49 0.70 0.71 0.89
Cl 0.52 0.60 0.81 0.30 0.30 0.80
Tabelle 2: Median der Korrelationen für Exposition persönlich/außen/innen
PM2.5, die Absorptionsrate und die leichten Elemente in beiden Städten sehr hoch
mit Werten zwischen 0.7 (für Fe) und 1.0 (für S). Dies deutet daraufhin, dass
sich diese Partikel in der Luft gut durchmischen und gleichmäßig verteilen. Somit
ist die persönliche Exposition annähernd gleich, egal ob sich der Studienteilneh-
mer innerhalb oder außerhalb des Hauses aufgehalten hat. Bei den schwereren
Partikeln waren vor allem die Korrelationen persönlich/außen und innen/außen
deutlich geringer als bei den leichteren und auch geringer als die Korrelationen
persönlich/innen. Dies liegt an der verhältnismäßig großen Zahl an Innenquellen
und der langen im Haus verbrachten Zeit.
Um einen Eindruck für den unabhängigen Einfluss der Konzentration in der
Außen bzw. Innenluft auf die persönliche Exposition zu bekommen, haben Jans-
sen u. a. (2005) folgendes Regressionsmodell geschätzt
Xpersönlich, it = α0 + α1Xaussen, t + α2Xinnen, it + uit .
Die Ergebnisse sind in Tabelle 3 zusammengefasst. Dabei bezeichnet Amsterdam
1 die Situation, wenn alle Daten aus Amsterdam benutzt wurden und Amsterdam
2 die Situation, wenn alle Daten ausgeschlossen wurden, bei welchen Studienteil-
nehmer Zigarettenrauch ausgesetzt waren. Die Signifikanzen werden mit Sternen
angedeutet (* für p < 0.10, ** für p < 0.05, *** für p < 0.01).
Es fällt auf, dass die Schätzer der Konzentration in der Innenluft stets signifi-
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Amsterdam 1 Amsterdam 2 Helsinki
αˆ1 αˆ2 αˆ1 αˆ2 αˆ1 αˆ2
PM2.5 0.13* 0.54*** 0.06*** 0.81*** -0.02 0.97***
Abs 0.07 1.04*** 0.25*** 0.77*** 0.06** 0.98***
S 0.18*** 0.59*** 0.24*** 0.51*** 0.05** 0.66***
Zn 0.27*** 0.39*** 0.31*** 0.35*** 0.09*** 0.81***
Fe 0.07 0.78** 0.04 0.81*** 0.04 0.90***
K -0.29 0.87*** 0.15** 0.62*** 0.17*** 0.57***
Ca 0.23 0.78*** 0.22 0.77** 0.23*** 0.84***
Cu 0.06 0.56*** 0.06 0.57*** -0.12 0.79***
Si -0.22 1.17*** 0.03 0.81*** 0.15*** 0.44***
Cl -0.03 0.95*** 0.01 0.97*** -0.01 0.37***
Tabelle 3: Ergebnisse der Regression der persönlichen Exposition
kant sind. Auch dies ist wieder darauf zurückzuführen, dass die Studienteilnehmer
den Großteil ihrer Zeit im Haus verbrachten. Auf den ersten Blick kontraintuitiv
scheint, dass die Schätzer zur Außenluft nur für einige Elemente signifikant sind.
Jedoch muss man sich klar machen, dass hier nur der direkte Einfluss der Außen-
luft auf die persönliche Exposition gemessen wird. Nicht berücksichtigt wird in
diesem Modell der Einfluss, den die Außenluft auf die Innenluft hat und somit in-
direkt auf die persönliche Exposition. Dennoch hat auch die Außenluft bei PM2.5,
der Absorptionsrate und den Elementen S, Zn und K (in Helsinki zusätzlich Ca
und Si) einen signifikanten direkten Einfluss auf die persönliche Belastung.
Auch zahlenmäßig sind die Ergebnisse relativ hoch. Zum Beispiel führt ein An-
stieg der PM2.5Konzentration der Innenluft um 10 µg/m3 in Helsinki zu einem
Anstieg der persönlichen Exposition um 9.7 µg/m3. In diesem Fall wird also bei-
nahe der gesamte Anstieg in die persönliche Belastung aufgenommen.
In der Studie von Janssen u. a. (2005) konnten teilweise sehr hohe Korrelationen
zwischen der persönlichen Exposition und den an Außenstellen gemessenen Wer-
ten bzw. der Messungen im Haus festgestellt werden. Des Weiteren können mit
Hilfe der Außen und Innenmesswerte im Rahmen eines einfachen Regressionsmo-
dells gute Schätzungen für die persönliche Belastung durchgeführt werden. Dies
hat zur Folge, dass selbst dann aussagekräftige Ergebnisse in Studien erzielt wer-
den können, wenn lediglich Feinstaubmessungen von Außenmessstellen vorhanden
sind. Zusätzlich sind die Ergebnisse für beide Städte sehr ähnlich, was bedeutet,
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dass die Resultate für westliche Städte bzw. Regionen gleichermaßen angewen-
det werden können. Dennoch muss immer berücksichtigt werden, dass Messfehler
auftreten können. Daher wird das folgende Kapitel klären welche Arten von Mess-
fehlern existieren und wie sich diese auf die Modelle und Ergebnisse auswirken.
4 Klassischer und BerksonMessfehler
Nachdem geklärt ist, welche Luftschadstoffe es gibt und wie diese gemessen wer-
den können, wird nun genauer auf die Messfehlerproblematik eingegangen. Nicht
nur solche Geräte wie in der Studie aus Kapitel 3 erzeugen einen Messfehler. Auch
entstehen Fehler auf Grund von Variabilität zwischen zum Beispiel Orten, Labora-
torien oder Personen. Wie in Kapitel 2.2.1 geschrieben, kann man die Messfehler
in zwei Gruppen aufteilen, den klassischen und den Berksonfehler. Die richtige
Einstufung eines Fehlers ist wichtig, um die Auswirkungen wie einen Bias richtig
beurteilen bzw. behandeln zu können, da Methoden zur Korrektur solcher Fehler,
Modelle für den Fehler selbst benötigen. Das folgende Kapitel stützt sich dabei
hauptsächlich auf Heid u. a. (2004), so weit nichts anderes angegeben wird.
4.1 Definition der Fehler
Beschreibe X wieder den wahren Wert und W den gemessenen Wert. U bezeich-
ne einen normalverteilten Messfehler mit Erwartungswert von Null, E(Ui) = 0,
und einer homoskedastischen Varianz σ2U . Dann gilt für den additiven klassischen
Messfehler
Wi = Xi + Ui , (1)
wobei Unabhängigkeit zwischen Xi und Ui unterstellt wird. Allgemein tritt ein
klassischer Messfehler auf, wenn eine Menge von einem bestimmten Gerät gemes-
sen wird und wiederholte Messungen um den wahren Wert schwanken. Dies kann
in Gleichung (1) gesehen werden, denn der gemessene Wert ist gleich dem wahren
Wert plus einem Messfehler mit Erwartungswert Null.
Im Gegensatz zum klassischen Messfehler gilt für den additiven Berksonfehler
Xi = Wi + Ui , (2)
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wobei Unabhängigkeit zwischen Wi und Ui unterstellt wird. Generell wird von
einem Berksonfehler ausgegangen, wenn ein Gruppendurchschnitt jedem Indivi-
duum zugeordnet wird, zu welchem die Charakteristika der Gruppe passen. Glei-
chung (2) macht dies deutlich, denn dort ist der wahre Wert gleich dem (für eine
Gruppe) gemessenen Wert plus einem Fehlerterm.
Ganz analog zu den beiden additiven Fällen kann jeweils auch ein multiplikativer
Fehler angegeben werden. Dieser weist eine andere Struktur auf als der additive
Fehler, kann aber mit einer logTransformation leicht in einen additiven Fehler
auf der logSkala überführt werden. Es gilt
Wi = XiUi
⇔ log(Wi) = log(Xi) + log(Ui) .
Nach dieser Transformation kann dann der multiplikative Fehler wie ein additiver
Fehler behandelt werden.
Heid u. a. (2004) beschreiben insgesamt drei Situationen, in welchen sie den klas-
sischen Fehler und zwei, in welchen sie den Berksonfehler annehmen (Heid u. a.,
2004, Seite 371). Erster Fall für den klassischen Fehler liegt vor, wenn wieder-
holte Messungen verschiedene Werte liefern und um den wahren Wert variieren.
Annahme hierbei ist, dass keine anderen Fehler existieren. Die zweite Situation,
in der ein klassischer Messfehler angenommen wird, tritt ein, wenn eine Messung
als Ersatz bzw. Vertretung für den Durchschnitt genommen wird. Letzter Fall für
den klassischen Fehler ist erfüllt, wenn Unsicherheit in der Schätzung eines Kor-
rekturfaktors vorliegt, d.h. wenn Wiederholungen der Beobachtungen mit anderen
Teilnehmern andere Korrekturfaktoren ergeben. Die eine Situation eines Berkson-
fehlers ist erfüllt, wenn eine Messung für eine Gruppe jedem Individuum dieser
Gruppe zugeordnet wird, auch wenn sich die individuellen Werte unterscheiden.
Der andere Fall eines Berksonfehlers tritt ein, wenn ein Korrekturfaktor, der für
eine Gruppe von Individuen mit bestimmten Charakteristika berechnet wurde, für
alle Individuen dieser Gruppe angenommen wird.
Jede Zuordnung zu einem bestimmten Fehlertyp unterliegt natürlich einer ge-
wissen Unsicherheit. Dennoch können obige Situationen als Richtlinien gesehen
werden, die eine sinnvoll erscheinende Einteilung ermöglichen. Eine genaue Klas-
sifikation der Fehler ist notwendig, um ihre Auswirkung auf die Modelle bzw.
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Ergebnisse analysieren zu können. Dies wird im folgenden Abschnitt betrachtet.
4.2 Auswirkungen der Fehler
Bei Untersuchungen der Auswirkungen von Messfehlern liegt das Hauptaugenmerk
auf einem möglichen Bias. Bei annähernd jeder Studie ist der geschätzte Zusam-
menhang zwischen Variablen von Interesse, in epidemiologischen Untersuchungen
meist der Effekt von Exposition auf die Gesundheit. Daher ist es wichtig, dass
dieser Effekt korrekt geschätzt wird und keine Verzerrung aufweist. Liegt jedoch
ein klassischer additiver Messfehler wie in Gleichung (1) vor, wird sich ein Bias
einstellen. Für den Fall der einfachen linearen Regression gilt (Carroll u. a., 2006,
Seite 43)
Yi = β0 + β1X + vi
⇔ Yi = β0 + β1Wi + [β1(Xi −Wi) + vi]
⇒ βˆ1 p−→ σ
2
X
σ2X + σ
2
U
β1 . (3)
Wird der Messfehler im Modell nicht berücksichtigt, wird sich ein Bias Richtung
Null ergeben, d.h. der Effekt wird kleiner geschätzt als er in Wirklichkeit ist. Dies
ist in (3) ersichtlich, da der Term vor β1 immer kleiner oder gleich 1 ist.
Anders ist der Sachverhalt, wenn ein additiver Berksonfehler vorliegt. Hier gilt
(Carroll u. a., 2006, Seite 28)
E(Xi|Wi) = Wi
Var(Xi) = Var(Wi) + Var(Ui) ,
und damit auch
Var(Xi) > Var(Wi) . (4)
Der bedingte Erwartungswert von X entspricht also dem gemessenen Wert W .
Wird in den Modellen W statt X verwendet, so entsteht kein Bias in den Schätz-
werten. Die Effektschätzer mit additivem Berksonfehler sind mit denen im Fall
ohne Messfehler identisch. Dennoch darf auch ein additiver Berksonfehler nicht
vernachlässigt werden. Denn wie in (4) ersichtlich, ist die Varianz von X größer,
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Abbildung 3: Messfehler und ihre Wirkung
die Konfidenzintervalle werden entsprechend breiter geschätzt.
Abbildung 3 (Heid u. a., 2004, Seite 374) zeigt auf recht einfache Weise, wie die
verschiedenen Messfehler auf die Schätzung wirken. Als Referenz dient der Fall
des additiven Berksonfehlers, da dieser keine Verzerrung aufweist. Gemäß Heid
u. a. (2004) verstärkt der multiplikative Berksonfehler die Schätzung geringfügig,
wenn er überhaupt einen Einfluss auf die Schätzung hat. Wie oben beschrieben
wirkt der additive klassische Messfehler dämpfend auf den Effektschätzer. Im Fall
des multiplikativen klassischen Messfehlers wird sogar die Krümmung der Kurve
verfälscht. Daher ist es in den meisten Situationen sinnvoll den multiplikativen
Messfehler durch eine logTransformation in einen additiven umzuwandeln.
Nachdem geklärt ist, welche Typen von Messfehler existieren und welche Aus-
wirkungen diese haben, werden nun Methoden vorgestellt, welche Messfehler im
Modell berücksichtigen und behandeln können. Kapitel 5 beschäftigt sich mit dem
Verfahren der Regression Calibration, welches in Kapitel 6 dann mit Maximum
Likelihood und Multiple Imputation verglichen wird.
5 Regression Calibration
Im Folgenden wird das Konzept der Regression Calibration vorgestellt. Die Aus-
führungen beziehen sich dabei auf Carroll u. a. (2006, Kapitel 4), soweit nichts
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anderes angegeben wird. Y bezeichne wieder die abhängige Variable, X den wah-
ren Wert, W den gemessenen Wert, bzw. das Surrogat für X und Z einen Vektor
mit weiteren erklärenden Variablen. Des Weiteren wird zunächst lediglich der Fall
eines klassischen additiven Messfehlers betrachtet.
5.1 Algorithmus
Der Regression Calibration Algorithmus ist intuitiv gut verständlich und läuft
prinzipiell in drei Schritten ab. Zuerst wird eine Regression von X auf (W,Z)
durchgeführt, also der bedingte Erwartungswert E(X|Z,W ) gebildet. Als nächs-
tes wird im ursprünglichen Modell für Y die Variable X durch die Schätzung von
X ersetzt und die Analyse von Y dann wie gewohnt durchgeführt. Als letztes müs-
sen die resultierenden Standardfehler mit der BootstrapMethode oder anderen
asymptotischen Verfahren geschätzt bzw. korrigiert werden.
Regression Calibration stellt ein working model für die beobachteten Daten dar.
Also gilt im Allgemeinen, dass die Schätzung nicht dem Erwartungswert der beob-
achteten Daten entspricht. Jedoch ist gerade bei linearen Modellen der Unterschied
oft nur sehr gering.
5.2 Beispiel einfache lineare Regression
Um das Prinzip der Regression Calibration leichter nachvollziehbar zu gestalten,
ist es sinnvoll ein Beispiel mit einer einfachen linearen Regression zu betrachten
(Shifa, 2009, Seiten 4446). Das ursprüngliche Modell für Y lautet
Y = β0 + β1X +  . (5)
Nun wird gemäß dem Algorithmus die wahre Variable X in Abhängigkeit von der
gemessenen Variable W modelliert
X = α0 + α1W + u . (6)
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Setzt man Gleichung (6) in Gleichung (5) ein, erhält man das Modell von Y in
Abhängigkeit von W
Y = (β0 + α0β1) + α1β1W + (+ β1u) , (7)
oder vereinfacht
Y = δ0 + δ1W + v . (8)
Der interessierende Parameter ist β1 aus Gleichung (5), da dieser den Effekt
von X auf Y misst. Gleichung (7) entspricht dem naiven Modell, d.h. dem Modell
wenn in Gleichung (5) fälschlicherweise W statt X verwendet wird. Man kann
sehen, dass im Allgemeinen für α1 6= 1 gilt
δ1 6= β1
und das naive Modell eine Verzerrung des Parameters verursacht. Daher ist der
Ansatz der Regression Calibration von Vorteil. Denn nun können die geschätzten
Parameter aus Gleichung (7) bzw. (8) durch die Parameter aus Gleichung (6)
geteilt werden, da die beiden Modelle (6) und (7) im Gegensatz zu Modell (5)
geschätzt und berechnet werden können. Somit ergibt sich also die Beziehung
β1 = δ1/α1 oder exakt
βˆrc =
sxy
s2x
=
∑n
i=1
(
xˆi − xˆ
)
(yi − y)∑n
i=1
(
xˆi − xˆ
)2 = ∑ni=1(αˆ1wi − αˆ1w)(yi − y)∑n
i=1(αˆ1wi − αˆ1w)2
=
δˆ1
αˆ1
. (9)
In (9) wird βrc gemäß der Standardformel für Regressionskoeffizienten als Ver-
hältnis der Kovarianz von (X, Y ) und der Varianz vonX berechnet. Aus Gleichung
(5) und (7) kann man erkennen, dass gilt
β1X = α1β1W ⇒ X = α1W .
Somit können in (9) die nicht messbaren xˆi durch die messbaren αˆ1wi ersetzt
werden. Als nächster Schritt ist dann klar, dass sich βˆrc als δˆ1/αˆ1 ergibt und aus
den beobachteten Daten geschätzt werden kann.
Abbildung 4 vergleicht die Situationen bei einem klassischen additiven Messfeh-
ler, wenn der Messfehler ignoriert oder mit dem Regression CalibrationAnsatz
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Abbildung 4: Vergleich des Bias mit und ohne Regression Calibration
behandelt wird.4 Man kann erkennen, dass die naive Analyse einen Bias erzeugt.
Der wahre Wert liegt bei ca. -4.1, wohingegen der geschätzte Wert bei naiver
Herangehensweise bei ca. -1 liegt. Dieser Bias kann durch die Modellierung über
Regression Calibration vermieden werden. Jedoch besteht immer der TradeOff
zwischen einer Reduktion des Bias und einer größeren Streuung. Denn man kann
sehen, dass die Parameterschätzungen beim Regression CalibrationAnsatz eine
deutlich höhere Varianz aufweisen als die Schätzungen im naiven Modell.
Betrachtet man einen additiven BerksonMessfehler, d.h. X = W +U , so kann
man sehen, dass das naive Modell, also Gleichung (5) mitW statt X, keine Verzer-
rung verursacht, da wie oben beschrieben für einen Berksonfehler E(X|W,U) = W
gilt. Wird also X durch den bedingten Erwartungswert von X ersetzt, wird letzt-
endlich auch mit Regression Calibration das naive Modell geschätzt. Daher ent-
stehen in diesem Fall keine Verzerrungen.
4Graphik dem Beispiel von Carroll u. a. (2006, Seite 69) nachempfunden
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5.3 Schätzung der Parameter
5.3.1 Drei Möglichkeiten
Generell gibt es drei verschiedene Möglichkeiten, um die Parameter der Regression
Calibration zu schätzen. Der erste Ansatz kann verwendet werden, wenn interne
Validierungsdaten vorliegen, d.h. X für einen Teil der Daten exakt gemessen wer-
den konnte. Für den restlichen Datensatz können dann die Parameterschätzungen
leicht bestimmt werden. Diese Situation wird in den folgenden Kapiteln noch
genauer betrachtet. Dies ist der Idealfall, jedoch sind solche Studien gerade bei
epidemiologischen Themen oftmals sehr kostenintensiv und können nicht immer
im ausreichenden Umfang durchgeführt werden. Zudem kann eine derartige Situa-
tion oftmals mit dem Problem fehlender Daten gleichgesetzt werden. Hier könnten
entsprechende Techniken für fehlende Daten wie Multiple Imputation einem Re-
gression CalibrationAnsatz vorgezogen werden. Diese Problematik wird genauer
in Kapitel 6 beschrieben, wenn die Methoden für Validierungsstudien miteinander
verglichen werden.
Der zweite Ansatz setzt voraus, dass ein sogenanntes unbiased instrument vor-
handen ist. Dies bedeutet, dass im Datensatz eine Variable T zur Verfügung steht,
die in einem gewissen Verhältnis zu X steht. Per Definition des Begriffs gilt dann,
dass die Regression von T auf (Z,W ) der Regression von X auf (Z,W ) entspricht.
Als dritte Möglichkeit existiert der Ansatz der Wiederholungsmessungen. Dieser
wird im Folgenden genauer dargestellt.
5.3.2 Wiederholungsmessungen
Zunächst wird nochmals kurz dargestellt wie der Regression Calibration Algorith-
mus abläuft. Dabei wird als erstes der bedingte Erwartungswert von X gebildet
E(X|Z,W) = mX(Z,W, γ) .
Die vorhergesagten Werte für X werden dann benutzt, um den bedingten Erwar-
tungswert von Y zu bilden
E(Y|Z,W) = mY(Z,mX(Z,W, γ),B) .
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Hierbei bezeichnen γ Parameter, die geschätzt werden müssen und B unbekannte
Parameter. Allgemein gilt weiter der klassische additive Messfehler
W = X + U mit U ∼ N (0,Σuu) .
Für die Verteilungen von X und Z gilt (Augustin u. a., 2008, Seite 260)(
Xi
Zi
)
iid∼ F
((
µx
µz
)
,
(
Σxx Σxz
Σzx Σzz
))
.
Um letztendlich zur besten linearen Approximation zu gelangen, müssen im Vor-
feld die verschiedenen Varianzmatrizen geschätzt werden. Dabei gilt, dass es ki
Messungen, also Wi1, . . . ,Wik, von Xi gibt. Mit Wi · wird der jeweilige Mittel-
wert der k Messungen für ein Xi bezeichnet.
Die Messfehlervarianz Σuu kann definiert werden, wenn sie bereits bekannt ist.
Jedoch ist die Varianz in den meisten Fällen nicht bekannt und muss aus den
Daten geschätzt werden. Sie ergibt sich zu
Σˆuu =
∑n
i=1
∑ki
j=1
(
Wij −Wi ·
) (
Wij −Wi ·
)t∑n
i=1(ki − 1)
. (10)
In Gleichung (10) ist zu erkennen, dass jeweils die quadratische Differenz zwi-
schen dem gemessenen Wert Wij und dem Mittelwert über die ki Messungen
Wi · gebildet und über die Anzahl der Beobachtungen und Anzahl der Wiederho-
lungsmessungen summiert wird. Als Korrekturfaktor ist nun nicht n− 1, sondern
auf Grund der Wiederholungsmessungen
∑n
i=1(ki − 1) zu berücksichtigen.
Die Mittelwerte für X, W und Z sind wie folgt definiert
µˆx = µˆw =
n∑
i=1
kiWi · /
n∑
i=1
ki ; µˆz = Z · .
Zudem wird ein Korrekturfaktor benötigt
ν =
n∑
i=1
ki −
n∑
i=1
k2i /
n∑
i=1
ki . (11)
Nun kann die Varianz von Z und die Kovarianz von X und Z standardmäßig
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bestimmt werden
Σˆzz = (n− 1)−1
n∑
i=1
(
Zi − Z ·
) (
Zi − Z ·
)t
, (12)
Σˆxz =
n∑
i=1
ki
(
Wi · − µˆw
) (
Zi − Z ·
)t
/ν . (13)
In Gleichung (12) kann man sehen, dass die StandardFormel für die Varianz-
schätzung verwendet wurde. Auch in Gleichung (13) wurde die normale Formel
verwendet, jedoch müssen die wiederholten Messungen mit ki berücksichtigt wer-
den. Zudem ist der Korrekturfaktor nicht n−1 sondern ν. Betrachtet man Formel
(11) genauer, ist zu erkennen, dass für ki = 1 sofort ν = n − 1 folgt, also der
Standardfall eintritt, falls keine Wiederholungsmessungen vorliegen.
Für den klassischen additiven Messfehler gilt wie in Kapitel 4.2 beschrieben
E(Wi|Xi) = E(Xi) und Var(Wi) = Var(Xi)+Var(Ui). Daher muss für die Varianz
von X gelten: Var(Xi) = Var(Wi) − Var(Ui). Wird dies berücksichtigt, ist die
Formel für die geschätzte Varianz von X verständlich
Σˆxx =
1
ν
{
n∑
i=i
ki
(
Wi · − µˆw
) (
Wi · − µˆw
)t}− n− 1
ν
Σˆuu . (14)
Gleichung (14) besteht eben aus diesen zwei Bestandteilen. Der Minuend be-
schreibt die geschätzte Varianz von W , wieder korrigiert um ki und ν. Der Sub-
trahend repräsentiert die geschätzte Messfehlervarianz, welche ebenfalls mit einem
weiteren Korrekturfaktor für die Wiederholungsmessungen versehen ist.
Mit Hilfe all dieser geschätzten Mittelwerte und Varianzen kann dann die beste
lineare Approximation, bzw. die geschätzte Calibration function aufgestellt werden
E(Xi|Zi,Wi) ≈ µˆw +
(
Σˆxx , Σˆxz
)(Σˆxx + Σˆuu/ki Σˆxz
Σˆtxz Σˆzz
)−1(
Wi · − µˆw
Zi − Z ·
)
.
(15)
Zunächst ist zu beachten, dass es sich bei der Formel um eine Approximation
handelt. Sind die Variablen gaussianisch verteilt, so beschreibt Gleichung (15)
den exakten bedingten Erwartungswert. Dies ist jedoch im Allgemeinen nicht der
Fall. Insgesamt besteht Gleichung (15) aus vier logischen Teilen. Der erste Sum-
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mand ist der geschätzte Mittelwert vonW . Der erste Teil des zweiten Summanden
beschreibt die Varianz von X und die Kovarianz von X und Z. Dieser muss durch
den zweiten Teil dividiert werden. Er beschreibt die Varianz, Kovarianzstruktur
von X und Z addiert mit der Messfehlervarianz, welche wieder um den Faktor
ki korrigiert werden muss. Zuletzt bezeichnet der dritte Teil die Differenz der be-
obachteten Werte vom Mittelwert, wobei in Variable W die Differenzen über die
Mittelwerte der k verschiedenen Messungen Wi · und dem gesamten Mittelwert
µˆw gebildet werden.
Liegen also Wiederholungsmessungen vor oder kann man in der Studie wieder-
holte Messungen durchführen, so lassen sich die Parameter mit Gleichung (15)
schätzen. Jedoch gilt dies nur unter der Annahme eines klassischen additiven
Messfehlers. Im Fall eines multiplikativen Messfehlers gibt es zwei mögliche Alter-
nativen, um eine Lösung zu erhalten. Zum Einen kann der multiplikative Fehler
mit einer logTransformation in einen additiven verwandelt werden. Zum Ande-
ren kann die Regression Calibration aber auch angepasst werden, um sie direkt
für multiplikative Fehler anwenden zu können, falls eine logTransformation der
Daten nicht erwünscht ist oder nicht sinnvoll erscheint. Dies soll hier aber nicht
weiter ausgeführt werden. Ein detailliertes Vorgehen findet sich bei Carroll u. a.
(2006, Seiten 7279).
5.4 Anwendungsbereich
Regression Calibration findet in mehreren Bereichen Anwendung. Sehr oft wird sie
im Rahmen der linearen Regression verwendet. Dort können oben vorgestellte Mo-
delle benutzt werden. Aber auch die logistische Regression ist ein wichtiger Anwen-
dungsbereich. Allerdings muss die logistische Funktion mit der ProbitFunktion
approximiert werden, da die LogitFunktion in diesem Fall keine closedform so-
lution aufweist und analytisch nicht berechnet werden kann (Carroll u. a., 2006,
Seiten 9093). Als weitere Anwendungsbereiche der Regression Calibration lassen
sich die loglinear Mean Models, bzw. im Allgemeinen die generalisierten linearen
Modelle ausmachen.
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6 Vergleich Maximum Likelihood, Multiple
Imputation und Regression Calibration
Die in Kapitel 5 vorgestellte Regression Calibration (RC) ist natürlich nicht die
einzige Möglichkeit, um Messfehler in Modellen zu behandeln. Genauso kann die
Methode der Maximum Likelihood (ML) oder der Multiple Imputation (MI) be-
nutzt werden. Im Folgenden sollen alle drei Konzepte miteinander verglichen wer-
den. Die Ausführungen beziehen sich dabei auf Messer u. Natarajan (2008), soweit
nichts anderes angegeben wird.
6.1 Das Modell
Zur Analyse wird ein Modell der logistischen Regression betrachtet mit einer bi-
nären abhängigen (Krankheits)Variable Y . Diese hängt von der Exposition X
und weiteren Variablen Z ab. Das Modell für die logistische Regression lautet
standardmäßig
P (Y = 1|X,Z) = pi(Xβx + Zβz) ≡ exp(Xβx + Zβz)
1 + exp(Xβx + Zβz)
. (16)
Der Parameter von Interesse ist βx, da dieser das Risiko der Krankheit bei einer
gegebenen Exposition quantifiziert. Wie in den vorigen Kapiteln beschrieben kann
die Exposition X nicht immer beobachtet oder nur mit Fehler gemessen werden.
Daher wird das Surrogat W betrachtet. Für den Zusammenhang mit X wird eine
multiple lineare Regression angenommen
W = Xαx + Zαz + w mit w ∼ N(0, σ2wI) . (17)
Dabei bezeichnet w den Messfehler und α die jeweiligen Matrizen der Regressi-
onskoeffizienten.
Zumeist wird das Surrogat W dazu benutzt, um den unbeobachteten Wert der
Exposition X selbst vorherzusagen. Daher ist die bedingte Verteilung von X ge-
geben W von Interesse. Unter der Annahme einer multivariaten Normalverteilung
für X gilt, dass ebenso die bedingte Verteilung von X gegeben W einer multiva-
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riaten Normalverteilung folgt und somit für X gilt
X = Wγw + Zγz + x mit x ∼ N(0,Σx|w) . (18)
Die Parameter γ und Σx|w können dabei auch durch die Parameter α, σ2w und
Σs ausgedrückt werden. Man erhält die Informationen dieser Messfehlerparame-
ter aus der sogenannten Validierungsstudie. Eine Validierungsstudie ist eine Studie
mit geringerem Umfang als die Hauptstudie, bei welcher die Exposition X und das
Surrogat W beobachtet werden. Dabei unterscheidet man zwischen interner und
externer Validierungsstudie. Erstere besteht aus einer Teilstichprobe der Haupt-
studie mit den selben Personen und es werden die Variablen Y , X und W gemes-
sen. In der Hauptstudie werden hingegen immer nur Y und W beobachtet. Bei
einer externen Validierungsstudie benutzen die Validierungs und die Hauptstudie
unabhängige Stichproben mit zum Teil unterschiedlichen Teilnehmern. Dabei wird
in der Validierungsstudie X und W gemessen, in der Hauptstudie Y und W .
Im Folgenden werden die weiteren Variablen Z in der Notation nicht berück-
sichtigt, auch wenn sie eigentlich im Modell vorhanden sind. Dies dient der Über-
sichtlichkeit für die benutzten Formeln und Modelle.
6.2 Maximum Likelihood
Maximum Likelihood wird oft als StandardHerangehensweise für Messfehlerpro-
bleme gesehen. Theoretisch betrachtet ist sie die genaueste Methode und daher
gegenüber anderen Verfahren zu bevorzugen. Jedoch können starke Verzerrungen
auftreten, wenn die Verteilungsannahme für die Variablen und bedingten Vertei-
lungen falsch ist oder stark von der wahren Verteilung abweicht.
6.2.1 Likelihood für X beobachtet
Für den Fall, dass X beobachtet werden kann, ist Y unabhängig von dem Sur-
rogat W , es gilt also P (Y |X,W ) = P (Y |X). Weiter gilt demnach P (Y,X|W ) =
P (Y |X,W )P (X|W ) = P (Y |X)P (X|W ). Wird dies beachtet, ergibt sich die log
Likelihood für die gesamten Daten zu
l(β, γΣx|w;Y,X|W ) = l1(β;Y |X) + l2(γ,Σx|w;X|W ) . (19)
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Hierbei beschreibt l1 die normale Likelihood einer logistischen Regression, wenn
N = 1 gilt, also
l1(β;Y |X) = Y Xβ − log(1 + exp(Xβ)) . (20)
Analog bezeichnet l2 die Likelihood einer der Normalverteilung folgenden Regres-
sion mit N = 1, also
l2(γ,Σx|w;X|W ) = −1
2
(
log(det(Σx|w)) + (X −Wγw)t Σ−1x|w (X −Wγw)
)
.
(21)
6.2.2 Likelihood für X nicht beobachtet
Die Likelihood aus Kapitel 6.2.1 geht davon aus, dass die Exposition X beobach-
tet werden kann. Da aber von einem Design mit Haupt und Validierungsstudie
ausgegangen wird, ist X für den Großteil der Daten nicht beobachtbar. Daher
muss auch die Likelihood noch entsprechend erweitert werden.
Zunächst einmal kann die marginale Verteilung P (Y |W ) bestimmt werden. Die-
se lässt sich berechnen, indem in der gemeinsamen Wahrscheinlichkeitsverteilung
P (Y,X|W ) über die unbeobachteten X integriert wird
P (Y |W ; β, γ,Σx|w) =
∫
P (Y |x; β)P (x|W ; γ,Σx|w)dx . (22)
Gleichung (22) ist zugleich aber auch die Likelihood des Modells, welches sich
ergibt, wenn Gleichung (18) in (16) eingesetzt wird
P (Y = 1|W, x; β, γ) = pi ((Wγ)β + xβ) ,
da X gemäß Gleichung (18) von W , γ und x abhängt. Zur Vereinfachung wird
im Folgenden u = xβ gesetzt. Somit kann die logLikelihood geschrieben werden
als
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l3(β, γ,Σx|w;Y |W ) =
= log
(
(βtΣx|wβ)−
1
2
∫
exp((Wγβ + u)Y )
1 + exp(Wγβ + u)
exp
(
−1
2
ut(βtΣx|wβ)−1u
)
du
)
.
(23)
Gleichung (23) beschreibt also die Likelihood für den Fall, dass X nicht beobacht-
bar ist.
6.2.3 Likelihood für gesamte Stichprobe
Für die gesamte Stichprobe ergibt sich die logLikelihood als Summe über die
beiden logLikelihoods (19) und (23)
l(β, γ,Σx|w) =∑
i∈ validation
(
l1(β;Yi|Xi) + l2(γ,Σx|w;Xi|Wi)
)
+
∑
i∈main
l3(β, γ,Σx|w;Yi|Wi) . (24)
Im linken Summanden wird die Likelihood aus der internen Validierungsstudie
zusammengefasst, wenn sowohl Y als auch X und W beobachtet werden können.
Hinzu kommt die Likelihood des rechten Summanden, welche die Likelihood der
Hauptstudie widerspiegelt. Dort ist X nicht beobachtbar. Liegt eine externe Va-
lidierungsstudie vor, fällt der Term l1 weg, da Y dort nicht beobachtet wird und
der Term l1 bei der Integration über das fehlende Y gleich Null wird.
Unter der Annahme, dass das Modell (24) korrekt ist, sind die Maximum Li-
kelihood Schätzer konsistent, annähernd normalverteilt und weisen den kleinsten
asymptotischen MSE auf. Daher setzen diese MLSchätzer für β den Goldstandard
für alle zum Vergleich herangezogenen Methoden.
Das Problem der MLMethode liegt jedoch darin, dass sie nicht in geschlossener
Form berechenbar ist. Daher müssen numerische Optimierungsverfahren herange-
zogen werden wie zum Beispiel der NewtonRaphsonAlgorithmus. Hinzu kommt,
dass das Integral in (23) jedes mal numerisch approximiert werden muss, wenn die
Likelihood berechnet wird. All dies kann bei größeren Stichproben zu längeren Re-
chenzeiten führen, weswegen im Folgenden noch zwei andere Methoden vorgestellt
werden.
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6.3 Regression Calibration
In Kapitel 5 wurde die Regression Calibration bereits vorgestellt. Das Hauptaugen-
merk wurde dabei auf die Schätzung der Parameter bei Wiederholungsmessungen
gelegt. Nun liegen aber Validierungsdaten vor und es soll die Likelihood betrach-
tet werden. Das generelle Vorgehen der Regression Calibration bleibt jedoch das
selbe.
Zunächst einmal muss mit Hilfe der Validierungsdaten die Likelihood des Mess-
modells (18) maximiert werden, um die Regressionsschätzer γˆ und Σˆx|w zu erhal-
ten. Dieser Schritt ist für interne wie für externe Validierungsdaten identisch∑
i∈ validation
l2
(
γ,Σx|w;Xi|Wi
)
.
Im zweiten Schritt werden diese geschätzten Parameter herangezogen, um den
bedingten Erwartungswert E(X|W ) zu bestimmen. Für alle Beobachtungen, bei
welchen X nicht beobachtet wurde, wird dann der geschätzte bedingte Erwar-
tungswert von X, Eˆ(X|W ) eingesetzt. Somit ergibt sich für die approximierte
Likelihood
lRC(β) =
∑
i∈ validation
l1 (β;Yi|Xi) +
∑
i∈main
l1
(
β;Yi|Eˆ(X|Wi)
)
. (25)
Man kann erkennen, dass die Likelihood (25) aus zwei Teilen besteht. Der linke
Teil beschreibt all die Beobachtungen aus der Validierungsstudie, für welche X
gemessen werden konnte. Hinzu kommt der rechte Teil, welcher alle Beobachtungen
der Hauptstudie einschließt, für welche X nicht beobachtet wurde und daher X
mit dem geschätzten bedingten Erwartungswert von X ersetzt werden musste. Des
Weiteren sind die Likelihoods l1 und l2 wie in Gleichung (20) bzw. (21) definiert.
Vergleicht man die Likelihood der Regression Calibration (25) mit der Like-
lihood der MaximumLikelihoodMethode (24), fallen zwei Problematiken auf.
Zum Einen werden bei der Regression Calibration die Informationen der Messfeh-
lerParameter γ und Σ ignoriert, die in der gemischten Verteilung l3 enthalten sind.
Zum Anderen wird der Term l3 durch die an der Stelle Eˆ(X|W ) ausgewertete lo-
gistische Likelihood l1 approximiert. Daher ist der RegressionCalibrationAnsatz
rechentechnisch einfacher als Maximum Likelihood. Jedoch führt dies dazu, dass
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die RCSchätzer asymptotisch weniger effizient sind als die entsprechenden ML
Schätzer.
Messer u. Natarajan (2008, Seiten 57) zeigen, dass die Schätzer der Regressi-
on Calibration auf Grund der ersten Problematik nur dann an Effizienz verlieren,
wenn der Term l3 tatsächlich zusätzliche Informationen über γ und Σ enthält. Dies
ist jedoch lediglich dann der Fall, wenn β
′
Σβ groß ist und nur in dieser Situati-
on sind Effizienzverluste der RCSchätzer zu erwarten. Ähnlich verhält es sich
mit der zweiten Problematik. Ist der Term βtΣx|wβ klein, liegt die RCLikelihood
(25) sehr nahe an der Likelihood (24). Die Schätzer werden in diesem Fall nume-
risch annähernd identisch sein. Dies kommt daher, dass der limitierende Faktor in
l3(Y |W ) in der Tat der Wert l1(Y |E(X|W )) ist für den Fall, dass βtΣx|wβ → 0
gilt. Ist βtΣx|wβ hingegen groß, kann es passieren, dass die RCSchätzer die falsche
Gleichung lösen und es ist mit größeren Abweichungen der Ergebnisse zu rechnen.
6.4 Multiple Imputation
Multiple Imputation ist ein Verfahren, um fehlende Daten in Stichproben zu be-
handeln. Wie der Name sagt, werden für jeden fehlenden Wert in m Iterationen
Werte geschätzt, welche die fehlenden wahren Werte bei der Analyse ersetzen.
Der Mittelwert der sich ergebenden m Parameterschätzer stellt dann den finalen
Schätzer dar. In einem Studiendesign mit Haupt und Validierungsstudie kann
Multiple Imputation also auch zur Behandlung von Messfehlern benutzt werden,
da die Werte für X nur in der Validierungsstudie gemessen wurden und in der
Hauptstudie fehlen. Somit tritt ein Problem von fehlenden Daten auf. Wichtig
dabei ist, dass die Daten zufällig fehlen (missing at random) und kein Muster auf-
weisen. Dies ist bei Validierungsstudien der Fall, wenn die Personen zufällig in die
Haupt oder Validierungsstudie gezogen werden. Weiter gilt, dass die Verteilung
X|Y,W,Z immer die gleiche ist, egal ob X gemessen werden konnte oder nicht.
Für den Fall einer externen Validierungsstudie kann diese bedingte Verteilung je-
doch nicht beobachtet werden und die Behauptung der zufällig fehlenden Werte
hängt mehr von a priori Modellannahmen ab.
Sowohl die zugeschriebenen Daten (imputed data) als auch die Parameterwer-
te werden mit Hilfe von MarkovChainMonteCarloVerfahren (MCMC) be-
stimmt. Das Ergebnis der MarkovKette bei jeder Iteration besteht dabei aus
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einem zufällig gezogenen Parametervektor (ParameterSchritt) und einem Vektor
der zugeschriebenen Daten (ImputationsSchritt). Beim Iterationsschritt (t − 1)
beschreiben (β, γ,Σx|w)(t−1) die aktuellen Parameter und X˜(Yi,Wi)(t−1) die ent-
sprechenden zugeschriebenen Daten für die i-te Beobachtung. Letztere hängen
dabei von den beobachteten Werten Yi und Wi ab. Im nächsten Schritt berechnet
die MarkovKette die Parameterschätzer (βˆ, γˆ, Σˆx|w)(t), indem die Likelihood der
vervollständigten Daten maximiert wird. Diese Likelihood ergibt sich bei internen
Validierungsdaten zu
lMI =
∑
i∈ validation
l1(β;Yi, Xi) + l2(γ,Σx|w;Xi,Wi)+
+
∑
i∈main
l1(β;Yi, X˜(Yi,Wi)
(t−1)) + l2(γ,Σx|w; X˜(Yi,Wi)(t−1),Wi) . (26)
Dabei sind l1 und l2 wieder wie in Gleichung (20) bzw. (21) definiert. Es fällt
auf, dass die Summe über die Validierungsdaten in Gleichung (26) mit der ent-
sprechenden Summe in Gleichung (24) identisch ist. Zudem ist in (26) die Summe
über die Hauptstudiendaten gleich der Summe über die Validierungsdaten mit
der Ausnahme, dass statt X die zugeschriebenen Daten X˜(Yi,Wi)(t−1) verwendet
werden.
Für den Imputationsschritt einer Hauptstudienbeobachtung wird dann die be-
dingte Verteilung der fehlendenXWerte gegeben Yi undWi benötigt, ausgewertet
an der Stelle (β, γ,Σx|w)(t). Die MarkovKette berechnet X˜(Yi,Wi)(t) als zufällige
Ziehung aus dieser bedingten Verteilung, welche proportional ist zu
f(x) =
exp(xβ(t)Yi)
1 + exp(xβ(t))
exp
(
−(1/2) (x−Wiγ(t))′ (Σ(t)x|w)−1 (x−Wiγ(t))) .
(27)
Diese Verteilung ist jedoch standardmäßig in keiner Software verfügbar. Daher
muss sie zumeist approximiert werden. Für genauere Details sei auf Messer u.
Natarajan (2008, Seiten 89) verwiesen.
Das Verfahren der Multiple Imputation mit Hilfe des MCMCVerfahrens be-
nutzt die Tatsache, dass die Ergebnisse der Markovkette, d.h. (β, γ,Σx|w, X˜)(t)
mit t = b + k, b + 2k, . . ., approximativ unabhängig identisch verteilte Ziehungen
einer limitierenden Verteilung sind. Dabei beschreibt b die Anzahl der Iterationen
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der MarkovKette und k die Anzahl der Iterationen der Kette zwischen den Im-
putationen, wobei beide Parameter relativ groß gewählt werden. Die limitierende
Verteilung für X˜(t) ist eben genau das Wahrscheinlichkeitsmodell aus Gleichung
(27), ausgewertet an den MLSchätzern.
Um dann die MISchätzer zu erhalten, werden m mit zugeschriebenen Daten
vervollständigte Datensätze abgespeichert, nachdem ausreichend viele Iterationen
durchgeführt wurden. Mit Hilfe von Gleichung (26) kann dann für jeden dieser
vervollständigten Datensätze der MaximumLikelihoodSchätzer βˆ(i) berechnet
werden. Diese können mit den gleichen Methoden ermittelt werden, die benutzt
würden, wenn alle Daten von Anfang an vorhanden gewesen wären. Der eigentliche
MISchätzer ergibt sich dann als Durchschnitt all dieser ImputationsSchätzer als
βˆMI =
1
m
m∑
i=1
βˆ(i) .
Auf den ersten Blick verwunderlich scheint dabei vielleicht, dass die Anzahl der
vervollständigten Datensätze m und damit die Anzahl der ImputationsSchätzer
meistens lediglich in dem Bereich zwischen 310 liegt. Dies ist auf das Rao
BlackwellTheorem zurückzuführen (Blackwell, 1947). Es muss beachtet werden,
dass die ImputationsVariabilität der βˆi klein ist, da nur der Teil von Iteration zu
Iteration variiert, welcher in den Daten auch tatsächlich fehlt. Formal kann man
schreiben
E
(
β(i)
)
= E
(
E
(
β(i)|X˜(i−1)
))
,
wobei das RaoBlackwellTheorem sicherstellt, dass gilt
Var
(
E
(
β(i)|X˜(i−1)
))
< Var
(
β(i)
)
.
Für weiterführende Erklärungen zu dieser Thematik bei Multiple Imputation sei
auf Schafer (1997) verwiesen.
Für externe Validierungsstudien kann der Ansatz so wie beschrieben nicht ein-
fach verwendet werden, da Y in der Validierungsstudie nicht beobachtet wurde.
Daher könnte man sich als Erweiterung für externe Validierungsdaten vorstellen
auch die fehlenden Y Werte mit Multiple Imputation zu schätzen. Die Likelihood
wäre dann die selbe wie in Gleichung (26) mit der Ausnahme, dass die Y Werte in
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der Summe über die Validierungsstudie durch die geschätzten Y˜ (Xi,Wi) ersetzt
werden müssten.
6.5 Simulation und Vergleich
Nachdem die drei Methoden Maximum Likelihood, Regression Calibration und
Multiple Imputation vorgestellt wurden, werden sie in einem nächsten Schritt
miteinander verglichen. Hierzu wird in Kapitel 6.5.1 kurz erläutert, welche Daten
benutzt bzw. wie sie simuliert wurden, um die Ergebnisse der drei Methoden dann
in Kapitel 6.5.2 zu analysieren und einander gegenüber zu stellen.
6.5.1 Vorgehen
Die Simulationen legen alle das vorgestellte Modell (16) zu Grunde. Dabei werden
zwei Expositionsvariablen X1 und X2 simuliert. Hinzu kommt eine Variable Z,
die ohne Fehler für alle Beobachtungen gemessen werden kann. Insgesamt wurden
1000 Datensätze mit je 500 Beobachtungen simuliert gemäß
Y |(X1, X2, Z) ∼ Bern(η) mit logit(η) = β0 + β1X1 + β2X2 + β3Z ,
wobei gilt (X1, X2, Z) ∼ N(0,Σ). Hinzu kommen dann die Surrogate W1 bzw.
W2 für die Expositionsvariabeln, welche entsprechend einem Fehlermodell wie in
Gleichung (17) simuliert wurden
W1|X1 ∼ N(α01 + α11X1, σ2w|x) ,
W2|X2 ∼ N(α02 + α12X2, σ2w|x) . (28)
Da die Methoden für die Situationen mit Validierungsdaten verglichen werden
sollten, wurden jeweils für die Hälfte der Beobachtungen die Werte für X1 und X2
gelöscht. Dieser Fall entspricht also internen Validierungsdaten, da Y ,X,W und Z
für die Validierungsstudie vorliegen und lediglich Y ,W und Z für die Hauptstudie.
Um den Fall einer externen Validierungsstudie zu simulieren, wurden dann für die
250 Beobachtungen der Validierungsstudie zusätzlich die Y Werte gelöscht. Auf
diesem Wege können beide Arten von Validierungsstudien erzeugt werden.
Natürlich sollen auch verschiedene Szenarien betrachtet werden, um den Ver-
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gleich für möglichst viele Situationen durchführen zu können. Dabei werden ver-
schiedene Annahmen an die Parameter getroffen. Zunächst einmal gilt für alle fünf
folgenden Modelle
α01 = α02 = 0 und α11 = α12 = 1 .
Somit ist sichergestellt, dass die Variablen W1 bzw. W2 unverzerrte Surrogate für
X1 bzw. X2 sind, da mit diesen Annahmen die Mittelwerte der Normalverteilung
aus (28) auf X1 bzw. X2 reduziert werden. Des Weiteren werden die unabhän-
gigen Variablen X1, X2 und Z so standardisiert, dass sie Mittelwert Null und
Varianz Eins besitzen. Zudem sind X2 und Z unabhängig, so dass sich stets ein
Korrelationskoeffizient ρ2z = 0 ergibt. Weiter wird in dem Modell β0 = −1 gesetzt.
In Modellen 14 gilt β1 = 1, in Modell 5 β1 = 3. Variiert wird außerdem
bei den Standardabweichungen der Messfehler σw|x. Modell 1, 2 und 5 besitzen
einen relativ hohen Messfehler mit σw|x = 3, Modell 3 und 4 einen geringeren mit
σw|x = 1. Weitere Unterschiede werden über die Korrelationen zwischenX1 undX2
bzw. zwischen X1 und Z erzeugt. Modell 1 und 3 werden mit einer Korrelation von
ρ12 = 0.2 bzw. ρ1z = 0.7 gerechnet, Modell 2, 4 und 5 umgekehrt mit Korrelationen
von ρ12 = 0.7 und ρ1z = 0.2. Tabelle 4 schafft einen kleinen Überblick über die
verschiedenen Modelle und deren Parametereigenschaften.
Modell β1 σw|x ρ12 ρ1z
1 1 3 0.2 0.7
2 1 3 0.7 0.2
3 1 1 0.2 0.7
4 1 1 0.7 0.2
5 3 3 0.7 0.2
Tabelle 4: Übersicht über die fünf verschiedenen Modelle und deren Parameter
Modell 5 gilt dabei als worst case scenario, da hier die extremsten Werte ange-
nommen wurden. Generell aber betonen Messer u. Natarajan (2008), dass die ge-
wählten Parameter für epidemiologische Studien realistisch seien und auch Modell
5 nicht komplett unrealistisch erscheint. Zudem sei es nützlich die verschiedenen
Methoden (ML, RC und MI) auch in einem worst case scenario zu untersuchen,
um feststellen zu können welche Methode unter den extremen Bedingungen die
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besten Ergebnisse liefert. Denn in Realität ist nie völlig klar, ob nicht ein solcher
Extremfall vorliegt oder nicht.
Der Vorteil von Simulationsstudien wie dieser ist es, dass die wahrenWerte eben-
falls vorhanden sind. Daher kann die Auswertung der Datensätze mit kompletten
Beobachtungen und Variablen als Goldstandard herangezogen werden. Alle un-
tersuchten Methoden, die zur Behandlung von Messfehlern oder fehlenden Daten
verwendet werden, müssen sich an diesem messen lassen.
6.5.2 Ergebnisse
Nachdem klar ist, wie die Daten erzeugt wurden und welche verschiedenen Sze-
narien untersucht werden, kann die Analyse und der Vergleich der drei Methoden
durchgeführt werden. Um die drei Methoden direkt miteinander in Verbindung zu
setzen, wird ein relativer RMSE (root mean squared error) gebildet. Dieser be-
schreibt das Verhältnis zwischen dem RMSE der Regression Calibration bzw. der
Multiple Imputation und dem RMSE der Maximum Likelihood. Somit ist ohne
Umwege ein Vergleich der Methoden möglich. Dabei beschreiben Werte kleiner als
Eins Situationen, in welchen die entsprechende Methode bessere Ergebnisse liefert
als die MaximumLikelihoodMethode.
In Tabelle 5 werden die Ergebnisse für die primäre Expositionsvariable β1 darge-
stellt. Für die Multiple Imputation sind nur Ergebnisse für den Fall einer internen
Validierungsstudie angegeben, da wie oben beschrieben für externe Designs die
Methode erst genauer angepasst werden müsste. Die exakten numerischen Er-
gebnisse der Methoden mit Vergleich zu dem Goldstandard sind in Tabelle 9 für
interne Validierungsstudien und in Tabelle 10 für externe Validierungsstudien in
Anhang I zu finden. Für einen Vergleich der Methoden untereinander ist jedoch
Tabelle 5 ausreichend und auch übersichtlicher.
Zunächst fällt auf, dass für Modelle 14 der MIAnsatz nicht besser und nicht
schlechter als der MLAnsatz scheint. In Tabelle 9 kann man ebenfalls sehen,
dass die Ergebnisse auch numerisch sehr ähnlich sind, was daraufhin deutet, dass
die Approximation der bedingten Verteilung für Multiple Imputation bei internen
Designs sehr gut ist. Alleine im extremen Fall von Modell 5 zeigen die MLSchätzer
einen ca. 15 prozentigen Vorteil gegenüber den MISchätzern.
Für die Modelle 1 und 2 mit größerem Messfehler und internem Design ist auch
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Modell β
′
Σx|wβ MI (intern) RC (intern) RC (extern)
1 0.73 0.99 1.01 1.03
2 1.37 0.99 1.01 1.48
3 0.45 1.02 1.10 0.72
4 0.63 1.00 1.11 0.71
5 8.84 1.15 1.28 3.89
Tabelle 5: Relativer RMSE von RC und MI zu ML für β1
der Regression Calibration Ansatz etwa gleich gut wie die Methode der Maxi-
mum Likelihood. Etwas schlechter scheinen die RCSchätzer im Fall mit kleineren
Messfehlern zu funktionieren. Hier kann bei den MLSchätzern in Modell 3 und
4 ein ca. 10 prozentiger Vorteil ausgemacht werden. Dieser ist hauptsächlich auf
eine größere Standardabweichung der RCSchätzer zurückzuführen, da der Bias
der beiden Methoden in etwa die gleiche Größenordnung besitzt (siehe fett mar-
kierte Werte in Tabelle 9). Auch in Modell 5 sind die Schätzer der Regression
Calibration wesentlich weniger effizient als die der Maximum Likelihood, was zu
einem erheblich schlechteren Ergebnis für diesen Extremfall führt.
Andere Ergebnisse ergeben sich für die Situation einer externen Validierungs-
studie. In einigen Fällen lagen hier große Ausreißer vor und zum Teil sehr schiefe
Verteilungen. Erwartungsgemäß waren der Bias für Modelle 1 und 2 auf Grund
der großen Messfehler sowohl bei RC als auch bei ML wesentlich stärker als in
Modellen 3 und 4 (siehe Tabelle 10). Für Modell 1 erzielten die RCSchätzer und
die MLSchätzer in etwa die gleiche Standardabweichung und RMSE, weswegen
die Methoden in diesem Fall als gleichwertig einzuschätzen sind. Dies ist auf die
hohe Korrelation zwischen X1 und Z zurückzuführen und somit auf einen eher
geringen Fehler bei der Prognose von X gegeben W und Z bei der Methode der
Regression Calibration.
Wie in Kapitel 6.3 beschrieben wurde, ist davon auszugehen, dass Regression
Calibration am besten funktioniert, wenn der Term β
′
Σx|wβ klein ist. Betrachtet
man die Modelle 3 und 4, welche einen geringen Messfehler aufweisen, kann man
sehen, dass die RCSchätzer wesentlich bessere Ergebnisse liefern als die ML
Schätzer. Hier nimmt der beschriebene Term β
′
Σx|wβ die kleinsten Werte in den
Simulationen an. In diesen beiden Modellen weisen die RCSchätzer nicht nur
einen kleineren Bias auf, sondern zudem eine geringere Standardabweichung als
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die MLSchätzer (siehe fett markierte Werte in Tabelle 10). Dies führt zu der
deutlich besseren Effizienz des RCAnsatzes. Messer u. Natarajan (2008) konnten
bei genauerer Betrachtung feststellen, dass die MLSchätzer eine größere Schie-
fe und mehr Ausreißer aufwiesen. Dadurch wurden die Verteilungsannahmen wie
oben beschrieben stark verletzt und die MLSchätzung verursacht eine stärkere
Verzerrung. Wurden die 10 Prozent extremsten Schätzer entfernt, näherte sich
das Ergebnis der MLSchätzungen sehr stark an das der RCSchätzungen an.
Weiter konnten die Autoren beobachten, dass bei einer Verdopplung des Stichpro-
benumfangs auf 1000 in der Hauptstudie und 500 in der Validierungsstudie die
MLSchätzer die RCSchätzer an Effizienz überholen konnten.
Für Modelle 2 und 5 nimmt der Term β
′
Σx|wβ verhältnismäßig große Werte an.
Daher ist zu erwarten, dass der RCAnsatz in diesen Situationen eher schlechtere
Ergebnisse liefert. Wie man in Tabelle 5 erkennen kann, ist genau dies der Fall.
Liegen große Messfehler vor und ist X mit Z nicht stark korreliert, funktioniert
die Methode der Regression Calibration nicht sehr gut. Hier ist die MLMethode
vorzuziehen. Vor allem im worstcaseSzenario von Modell 5 sind die Ergebnis-
se der Regression Calibration auf Grund von sehr hohen Standardabweichungen
schwach.
Zusammenfassend ist zu sagen, dass in Situationen einer internen Validierungs-
studie Multiple Imputation genauso wie Maximum Likelihood verwendet werden
kann, solange keine extremen Szenarien vorliegen. Ebenso liefert Regression Cali-
bration gute Ergebnisse, auch wenn die Methode der Maximum Likelihood einen
gewissen Vorteil aufweist. Für externe Validierungsstudien kann sowohl Regression
Calibration als auch Maximum Likelihood besser geeignet sein. Hier kommt es vor
allem auf die Größe des Messfehlers, die Korrelation zwischen Y , X und Z, sowie
auf den Stichprobenumfang an. Ist letzterer groß genug, so scheinen die Vorteile
stets bei dem MLAnsatz zu liegen. Interessant ist noch zu erwähnen, dass die re-
lativen Vorteile der einzelnen Methoden hauptsächlich aus unterschiedlich großen
Standardabweichungen entstanden und nicht auf Grund von verschiedenen Biases.
Der größte Nachteil der Studie von Messer u. Natarajan (2008) liegt darin, dass
der Umfang der Validierungsstudie 50 % des Hauptstudienumfangs beträgt. Bei
epidemiologischen Studien ist dieser Anteil meist deutlich kleiner. Ein Ansatz für
weitere Forschung wäre daher zu testen, ob sich die Ergebnisse verändern, wenn
der Umfang der Validierungsstudie verhätnismäßig kleiner ausfällt.
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7 Regression Calibration in der Praxis
Im vorangegangenen Kapitel wurde gezeigt, dass der Regression Calibration An-
satz oftmals nicht wesentlich schlechtere Ergebnisse liefert als die Methode der
Maximum Likelihood und teilweise sogar besser ist. Da Regression Calibration in-
tuitiver, einfacher und schneller anzuwenden ist als Maximum Likelihood, kommt
es in der Praxis immer wieder zum Einsatz. Wie Carroll u. a. (2006, Seite 65)
schreiben, ist die Einfachheit von Regression Calibration ihr größter Vorteil und
die Ergebnisse sind oft überraschend gut. Im folgenden Abschnitt werden zwei
Studien vorgestellt, welche zur Analyse die Methode der Regression Calibration
herangezogen haben. Diese sind zum Einen Strand u. a. (2007) und zum Anderen
Spiegelman (2010).
7.1 Studie von Strand et al.
In der Studie von Strand u. a. (2007) wurden die Gesundheitseffekte von Fein-
staubbelastung auf den menschlichen Körper untersucht. Als health outcome, also
als die Variable, die den Gesundheitszustand eines Menschen beschreibt, wurde
die EinSekundenKapazität (Die EinSekundenKapazität ist ein Messparame-
ter für die Lungenfunktionalität, welche maßgeblich durch Feinstaubbelastung be-
einflusst wird). gewählt. Die Feinstaubbelastung wird anhand des PM2.5 gemessen.
Die Messung des PM2.5 erfolgt weitestgehend über Außenmessstellen. Letztendlich
ist zwar die persönliche Belastung von Interesse, doch müssen immer Rückschlüs-
se auf die Werte an den Außenmessstellen gezogen werden, da nur diese über
Qualitätsstandards reguliert werden können.
Das Ziel der Studie ist es verschiedene Methoden zur Schätzung des health out-
comes zu evaluieren. Dabei wird die Methode der positive matrix factorization
(PMF) und der Extrapolation betrachtet. Bei letzterer werden nochmals verschie-
dene Parameter und Feinstaubbestandteile untersucht. Hierbei können Probleme
auftreten, da es viele Außenmessstellen gibt, aber kaum Messungen für die Be-
lastung im Haus oder der persönlichen Belastung. Zudem kann es schwer fallen
die Quellen des Feinstaubs zu unterscheiden. Daher haben sich die Autoren für
einen Regression Calibration Ansatz entschieden, welcher im Folgenden genauer
betrachtet wird.
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7.1.1 Regression Calibration in der Studie
Regression Calibration Ansatz Zunächst wird angenommen, dass sich der he-
alth outcome auf folgende Weise beschreiben lässt
Yit = β0 + β1Xit + {ψ1Z1it + . . .+ ψkZkit}+ γi + it . (29)
Yit beschreibt die EinSekundenKapazität, Xit die wahre Feinstaubbelastung,
Zkit sind weitere erklärende Variablen und γi ist ein subjektspezifischer zufälliger
Intercept. Der Index i bezeichnet das jeweilige Individuum und t die Zeit. Wie
in dem Beispiel aus Kapitel 5.2 ist β1 der Parameter von Interesse, da dieser
den Effekt der wahren Feinstaubbelastung auf die Gesundheit beschreibt. Jedoch
kann die wahre Feinstaubbelastung nicht direkt gemessen werden, weswegen diese
modelliert werden muss
Xit = α0 + α1Wt + φiWt + ωit . (30)
Das Wt entspricht wie in den vorherigen Kapiteln dem Surrogat für Xit, also
in diesem Fall dem an Außenstellen gemessenen Feinstaub. Der Effekt, der über
alle Individuen gleich ist, wird mit α bezeichnet, wohingegen φi einen zufälligen
subjektspezifischen slope Parameter darstellt. Da auch die persönliche Feinstaub-
belastung geschätzt wird, sollte ein einfaches Fehlermodell berücksichtigt werden.
Dieses ergibt sich zu X∗it = Xit + uit, wobei sich also in Gleichung (30) lediglich
der Fehlerterm zu ω′it = ωit + uit verändert.
Das Modell für die persönliche Feinstaubbelastung (30) kann in das health model
(29) eingesetzt werden. Dann ergibt sich das erweiterte health model
Yit = [β0 +β1α0] + [β1α1]Wt+ [β1φi]Wt+{ψ1Z1it+ . . .+ψkZkit}+γi+ [β1ωit+ it] .
(31)
Zunächst einmal fällt auf, dass in Gleichung (31) nun ein subjektspezifischer slope
Parameter über Gleichung (30) eingearbeitet wurde, obwohl das ursprüngliche
health model (29) keinen solchen Parameter berücksichtigt hatte. Auch hier kann
wieder β1α1 = δ1 definiert werden. Denn letztendlich ist der Gesundheitseffekt der
wahren Feinstaubbelastung β1 von Interesse, welcher nun analog zu dem Beispiel
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aus Kapitel 5.2 mit
βˆ1 = δˆ1/αˆ1
leicht berechnet werden kann, da sowohl αˆ1 aus Modell (30) als auch δˆ1 aus Modell
(31) bestimmt werden können.
Vorteile von Regression Calibration Es wird angenommen, dass der Feinstaub
im Haus ein fester Anteil des Feinstaubs von außerhalb ist. Da die Menschen aber
den Großteil ihrer Zeit im Haus verbringen, entsteht ein konzentrationsabhängiger
Messfehler, weil die Differenz zwischen dem an Außenstellen gemessenemWert und
wahremWert im Haus bei stärkerer Feinstaubkonzentration größer wird. Diese Art
von Messfehler kann mit dem Regression Calibration Ansatz vermieden werden,
da der naive Schätzer durch α1 geteilt wird.
Wird eine mit Messfehler gemessene Variable als Prädiktor in einem Modell ver-
wendet, entsteht ein Bias Richtung Null, der sogenannte attenuation bias. Dieses
Problem kann mit Regression Calibration gelöst werden. Denn wird diese fehlerbe-
haftete Variable als abhängige Variable in einem Modell geschätzt, wird der Mess-
fehler im ResiduenFehlerterm absorbiert. Werden dann die geschätzten Werte
der Variable im eigentlichen Modell verwendet, wird der attenuation bias vermie-
den. Dies gilt in vorliegender Studie vor allem für die Variable der persönlichen
Feinstaubbelastung.
Des Weiteren liegen nur wenige Messungen für die persönliche Feinstaubbelas-
tung vor, jedoch verhältnismäßig viele für den Bereich außerhalb des Hauses. Da-
her kann man meistens keine Modelle benutzen, die den persönlichen Feinstaub
direkt als Prädiktor verwenden, weil die Aussagekraft zu gering ist. Durch den
Regression Calibration Ansatz kann man aber eine sehr gut vorhersagbare Bezie-
hung zwischen dem persönlichen Feinstaub und dem an Außenstellen gemessenen
herstellen. Daher ist es nicht nötig mehr Messungen der persönlichen Belastung
durchzuführen, sondern es können große Mengen an Messungen von Außenstel-
len sinnvoll für die Modellierung eingesetzt werden. Dies reduziert die für so eine
Studie nötigen Kosten erheblich.
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7.1.2 Verschiedene Methoden für die Schätzung
Wie oben erwähnt werden bei Strand u. a. (2007) generell zwei verschiedene Me-
thoden betrachtet, um den health outcome zu schätzen. Die erste ist die positive
matrix factorization. Diese ist ein FaktorAnalyseModell und versucht die ver-
schiedenen Quellen des Feinstaubs zu identifizieren und zu trennen. Somit soll
herausgefiltert werden, welchen Feinstaubquellen die Individuen zu welchen An-
teilen ausgesetzt sind.
Die zweite Methode ist die Extrapolation. Bei dieser Methode werden einzelne
Bestandteile des Feinstaubs untersucht, die ausschließlich oder hauptsächlich von
Außenquellen stammen. Diese werden dann benutzt, um Werte für die persön-
liche Feinstaubbelastung zu extrapolieren. Die Methode ist wesentlich einfacher
zu verstehen und anzuwenden als die PMF, jedoch gibt es mehr Unsicherheit in
Bezug auf die Bestandteile, die betrachtet werden sollten. Daher werden verschie-
dene Parameter in das Modell mit einbezogen. Insgesamt werden bei Strand u. a.
(2007) vier verschiedene Methoden der Extrapolation betrachtet.
Die erste Extrapolationsmethode betrachtet lediglich die Sulfatpartikel im Fein-
staub. Es gilt approximativ
St
Wt
≈ λ Sit
Xit
. (32)
Dabei beschreibt St die Sulfatkonzentration in dem an Außenstellen gemessenen
Feinstaub. Sit bezeichnet die persönliche Sulfatbelastung, λ ist ein Korrekturfak-
tor. Er beschreibt die durchschnittliche relative Differenz zwischen dem Anteil
der Sulfate im Feinstaub außen und dem Anteil der Sulfate in der persönlichen
Feinstaubumgebung. λ kann aus den beobachteten Daten geschätzt werden. Da
aber wieder Xit von Interesse ist und berechnet werden soll, kann Gleichung (32)
umgeschrieben werden zu
X∗it = Wt
(
λˆSit
St
)
. (33)
Ganz analog zu Formel (33) können die anderen Extrapolationsmethoden de-
finiert werden. Die zweite Methode extrapoliert sowohl die Sulfat als auch die
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Eisenpartikel (It)
X∗it = Wt
(
λˆSSit + λˆIIit
St + It
)
.
Die dritte Methode ist wie die zweite, nur dass noch ein Dummy für die Tempera-
tur eingeführt wird. Es wird unterschieden zwischen Temperaturen unter 38 Grad
Fahrenheit und Temperaturen darüber
X∗it = Wt
(
λˆS,temp<38 Sit + λˆI,temp<38 Iit
St + It
)
,
X∗it = Wt
(
λˆS,temp≥38 Sit + λˆI,temp≥38 Iit
St + It
)
.
Die vierte und letzte Methode extrapoliert wiederum nur die Sulfate, bezieht je-
doch keinen Korrekturfaktor mit ein. Es gilt also λ = 1.
7.1.3 Ergebnisse
Zunächst einmal werden die λParameter betrachtet. Diese nehmen für die Sulfate
stets einen Wert kleiner als eins an. Dies ist nicht verwunderlich, da die Sulfatpar-
tikel eher klein und leicht sind und somit besser in die Häuser und Innenräume
eindringen können. Daher ist der relative Anteil im Haus größer als der relative
Anteil außerhalb des Hauses und λ wird Werte kleiner eins annehmen. Anders
sieht es bei den Eisenpartikeln aus. Diese sind eher größer und schwerer, wodurch
der relative Anteil im Haus kleiner ist als der relative Anteil außerhalb, weil die
Partikel nicht leicht nach innen dringen können. Die Werte von λ sind demnach
durchgehend größer als eins.
Interessant ist, dass für alle Partikel der Wert von λ näher an eins liegt, sobald
wärmere Temperaturen vorherrschen. Dies ist vermutlich auf offene Fenster und
Klimaanlagen zurückzuführen, da diese die Außen und Innenluft besser vermi-
schen und somit die Anteile relativ gesehen wieder ausgeglichen werden.
Nachdem die Werte für λ berechnet wurden, kann die persönliche Feinstaubbe-
lastung geschätzt werden. Als erstes soll die Verteilung des Anteils des gemessenen
Feinstaubs betrachtet werden, dem die Individuen ausgesetzt sind (FPEX). Das
Augenmerk soll vor allem auf die letzte Spalte in Tabelle 6 gelegt werden. Dort
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Estimation method 0 5 25 50 75 95 100 % > 1
PMF 0.07 0.27 0.41 0.54 0.78 1.28 11.05 12.1
Extrapolation 1 0 0.18 0.35 0.47 0.62 1.03 2.91 5.6
Extrapolation 2 0.05 0.23 0.38 0.50 0.63 0.94 2.18 3.9
Extrapolation 3 0.07 0.25 0.40 0.54 0.70 1.03 2.50 6.9
Extrapolation 4 0 0.23 0.45 0.61 0.80 1.33 3.75 13.4
Tabelle 6: Perzentile für FPEX
sind die Prozentsätze der FPEXWerte abgetragen, welche die 100 % überschrei-
ten. Dies ist theoretisch nicht möglich, da die Individuen höchstens dem gesamten
Feinstaub ausgesetzt sein können, niemals aber mehr. Daher dient dies als erster
Indikator dafür, welche Methode besser geeignet ist. Man sieht, dass die Methoden
1, 2 und 3 der Extrapolation am besten abschneiden.
Tabelle 7 zeigt zum Einen die Schätzwerte für die α1 mit zugehörigen Standard-
fehlern in Klammern und zum Anderen die Residuenvarianzen. Man kann erken-
nen, dass die Schätzwerte für die α1 eng zusammen liegen, wenn man Methode 4
der Extrapolation ausklammert. Weiter sieht man, dass auch die entsprechenden
Standardfehler sehr ähnlich sind, wieder mit der Ausnahme von Methode 4. Auch
weisen die Residuenvarianzen keine großen Unterschiede auf, wobei Methode 2 als
die beste und Methode 4 bei weitem als die ungenaueste erscheinen.
Estimation method αˆ1 (SE) σˆ2ω′
PMF 0.51 (0.020) 9.7
Extrapolation 1 0.46 (0.019) 10.2
Extrapolation 2 0.47 (0.017) 6.4
Extrapolation 3 0.50 (0.019) 8.1
Extrapolation 4 0.59 (0.025) 17.0
Tabelle 7: Schätzungen für α1 und Residuenvarianz
In Abbildung 5 sind nun die Schätzungen für β1 abgetragen. In diesem Fall
bedeutet unadjusted, dass keine der fünf Methoden benutzt wurde, sondern der
Schätzwert der einfachen Regression Calibration verwendet wird. Die -1 % be-
deuten, dass die EinSekundenKapazität pro 10 µm mehr an Feinstaub um 1 %
abnimmt, sich also verschlechtert. Man kann sehen, dass alle Methoden einen be-
tragsmäßig größeren Schätzer liefern als die nichtangepasste Schätzung. Jedoch
werden auch die Konfidenzintervalle größer. Dies bedeutet, dass die Schätzungen
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Abbildung 5: Schätzer für β1
eine etwas größere Streuung aufweisen. Weiter sieht man, dass auch bei den Schät-
zungen für β1 die Werte nicht weit auseinanderliegen. Als Hinweis sei gesagt, dass
sich alle Werte für die Methode 4 entsprechend der Definition als lineare Trans-
formationen der Methode 1 ergeben.
Die Autoren gehen letztendlich davon aus, dass die PMF und die Methoden 13
der Extrapolation generell geeignet sind, um die Analysen durchzuführen. Jedoch
sollte darauf geachtet werden, dass nicht zu viele Parameter benutzt werden. Da-
her scheint es nicht immer sinnvoll einen TemperaturDummy aufzunehmen, da
Methode 3 nicht genauer oder besser ist als Methode 2. Allerdings kann es nütz-
lich sein, wenn man Messungen zu verschiedenen Jahreszeiten vergleicht. Dem
Problem der FPEXWerte über Eins sollte man bereits vor der Analyse begegnen
und nicht erst hinterher. Dies kann durch eine Nebenbedingung erfolgen, wenn
von vornherein keine Werte über Eins zugelassen werden.
Die PMF ist im Allgemeinen schwieriger durchzuführen als die Extrapolation
und es können zudem Probleme bei der analytischen Berechnung auftreten. Bei
der Extrapolation treten jedoch gewisse Ungenauigkeiten auf, weswegen der Kor-
rekturterm λ benutzt werden sollte. Doch auch bei der Schätzung von λ können
Probleme auftreten. Vor allem wenn Fehler in der Spezifikation vorliegen, nimmt
die Präzision ab und es können Fehlerterme mit Erwartungswert ungleich Null
auftreten, was letztendlich die Modellannahmen verletzt. Daher bedarf es noch
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weiterer Forschung, um noch bessere Methoden zur Schätzung des health out-
comes zu entwickeln. An dieser Stelle sei nochmals daraufhingewiesen, dass Re-
gression Calibration die Evaluierung der verschiedenen Methoden erst ermöglicht.
Denn bevor unterschiedliche Methoden verglichen werden können, muss zunächst
eine Beziehung zwischen der wahren Feinstaubbelastung Xit, dem Surrogat Wt
und dem health outcome Yt hergestellt werden.
7.2 Studie von Spiegelman
Auch in der Studie von Spiegelman (2010) wird Regression Calibration zur Be-
handlung von Messfehlern benutzt. Wie Blair u. a. (2007, Seite 205) schreiben,
so geht auch Spiegelman (2010) davon aus, dass in epidemiologischen Studien
die zwei Hauptprobleme das Confounding und die Misklassifikation der Expositi-
on darstellen, wobei letzteres mit Abstand die größten Schwierigkeiten bereitet.
Bias entstehe hauptsächlich auf Grund von Messfehlern und der damit verbunde-
nen fehlerhaft spezifizierten Beziehung zwischen der wahren und der gemessenen
Exposition. Zudem sei anzunehmen, dass in fast jeder epidemiologischen Studie
die Exposition oder die Dosis nur mit Messfehler gemessen werden kann. Daher
zeigt Spiegelman (2010) wie der Messfehlerproblematik in drei verschiedenen Si-
tuationen mit Regression Calibration begegnet werden kann. Diese drei Szenarien
werden im folgenden genauer beschrieben.
7.2.1 Hauptstudie und externe Validierungsstudie
Das Design dieser Studie ist sehr ähnlich zu den in Kapitel 6 vorgestellten Simula-
tionen. Hier allerdings wird die Methode der Regression Calibration an realen Da-
ten angewendet. Als Datengrundlage dient The Dutch Study of Respiratory Effects
of Outdoor Air Pollution Constituents. Die Hauptstudie wurde in den Jahren 1997
und 1998 in den Niederlanden durchgeführt und beinhaltet 2083 Schüler, deren
Schule innerhalb von 400 Metern eines Freeways steht. Dabei wurde die Rußbe-
lastung außerhalb der Schule gemessen (Janssen u. a., 2003). Die externe Validie-
rungsstudie fand sechs Jahre später statt, wobei für 54 niederländische Kinder in
vier Schulen Messungen der persönlichen NOx, PM2.5 und Rußbelastung voll-
zogen wurden (Van Roosbroeck u. a., 2007). Van Roosbroeck u. a. (2008) fassten
dann beide Studien in einem Haupt/Validierungsstudiendesign zusammen.
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Als abhängige Gesundheitsvariablen dienen in dieser Untersuchung die binären
Indikatoren für Keuchen, Bindehautentzündung, Phlegma und erhöhte Werte von
Immunglobulin E, die jeweils den Wert 1 annehmen, falls ein Kind entsprechen-
de Symptome bzw. Krankheiten aufweist. Diese Variablen wurden zusammen mit
den Surrogaten der Exposition und weiteren erklärenden Variablen in der Haupt-
studie gemessen. In der Validierungsstudie wurden dann die wahre persönliche
Exposition, die Surrogate der Exposition und die weiteren erklärenden Variablen
betrachtet. Für die Analyse der Daten wurde ein logbinomial Modell geschätzt.
Dieses hat den Vorteil direkt das PrävalenzVerhältnis (prevalence ratio) anzuge-
ben und nicht das PrävalenzChancenverhältnis (prevalence odds ratio). Letzteres
approximiert ersteres und liefert eher schwache Ergebnisse für den Fall, dass die
Krankheit nicht selten vor kommt. Das Modell lautet wie folgt
P (Y = 1|X,Z1, . . . , Zs) = exp(β0 + β1X + β21Z1 + . . .+ β2sZs) . (34)
Die Variablen sind wie in den vorherigen Kapiteln definiert. Y ist dabei eine der
vier oben definierten Gesundheitsvariablen undX ist die wahre persönliche Rußbe-
lastung gemessen in µg/m3. Die zusätzlichen erklärenden Variablen (s = 1, . . . , 6)
sind in dieser Studie elterliches Rauchen, vorhandener Gasherd, vorhandener nicht
ausgelassener Boiler, Geschlecht, Alter und ob Haustiere vorhanden sind. Gemäß
der Standardverfahren kann das relative Risiko definiert werden als
P (Y = 1|X + ∆, Z1, . . . , Zs)
P (Y = 1|X,Z1, . . . , Zs) = exp(β1∆) ,
wobei ∆ eine wissenschaftlich sinnvolle Erhöhung der Exposition darstellt.
Entsprechend dem Regression Calibration Algorithmus muss nun ein Modell
für die wahre Rußbelastung geschätzt werden, da diese in der Hauptstudie nicht
beobachtet werden konnte. In diesem Fall ergibt sich das lineare Modell
X = α0 + α1W + α21Z1 + . . .+ α26Z6 +  , (35)
wobei W das Surrogat für die Exposition aus der Validierungsstudie darstellt.
Als letzter Schritt der Regression Calibration muss X in Gleichung (34) mit der
Schätzung für X aus Gleichung (35) ersetzt werden.
50
Bei Berechnung des Modells (35) konnte festgestellt werden, dass sowohl die
Messung der Außenluft an Schulen als Surrogat als auch das elterliche Rauchen
signifikanten Einfluss auf die persönliche Rußbelastung haben. Dabei war eine Kor-
relation zwischen dem Surrogat W und der wahren persönlichen Belastung X von
0.53 zu beobachten. Betrachtet man dann die Ergebnisse für das interessierende
Modell (34), so konnte Spiegelman (2010) zeigen, dass die nicht bereinigte Schät-
zung des PrävalenzVerhältnisses von Bindehautentzündung 2.18 beträgt. Wird
aber der Regression Calibration Ansatz verfolgt und die Messfehler bereinigt, er-
gibt sich ein PrävalenzVerhältnis von 5.06. Das Konfidenzintervall der Schätzung
wird zwar wie erwartet etwas größer, doch muss man davon ausgehen, dass der
Effekt der Rußbelastung auf das Risiko einer Bindehautentzündung um mehr als
die Hälfte unterschätzt wurde, falls die Messfehler unberücksichtigt bleiben.
7.2.2 Mehrere Surrogate
In einigen Fällen ist es möglich, dass nicht nur ein einziges Surrogat für die wahre
Exposition verfügbar ist, sondern mehrere Variablen existieren, die in einem ge-
wissen Verhältnis zur eigentlichen Expositionsvariable stehen. Als Grundlage für
die folgende Anwendung der Regression Calibration dient The Six Cities Study
of Respiratory Effects of Indoor Exposure to NO2 mit internen Validierungsda-
ten. Die binär kodierte abhängige Variable Y nimmt den Wert Eins an, wenn
innerhalb des letzten Jahres Symptome für Erkrankungen der unteren Atemwege
festgestellt werden konnten. Dabei wird die Auswirkung der NO2Belastung auf
diese Variable betrachtet.
Zur Analyse wird ein logistisches Modell angenommen
P (Yi = 1) = β0 + β1Xi + β21Z1i + . . .+ β2sZsi . (36)
Die Variablen sind wie in den vorherigen Kapiteln definiert. X beschreibt nun
die persönliche Exposition zu NO2. Wieder ist β1 der Parameter von Interesse
und beschreibt das logarithmierte OddsRatio für einen Anstieg der Exposition
um eine Einheit. Im nächsten Schritt der Regression Calibration muss nun wieder
ein Modell für die wahre Exposition entwickelt werden. Dies geschieht analog
zu Gleichung (35) mit dem Unterschied, dass r Surrogate berücksichtigt werden
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müssen.
Xi = α0 + α11W1i + . . .+ α1rWri + α21Z1i + . . .+ α2sZsi + 1 . (37)
Wird dann X aus Gleichung (36) wieder mit der Schätzung von X aus Gleichung
(37) substituiert, erhält man das Modell
P (Yi = 1) = δ0 + δ11W1i + . . .+ δ1rWri + δ21Z1i + . . .+ δ2sZsi .
Analog zu Kapitel 5.2 können die einzelnen Schätzer für β ermittelt werden als
βˆ1j =
δˆ1j
αˆ1j
mit j = 1, . . . , r .
Jedoch werden diese Schätzer noch mit Hilfe von inversen VarianzGewichten
kombiniert. Denn so entsteht ein einzelner Schätzer βˆ1 mit minimaler Varianz und
der ursprünglichen physikalischen Einheit der Expositionsvariable. Tabelle 8 zeigt
die einzelnen Surrogate mit ihren entsprechenden Gewichten.
Variable Gewicht
Gasofen ohne Kontrollleuchte 0.18
Gasofen mit Kontrollleuchte 0.51
Ofenheizung 0.002
Ventilator 0.03
Holzofen 0.04
Anzahl der Räume im Haus 0.03
Petroleumheizung 0.20
Tabelle 8: Surrogate und entsprechende Gewichte
Führt man die Analyse mit Regression Calibration durch, erhält man ein Odds
Ratio von 1.60. Die einzelnen Surrogate haben dabei stark unterschiedliche Ge-
wichte, welche sich in Summe zu Eins addieren müssen. Dieses Resultat liegt nahe
an dem OddsRatio von 1.41, dem Ergebnis, wenn die Validierungsstudie einzeln
berechnet wird. Werden beide Ansätze zusammengefügt, ändert sich das Odds
Ratio geringfügig zu 1.45, jedoch nimmt die Präzision zu. Dies kann an einem
schmäleren Konfidenzintervall gesehen werden. Das Ergebnis lässt sich also in der
Art interpretieren, dass ein Anstieg des NO2 um 15 ppb (parts per billion) ei-
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ne Erhöhung der Chance auf ein oder mehrere Symptome einer Erkrankung der
unteren Atemwege um ca. 50 % zur Folge hat.
Der Regression Calibration Ansatz mit mehreren Surrogaten hat Vorteile ge-
genüber der Methode mit nur einem Surrogat, da alle im Datensatz vorhandenen
Informationen genutzt werden können. Der Bias wird reduziert und auch ist der
Verlust an Effizienz auf Grund einer höheren Varianz weniger stark ausgeprägt.
7.2.3 Heteroskedastische Varianz des Messfehlermodells
Expositionsvariablen wie NO2 können schiefe Verteilungen aufweisen, wie Abbil-
dung 6 zeigt. Dies kann in dem Messfehlermodell (Gleichung (35) und (37)) zu He-
teroskedastizität führen, was die Modellannahmen verletzten würde. Daher kann
der Regression Calibration Ansatz erweitert werden, um diesem Problem zu be-
gegnen.
  
Abbildung 6: Verteilung der NO2Exposition
Zunächst einmal muss unter der Annahme, dass die Krankheit selten auftritt,
definiert werden
P (Y = 1|X) = exp(β0 + β1X)Y
1 + exp(β0 + β1X)
≈ exp(β0 + β1X)Y .
Hinzu kommt, dass f2(X|W ), eine allgemeine Formulierung des Messfehlermo-
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dells, einer Normalverteilung folgt mit bedingtem Erwartungswert δ
′
+ αW und
bedingter Varianz Var(X|W ) = h(W )σ2. Somit erhält man
P (Y = 1|W ) =
∫
X
P (Y = 1|X)f2(X|W ) dX
≈
∫
X
exp(β0 + β1X − 12h(W )σ2 (X − δ
′ − αW )2)√
2pih(W )σ2
dX
= . . . = exp(β0 + β1δ
′
+ β1αW + σ
2β21h(W ))
= exp(β∗0 + β
∗
11W + β
∗
12h(W )) . (38)
Die Berechnung des Schätzers βˆRCH erfolgt daraufhin in drei Schritten. Als erstes
muss in der Hauptstudie eine logistische Regression für Y auf (W,Z1, . . . , Zs) und
h(W ) durchgeführt werden, um die Schätzer βˆ∗11 und βˆ
∗
12 mit ihren Varianzen zu
erhalten. Als zweites muss in der Validierungsstudie eine gewichtete lineare Regres-
sion mit Gewichten 1/h(W ) gerechnet werden. Hieraus erhält man die Schätzer
σˆ2 und αˆ. Im letzten Schritt erhält man βˆ11 und βˆ12, indem βˆ∗11 und βˆ
∗
12 für β mit
Hilfe von σˆ2 und αˆ gelöst werden, wie in Gleichung (38) angedeutet. Somit kann
man für den Schätzer βˆRCH schreiben
βˆRCH = w1βˆ11 + (1− w1)βˆ12 ,
wobei w1 die asymptotisch minimalen Varianzgewichte darstellen.
Dieses Modell wurde von Spiegelman (2010) dann auf The ACE Study of Oc-
cupational Exposure to Chemotherapeutic Agents angewendet. Von Interesse war
das PrävalenzChancenverhältnis zwischen akuten Gesundheitseffekten und Ex-
position zu Chemotherapeutika bei medizinischem Personal. Als wahre Expositi-
onsvariable dient ein genau geführtes MedikamentenexpositionsTagebuch und als
Surrogat für dieses ist ein Fragebogen vorhanden. Die Korrelation zwischen bei-
den Variablen wurde auf ca. 0.70 geschätzt. Die Betrachtung der Residuen deutete
eine moderate Heteroskedastizität an.
Um die oben beschriebene Erweiterung der Regression Calibration benutzen
zu können, muss als erstes eine Form für den Ausdruck h(W ) gefunden werden.
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Nach Durchsuchung der Klasse von Funktionen der Form h(W ) = (W + b)p in der
Validierungsstudie stellte sich heraus, dass sich als optimale Lösung h(W ) = W
ergibt. Für diesen Ansatz stellte sich ein OddsRatio von 1.24 (95 % KI [1.05,
1.48]) ein. Wieder kann man erkennen, dass ohne den Regression Calibration An-
satz ein Bias Richtung Null entsteht, denn das unkorrigierte OddsRatio lag bei
1.08 (95 % KI [1.02, 1.15]). Jedoch ist auch hier die erhöhte Varianz an einem
breiteren Konfidenzintervall zu sehen.
Interessant ist, dass das Ergebnis mit Berücksichtigung der Heteroskedastizität
sehr nahe an dem Ergebnis der Regression Calibration unter Annahme von Ho-
moskedastizität liegt. Spiegelman (2010) führte daraufhin eine Simulationsstudie
durch und konnte feststellen, dass in allen Simulationen der normale RCSchätzer
einen geringeren Bias und eine geringere Varianz aufwies als der Schätzer unter
Annahme von Heteroskedastizität. Sie führte dies darauf zurück, dass die zusätz-
liche Komplexität des Modells mehr Bias verursacht als die Bereinigung der Hete-
roskedastizität an Bias reduzieren kann. Daher scheint es in Situationen geringer
bis mittlerer Heteroskedastizität durchaus angebracht das normale und einfachere
Verfahren der Regression Calibration anzuwenden.
8 Ansätze in der Ökonometrie
In den vorangegangenen Kapiteln wurde beschrieben wie die Statistik in epide-
miologischen Themenbereichen und die Statistik im Allgemeinen mit der Mess-
fehlerproblematik umgehen. In diesem Zusammenhang stellt sich die Frage, ob in
der Ökonometrie andere Modelle entwickelt wurden. Denn auch in der Ökono-
metrie sind Messfehler ein immer wieder auftretendes Problem. Nicht nur Daten
der volkswirtschaftlichen Gesamtrechnung können teilweise nicht komplett erfasst
werden, auch treten Messfehler bei Fragebögen oder wichtigen Kontrollvariablen
auf. Im Folgenden wird daher erst sehr kurz das Konzept der Generalized Method
of Moments (GMM) vorgestellt, bevor dann die InstrumentalvariablenSchätzung
erklärt wird. Diese gehört zur Familie der GMM und lässt sich mit Hilfe des Two
Stage Least SquaresAnsatzes (TSLSAnsatz) implementieren.
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8.1 Generalized Method of Moments
Die Generalized Method of Moments (GMM) wurde von Hansen (1982) grund-
legend als Erweiterung zur Momentenmethode definiert und dient seitdem nicht
nur im Bereich der Messfehler als Standardkonzept in der Ökonometrie. Die GMM
wird meist dort eingesetzt, wo auf Grund von unbekannten Verteilungen Maxi-
mumLikelihoodSchätzer nicht verfügbar sind oder nur mit sehr großem analy-
tischen und rechentechnischen Aufwand geschätzt werden können.
Im normalen Modell der Momentenmethode definiert die Bedingung
g(θ0) = E[f(xt, θ0)] = 0 (39)
die Momente bzw. die orthogonale Bedingung des Modells. Dabei stellt θ ein K×1
Vektor von Parametern dar, f( · ) einen Rdimensionalen Vektor von Funktionen
und xt mit t = 1, . . . , T beinhaltet Modellvariablen. Existiert für diese Bedingung
eine eindeutige Lösung genau dann wenn θ = θ0, so ist das Modell identifiziert.
Das Gegenstück zum Erwartungswert aus Gleichung (39) für eine Stichprobe
ist der Stichprobendurchschnitt
gT (θ) =
1
T
T∑
t=1
f(xt, θ) .
Gilt R = K ist das Modell exakt identifiziert und man erhält die normalen
MomentenmethodeSchätzer θˆMM als Lösung von gT (θˆMM) = 0. Ist das Modell
jedoch überidentifiziert, gilt also R > K, gibt es im Allgemeinen keine Lösung
für gT (θ) = 0. Hier schafft der GMMAnsatz Abhilfe. Anstatt eine Lösung für
gT (θ) = 0 zu suchen, soll gT (θ) so klein wie möglich werden, d.h. der Abstand zur
Null soll minimiert werden. Dieser Abstand wird über die folgende quadratische
Form gemessen
QT (θ) = gT (θ)
′ WT gT (θ) ,
wobei WT eine R×R symmetrische und positiv definite Gewichtsmatrix darstellt.
Nach Berechnung der optimalen Gewichtsmatrix (Hansen, 1982) ergibt sich der
GMMSchätzer in Abhängigkeit der Gewichtsmatrix zu
θˆGMM(WT ) = arg min
θ
{gT (θ)′ WT gT (θ)} .
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Dieser Schätzer ist in der Tat konsistent, wenn die MomentenBedingung korrekt
ist. Denn es gilt
θˆGMM(WT )→ θ0 wenn T →∞ ,
für jedes positiv definite WT . Intuitiv kann man sagen, dass gT (θ) gegen g(θ)
konvergiert, falls das Gesetz der großen Zahlen gilt. Da θˆGMM(WT ) die Distanz
von gT (θ) zur Null minimiert, wird es ein konsistenter Schätzer der Gleichung
g(θ0) = 0 sein.
8.2 IVSchätzung
Der GMMAnsatz kann in sehr vielen Bereichen eingesetzt werden und benötigt
keine kompletten Verteilungsannahmen wie die MLMethode. Als sehr bekanntes
Beispiel der GMM ist das Verfahren der InstrumentalvariablenSchätzung (IV
Schätzung) zu nennen. Diese wird im Folgenden genauer beschrieben. Dabei be-
zieht sich das Kapitel auf Stock u. Watson (2007, Kapitel 12) soweit nichts anderes
angegeben wird.
8.2.1 Allgemeines Konzept
Mit dem Ansatz der IVSchätzung lassen sich Endogenitätsprobleme von erklären-
den Variablen behandeln. Ein Endogenitätsproblem liegt vor, wenn eine erklären-
de Variable mit dem Fehlerterm der Regression korreliert ist. Dadurch werden die
Modellannahmen der Regression verletzt. Dies kann der Fall sein, wenn ein Con-
foundingproblem vorliegt, also eine Variable nicht in das Modell aufgenommen
wurde, obwohl sie relevant ist. Dadurch entsteht der sogenannte Omitted Variable
Bias. Genauso tritt das Problem der Endogenität auf, wenn ein kausaler Zusam-
menhang von der erklärenden Variable auf die abhängige Variable besteht und
zugleich auch ein kausaler Zusammenhang der abhängigen Variable auf die erklä-
rende Variable. Hier liegt ein Problem von simultaner Kausalität vor. Eine dritte
Möglichkeit von Endogenitätsproblemen tritt bei Messfehlern auf, da die erklären-
de Variable über den Messfehler mit dem Fehlerterm korreliert ist. Zum ersten Mal
findet der IVAnsatz im Anhang bei Wright (1928) Erwähnung. Seitdem wurde
der Ansatz weiter verfolgt und entwickelte sich zu einem Standardverfahren in der
Ökonometrie. Der IVSchätzer gehört zur Familie der GMM, welche zuvor näher
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beschrieben wurde.
Die generelle Idee des IVSchätzers ist es den Teil der erklärenden Variable zu
isolieren, welcher nicht mit dem Fehlerterm korreliert ist um so konsistente Schät-
zer zu erhalten. Es soll also die Information über die Variation bzw. Bewegung
in der erklärenden Variable herausgefiltert werden, die keine Korrelation mit dem
Fehlerterm aufweist. Hierzu bedient man sich einer oder mehrerer Instrumentalva-
riablen, welche zwar mit der erklärenden Variable korrelieren, nicht aber mit dem
Fehlerterm (Stock u. Watson, 2007, Seite 421). Daraus leiten sich auch die zwei
Bedingungen für ein valides Instrument ab. Wird eine einfache lineare Regression
betrachtet
Yi = β0 + β1Xi + i , (40)
wobei Y die abhängige Variable, X die mit Messfehler gemessenen endogene Va-
riable und  den Fehlerterm darstellen, dann muss für ein valides Instrument W
gelten
• InstrumentRelevanz: Cov(Wi, Xi) 6= 0
• InstrumentExogenität: Cov(Wi, i) = 0.
Erfüllt ein Instrument das Kriterium der Relevanz, dann besteht eine Beziehung
zwischen dem Instrument und der Variation in X. Erfüllt es zudem die Bedingung
der Exogenität, so ist auch die Variation von X exogen, die durch die Instrumen-
talvariable abgedeckt wird. Diese exogene Variation kann dann benutzt werden,
um den Koeffizienten β1 zu schätzen. Zusammengefasst darf ein Instrument W
also Y nur indirekt über dessen Beziehung zu X beeinflussen.
8.2.2 Two Stage Least Squares
Natürlich kann das Instrument nicht einfach in die eigentliche Gleichung (40) sub-
stituiert werden. Daher wird die Instrumentalvariable über den sogenannten Two
Stage Least SquaresSchätzer (TSLS) implementiert. Wie der Name schon sagt,
besteht dieser Ansatz aus zwei Stufen, sehr ähnlich der Regression Calibration. In
der ersten Stufe wird das endogene X in zwei Teile gespalten, einen unproblema-
tischen und einen problematischen Teil. Hierzu wird eine Beziehung zwischen X
und W hergestellt
Xi = α0 + α1Wi + ui . (41)
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Der unproblematische Teil ist α0 + α1Wi. Dieser ist exogen und nicht mit i kor-
reliert, da W exogen und unkorreliert mit i ist. Der problematische Teil ist ui
und stellt den Teil von Xi dar, welcher mit i korreliert ist. Im Weiteren wird
also nur der unproblematische Teil berücksichtigt, um dem Endogenitätsproblem
zu entgehen. Dies geschieht, indem man Gleichung (41) mit einer einfach linearen
Regression schätzt. Man erhält
Xˆi = αˆ0 + αˆ1Wi . (42)
Der zweite Schritt der TSLSSchätzung besteht darin das geschätzte Xˆi aus
Gleichung (42) in die Gleichung (40) einzusetzen. Somit führt man dann eine
Regression nur mit dem exogenen Anteil von Xi aus und vernachlässigt den endo-
genen Anteil. Am Ende erhält man die konsistenten Schätzer βˆTSLS0 und βˆ
TSLS
1 .
Für einen Beweis, dass βˆTSLSi tatsächlich konsistent ist siehe Stock u. Watson
(2007, Seiten 428429). Analog zur Notation in Kapitel 5.2 müssten diese Schät-
zer eigentlich mit δˆi bezeichnet werden. Jedoch stellen sie die finalen Schätzer des
Modells dar, welche den Effekt von X auf Y quantifizieren. Daher werden sie im
Folgenden dennoch mit βˆTSLSi bezeichnet.
Es fällt auf, dass der TSLSAnsatz dem der Regression Calibration sehr ähn-
lich ist. Vom Algorithmus her laufen sie annähernd identisch ab. Jedoch wurde
in Kapitel 5.2 gezeigt, dass sich der RCSchätzer als δ/α berechnen lässt. Dieser
letzte Schritt wird bei der IVSchätzung nicht berücksichtigt. Denn hier kommt
der Unterschied zwischen einem Instrument und einem Surrogat zum Tragen. Das
Surrogat ist ein Ersatz für eine mit Messfehler gemessene Variable, wohingegen
das Instrument in der Tat nur ein Instrument ist, welches dazu benutzt wird die
endogene Variable in die zwei Komponenten (problematisch / unproblematisch)
aufzuteilen. Dabei schreibt die Bedingung für ein valides Instrument vor, dass es
mit der abhängigen Variable Y nur über den Zusammenhang mit X in Verbindung
steht, also nicht direkt mit Y korreliert ist. Das Surrogat hingegen ist meistens
auch mit Y korreliert, da es genau wie die endogene Variable den interessierenden
Sachverhalt zu messen versucht. Ein Instrument stellt diesen Anspruch nicht. Da-
her genügt bei der IVMethode der Schätzer βˆTSLS1 , welcher sich direkt aus dem
eigentlichen Modell (40) mit Xˆi statt Xi ergibt.
Natürlich lässt sich die IVSchätzung auch anwenden, falls mehrere Instrumente
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und mehrere endogene Variablen vorliegen. Hierbei werden alle endogenen Varia-
blen X im ersten Schritt auf alle Instrumente W und exogenen Variablen Z re-
gressiert. Auch dies ist einer der großen Unterschiede zur Regression Calibration.
Ein Beispiel für den Fall, wenn mehrere Surrogate vorhanden sind, wurde in Ka-
pitel 7.2.2 gegeben. Im zweiten Schritt werden dann alle endogenen Xi durch ihre
Schätzungen aus dem ersten Schritt ersetzt. Dabei ist jedoch zu beachten, dass die
Koeffizienten exakt oder überidentifiziert sein müssen. Dies bedeutet, dass min-
destens genauso viele oder mehr Instrumente wie endogene Variablen vorhanden
sein müssen. Hinzu kommt, dass die Bedingungen für valide Instrumente anzupas-
sen sind. Die Bedingung der InstrumentRelevanz muss insoweit ergänzt werden,
dass perfekte Multikollinearität zwischen (X1, . . . , Xk, Z1, . . . , Zr) ausgeschlossen
wird. Die InstrumentExogenität wird lediglich dahingehend erweitert, dass jedes
W1, . . . ,Wm nicht mit dem Fehlerterm  korreliert sein darf.
8.2.3 Probeleme der IVSchätzung
Die Voraussetzung für eine erfolgreiche IVSchätzung ist es also Instrumentalva-
riablen zu finden, welche die zwei Kriterien für valide Instrumente erfüllen. Dies
ist jedoch in der Praxis nicht immer leicht. Daher ist die größte Gefahr, dass man
schwache Instrumente findet und mit diesen die Berechnungen durchführt. Schwa-
che Instrumente sind gemäß ihrer Definition nur gering mit der endogenen Varia-
ble korreliert und führen zu inkonsistenten und teilweise sinnlosen Schätzungen.
Daher ist es von größter Bedeutung gute Instrumentalvariablen zu identifizieren.
Dabei dienen immer die zwei Bedingungen für valide Instrumente als die Kriterien,
die überprüft werden müssen. Doch auch dies ist in der praktischen Anwendung
oftmals nicht ohne Weiteres möglich.
Als erstes wird die Bedingung der InstrumentRelevanz betrachtet. Ist diese
nicht oder nur in geringem Umfang gegeben, wird von schwachen Instrumenten
gesprochen. Will man zum Beispiel den Effekt der Begabung eines Menschen auf
sein Einkommen berechnen, tritt das Problem auf, dass man die Begabung nicht
messen kann. Als mögliches Instrument könnte man sich die Ergebnisse eines IQ
Tests vorstellen. Je höher der IQWert, desto größer ist die Begabung. Jedoch
umfasst ein IQTest nur einen geringen Teil der Begabung und lässt zum Beispiel
körperliche Aspekte außen vor. Der IQTest ist also lediglich sehr gering mit der
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Begabung korreliert und kann als schwaches Instrument identifiziert werden.
Durch schwache Instrumente entsteht nicht nur das Problem, dass die Schät-
zung inkonsistent und sinnlos werden kann, sondern auch dass Modellannahmen
verletzt werden. Liegt ein schwaches Instrument vor, ist Cov(Wi, Xi) sehr gering
und nahe Null. Dies führt dazu, dass der Schätzer βˆTSLS1 erstens inkonsistent wird
und zweitens auch asymptotisch nicht normalverteilt ist. Dies ist aber eine Vor-
aussetzung der Modellannahmen für die Anwendung des TSLSAnsatzes (Stock u.
Watson, 2007, Seite 440). In diesem Zusammenhang stellt sich natürlich die Fra-
ge, wie schwache Instrumente erkannt werden können. Für den Fall, dass lediglich
eine endogene Variable vorliegt, aber mehrere Instrumente, gibt es die Faustregel,
dass die F-Statistik der Schätzung in Stufe 1 größer als 10 sein sollte (Stock u.
Watson, 2007, Seiten 440441). Für den Fall mehrerer endogener Variablen gibt es
eine derartige Faustregel nicht. Hier muss man sich großteils auf sein persönliches
Urteilsvermögen verlassen.
Als zweites wird die Bedingung der InstrumentExogenität betrachtet. Es wird
vorausgesetzt, dass ein Instrument nicht mit dem Fehlerterm der eigentlichen Re-
gression korreliert ist. Dieses Kriterium kann jedoch nur in bestimmten Fällen
und dann nur ungenau statistisch getestet werden. Sind die Koeffizienten exakt
identifiziert, ist ein Test auf Exogenität nicht möglich. In einer solchen Situation
muss man auf Expertenwissen oder eigene Überlegungen zurückgreifen. Es sind
plausible Argumente nötig, um festzustellen, ob in dem vorliegenden Problem die
Instrumentalvariablen in der Tat exogen sind oder ob berechtigte Zweifel an dieser
Bedingung bestehen. Letztendlich läuft es immer auf eine persönliche Entschei-
dung hinaus.
Anders sieht es in dem Fall aus, wenn die Koeffizienten überidentifiziert sind.
Hier lässt sich der sogenannte Test der überidentifizierenden Restriktionen (over-
identifying restrictions test) durchführen. Liegen mehr Instrumente als endogene
Variablen vor, wird im Rahmen dieses Tests für jede Instrumentalvariable einzeln
der jeweilige IVSchätzer ermittelt. Diese Schätzer werden dann miteinander ver-
glichen. Weichen sie zu stark von einander ab, liegt vermutlich ein Problem in den
Instrumenten vor und es ist davon auszugehen, dass eines oder mehrere Instru-
mente die Exogenitätsbedingung nicht erfüllen. Der Test beruht auf der Annahme,
dass die einzelnen Instrumente zwar verschiedene aber sehr ähnliche Ergebnisse
erzielen, da sie letztendlich mit dem gleichen Vorgehen das gleiche Ziel erreichen
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wollen.
Zusammenfassend bleibt zu sagen, dass die IVSchätzung als Standardmetho-
de in der Ökonometrie vielfache Verwendung findet. Die Vorgehensweise über den
TSLSAnsatz ist intuitiv logisch und hat große Ähnlichkeiten mit dem Ansatz der
Regression Calibration. Dennoch treten bei der Suche nach validen Instrumenten
große Probleme auf. Nicht nur, dass zuerst mögliche Instrumente gefunden wer-
den müssen, auch die Überprüfung der Bedingungen für valide Instrumente ist
mit einer gewissen Ungenauigkeit verbunden. Die größte Einschränkung dabei be-
steht darin, dass man sich am Ende häufig auf seine eigene Meinung und sein
persönliches Urteilsvermögen verlassen muss. Hat man jedoch valide Instrumente
gefunden, liefert die IVSchätzung schnelle und leicht zu interpretierende Ergeb-
nisse. So schafften es Analysen mit Hilfe der IVSchätzung sogar in das Quarterly
Journal of Economics, die älteste und eine der angesehensten wirtschaftswissen-
schaftlichen Fachzeitschriften (Levitt, 1996; Angrist u. Krueger, 1991).
9 Abschließende Bemerkungen
Vorliegende Arbeit hat sich mit der Messfehlerproblematik bei epidemiologischen
Studien in Bezug auf Luftschadstoffe beschäftigt. Dabei ist zuerst einmal wich-
tig zu wissen, welche Luftschadstoffe untersucht und analysiert werden sollen, da
letztendlich die Wirkung der Schadstoffe auf den menschlichen Körper oder die
Umwelt von Interesse ist. Denn schon bei der physikalischen Messung unterschei-
den sich die einzelnen Schadstoffe sehr in Hinblick auf die Messgeräte und die
Methodik. Bereits hier entstehen die ersten Messfehler in einer Studie, da keine
Messgeräte oder Messstationen existieren, die stets Ergebnisse ohne Fehler liefern
können. Diese Art von Messfehler wird zu meist als klassischer Messfehler interpre-
tiert. Hinzu kommen dann Messfehler auf Grund des Studiendesigns oder anderer
Faktoren.
Es wurde gezeigt, dass es für die Behandlung und Auswirkung der Fehler von
großer Bedeutung ist, diese vom ihrem Typ her richtig als klassischen oder Berk-
sonMessfehler einzuordnen. Im Fall eines klassischen additiven Messfehlers wird
sich stets ein Bias Richtung Null einstellen, d.h. der wahre Effekt wird unter-
schätzt. Anders verhält es sich bei einem additiven BerksonMessfehler, da die-
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ser keinen Bias produziert. Dennoch sollte auch letzterer nicht unberücksichtigt
bleiben, da sich die Varianzen und Konfidenzintervalle verändern und somit zum
Teil falsche Schlüsse beim Testen gezogen werden könnten. Zudem ist es in den
meisten Situationen von Vorteil, wenn multiplikative Messfehler durch eine log
Transformation in additive verwandelt werden, da sich diese in Modellen wesent-
lich leichter handhaben lassen.
Als mögliches Modell um die Messfehler behandeln zu können, wurde die Metho-
de der Regression Calibration genauer vorgestellt. Diese bietet einen recht simplen
und intuitiv logischen Ansatz, indem statt den nicht vorhandenen wahren Wer-
ten die zuvor geschätzten Werte der Expositionsvariable im eigentlichen Modell
benutzt werden. In den meisten Fällen lässt sich dieses Verfahren ohne großen
Aufwand implementieren und liefert schnell erste Ergebnisse. Des Weiteren konnte
festgestellt werden, dass dieses Verfahren trotz der Einfachheit in vielen Situatio-
nen gute Resultate liefert. Zwar scheinen die MaximumLikelihoodSchätzer für
den Fall von internen Validierungsdaten genauso wie die Schätzer der Multiple Im-
putation etwas weniger Bias aufzuweisen wie die RegressionCalibrationSchätzer,
doch können letztere im Fall von externen Validierungsstudien zum Teil bessere
Ergebnisse liefern. Vor allem in nicht extremen Szenarien bietet sich der Regres-
sion Calibration Ansatz an, da dieser schnell und mit weniger Aufwand als die
anderen beiden Methoden modelliert werden kann. Zudem muss die Methode der
Multiple Imputation für externe Validierungsstudien neu angepasst werden, was
weitere Komplexität einführen würde.
Nicht nur die Methode der Maximum Likelihood kann flexibel angepasst wer-
den. Auch Regression Calibration ist nicht zwangsläufig auf Validierungsdaten
angewiesen ist. In Kapitel 5.3.2 wurde eine Möglichkeit vorgestellt, um Schätzer
aus Wiederholungsmessungen zu erhalten. Zudem funktioniert der Ansatz auch,
wenn ein unverzerrtes Instrument der eigentlichen Expositionsvariable vorhanden
ist. Dies und die Tatsache, dass der Ansatz fast beliebig erweitert und angepasst
werden kann, macht Regression Calibration zu einer sehr flexibel verwendbaren
Methode, um Messfehler zu behandeln. Die Einfachheit und das breite Einsatz-
spektrum macht Regression Calibration auch in der Praxis sehr beliebt. Anhand
von zwei Studien wurde gezeigt, wie der Ansatz erfolgreich angewendet wird und
der Bias auf Grund von Messfehlern reduziert werden kann.
Zuletzt wurden noch Ansätze zur Messfehlerbehandlung aus der Ökonometrie
63
vorgestellt. Als Standardkonzept wurde die Generalized Method of Moments be-
trachtet. Diese hat gegenüber der MLMethode den Vorteil, dass keine exakte
Kenntnis der Verteilungen notwendig ist und sie daher in ungewissen Situationen
oft schnellere und bessere Ergebnisse produziert. Jedoch bleibt der Maximum
LikelihoodAnsatz am besten, falls die Verteilungen bekannt sind. Als mögliches
Anwendungsbeispiel der GMM wurde dann die InstrumentalvariablenSchätzung
behandelt. Diese hat sehr große Ähnlichkeiten mit dem Ansatz der Regression Ca-
libration, unterscheidet sich aber letztendlich bei der Schätzung der Parameter.
Generell ist auch das Prinzip eines Instruments von dem eines Surrogats verschie-
den, wie es bei Regression Calibration verwendet wird. Insgesamt konnte aber
gezeigt werden, dass auch in der Ökonometrie bzw. der wirtschaftswissenschaft-
lichen Forschung die Messfehlerproblematik bekannt ist und behandelt werden
muss, genauso wie in epidemiologischen Themengebieten.
Zusammenfassend bleibt festzuhalten, dass bei epidemiologischen Fragestellun-
gen stets mit Messfehlern zu rechnen ist. Dabei treten sowohl klassische als auch
BerksonMessfehler auf, wobei ersterer auf Grund des Bias wesentlich stärkere
Auswirkungen auf die Schätzung hat. Methoden wie Maximum Likelihood oder
Regression Calibration bieten Möglichkeiten sich der Messfehlerproblematik anzu-
nehmen, wobei sie bei weitem nicht die einzig möglichen Ansätze sind. Weiter ist
davon auszugehen, dass ohne Berücksichtigung der Messfehler in jeder epidemio-
logischen Studie verzerrte Schätzer auftreten, wobei dieser Bias wahrscheinlich die
größte Beschränkung der Validität solcher Studien darstellt. Daher schrieb Spiegel-
man (2010, Seite 159), dass genauso wie ein Modell routinemäßig für Confounding
berichtigt wird, so sollte es auch routinemäßig für Messfehler berichtigt werden.
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Anhang
I Tabellen zu Kapitel 6.5.2
Im Folgenden sind die beiden Tabellen 9 und 10 zu Kapitel 6.5.2 abgetragen.
Tabelle 9 beschreibt die genauen Ergebnisse zu den Methoden der internen Vali-
dierungsstudie, Tabelle 10 die Ergebnisse der externen Validierungsstudie. Dabei
steht Mod. für das entsprechende Modell, Koef. für die Koeffizienten, die betrach-
tet werden, kompl. Daten für die Ergebnisse des Goldstandards, wenn alle Daten
verfügbar sind, ML für Maximum Likelihood, RC für Regression Calibration und
MI für Multiple Imputation. Es wurden 1000 Datensätze mit je 500 Beobachtun-
gen simuliert. Für die Ergebnisse des Bias sowie der Standardabweichung (SD)
wurden in Klammern jeweils die entsprechenden Standardfehler angegeben.
In Tabelle 10 sind in der letzten Spalte die Ergebnisse der naiven Multiple
Imputation angegeben. Diese bezeichnet die Ergebnisse der Multiple Imputation,
wenn sie statt für interne Validierungsdaten analog für externe Validierungsdaten
verwendet wird. Wie Messer u. Natarajan (2008, Seite 13) schreiben, funktioniert
dieser Ansatz sehr schlecht und sollte so auch nicht verwendet werden. Stattdessen
sollten für externe Validierungsdaten auch die fehlenden Y Werte mit Multiple
Imputation geschätzt werden (siehe Ende Kapitel 6.4).
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Mod. Koef. kompl. Daten ML RC MI
1 β1 Bias 0.012(0.006) 0.037(0.008) 0.03(0.008) 0.001(0.008)
1 β1 SD 0.18(0.003) 0.261(0.004) 0.265(0.004) 0.262(0.004)
1 β2 Bias 0.012(0.004) 0.021(0.005) 0.022(0.006) 0.007(0.005)
1 β2 SD 0.119(0.002) 0.169(0.003) 0.175(0.003) 0.167(0.003)
1 β3 Bias 0.007(0.005) 0(0.006) 0.018(0.008) 0.016(0.006)
1 β3 SD 0.166(0.003) 0.199(0.003) 0.242(0.004) 0.2(0.003)
2 β1 Bias 0.016(0.006) 0.03(0.008) 0.027(0.008) -0.002(0.008)
2 β1 SD 0.179(0.003) 0.248(0.004) 0.252(0.004) 0.248(0.004)
2 β2 Bias 0.008(0.005) 0.016(0.007) 0.016(0.007) 0.003(0.007)
2 β2 SD 0.158(0.002) 0.231(0.004) 0.234(0.004) 0.233(0.004)
2 β3 Bias 0.007(0.004) 0.01(0.004) 0.015(0.006) 0.008(0.004)
2 β3 SD 0.118(0.002) 0.134(0.002) 0.178(0.003) 0.133(0.002)
3 β1 Bias 0.009(0.006) 0.022(0.008) 0.023(0.008) 0(0.008)
3 β1 SD 0.181(0.003) 0.239(0.004) 0.262(0.004) 0.245(0.004)
3 β2 Bias 0.009(0.004) 0.016(0.005) 0.018(0.006) 0.009(0.005)
3 β2 SD 0.118(0.002) 0.145(0.002) 0.176(0.003) 0.151(0.002)
3 β3 Bias 0.014(0.005) 0.009(0.006) 0.022(0.007) 0.019(0.006)
3 β3 SD 0.16(0.003) 0.183(0.003) 0.234(0.004) 0.188(0.003)
4 β1 Bias 0.032(0.006) 0.038(0.007) 0.039(0.008) 0.015(0.008)
4 β1 SD 0.184(0.003) 0.236(0.004) 0.262(0.004) 0.239(0.004)
4 β2 Bias -0.003(0.005) 0(0.007) 0.011(0.008) -0.002(0.007)
4 β2 SD 0.168(0.003) 0.216(0.003) 0.239(0.004) 0.225(0.004)
4 β3 Bias 0.001(0.004) 0.001(0.004) 0.008(0.006) 0.002(0.004)
4 β3 SD 0.122(0.002) 0.131(0.002) 0.177(0.003) 0.131(0.002)
5 β1 Bias 0.055(0.01) -0.096(0.012) 0.122(0.016) -0.241(0.012)
5 β1 SD 0.331(0.005) 0.388(0.006) 0.499(0.008) 0.393(0.006)
5 β2 Bias 0.016(0.007) 0.038(0.01) 0.022(0.01) -0.023(0.009)
5 β2 SD 0.209(0.003) 0.309(0.005) 0.303(0.005) 0.276(0.004)
5 β3 Bias 0.008(0.005) 0.001(0.006) 0.007(0.007) -0.027(0.006)
5 β3 SD 0.153(0.002) 0.186(0.003) 0.221(0.003) 0.18(0.003)
Tabelle 9: Ergebnisse für interne Validierungsstudie
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Mod. Koef. kompl. Daten ML RC naive MI
1 β1 Bias 0.013(0.006) 0.24(0.04) 0.08(0.05) -0.948(0.003)
1 β1 SD 0.184(0.003) 1.37(0.02) 1.43(0.02) 0.085(0.001)
1 β2 Bias 0.012(0.004) 0.09(0.03) -0.06(0.02) -0.321(0.002)
1 β2 SD 0.119(0.002) 0.91(0.01) 0.69(0.01) 0.07(0.001)
1 β3 Bias 0.006(0.005) 0.08(0.03) -0.16(0.03) 0.552(0.006)
1 β3 SD 0.162(0.003) 0.82(0.01) 1(0.02) 0.181(0.003)
2 β1 Bias 0.006(0.006) 0.15(0.05) -0.16(0.07) -0.91(0.003)
2 β1 SD 0.181(0.003) 1.51(0.02) 2.25(0.04) 0.087(0.001)
2 β2 Bias 0.008(0.005) 0.15(0.05) -0.07(0.07) -0.296(0.003)
2 β2 SD 0.164(0.003) 1.56(0.02) 2.16(0.03) 0.085(0.001)
2 β3 Bias 0.013(0.004) 0.12(0.01) -0.07(0.02) 0.072(0.005)
2 β3 SD 0.123(0.002) 0.37(0.01) 0.52(0.01) 0.153(0.002)
3 β1 Bias 0.015(0.006) 0.13(0.02) -0.02(0.01) -0.667(0.005)
3 β1 SD 0.187(0.003) 0.6(0.01) 0.45(0.01) 0.145(0.002)
3 β2 Bias 0.008(0.004) 0.01(0.01) -0.03(0.01) -0.146(0.004)
3 β2 SD 0.121(0.002) 0.3(0.005) 0.26(0.004) 0.117(0.002)
3 β3 Bias 0.007(0.005) -0.02(0.01) -0.04(0.01) 0.381(0.006)
3 β3 SD 0.164(0.003) 0.37(0.01) 0.34(0.01) 0.193(0.003)
4 β1 Bias 0.012(0.006) 0.12(0.02) -0.06(0.02) -0.571(0.004)
4 β1 SD 0.185(0.003) 0.69(0.01) 0.5(0.01) 0.14(0.002)
4 β2 Bias 0.004(0.005) 0(0.02) -0.04(0.02) -0.058(0.004)
4 β2 SD 0.162(0.003) 0.58(0.01) 0.48(0.01) 0.135(0.002)
4 β3 Bias 0.008(0.004) 0.01(0.01) -0.04(0.01) 0.035(0.005)
4 β3 SD 0.12(0.002) 0.22(0.004) 0.19(0.003) 0.157(0.002)
5 β1 Bias 0.055(0.01) -1.36(0.04) -1.22(0.23) -2.861(0.003)
5 β1 SD 0.33(0.005) 1.32(0.02) 7.28(0.12) 0.098(0.002)
5 β2 Bias -0.002(0.006) 0.68(0.05) -0.4(0.19) -0.268(0.003)
5 β2 SD 0.204(0.003) 1.65(0.03) 6.11(0.1) 0.094(0.001)
5 β3 Bias 0.008(0.005) 0.18(0.01) -0.25(0.05) 0.045(0.005)
5 β3 SD 0.152(0.002) 0.43(0.01) 1.53(0.02) 0.147(0.002)
Tabelle 10: Ergebnisse für externe Validierungsstudie
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