Abstract. We consider the Wheeler-DeWitt equation Hψ = 0 in a suitable Hilbert space. It turns out that this equation has countably many solutions ψ i which can be considered as eigenfunctions of a Hamilton operator implicitly defined by H. We consider two models, a bounded one, 0 < r < r 0 , and an unbounded, 0 < r < ∞, which represent different eigenvalue problems. In the bounded model we look for eigenvalues Λ i , where the Λ i are the values of the cosmological constant which we used in the Einstein-Hilbert functional, and in the unbounded model the eigenvalues are given by (−Λ i ) − n−1 n , where Λ i < 0. Notice that r is the symbol for the scale factor, usually denoted by a, or a power of it.
Introduction
Arnowit, Deser and Misner showed in their celebrated paper [1] how the Lagrangian formulation of general relativity can be expressed in a way allowing to apply the Legendre transformation to obtain a Hamiltonian formulation. Since the Lagrangian is singular the Legendre transformation is not a diffeomorphism, and hence, the resulting Hamiltonian description is not equivalent to the Lagrangian description. To remedy this situation one has to apply the Dirac algorithm for field theories with constraints, cf. [3] or the modern treatment in [13, Chapter 1.2 and Chapter 24], resulting in two constraints in phase space, the Hamiltonian and the Diffeomorphism constraint respectively, which are supposed to vanish.
The quantization of these constraints is in general an unsolved problem; however, when the available degrees of freedom are reduced by requiring spherical symmetry for instance, as is the case in cosmology, then the complexity of the constraint equations reduces considerably.
Assuming spherical symmetry for the spatial cross-sections the Diffeomorphism constraint is automatically satisfied and hasn't to be considered any longer. The Hamiltonian constraint can at least formally be quantized leading to a constraint for the possible wave functions, the so-called Wheeler-DeWitt equation, which looks like (1.1)
where H is a second order hyperbolic operator. Though special solutions of the Wheeler-DeWitt equation can be found in some circumstances either by trial and error or by an existence proof, these solutions offer no satisfactory answer to the problem of finding a quantum cosmological model.
In quantum theory one always considers a selfadjoint operator in an infinite dimensional Hilbert space which is in general given as the space of complex valued square integrable functions over some measure space.
Thus, a satisfactory treatment of the Wheeler-DeWitt equation requires to solve the equation in a Hilbert space and the solutions have to be associated with a selfadjoint operator. One might think that the assumption H selfadjoint would suffice, but even if H were selfadjoint and all solutions of (1.1) could be determined we would face the problem that we had no dynamical development, since the Schrödinger equation would make no sense because of (1.1).
We shall therefore treat the Wheeler-DeWitt equation as an implicit eigenvalue equation, where the cosmological constant plays the role of the eigenvalue either directly or indirectly.
This approach will also reveal that the operator H is not the actual Hamilton operator of the model, instead the corresponding eigenvalue problem will define a symmetric differential operator, and we have to prove that it is selfadjoint.
To our knowledge the Wheeler-DeWitt equation hasn't been considered as an implicit eigenvalue equation before and therefore a Hilbert space approach with a spectral resolution hasn't been achieved either.
1
DeWitt was the first to quantize the closed Friedmann model with spherical cross-sections in [2] , where he used as a matter Lagrangian not a Lagrangian representing a field, i.e., a Lagrangian which would have to be integrated over the spacetime, but rather a Lagrangian representing finitely many particles resulting in a Hamiltonian where the matter part didn't depend on the scale factor r and hence the Wheeler-DeWitt equation could be written in the form
where A is an ordinary differential operator of order two with respect to the variable r and similarly E a Hamiltonian with respect to the finitely many particles q i . Using then a separation of variables, solutions of the WheelerDeWitt equation will exist whenever the eigenvalues for the operators A and E coincide. The variable r was supposed to belong to a bounded interval (0, r 0 ).
Solutions of a Wheeler-DeWitt equation with a single scalar field are described in [8, Chapter 8] in case of a closed Friedman universe with spherical cross-sections, where the scale factor r belongs to the unbounded interval (0, ∞). Special solutions are constructed with the help of Bessel functions.
We look at " radially" symmetric spacetimes N = N n+1 where the Lorentzian metrics are of the form (1.3) ds 2 = −w 2 dt 2 + r 2 σ ij (x)dx i dx j ;
here (σ ij ) is the metric of a spaceform S 0 2 with curvatureκ, which could be positive, zero, or negative, and r, w are positive functions depending only on t, and the Einstein equations are the Euler-Lagrange equation of the functional
whereR is the scalar curvature, Λ a cosmological constant, α M a positive coupling constant, and J M a functional representing matter. We shall consider (1.5)
One of the referees has drawn our attention to a paper by Unruh [14] in which the Lagrangian is considered in a restricted class of metrics such that the Legendre transformation is a diffeomorphism in the homogeneous case. Thus no constraints have to be imposed on the Hamiltonian and after quantization one could consider the Scrödinger equation or the corresponding eigenvalue equation. Unruh proved that the eigenvalues correspond to cosmological constants in classical general relativity. 2 We assume S 0 to be compact.
where ϕ is a scalar fields map (1.6) ϕ : N → S from N into a compact Riemannian manifold S = S m with metric (G AB ), i.e.,
ϕ is also supposed to be radially symmetric depending only on t.
The functional in (1.4) can be treated as a constrained Hamiltonian problem, cf. [1, 2, 12, 8] , where the Hamiltonian H has to satisfy the Hamiltonian constraint
To derive quantum cosmological Friedman models, we therefore shall quantize the Hamilton function H, obtain a Hamilton operator in a suitable Hilbert space H and shall consider only those wave functions ψ satisfying the Wheeler-DeWitt equation
where we use the same symbol for the Hamilton operator as for the Hamilton function. Assuming V = const the Hamilton operator H is equal to (1.10)
To find functions in the kernel of H, we make a separation ansatz (1.14) ψ(r, y A ) = u(r)η(y).
Since we assumed S to be compact, −∆ has a complete set of eigenfunctions (η i ) with corresponding eigenvalues µ i ≥ 0 such that
Let η be an eigenfunction with eigenvalue µ such that
then the resulting differential operator
where Bu is a Bessel operator, i.e., on any finite interval (0, r 0 ), A is selfadjoint in a suitable Hilbert space with a complete set of eigenfunctions (u i ) and corresponding eigenvalues λ i such that
To solve the equation
we distinguish two cases: First, we consider the equation as an implicit eigenvalue problem with respect to the quadratic form
and second, as an implicit eigenvalue problem with respect to the quadratic form
in which caseκ has to be negative. In the first case the eigenfunctions have to be defined in a bounded interval I = (0, r 0 ), and therefore this case is also referred to as the bounded case or the bounded model, while in the second case the eigenfunctions can be defined in I = (0, ∞), i.e., we have an unbounded model. Let us first consider a bounded interval I = (0, r 0 ). Writing the equation (1.20) in the equivalent form
we shall treat it as an eigenvalue problem with eigenvalueΛ.
Choosing the appropriate Hilbert space we shall show that this problem has countably many eigenvaluesΛ i and corresponding real eigenfunctions u i such that
and their multiplicities are one. The right end point r 0 of the interval I can be arbitrary, and the eigenvaluesΛ i as well as the eigenfunctions will depend on its value. To remove the arbitrariness of r 0 from the problem, consider a fixedΛ in the equation (1.23). Then, if either (1.26)V +Λ > 0 ∧κ arbitrary, or (1.27)V +Λ = 0 ∧κ < 0, there will be exactly one r 0 > 0 such thatΛ will be the smallest eigenvaluē Λ 0 for the eigenvalue problem (1.23) in that particular interval.
In case of the unbounded model, let I = (0, ∞) and write equation (1.20) in the form
whereV +Λ andκ are supposed to be negative
Assuming then without loss of generality thatV = 0, we shall show that this eigenvalue problem has countably many solutions (Λ i , u i ) such that
and their multiplicities are one.
Notice that the present variable r is not identical with the one in (1.3). Writing the metric in (1.3) in the form (1.32)
However, r → 0 corresponds to e 2f → 0, i.e., there will always be a big bang singularity.
1.1. Definition. Let I ⊂ R + be an open interval, not necessarily bounded, such that 0 / ∈ I, and let q ∈ R. Then we define
is a Hilbert space with scalar product
We are especially interested in L 2 (I, 1) for I = (0, r 0 ) and I = (0, ∞). Let H 0 ⊂ L 2 (S, C) be the finite dimensional subspace spanned by the eigenspaces E µi of −∆ = −∆ S with eigenvalues µ i satisfying 
1.3.
Remark. Notice that the dimension of H 0 can be fairly large. Indeed, let G = (G AB ) be a given metric on S, and let µ i be the eigenvalues of the corresponding negative Laplacian, then the eigenvalues of the negative Laplacians corresponding to the metrics
and B be the Bessel operator
B is defined in the Hilbert space H 1 (μ) which is the completion of C ∞ c (I) with respect to the scalar product
where the scalar product on the left-hand side is the scalar product in L 2 (I, 1). (ii) Let I = (0, ∞), then we define the Hilbert space H 2 (μ) as the completion of C ∞ c (I) with respect to the scalar product
Some of the main results are:
be an arbitrary open interval, let µ be an eigenvalue of −∆ S such that the eigenspace E µ ⊂ H 0 , and let η ∈ E µ . Then there are countably many solutions (Λ i , u i ) of the eigenvalue problem (1.23) with eigenfunctions u i ∈ H 1 (μ) such that 1.6. Theorem. Let Λ, V,κ be given data such that the conditions (1.26) or (1.27) are satisfied. Then there is exactly one 0 < r 0 such thatΛ is equal to the smallest eigenvalueΛ 0 specified in the preceding theorem.
1.7. Theorem. Let I = (0, ∞) and assume thatV ,Λ satisfy the condition in (1.29) withV = 0. Let µ be an eigenvalue of −∆ S such that the eigenspace E µ ⊂ H 0 , and let η ∈ E µ . Then there are countably many solutions (Λ i , u i ) of the eigenvalue problem (1.28) with eigenfunctions u i ∈ H 2 (μ) such that 
n , form a basis of H 2 (μ) and also of L 2 (I, 1).
1.8.
Remark. The unbounded model is in our opinion the physically most appealing model: first, because there is no arbitrariness about the length of the interval in which the wave functions are defined, second, there is no discrepancy with respect to the maximal radius when it is compared with its classical counterparts, and third, for large quantum numbers, and thus for high energies, the absolute values of the corresponding cosmological constants are very small, they tend to zero. This is an invertible relation, i.e., negative cosmological constants close to zero, which correspond to eigenvalues, correspond to high energy levels.
Given the empirical observations that currently the cosmological constant has a very small absolute value, approximately 10 −120 , and also that the universe is accelerating very fast, indicating a large amount of so-called dark energy, then these data could be theoretically explained by the unbounded model. The paper is organized as follows: Section 2 contains an overview of our notations and definitions. In Section 3 the Lagrangian is quantized, while in Section 4 unitarily equivalent Hamiltonians are derived.
The theorems will be proved in Section 5 and Section 6. In Section 7 we show the existence of a smooth transition from big crunch to big bang under certain circumstances.
In Section 8 we prove that the implicitly defined eigenvalue problems can be looked at as eigenvalue problems for selfadjoint operators, hence the Schrödinger equations for these operators can be solved giving rise to a nontrivial dynamical development of arbitrary superpositions of eigenstates.
The problem of time is addressed in Section 9, while in Section 10, we compare the quantum models with the corresponding classical Friedman solutions, and we shall see, that only in case of the unbounded quantum model there is no discrepancy with respect to the maximal radius when it is compared with its classical counterparts.
Notations and definitions
The main objective of this section is to state the equations of Gauß, Codazzi, and Weingarten for spacelike hypersurfaces M in a (n+1)-dimensional Lorentzian manifold N . Geometric quantities in N will be denoted by (ḡ αβ ), (R αβγδ ), etc., and those in M by (g ij ), (R ijkl ), etc.. Greek indices range from 0 to n and Latin from 1 to n; the summation convention is always used. Generic coordinate systems in N resp. M will be denoted by (x α ) resp. (ξ i ). Covariant differentiation will simply be indicated by indices, only in case of possible ambiguity they will be preceded by a semicolon, i.e., for a function u in N , (u α ) will be the gradient and (u αβ ) the Hessian, but e.g., the covariant derivative of the curvature tensor will be abbreviated byR αβγδ;ǫ . We also point out that
with obvious generalizations to other quantities.
Let M be a spacelike hypersurface, i.e., the induced metric is Riemannian, with a differentiable normal ν which is timelike.
In local coordinates, (x α ) and (ξ i ), the geometric quantities of the spacelike hypersurface M are connected through the following equations
the so-called Gauß formula. Here, and also in the sequel, a covariant derivative is always a full tensor, i.e.
The comma indicates ordinary partial derivatives.
In this implicit definition the second fundamental form (h ij ) is taken with respect to ν.
The second equation is the Weingarten equation
, where we remember that ν α i is a full tensor. Finally, we have the Codazzi equation
and the Gauß equation
. Now, let us assume that N is a globally hyperbolic Lorentzian manifold with a compact Cauchy surface. N is then a topological product I × S 0 , where I is an open interval, S 0 is a compact Riemannian manifold, and there exists a Gaussian coordinate system (x α ), such that the metric in N has the form
where σ ij is a Riemannian metric, ψ a function on N , and x an abbreviation for the spacelike components (x i ). We also assume that the coordinate system is future oriented, i.e., the time coordinate x 0 increases on future directed curves. Hence, the contravariant timelike vector (
then the induced metric has the form (2.9)
where σ ij is evaluated at (u, x), and its inverse (g ij ) = (g ij ) −1 can be expressed as (2.10)
where (σ ij ) = (σ ij ) −1 and (2.11)
Hence, graph u is spacelike if and only if |Du| < 1.
The covariant form of a normal vector of a graph looks like
and the contravariant version is
Thus, we have 2.1. Remark. Let M be spacelike graph in a future oriented coordinate system. Then the contravariant future directed normal vector has the form (2.14)
and the past directed
In the Gauß formula (2.2) we are free to choose the future or past directed normal, but we stipulate that we always use the past directed normal for reasons that we have explained in [5, Section 2] .
Look at the component α = 0 in (2.2) and obtain in view of (2.15) 
The quantization of the Lagrangian
Consider the functional
where the (n + 1)-dimensional spacetimes N have a metric of the form (1.32) on page 6. The time coordinate t is supposed to belong to a fixed interval I = (a, b), bounded or unbounded, the actual size of which is unimportant, since we are only interested in the first variation of the functional with respect to compact variations. To express the scalar curvatureR in terms of f we use the contracted Gauß equation. Let M t be the spacelike hypersurface
i.e., M t is a coordinate slice and x 0 is the future directed time function, which we also called t, but here t ∈ (a, b) is an arbitrary but fixed value.
The induced metric of M t is
Because of the radial symmetry, the principal curvatures of the hypersurfaces are all identical and can be expressed as
Let H be the mean curvature
and |A| 2 be defined by
and let R be the scalar curvature of the M t , then
3) we deduce that g ij is a constant multiple of the metric σ ij of the spaceform S 0 , hence
It remains to expressR αβ ν α ν β . The easiest way to achieve this is by writing the metric in (1.32) on page 6 in its conformal time form
The ambient metricḡ αβ is now conformal to a product metric g αβ (3.11)ḡ αβ = e 2f g αβ .
The Ricci tensorsR αβ and R αβ are then related by the formula
where the covariant derivatives of f are taken with respect to the metric g αβ . Since R 00 = 0, we immediately conclude (3.13)R 00 = −nf ′′ , and hence
for the past directed normal ν is equal to
Switching back to t as time coordinate, we deduce from (3.10) and (3.7)
The volume element of N is
where σ = det(σ ij ). Since all terms in the functional do not depend on (x i ), integration over S 0 is simply a multiplication by the volume of S 0 and without loss of generality we shall set volume of S 0 to be equal to one
The functional can therefore be written as
To eliminate the term involving the second derivatives of f , we observe that
The expression on the left-hand side is a total derivative, i.e., its first variation with respect to compact variations vanishes, hence we obtain an equivalent functional, still denoted by J,
Before we apply the Legendre transformation let us normalize the functional by dividing the whole expression by n(n − 1). Denoting the resulting functional still by J, we obtain
DefineV ,Λ as in (1.12),(1.13) on page 4, set
then J can be expressed as
Applying now the Legendre transformation we obtain the HamiltonianH
and the Hamiltonian constraint requires
Canonical quantization stipulates to replace the momenta p a by
Hence, using the convention = 1, we conclude that the Hamilton operator H is equal to (3.30)
Note that the metric G ab is a Lorentz metric, i.e., H is hyperbolic. Let ψ = ψ(y) be a smooth function then ψ.
Thus we have proved:
If no matter Lagrangian has been considered, which is tantamount to m = 0, H is equal to
3.2. Remark. In both cases r = 0 represents a singularity, since the spacetime metric becomes singular in r = 0.
Equivalent Hamiltonians
First, we shall divide the Hamiltonian in (3.36) by 
Replace − ]u + λu}.
The operator inside the braces can be written as Then ϕ is unitary and, if A resp.Â are defined in C ∞ c (I), there holds (4.10)
hence ϕ is unitary.
(ii) To prove (4.10), let
We only need to test the main part of A, i.e., and thus, the right-hand side of (4.12) is equal to (4.14)
hence the result, and we may view the Hamiltonian in (1.10) on page 4 as unitarily equivalent to the original Hamiltonian in (3.36) on page 15.
Proof of Theorem 1.2
Let H 0 ⊂ L 2 (S) be the finite dimensional subspace spanned by the eigenfunctions of −∆ S such that the corresponding eigenvalues satisfy (1.36) on page 6. Then we conclude
and we deduce further that the quadratic form 
where · is the norm in L 2 (I, 1), hence inequality (5.2) is also valid in this case.
The 
is a selfadjoint, positive definite operator in L 2 (I, 1)-we consider only real valued functions. B is defined in the Hilbert space H 1 (μ) which is the completion of C ∞ c (I) with respect to the scalar product
where the scalar product on the left-hand side is the scalar product in L 2 (I, 1).
6.2. Lemma. Functions u ∈ H 1 (μ) have boundary values zero in r 0 , i.e., u(r 0 ) = 0, while u(0) = 0 is in general only valid, ifμ < 0. In caseμ = 0, there holds Proof. We first point out that any u ∈ H 1 (μ) is continuous in I, even continuous in (0, r 0 ], and any convergence in the Hilbert space norm implies convergence in C 0 ([δ, r 0 ]), for arbitrary δ > 0, hence we conclude u(r 0 ) = 0.
"μ < 0" Then any u ∈ H 1 (μ) satisfies (6.5)
Let u ∈ C ∞ c (I) and 0 < δ < r 0 , then
, and this inequality will also be valid for arbitrary u ∈ H 1 (μ), hence the result. . This inequality will also be valid for any u ∈ H 1 (μ), hence the result.
6.3. Lemma. Let K be the quadratic form
10)
and positive definite, i.e.,
Proof. We may assume that the weak limit u = 0. Let 0 < δ < r 0 , then for all u ∈ H 1 (μ), where the norm on the left-hand side is the norm in H 1 (μ).
Proof. This follows immediately from (6.8), Lemma 6.3 and a well-known compactness theorem of J.L. Lions and E. Magenes, cf. [9, Theorem 16.4], which says in the present situation that for any ǫ > 0 there exists c ǫ such that for any u ∈ H 1 (μ)
The eigenvalue problem
or equivalently,
where K(u, v) is the bilinear form associated with K, then has countably many solutions (Λ i , u i ), u i ∈ H 1 (μ), with the properties
the (u i ) are a Hilbert space basis in H 1 (μ), and the eigenspaces are one dimensional. This result follows from a general existence result for eigenvalue problems of this kind which goes back to Courant-Hilbert, cf. [4] , while the strict inequality in (6.18) and the property that the multiplicity of the eigenvalues is one is due to the fact that we are dealing with a linear second order ODE, hence the kernel is two dimensional and the boundary condition u(r 0 ) = 0 defines a one dimensional subspace. 6.5. Proof of Theorem 1.6. Let Q be the quadratic form
It suffices to prove that
where K is the quadratic form in (6.9), since the smallest eigenvalueΛ 0 (r 0 ) depends continuously on r 0 , as one easily checks.
The claim (6.22) follows immediately from the estimate in (6.8) by choosing δ = r 0 .
To prove (6.23), let r 0 be large and let η ∈ C ∞ c ( 6.6. Remark. When we set V = 0 then Theorem 1.6 implies that for any positive cosmological constant Λ there is a unique r 0 > 0 such thatΛ is the smallest eigenvalue of the corresponding eigenvalues in (0, r 0 ), where the sign ofκ can be arbitrary. In caseκ < 0, even Λ = 0 can be looked at as the smallest eigenvalue by choosing r 0 appropriately. 6.7. Proof of Theorem 1.7. Let I = (0, ∞) and let us consider the equation (1.28) on page 6, whereV ,Λ andκ satisfy the conditions (1.29) with V = 0. The arguments are similar as in the proof of Theorem 1.5 in Subsection 6.1 on page 17. 6.8. Lemma. Let K be the quadratic form
Proof. We may assume that the weak limit u = 0. Let 0 < ρ < ∞, then Arguing as at the end of Subsection 6.1 on page 17 we then conclude: The eigenvalue problem
where K(u, v) is the bilinear form associated with K, has countably many solutions (λ i ,ũ i ),ũ i ∈ H 2 (μ), with the properties (6.37) 
, be a solution of
then there exists i such that
Proof. Define 
Transition from big crunch to big bang
In the previous sections we supposed the singularity r = 0 to lie in the past, i.e., assuming a future oriented coordinate system in (1.32) on page 6, f ′ should be positive.
Of course we could just as well assumed f ′ < 0, then r = 0 would be a future singularity and the relation f = log r would have been replaced by
where r is negative. A similar consideration could have been used in (3.34) on page 14, which had to be replaced by (7.2) − r = e n 2 f , r < 0, resulting in a Hamilton operator as in (3.36) and (3.37) on page 15 with the exception that the wave functions would be defined in (−r 0 , 0), r 0 > 0, or in (−∞, 0), and that in the coefficients on the right-hand side of (3.36) resp. (3.37) r should be replaced by −r, where r < 0. The singularity r = 0 would then be a big crunch singularity. Notice that after quantization we use the sign of r to determine and to define, if the singularity is a big bang, r > 0, or a big crunch, r < 0, see Section 9 for more details.
In order to define and prove the existence of a smooth transition from big crunch to big bang, we consider the variable transformation Hence, the equation
.
After a separation of variables Then the left-hand side of (4.3) on page 15 is transformed to
i.e., the unitarily equivalent Hamilton operator would be of the form
where µ is an eigenvalue of −∆ S . This equation can only be defined in (−r 0 , r 0 ), resp. in R, if
is an eigenvalue of −∆ S . Thus, we have to assume m ≥ 2 and in addition that µ in (7.13) is an eigenvalue.
Let η ∈ E µ be an arbitrary eigenvector of unit length.
A wave function ψ = ψ(r, y A ) then satisfies (7.14)Ĥψ = 0, if (7.15) ψ = uη, η ∈ E µ , and u = u(r) is a solution of (7.16)ü + 4(V +Λ)r 2(n−1) u − 4κr 2(n−2) u = 0.
Let u be a real valued function defined in (0, r 0 ), then we look at the eigenvalue problem (7.16) with boundary conditions (7.17) u(0) = u(r 0 ) = 0, whereΛ is supposed to be an eigenvalue, cf. Section 6, 3 and we conclude as before that the eigenvalue problem has countably many solutions (Λ i , u i ) such that
and that the eigenspaces are one dimensional, and where u 0 doesn't vanish in (0, r 0 ). The same result is valid in (−r 0 , 0), where r in (7.16) has to be replaced by (−r). 7.1. Definition. LetΛ i be an eigenvalue of the operator in (7.16). A functionũ ∈ C ∞ ((−r 0 , r 0 )) is said to represent a smooth transition from big crunch to big bang, if it satisfies the equation (7.16) in (−r 0 , r 0 ) and the restrictions (7.20)ũ | (−r 0 ,0) resp.ũ | (0,r 0 ) belong to the respective eigenspaces EΛ i such thatu(0) = 0. 7.2. Theorem. Let (Λ i , u i ) be a solution of the eigenvalue problem (7.16), (7.17), and define
thenũ is a C ∞ -transition from big crunch to big bang for arbitrary n ≥ 3.
Proof.ũ evidently solves the equation in (−r 0 , 0) resp. (0, r 0 ). We shall show
from which the additional claims easily follow. u is certainly of class C 1 . It is also of class C 2 , since , and the additional claims follow from well-known regularity theorems. In factũ is even real analytic.
7.3.
Remark. The theorem is also valid in the unbounded case.
The implicitly defined Hamiltonians and the Schrödinger equation
Let H be the Hamilton operator in (1.10) on page 4, then the equation
The H i are defined in dense subspaces of L 2 (I i , 1) ⊗ H 0 , where
and where we observe that
where E µ k is an eigenspace of −∆ such that the eigenvalues µ k satisfy the condition (1.16) on page 4. Thus, any ψ ∈ H(I i , 1) can be expressed as
with respect to the scalar product norms
in case i = 1, and
for i = 2, where we used the expression (8.6) for ψ, and where η k is the norm in L 2 (S), and where we stipulate that in case of H 2 the conditions (1.29) on page 6 have to be satisfied withV = 0.
Both spaces can be compactly embedded in H(I i , 1) respectively.
Theorem. The eigenvalue problems in
The respective eigenvectors (ψ j ) are complete in H i (I i ) as well as in H(I i , 1).
Proof. We only consider the case H 1 , since the arguments for H 2 are identical.
" Existence of (Λ j , ψ j )" Using the general variational principle to solve abstract eigenvalue problems that we cited in Section 6, we could prove the claims of the theorem. On the other hand, given the orthogonal decomposition of H (I 1 , 1) in (8.5) we deduce that the finite family of eigenvalues and eigenfunctions, the existence of which we proved in Theorem 1.5 on page 7 for each E µ k , 0 ≤ k ≤ k 0 , are a partition of the solutions of the present eigenvalue problem for H 1 .
Notice that the eigenvalue equations are to be understood in the distributional sense, cf. Definition 8.3 below.
If we want to define selfadjoint Hamiltonians, then slightly altered Hamiltonians have to be considered.
and define the HamiltoniansĤ i by
The previously defined spaces H i (I i ) can also be compactly embedded in
and we define the domains ofĤ i by
where the last condition is to be understood in the distributional sense, i.e.,
We can now prove:
8.4. Theorem. The HamiltoniansĤ i are selfadjoint in H(I i , p i + 1) with a pure point spectrum and the eigenvalue problems
The respective eigenvectors (ψ j ) are complete in H i (I i ) as well as in H(I i , p i + 1).
Proof. It suffices to prove the selfadjointness of the operators, since the statements about the eigenvalues can be proved by the same arguments as in case of Theorem 8.2. Again we only give a proof for the HamiltonianĤ 1 .
We have to show that ψ ∈ D(Ĥ 1 ) and
First we observe that the ψ k are bounded in H 1 (I 1 ). Hence, a subsequence, not relabelled, converges weakly in H 1 (I 1 ) to some elementψ, which has to be identical to ψ, since (8.24 )
Thus we conclude ψ ∈ D(Ĥ 1 ) andĤ 1 ψ = χ.
(ii) "Ĥ 1 is selfadjoint." Let c > 0 be such that (8.28)
for some c 0 > 0. Then we shall prove that
which will imply the selfadjointness ofĤ 1 . First we note that R(Ĥ 1 + cI) is closed. Indeed, let (8.30)Ĥ 1 ψ k + cψ k be a Cauchy sequence, then ψ k ≤ const, because of (8.28), and thus, the ψ k are also a Cauchy sequence in H(I 1 , p 1 + 1); hence, the result in view of (i). Second, we observe that R(Ĥ 1 + cI) is dense in H(I 1 , p 1 + 1), since it contains the eigenvectors (ψ j ) which are complete as we already proved.
For the HamiltoniansĤ i we can solve the corresponding Schrödinger equations. Again we shall only consider the HamiltonianĤ 1 in detail.
Any eigenvector ψ 0 ofĤ 1 defines a solution ψ = ψ(t, ·) of the Schrödinger equation . However, we emphasize that only eigenstates or superpositions of eigenstates ofĤ 1 are actual solutions of the original problem (8.1), cf. however Remark 11.1 on page 34, where we argue that the " admissible" wave functions should be those belonging to H 1 (I 1 ).
The problem of time
Since the wave functions in (1.10) on page 4 only depend on r and ϕ A and not explicitly on any known time variable, it has been argued that the quantum cosmological universe is stationary without any time orientation or dynamical development. However, in classical Friedman universes the variable r is a time function, at least in the weak sense, i.e., the level hypersurfaces M ρ ={r = ρ = const} are spacelike hypersurfaces and apart from the case when ρ is a singular value, 4 grad r = 0, M ρ is then a maximal hypersurface, r is also a time function in the usual sense, i.e., its gradient is timelike.
Hence, it seems natural to use r, or any invertible function of r, as a measure for time in quantum cosmological Friedman models. Misner [11] suggested to use
as a time function, where |M r | is the volume of M r and the volume of M 1 has been set to 1.
The distinction between a big bang and a big crunch can then be defined by the sign of r: If the singularity is specified by r = 0, then it will lie in the past, if r > 0, and in the future, if r < 0. The time direction in quantum cosmological Friedman models can be defined by increasing or decreasing values of r; switching from r to −r will change this time direction. Hence there will always exist two quantum cosmological Friedman models with opposite time direction, one with r > 0 and the other with r < 0, but in both cases the singularity is supposed to be in the past. Another way to express opposite time directions would be to choose r > 0 in both cases, but referring to the singularity r = 0 as a past resp. future event.
Using the selfadjoint Hamiltonians in Section 8 to formulate the WheelerDeWitt equation in the bounded and unbounded models, we have an alternate method to define time and a dynamical development of the wave functions. It is well-known in quantum theory that a selfadjoint operator H is the generator of a continuous one-parameter group of unitary transformations U (t),
such that the dynamical development of a wave function ψ 0 is given by the solution ψ(t) of the Schrödinger equation (8.31) on page 28 with initial value ψ 0 , cf. [10, Chapter 2.3]. Since only solutions of the Schrödinger equation that are also solutions of the Wheeler-DeWitt equation are physically reasonable, the initial value has to be either a pure eigenfunction or a finite superposition of eigenfunctions. In the latter case this will lead to a nontrivial dynamic development of the initial state; a pure eigenstate, of course, remains stationary.
Comparison with the classical Friedman solutions
In this section we want to compare the solutions of the classical Friedman equation corresponding to the functional (3.1) on page 11 with the quantum solutions, where we are especially interested in the range of the scale factor r.
We shall prove that in both approaches-classical and quantum theoretical-there is a big bang singularity but that the range of r is just opposite of each, i.e., when r is classically bounded, it will be unbounded in the quantum cosmological setting and vice versa, if we consider only fixed values for the cosmological constant.
However, we should bear in mind that in the quantum cosmological setting we always have to consider a sequence of cosmological constants, which tend to infinity in the bounded model and to zero in the unbounded one. If we include these sequences (Λ i ) into our comparison then it turns out that the only discrepancy occurs in case of the bounded quantum cosmological model, its classical counterparts will all have unbounded radii, cf. Theorem 10.3 below, while the classical counterparts of the unbounded quantum model have a bounded radius r i for each Λ i < 0, but these radii tend to infinity, cf. Theorem 10.2.
A classical solution has to satisfy the Friedman equation
which in our case looks like
where we used that the metric is expressed in the conformal time gauge τ as in (3.9) on page 12 denoting 
Proof. Obviously, we only have to consider the caseκ > 0 and Λ > 0. Then D attains its infimum for finite f , or equivalently, setting
for a unique r > 0 satisfying
Evaluating D for that particular r we obtain (10.12)
hence the result.
In order to solve the Friedman equation we first switch to the eigen time gauge t such that (10.13) dt = e f dτ.
Defining then (10.14)
with positive constants γ i , i = 1, 2.
We first consider the case Λ < 0.
10.2. Theorem. Let Λ < 0 andκ ≤ 0, then there exists a > 0 and f ∈ C ∞ (I), where I = (−a, a), solving the initial value problem (10.16)
f is an even function i.e., the Friedman universe has a big bang as well as a big crunch singularity and is time symmetric with respect to the unique maximal hypersurface M 0 = {t = 0}. Moreover, ifκ < 0, then the estimates
,
, are valid, i.e., the maximal radius as well as the Lorentzian diameter of the universe will tend to infinity if Λ tends to zero.
Proof. Define Since f is even, the maximal interval is of the form I = (−a, a), and it remains to prove a < ∞ and the other relations. " a < ∞" Consider the interval 0 < t < a. Then we conclude that for any 0 < t 0 < a there exists 0 < ǫ 0 < γ 1 such that Multiplying this inequality by e nf and integrating we then obtain (10.31) i.e., the universe has a big bang but no big crunch singularity and its Lorentzian diameter is unbounded as well as its radial diameter. n (e nf (0) − e nf (t) ) ≥ −ǫ 0 t ∀ a < t < 0, hence a ∈ R.
Obviously, there is a big bang singularity in t = a. n (e nf (t) − e nf (0) ) ≥ ǫ 0 t ∀ 0 < t < ∞, completing the proof.
Concluding remarks
11.1. Remark. In the previous sections we have shown that the WheelerDeWitt equation shouldn't be considered as a differential equation for a hyperbolic differential operator with fixed coefficients but as an implicit eigenvalue equation where the cosmological constant, or an algebraic manipulation of it, is supposed to assume the respective eigenvalues. Any eigenfunction or superposition of eigenfunctions is then also a solution of the WheelerDeWitt equation. Since the eigenfunctions are complete in the respective Hilbert spaces H i (I i ), cf. Definition 8.1 on page 25, and also in the larger spaces H(I i , p i + 1), cf. Definition 8.3 on page 26, it is justified to say that any vector ψ ∈ H i (I i ) is an admissible wave function for the corresponding model. We don't apply this attribute to elements merely belonging to the larger spaces, since only the functions in H i (I i ) have finite expectation values with respect to the implicitly defined Hamiltonians.
11.2. Remark. Finding a spectral resolution for the operator corresponding to the Wheeler-DeWitt equation we had to prove that the implicitly defined Hamiltonians are not only selfadjoint but also have a pure point spectrum for otherwise the Wheeler-DeWitt equation wouldn't be satisfied. Under these circumstances only bounded models are possible for positive cosmological constants.
Negative cosmological constants corresponding to infinitely many eigenvalues, i.e., to large quantum numbers, are only possible if we consider an unbounded model withκ < 0, because of the transformation in (6.40) on page 21 requiring 0 < r < ∞.
