High-resolution direct numerical simulations of isotropic homogeneous turbulence are used to understand the differences between the effects of spatial intermittency on the energy dissipation rate and on surrogates for the dissipation rate that are based on measurements of a subset of the strain rate tensor. In particular, the one-dimensional longitudinal and transverse surrogates, as well as a surrogate based on the asymmetric part of the strain rate tensor, are considered. The instantaneous surrogates are studied locally, locally averaged in space and conditionally averaged to see what statistics of the dissipation rate might accurately be inferred given measurements of the surrogates. The simulations with the Reynolds numbers based on the Taylor microscale of 102-235 are highly resolved for accurate evaluation of higher-order statistics. The probability densities of the local and locally averaged surrogates are significantly different from the corresponding statistics for the dissipation rate itself. All of the surrogates are more intermittent than the dissipation rate, the transverse surrogate is more intermittent than the longitudinal and these trends are still prominent even when the fields are spatially averaged at length scales close to the integral length scale. As a consequence, the intermittency exponent computed from the moments of the locally averaged longitudinal and transverse surrogates is approximately 1.5 and 2.2 times higher, respectively, than that computed by the same method from the dissipation rate field. In addition, while different methods of computing intermittency exponent from the dissipation rate field yield the same result, different methods applied to a surrogate are inconsistent.
Introduction
A significant challenge in understanding small-scale characteristics of turbulence has been that r , the energy dissipation rate averaged over some local volume with characteristic length scale r, is extraordinarily difficult to measure in laboratory flows at moderate Reynolds number and is even less amenable to measurement in highReynolds-number geophysical flows, particularly as r → 0. Instead, surrogates for r based on one or more components of the strain rate have been used for studying smallscale turbulence without a full understanding of how the statistics of the surrogates differ from those of r . In particular, understanding of energy dissipation rate is † Email address for correspondence: salmalki@engin.umass.edu Dissipation rate surrogates 205 based largely on studies of longitudinal velocity gradients (e.g. Benzi et al. 1991; Meneveau & Sreenivasan 1991; Stolovitzky, Kailasnath & Sreenivasan 1992; Chen et al. 1993; Stolovitzky & Sreenivasan 1994; Chen et al. 1995; Vainshtein 2000; Cleve et al. 2004; Yakhot 2006; Schumacher 2007; Biferale 2008) . It is generally known that the surrogates and r differ (e.g. Hosokawa 1995; Thoroddsen 1995; Hosokawa, Oide & Yamamoto 1996; Wang et al. 1996; Zhou & Antonia 2000a; Cleve, Greiner & Sreenivasan 2003; Zhou et al. 2006; Hao et al. 2008) , but further study is needed to quantify these differences. In addition, since intermittency is a fundamental characteristic of turbulence manifested in the dissipation rate, it is important to understand how using surrogates in place of r may bias our understanding of intermittency. In this paper, direct numerical simulations (DNSs) of isotropic homogeneous turbulence are used to examine the differences between r and the surrogates and to show how these differences effect calculations of intermittency when one-to-one substitution of r with a surrogate is made.
The paper is organized as follows. In the next section, the most commonly used surrogates are introduced and some concepts from the theory of intermittency are briefly reviewed. In § 3, high-resolution DNSs designed for studying the dissipation range in isotropic homogeneous turbulence are described, and an overview of the simulation results is presented in § 4. In § 5, the characteristics of local energy dissipation rate and its surrogates in the simulated flows are presented, followed in § 6 by a study of the spatially averaged dissipation rate. In § 7, various techniques for quantifying intermittency are applied to the simulation data. Some conclusions are drawn in § 8.
Background
2.1. Dissipation rate surrogates The local instantaneous energy dissipation rate is the limit of r as r → 0, namely 0 ≡ 2νs ij s ij = ν 2
1) with ν and s ij being the kinematic viscosity and the strain rate tensor, respectively. Measuring 0 requires the simultaneous acquisition of nine velocity derivatives resolved in space such that r is less than any dynamically relevant length scale in the flow, and temporally resolved at a correspondingly small time scale. The challenge of making such measurements encourages the consideration of surrogates for 0 based on a subset of the nine components of the strain rate. Potential surrogates are evident from decomposing 0 into longitudinal, transverse and asymmetric components:
In this paper, the following surrogates are analysed: The first two surrogates are natural to consider in the context of measurements of physical flows since they involve only one velocity derivative. The third surrogate would not likely be the one of choice when working with measurements, but it provides information about anisotropy at small scales and so is interesting to consider. Local isotropy is the main assumption behind the definition of all three surrogates defined by (2.3)-(2.5). While the surrogates are exact in the mean for perfectly isotropic turbulence, there potentially are differences in the probability distributions, and hence in higher-order statistics, of 0 and the surrogates. Kolmogorov (1962) , and more specifically Novikov & Stewart (1964) , postulated that the second-order moment of r has a universal form in the inertial range:
Intermittency exponent
The constant µ is termed the 'intermittency exponent' but, as discussed by Sreenivasan & Kailasnath (1993) , the literature reflects various uses of this term. A more general version of (2.6) is that the nth moment of r scales as n r ∼ r τ (n,r) , (2.7)
where τ (n, r) is a universal function. In this paper, the notation τ (2, r) is used for the second moment over the full range of r and the symbol µ is reserved for the same quantity when r is in the inertial range. Corresponding to each surrogate for 0 is an estimate for the intermittency exponent denoted byμ, e.g.
r,1 ∼ r −μ 1 . (2.8) 2.3. Direct numerical simulation DNS has been proved to be a powerful tool for understanding theories and assumptions in fluid turbulence. When properly done, DNS provides a full description of the turbulent flow with very fine temporal and spatial resolution close to Kolmogorov's scales. As a result, exact values of the instantaneous local energy dissipation rate and its surrogates are available. The caveats are that the DNS must be computed using an accurate numerical method, at high enough Reynolds number so that intermittency is pronounced, and with a sufficiently fine numerical grid so that the intermittency is resolved.
A number of studies have considered the characteristics of DNS suitable for studying small-scale turbulence and intermittency. In particular, the dependency of small-scale statistics on Reynolds number is analysed in several articles (e.g. Zhou & Antonia 2000b; Yeung, Donzis & Sreenivasan 2005; Yeung, Pope & Sawford 2006b; Yeung et al. 2006a; Gulitski et al. 2007a,b; Ishihara et al. 2007; Schumacher 2007; Ishihara, Gotoh & Kaneda 2009) and the effects on intermittency of insufficient smallscale resolution in DNS are investigated by Yakhot & Sreenivasan (2005) , Schumacher, Sreenivasan & Yeung (2005) , Schumacher, Sreenivasan & Yakhot (2007) , Watanabe & Gotoh (2007) , Donzis, Yeung & Sreenivasan (2008) and Wan et al. (2010) . From these studies, we conclude that the Reynolds number based on the Taylor microscale and the root-mean-square (r.m.s.) velocity must be 100 or more and that the grid spacing must be no more than Kolmogorov length scale to capture intermittent structures of turbulence accurately. Note that the resolution criteria depends on the order of the statistics under consideration and that higher resolution is needed to accurately compute some statistics of energy dissipation rate than of velocity (Yakhot & Sreenivasan 2005) .
Direct numerical simulations
The simulated flows are the solution to the Navier-Stokes equations in three spatial dimensions:
The velocity vector is u = [u, v, w] , p has been divided through by the (constant) density, and b is a time-varying force applied to maintain the flow statistically stationary. The equations are advanced in time using a third-order accurate fractional step method for the nonlinear and pressure gradient terms while the linear term is integrated exactly in Fourier space. A pseudo-spectral method is used to compute the spatial derivatives. To eliminate aliasing errors, the nonlinear term in the momentum equation is computed in rotational form and a spectral truncation filter is applied each time step to remove energy from wavenumbers greater than 2/3 times the maximum wavenumber. The numerical domain has length L = 2π on each side. The velocity fields are initialized with the turbulent fields reported by de Bruyn Kops & Riley (1998) and then forced so that E(κ) ∝ κ −5/3 at low wavenumbers with E(κ) representing the three-dimensional energy spectrum and κ the magnitude of the three-dimensional wavenumber vector κ = (κ 1 , κ 2 , κ 3 ). In the simulations, E(κ) is computed by averaging the energy for all points in a wavenumber 'shell', that is, for all points having κ − κ/2 κ < κ + κ/2 with κ the width of the shell. The force, b, is applied simply by amplifying the magnitudes of the Fourier-space velocities belonging to the shell without altering their relative magnitudes or phases. The amplification factor is chosen so that the simulated spectrum converges to the target spectrum over some range of wavenumbers. Specifically, the method of Overholt & Pope (1998) is applied for wavenumbers 1 κ/κ 0 κ f /κ 0 where κ 0 = 2π/L is the smallest non-zero wavenumber represented in the simulations and κ f /κ 0 = 4.
Three simulations are considered. The forced part of the spectrum for each case is the same and the Reynolds number is varied with the objective of obtaining values of the Kolmogorov length scale that vary by factors of two. The simulation parameters are shown in table 1. Note that studies of the effect of Reynolds number on smallscale turbulence are reviewed in § 2.3 and are not repeated here. Instead, three cases are considered to verify that qualitative conclusions drawn from the data are robust with respect to Reynolds number and small-scale resolution spanning modest ranges.
Four flow length scales are used in the table to describe the simulations. With average kinetic energy and dissipation rate in the simulation domain denoted by k and , the Kolmogorov length scale is defined by
and the turbulence length scale The integral length scale is (3.4) and the Taylor micro-scale is
S. Almalkie and S. de Bruyn Kops
These lengths lead to the Reynolds numbers
The number of grid points in each direction is denoted by N and the small-scale resolution is given in terms of the grid spacing ∆ = L /N and the maximum wavenumber, κ max , the latter taking into account the dialiasing filter.
Overview of simulated flows
The parameters in table 1, in conjunction with the literature cited in § 2.3, lead us to expect the simulations to be well suited for studying small-scale turbulence and intermittency. It is worthwhile, however, to verify general characteristics of the simulated flows before considering specifics about the surrogates for r and intermittency. We begin our analysis with an overview of the data quality with focus on the small-scale resolution and isotropy of the flow field. Then we proceed to spectra and structure functions of the velocity fields. Note that the entire domain of the simulated flow at an instant in time is considered as the sampling volume and therefore, there is no commingling of spatial and temporal statistics.
Small-scale resolution and statistical convergence
For a qualitative view of the range of length scales that exist in the simulations and the resolution of the small scales, consider contour plots of the local velocity in case R2. In figure 1 , the vertical velocity on a horizontal plane is shown at three different magnifications. The velocity is scaled by the r.m.s. velocity, u = (2k/3) 1/2 . From figure 1(a), which shows the entire extent of the simulation domain, it appears that the largest eddies in the flow are about half the domain size, which is consistent with the values for /L in table 1. Since the boundary conditions are periodic, this is the largest possible correlation length scale and is indicative of the trade-off made in favour of small-scale resolution over large-scale resolution and to use forcing to produce the effects of motions at length scales larger than the simulation domain. de Bruyn Kops & Riley (1998) , in contrast, report a simulation of isotropic homogeneous turbulence specifically designed to have sufficient large-scale resolution so that the simulated flow evolved comparably to a similar laboratory flow. In that paper, it is shown that the simulation domain should be 20 times the size of the energy containing eddies, compared with six times for the current simulations, for the simulation to have good large-scale resolution. Throughout this paper, the notation 0 is used to represent r with r at the grid resolution. Implicit is the assumption that the spatial resolution of the simulations is sufficient so that differences between 0 and the exact local dissipation rate are not significant. When n 0 is considered, differences between 0 and the exact local dissipation rate clearly become important for a sufficiently high value of n. Donzis et al. (2008) showed that for simulations with Reynolds numbers comparable with those in the current simulations, 4 0 is accurate provided η/∆ > 1, a criterion that is satisfied in all of the cases reported in this paper.
Given that the local values of Hamlington et al. 2012) . Here P( 0 ) is the probability density function (p.d.f.) of 0 , which is computed by binning the data to form the histogram. The integrands for the fourth-order moments of the dissipation rate and the transverse surrogate are plotted in figure 2. The convergence is good for both quantities in all three simulations.
Isotropy of velocity gradients
Motivating the definitions of the dissipation rate surrogates is the assumption that the flow is isotropic and homogeneous. Isotropy implies specific relationships between the moments of the velocity gradients and certain 'invariants' that do not change with the rotation of coordinates in incompressible flow (Siggia 1981; Hierro & Dopazo 2003) . Let where the invariants are are shown relative to the corresponding moments of the velocity derivatives for case R3; the values for the other cases are comparable. In the first section of the table, the three choices for longitudinal surrogates are tabulated followed by those for the transverse and asymmetric surrogates in the other two sections. If the simulated flows were perfectly isotropic then all of the ratios in the table would be unity. We see from the tabulated values that the flow is sufficiently isotropic and the effect of anisotropy is negligible even for the fourth-order moments.
Another way to gauge the effect of anisotropy on the surrogates is to compare the kurtosis of each velocity derivative. These are listed in table 3. Here the fact that the three simulations have different Reynolds number is helpful; the variation in kurtosis due to even a modest change in Reynolds number is much larger than that due to anisotropy. It is also noted that the kurtosis values are in good agreement with those reported in the literature for flows with similar Reynolds numbers. See, e.g. Jiménez et al. (1993) , Wang et al. (1996) , Gotoh, Fukayama & Nakano (2002) and Ishihara et al. (2007) and references cited therein.
The conclusion drawn from the data in tables 2 and 3 is that the flow is quite close to isotropic. Differences between, say, the three choices for the longitudinal surrogate are much smaller than between the longitudinal and transverse surrogates or between S. Almalkie and S. de Bruyn Kops the same surrogate in cases R1, R2 and R3. Therefore, in the remainder of the paper only one of each surrogate will be considered, namely the ones in the definitions in § 2.1 unless mentioned otherwise.
Verification of expected behaviour
The Kolmogorov spectrum functions are defined as
where E 11 , and E 22 are the longitudinal and transverse one-dimensional energy spectra, respectively. In the inertial range, the asymptotes, first obtained by Obukhov (Obukhov 1941a,b) , are
with α ≈ 1.5 sometimes termed Kolmogorov's constant (e.g. Pope 2000) . Provided that the turbulence is perfectly isotropic with infinitely large-scale separation, α, α 1 and α 2 are related by (Monin & Yaglom 1975, Volume II, p. 355 )
Alternatively, Kolmogorov defined the eponymous constant in terms of the secondorder longitudinal structure function. That constant is denoted C k and C k ≈ α/0.76 ≈ 2.0 (e.g. Monin & Yaglom 1975; Pope 2000) . The compensated Kolmogorov spectra for cases R1, R2 and R3 are shown on log-log and semi-log axes as figure 3. From the plots, several conclusions can be drawn. First, the simulations exhibit a power law scaling range similar to Kolmogorov (1941) , hereafter K41, inertial range scaling. Second, the rise in the spectra near ηκ = 0.1, which is observed in flow measurements and known as the bottleneck effect, is evident in the simulated flows. This effect has been discussed in detail by Lohse & Mullergroeling (1995) , Dobler et al. (2003) , Ishihara et al. (2009) and Donzis & Sreenivasan (2010) . Third, the simulations are resolved deep into the dissipation range as evidenced by the spectra decreasing rapidly with increasing wavenumber. The question of whether it decreases exponentially or with some other form is deferred to another paper. Note that the cusp at the right end of the three-dimensional spectrum is due to truncation error, not aliasing error, as discussed by Jang & de Bruyn Kops (2007) .
Recall from the ratio α 2 /α 1 that the ratio of the spectra will be 4/3 if the flow is perfectly isotropic in the inertial range and the Reynolds number is infinite. The ratio φ 2 (κ 1 η)/φ 1 (κ 1 η) is plotted in figure 3(d) and the simulations with the higher Reynolds numbers, cases R2 and R3, agree well with theory. The results for case R1 indicates that the Reynolds number in this case may not be high enough for this statistic to match the theory for high-Reynolds-number flows. Recall that the Taylor Reynolds number for this case is 102, which is at the lower limit suggested by the literature for moderate-Reynolds-number simulations to exhibit high-Reynolds-number flow characteristics (Zhou & Antonia 2000b; Yeung et al. 2006a,b; Gulitski et al. 2007a,b; Ishihara et al. 2007 Ishihara et al. , 2009 .
As noted at the start of this section, Kolmogorov scaling is defined by Obukhov in terms of spectra and by Kolmogorov in terms of structure functions, but the two statistical quantities are exactly interchangeable only under assumptions not satisfied in the simulations. Therefore, for completeness, the second-and third-order longitudinal L . The figures show the power law scaling to hold very well for cases R2 and R3, but less well for case R1. This is consistent with the results from the spectra that case R1 has marginally high enough Reynolds number to be consistent with theory for high-Reynolds-number flows.
Because the current simulations are at moderate Reynolds number, they do not exhibit a wide inertial range. To identify a specific range of scales as the inertial range in the remainder of the paper, we define the range λ r 3λ as the 'scaling range' for each simulation. The scaling range is marked for case R2 on figure 4.
Analysis of the local surrogates
In this section the dissipation rate and its surrogates are analysed beginning with a qualitative overview of the fields in figure 5. There are several striking characteristics evident in the images. The first relates to directionality. The dissipation rate and the surrogates are organized in slender structures having width and length of approximately λ and , respectively. These structures do not exhibit any directional preference in 0 while there is strong directional dependency in the longitudinal and transverse surrogates. The slender structures are oriented vertically for˜ 0,1 and horizontally for˜ 0,2 . In other words the structures are perpendicular to the direction of the gradients used for computing the surrogates. Since it is composed of two gradients,˜ 0,3 does not exhibit strong directionality and has a smaller characteristic length scale. Also it is not positive definite.
The second difference between 0 and the surrogates evident in the images is that the surrogates exhibit much sharper gradients than 0 . The images give the impression that the surrogates are more intermittent than 0 , which is indeed the case as is shown quantitatively throughout this paper.
Probability density functions
Next we consider the p.d.f.s of the local energy dissipation rate normalized by its mean. These are plotted for each simulation in figure 6(a). Energy dissipation rate is highly intermittent, as reflected in the pronounced tails of the distribution functions. Both the frequency and magnitude of the extreme events increase with Reynolds number. In case R3, the extreme values of 0 are more than 150 times the average value whereas the ratio is only ∼30 for case R1. The tails of the distributions are consistent with the stretched exponential functions suggested in the literature (e.g. Meneveau & Sreenivasan 1991; Bershadskii, Kit & Tsinober 1993; Donzis et al. 2008) .
The p.d.f.s of the surrogates are compared with those of the energy dissipation rate for case R3 in figure 6(b) . The local distribution of the energy dissipation rate and the surrogates are different. The transverse surrogate exhibits values of more than 500 times its mean compared with ratios of ∼250 for the longitudinal surrogate and 150 for 0 itself. The heavier tails of the transverse surrogate compared with the longitudinal surrogate is consistent with the heavier tails of the transverse velocity gradient distributions compared with the longitudinal ones reflected in the kurtosis of the velocity derivatives (cf. § 4.2). The p.d.f. of the asymmetric surrogate˜ 0,3 has very different characteristics from those of either 0 or of the other surrogates both becausẽ 0,3 is not positive definite and because it is extremely intermittent with a significant number of locations having values more than 1500 times the mean. The variance of this surrogate is also significantly higher than for the other two surrogates. Modelling the energy dissipation rate and its distribution is the subject of ongoing research. The classical approach is to assume a log-normal distribution as suggested by Kolmogorov (1962) and Obukhov (1962) . This model is reviewed by Frisch (1995) and its shortcomings have been discussed previously (Kraichnan 1974 1974; Schertzer et al. 1997) . Here, we use the log-normal model as a reference when comparing the statistical characteristics of the surrogates with those of the energy dissipation rate. The p.d.f.s of the logarithm of the dissipation rate and its surrogates are plotted in figure 7 along with the model distribution. The curves are scaled by the standard deviation of the logarithm of each variable, e.g. σ log 0 . The numerical values of skewness and kurtosis of these variables are listed in table 4 for all of the cases. Consistent with the previous published data (e.g. Pope & Chen 1990; Wang et al. 1996; Yeung et al. 2006a) , the dissipation rate has a small negative skewness and slightly higher kurtosis than the model. Note that as discussed in § § 4.1 and 4.2 the statistical and anisotropy uncertainty for these statistics are negligible. Of greater interest in the current research are the p.d.f.s of the surrogates. The distributions of the surrogates are very different from that of the dissipation rate and the log-normal model is not appropriate even in the vicinity of the mean value.
Conditional averages
Consider the conditional average of the surrogate given 0 = ε, where ε is the probability space analogue of 0 . As is often done, explicit reference to the probability space variable is omitted and we write the conditional average as, e.g., ˜ 0,1 | 0 . The For all values of ε, the longitudinal surrogate correctly predicts 0 on average. In other words, the conditional p.d.f.s of the surrogate have very nearly the correct first moment for any value of ε. This is not the case for the other two surrogates. For both the transverse and asymmetric surrogates, the conditional average is too high for low values of ε and too low for high values of ε. The effect is much more pronounced for the asymmetric surrogate presumably because it can have negative values even in locations where 0 is high. Only one surrogate of each type is shown in figure 8 . It has been observed, however, that summing independent intermittent random fields will result in a less intermittent field and so the sum of, say, two different transverse surrogates may result in a surrogate with statistics closer to those of 0 (Wang et al. 1996) . This suggests looking at the conditional averages of the sum of all of the possible transverse surrogates as done by Donzis et al. (2008) . The conditional averages of the sum of the transverse surrogates is similar to the conditional average of a single surrogate. Summing the surrogates to reduce the intermittency does not result in the conditional average agreeing with the dissipation rate.
Analysis of the locally averaged surrogates
Thus far, our analysis has been focused on the local dissipation rate, 0 , and the corresponding surrogates. A principal motivation for studying surrogates, however, is S. Almalkie and S. de Bruyn Kops to understand how they might bias our understanding of intermittency. Intermittency is quantified by how the dissipation rate varies in space and so we turn now to analysing the locally averaged dissipation rate, r , and its surrogates.
The locally averaged dissipation rate is defined as 0 averaged over a volume with linear dimension r. In theoretical analyses of isotropic turbulence the averaging volume is taken to be a sphere but the definition of r is not consistent in the literature. The original definition in Kolmogorov (1962) takes r to be the radius of the sphere (e.g. Kolmogorov 1962; Novikov & Stewart 1964; Frisch 1995; Pope 2000) , while r is also defined as the diameter of the sphere in some references (e.g. Monin & Yaglom 1975; Stolovitzky et al. 1992; Chen et al. 1993; Thoroddsen 1995; Wang et al. 1996) . In this paper the second definition is used because, as explained in the next paragraph, we consider averages over spheres and also along straight lines. So for the analyses that follow, r is the linear dimension of the averaging volume and r is r (x) = 6 πr 3
V(r)
0 (x + r) dr.
(6.1)
With simulation data, the dissipation rate and the surrogates are known as functions of three spatial dimensions and so the spherical averages can be computed. When the surrogates are measured in a physical flow, however, typically they are sampled in time and Taylor's hypothesis is invoked to convert the time series to a spatial series. In this case, the surrogate is only known along a line and it is natural to compute the local averages along that line, not over a sphere. Thus, intermittency estimates based on surrogates will be affected both by differences between 0 and the surrogates and by differences between the averaging volume inherent in the definition of r and that used to average the surrogates. In this paper we consider the two effects separately. To make clear the averaging volume used to compute a given quantity, the subscript 'r' indicates an average over a sphere of diameter r, e.g.˜ r,1 , and the subscript 'h' indicates an average along a line of length h, e.g.˜ h,1 .
In general, 0 is known at discrete location in space and interpolation must be used to compute an average over an arbitrary region. If the interpolation schema is not fully consistent with the numerical method used to solve the governing equations when the simulation was run then errors will result. In particular, r may not be bounded by the values of 0 in the averaging volume. Fortunately, with data from a spectral simulation the interpolation function is known and r is
For the linear filter in the x i direction,
where κ i is the wavenumber in the ith direction. More information on these averages is provided in Appendix.
It is sometimes noted that (6.2) and (6.3) are not, in general, exact for simulation data, which is true if 0 cannot be exactly represented in Fourier space byˆ 0 . In fully dealiased pseudospectral simulations of the type reported here, 0 is described exactly by a finite discrete Fourier series and, therefore, by a Fourier integral with the coefficient function zero except at certain wavenumbers. Since (6.2) and (6.3) do not introduce Fourier modes that are not in 0 , r and h reported here are exact to within the precision of the computer arithmetic.
6.1. Probability density functions To guide our analyses of the locally averaged surrogates, we pose two questions motivated by the results from § 5. First, does spatial averaging result in the cancellation of the rare and intense events of the surrogates so that the p.d.f.s of the averaged surrogates are comparable with those of r ? Second, is the log-normal model, often used in estimating the intermittency exponent, appropriate for the locally averaged surrogates even though it is not a good model for the local quantities? To address the first of these questions, the p.d.f.s of r and the two positive-definite surrogates are plotted in figure 9(a) for case R2 and r ranging from the Kolmogorov to the integral length scales. Note that the curve for the highest r is plotted true and the remaining curves are offset vertically in increments of half a decade so that they can be distinguished. Based on the data in table 1 and figures 3 and 4, the curves for r = 21η ≈ λ and r = 169η ≈ are representative of the variables averaged over scales in the scaling range and the energy containing range, respectively.
Consider first the general shape of the curves. For small r, the results are as expected from the preceding analysis of the local dissipation rate. The transverse S. Almalkie and S. de Bruyn Kops surrogate exhibits higher frequency of extreme events than the longitudinal surrogate, but both surrogates exhibit significantly heavier tails compared with r . Only for averaging over the energy containing scales do the dissipation rate and the surrogates have similar distributions. The characteristics of the p.d.f.s are further quantified in terms of their moments, which are plotted as functions of r in the figures 9(b) and 9(c,d). The moments are computed for all possible components over three different orthogonal directions. The averaged value for the longitudinal, transverse and asymmetric surrogates are shown in the figure. Error bars are obtained by estimating the residual anisotropy from the fluctuations between measurements on three orthogonal directions. Note that for the lower-order moments the error bars are smaller than the symbol size in the figures. The moments are nearly invariant with r in the dissipation range. For higher r, the moments decrease approximately as power laws and only for averaging over lengths characteristic of the energy containing scales are the moments of surrogates comparable with those of energy dissipation rate. The differences between the longitudinal and transverse surrogates preserve even when the fields are locally averaged over lengths in the scaling range.
In figure 10 , the p.d.f.s of the logarithm of the locally averaged dissipation rate, longitudinal and transverse surrogates are shown. The asymmetric surrogate is not necessarily positive and so its logarithm is not considered. In computing the p.d.f.s, the mean of each variable has been subtracted and the result normalized by its own standard deviation, e.g. σ log r , for comparison with the log-normal model. A wide range of r values are included in figures 10(a) while 10(b) is a magnified version showing r in the scaling range. In the bottom panel, dotted lines indicate the log-normal model. There is fairly good agreement between logarithm of the locally averaged energy dissipation rate and its surrogates for r in the scaling range and larger.
The suitability of the log-normal model for the surrogates is explored via the skewness and kurtosis of each distribution, which are plotted in figure 11 . The magnitude of the moments decrease with increasing r in the dissipation range but are roughly constant for r in the scaling range. In the scaling range, the skewness and kurtosis values suggest distributions close to log-normal, but there is a distinct bias toward negative skewness, which is consistent with the results of Wang et al. (1996) . Perhaps surprisingly given figure 10, the log-normal function represents the locally averaged surrogates fairly well for r in the scaling range and larger.
Conditional averages
Even though there are significant differences between intense events of the local dissipation rate and its surrogates, cancelling of extreme values of the longitudinal surrogate result in ˜ 0,1 | 0 ≈ 0 for all values of 0 (cf. figure 8) . This is not the case for the other surrogates. Now consider the cancellation of extreme events through a combination of spatial and conditional averaging. In figure 12 , the surrogates conditioned on r are shown for the full range of r values in the simulations. The curves for small r are not surprising given that it has been shown earlier in this paper that neither spatial averaging nor conditional averaging of the transverse or asymmetric surrogates result in cancellation of extreme events. For r in the scaling range and smaller, only the longitudinal surrogate exhibits conditional averages approximately equal to r . Values of r near the integral length scale are required for the transverse and asymmetric surrogates to do likewise. This result is remarkable because the spatial averages of the surrogates and the dissipation rate are equal, by definition, for r = L . 6, 5.3, 11, 21, 42, 84, 169 and 337. (b) A magnified view of the same data for r/η in the scaling range. In both panels, the curve for the highest r is plotted true and the remaining curves are offset vertically in increments of half a decade and x corresponds to each of the variables in the legend.
Quantifying intermittency
Up to this point in the paper, the focus has been on quantifying the differences between the dissipation rate and its surrogates. Understanding these differences is important for estimating the dissipation rate from measurements of the surrogates, and also for modelling the local and locally averaged dissipation rate. Inherently related to dissipation rate is turbulence intermittency and so next we consider the effects on intermittency calculations when the surrogates are substituted for the dissipation rate.
Intermittency is quantified in terms of the scale dependency of the higher moments of r . The theory of Kolmogorov (1962) includes the assumption of large-scale separation between and η. Unfortunately, at present only the surrogates are available for flows with large-scale separation. With DNS data the intermittency metrics can be computed directly from r and from the surrogates, but at limited Reynolds number.
Scale dependency of moments
We begin our analyses with the second-order moments of the locally averaged energy dissipation rate and the surrogates. The moments are computed for all possible components over three different orthogonal directions. The averaged value for the 222 longitudinal, transverse and asymmetric surrogates are shown in figure 13(a) for case R2. The data in the figure is the same as in figure 9(b) but now the secondorder moment, not the variance, is shown. The error bars represent uncertainty due to the residual anisotropy estimated from the fluctuations between statistics on three orthogonal directions. The curves in the scaling range are approximately power law for all of the variables.
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In order to evaluate power law scaling, as suggested by Miller & Dimotakis (1991) , the local scaling exponents
are plotted in figure 13(b) . Recall that the intermittency exponent, µ, is defined as τ (2, r) for r in the scaling range. A vertical dotted line at r = 25η ≈ λ is shown on the plots to aid in reading the logarithmic scales. The curves reveal no broad range of r with power law scaling and the local scaling exponent decreases monotonically FIGURE 12. Conditional expectation of the surrogates given the locally averaged energy dissipation rate for r/η = 0.7, 1.3, 2.6, 5.3, 11, 21, 42, 84, 169 and 337. The curves for the lowest value of r are plotted true and the remaining curves are offset in increments of a decade. The arrow direction indicates increasing r.
over the scaling range for all of the variables. This result is consistent with the high-Reynolds-number experimental measurements and atmospheric observations of Praskovsky & Oncley (1997) and so is presumably not an artifact of the limited dynamic range of the simulations. In addition, the numerical values of the local slopes from the longitudinal surrogate are consistent with those reported in this reference. Of greater interest in the current study is that the local scaling exponents are much higher for the surrogates than the energy dissipation rate, which means that the surrogates greatly overestimates the intermittency exponent if a one-for-one replacement is made of the dissipation rate with the surrogate. Similar results have been reported by, e.g. Wang et al. (1996) and Zhou et al. (2006) .
The third-and fourth-order moments and corresponding slopes are also computed in a similar method to the second-order moments and plotted in figure 14 . The error bars are more pronounced at higher-order moments, however, still negligible compared with the discrepancy between the statistics of energy dissipation rate and surrogates. The reference slopes corresponding to µ = 0.25 and assuming the log-normal model are included on the plots to help the reader judge the slopes of the curves. The local scaling exponents of these curves averaged over the scaling range are listed in table 5 for both R2 and R3. The uncertainty reported in this table is due to the variation of the local scaling exponents over the scaling range. It indicates fluctuations of the averaged scaling exponents induced by the scaling range extension. The effect of uncertainty is dwarfed by the discrepancy between the statistics of energy dissipation rate and surrogates. Regardless of which moment or which simulation is considered, the longitudinal surrogate yields significantly higher τ (n, r) for r in the scaling range than does r , and the transverse and asymmetric surrogates yield even higher values. Note that in the reminder of this section the error bars are neglected to simplify the figures.
A wide range of values for the intermittency exponent has been reported in the literature, in part due to multiple methods used for computing it; see, for example, the reviews by Monin & Yaglom (1975) , Sreenivasan & Kailasnath (1993) , Praskovsky & Oncley (1997) and Sreenivasan & Antonia (1997) . The textbook value TABLE 5 . The averaged local scaling exponent of the energy dissipation rate and surrogates for nth-order moments. The uncertainty due to changes in the scaling range is indicated by the error bars.
is µ = 0.25±0.05 (Sreenivasan & Antonia 1997; Pope 2000) and the scaling exponents of r in table 5 are in this range. All of the surrogates, however, over-predict µ. This is consistent with the results in § § 5 and 6, namely that the surrogates are more intermittent than the dissipation rate itself and averaging at length scales larger than the scaling range is required to make the intermittency in the surrogates comparable with that in the dissipation rate.
Testing for a correctable bias
The preceding results show that the one-dimensional surrogates significantly overestimate the intermittency exponent if 0 is simply replaced by a surrogate in the calculations. If the bias is predictable, however, then it might be corrected for. One approach to computing the bias (e.g. Chen, Sreenivasan & Nelkin 1997b; Benzi et al. 1993) is to assume power law scaling for both 
so that
In the range of r where power law scaling occurs, τ i (n) is not a function of r, hence the omission of r from the notation. To test the efficacy of this approach, ˜ n r,i is plotted versus n r in figure 15 for case R2 and n = 2 and 4. The numerical values of the exponents computed by minimizing the sum, for r in the scaling range, of the square of the differences between the data and the power law are listed in table 6 for R2 and R3. The results show that the biases in the longitudinal and transverse surrogates are fairly consistent for all moments. For instance, τ 1 (n) ≈ 1.5 and τ 2 (n) ≈ 2.2 for n up to 4. Given the behaviour of the 
R2
R3 n˜ r,1˜ r,2˜ r,3˜ r,1˜ r,2˜ r,3 2 1.60 ± 0.01 2.38 ± 0.04 4.90 ± 0.09 1.47 ± 0.004 2.16 ± 0.02 4.50 ± 0.06 3 1.56 ± 0.02 2.26 ± 0.06 3.82 ± 0.09 1.42 ± 0.001 2.03 ± 0.02 3.52 ± 0.07 4 1.49 ± 0.02 2.12 ± 0.07 3.21 ± 0.13 1.36 ± 0.009 1.99 ± 0.04 3.14 ± 0.08
for the three surrogates and n = 2, 3, 4. The error bars indicate the uncertainty due to anisotropy and changes in the scaling range. asymmetric surrogate reported in § § 5 and 6, it is not surprising that τ 3 (n) is not approximately constant.
Effect of the averaging volume
At the beginning of § 6, it is observed that the averaging volume envisioned in Kolmogorov (1962) is a sphere whereas it is natural to average the surrogates along a line. The effect of the choice of averaging volume is examined with the help of figure 16 in which the dissipation rate and the surrogates are averaged both ways for case R2. Linear averaging results in lower values of τ (n, r) for small r and higher values of τ (n, r) at large r. Remarkably, the cross-over point is at r at the scaling range. Similar behaviour is observed for the surrogates. Therefore, the tendency of the intermittency exponent estimated from the surrogates to be too high is partially counteracted by the averaging technique typically used with surrogates. Even so, the intermittency exponent from˜ h,1 is still too high compared with that from h and the estimates from the other surrogates are even higher.
Other methods for estimating the intermittency exponent
It has been suggested that in homogeneous turbulence the intermittency exponent can be obtained from the autocorrelation function of the local dissipation rate by relating it to surrogates are defined as
(7.6) They are plotted versus separation distance in figure 17(a) for case R2. The secondorder moments of the locally averaged energy dissipation rate and surrogates, for both linear and spherical averaging, are also shown in the same figure. Note that the autocorrelation functions are shifted in the vertical direction for illustration purposes. Considering first the characteristics of the autocorrelation functions, it is apparent that they exhibit power law scaling at values of r in the scaling range. In addition, at these separation distances the autocorrelation function of the longitudinal surrogate is similar to that of the dissipation rate itself. The autocorrelation function of the transverse surrogate, on the other hand, does not behave like that of the dissipation rate except perhaps at larger length scales.
Next consider whether the autocorrelation functions yield the same value of µ as the local averages do. Recall that in figure 17(a) the autocorrelation functions are offset vertically for clarity of the figure. Removing the offset by eye, it is apparent that the autocorrelation and local average curves will not align and that the autocorrelation functions lie to the left from the average curves. If the averaging volume for r is defined in terms of the radius instead of the diameter, as is done by, e.g. Kolmogorov (1962 ), Frisch (1995 and Pope (2000) (cf. § 6), then there is very good agreement between the autocorrelation and the second moment data. The results are plotted in figure 17(b) .
The first observation from the figure is that autocorrelation and the second moment curves for the exact dissipation rate lie almost on top of each other. This confirms the mathematical analysis of Monin & Yaglom (1975, § 25) . There is no corresponding agreement for either surrogate, which is perhaps not surprising. A very encouraging result, with respect to using surrogates to estimate µ, however, is that the autocorrelation curve for the longitudinal surrogate almost aligns with the autocorrelation of the true dissipation rate for r/η > 10 where power law scaling is observed. In other words, the autocorrelation of the longitudinal surrogate yields the 'correct' µ in the sense that it is very nearly the same as that from the dissipation rate itself. Similar conclusions are suggested by Cleve et al. (2003) . This raises the interesting question of why the correct µ can be obtained from the surrogate via the autocorrelation but not by averaging. It cannot be ruled out that this result is an artifact of the limited dynamic range in the DNS, but an alternative explanation is the following. It is observed that there is substantially higher intermittency at all but the largest length scales in the surrogates than in 0 . The extreme events in the different components of the strain rate tensor evidently cancel each other. For the longitudinal surrogate, the extreme events can be averaged away simply by conditional averaging (cf. figure 8 ). It appears that the autocorrelation function, but not locally averaging, results in cancellation of the extreme events. Why this is so is beyond our current understanding. Another way to compute the intermittency exponent is via the spectrum of the dissipation rate. By assuming a power law scaling for autocorrelation function of 0 with slope −µ, it can be deduced that this spectrum will exhibit power law scaling in the scaling range E 0 ∼ κ µ−1 . The method is used widely in atmospheric measurements and, depending on the choice of scaling range, different values of µ have been reported (e.g. Gibson, Stegen & McConnell 1970; Monin & Yaglom 1975; Praskovsky & Oncley 1997) . The spectra of energy dissipation rate and the longitudinal and transverse surrogates are plotted in figure 18 for case R2. It is observed that in spite of finite Reynolds number of the simulations, the spectra do indeed follow a power law in the scaling range but the slope is different for each variable. The flatter slopes in the surrogates are consistent with higher intermittency. The slopes of −0.75 and −0.6 corresponding to the intermittency exponents of 0.25 and 0.4 are also plotted in the figure for comparison.
Finally, a common method of estimating the intermittency exponent is direct application of Kolmogorov (1962) and the log-normal model σ 2 log r ∼ −µ log r.
(7.7)
In figure 19 the variance of the logarithm of the locally averaged energy dissipation rate and its surrogates are plotted versus the logarithm of r. In agreement with Kolmogorov (1962) , all of the curves exhibit a linear region in the scaling range, but the slopes, which represent the estimated intermittency exponent, differ. The curve corresponding to the energy dissipation rate is almost parallel to the line with slope µ = 0.25, while the curves corresponding to the surrogates display higher slope. So 230 once again the surrogates overestimate µ but in this case the differences between the longitudinal and transverse surrogates are small.
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Conclusions
DNSs of forced, isotropic homogeneous turbulence with extraordinarily fine spatial resolution were computed to understand aspects of small-scale turbulence. The simulations are highly resolved for accurate evaluation of higher-order statistics. Energy dissipation rate and its surrogates that are based on measurements of a subset of the strain rate tensor are considered. In particular, the one-dimensional longitudinal and transverse surrogates, as well as a surrogate based on the asymmetric part of the strain rate tensor, are analysed in detail. The instantaneous surrogates are studied locally, locally averaged in space and conditionally averaged to see what statistics of the dissipation rate might accurately be inferred given measurements of the surrogates.
Significant differences between the energy dissipation rate and its surrogates are observed. In general, the one-dimensional surrogates exhibit extreme events much stronger and more frequent compared with those in the energy dissipation rate. A simple explanation for this behaviour is that the extreme events of the one-dimensional components average out due to the summation in the dissipation rate (Wang et al. 1996) . In other words, the summation of multiple intermittent random variables is a less intermittent random field if the original fields are independent. If this theory is correct then, presumably, averaging in space over lengths larger than η but smaller than will result in comparable statistics for the dissipation rate and surrogates. The DNS data show that even with averaging volumes approaching the surrogates are significantly more intermittent than the dissipation rate. So it appears that cancellation of rare events by averaging does not explain why dissipation rate is less intermittent than the surrogates.
Another explanation for why the surrogates are more intermittent than the dissipation rate is that multiple types of structures generate extreme events in the flow and each velocity derivative reflects only some of these structures whereas the energy dissipation rate captures the comprehensive effect. Our statistical analysis of the longitudinal, transverse, and asymmetric surrogates reveal fundamental differences between these variables and supports this explanation. Consistent with our results is the differences between the scaling exponents of longitudinal and transverse structure functions, which have been reported previously (e.g. Boratav & Pelz 1997; Chen et al. 1997a,b; Dhruva, Tsuji & Sreenivasan 1997; Grossmann, Lohse & Reeh 1997; Shen & Warhaft 2002; Biferale & Procaccia 2005; Benzi et al. 2010) . Whether these effects are artifacts of finite Reynolds number is an open question.
An important use of surrogates is to predict the statistics of the dissipation rate for use in modelling. The classical model is the two-parameter log-normal distribution. For it to be effective using surrogate measurements then the mean and standard deviation of the dissipation rate and the surrogate would have to be comparable. The surrogates are defined so that their mean values are exact. The p.d.f.s of the longitudinal and transverse surrogates are so different from that of the dissipation rate, however, that the two-parameter log-normal model is not effective. It is not straightforward to accurately estimate the probability distribution of the dissipation rate given either the longitudinal or transverse surrogate.
Several methods are used to quantify intermittency from the dissipation rate and from the surrogates. Since the surrogates have more frequent extreme events, it is perhaps not surprising that the results show the longitudinal surrogate yields a higher value of µ than does the dissipation rate, and the transverse surrogate a higher value yet when a one-for-one substitution is made of the dissipation rate with the surrogate. Importantly, while all of the methods yield similar values of µ based on the dissipation rate, the values of µ based on the surrogates are inconsistent. This might be an artifact of the moderate Reynolds number of the simulations affecting the different methods for quantifying intermittency to different degrees. However, while the new results are more comprehensive than those in the literature they are in complete agreement with high-Reynolds-number results where comparisons can be made (e.g. Praskovsky & Oncley 1997; Cleve et al. 2003; Zhou et al. 2006; Hao et al. 2008) . This suggests that while the numerical values for µ reported here may be influenced by Reynolds number, the tendency for the surrogates to overestimate µ, and for the estimates to depend on the method used to compute it, requires further study. Introducingξ This integral can be interpreted as the wavenumber-space images of n-dimensional spheres. Sykora (2007) discusses the solution as the nth-order sinc function. Here we derive the results for the one-and three-dimensional cases. In one dimension, integration is over a line with length h. With h ≡ h/2 and κ i the wavenumber in the direction of the averaging, To derive the spherical average, it is observed that the integral in (A 3) does not depend upon the choice of the coordinate system and so we rewrite the equation in spherical coordinates using the notation x = (r, θ, φ) and κ = (ρ, ψ, χ). Upon applying trigonometric simplifications, the integral becomes 1 V r V r exp[irρ (cos(ψ − θ ) sin(χ ) sin(φ) + cos(χ) cos(φ))]r 2 sin(φ) dr dφ dθ. (A 7)
Noting that the orientation of the coordinate system is arbitrary, we rotate it so that χ = 0 and substitute r ≡ r/2 to reduce the integral to The integral is solved using integration by parts. Aligning the Cartesian coordinate system so that κ = ρ and noting that the volume of a sphere with linear size of r is V r = 4πr 3 /3 then (A 9) simplifies to 
