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5ПЕРЕЧЕНЬ ТЕРМИНОВ И СОКРАЩЕНИЙ
SID – (Standard Instrument Departure) – утверждена процедура (схема)
выхода ЛА по ППП из района аэродрома после взлета.
STAR – (Standard Terminal Arrival Route) – документированная
процедура (схема) движения ЛА по ППП в районе аэродрома перед
приземлением.
АСУО ВВ – Автоматизированная система управления освоения
вертолетовождения.
ИСАО – Интеллектуальная система автоматизированного обучения.
Корреляция – это статистическая взаимосвязь двух или более случайных
величин (или величин, которые можно с некоторой степенью считать
таковыми). При этом изменение значений одной из таких величин ведет к
систематическим изменениям значений другой или других величин.
ЛА – Летательный аппарат.
УТО – Учебно-тренировочная операция.
ОВД – Организация воздушного движения – система организационных и
технических мероприятий, обеспечивающих порядок и безопасность полетов
ВС в воздушном пространстве и обмен информацией между авиадиспетчерами
и экипажа ВС с использованием средств радиосвязи, аэронавигации и ЭВМ.
ИКАО/ICAO – Международная организация гражданской авиации
/International Civil Aviation Organization.
ОПРС – Отдельная приводная радиостанция. Предназначена для привода
ЛА, оборудованных автоматическими радиокомпас, в район аэродрома,
выполнения предпосадочного маневра и выдерживания направления полета с
заданной точностью при заходе на посадку.
ОСП – Оборудование системы посадки.
ПВ – Пилотирования вертолета.
6ППП – Правила полетов по приборам - правила выполнения полетов по
пилотажно-навигационным приборам при обязательном контроле ОВД.
ВС – воздушное судно.
ВВЕДЕНИЕ
Актуальность темы. В современном мире большое число авиакатастроф
происходит по причине человеческого фактора. Для воздушного транспорта
обучение пилотов можно производить непосредственно на физических
объектах, однако это является трудоемким и высокозатратным в связи с
необходимостью использования дорогостоящего оборудования и
квалифицированных инструкторов. Такое обучение небезопасно не только для
обучаемого пилота и инструктора, но в случае аварии может привести к
непредвиденным последствиям. Поэтому  при обучении, целесообразно
дополнительно использовать кроме теоретического курса и тренировок на
учебных вертолетах разного рода тренажеры.
Подготовка пилотов на  тренажере позволит в оптимальные сроки:
- повысить при заданном времени обучения качество освоения навыков за
счет оптимального распределения времени между ними;
- снизить при заданном уровне освоения необходимых навыков общее
время обучения за счет определения последовательности освоения при
поэтапном либо параллельном обучении. Как показывают предварительные
оценки, общее время обучения можно снизить на 10 - 20%, а значит, и
стоимость обучения.
Перечисленные ожидаемые результаты касаются обучения группы
пилотов в целом, а точнее - планирования работы тренажера. Не менее важно
перепланирование этой работы по результатам промежуточного тестирования,
т. е. фактически автоматизированное управление в замкнутом контуре
процессом обучения, которое позволит:
- разработать автоматизированную систему управления освоением
вертолетовождения (АСУО ВВ), которая обеспечит формирование управления
7процессом освоения ВВ и выработки (выбора) воздействия на курсанта с целью
достижения им необходимого (заданного) уровня освоения ВВ;
- учесть индивидуальные особенности каждого обучаемого курсанта для
составления индивидуальных планов дальнейшей подготовки в
автоматизированном режиме.
Решение вышеперечисленных задач требует применения как методов
параметрической и многошаговой оптимизации, так и накопленного
человеческого опыта. Полученные результаты позволят заменить инструктора,
как на этапе предварительного планирования, так и на этапе оценивания
качества освоения навыков для перестройки дальнейшего плана работы
каждого обучаемого по результатам тестирования.
Связь работы с научными программами, планами, темами.
Результаты работы были использованы во время выполнения научно-
исследовательских работ «Создание программно-алгоритмического
обеспечения интерактивной обучающей системы тренажерного комплекса»,
«Специализированная обучающая система для операторов электронного
оборудования» и госбюджетной темы «Разработка тренажера с элементами
адаптивности», внедрены на кафедре «Авиационных компьютерно-
интегрированных комплексов» Национального авиационного университета по
курсу «Проектирование систем автоматизации» и в Кременчугском летном
колледже  Национального авиационного университета во время составления
учебных планов подготовки пилотов вертолетов на тренажере.
Целью работы является повышение эффективности освоения простых и
сложных навыков при обучении на тренажере.
Для достижения этой цели в диссертационной работе поставлены и
решены следующие задачи:
- разработка автоматизированной системы управления освоением
вертолетовождения (ВВ) и выработки (выбора) влияния на курсанта или пилота
с целью достижения им необходимого (заданного) уровня усвоения ВВ;
- разработка  алгоритмов оптимизации учебных планов для пилотов на
8тренажере по критериям: количества аварий вертолетов за данный период
времени, возможного нанесенного ущерба и количества совершенных ошибок
при обучении на тренажере;
- разработка алгоритма оптимизации учебных планов для пилотов
вертолетов на тренажере за критерием успешности, учитывая уровень
начальной подготовки и индивидуальные качества пилота (скорость освоения
навыков, уровень освоения предшествующих навыков;
- разработка алгоритма идентификации персональных показателей
скорости освоения простого и сложного навыков, показателей степени,
меняющегося в зависимости от индивидуальных особенностей обучаемого.
Объектом исследования - процесс обучения пилотов на тренажере.
Предмет исследования – повышение эффективности обучения пилотов
на тренажере.
Методы исследования. В работе использованы эмпирические и
теоретические методы исследования. В ходе теоретического исследования
применялись методы параметрической оптимизации.
Теоретические исследования опираются на концепции ИКАО по
безопастности полетов, инженерно-психологическую концепцию, заданную с
учетом большого количества факторов.
Исследования базируются на теории информации и теории вероятности,
общей математической статистики и инженерных методов, теории
оптимизации.
Экспериментальные исследования проводились путем исследования
повышения эффективности обучения за счет использования предложенных в
работе подходов на вертолетном тренажере Ми-8МТВ.
Научная новизна состоит в разработке:
- нового подхода к обучению пилотов вертолетов на тренажере,
который состоит в использовании АСУО ВВ и оптимизации учебных планов
согласно аварийности вертолетов вследствие влияния «человеческого фактора»
и уровня индивидуальных качеств пилота;
9- обобщенной структуры АСУО ВВ, особенностью которой является
наличие в ней специальной базы знаний, служащей для формирования модели
управления процессом освоения ВВ  и выработки (выбора) воздействия на
обучаемого с целью достижения им необходимого (заданного) уровня освоения
ВВ;
- алгоритмов оптимизации учебных планов для пилотов за
критериями: количества аварий вертолетов за данный период времени,
возможного заданного ущерба и количества совершенных ошибок при
обучении на тренажере;
- алгоритма оптимизации учебных планов обучения пилотов
вертолетов на тренажере, учитывающий уровень начальной подготовки и
индивидуальные качества пилота (скорость освоения навыков, уровень
освоения предшествующих навыков, на которых базируется рассматриваемый,
на основании использования различных математических моделей для описания
процессов освоения простых и сложных навыков, что обеспечило более точную
оценку необходимого времени на каждый из них для достижения необходимого
уровня подготовки;
- алгоритма идентификации персональных показателей скорости
освоения простого и сложного навыков, показателей степени, меняющийся в
зависимости от индивидуальных особенностей обучаемого при освоения
простого и сложного навыков на основании использования генетических
алгоритмов.
Практическое значение полученных результатов. Предложены
методики, модели, алгоритмы, позволяющие оптимизировать процесс обучения
пилотов вертолетов на тренажере за счет:
- перераспределения времени обучения различным навыкам управления
вертолетов с учетом данных аварийности по причине человеческого фактора за
последние годы эксплуатации;
- перераспределения времени обучения различным навыкам управления
вертолетов с учетом индивидуальных особенностей пилотов: скорость усвоения
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навыков, уровень усвоения предыдущих навыков, на которых базируется
рассматриваемый, на основании использования разных математических
моделей для описания процессов усвоения простых и сложных навыков;
Разработанные методики модели алгоритмов были внедрены при
составлении учебных планов подготовки пилотов вертолетов на тренажере в
Кременчугском летном колледже  Национального авиационного университета.
Личный вклад соискателя. Основные научные положения и результаты
диссертационной работы получены автором самостоятельно. Лично по теме
диссертации соискателем написано шесть работ [141, 142, 143, 165-171].
Апробация результатов диссертации. Основные результаты исследований
докладывались и обсуждались на XII Международной научно-практической
конференции «Людина і космос. Випереджуючи час» Национальное
космическое агентство Украины. Национальный центр аэрокосмического
образования молодежи им. О.М. Макарова. Днепропетровск 2010, на ІІ
Всеукраинской научно-практической конференции «Авіація та
космонавтика» Национальное космическое агентство Украины. Национальный
центр аэрокосмического образования молодежи им. О. М. Макарова. Кривой
Рог. 2011, The sixth world congress “Aviation in the XXI-st century” Safety in
Aviation and Space Technologies. Ukraine. National Aviation University,
(September 23-25, 2014), IEEE 3rd International Conference “Methods and Systems
of Navigation and Motion Control (MSNMC)”. Proceedings. Kyiv, Ukraine.
(October 14–17, 2014).
Публикации. По теме диссертационной работы опубликовано 6 научных
статей в изданиях, перечень которых утвержден ВАК Украины и 4 материала
докладов на научных конференциях.
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РАЗДЕЛ 1
АВИАЦИОННЫЕ ТРЕНАЖЕРЫ КАК СРЕДСТВО ПОВЫШЕНИЯ
ЭФФЕКТИВНОСТИ ПОДГОТОВКИ ПИЛОТОВ
1.1. Проблема повышения качества подготовки
Проблема повышения эффективности обучения пилотов является
актуальной. Это связано с постоянным усложнением процесса управления
летательными аппаратами, в том числе и вертолетами. С каждым годом
развитие научно-технического прогресса способствует созданию технических
систем, в том числе военного назначения, отличаются широким спектром
выполняемых ими задач, внедрением новых информационных технологий,
сложностью структуры и алгоритмического обеспечения их
функционирования. Кроме того, наметилась тенденция комплексирования, в
первую очередь, информационного, систем различного назначения для
достижения общей цели функционирования. Например, вертолеты последних
поколений являются сложными многофункциональными техническими
комплексами, способными решать практически любые задачи по впечатлению
противника на земле и в воздухе. Однако какими бы сложными и «умными» ни
были вертолеты, они являются лишь частью человеко-машинной системы.
Роль человека в таких системах прошла эволюционный путь от
непосредственного ручного управления к координации множества
автоматизированных процедур. А поскольку полностью исключить человека из
процесса функционирования вертолета пока невозможно, то в большинстве
случаев эта роль является определяющей как для качества функционирования
вертолета, так и продолжительности ее жизненного цикла.
Анализ авиакатастроф и аварий нескольких последних лет [15]
показывает, что причины, таких ситуаций, можно объединить в следующие
группы.
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1. Человеческий фактор – 50-60% .
2. Отказ техники – 15-30%.
3. Внешнее влияние – 10-20%.
4. Другие (невыясненные) – 5-10%.
Из этого анализа можно сделать вывод, что основной причиной
возникновения аварий является пилот, как элемент человеко-машинной
системы.
Подготовка пилотов на авиационном тренажере - один из важнейших
элементов обеспечения безопасной эксплуатации вертолета. Она позволяет
минимизировать негативное влияние от человеческого фактора, то есть свести к
минимуму возможность ошибочных действий экипажа вертолета. Тренажерная
подготовка является специфическим этапом профессиональной подготовки
будущих пилотов. В общем случае тренажер вертолета представляет собой
специализированный комплекс технических средств, моделирующие процесс
пилотирования в наземных условиях с высоким уровнем сходства. Тренажер
является универсальным средством наземной подготовки летного состава и
служит для решения следующих задач:
 ознакомление с деятельностью органов управления летательного
аппарата и его систем;
 отработка навыков по оценке ситуации и принятия решения в
особых случаях и при выполнении тактических заданий;
 отработка навыков действий в особых случаях в полете;
 отработка действий органами управления по элементам полетных
заданий;
 автоматизированная постановка задач на летную смену;
 самостоятельная подготовка пилотов;
 групповой контроль готовности к выполнению полетного задания;
 анализ полетов индивидуальный и в составе летной группы. [2]
Эффективность подготовки летного состава на авиационных тренажерах
определяется следующими положениями:
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 на тренажере проще и безопаснее, чем в полете, отрабатывать
большинство операций, многократно их повторяя;
 на тренажере безопасно отрабатывать действия летного состава при
моделировании аварийных ситуаций, которые не возможно, либо опасно
создавать в реальном полете;
 эксплуатация тренажера намного экономнее, чем ЛА.
Подготовка на тренажерах дает широкие возможности в исследовании
новых прогрессивных методов и приемов обучения, позволяет делать анализ
допущенных ошибок в технике пилотирования и эксплуатации систем ЛА.
Существующая модель тренажерной подготовки предусматривает
первоочередное решение задачи формирования автоматизированных
сенсомоторных действий рефлекторного уровня. Рефлексологический подход
при подготовке будущих пилотов практиковался долгое время и был основан на
использовании ЛА с простым управлением. По мере усложнения систем
управления вертолетом повышаются роль и значение интеллектуальных
профессионально важных качеств летного состава, что требует
соответствующих корректив профессиональной подготовки будущих пилотов.
Стоит подчеркнуть весьма важный факт, установленный последним
исследованиям в области летной деятельности: навык, в том числе
автоматизированный, в экстремальных условиях полета не может обеспечить
надежности профессиональной деятельности летного состава.
В экстремальной ситуации высоко автоматическая деятельность может
нести «тормозящую» функцию в условиях, вызывающих изменения структуры
деятельности, откуда - необходимость прогнозировать развитие ситуации в
зависимости от принятого решения. Иными словами, для анализа
экстремальной ситуации, а соответственно, и для умственного воспроизведения
гипотезы принятого решения, автоматизированного навыка недостаточно из-за
его твердой алгоритмизации. В таких условиях важную роль играют умение
сделать выбор следующих возможных управляющих действий и принять
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правильное решение, причем автоматизированный навык будет находиться под
контролем сознания.
Обучение на авиационном тренажере значительно экономит время
обучения, а также позволит будущему пилоту увереннее себя чувствовать в
кабине. Наглядно продемонстрировать преимущества обучения на
авиационном тренажере можно на графике зависимости степени подготовки к
самостоятельной работе от времени обучения (Рис. 1.1). Красный график
показывает время учебы без занятий на тренажере. Зеленый график показывает
время обучения с использованием занятий на авиационных тренажерах. Как
видно из рисунка время обучения значительно сокращается.
Рис. 1.1 Сравнение времени обучения с использованием авиационного
тренажера (зеленая кривая) и без него (красная кривая)
Использование авиатренажеров позволяет отрабатывать навыки
пилотирования в любых условиях.
Актуальность разработки компьютерных тренажеров заключается в двух
трендовых тенденциях последних лет. Во-первых, имеет место потребность
качественного совершенствования подготовки пилота, вызванной постоянным
усложнением систем вертолетов и появлением новых систем управления. Во-
вторых, информационные технологии предоставляют возможность для
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создания новых подходов и соответственно систем обучения на тренажере,
которые превосходят по эффективности все известные.
Деятельность пилотов связана с восприятием большого количества
информации, большинство решений приходится принимать в условиях
повышенного риска в течение короткого промежутка времени. В авиации
большая ответственность возлагается на пилотов в процессе выполнения их
функциональной деятельности, поэтому при подготовке необходимо четко
формировать знания и навыки для управления вертолетом, как в аварийных, так
и нормальных условиях. Процедурный тренажер помогает пилотам не только
быстро реагировать на возникшую ситуацию, но и оперативно принимать
решения и реализовать их.
В основе обучения с использованием процедурного тренажера должно
лежать формирование у пилота полной ориентации в целях, условиях выбора и
выполнения профессиональной задачи. Иными словами, в кабине вертолета
должен находиться пилот, обладающий профессиональными знаниями и
навыками, позволяющими ему оперативно решать возникающие проблемы.
Для обучения пилотов нужно задействовать современные методики и
технологии, например учебный тренажер. Использование тренажера для
поддержания квалификации пилота на необходимом уровне способствует
своевременному проявлению необходимости повышения профессионального
уровня.
В процессе разработки компьютерных тренажеров основная сложность
заключается в крайней мобильности технологии тренажерного обучения, в
которой каждый элемент системы должен быть смоделирован на высоком
уровне. Действительно, имея в своем активе современные математические
модели процессов и не решив проблемы их связи с пилотом в режиме
реального времени, невозможно добиться эффективного формирования
навыков управления. В то же время, имея и модели и мощную программно-
аппаратную тренажерную платформу, но, не имея адекватной методики
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компьютерного обучения, нельзя рассчитывать на закрепление и перенос
полученных навыков и умений на реальную практику.
Другая проблема заключается в том, что учебные компоненты
тренажерных систем нельзя искать только в технических рамках и том, что
формирование, закрепление и положительный перенос полученных навыков
определяется, прежде всего, степенью сходства деятельности пилота в процессе
обучения. Вместе с тем существует некоторый разрыв между разработками в
области моделирования динамических процессов, созданием пользовательских
интерфейсов и средств поддержки инструктирования с одной стороны и,
когнитивными исследованиями механизмов формирования и переноса навыков
- с другой.
Под когнитивным подходом к исследованию человеко-машинного
взаимодействия понимают установку на выявление механизмов восприятия и
расшифровки информации, которую человек получает от технической системы,
а также переработки этой информации в процесс принятия решений.
В этих условиях теоретически обоснована постановка и решение задачи
типичного пилотирования, оптимально сочетает стандартные и уникальные
компоненты системы, а также создание методологии компьютерного обучения
пилотов, оказываются весьма актуальными.
Чтобы создать качественно новые системы подготовки пилотов
вертолетов нужно изучить методы исследований, основанные на использовании
аппарата математического моделирования процессов и аппаратов, теории
автоматического управления, теории искусственного интеллекта, методов
когнитивного инжиниринга и статистической обработки данных.
1.2. Критерий эффективности обучения на тренажере
Для задачи организации учебного процесса на тренажере необходимо
разбить все поле профессиональной деятельности пилота на отдельные эпизоды
(единичные тренинги), поведение в которых приводит или не приводит к
нежелательным последствиям. В рамках отработки единичных тренингов пилот
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приобретает соответствующие единичные навыки, которые, как будет показано
дальше, следует разбить на простые и сложные.
Главной функцией компьютерной программы-оптимизатора плана является
оценка качества освоения на текущем шаге и распределение времени для
параллельного освоения навыков на будущем, а также разбиение обучаемых по
способностям на три группы - сильные, средние и слабые.
Эффективность использования тренажеров считается общепризнанной,
однако практически отсутствуют обоснованные методики оценки
эффективности тренинга за счет снижения аварийности, если не учитывать
многократных ссылок на впечатляющую статистику авиационных
происшествий (приложение 1). Однако для корректного использования
статистики необходимо достаточное количество информации, причем для
однотипных событий, а одинаковые аварии с участием человеческого фактора,
если разбирать их причины, характер и конкретную последовательность
событий, очень редки и даже уникальны [17].
Повышения эффективности обучения на тренажере можно достичь за
счет учета статистики аварийности вертолетов по причине человеческого
фактора при формировании учебных планов, повышая время обучения
единичным навыкам, по причине которых произошла авария. Тогда, критерий
эффективности обучения за счет учета фактора аварийности (количество











где ni – количество аварий по причине плохого выполнения і-го единичного
навыка; р – общее количество навыков, которыми должен владеть пилот
вертолета для успешного выполнения полетов.
Для количественной оценки пилота и риска возникновения аварийной
ситуации вводится понятие вероятности совершения им ошибки при обучении
на тренажере. Назначение тренажера при таком подходе - максимально снизить
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вероятность совершения пилотом ошибки по каждому эпизоду или по теме со
всего множества действий в поле профессиональной деятельности.
В общем виде критерий вероятности совершения ошибки при обучении
на тренажере
2I имеет вид, показанный на рис.1.2. При этом строгого описания
многомерной функции распределения вероятности быть не может по причине
крайне скудной информации, особенно с учетом «пооперационного»
разделения действий пилота на реальном объекте, который вообще до этого
момента, например, работал без аварий.
На рис. 1.2 представлено графическое изображение вероятности
совершения ошибки в результате выполнения единичного тренинга; t – время,
отведенное на овладение навыкам для достижения безошибочной работы; T –
время, прошедшее после приобретения навыка. Вероятность совершения
ошибки уменьшается с единицы (для необученного пилота) по мере обучения,
никогда не достигая нуля, и затем постепенно увеличивается по мере
«забывания» навыков [132].
Рис. 1.2. Критерий вероятности совершения ошибки
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Строгого описания для функционала вероятности нет, однако косвенно
судить о его форме можно по связанной с ним функции снижения количества
совершенных ошибок по мере обучения на тренажере.
Система прохождения единичных тренингов может быть организована
следующим образом. Каждый обучаемый отрабатывает тренинг на тренажере.
Единичные тренинги складываются в группы, а группы – в последовательный
цикл. Единичные тренинги проводятся последовательно, после каждого
единичного тренинга может производиться краткий анализ совершенных
действий, правильных или неправильных, путем включения «прокрутки»
эталонного сценария единичного тренинга совместно с системой подсказок.
Одновременно с последовательным проведением тренинга идет фиксация
совершенных ошибок. При наличии хотя бы одной ошибки или задержки с
выполнением правильных действий более отведенного времени тренинг
считается не выполненным.
Функция снижения количества ошибок по мере обучения на тренажере
представлена на рис. 1.3.
Рис. 1.3. Функция снижения количества ошибок по мере обучения
Зависимость критерия ошибок от времени обучения можно определить в
виде:
 3 , 1 exp( ) exp( )exp( ),I P t T at at bT       (1.2)
где
3I  P(t,T) – вероятность совершения неправильных действий (по теме
единичного тренинга) на реальном вертолете обученным в течении времени t
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пилотом, если после тренинга уже прошло время T (см. рис. 1.4). Параметры a и
b – это коэффициенты, в общем случае зависящие от индивидуальных
особенностей обучаемого пилота, таких как стаж, опыт работы, интеллект,
образованность, устойчивость к стрессу, а также от особенностей
производственной деятельности, типа наличия стресса, уровня монотонности
деятельности, приближенности условий тренинга к реальным условиям
вертолетовождения. Для экспериментальных исследований коэффициенты a и b
могут быть определены как некие обобщенные величины для групп обучаемых
пилотов в соответствии с результатами предварительного тестирования (см.
приложение 2) или в процессе обучения на основе решения задачи
параметрической идентификации (см. раздел 3.3.3).
Рис. 1.4. Критерий ошибок
Другим возможным критерием эффективности обучения является оценка
возможного предотвращенного ущерба I4 от происшествия вида Y, вызванного
недостаточным усвоением отдельных навыков. Оценка возможного
предотвращенного ущерба I4 может быть произведена методом экспертных
оценок. Для оценки I4 средняя величина ущерба Sсрj от происшествия вида












Одним из подходов к формированию критерия, определяющего
эффективность обучения на тренажере, является придание каждому
единичному тренингу некого численного значения, например, среднего ущерба
при совершении специалистом ошибки по теме единичного тренинга и
соответствующего ему единичного навыка на реальном вертолете. Данная
величина также не может быть получена из статистики достаточно корректно
из-за недостаточности исходной информации, однако использование метода
экспертных оценок позволяет подвести под эту величину вполне
обоснованную научную базу. Более того, сложение полученных величин для
множества единичных тренингов добавляет дополнительную объективность к
итоговым цифрам согласно закону больших чисел (теорема Хинчина) [132].
Конечно, сложение всех ущербов от всех возможных катастроф может
дать величину, многократно превышающую стоимость всего вертолета. Однако
кто даст гарантию, что дефекты в подготовке пилотов не дадут
мультипликативного эффекта на целом множестве вертолетов? Поэтому
использование подобных оценок имеет важный практический смысл.
Можно достаточно обоснованно предположить, что существует
некоторое время Tmax тренинга для получения некоторого конкретного навыка
управления в определенной ситуации, после которого оператор прекращает
делать ошибки (на тренажере). Заметим, что при линейной аппроксимации
функционала ошибок значение Tmax вычисляется непосредственно, иначе это
значение определяется исходя из допустимого уровня вероятности ошибки.
При времени обучения более Tmax прироста эффективности обучения нет. При
времени обучения, незначительно отличающемся от t = 0, допуск пилота к
управлению принесет наибольший ущерб, причем последующее обучение
приведет к сокращению этого ущерба. Таким образом, время обучения
неравнозначно по эффективности, и прирост эффективности определенно
описывается функцией снижения количества ошибок от длительности
тренинга.
22
Отметим, что чем меньше значение Tmax при прочих равных условиях, тем
эффективнее организация учебного процесса, и средняя оценка Tmax может
служить оценкой процесса усовершенствования тренажера и учебного плана.
Далее будет показано, что уменьшение среднего по множеству тренингов
значения Tmax позволяет проводить в ограниченное время большее количество
тренингов и, следовательно, увеличивать общую величину предотвращенного в
результате тренингов ущерба (риска, штрафа).
Введем понятие критерия эффективности единичного тренинга (см.
рис. 1.5), качественно повторяющего критерий ошибок, однако численные
значения которого для времени окончания тренинга t = tmax и начала
«послетренингового» периода T = 0 заданы из условия, что общая площадь (или
определенный интеграл) его равна значению среднего ущерба при совершении
пилотом ошибки по теме единичного тренинга на реальном вертолете [132].
Рис. 1.5. Критерий эффективности
В качестве критерия эффективности может быть использован
критерий, учитывающий успеваемость обучаемых пилотов на тренажере.
Исследование показывает, что при обучении навыкам применение критерия
вида максимума суммарной успеваемости не дает возможности исключить
недопустимо низких оценок. Применение гарантийного мультипликативного
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критерия обеспечит более высокое качество обучения без сильного снижения
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где хi - нормированная оценка качества освоения одного навыка, лежащая
в пределах [0,1]; I5 - общий интегральный критерий автоматизированного
обучения [35].
1.3. Постановка задачи повышения эффективности
Как известно, процесс обучения происходит в ходе совместной
деятельности обучающего и того обучаемого. Для автоматизации управления
процессом обучения необходимо исследование деятельности обоих для
выявления тех ее элементов, автоматизация которых практически
целесообразна.
Целью повышения эффективности является овладение пилотами всеми
необходимыми навыками, обеспечивающими минимизацию (максимизацию)
критериев (1.1 (1.2, 1.3), 1.4) за фиксированный промежуток времени обучения
Т.
Достижение поставленной цели возможно обеспечить за счет создания
автоматизированной системы управления обучением вертолетовождению и
оптимизации учебного плана путем определения необходимых времен
отработки единичных навыков.
1.4. Обзор методов повышения эффективности обучения на
тренажере
Использование тренажеров при обучении пилотов вертолетов в наши дни
является традиционным и даже обязательным, однако практически отсутствуют
обоснованные методики оценки эффективности использования тренажеров,
если не считать многочисленных ссылок на впечатляющую статистику аварий
[1]. При этом не акцентируется, как обучались пилоты на вертолетах. Кроме
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отсутствия конструктивных методик оценки эффективности использования
тренажеров, в процессе их разработки практически не учитывается
ограниченность ресурсов на разработку технических средств и проведение
тренингов по времени, финансам, кадровому и информационному обеспечению
[5].
Анализ тренажеров используемых в процессе освоения пилотами
вертолетовождения (ВВ) показал, что в этой среде отсутствуют
автоматизированные системы управления ВВ [15]. Отсутствие указанных
систем не позволяет оперативно и объективно, с учетом должностного
предназначения, оценить текущий уровень освоения пилотами ВВ и, при
необходимости, привести указанный уровень к требуемому с учетом
индивидуальных особенностей пилотов по восприятию информации [9]. Это
обусловлено, прежде всего, отсутствием специальной базы знаний,
позволяющей автоматизировать процесс освоения ВВ. В свою очередь
формирование специальной базы знаний для автоматизированной системы
управления освоением ВВ невозможно из-за несовершенства существующего
алгоритмического обеспечения.
Отсутствие конструктивного и научно обоснованного подхода к оценке
эффективности тренингов, и, следовательно, к проектированию тренажеров для
пилотов вертолетов, является препятствием к созданию автоматизированных
систем управления обучением вертолетовождению, реально повышающих
уровень безопасности вертолетовождения. При этом необоснованная
декларация «эффективности» только маскирует серьезные проблемы на пути
реализации таких средств [56].
Недостатком общепринятого подхода к составлению учебных планов и, в
частности, к планированию обучения на тренажере, является их расчет на
«среднестатистического обучаемого пилота». Однако даже при неизменном
составе тренингов или навыков имеет смысл индивидуализировать
распределение времени на их освоение с учетом способности каждого
обучаемого пилота и сложности самих навыков. Эта способность, прежде всего,
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зависит от качества обучения или «успеваемости» на предыдущих этапах и от
степени деградации умения со временем (способности помнить или забывать
усвоенное) [19].
1.5. Методология повышения эффективности обучения пилотов
вертолетов на тренажере
На основании вышеизложенного можно сделать вывод, что основным
подходом к решению задачи повышения эффективности обучения на тренажере
является построение автоматизированной системы управления обучением и
разработка оптимизатора учебного плана в соответствии с выбранными
критериями, позволяющими учесть аварийность, возможный наносимый ущерб
и успешность обучения [56].
На основании вышеизложенного, в данной работе предлагается новая
методология повышения эффективности обучения пилотов на тренажере,
заключающаяся в решении следующих задач:
- разработка автоматизированной системы управления обучением
вертолетовождению;
- оптимизация учебных планов согласно аварийности вертолетов;
- оптимизация учебных планов согласно индивидуальных качеств пилота.
Отличительной особенностью предлагаемой методологии является
разработка автоматизированной системы управления обучением
вертолетовождению, служащей для формирования модели управления
процессом обучения и выработки (выбора) воздействия с целью приведения
процесса обучения к необходимому виду на основании формирования и
использовании базы знаний, позволяющей автоматизировать процесс освоения
ВВ [9]. Автоматизированная система управления обучением
вертолетовождению служит для формирования модели управления процессом
обучения и выработки (выбора) воздействия с целью приведения процесса
обучения к необходимому виду.
Поэтому необходимо изучить эти способности, что означает
сформировать математическую модель качества обучения и далее - оценить
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параметры этой модели для каждой индивидуальной группы, для чего
предлагается решение обратной задачи оптимизации. Полученные оценки
позволят поставить и решить прямую задачу оптимального гибкого
планирования обучения, что должно обеспечить положительный эффект, а ее
реализация возможна на тренажере [19].
Структура системы оптимизации учебных планов обучения на тренажере
представлена на рис. 1.6. В этой системе каждый обучаемый пилот по каналу
связи сообщает результаты выполнения очередного задания, качество
выполнения оценивается временем безошибочного решения. В зависимости от
результатов оптимизатор плана назначает новый тип задания, в том числе
время его освоения каждым пилотом с учетом заданного общего времени на
обучение.
Рис. 1.6. Структура системы оптимизации учебных планов обучения на тренажере
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Выводы по разделу 1:
1. Обоснована необходимость повышения эффективности обучения
пилотов вертолетов на тренажере. Предложены следующие критерии оценки
эффективности обучения: аварийности, вероятности совершения ошибок,
количества совершаемых ошибок, эффективности, успеваемости;
2. Разработан новый подход к обучению пилотов вертолетов на
тренажере, который состоит  в разработке автоматизированной системы
управления обучением вертолетовождению и оптимизации учебных планов
согласно аварийности вертолетов вследствие влияния «человеческого фактора»




УПРАВЛЕНИЯ УСВОЕНИЯ ПИЛОТИРОВАНИЯ ВЕРТОЛЕТОМ
2.1. Необходимость создания базы знаний в составе автоматизированной
системы управления освоением вертолетовождения
Применяемые в настоящее время, при решении задачи повышения
эффективности освоения вертолетовождения (ВВ), тренажеры имеют ряд
существенных недостатков не позволяющих организовать полномасштабное
автоматизированное освоение пилотами навыков управления вертолетами.
На рисунке 2.1 представлены результаты анализа недостатков
используемых в настоящее время для освоения ВВ технических средств
обучения (ТСО).
Рис. 2.1.  Недостатки тренажеров применяемых в настоящее время для
освоения ВВ
Анализ недостатков существующих и используемых в настоящее время
для освоения ВВ тренажеров показал, что организовать на их основе
полномасштабное автоматизированное освоение  пилотами вертолетов в
соответствии с инструкциями невозможно.
Проведенные в первом разделе исследования позволили обосновать
вывод о том, что создание автоматизированных систем управления освоением
ВВ на основе специальной базы знаний предметной области позволит
преодолеть основные недостатки существующих ТСО и обеспечит ведение















моделей пилота в процессе
обучения
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текущего уровня освоения ВВ пилотами,  а также индивидуальных
особенностей пилотов.
АСУО ВВ должна иметь возможность эффективной работы со знаниями
предметной области. Так как БЗ занимает центральное место в АСУО ВВ, то
для ее создания необходимо ответить на важные вопросы. В первую очередь
нужно определить алгоритмы формирования БЗ и методику ее использования в
процессе автоматизированного освоения пилотами ВВ.
Знания существенно отличаются  от данных своей
интерпретируемостью.  Для  интерпретации данных  необходимы
соответствующие программы, которые  не  несут  содержательной
информации.  А знания  всегда  содержательны.  Другая отличительная  черта
знаний  является  наличие отношений  между  объектами.  Знания
характеризуются  присутствием  ситуационных  связей, определяющих
ситуационную совместимость фактов  и  событий,  которые  позволяют
установить причинно-следственные связи.
Выделим восемь основных типов знаний [115]:
1. Базовые элементы. Они представляются в виде фактов и не требуют
обсуждения.
2. Утверждение об определение. Они основываются на базовых элементах
и заранее рассматриваются как достоверные.
3. Концепции. Они определяют собой перегруппировки или обобщения
базовых элементов.
4. Отношения. Они выражают элементарные свойства базовых элементов
и концепций.
5. Теоремы и правила перезаписи. Они являются частными случаями
продукционных правил с вполне определенными свойствами. Теоремы не
представляют пользы без правил их использования.
6. Алгоритмы. Использование алгоритмов ограничено частными
случаями, большая часть которых имеет дело с обработкой числовой
информации.
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7. Стратегии и эвристика. Это правила поведения, которые позволяют в
данной конкретной ситуации принять решение о необходимых действиях.
8. Метазнание. Оно представляет собой знание того, что известно,
любое знание о знании. Оно является фундаментальным понятием для систем,
которые умеют на основе БЗ делать выводы, структурировать ее,
абстрагировать, обобщать, а также решать, в каких случаях она может быть
полезна.
Базовые элементы, утверждения и определения, концепции и отношения
относят к начальным знаниям об элементах предметной области. Знания
подобного вида могут быть представлены в форме статических фреймов,
предикатов, правил продукции. Такие формы представления знаний эквива-
лентны между собой, могут быть взаимно преобразованы и предназначены для
хорошо структурированных знаний [10, 16, 18, 36, 120].
Теоремы и правила перезаписи, а также алгоритмы можно рассматривать
как правила принятия решений в конкретных ситуациях с использованием
конкретных элементов предметной области. Такие знания удобно представлять
в форме динамических фреймов, скриптов, семантических сетей [16, 118].
Стратегии, эвристика и метазнание также можно представить в форме
динамических фреймов, скриптов и семантических сетей [120].
Современная практика формального представления знаний допускает
использование смешанных форм: продукционно-фреймовых, фрейм-
продукционных, фрейм-структур или сети фреймов [18, 120]. Такой подход
позволяет эффективно сочетать преимущества различных форм представления
знаний.
Таким образом, в структуре базы знаний можно выделить основное со-
держание, а именно факты и правила. В состав фактов входят описания объ-
ектов (понятий), их признаков и соответствующие числовые признаки. Правила
представляют собой пути вынесения суждений на основе фактов для решения
конкретной проблемы.
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Анализ опыта создания конкретных систем работы со знаниями [18, 38,
117, 120] показал, что трудности вызывают задачи обоснованного и пра-
вильного представления знаний предметной области, а также
автоматизированного построения упорядоченной совокупности правил
логического вывода, т.е. реализации механизма построения цепей блоков
принятия решений.
Формально задача заключается в том, что для достижения некоторой цели
необходимо из множества знаний {кщ} выбрать достаточные и необходимые
знания, а из множества правил логического вывода (пД отобрать и расположить
в нужной последовательности <пь п2, ..., пп> такие п правил, выполнение
которых обеспечивает достижение цели.
Решение сформулированной задачи дает возможность организации
эффективного управления базой знаний, что является одной из главных целей
исследований в области искусственного интеллекта [18, 70, 103]. По мнению
ряда исследователей, в частности [16, 70, 118], организация эффективного
управления базой знаний, прежде всего, предполагает наличие структуриро-
ванных знаний типа правил логического вывода. Однако как показывают
проведенные исследования, значительное место в эффективности функцио-
нирования БЗ занимает решение задачи рационального представления знаний и
обоснованности их выбора для решения конкретной задачи. На сегодняшний
день в технической литературе практически отсутствуют достаточно
проработанные материалы по методам решения подобных задач.
Одним из путей повышения качества обучения вертолетовождению (ВВ)
на тренажере является повышение эффективности управления процессом
автоматизированного освоения ВВ путем разработки алгоритмического
обеспечения специальной базы знаний автоматизированной системы
управления освоением ВВ.
Для решения этой задачи необходимо:
 разработка алгоритмов приобретения и пополнения знаний в
специальной базе знаний АСУО ВВ;
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 разработка методики автоматизированного формирования учебно-
тренировочных операций, обеспечивающей повышение
дидактического потенциала специальной базы знаний АСУО ВВ;
 формирование обобщенной структурной модели
автоматизированной системы управления освоением, как основы
для создания предметной АСУО ВВ.
Структуру  базы  знаний,  представленной  на рисунке 2.2,    можно
представить  как  базы  правил  и базы данных.
Рис. 2.2. Структура базы знаний
В  базе  данных  хранится  фактографическая информация  об объекте  и
данные,  которые  относятся к данной предметной области. База правил
определяет различные  отношения  между  элементами  данных, хранящихся  в
базе  данных,  на  основе  моделей  представления  знаний  о  предметной
области,  а  также определяет  способы активизации  данных  знаний [115].
Следовательно  существует  два  уровня  представления знаний:  во
первых, данные  и  фактографическая информация,  во  вторых, процедуры,
описания, правила,  отношения,   определяющие  управление фактографической
информации.
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Кроме знаний о предметной области в базе знаний  могут  храниться  и
такие  знания как  отдельные системы, знания о  пользователе,  целях  и  другая
информация. Такие  знания  как  правило содержатся на  втором  уровне
представления  в  виде  блоков  или органических частей базы правил.
В  некоторых  интеллектуальных  системах, работающих  в  основном в
реальном  времени, осуществляется  уровень  метазнаний (знания  системы о
себе,   их структуре  и  о  принципах функционирования),  который
используется  для  того чтобы  более  рационально  оперировать  процессами  в
базе  знаний,  уменьшить  области  поиска  решения задачи, сократить время
обработки данных. На основе метазнаний  среди имеющегося  набора
стратегий поиска определяется наиболее эффективное решение.
Проектирования  базы  знаний  можно  разделить на пять этапов, как указано на
рисунке 2.3.
Рис. 2.3. Этапы проектирования базы знаний
Первый  этап.  Определения  задач  и идентификация  их  характеристик.
Необходимо разработать  техническое  задание  на  данную проектируемую
систему,  ограничивается  круг пользователей данной  системы.
Второй  этап.  Нахождение  понятий  для представления  знаний.
Выделение  основных концепций  предметной  области,  которые  отражают
знания  экспертов,  которые  работают  с  данной системой.  Основной  инженер
знаний  определяет средства  представления  знаний  и  процедуры получения
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решений, определяются  и  формулируются понятия,  которые  определяют
выбор  подходящей схемы  представления  знаний  полученных  от  эксперта о
предметной области. Главными источниками знаний о  проблемной  области
является  эксперт, технологические  описания,  документы,  инструкции,
методы  автоматизированного  заполнения  баз  знаний.
Также  важным  источником  знаний  является Интернет-поиск
необходимой  информации  и  знаний, а также интеллектуальные агенты.
Третий этап. Выбор форм представления знаний в  базе знаний  и
определение  механизма  вывода решений.  Разработка  структуры  базы
знаний  для представления знаний является основной.
Четвертый  этап.  Выбор  языка  представления знаний.  Когда  правила
сформулированы  и представлены  на  выбранном  языке  представления, они
заносятся  в базу знаний.
Пятый  этап.  Оценка  правил, которые  создают знания.  Осуществляется
путем  тестирования  системы, решая конкретные проверочные задачи. Эти
этапы  создания  базы  знаний  не  являются подробно  регламентированными.
Между  некоторыми трудно  провести  содержательную  или  временную
границу [115].
Любые интеллектуальные системы, в их классическом понимании, со-
держат базу знаний, которая является важнейшим элементом системы и
предназначена для накопления, хранения и организации доступа к знаниям о
конкретной предметной области.
Формально задача заключается в том, что для достижения некоторой цели
W необходимо из множества знаний  niK выбрать достаточные и необходимые
знания, а из множества правил логического вывода  i jr отобрать и
расположить в нужной последовательности 1 2, ,...,i i inr r r таких n правил,
выполнение которых обеспечивает достижение цели.
Решение сформулированной задачи дает возможность организации
эффективного управления базой знаний, что является одной из главных целей
исследований в области искусственного интеллекта [18, 70, 103]. По мнению
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ряда исследователей, в частности [16, 70, 120], организация эффективного
управления базой знаний, прежде всего, предполагает наличие структуриро-
ванных знаний типа правил логического вывода. Однако как показывают
проведенные исследования, значительное место в эффективности функцио-
нирования БЗ занимает решение задачи рационального представления знаний и
обоснованности их выбора для решения конкретной задачи. На сегодняшний
день в технической литературе практически отсутствуют достаточно
проработанные материалы по методам решения подобных задач.
2.2. Правила выбора модели представления знаний в базе знаний
автоматизированной системы управления освоением вертолетовождения
При построении интеллектуальных систем непременно встает вопрос о
выборе подходящей модели для представления знаний [9]. Решение этого во-
проса является не только важнейшей стратегической задачей при разработке
системы, но и достаточно сложной экспертной задачей. Неадекватная модель
приводит к потере многих существенных моментов и порождает способность
справляться только с простыми задачами. Для решения задач реального уровня
сложности должны быть выполнимы следующие требования к модели
представления знаний [18]:
- умение описывать все существенные объекты, их свойства,
признаки и связи с точки зрения будущих задач;
- пренебрежение несущественными свойствами объектов и области;
- возможность создавать новые объекты или рассматривать как
таковые совокупности объектов, присваивать каждому такому объекту имя и в
дальнейшем ссылаться на него;
- состояние модели, при котором какие-либо объекты отсутствуют
или имеют неописанные свойства, должно рассматриваться как естественное, и
качество работы модели должно монотонно зависеть от ее полноты.
В настоящее время не существует обобщенных методов решения этой
задачи, поэтому мы воспользовались известными критериями по выбору аде-
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кватной модели представления знаний [69], дополнили их недостающими и
сформулировали правила выбора модели представления знаний.
Модели  представления  знаний  условно могут  быть  разделены  на
концептуальные  и эмпирические.  Для  решения  конкретной  проблемы
концептуальная  модель  дает  эвристический  метод решения.  Метод  является
эвристическим,  так  как концептуальное  описание  не  дает  гарантии,  что  он
может  быть  использован  во  всех  соответствующих ситуациях.
Концептуальная  модель  позволяет распознавать  проблемы  и  уменьшает
время  для предварительного  анализа.  На  практике использование
концептуальной модели  требует преобразования  ее  в  эмпирическую.
Накапливаются знания  в  виде  эмпирических  моделей  различного характера.
Модели  представления  знаний  при  реализации можно  условно
разделить  на декларативные  и процедурные.  Декларативную  модель
представления  знаний  можно  рассмотреть предполагая,  что  проблема
представления предметной области  решается  таким  образом,  что не  важно
как  эти  знания  будут  использоваться. Модель состоит  из статической
структуры с описанием  знаний  и  механизма вывода,  который оперирует
данными  структурами  независимо  от  их содержания. Но  при  этом
разделены синтаксические  и  семантические  знания,  что является
достоинством  декларативной модели  из-за возможности достижения
универсальности.
Процедурное  представление  знания  это использование процедур
(небольшие  программы),  которые  определяют,  какие  выполнять  действия
(каким образом поступать в конкретных ситуациях), и при  этом  не
описываются  все  возможные  состояния объекта  для  осуществления  вывода.
Хранить достаточно только начальные состояния  и процедуры, генерирующие
необходимые  описания  ситуаций  и действий.
Для выбора модели необходимо определить критерии. Критерии
основаны на учете базовых характеристик предметной области - понятийной
структуры, отношений между принятыми моделями и способов рассуждений. В
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результате были получены инвариантные обобщенные правила по выбору
модели представления знаний в зависимости от типа предметной области [72,
75].
В общем случае понятия необходимо подразделять по степени сложности
на простые и сложные; отношения - по количеству - на малые и большие;
рассуждения - по виду логического вывода - дедуктивные, индуктивные,
абдуктивные.
Обозначим понятия предметной области (ПО) как  1 2,A A A , где 1A -
простые, а
2A - сложные понятия. Отношения обозначим как  1 2,B B B , где 1B -
незначительное число отношений, связывающих понятия данной ПО и
2B -
значительное число отношений. Виды логического вывода обозначим как
 1 2 3, ,C C C C , где 1C - индуктивный вывод; 2C - дедуктивный вывод; 3C -
абдуктивный вывод.
В свою очередь, модели представления знаний обозначим
 1 2 3 4 5 6, , , , ,M M M M M M M , где 1M - логическая модель; 2M - сетевая
модель;
3M - фреймовая модель; 4M - продукционная модель; 5M -
индуктивная модель;
6M - тезаурусные модели. Следует отметить, что
множество M не отражает всей полноты моделей представления знаний.
Поэтому далее будут введены обозначения смешанных моделей.
Формально правила выбора моделей представления знаний можно за-
писать следующим образом:
1 1 1 5^ ^ ;A B C M
1 1 2 1^ ^ ;A B C M
1 1 3 1 2^ ^ , ;A B C M M
2 1 1 2 2 3^ ^ , ;A B C M M
2 1 2 6^ ^ ;A B C M
2 1 3 2^ ^ ;A B C M
2 2 1 2 3^ ^ ;A B C M
2 2 2 3^ ^ ;A B C M
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2 2 3 2^ ^ ;A B C M
1 2 1 4^ ^ ;A B C M
1 2 2 4 4 3^ ^ , ;A B C M M
1 2 3 3 2 3^ ^ , ;A B C M M (2.1)
где
2 3M - сеть фреймов [118]; 4 3M - продукционно-фреймовая модель.
Кроме того, при окончательном выборе модели представления знаний
необходимо учесть «глубину» D и «жесткость» E знаний [18, 45]. По «глубине»
знания разделим на поверхностные
1D и глубинные 2D , а по «жесткости» на
жесткие
1E и мягкие 2E .
Тогда правила можно сформулировать следующим образом:
1 1 1^D E M ;
1 2 4^D E M ;
2 1 2^D E M ;
2 2 3^D E M , (2.2)
Применительно к предметной области проводимых исследований не-
обходимо определить базовые характеристики для базы знаний АСУО ВВ.
Для системы представления теоретического материала характерны
простые и сложные понятия, как с незначительным числом, так и с множеством
отношений, при этом способ рассуждений - абдуктивный. Следовательно,
согласно (2.1) знания в такой БЗ следует представлять в виде сетевой модели
[118].
Для системы анализа деятельности человека характерны простые поня-
тия, как с незначительным числом, так и с множеством отношений, при этом
способ рассуждений - индуктивный. Следовательно, согласно (2.1) знания в
такой БЗ следует представлять в виде сети фреймов.
В системе формирования переменных значений в практических задачах
присутствуют как простые, так и сложные понятия с множеством отношений,
при этом вывод - индуктивный или дедуктивный. Следовательно, знания
должны быть представлены в виде фреймов или сети фреймов.
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Анализ знаний согласно выражению (2.2) позволил сделать следующий
вывод: знания в АСУО ВВ преимущественно, глубинные и, в большей мере,
жесткие. Поэтому с этой точки зрения целесообразно применение сетевых
моделей представления знаний.
Таким образом, обобщая исследования, можно сделать вывод, что для
формализации базы знаний АСУО ВВ необходимо представлять знания пре-
имущественно в виде сетей фреймов. Такое представление знаний является
наиболее универсальным для решения поставленной задачи - построения
АСУО ВВ.
Удобной формой записи фреймов являются семантические сети,
дополненные описаниями возможных действий и условий их применимости.
Семантическая сеть - форма представления знаний в виде совокупности
понятий и явно выраженных отношений между ними в некоторой предметной
области. Семантическую сеть удобно изображать в виде графа, в котором
вершины отображают понятия, а ребра или дуги — отношения между ними. В
качестве вершин сети можно использовать фреймы или продукции.
Важным достоинством семантических сетей является то, что
представляемые ими знания хорошо поддаются обработке на ЭВМ. Это
обеспечивается явным заданием связей между объектами и позволяет
расшифровать смысл текста, заданного семантической сетью. Семантическая
сеть может описывать класс объектов или ситуаций. В этом случае она имеет
вид распознающего или идентифицирующего графа [119].
Анализ показывает, что основными методами освоения навыков
вертолетовождения являются дополнительная специальная теоретическая и
тренажерная  подготовки. Симбиозом проанализированных методов является
комплексная (теоретическая и практическая) подготовка, включающая как про-
цесс усвоения знаний, так и процессы формирования умений и закрепления
навыков. Практическое отсутствие при теоретической подготовке возможности
объективно проверить уровень знаний, а при тренажерной подготовке -
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имеющийся уровень умений и навыков пилотов по управлению вертолетом в
автоматизированном режиме является главным недостатком такой подготовки.
Анализ технических средств обучения используемых в процессе освоения
пилотами вертолетов, показал, что в этой среде отсутствуют автомати-
зированные системы управления освоением вертолетовождения. Отсутствие
указанных систем не позволяет оперативно и объективно, с учетом
должностного предназначения, оценить текущий уровень освоения
вертолетовождения и, при необходимости, привести указанный уровень к
требуемому с учетом индивидуальных особенностей пилотов по восприятию
информации. Это обусловлено, прежде всего, отсутствием специальной базы
знаний, позволяющей автоматизировать процесс освоения вертолетов. В свою
очередь формирование специальной базы знаний для автоматизированной
системы управления освоением вертолетовождения невозможно из-за
несовершенства существующего алгоритмического обеспечения.
В тренажерных системах АО может быть использовано для управления
процессом подготовки [2, 9], а также как составная часть автоматизированной
системы управления образовательного назначения, которая управляет ходом
освоения системы и предписывает выбор метода освоения. И, наконец,
существуют интеллектуальные системы автоматизированного обучения
(ИСАО), представляющие собой класс программ, отличающихся большими
логическими возможностями благодаря использованию методов
искусственного интеллекта [76].
Повышение эффективности освоения ТС при использовании систем АО
было подтверждено рядом исследований [59, 125, 126]. Этому способствуют
такие факторы, как:
Поэтому основное внимание будет уделено методам формирования УТО,
позволяющим значительно повысить дидактический потенциал базы знаний и в
целом АСУО ВВ, но не являющимся, с нашей точки зрения, слишком
сложными в плане реализации.
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Формирование УТО осуществляется на основе их моделей. На уровне,
инвариантном к предметной области и виду осваиваемого объекта, модель УТО
М ( представляет собой кортеж [5]):
 , , , , , , , , ,s su u as u aM A D C M M V V M O O ,
- индивидуализация обучения [150];
- интенсификация обучения [123];
- использование выразительных средств вычислительной техники,
таких как наглядность, наличие средств моделирования объектов и процессов и
т.п. [8, 35];
- возможность организации постоянного контроля степени усвоения
знаний, способствующего более прочному закреплению материала [1, 8, 158].
2.3. Фреймовая модель базы знаний автоматизированной системы
управления освоением вертолетовождения
Фреймовая модель (ФМ) основана на принципе кластеризации
(фрагментация) знаний [18]. Основной структурной единицей фрейма является
слот, который может быть представлен в виде [16, 18]:
(имя слота):   iiA y , ir ,
где
iA - имя признака; iy - его значения; ir - некоторая связь (отношение) с
другими-слотами.
Принципиальными особенностями фреймовой модели, позволяющими
использовать ее в БЗ АСУО ВВ являются [13,15, 99, 119]:
- возможность смешанного заполнения слотов константами и
переменными;
- возможность наличия пустых слотов;
- размещение в слотах указателей на другие фреймы (наследование
частей) для создания сети фреймов;
- размещение в слотах имен выполняемых процедур.
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Использование аппарата ссылок позволяет реализовывать сложные
модели представления знаний путем детализации любых понятий фреймов.
Таким образом, с помощью аппарата ссылок формируется иерархическая сеть
фреймов. Дочерний фрейм, на который делается ссылка, находится в от-
ношении PART OF к своему родителю.
Наличие процедур в слотах фрейма означает, что фреймовая модель
является смешанной моделью представления знаний, в основу которой поло-
жена декларативная составляющая. Каждый фрейм имеет имя (уникальный
идентификатор) и тип (шаблон, или экземпляр класса).
Рассмотрим фреймовую модель базы знаний АСУО ВВ на примере базы
знаний интеллектуальной системы формирования переменных значений в
практических задачах.
Она состоит из иерархически связанной совокупности фреймов — кор-
невого ROOT и дочерних: нетерминальных NOT TERM и терминальных TERM.
Фреймы сети делятся на системные и оцениваемые. К системным отно-
сятся:
- RULESFORCHOICE — правила для выбора решений;
- FINDSIGN — ввод признаков в режиме диалога.
К оцениваемым фреймам относятся фреймы, хранящие в слотах исходные
данные для принятия решения. Например, каждая переменная в моделях общей
обстановки и частной ситуации представлена фреймом.
Фрейм состоит из конечного числа слотов с уникальными именами, ко-
торые зависят от его роли в модели ситуации. Слоты делятся на служебные
(пользователь, дата создания/модификации фрейма и т.д.), системные (редак-
тирование базы знаний, управление выводом) и информационные (предметное
знание). Обязательные слоты имеют фиксированные имена. Остальные имена
определяются пользователем или системой. Стандартный системный слот
SYSSLOT указывает на роль фрейма (родитель, либо дочерний фрейм,
находящийся в отношениях 1S А, или PART OF) [3, 16].
Информационные слоты имеют следующую структуру (поля записи):
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1. Имя слота.
2. Указатель наследования — задает способ наследования значений
атрибутов:
- S (same) — наследование значений данных фрейма верхнего уровня
(например, состояние объекта «включен», «выключен»).
- R (range) —диапазон значений ограничен во фрейме верхнего
уровня (например, время работы, от 1 до 5 мин).
- U (unique) — слот наследуется, но данные в каждом фрейме могут
принимать любые значения;
- I (independence) - без наследования;
- O (override) — значение слота берется у фрейма верхнего уровня, но
если значение переопределить, то оно уже будет уникальным.
3. Тип данных определяет тип слота. Наиболее типичны:
- REAL, INTEGER, BOOLEAN, TEXT;
- FRAME — указатель на фрейм;
- TABLE — указатель на таблицу;
- PROCEDURE — процедура и т.д.
С помощью слотов типа FRAME строится фреймовая сеть (указанием
имени дочернего фрейма).
4. Значение содержит данные заданного типа с учетом пособа
наследования. Если значением слота является процедура, она инициируется
(выполняется) только при явном обращении к данному слоту во фрейме или
запускается самостоятельно при выполнении определенного условия,
указанного в их типе. Некоторые слоты могут быть изначально пусты, и
заполняться по мере пополнения базы знаний в процессе функционирования
АСУО ВВ.
Основной механизм вывода из ФМ — сопоставление [18]. Для ФМ базы
знаний АСУО ВВ характерны как синтаксическое сопоставление, когда
сравнивается структура единиц знания (фреймов или слотов), так и семанти-
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ческое сопоставление, когда сравнивается содержимое этих единиц. Результат
сопоставления может быть бинарным (да/нет) или иметь параметрический
характер (введенный параметр отражает степень сопоставимости образцов),
например, отношения эквивалентности, предпочтения или соответствия
свойств.
Унифицированный фрейм БЗ АСУО ВВ без служебных и системных
слотов представлен таблицей 2.1.
Таким образом, разработанная ФМ инвариантна относительно типов
фреймов, слотов и решаемых задач выбора. Модель в виде программного мо-
дуля может быть использована при моделировании конкретных ситуаций и
моделей надсистемы, первоначальном заполнении и сопровождении БЗ АСУО
ВВ, являющейся ядром системы.
Таблица 2.1
Унифицированный фрейм БЗ АСУО ВВ без служебных и системных слотов
№
слота




2 Условие применения -













11 Выходные данные -
2.4. Построение сети фреймов на основе неоднородной
семантической сети
Особенностью сети фреймов в БЗ является неоднородность
отношений в сети. Форма и тип отношения отмечаются в слотах 9 и 10 (таблица
2.1). Для реализации такой модели в БЗ АСУО ВВ применены неоднородные
семантические сети (НСС) [15, 76]. Их рассматривают как ориентированные
графы с помеченными вершинами и ребрами и множеством встроенных
процедур интерпретации типов ребер, генерации гипотез и поддержки
корректности. В БЗ комплекса вершины представляют собой множество
упорядоченных пар типа (фрейм-отношение), а ребра - связи между фреймами,
имеющие различные метки, обладающие различными алгебраическими
свойствами, различной семантикой и, следовательно, различными процедурами
интерпретации. Для рассматриваемой предметной области можно выделить
формы отношений, присущих ЧМС, которые показаны в таблице 2.2.
Таблица 2.2
№ формы Имя формы
φ1, А характерно для В
φ2 А наблюдается при В
φ3 А отмечается при В
φ4 А есть проявление В
φ5 А есть признак В
φ6 А сопровождается В
φ7 А нередко сопровождается В
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φ8 при А нередко присутствует В
φ9 А может наблюдаться при В
φ10 А обычно сопровождается В
φ11 при А как правило В
φ12 при А обычно В
Этот список не является исчерпывающим, однако он дает представление
о тех когнитивных структурах, которые необходимо представлять и об-
рабатывать в базе знаний. Уточнение смысла каждой из этих форм можно
получить при рассмотрении «прямого» отношения с «обращенным». Иными
словами, если для некоторых фиксированных А или В справедливо отношение
формы φ10, то необходимо попытаться установить, какое из отношений φ1 – φ12
справедливо при замене А на В, В на А. Так, для сообщения системы
«Вращение лопастей вертолета свидетельствует о запущенном двигателе»
справедливо «обращенное» сообщение «Запущенный двигатель
сопровождается вращением лопастей вертолета», а для сообщения «Усвоенный
навык посадки вертолета характеризуется успешной посадкой» справедливо
сообщение «Успешная посадка вертолета характеризует хорошо усвоенный
навык этого действия». Таким образом, смысл отношений уточняется
построением «КОНЪЮНКЦИЙ» форм φ1 – φ12. Такие конъюнкции форм
отношений называются типами отношений Ті. Возможные типы отношений




Т1 А есть проявление В и В может
сопровождать АТ2 А есть проявление В и В сопровождается А
Т3 А может увеличивать возможность В и В
увеличивает возможность А
Т4 А есть проявление В и В может быть
проявлением АТ5 А есть проявление В и В есть проявление А
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Т6 А может увеличивать возможность В и В
может увеличивать возможность А
Т7 А может протекать с В и В может протекать
с АТ8 А увеличивает возможность В и В
увеличивает возможность А
Т9 А сопровождается В и В может
сопровождаться АТ1 0 А сопровождается В и В сопровождается А
Т1 1 А исключает В и В исключает А
Т1 2 А приводит к В
Т1 3 А может привести к В
Т1 4 А увеличивает возможность развития В
Т1 5 А может увеличивать возможность В
Т1 6 А исключает возможность развития В
Типы отношений Т1-Т11 описывают совместность событий, а Т12-Т16 от-
носятся к типам отношений, описывающим следование событий.
С каждым типом отношения из таблицы 2.2 связана формальная конст-
рукция базы знаний, а именно, бинарное отношение на множестве объектов
(событий).
Способ представления знаний с определенными таким образом отно-
шениями Т1 – Т16 и является неоднородной семантической сетью [89].
Типам отношений, описывающим совместность событий, сопоставляются
отношения совместности событий. Отношения совместности отличаются друг
от друга своими свойствами, например, такими как: рефлексивность,
симметричность, транзитивность [15]. Типам отношений, описывающим сле-
дование событий, соответствуют отношения следования событий, которые
позволяют моделировать динамику в технике неоднородных семантических
сетей. Поиск отображения из множества типов отношений в множество от-
ношений совместности и следования есть задача приобретения знаний [89].
Следовательно, построение сети фреймов на основе НСС позволяет в
полной мере отобразить особенности предметной области, заключающиеся в
наличии множественного характера отношений между понятиями.
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2.5. Приобретение знаний в автоматизированной системе управления
освоением вертолетовождения
2.5.1. Особенности приобретения знаний в автоматизированной
системе управления освоением вертолетовождения
В литературе используется достаточно много разновидностей понятия
«получения» знаний интеллектуальной системой [16, 45, 89]. Наряду с тер-
мином «получение» широко используются и другие термины, например:
«приобретение», «извлечение», «добыча», «формирование», «пополнение». В
англоязычной литературе используются в основном два термина: acquisition
(приобретение) и elicitation (извлечение).
Правило 1. Если процесс получения знаний происходит путем непо-
средственного контакта инженера-когнитолога и источника знаний, то уместно
говорить об извлечении знаний.
Правило 2. Если процесс получения знаний осуществляется с исполь-
зованием программных средств поддержки деятельности инженера-
когнитолога и эксперта, то уместно говорить о приобретении знаний.
Правило 3. Если процесс получения знаний осуществляется с исполь-
зованием обучающих программ, то уместно говорить о формировании знаний.
Наиболее широкую трактовку имеет термин «приобретение знаний».
Как показано в [102], приобретение знаний характеризуется следующими
аспектами:
- этапом приобретения знаний;
- моделью приобретения знаний;
- номенклатурой приобретения знаний;
- уровнем знаний;
- средствами отладки знаний.
Первый аспект носит в большей степени технологический характер,
поэтому рассмотрим подробнее фазы приобретения знаний.
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Обычно выделяют три фазы, отражающие изменение функций инженера
по знаниям и эксперта на данном этапе [79, 101]:
- предварительная фаза — это фаза собственно извлечения знаний из
источника знаний на домашинных этапах (идентификация проблемы, полу-
чение знаний, структурирование, формализация);
- начальная фаза — это фаза приобретения знаний, обеспечивающая
наполнение БЗ знаниями о предметной области;
- фаза наполнения — это фаза, выполняемая в основном на этапах
реализации и тестирования (эта фаза связанна с решением таких задач, как
обнаружение неполноты, неточности или противоречивости знаний; извлечение
новых знаний, устраняющих обнаруженные;
- «не факторы»; преобразование новых знаний в вид, понятный
системе).
Иными словами, в широком смысле под приобретением знаний по-
нимаются все вышеперечисленные фазы, а в узком смысле — только фаза
накопления, когда происходит непосредственная передача знаний в
действующую систему.
Однако самая сложная фаза — фаза извлечения знаний, процессы которой
в отличие от процессов других фаз не поддаются формализации.
2.5.2. Извлечение знаний в автоматизированной системе управления
освоением вертолетовождения
Процесс передачи знаний от эксперта к интеллектуальной системе
представлен на рис. 2.4.
Рис. 2.4. Процесс передачи знаний от эксперта к интеллектуальной системе
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В общем случае построение поля знаний, т.е. некоторого материального
представления извлеченных из эксперта знаний в полуформализованном виде,
является финальной стадией получения знаний от эксперта (этап
структурирования) [18].
Для извлечения знаний при построении АСУО ВВ целесообразно вос-
пользоваться текстологическим методом, заключающимся в извлечении знаний
из текстов, каковыми являются учебники, методики, инструкции, тех-
нологические описания и т.п.
Схема извлечения знаний из текста имеет вид:
1 2M Z В е р б а л и з а ц и я Т е к с т П о н и м а н и е M Z    ,
где MZ1- модель мира автора текста; MZ2- модель, возникающая при чте-
нии текста.
Модели
1M Z и 2M Z не могут совпадать в силу искажения смысла при
вербализации
1M Z и интерпретации 2M Z . Научный текст строится из сле-
дующих основных компонент [18]:
- наблюдения объективной информации а;
- системы научных понятий b;
- взглядов и опыта автора с;
- общих мест d;
- заимствований (материалов из других источников) е.
Отсюда модель автора можно представить кортежем:
1 , , , ,M Z a b c d e .
Модель
1M Z формируется из экстракта , , , ,a b c d e прочитанного текста и
индивидуальных свойств инженера, характеризуемых следующими
компонентами:
- личным опытом f
- общенаучной эрудицией g ;
- предварительными сведениями о предметной области h .
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Таким образом, модель
2M Z имеет вид:
2 , , , , , , ,MZ a b c d e f g h    .
Разница между моделями
1M Z и 2M Z очевидна, что свидетельствует о
неполном соответствии приобретаемой и исходной информации.
Для наполнения БЗ АСУО BB можно предложить следующую по-
следовательность работы с текстовыми источниками:
- составление списка базовой литературы для ознакомления с
предметной областью;
- выбор текста для извлечения знаний;
- беглое прочтение текста;
- внимательное прочтение текста с выписыванием ключевых слов и
выражений;
- определение связей между ключевыми словами, разработка
макроструктуры текста в форме графа (гипертекста) или реферата;
- формирование модели знаний.
Характер источников влияет на понимание текста. Проще всего работать
с учебниками, в которых знания хорошо структурированы, а субъективные
факторы минимальны. Сложнее обрабатывать технические описания и
инструкции.
2.5.3. Выявление структуры понятий при приобретении знаний в
автоматизированной системе управления освоением вертолетовождения
Приобретением знаний называется подход, при котором посредником
между источником знаний и базой знаний является компьютерная система [15].
Этот подход реализуется при использовании в системе модели знаний в виде
неоднородной семантической сети (см. подраздел 2.4).
Такая сеть в АСУО ВВ описывается четверкой:
, , ,и f eM F R R R ,
где F - фрейм, описывающий понятие;




- функция, характеризующая их свойства;
eR -
отношение принадлежности между понятиями (фреймами) и свойствами
(функциями).
В АСУО ВВ неоднородная семантическая сеть строится с помощью
интерактивного интерпретатора знаний (ИИЗ). Объектами интерпретации яв-
ляются имена предметов и процессов, их свойства, области значений свойств и
отношения на множестве предметов и процессов. В ИИЗ используется
стратегия прямого приобретения знаний от эксперта. Они предназначены для
преобразования информации, вводимой экспертом, в формулы с последующей
компиляцией их в семантическую сеть.
Стратегией приобретения знаний в разработанной системе является
стратегия разбиения на ступени [18]. Эта стратегия направлена на выявление
структуры понятий предметной области и реализуется с помощью сценария
«Имя — Свойство». Алгоритм формирования структуры предметной области в
форме диалога «Система — Эксперт» представлен на рисунке 2.5.
Пример такого диалога имеет следующий вид:
1 Назовите имя понятия – вертолет.
2 Назовите имя признака понятия - автопилот (состояние системы).
3 Существует ли множество значений введенного признака?
4 Если ответ Нет (для признака автопилота вертолета), то имя
признака воспринимается как имя понятия. При этом образуется пара имен вве-
денных событий (система посадки, автопилота вертолета). Если имя 2-го
события является для модели новым, то выполняется переход к шагу 2.
5 Если ответ в п.З Да (для признака состояние системы), то ставится
вопрос: Назовите тип множества (Непрерывное/Дискретное) - Дискретное (для
признака состояние системы).
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Рис. 2.5. Алгоритм приобретения знаний в базе знаний АСУО ВВ
6. Если тип - Непрерывное, то ставится вопрос: Задайте границы диа-
пазона.
7. Если тип - Дискретное, то ставится вопрос: Перечислите элементы
дискретного множества (включено, выключено).
8. Задайте единицы измерения признака - безразмерная величина.




























10. Проверяется ввод всех признаков понятия.
В процессе выполнения шагов 2-10 создается глобальный объект: имя
атрибута и множество его значений. В результате работы алгоритма проис-
ходит начальное наполнение базы знаний понятиями предметной области.
2.5.4. Выявление семантических связей при приобретении знаний в
автоматизированной системе управления освоением веротолетовождения
Процедура выявления семантических связей используется при по-
строении неоднородной семантической связи (НСС) на основе высказывания
эксперта. В таблице 2.4 приведены основные виды связей, используемые в
НСС, а также критерии, применяемые для выявления вида связи,
существующей между двумя именами событий (вершинами НСС) [45]:
- время возникновения событий (для установления
одно/разномоментности);
- подстановка (для установления рефлексивности);
- перестановка (для установления симметричности);
- обращение (для установления асимметричности);
- трансформация (для установления транзитивности);
- модальность (для различения связей по модальности).
Обозначим Rf - рефлексивность (возможно), Nrf - нерефлексивность (не
исключено), Arf - антирефлексивность, Sm - симметричность, Ns - не-
симметричность: Ans - антисимметричность, As - асимметричность (обращение
связи дает иную связь), Тг - транзитивность, Ntr - нетранзитивность.
Типы связей в таблице 2.4 разбиты на четыре класса. Классы 1 - 3 от-
ражают одномоментные зависимости (включение ТС - повышенный шум),
класс 4 - разномоментную зависимость между объектами или процессами в






Тип связи (X, Y) Каноническая форма Свойство
1 Gen – генеративная
Sit – ситуативная
Neg – негативная
X является элементом Y
















4 Fin – финитивная
Cous – каузальная
Pot – потенситивная
X является целью Y
X вызывает Y




Типы связей классов 1 - 3 различаются свойством рефлексии. Внутри
этих групп типы связей различаются по свойствам симметрии. Поскольку в
классе 4 все связи обладают одинаковым свойством несимметрии, для их раз-
личения используются свойства рефлексии и транзитивности.
Таким образом, свойства одномоментности, рефлексивности, симмет-
ричности и транзитивности можно использовать в качестве критериев уста-
новления типов связей [18]. Эти критерии сопоставлены ярусам дерева вывода
вида связи, представленного на рисунке 2.6.
В базе знаний АСУО ВВ устанавливаются двусторонние связи между
двумя событиями А и В. Они могут быть следующих видов:






























Рис. 2.6. Дерево выводов типов связей
- при наблюдении события А всегда наблюдается В (связь сильная
положительная);
- при наблюдении события А обычно отсутствует событие В (связь
отрицательная);
- при наблюдении события А всегда отсутствует В (связь исключаю-
щая).
Установление вида связи между двумя именами событий выполняется с
помощью интерактивного интерпретатора знаний по следующему алгоритму
[33]:
1 Эксперту предъявляется список имен событий и предлагается вы-
брать из него пару связанных событий.
2 Если эксперт не находит такой пары, то диалог завершается и
управление передается ИИЗ. Если эксперт выбирает некоторую пару (А, В), то
она подставляется во все канонические формы высказываний в разном порядке:
вначале ХRiУ:=АRiВ (первая часть списка), а затем ХRiУ:=BRiA (вторая часть
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списка).
3 Из полученного списка эксперту предлагается выбрать вы-
сказывание Li, наиболее соответствующее связи между именами А и В. Пусть
это будет ARiB.
4 Если выбранное экспертом высказывание принадлежит первой час-
ти списка, то формируется признак F (first) (рисунок 2.3), если второй, то - S
(second).
5 Для выбранного высказывания L, эксперт указывает, появляются ли
события А и В одновременно или в разные моменты времени.
6 Если ответ - одновременно, то формируется признак Т, иначе - при-
знак D.
7 Высказывание L, проверяется по критерию подстановки.
8 Если сформирован признак Т и один из признаков Rf или Arf, то Li
проверяется по критерию перестановки.
9 Если сформирован признак Т и не сформирован признак Sm, то Li
проверяется по критерию обращения.
10 Если сформированы признаки Т и Rf или Arf и не сформирован
признак Sm, то Li проверяется по критерию трансформации.
11 Если сформированы признаки D и Nrf, то снова Li проверяется по
критерию трансформации.
12 Если сформированы признаки F, Т, Arf, Ntr и не сформирован при-
знак Sm то для L, устанавливается тип связи Gen (А, В).
13   Eсли сформированы признаки F, Т, Arf, As,Тг,то для Li ус-
танавливается тип связи Sit (А, В).
14 Если сформированы признаки F, Т, Arf, Sm, то для Li уста-
навливается тип связи Neg (А, В).
15.    Если сформированы признаки F, T, Nrf и не сформирован признак
Sm, то для L, устанавливается тип связей Ins(A,B).
16.    Если сформированы признаки F, T, Rf, Tr и не сформирован признак
Sm, то для Li устанавливается тип связей Соm(A,B)
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17 Если сформированы признаки F, Т, Rf, Тг и не сформирован признак
Sm, то для Lj устанавливается тип связи Соr (А, В).
18 Если сформированы признаки F, D, Arf, Ntr, то для Lj устанавливается
тип связи Fin(A, В).
19 Если сформированы признаки F, D, Nrf, Тг, то для Lj устанавливается
тип связи Cous (А, В).
20 Если сформированы признаки F, D, Nrf, Ntr, то для Lj устанавливается
тип связи Pot (А, В).
Таким образом, в БЗ АСУО BB возможны два варианта приобретения
знаний: непосредственное извлечение знаний и прямое их приобретение с
помощью стратегии разбиения на ступени и интерактивного интерпретатора
знаний, позволяющего приобрести знания при недостаточном уровне квали-
фикации эксперта.
2.6. Пополнение знаний в автоматизированной системе управления
освоением вертолетовождения
2.6.1. Псевдо физические логики как подход к пополнению знаний в
автоматизированной системе управления освоением вертолетовождения
Пополнение БЗ осуществляется различными методами при общении с
внешней средой, при постановке новых задач и при достижении новых целей. В
настоящее время основным методом является прямой диалог с экспертом [10,
16, 18]. Такой диалог позволяет решить основные проблемы, возникающие при
извлечении знаний: преодолеть когнитивную защиту, в какой-то степени
помочь эксперту структурировать свои знания в определенной области.
Кроме того, пополнение знаний осуществляется самой системой на
основе имеющейся БЗ и машин (программ) логического вывода новых знаний,
предназначенных для прямого использования знаний из базы знаний в целях
решения поставленной задачи [37, 79, 89]. Это ведет к устранению трудности,
связанной с ограниченностью знаний. В ходе решения конкретной задачи
основными функциями машины логического вывода являются:
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- определение необходимого для решения задачи конкретного набора
фактов, правил и отношений между отобранными фактами и правилами;
- упорядочение отобранных правил, связей, алгоритмов и процедур в
логические цепи принятия решений и выполнение этих цепей.
Проблема пополнения знаний возникла при решении таких задач в
рамках работы АСУО ВВ как: понимания естественного языка, обучения,
поиска ответов на вопросы к БЗ, анализа ситуаций, др. Все подходы в той или
иной степени используют идею продукционных правил.
Пополняя постепенно БЗ продукциями, можно создать достаточно
мощные средства для порождения новых фактов из тех, которые в ней имеются
[18]. Процедуры пополнения знаний отличаются друг от друга структурой
продукционных правил и стратегий управления в системе продукций.
Наиболее известными подходами являются: модели «здравого смысла»,
сценарии, псевдо физические логики [18]. Для построения АСУО ВВ наиболее
рациональным считается применение псевдо физических логик (ПФЛ).
Здесь физическая модель предметной области переносится на язык ло-
гики. При определенных стратегиях управления система продукций превра-
щается в дедуктивную логическую систему. В их аксиомах и правилах вывода
используются не только реальные физические свойства окружающего мира, но
и особенности его восприятия человеком. ПФЛ обладает рядом особенностей
[18]:
1. Псевдофизические логики (ПФЛ) есть логики отношений: временных,
пространственных, каузальных, действия.
2. Часть рассуждений в ПФЛ связана со шкалами: метрическими (аб-
солютными и относительными) и топологическими. На абсолютной метриче-
ской шкале задай некоторый масштаб и выбрана точка отсчета; на относи-
тельной указывается лишь расстояние между точками, а начало отсчета может
«плавать». Топологическая шкала представляет собой порядковую шкалу. На
ней указываются отношения порядка (строгого, нестрогого, размытого) между
упорядочиваемыми.
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3. ПФЛ содержат в качестве аксиом утверждения, вытекающие из вос-
приятия мира человеком, которые подтверждаются результатами соответст-
вующих психологических экспериментов.
4. Совокупность ПФЛ характеризуется связями между отдельными
частями — логиками (например, логика времени тесно связана с логиками
пространства и действий).
Существуют модели временных логик, статической пространственной
логики, фрагменты логики действий и каузальной логики [18].
ПФЛ является системой, включающей модель предметной области в виде
понятий и отношений, существующих в ней, и модель вывода. Первая модель
задает формальный язык описания знаний (ситуаций), вторая позволяет
получать пополнение этих знаний. Система псевдофизических логик
представлена на рис. 2.7 [18].
Рис. 2.7. Система псевдофизических логик
Целесообразность применения ПФЛ в АСУО ВВ основывается на мо-
делях деятельности человека на тренажерах. На основе этих моделей создается
система аксиом, содержащая в себе утверждения, основанные на восприятии
внешнего мира. В то же время модели и правила вывода выбираются исходя из
характера деятельности человека на тренажерах. Такой подход способствует
наибольшему соответствию логик специалиста, осваивающего ЧМС и
интеллектуальной системы.
2.6.2. Взаимодействие базы знаний с внешней средой
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При пополнении БЗ необходимо общение с внешней средой, как одним из
источников знаний. К внешней по отношению к ней среде относятся источники
знаний Z, фактов X и управляющих воздействий
1 2 3, ,U U U , а также рецепторы
выводимого знания Y [18]. Графически отношения между источниками знаний
представлены на рисунке 2.8.
Рис. 2.8. Отношения между источниками знаний
Аналитически эти отношения записываются следующим образом. Базу
знаний символизирует  1n  -местное отношение . . .R C X X Y   . Оно задает
соответствие между п исходными фактами и значениями выводимого знания Y .
Множество фактов X , исходное знание Z , закономерность R являются
функциями управляющих воздействий
1 2 3, ,U U U : 1 1( )X f U , 2 2( )Z f U ,
3 3( )R f U . Управляющие воздействия 1 2 3, ,U U U предназначены соответственно
для изменения множества фактов X , вводимого в систему знания Z и рест-
руктуризации закономерности R [18].
Относительно приведенных переменных и зависимостей базу знаний
АСУО BB можно классифицировать следующим образом [98]: с изменяемым
множеством фактов X ; с пополняемым знанием Z с фиксированной за-
кономерностью R . В частном случае фиксированное множество фактов X может
быть пустым: X = 0. При этом БЗ выполняет роль генератора вариантов
предметного знания [18]. Модель вывода генератором вариантов знания
описывается формальной системой:
, , ,F Т Р А В ,
где Т - множество базовых элементов; Р - множество синтаксических
правил; А - множество аксиом; В - множество правил вывода.
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Базовые элементы Т задают алфавит ПО (логический, словарный, пред-
метный и т.д.). Принадлежность элемента х алфавиту Т устанавливается за
конечное число шагов с помощью процедуры ( )П Т .
Синтаксические правила Р задают ограничения на построение синтак-
сически правильных совокупностей - цепочек символов (формул, слов и
предложений языка). Синтаксическая правильность цепочек должна устанав-
ливаться за конечное число шагов с помощью процедуры ( )П Р .
Аксиомы А представляют собой подмножество синтаксически правиль-
ных совокупностей (формул), общезначимых в ПО. Для проверки общезначи-
мости должна существовать конечная процедура П(А). В качестве таковой ис-
пользуется построение таблиц истинности для соответствующей формулы.
С помощью правил вывода В порождаются новые семантически пра-
вильные совокупности, к которым также применимы правила вывода. Таким
образом, формируется множество выводимых в формальной системе сово-
купностей. Алгоритм пополнения знаний в базе знаний АСУО ВВ представлен
на рис. 2.9.
Так как пополняемое знание характерно для систем, обладающих свой-
ством адаптации к изменению внешней среды, то с целью придания системе
адаптивных свойств, в частности с целью обучения, она расширена следующим
образом:
, , , , ( ) , ( ) , ( ) , ( )F Т Р А В Т Р А В    
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Дополнительные символы модели задают правила изменения первых
четырех компонентов, что позволяет корректировать базовые элементы,
синтаксические правила, аксиомы и правила вывода при углублении знания о
предметной области либо при взаимодействии с человеком.
Управление функционированием формальной системы реализуется через
ограничение выводимых последовательностей (цепочек), т.е, вывод одной
цепочки, обусловленной вектором значений управляющих признаков
1 , . . . , nu u
.
Взаимодействие БЗ с внешними подсистемами осуществляется по дан-
ным процедурам и управляющей информации. Использование внешних про-
цедур реализуется с помощью механизма встраивания их в БЗ. Обмен управ-
ляющей информацией осуществляется с целью настройки режимов взаимо-
действия БЗ с внешними подсистемами [99].
2.7. Модель учебно-тренировочных операций
Функции формирования учебно-тренировочной операции (УТО)
существенно расширяют возможности АСУО ВВ, повышают их эффективность
и ценность [5]. Тем не менее, такие системы в настоящее время встречаются не
часто. Главная причина этого заключается в отсутствии развитого инстру-
ментария управления базой знаний, обеспечивающего воплощение функций
формирования УТО либо вообще без вмешательства эксперта, либо требую-
щего его участия в минимальном объеме. Немногие средства, позволяющие
создавать такие АСУО ВВ, не обладают инвариантностью к предметной об-
ласти [5]. Последнее означает, что их возможности ограничены формированием
типовых УТО, актуальных для определенных навыков. Поскольку на
сегодняшний день отсутствует инвариантная к предметной области
методология построения АСУО ВВ, формирующих УТО, то данная задача не
является тривиальной.
Если поставить перед собой задачу-максимум, заключающуюся в раз-
работке высокоинтеллектуальной автоматизируемой обучающей системы,
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базирующегося на всеобъемлющей модели представления предметной области,
то практических результатов достичь довольно сложно.
Где А - цель (что требуется от обучаемого, какую деятельность
необходимо выполнить);
O - исходные данные;
C - ограничения, которые должны быть учтены при выполнении УТО;
sM - модель ситуации (в зависимости от назначения и вида АСУО ВВ этот
компонент может соответствовать моделям изучаемого объекта, среды
профессиональной деятельности и т.д.);
s uM - информационная модель, описывающая способ представления М5, а
также средства оперирования в рамках системы;
V - результаты (ответы);
uV - описание способа ввода результата;
a sM - эталонная модель деятельности;
yO
- функция оценивания результата;
aO - функция оценивания деятельности.
Компоненты А, Э и С соответствуют постановке задачи на выполнение
УТО.
В модели ситуации выделим три составляющих:
      , ,s s sS M V M I M , (2.3)
где  sS M - структура sM ;  sV M - значения параметров sM ;  sI M -
интерпретация
sM .
Структура  sS M определяет форму выражений (математических
зависимостей, правил и т.д.), входящих в
sM . Конкретные значения параметров
фиксируются в  sV M . Подобная декомпозиция позволяет дифференцировать
формирование УТО путем варьирования значениями параметров при неиз-
менной структуре модели ситуации и формирование УТО, предусматривающее
трансформацию  sS M .
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Интерпретация  sI M характеризует смысл (т.е. предметное содержание)




аO определяются следующим образом:
уO
:  ,sV V R ; (2.4)
аO :  ,a a sM M R , (2.5)
где V – результат, введенный или выбранный обучаемым; R – множество
оценок;
aM - модель деятельности, выполненной обучаемым в процессе реа-
лизации УТО и связанной с оперированием
sM на основе реализации s uM .
Форма, в которой описываются функции (2.4) и (2.5), зависит от вида и
характера УТО, способа ввода ее результата
uV и информационной модели s uM .
Это может быть фрейм, система правил, процедура и др.
Функции уO , аO и механизмы, реализующие оценивание, являются
фиксированными в рамках АСУО ВВ. Возможности их формирования в данной
работе не рассматриваются.
В статических УТО все члены
1M фиксированы. Модель формируемой
УТО включает постоянную и переменную части. Возможности формирования
УТО зависят от состава переменных компонентов, способов их представления и
множеств значении.






    , , , ( ), , , , , , ,t s su s u as y a tg tfM A D C S M V M I M V V M O O M M  , (2.6)
    1 , , ( ), , , ,g s s s asM A C S M V M I M V M , (2.7)
 1 , , , ,f su u y aM D M V O O . (2.8)
Объясним, почему принципиально формируемый компонент Dфигури-
рует в (2.8). Dсодержит естественно-языковое описание
sM или ссылку на нее с
учетом установленной интерпретации и значений параметров. Другими
словами, он играет роль внешнего (пользовательского) представления ука-
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занной информации. Поскольку все формируемые   элементы, отражаемые в D ,
учитываются при генерации
sM , он отнесен ко второй группе.
Предложенная модель описывает УТО, применяемые в любых АСУО
ВВ. В моделях конкретных УТО могут использоваться не все компоненты,
входящие в (2.6). Обязательными членами являются А , D ,  sS M и  sV M .
Интерпретация модели ситуации отсутствует в чисто математических задачах.
М и О не специфицируются в УТО без контроля деятельности. В задачах,
недекомпозируемых на этапы, не задаются
s uM , a sM и аO . В свою очередь, V , uV
и
yO
не определяются в УТО, не требующих ввода ответа.
Связующим звеном между моделью ситуации и предметным содержа-
нием УТО служит  sI M . Варьирование интерпретацией позволяет формиро-
вать задачи, имеющие одни и те же  sS M и  s uV M , но разные
содержательные постановки.
Эталонная модель деятельности и эталонный результат не формируются
(что подразумевает некоторую степень произвольности), а определяются
(вычисляются, выводятся) на основе прочих сформированных и
фиксированных составляющих (2.7).
Процедура формирования используется для порождения ошибочных и
абсурдных ответов из соответствующих элементов, включаемых в V наряду с
эталонным результатом или формируемых путем внесения в него искажений
[5]. Таким образом, в общем случае V содержит как выводимые (вычисляе-
мые), так и формируемые компоненты:
, ,r c a r c r a c aV V V V V V V V V V          , (2.9)
где V - множество, определяющее эталонный результат (выводимая часть
V ); ,c aV V - множества элементов ошибочных и абсурдных ответов (формируемая
часть V ).
Реализация разбиения (2.9) позволяет формировать варианты УТО за счет
комбинирования элементов ответов, даже если все составляющие ее модели,
кроме внешнего представления V, фиксированы. Для этого необходимо, чтобы
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cV aV   1rV  . При cV aV   1rV  формируемый массив ответов будет
состоять из одного правильного и множества неполных вариантов.
Формируемые подобным образом варианты УТО отличаются только
внешним представлением результатов и не предназначены для предъявления
обучаемому в рамках одного блока обучения. Охарактеризованный способ
является самой простой реализацией формирования. Тем не менее, стоит от-
метить его достоинства. Во-первых, при неоднократных попытках выполнения
блока обучения результаты УТО выводятся не в исходном, а в модифи-
цированном виде. Обучаемому сложнее найти верный ответ, перепробовав все
комбинации специфицирующих его компонентов.
Под формированием структуры модели ситуации понимается такая ее
модификация, при которой сохраняется класс (т.е. принципиальный характер)
sM . Другими словами, изменение  sS M не должно влиять на качественную
определенность описываемой ей ситуации [5].
Комбинирование нескольких задач является одним из общих приемов
формирования [5].
Расширение модели задачи и исключение из нее тех или иных
ограничений способствуют увеличению числа направлений формирования.
Обозначим результат формирования ( )gen X , где g e n - процедура фор-
мирования, X - выражение, представляющее модель задачи или ее компонент.
Если X не содержит переменных, то само это выражение совпадает с
результатом формирования: ( )gen X = X . В противном случае ( )gen X - один из
вариантов (экземпляров) X , в котором все переменные заменены конкретными
значениями.
Подчеркнем, что ( )gen X - это не функция от аргумента X . Результаты,
формируемые подобной процедурой, при разных обращениях к ней, отлича-
ются.
Под формированием УТО, описываемой моделью
tM , понимается фор-
мирование варианта модели ( )tg e n M путем определения значений ее пере-
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менных компонентов [5]. Множество всех вариантов ( )tg e n M , которые могут
быть сформированы, назовем замыканием модели операции
zt
M , а количество
элементов в нем m – мощностью
tM :
  (1) ( 2 ) ( )( ); ( ),..., ( )mt t t tM gen M gen M gen M . (2.10)
Мощность относится к числу ключевых характеристик
tM . Другой ее
важной характеристикой является степень разнообразия, отражающая то, на-
сколько формируемые варианты УТО отличаются друг от друга.
Очевидно, мощность модели операции, не содержащей переменных,
равна единице.
Теоретически
tM может быть бесконечным. Однако в АСУО ВВ всегда
используется его конечное подмножество, которое устанавливается, исходя из
семантики и дидактической роли УТО, а также связанных с ними ограничений
на представление значений переменных.
Типы формируемых УТО выделяются на основе соотношения постоян-
ных и переменных компонентов в их моделях. При этом нужно учитывать
влияние членов (2.7) друг на друга. Например, модификация  sS M вызывает
необходимость переопределения значений всех прочих компонентов, исполь-
зуемых в модели; формулировки цели и ограничений зависят от выбора  sI M
и т.д. Таким образом, осуществимы не все сочетания постоянных и переменных
компонентов. Их допустимые комбинации, соответствующие типам
формируемых УТО, перечислены в табл. 2.5. Плюс символизирует форми-
рование, минус – фиксированное значение.
Таблица 2.5
Типы формируемых УТО
Тип формируемой УТО S(Ms ) V(Ms) I(Мs) А С Мas V
1 + + + + + + +
2 - + + + + + +
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3 - + - + + + +
4 - + - + - + +
5 - + - - + + +
6 - + - - - + +
7 - - + + + + +
8 - - - + + + +
9 - - - + - + +
10 - - - - + + +
11 - - - - - + +
12 - - - - - + -
13 - - - - - - +
Схема, отражающая последовательность формирования компонентов
УТО, вытекающую из зависимостей между ними, показана на рисунке 2.10.
Рис. 2.10. Схема, отражающая последовательность формирования компонентов
УТО
Светлые окружности обозначают точки входа в процедуру, темные – ее
окончания. В прямоугольниках указаны этапы формирования, номера около
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стрелок идентифицируют типы УТО по таблице В.
Создание АСУО ВВ требует подготовки моделей УТО. Технологическое
решение данной проблемы способно обеспечить алгоритмическое обеспечение
базы знаний АСУО ВВ, включающее средства интерактивного построения
моделей. Для повышения эффективности этого процесса целесообразно, чтобы
модели формировались на основе содержащегося в базе знаний учебного
материала.
2.8. Обобщенная структурная модель автоматизированной системы
управления освоением вертолетовождения
Как известно, процесс обучения совершается в ходе совместной дея-
тельности обучающего и обучаемого при ведущей роли обучающего. Для ав-
томатизации управления процессом обучения необходимо исследование дея-
тельности обучающего и обучаемого для выявления тех ее элементов, авто-
матизация которых дидактически целесообразна.
Анализ структуры педагогической деятельности позволяет выделить 5
основных функциональных компонентов деятельности обучающего, тесно
взаимодействующих между собой:
- гностический (анализ целей, содержания, методов обучения);
- проектировочный (перспективное планирование курса);
- конструктивный (оперативное планирование занятий);
- организационный (организация учебного процесса);
- коммуникативный (информационное взаимодействие между
обучающим и обучаемым).
Процесс обучения включает усвоение содержания образования (знаний,
умений, учебного материала) обучаемым и управление этими процессами
усвоения со стороны обучающего. Управление может осуществляться как
непосредственно педагогом в контакте с обучаемым, так и опосредованно –
через методическое пособие, программно-аппаратную систему автоматизи-
рованного обучения.
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Так как процесс обучения подчиняется общим принципам управления
[64, 119, 125], то структуру системы АО можно представить виде, показанном
на рисунке 2.11.
Рис. 2.11. Структура системы АО
Уравнение состояния этой многомерной системы имеет вид:
( ( ), ( ))
,
( ) ( ( ), ( ))
dy F y t x t
dt
z t Q y t x t
  
(2.11)
где ( )x t - вектор прямой связи (ПС) компонентов содержания
образования, заданий и вопросов, тестов, воздействий обратной связи (ОС)
информирующих, корректирующих (анализ ошибок); ( )z t - результаты
выполнения заданий, тестов, ответы на вопросы; ( )y t - переменные состояния
процесса обучения, состояния здоровья обучаемых и т.д.
Первое уравнение системы является уравнением состояния системы, а
второе уравнение системы является выходным уравнением системы АО.
Для линейных систем, к которым можно отнести и процесс обучения,
уравнения запишутся следующим образом:
( ) ( ) ( ) ( )
,
( ) ( ) ( ) ( ) ( )
dy A t y t B t x t
dt
z t C t y t D t x t
    
(2.12)
где ( )A t , ( )B t , ( )C t , ( )D t - матрицы коэффициентов [15].
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Основываясь на приведенном выше подходе, обобщенную структурную
модель автоматизированной системы управления освоением
вертолетовождения можно представить в виде, изображенном на рисунке 2.12.
Рис. 2.12. Модель автоматизированной системы управления освоением
вертолетовождением
Отличительной особенностью модели (рисунок 2.9) является наличие в
ней базы знаний, служащей для формирования модели управления процессом
обучения и выработки (выбора) воздействия с целью приведения процесса
обучения к необходимому виду, в то время как в существующих системах АО
такая возможность отсутствует. База знаний в данной модели служит для
формирования модели управления процессом освоения вертолетовождения и
выработки (выбора) воздействия с целью приведения процесса обучения к
необходимому виду [15].
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Выводы по разделу 2:
1. Разработанные автором алгоритмы приобретения и пополнения знаний
в специальной базе знаний АСУО  ВВ, позволяют реализовать
непосредственное приобретение знаний в БЗ, а также их пополнение с
помощью реализованной в алгоритме стратегии разбиения на ступени и
интерактивной интерпретации знаний;
2. Разработана методика автоматизированного формирования учебно-
тренировочных операций. Технологическое решение данной задачи позволяет
сформировать учебно-тренировочные операции для пилотов вертолетов с
учетом его текущего уровня освоения ВВ, индивидуальных особенностей по
восприятию информации;
3. Проведено обоснование и разработана обобщенная структурная модель
автоматизированной системы управления освоением ВВ. Отличительной
особенностью является наличие в ней специальной базы знаний конкретной
предметной области, служащей для формирования модели управления
процессом освоения ВВ и выработки (выбора) воздействия на обучаемого с
целью доведения существующего у него уровня освоения ВВ до требуемого.
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РАЗДЕЛ 3
ОПТИМИЗАЦИЯ УЧЕБНОГО ПЛАНА ОБУЧЕНИЯ ПИЛОТОВ
ВЕРТОЛЕТОВОЖДЕНИЯ НА ТРЕНАЖЕРЕ
3.1.  Структура алгоритмического обеспечения задачи оптимизации
учебного плана
Как было указано ранее (см. раздел 1), целью обучения на тренажере
является повышение качества вертолетовождения за счет оптимизации
учебного плана по овладению единичными навыками, что дает возможность
снизить аварийность по причине «человеческого фактора». Дополнительно,
эффективность обучения на тренажере можно повысить, учитывая
индивидуальные особенности каждого из обучаемых, которые включают в себя
следующие параметры: скорость усвоения информации, уровень усвоения
предыдущих навыков.
Очень важным фактором является уровень знаний пилотов, с которым
они приступают к обучению на тренажере. Знание значения этого фактора,
полученного в результате предварительного тестирования (см. приложение 2),
позволят разбить всех обучаемых на три группы: сильная, средняя и слабая, что
позволяет произвести соответствующую адаптацию учебного плана и тем
самым повысить эффективность обучения.
Основную часть учебного времени необходимо уделить тем навыкам,
которые в большей мере влияют на аварийность по причине «человеческого
фактора» и наносят максимальный ущерб вертолету и окружающей среде при
их неправильном выполнении. Поэтому, 80% всего учебного времени отдается
на изучение и отработку тех навыков, которые связаны с аварийностью.
Остальные 20% учебного времени распределяются между навыками на
основании учета индивидуальных особенностей.
В соответствии с вышеизложенным, общая структурная схема
алгоритмического обеспечения системы оптимизации учебного плана
представлена на рис. 3.1.
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Рис. 3.1. Структура алгоритмического обеспечения задачи оптимизации учебного
плана
В первом методе рассчитывается коэффициент важности каждого навыка
на основе количества аварий, произошедших по причине его выполнения. От
величины полученного коэффициента зависит выделенное время на отработку
данного навыка.
Во втором методе выполняется оптимизация учебного плана по
критерию возможного причиненного ущерба (суммарному количеству ошибок
при выполнении единичного тренинга) (см. раздел 3.3.1; 3.3.2).
3.2. Оптимизация учебного плана с учетом аварийности
В приложении 1 выполнен анализ аварийности вертолетов. Рассмотрим

































Навык, отвечающий за тип аварийности
Техническая
неисправность
4.1 Отказ двигателя на висении
4.2 Отказ двигателя на взлете
4.3 Заход на посадку с неработающим двигателем по
точной системе
4.4 Заход на посадку с неработающим двигателем по
неточной системе
4.5 Посадка с неработающим двигателем
4.6 Аварийное снижение
4.7 Аварийная эвакуация людей с ВС
4.8 Отказ в топливной системе
4.9 Отказ в гидросистеме
4.10 Отказ в системе электропитания
4.11 Отказ всех генераторов
4.12 Отказ приборов и оборудования
4.13 Отказы в системах управления
4.14 Отказ навигационных систем
4.15 Пожар в редукторе
4.16 Запуск двигателя в полете
4.17 Полет с авторотирующими винтами





3.2 Взлет «по вертолетному» с использованием и без
использования воздушной подушки
3.3 Взлет с разбегом
3.4 Взлет при видимости по минимуму
3.7 Заход на посадку по точной системе ILS
3.8 Заход на посадку по неточной системе ОСП; ОПРС;
VOR/DME
3.10 Посадка при метеоусловиях минимума
4.2 Отказ двигателя на взлете
4.3 Заход на посадку с неработающим двигателем по
точной системе
4.4 Заход на посадку с неработающим двигателем по
неточной системе







3.4 Взлет при видимости по минимуму
3.7 Заход на посадку по точной системе ILS
3.8 Заход на посадку по неточной системе ОСП; ОПРС;
VOR/DME
3.10 Посадка при метеоусловиях минимума
Как видно из таблицы, наибольшее количество аварий происходит на
этапе пилотирования, успешное выполнение которого определяется
следующими навыками: отказ двигателя на висении; отказ двигателя на взлете;
заход на посадку с неработающим двигателем по точной системе; заход на
посадку с неработающим двигателем по неточной системе; посадка с
неработающим двигателем; аварийное снижение; аварийная эвакуация людей с
ВС; отказ в топливной системе; отказ в гидросистеме; отказ в системе
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электропитания; отказ всех генераторов; отказ приборов и оборудования;
отказы в системах управления; отказ навигационных систем; пожар в
редукторе; запуск двигателя в полете; полет с авторотирующими винтами;
отказ всех двигателей в полете; взлет «по вертолетному» с использованием и
без использования воздушной подушки; взлет с разбегом; взлет при видимости
по минимуму; заход на посадку по точной системе ILS; заход на посадку по
неточной системе ОСП; ОПРС; VOR/DME; посадка при метеоусловиях
минимума.
3.2.1. Оптимизация учебного плана на основании использования
коэффициента важности
3.2.1.1. Постановка задачи
Определить оптимальное время ti (i = 1…p) отработки i-го навыка в
соответствии с критерием, определяющим суммарное количество всех аварий,











где ni – число аварий по причине плохого выполнения і-го единичного












где Т сум– суммарное время обучения пилота вертолета на тренажере.
3.2.1.2. Алгоритм оптимизации учебного плана на основании
использования коэффициента важности
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Имея в своем активе учебный план и аварийность за предыдущие
периоды, определяем значимые навыки, по которым будет выполнено
перераспределение учебного времени.
Исследования показали, что часть необходимых навыков
соответствующих тренингам, представленным в учебном плане, не связана с
происшествиями. Поэтому, все время обучения, определенное в учебном плане,
разбивается на две части. Одна из этих частей (80%) распределяется в
соответствии с экспертными оценками t1э, t2э…tnэ между тренингами. Остальные
20% будут распределены в соответствии со следующим алгоритмом.
Время, которое необходимо выделить на обучение полученным в
результате анализа навыкам:
nT – время, уделяемое обучению навыкам, которые являются и областями
тренажерного обучения и причинами аварий;
1T – техническая неисправность;
2T – ошибка пилота при посадке;
3T – столкновение с препятствием (в том числе в условиях ухудшенной
видимости).
1. Определим важные упражнения (навыки) по которым будем
рассматривать время обучения согласно статистике аварийности при их
исполнении (алгоритм расчета коэффициента важности). Для определения
необходимо воспользоваться планом обучения.










Т c – время, потраченное на навык n при теоретическом обучении;
kтеорn
t  c – время, потраченное на обучение по каждой составляющей данного
навыка;
k – количество составляющих частей n-го навыка;
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n – номер навыка, определяется в п.1.










T c – время, потраченное на навык n при практическом
(тренажерном) обучении;
kпрn
t  c– время, потраченное на обучение по каждой составляющей данного
навыка (получаем из текущего плана обучения);
k – количество составных частей n-го навыка;
n – номер навыка, определяется в п.1.
4. Определим количество теоретической информации, которую обучаемые
пилоты воспринимают при чтении электронных учебников, по каждому
навыку:
.,nn теор воспрT V  (3.5)
где
n [бит] – номер навыка, количество теоретической информации,
которую пилоты воспринимают при чтении;
nтеор
T [c] – время, потраченное на навык n при теоретическом обучении.
Значение рассчитывается по формуле (3.3);
.воспрV [бит/с] – скорость восприятия информации (постоянная величина,
равна 50 бит/сек.).
5. Определим плотность информации (отношение количества информации











nP [бит/с] – плотность информации, воспринятой на тренажере;
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n [бит] – количество теоретической информации, которую пилоты
воспринимают при чтении электронных учебников. Значение
рассчитывается по формуле (3.5);
nпр
T [c] – время, потраченное на навык n при практическом (тренажерном)
обучении. Значение рассчитывается по формуле (3.4).








nK – коэффициент важности по n-м навыка;
mR – количество аварий по m-й причине, например:
nR – общее количество аварий;
1R – количество аварий, вызванных технической неисправностью.
Количество аварий и причины, которые их вызвали, узнаем из статистики
аварийности.
7. Распределяем количество информации в соответствии с коэффициентами
важности навыков
. ,nрасп n nK   (3.8)
где .nрасп [бит] – количество информации, перераспределенной, согласно
важности навыков;
n [бит] – количество теоретической информации n-го навыка, которую
пилоты воспринимают при чтении. Значение рассчитывается по формуле
(3.5);
nK – коэффициент важности по n-му навыку. Значение рассчитывается по
формуле (3.7).
8. Учитывая выходные плотности потоков информации, определим время








nT [c] – время обучения по каждому навыку;
nP [бит/с] – плотность информации, воспринятой на тренажере. Значение
рассчитывается по формуле (3.6).
Оптимизировать учебный план будем с помощью введения
коэффициентов важности, согласно статистике аварийности.
Таким образом, учитывая причины аварий, особое внимание в обучении
пилотов следует выделить:
1. Пилотирование с технической неисправностью.
2. Посадке вертолета.
3. Противодействию столкновениям с препятствиями во время полетов.
Время, необходимо выделить на обучение полученным в результате анализа
навыкам:
nT – время, уделяемое обучению навыкам, которые являются и областями
тренажерного обучения и причинами аварий;
1T – техническая неисправность. Упражнения, которые выполняются в
текущем плане обучения (Приложение 2) на борьбу с технической
неисправностью: 4.1, 4.2, 4.3, 4.4, 4.5, 4.6, 4.7, 4.8, 4.9, 4.10, 4.11, 4.12, 4.13,
4.14, 4.15, 4.16, 4.17, 4.18;
2T – ошибка пилота при взлете / посадке. Упражнения, которые выполняются
в текущем плане обучения во избежание ошибок при взлете / посадке: 3.2,
3.3, 3.4, 3.7, 3.8, 3.10, 4.2, 4.3, 4.4, 4.5;
3T – столкновения с препятствием (в том числе в условиях ухудшенной
видимости). Упражнения: 3.4, 3.7, 3.8, 3.10.
Определяем суммарное время, выделяемое на каждый навык при
теоретической подготовке. Для этого воспользуемся формулой (3.3):
 
1
10 4 8 8 8 8 12 10 10 10
10 10 14 12 8 10 8 16 176 . ;
теорT
мин
          




10 8 10 8 8 8 4 8 10 10 84 . ;теорT мин          
 
3
9 7 7 7 30 . .теорT мин    
Определяем суммарное время, выделяемое на каждый навык при
тренажерной подготовке. Для этого воспользуемся формулой (3.4):
 
1
14 8 11 11 11 11 22 19 19 19 19 16
11 11 11 14 11 24 262 . ;
прT
мин
            
      
 
2
14 11 8 8 11 11 8 11 14 14 110 . ;прT мин          
 
3
7 7 10 10 34 . .прT мин    
Высчитываем суммарное количество теоретической информации,
воспринимается пилотами при чтении электронных учебников по каждому
навыку (скорость восприятия 50 бит/сек.) Для этого воспользуемся формулой













176 60 50 5.28 10 ;
84 60 50 2.52 10 ;
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Высчитываем плотность информации, что воспринимается на тренажере.

















5.28 10 34 / ;
262 60
2.52 10 38 / ;
110 60























Принимаем коэффициенты степени влияния человеческого фактора
пилота при избежание аварий по навыкам (коэффициенты важности). Для этого





























Рассчитываем суммарное количество информации, усвоенное на
тренажере за весь период обучения:
 5 5 4 51 2 3 5.28 10 2.52 10 9 10 8.7 10 .бит            
Для оптимизации необходимо распределить количество информации в































Учитывая выходные потоки информации, определим время обучения по
каждому навыку. Для этого воспользуемся формулой (3.9):
   
   
















4.524 10 13.305 10 221 . ;
34
1.827 10 48.08 10 80 . ;
38
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Итак, получено распределение 20 % времени, которое будет потрачено на
тренажерную подготовку по каждому навыку:
221 мин. – на тренировку пилотов по борьбе с техническими неисправностями
(было 262);
80 мин. – на обучение взлета / посадки (было 110).
89 мин. – на противодействие столкновением с препятствиями (было 34) (в том
числе и в условиях ухудшенной видимости).
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Пусть в результате учета мнений экспертов будут определены времена,
которые должны быть отведены для  освоения навыков t1э, t2э…tnэ.
В результате исследования предложенного алгоритма распределения
времени согласно аварийности, определяем t1а, t2а…tkа.
Тогда,
ti = tiэ + tiа;
tiа=Tтеорn + Tпрn.
В случае, если навык не задействован в аварийности, tiа = 0.
Экспертный и алгоритмический расчет времени на освоение навыков по
критерию аварийности приведен в таблице 3.2.
Таблица 3.2
Расчет времени на освоение навыков по критерию аварийности
№











3.1 Запуск двигателей 68 0 68
3.2 Взлет «по вертолетному» с использованием и
без использования воздушной подушки
88 20 108
3.3 Взлет с разбегом 70 16 86
3.4 Взлет при видимости по минимуму 122 43 165
3.5 Выдерживания схемы выхода (SID) 74 0 74
3.6 Выдерживания схемы подхода(STAR) 74 0 74
3.7 Заход на посадку по точной системе ILS 116 35 151




3.9 Выход на второй круг 76 0 76
3.10 Посадка при метеоусловиях минимума 128 49 177
3.11 Полет на минимальных скоростях 58 0 58
4.1 Отказ двигателя на висении 82 22 104
4.2 Отказ двигателя на взлете 82 24 106
4.3
Заход на посадку с неработающим двигателем
по точной системе
128 33 161
4.4 Заход на посадку с неработающим двигателем
по неточной системе
128 37 165
4.5 Посадка с неработающим двигателем 128 37 165
4.6 Аварийное снижение 70 17 87
4.7 Аварийная эвакуация людей с ВС 124 29 153
4.8 Отказ в топливной системе 104 26 130
4.9 Отказ в гидросистеме 104 26 130
4.10 Отказ в системе электропитания 104 26 130
4.11 Отказ всех генераторов 104 26 130
4.12 Отказ приборов и оборудования 94 24 118
4.13 Отказы в системах управления 88 23 111
4.14 Отказ навигационных систем 84 21 105
4.15 Пожар в редукторе 70 17 87
4.16 Запуск двигателя в полете 84 22 106
4.17 Полет с авторотирующими винтами 70 17 87
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4.18 Отказ всех двигателей в полете 134 36 170
3.2.2. Оптимизация учебного плана по критерию нанесенного ущерба
(критерию ошибок)
3.2.2.1. Постановка задачи
Определить оптимальное время ti (i = 1…p) отработки i-го навыка в
соответствии с критерием ошибок
 , 1 exp( ) exp( )exp( ),P t T at at bT      (3.10)
где P(t,T) – вероятность совершения неправильных действий (по теме
единичного тренинга) на реальном вертолете обученным в течении времени t
пилотом, если после тренинга уже прошло время T (см. Рис. 1.4). Параметры a
и b – это коэффициенты, в общем случае зависящие от индивидуальных
особенностей обучаемого пилота, таких как стаж, условия работы, интеллект,
образованность, устойчивость к стрессу, а также от особенностей
производственной деятельности, типа наличия стресса, уровня монотонности
деятельности, приближенности условий тренинга к реальным условиям
вертолетовождения. Для экспериментальных исследований коэффициенты a и
b могут быть определены как некие обобщенные величины для групп
обучаемых пилотов [132].
3.2.2.2. Алгоритм оптимизации по критерию ошибок
Если строить зависимость критерия ошибок (1.2) в виде линейных
функций (линейная аппроксимация) рис. 3.2.
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Рис. 3.2. Критерий количества совершаемых ошибок
Если строить зависимость функционала ошибок для времени окончания
упражнения
m a xt T и начала послетренингового периода 0T  – то функционал
ошибок можно аппроксимировать в виде прямой
0a t a b  , где t – время, b –
процент ошибок, совершаемых через время t с момента начала тренировок. В
результате получаем систему уравнений следующего вида:
1 1 0 1






a t a b
a t a b
a t a b
      (3.11)
где t1, t2, … tn – время завершения групп тренингов; b1, b2, … bn – процент









0 0 1 1u u ub a t a t  , 1,u n . (3.13)








       (3.14)
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тогда (формулу) можно представить в виде:
.b T a (3.15)
Значение вектора a определяется в результате использования метода
наименьших квадратов
1( ) .T Ta T T T b (3.16)
Прямая пересекает ось абсцисс в точке
m a xT , которая может служить
условной оценкой минимальной длительности тренинга, обеспечивающей
безошибочную работу обучаемого на тренажере. Величина
m a xT ищется из
соотношения








(«правильная» прямая, отображающая факт снижения количества ошибок по
мере обучения, наклонена слева направо и коэффициент a0 будет
отрицательным) [132].
Расчет времени на освоение навыков по критерию ошибок приведен в
таблице 3.3.
Таблица 3.3
Расчет времени на освоение навыков по критерию ошибок
№






3.1 Запуск двигателей 100
3.2 Взлет «по вертолетному» с использованием и без
использования воздушной подушки 110
3.3 Взлет с разбегом 100
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3.4 Взлет при видимости по минимуму 130
3.5 Выдерживания схемы выхода (SID) 125
3.6 Выдерживания схемы подхода(STAR) 125
3.7 Заход на посадку по точной системе ILS 130
3.8 Заход на посадку по неточной системе ОСП;
ОПРС; VOR/DME
140
3.9 Выход на второй круг 110
3.10 Посадка при метеоусловиях минимума 135
3.11 Полет на минимальных скоростях 100
4.1 Отказ двигателя на висении 120
4.2 Отказ двигателя на взлете 115
4.3
Заход на посадку с неработающим двигателем по
точной системе 150
4.4 Заход на посадку с неработающим двигателем по
неточной системе 150
4.5 Посадка с неработающим двигателем 160
4.6 Аварийное снижение 100
4.7 Аварийная эвакуация людей с ВС 135
4.8 Отказ в топливной системе 120
4.9 Отказ в гидросистеме 120
4.10 Отказ в системе электропитания 120
4.11 Отказ всех генераторов 120
4.12 Отказ приборов и оборудования 100
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4.13 Отказы в системах управления 95
4.14 Отказ навигационных систем 110
4.15 Пожар в редукторе 90
4.16 Запуск двигателя в полете 100
4.17 Полет с авторотирующими винтами 90
4.18 Отказ всех двигателей в полете 180
3.2.2.3. Оптимизация учебного плана по критерию нанесенного
ущерба
Пусть ущерб от невыполнения тренинга - S. Для случая линейной













– точка графика при 0t  .
Получаем
0 max





0 ( ).dS при t T
dt
 
Для групп специалистов и групп тренингов – используем средние
величины коэффициентов линейной аппроксимации a1 и a0. Расчет m a xT и
dS
dt
для 0t  аналогичен.
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Общий оптимальный план тренингов, обеспечивающий максимальную
эффективность от всего множества пройденных тренингов, будем строить
следующим образом. Условно разделим функционал эффективности по
каждому виду единичного тренинга на равные по времени отрезки (рис. 3.3).
Рис. 3.3. Сопоставление критериев эффективности для группы разных единичных
тренингов
Затем, учитывая тот факт, что удельная стоимость минуты для разных
тренингов может различаться (например, используются тренажеры разной
стоимости), построим последовательность отрезков, начиная с отрезка,
обладающего наибольшим соотношением «эффективность – стоимость» и до
отрезка с наименьшей величиной этого значения. Если стоимость минуты




Отметим, что при учете удельной стоимости тренинга возникает
величина, альтернативная




становится равной удельной стоимости тренинга.
Обучать дальше смысл есть – время
m a xT еще не достигнуто, однако обучение
далее времени
о п тT является условно убыточным.
Получаем оптимальное множество для всех видов тренингов (рис. 3.4).
Итоговое время занятий на таком графике, очевидно, является суммой всех
m a xT
(или
о п тT ) для всех графиков вида, показанного на рис. 3.3. Теперь приступаем
к процедуре ограничения справа этого множества по критерию максимально
допустимой длительности учебных курсов или по максимально допустимой
общей стоимости обучения.
Рис. 3.4. Оптимальное множество тренингов
В результате получается подробный план, в котором описано общее
время тренингов (занятий) каждого вида.
Задачу оптимизации учебного плана в данной постановке можно
рассматривать как задачу линейного программирования, которая может быть
решена с использованием симплекс-метода [132].




В первом разделе были введены понятия единичного тренинга и
соответствующего ему единичного навыка.
Уровень освоения любого навыка, естественно, постепенно растет и
достигает своего максимума при увеличении времени обучения. Опыт обучения
операторов управления сложной техникой [7] показывает, что интересующая
нас зависимость имеет различный характер с учетом сложности осваиваемого
навыка, поэтому разделим навыки на простые и сложные.
Рассматривается лишь процесс планирования освоения навыков в
текущий и предстоящий период.
Дано:
- общее число m простых и n сложных навыков;
- время Т их параллельного освоения;
- качество освоения оценивается при сравнении затраченного на
выполнение задания времен







- известны предварительные оценки скоростей освоения простых и
сложных навыков;
- задана группа обучаемых лиц, состоящая из сильных, средних и слабых,
имеющих свои индивидуальные показатели.
Требуется:
- разработать методику формирования оптимального учебного плана
обучения пилотов вертолетовождению, обеспечивающую достижение
максимума критерия I5 (см. (1.4), раздел 1.2).
3.3.2. Необходимость учета индивидуальных особенностей пилотов
Недостатком общепринятого подхода к составлению учебных планов и, в
частности, к планированию обучения на тренажере, является их расчет на
«среднестатистического ученика». Однако даже при неизменном составе
навыков имеет смысл индивидуализировать распределение времени на их
освоение с учетом способности каждого обучаемого пилота и сложности самих
навыков. Эта способность, прежде всего, зависит от качества обучения или
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«успеваемости» на предыдущих этапах и от степени деградации умения со
временем (способности помнить или забывать усвоенное).
3.3.2.1. Математические модели освоения и простых и сложных
навыков
Для простых навыков наиболее приемлемой моделью является
экспоненциальная зависимость вида (рис. 3.5):
( ) (1 )j j jt qi jx t e
  ; 1 . . .i n , (3.20)
где ( )i jx t - нормированная оценка качества обучения, когда максимальный
уровень освоения принят за единицу, i - текущий номер простого навыка, j -
номер обучаемой группы,
jt
- отведенное время на обучение,
j
-
персональный показатель скорости освоения простого навыка, подлежащий
идентификации, 1jq  - показатель степени, меняющийся в зависимости от
индивидуальных особенностей обучаемого, n - общее число простых навыков
Рис. 3.5. График функции экспоненциальной зависимости
Из рис. 3.5 видно, что скорость освоения вначале велика (чем меньше
jq
,
тем она больше), а потом по мере обучения она падает, и дальнейшая трата
времени становится неэффективной.
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Для сложного навыка характерны низкая скорость освоения вначале,
максимальная скорость в середине и убывание скорости при подходе к
максимальному уровню, как показано на рис. 3.6.
Логистический характер для сложного навыка может быть представлен
формулой [8]:
( ) (1 ) ;j j jpk jy e
     1 . . . ,k m (3.21)
где
ky - нормированная оценка качества обучения, k - текущий номер сложного
навыка, j - номер обучаемой группы,
j
- отведенное время на обучение,
j
-
персональный показатель скорости освоения сложного навыка, подлежащий
идентификации, 1jp  - показатель степени, увеличение которого подчеркивает
логистический характер обучения.
Рис. 3.6. График функции логистической зависимости
При параллельном освоении простых и сложных навыков суммарное
время Т на очередном этапе обучения ограничено, поэтому при оптимизации
приходится жертвовать одними навыками в угоду другим, а это в значительной
степени зависит от индивидуальных особенностей обучаемого.
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Поэтому необходимо изучить эти способности, что означает
сформировать математическую модель качества обучения и далее - оценить
параметры этой модели для каждой индивидуальной группы, для чего
предлагается решение обратной задачи оптимизации. Полученные оценки
позволят поставить и решить прямую задачу оптимального гибкого
планирования обучения, что должно обеспечить положительный эффект, а ее
реализация возможна в компьютерном классе [15].
Рассмотрим задачу многоэтапного освоения навыков при их
параллельном изучении на каждом этапе при следующих допущениях:
•Задано общее число этапов обучения 1 . . .v N и общее число n m
параллельно осваиваемых навыков, одинаковое на каждом этапе: n простых и
mсложных навыков.
•Качество освоения простого навыка растет по экспоненциальной модели









подлежат идентификации по результатам тестирования на
очередном этапе обучения.
• Показатели скорости обучения ( )j v и ( )j v в свою очередь линейно
зависят от результатов обучения на предыдущем этапе ( 1)v 
( ) ( ) ( 1 )j j j jv r v l x v    ; ( ) ( ) ( 1 )j j j jv v k y v    , (3.22)
где ( )jr v или ( )j v - скорости освоения простого или сложного навыка в





- искомые коэффициенты корреляции новых
навыков с предыдущими; ( 1 )jx v  и ( 1 )jy v  - средняя успеваемость при
интегральной оценке освоения соответственно простых и сложных
навыков на предыдущем этапе.
Контингент обучаемых делится на три группы: сильные ( 1)j  ,




при тестировании на каждом этапе обучения.
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В общем виде критерий оптимальности, (см. (1.4), раздел 1.2),
представлен формулой (3.2)
3 3
1 2 1 2
1 1 1 1




i j k j
j i k j t
z C x t C y C n e C m e   

 
   
                 , (3.23)
где ( )i jx t нормированная оценка качества обучения, когда максимальный
уровень освоения принят за единицу, i - текущий номер простого навыка, j -
персональный показатель скорости освоения простого навыка, подлежащий
идентификации, , 1jq  - показатель степени, меняющийся в зависимости от
индивидуальных особенностей обучаемого, n , m- общее число простых и
сложных навыков;
ky - нормированная оценка качества обучения, k - текущий
номер сложного навыка, j - номер обучаемой группы, j - отведенное время на
обучение, jt , j - персональный показатель скорости освоения сложного
навыка, подлежащий идентификации, 1jp  - показатель степени, увеличение
которого подчеркивает логистический характер обучения,
1C , 2C -
коэффициенты относительной важности освоения простых и сложных навыков,
которые вместе с параметрами
j , j , jq , jp в данном примере считаются
заданными, если за оптимум принять максимальную суммарную (или среднюю)
успеваемость z всего контингента при учете линейных ограничений (3.24) и
(3.25).
j jn t m T  , (3.24)
1 1j    , 2 2jt    . (3.25)
При этих допущениях требуется:
■ Провести оценку параметров j , j , jq , jp скорости освоения
простых и сложных навыков и коэффициентов взаимосвязи jl и jk по
результатам тестирования.
■ Осуществить оптимальное планирование индивидуального обучения
пилотов на новом этапе для каждой из трех учебных групп.
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Для оптимизации индивидуальных планов обучения, линейную свертку
(3.23) можно представить в виде трех слагаемых для каждой из учебных групп
и проводить оптимизацию по отдельности.
Если обратиться к слабой группе ( 3)j  и при некоторых допущениях о
малых значениях
3 , 3 линеаризировать критерий (3.2), то получим задачу  при
1j jq p 
3 3
3 1 3 3 2 3 3 ,
max;
t
z C n t C m

    
3 3 ;n t m T  (3.26)
1 3 1    , 2 3 2t    при 1 2 1 .C C 
Решение этой задачи симплекс-методом дает однозначный ответ –
простые навыки, которые имеют больший весовой коэффициент в свертке
3 3( )  , получают возможность взять из общего ресурса T максимум, т.е.
3 2t   , а на сложные навыки остается время 3 1  . Тогда суммарная
успеваемость слабых пилотов будет максимальной.
Рассмотрим теперь группу сильных пилотов ( 1)j  , для которой
критерий (5) при
1 2 1C C  , 1 1 / 4q  , 1 1p  имеет вид:




(1 ) (1 ) max;t
t
z n e m e  

     
1 1 ;n t m T  (3.27)
1 1 1    , 2 1 2 .t   
Используя условие экстремума и решая задачу Лагранжа, можно
получить трансцендентное уравнение, приближенное решение которого
показывает, что у сильного пилота сложной дисциплине отводится гораздо
большее время, чем у слабого за счет экономии времени при более быстром
освоении простых дисциплин, т.е.
1 2t  , 1 1   .
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Случай 2j  для средней группы занимает промежуточное положение и
находится внутри ограничений (3.24) и (3.25).
Приведенные соображения позволяют рассматривать 6 случаев –
обучение как простым, так и сложным навыкам для трех групп, но во всех
случаях для оптимального планирования необходимо знать параметры
критерия
1C , 2C , j , j , jq , jp которые нужно предварительно определить
[15].
3.3.3. Параметрическая идентификация процесса освоения навыков
В разделе 3.2.2.1 определена нелинейная по параметрам математическая
модель освоения единичного навыка (3.10), параметрами которой являются
коэффициенты a и b, в общем случае зависящие от индивидуальных
особенностей обучаемого пилота, таких как стаж, условия работы, интеллект,
образованность, устойчивость к стрессу, а также от особенностей
производственной деятельности, типа наличия стресса, уровня монотонности
деятельности, приближенности условий тренинга к реальным условиям
вертолетовождения. Для экспериментальных исследований коэффициенты a и
b могут бать определены как некие обобщенные величины для групп
обучаемых пилотов. Тогда, задача идентификации для данного случая может
быть представлена следующим образом: оценить параметры a и b, по
результатам тестирования единичного навыка y(t,T), где у – количество ошибок
пилота, совершенных в момент времени t+T, где t – момент окончания
обучения, T – время после окончания обучения.
В случае параметрической идентификации процессов восприятия
информации (простых и сложных навыков) пилотами, необходимо оценить
параметры j , j , jq , jp для трех групп (сильная, средняя, слабая).
В общем случае, математические модели (3.10), (3.20) и (3.21) можно
представить в виде:
( ) ( , )y t f r t , (3.28)
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где r – вектор оценок параметров, определяющих индивидуальные качества
курсантов (пилотов) на тренажере (количество ошибок или успешность).
Задача идентификации может быть представлена в виде:
* 2arg min( ( ) ( , )) .
r
r y t f r t 
(3.29)
В качестве методов идентификации большое распространение
получили интеллектуальные методы.
Алгоритмы  метода  группового  учета  аргументов (МГУА)  реализуют
принцип самоорганизации моделей и воспроизводят схему массовой селекции
[52, 30, 163, 54]. МГУА фактически является методом поиска закономерностей
с автоматическим выбором структуры и параметров модели, то есть реализует
как параметрическую, так и структурную идентификацию, что является его
основным преимуществом. Метод эффективен в условиях малого объема
экспериментальных данных и высокого уровня шумов [53].
Недостатком МГУА является то, что принцип свободы выбора, который
реализуется при определении параметров метода, приводит к его
неадекватному применению.
Алгоритм МГУА относят к эволюционным алгоритмам (ЭА), общим для
которых является то, что они моделируют процесс биологической эволюции:
мутации структуры и параметров, их скрещивание (размножение) и правило
отбора. Это позволяет обнаруживать их благоприятные вариации, с помощью
которых строится последовательность улучшенных решений [55, 130, 29, 43,
29, 44].
Эволюционные алгоритмы (последовательный перебор и случайный
поиск) являются методами глобальной оптимизации, которые целесообразно
использовать при параметрической идентификации сложных объектов
(процессов) [71].
Среди ЭА наибольшее распространение получили генетические
алгоритмы (ГА) [44, 31, 160], представляющие собой адаптивные методы
поиска, основанные на механизмах естественного отбора и наследования на
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уровне генов. В них используется эволюционный принцип выживания наиболее
приспособленных особей (генов): размножение наиболее адаптированных к
внешней среде генов, а также производство генов с характеристиками, которые
отсутствовали у генов предыдущих поколений. При этом, основными
операторами ГА являются кроссинговер, мутация, выбор родителей и селекция.
К преимуществам ГА относят способность нахождения глобального
экстремума, высокое быстродействие при многопроцессорной обработке и
производительность. К недостаткам – потребность в большом объеме памяти и
относительно низкое быстродействие на фон-неймановских ЭВМ.
Для параметрической идентификации важным является вопрос выбора
типа базисных функций. В МГУА, например, в качестве базисных функций
используются, как правило, полиномы Колмогорова-Габора. Развитием
полиномиального представления функций являются нейронные сети (НС) –
вычислительные структуры, моделирующие процессы мозга и состоящие из
множества одинаковых элементов – искусственных нейронов [66, 116, 127, 129,
124, 24].
Обоснованием эффективности использования НС является
доказательство возможности представления функции нескольких переменных
через суперпозицию функций одного переменного, а также операций их
сложения и умножения. Кроме того, для НС было доказано, что при
нелинейной функции активации нейронов можно так построить сеть связей и
подобрать коэффициенты w, чтобы НС как угодно точно вычисляла любую
непрерывную функцию Y от своих входов X (рис. 3.7). Таким образом, НС
являются универсальными и эффективными аппроксиматорами.
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Рис. 3.7. Двухслойная нейронная сеть прямого распространения
Архитектура НС зависит от конкретной решаемой задачи и
характеризуется количеством слоев НС, количеством нейронов в каждом слое и
их функциями активации, алгоритмами обучения сети и т.д. Архитектура
многослойной НС прямого распространения (НСПР) состоит из
последовательно соединенных слоев, где нейрон каждого слоя своими входами
связан со всеми нейронами предыдущего слоя, а выходами – следующего (см.
рис. 3.7).
Обучаются многослойные НС с помощью алгоритма обратного
распространения ошибки, который является разновидностью градиентного
спуска в пространстве весов с целью минимизации суммарной ошибки сети.
НС с радиальными базисными функциями (РБФ) – это двухслойная сеть
без обратных связей [127, 82], которая содержит скрытый (шаблонный) слой
радиально симметричных нейронов и выходной линейный слой (рис. 3.8).
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Рис. 3.8. Нейронная сеть с радиальными базисными функциями
Обучение НС с РБФ происходит в два этапа. На первом этапе
определяются центры и отклонения для радиальных элементов, на втором –
оптимизируются параметры линейного выходного слоя.
Преимуществом сетей с РБФ является то, что они моделируют
произвольную нелинейную функцию с помощью всего одного промежуточного
слоя, тем самым, снимая проблему выбора числа слоев. Кроме того, параметры
линейной комбинации в выходном слое можно оптимизировать с помощью
методов линейной оптимизации, которые быстро сходятся. К недостаткам
следует отнести плохие экстраполирующие свойства сети.
Наряду с НС широкое распространение также получили системы с
нечеткой логикой, которые позволяют построить модель объекта, основываясь
на нечетких рассуждениях и правилах [66, 107, 48, 144].
Для устранения недостатков НС и систем с нечеткой логикой
предложены гибридные НС, вариантом которых является адаптивная
нейронная система нечеткого вывода (Anfis – Adaptive neuro-fuzzy inference
system), реализующая систему нечеткого вывода Сугено в виде пятислойной
НСПР сигнала (рис. 3.9).
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Рис. 3.9. Структура гибридной нейронной системы нечеткого вывода
Назначения слоев следующие: слой 1 – термы входных переменных (x);
слой 2 – антецеденты (посылки) нечетких правил; слой 3 – нормализация
степеней выполнения правил; слой 4 – заключения правил; слой 5 –
агрегирование результата (y), полученного по различным правилам.
Обучение гибридной сети проводится или с помощью алгоритма
обратного распространения ошибки, или комбинированным методом,
разработанным для гибридных сетей.
В прямых методах параметрической идентификации неизвестные
параметры a модели определяются на основе решения системы уравнений,
получаемых путем подстановки в модель последовательностей
экспериментальных значений входных и выходных величин объекта [62].
При использовании в качестве прогнозирующей модели объекта
реккурентной гибридной или четкой НС для решения задачи параметрической
идентификации (обучения) широко используется, например, градиентный
метод обратного распространения ошибки [66, 127]. Процесс обучения при
этом (рис. 3.10) заключается в подстройке параметров НС по величине ошибки
между откликом модели и требуемым по экспериментальным исходным
данным (ИД) выходом.
Такая идентификация предполагает известным структуру модели (или же
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диапазона ее рациональных значений), то есть требует выполнения
значительных объемов предварительных исследований объекта.
Рис. 3.10. Процесс параметрической идентификации (обучения) НС
Таким образом, формирование вектора  s ,a   оценки структуры Ф
(структурная идентификация) и параметров a (параметрическая
идентификация) модели ОУ осуществляется на основе векторов сигналов
наблюдения [ ]Z m

путем минимизации принятого функционала:
   min , ,
s
opt
s opt optC C a      (3.30)
В качестве критерия параметрической оптимизации используется либо
критерий минимума среднеквадратической ошибки между
экспериментальными и модельными значениями выхода:
 *0 [ ] [ ] ,sredC M Y m n Y m n    (3.31)
где Mo – математическое ожидание; либо критерий регулярности,
определяемый на всей (либо проверочной) выборке данных.
Поскольку задача имеет большую размерность (количество структурных
характеристик и параметров в реальности составляют сотни, тысячи и десятки
тысяч), то целесообразно использовать композицию алгоритмов глобальной и
локальной оптимизации [63, 46, 68] (для структурной и параметрической
идентификации модели соответственно).
Алгоритмы глобальной оптимизации моделей
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Обобщенная схема глобальной оптимизации для решения задачи
структурно-параметрической  идентификации  с  использованием  ГА,  ПСП  и
МИО приведена на рис. 3.11. [20, 32]
Рис. 3.11. Обобщенная схема глобальной оптимизации
Алгоритм глобальной оптимизации с использованием ГА согласно
выражению осуществляется следующим образом (см. рис. 3.11):
Шаг 1. Определение целевой функции (критерия структурной
оптимизации). Выполняется определение структурных характеристик модели:
типа базисных функций, количества нейронов в скрытом слое, типа функций
активации (принадлежности) скрытого слоя, а также типа алгоритма
параметрической оптимизации.
Шаг 2. Формирование начальных особей. Каждая особь представляет
собой вектор с элементами в виде структурных характеристик. На этом этапе
осуществляется настройка опций ГА: условия останова, размера популяции, а
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также формирование генетических операторов (мутации, отбора,
кроссинговера, миграции и др.).
Шаг 3. Вычисление значения целевой функции для начальных условий. С
помощью алгоритмов локальной оптимизации, базисных функций
определяются значения выхода модели ОУ, по которым вычисляется значение
критерия структурной оптимизации (целевой функции).
Шаг 4. Выполняется ли условие останова алгоритма? Если да, то
осуществляется переход к шагу 8, иначе – переход к шагу 5. При этом, условия
останова ГА следующие:
- число поколений достигает заданного значения;
- истекло заданное время работы алгоритма;
- значение целевой функции лучшей особи текущей популяции достигает
экстремума;
- нет улучшения целевой функции в последовательности следующих друг
за другом поколений, длина которой задана на шаге 2;
- нет улучшения для целевой функции в течение заданного интервала
времени.
Шаг 5. Формирование новых особей происходит с помощью
генетических операторов, настроенных на шаге 2. Сначала происходит отбор
родителей, затем кроссинговер родителей, скрещивание и вероятностная
мутация потомков. Здесь также устанавливается доля мигрирующих особей из
одной популяции в другую.
Шаг 6. Вычисление значения целевой функции для новых особей
происходит аналогично вычислениям на шаге 3.
Шаг 7. Отбор особей с лучшими значениями целевой функции. В новую
популяцию особи отбираются в зависимости от значений их функций
пригодности (целевых функций). Далее выполняется переход к шагу 4.
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Шаг 8. Формирование модели оптимальной структуры. С помощью ГА
определяются значения лучших особей (структурных характеристик),
соответствующих  экстремуму  целевой  функции.  Формируется  модель
оптимальной структуры. [21]
Многослойные нейронные сети широко использовались во многих
областях обработки сигнала. Общей чертой в этих приложениях является то,
что нейронные сети использовались для реализации решения сложных
нелинейных функций. Теоретические работы Цибенка и Фунахаши доказали,
что нейронные сети даже с одним скрытым слоем, могут равномерно
аппроксимировать любую непрерывную функцию. Поэтому, рассматривается
теоретическая основа для моделирования нелинейных систем, используя
нейронные сети.
В данной работе рассматривается процедура идентификации нелинейных
систем с дискретным временем на основе нейронных сетей с одним скрытым
слоем. Разработаны рекурсивные алгоритмы получения оценки неизвестных
параметров для модели нейронной сети, основанные на использовании ошибки
прогнозирования. Показано, что классический алгоритм обратного
распространения является частным случаем новых подпрограмм ошибок
прогнозирования и испытания модели достоверности, который вводятся как
средство измерения качества соответствия [155].
Проведем необходимую оценку параметров при решении обратной задачи
параметрической оптимизации в следующем виде - по данным тестирования
определим показатели j , j , jq , jp скорости освоения навыков на каждом
этапе обучения.
Рассмотрим случай 2m  и 4n  . Результаты тестирования представлены в




Данные тестирования и результаты идентификации на этапе 1  для 6 выбранных
навыков при 7 8 5T  мин.
№ имя τпл / tпл u 1 u2 u3 y1 / x1 y2 / x2 y3 / x3 β1 / α1 β2 / α2 β3 / α3
1 y1 196 4,2 3,7 1,2 0,81 0,69 0,19 0,022 0,016 0,008
2 y2 167 3,9 3,2 0,7
3 x1 118 4,99 4,1 2,7
4 x2 93 4,97 3,8 2,4 0,996 0,79 0,51 0,117 0,042 0,018
5 x3 118 4,99 4,1 2,7
6 x4 93 4,97 3,8 2,4
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Таблица 3.5
Данные тестирования и результаты идентификации на этапе 2 
В этих таблицах после строки-заголовка две верхние строки
соответствуют сложным навыкам, четыре нижних - простым. Третий столбец
соответствует плановому распределению в минутах времен пл и плt
рассчитанных на «средние» способности обучаемых при заданном общем
времени обучения 7 8 5T  мин. В столбцах 4-6 даны оценки ju качества
обучения в пятибалльной системе, в столбцах 7-9 - им соответствующие
пересчитанные нормированные оценки jy и jx [15].
3.3.4. Алгоритм оптимизации учебного плана по критерию
успешности
Для оптимизации индивидуальных планов обучения c целью упрощения
решения задачи критерий (3.23) следует представить в виде трех слагаемых
для каждой из учебных групп (сильная, средняя, слабая) и проводить
оптимизацию по отдельности.
№ имя τпл / tпл u 1 u2 u3 y1 / x1 y2 / x2 y3 / x3 β1 / α1 β2 / α2 β3 / α3
1 y1 220 4,5 3,9 1,3 0,85 0,75 0,21 0,024 0,017 0,008
2 y2 185 4 3,6 0,8
3 x1 105 4,91 4 2,5
4 x2 85 4,86 3,6 2,25 0,977 0,76 0,475 0,076 0,039 0,018
5 x3 105 4,91 4 2,5
6 x4 85 4,86 3,6 2,25
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1 2 1 2
1 1 1 1 1
( ) ( ) (1 ) (1 ) .j ij j j ij j
n m n m
t q p
i ij k ij
j i k i i
z C x t C y C e C e    
    
            
C целью упрощения задачи представим критерий оптимальности
обучения для каждой группы отдельно.
Для сильной группы критерий оптимальности обучения имеет вид:
1 1 1 11 1
1 1 1 2 1 1 2
1 1 1 1
( ) ( ) (1 ) (1 ) ,i i
n m n m
t q p
i i k i
i k i i
z C x t C y C e C e    
   
        
(3.32)
и имеет следующие ограничения:
1 1 ;n t m T 
1 1 1    ,
2 1 2 .t   
Критерий оптимальности обучения для средней группы:
2 2 2 22 2
2 1 2 2 2 1 2
1 1 1 1
( ) ( ) (1 ) (1 ) ,i i
n m n m
t q p
i i k i
i k i i
z C x t C y C e C e    
   
        
(3.33)
его ограничения:
2 2 ;n t m T 
1 2 1    , 2 2 2 .t   
Критерий оптимальности обучения для слабой группы:
3 3 3 3 3 3
3 1 3 2 3 1 2
1 1 1 1
( ) ( ) (1 ) (1 ) ,i i
n m n m
t q p
i i k i
i k i i
z C x t C y C e C e    
   
        
(3.34)
его ограничения:
3 3 ;n t m T 
1 3 1    , 2 3 2t    при 1 2 1 .C C 
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Для ограничения типа равенств применяется метод штрафов (внешних
штрафов), а для ограничений-неравенств – метод барьерных функций
(внутренних штрафов).
Задача на условный минимум сводится к решению последовательности
задач поиска минимума смешанной вспомогательной функции:
Даны дважды непрерывно дифференцируемые целевая функция
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отработки единичных навыков и функция ограничений
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Для ограничений типа равенств применяется метод штрафов (внешних
штрафов), а для ограничений- неравенств – метод барьерных функций
(внутренних штрафов).
Задача на условный минимум сводится к решению последовательности
задач поиска минимума смешанной вспомогательной функции:
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(3.38)
где 0kr  - параметр штрафа.
Начальная точка задается так, чтобы ограничения-неравенства строго
выполнялись: ( ) 0, 1,...,jg j l p    . На каждой k-й итерации ищется точка
*( )kr минимума смешанной вспомогательной функции при заданном
параметре kr с помощью одного из методов безусловной минимизации.
Полученная точка *( )kr используется в качестве начальной на следующей
итерации, выполняемой при уменьшающемся значении параметра штрафа.
При 0kr  последовательность точек *( )kr стремится к точке условного
минимума * .
Шаг 1. Задать начальную точку 0 так, чтобы ( ) 0, 1,...,jg j l p    ;
начальное значение параметра штрафа 0 0r  ; число 1C  для уменьшения
параметра штрафа; малое число  для остановки алгоритма. Положить k = 0.
Шаг 2. Составить смешанную вспомогательную функцию
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(3.40)
Шаг 3. Найти точку *( )kr минимума функции ( , )kF r с помощью
какого-либо метода поиска безусловного минимума с проверкой выполнения
справедливости неравенств: ( ) 0, 1,...,jg j l p    . При этом задать все
требуемые выбранным методом параметры. В качестве начальной точки
взять k .
Шаг 4. Вычислить *( ( ), )k kP r r и проверить условие окончания:
а) если *( ( ), )k kP r r  , процесс поиска закончить:
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* * * *( ), ( ) ( ( ));k kr f f r     (3.41)
б) если *( ( ), )k kP r r  , положить 1 1 *, ( ), 1
k
k k krr r k k
C
      и
перейти к шагу 2.
Расчет времени на освоение навыков по критерию успешности, приведен в
таблице 3.6.
Таблица 3.6
Расчет времени на освоение навыков по критерию успешности
№
Единичные навыки, освоение
которых происходит на тренажере
Расчет времени на освоение










3.1 Запуск двигателей 68 0 5 13
3.2
Взлет «по вертолетному» с
использованием и без использования
воздушной подушки
88 10 18 25
3.3 Взлет с разбегом 70 5 10 21
3.4 Взлет при видимости по минимуму 122 20 30 40
3.5 Выдерживания схемы выхода (SID) 74 5 10 21
3.6 Выдерживания схемы
подхода(STAR)
74 5 10 21
3.7 Заход на посадку по точной системе
ILS
116 16 28 38
3.8 Заход на посадку по неточной
системе ОСП; ОПРС; VOR/DME
128 22 35 40
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3.9 Выход на второй круг 76 5 10 21
3.10 Посадка при метеоусловиях
минимума
128 22 35 40
3.11 Полет на минимальных скоростях 58 0 5 13
4.1 Отказ двигателя на висении 82 7 12 21
4.2 Отказ двигателя на взлете 82 7 12 21
4.3
Заход на посадку с неработающим
двигателем по точной системе
128 22 35 40
4.4 Заход на посадку с неработающим
двигателем по неточной системе
128 24 38 45
4.5 Посадка с неработающим двигателем 128 24 38 45
4.6 Аварийное снижение 70 5 10 21
4.7 Аварийная эвакуация людей с ВС 124 27 43 48
4.8 Отказ в топливной системе 104 12 20 30
4.9 Отказ в гидросистеме 104 12 20 30
4.10 Отказ в системе электропитания 104 12 20 30
4.11 Отказ всех генераторов 104 12 20 30
4.12 Отказ приборов и оборудования 94 10 18 25
4.13 Отказы в системах управления 88 10 18 25
4.14 Отказ навигационных систем 84 8 15 23
4.15 Пожар в редукторе 70 5 10 21
4.16 Запуск двигателя в полете 84 8 15 23
4.17 Полет с авторотирующими винтами 70 5 10 21
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4.18 Отказ всех двигателей в полете 134 30 50 58
Таблица 3.7
Время, отведенное на освоение единичными навыками с учетом критерия
успешности
№












3.1 Запуск двигателей 68 73 81
3.2 Взлет «по вертолетному» с использованием
и без использования воздушной подушки 98 106 113
3.3 Взлет с разбегом 75 80 91
3.4 Взлет при видимости по минимуму 142 152 162
3.5 Выдерживания схемы выхода (SID) 79 84 95
3.6 Выдерживания схемы подхода(STAR) 79 84 95
3.7 Заход на посадку по точной системе ILS 132 144 154
3.8 Заход на посадку по неточной системе ОСП;
ОПРС; VOR/DME 150 163 168
3.9 Выход на второй круг 81 86 97
3.10 Посадка при метеоусловиях минимума 150 163 168
3.11 Полет на минимальных скоростях 58 63 71
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4.1 Отказ двигателя на висении 89 94 103
4.2 Отказ двигателя на взлете 89 94 103
4.3
Заход на посадку с неработающим
двигателем по точной системе 150 163 168
4.4 Заход на посадку с неработающим
двигателем по неточной системе 152 166 173
4.5 Посадка с неработающим двигателем 152 166 173
4.6 Аварийное снижение 75 80 91
4.7 Аварийная эвакуация людей с ВС 151 167 172
4.8 Отказ в топливной системе 116 124 134
4.9 Отказ в гидросистеме 116 124 134
4.10 Отказ в системе электропитания 116 124 134
4.11 Отказ всех генераторов 116 124 134
4.12 Отказ приборов и оборудования 104 112 119
4.13 Отказы в системах управления 98 106 113
4.14 Отказ навигационных систем 92 99 107
4.15 Пожар в редукторе 75 80 91
4.16 Запуск двигателя в полете 92 99 107
4.17 Полет с авторотирующими винтами 75 80 91
4.18 Отказ всех двигателей в полете 164 184 192
Выводы по разделу 3:
1. Разработаны  два алгоритма оптимизации учебных планов
обучения пилотов вертолетов на тренажере согласно аварийности вертолетов
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вследствие влияния «человеческого фактора», первый из которых основан на
расчете коэффициента важности по результатам анализа аварийности, а
второй – на использовании функционала эффективности единичного
тренинга;
2. При параллельном освоении простых и сложных навыков в
процессе компьютерного обучения предложено:
- проводить периодическое тестирование обучаемых лиц с целью
идентификации скорости освоения этих навыков и оптимальным образом
назначать и распределять время обучения с учетом индивидуальных
способностей;
- применить экспоненциальную модель освоения простых навыков и
логистическую модель сложных навыков для оценки уровня подготовки
обучаемой группы;
3. Разработан алгоритм идентификации персональных показателей
скорости освоения простого и сложного навыков, показателей степени,
меняющийся в зависимости от индивидуальных особенностей обучаемого




РАЗРАБОТКА ПРОГРАММНОГО ОБЕСПЕЧЕНИЯ СИСТЕМЫ
ОПТИМИЗАЦИИ УЧЕБНОГО ПРОЦЕССА
4.1. Процедурный тренажер Ми-8МТВ
В качестве основы будем рассматривать программу обучения на
тренажере Ми-8МТВ, общий вид которого показан на рис. 4.1. При обучении
на данном тренажере особое внимание уделяют эксплуатации авиационному
и радиоэлектронному оборудованию с обоснованием физической сущности
действий экипажа. Анализируя возможные отказы, характерные ошибки,
которые допускает экипаж, при эксплуатации даются рекомендации по
действиям при отдельных отказах и в особых случаях полета.
Рис. 4.1. Общий вид кабины тренажера Ми-8МТВ
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В завершение вышесказанного можно отметить, что авиационные
тренажеры, их информационное, математическое, программное и
методическое обеспечение позволяют резко удешевить и повысить качество
обучения пилотов вертолетов, и, таким образом, увеличить отдачу от
компьютерного обучения.
Определим этапы подготовки, по которым будет осуществляться
перераспределение времени обучения. Например, будут приняты этапы
подготовки пилотов на тренажере Ми-8МТВ.
Таблица 4.1
Этапы подготовки пилотов на тренажере Ми-8МТВ
1. Теоретическая подготовка 4.3 Заход на посадку с
неработающим двигателем по
точной системе








3. Нормальные процедуры 4.7 Аварийная эвакуация экипажа с
ВС
3.1 Запуск двигателей 4.8 Отказ в топливной системе




4.9 Отказ в гидросистеме
4.10 Отказ в системе электропитания
4.11 Отказ всех генераторов
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3.3 Взлет с разбегом 4.12 Отказ приборов и оборудования
3.4 Взлет при видимости по
минимуму
4.13 Отказ в системах управления
3.5 Выдерживания схемы выхода
(SID)
4.14 Отказ навигационных систем
4.15 Пожар в редукторе
3.6 Выдерживания схемы
подхода(STAR)
4.16 Запуск двигателя в полете
4.17 Полет на авторотации
3.7 Заход на посадку по точной
системе ILS
4.18 Отказ всех двигателей в полете
3.8 Заход на посадку по неточной
системе ОСП; ОПРС; VOR/DME
5. Общие процедуры
5.1 Взаимодействие и технология
работы
3.9 Выход на второй круг 5.2 Использование карт и листов
контрольного осмотра и проверок
3.10 Посадка при метеоусловиях
минимума
3.11 Полет на минимальных скоростях 5.3 Осмотрительность
4. Особенные и аварийные
процедуры
6. Послеполетные процедуры.
4.1 Отказ двигателя на «висении»
4.2 Отказ двигателя на взлете
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Этапы 3.x и 4.х соответствуют упражнениям, которые должны быть
выполнены на тренажере. Более подробную информацию по этапам
подготовки пилотов на тренажере КТВ Ми-8 можно найти в Приложении 2.
4.2. Структура программного обеспечения
Структура программного обеспечения системы оптимизации обучения
пилотов вертолетов на тренажере представлена на рис. 4.2.
Рис. 4.2. Структура программного обеспечения
4.3. Описание входных/выходных данных
Программа для перераспределения времени обучения согласно
индивидуальным особенностям (Приложение 2) разработана в среде
Visual C++ на основе диалоговых окон. В ней входными данными являются:
значение коэффициентов индивидуальных способностей, описанного
в разделе 3.3.3. Тип данных CEdit, количество введенных символов не




















нормированная оценка качества обучения, описанная в разделе 3.3.4
Тип данных CEdit, количество введенных символов не превышает 4. Значения
находятся в диапазоне от 0 до 1.
значение коэффициента аварийности по аспекту данного упражнения,
описанного в разделе 3.2. Тип данных CEdit, количество введенных символов
не превышает 4. Значения находятся в диапазоне от 0 до 1.
значение времени, которое было выделено на выполнение данного
упражнения, можно определить в текущем плане обучения на тренажере
Ми-8МТВ (табл. 3.2). Тип данных CEdit, количество введенных символов не
превышает 3.
Исходными данными являются:
значение коэффициента скорости обучения, описанного в разделе
3.3.3. Тип данных double. Значения находятся в диапазоне от 0 до 1.
оптимизированное значение времени отработки данного
упражнения, как результат учета индивидуальных особенностей пилотов,
описанного в разделе 3.3.4. Тип данных double.
4.4. Разработка блок-схемы программы
Блок-схема программы для перераспределения времени обучения
согласно индивидуальным особенностям имеет следующий вид:
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Рис. 4.3. Блок-схема программы для перераспределения времени обучения
4.5. Описание интерфейсов пользователя
Интерфейсом для программы для перераспределения времени
обучения согласно индивидуальным особенностям будет диалоговое окно
программы, позволяющее вводить данные и получать результаты:
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Рис. 4.4. Интерфейс программы
Главное окно программы разделено на 3 части:
1. Поле входных данных. Здесь мы задаем необходимую
информацию для расчетов.
2. Поле выходных данных. Здесь отображаются результаты расчета
программы.
3. Область управления программой. Представленная в виде 3
кнопок:
 «Обнулить», при нажатии на нее все поля ввода и результатов
очищаются.
 «Посчитать», при нажатии данной кнопки происходит расчет,
согласно с входными данными.
 «Выход» - кнопка для выхода с программы. При нажатии
программа закрывается, а вся введенная информация удаляется с
оперативной памяти.
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В случае введения недопустимых данных, например, значение
коэффициента, выходит за допустимые пределы от 0 до 1 на экран будет
выведено предупреждение, а некорректная информация будет удалена:
Рис. 4.5. Сообщение программы «Ошибка ввода»
В случае, если будут заполнены не все поля и будет нажата кнопка
«Посчитать», на экран будет выведено предупреждение, а расчеты не будут
выполнены до того момента, пока не будет введена вся необходимая
информация:
Рис. 4.6. Сообщение программы  «Не заданное значение»
Системные требования:
ОС: Windows XP-10 с установленным net.Framework 4.0 или выше
Процессор, архитектуры x86/64
ОЗП: 8 МБ
Свободное место на диске в размере 5МБ.
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Выводы по разделу 4:
1. Разработана структура программного обеспечения оптимизации
учебных планов обучения пилотов вертолетов на тренажере, которая
включает подпрограмму оптимизации учебных планов на основании учета
аварийности по причине «человеческого фактора» и подпрограмму
оптимизации учебных планов на основании учета индивидуальных качеств
обучаемых;
2. Разработано структуру программного обеспечения подсистемы
контроля знаний в автоматической системе тестирования, которая включает:
базу данных, блок формирования вопросов, интерфейс, блок анализа, блок
уточнения оценки, что обеспечивает предварительный контроль знаний
слушателей с целью создания возможностей для индивидуализации
обучения на тренажере;
3. На основании использования разработанного программного
обеспечения выполнена оптимизация учебного плана подготовки пилотов
вертолетов на тренажере Ми-8МТВ Использование данных учебного плана
позволило достигнуть повышения эффективности обучения.
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Заключение
1. Выполнено классификацию авиационных событий,
проанализировано статистические данные вертолетных аварий, что дает
возможность рассчитывать коэффициент степени влияния человеческого
фактора (коэффициента значимости);
2. Разработан новый подход к обучению пилотов вертолетов на
тренажере, который состоит   в разработке автоматизированной системы
управления процессом обучения вертолетовождению и оптимизации
учебных планов согласно аварийности вертолетов вследствие влияния
«человеческого фактора» и учета уровня начальной подготовки и
индивидуальных качеств пилота;
3. Разработана методика автоматизированного формирования учебно-
тренировочных операций. Технологическое решение данной задачи
позволяет сформировать учебно-тренировочные операции для пилотов
вертолетов с учетом его текущего уровня освоения ВВ, индивидуальных
особенностей по восприятию информации;
4. Разработаны  два алгоритма оптимизации учебных планов обучения
пилотов вертолетов на тренажере согласно аварийности вертолетов
вследствие влияния «человеческого фактора», первый из которых основан на
расчете коэффициента важности по результатам анализа аварийности, а
второй – на использовании функционала возможного нанесенного ущерба в
результате реализации единичного навыка;
5. Разработана методика параллельного освоения навыков в процессе
обучения на тренажере, основанная на минимизации критерия возможного
нанесенного ущерба, с учетом ограничения на суммарное время обучения на
тренажере;
6. Разработан алгоритм оптимизации учебных планов обучения
пилотов  вертолетов на тренажере по критерию успешности, учитывающий
уровень начальной подготовки и индивидуальные качества пилота (скорость
131
освоения навыков, уровень освоения предшествующих навыков, на которых
базируется рассматриваемый) на основании использования
комбинированного метода штрафных функций, что обеспечило более точную
оценку необходимого времени на каждый из них для достижения
необходимого уровня подготовки;
7. Разработан алгоритм идентификации параметров, учитывающих
индивидуальные особенности пилотов при освоении простых и сложных
навыков на основании использования искусственных нейронных сетей.
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П 1.1. Конвенция о международной гражданской авиации
Авиационное происшествие (АП) — событие, связанное с
использованием воздушного судна, которое привело к гибели либо
серьезным травмам какого-либо лица (лиц), существенному повреждению
либо утрате этого воздушного судна.
Как правило, среди авиационных происшествий различают:
- аварии – происшествия без человеческих жертв;
- катастрофы – с человеческими жертвами.
Приведенное выше определение является обобщенным. Различные
нормативные правовые акты и иные применяемые на практике документы
устанавливают различные толкования понятия авиационное происшествие.
Применимость этих толкований зависит от сферы действия
соответствующего акта. Кроме того, толкования содержат большое
количество терминологических и юридических тонкостей, в связи с чем
строгое отнесение того или иного события к АП в каждом случае требует
детального анализа контекста.
Приложение 13 часто используется в качестве справочного документа
на месте происшествия для быстрого уточнения распределения
ответственности и в качестве источника дополнительной информации наряду
с “Руководством по расследованию авиационных происшествий”, также
опубликованным ИКАО.
После того, как соответствующим полномочным органам и
учреждениям направлено официальное уведомление и распределены роли и
ответственность, следует этап фактического расследования.
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Очевидно, что расследование авиационного происшествия должно
начинаться в государстве, в котором оно имело место. Обычно именно это
государство проводит расследование, но оно может передать целиком или
частично полномочия по его проведению государству регистрации или
государству эксплуатанта. Если происшествие имело место в государстве, не
являющимся членом ИКАО, в Приложении 13 рекомендуется, чтобы
государство регистрации попыталось провести расследование в
сотрудничестве со страной места события.
При отсутствии такого сотрудничества ИКАО рекомендует
государству регистрации проводить расследование, используя всю
имеющуюся информацию.
И еще раз следует подчеркнуть, что в том случае, когда происшествие
имеет место за пределами какого-либо государства, расследование согласно
Приложению 13 должно проводить государство регистрации.
Расследование включает сбор, регистрацию и анализ всей имеющейся
соответствующей информации, если возможно, установление причины
(причин), а также составление окончательного отчета и, если необходимо,
выработку рекомендаций по вопросам безопасности. Если возможно, следует
посетить место происшествия, осмотреть обломки и опросить очевидцев.
Этот общий пункт предваряет положения по распределению
обязанностей между лицами и группами лиц, которые названы в
последующих 14 Стандартах и положениях Рекомендуемой практики; сюда
входят положения, касающиеся: уполномоченного по расследованию,
бортовых самописцев, аутопсии, координации действий с судебными
органами, информирования полномочных органов гражданской авиации,
предания записей гласности и возобновления расследования.
В разделе, касающемся участия в расследовании, государству
регистрации, государству эксплуатанта и государству-изготовителю
предоставляется право назначать для участия в фактическом проведении
расследования уполномоченного представителя; в этом же разделе
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рекомендуется, чтобы эксплуатант воздушного судна назначал в помощь
уполномоченному представителю советника.
Еще одним важным участником расследования авиационного
происшествия должно быть государство, граждане которого получили в
результате этого происшествия телесные повреждения со смертельным
исходом. В Приложение 13 включена рекомендация, учитывающая особый
интерес такого государства к происшествию в силу того, что среди погибших
имеются его граждане, и касающаяся предоставления ему разрешения
назначать эксперта для участия в расследовании.
Задачу хранения и использования информации об авиационных
происшествиях и инцидентах позволяет во многом облегчить применение
ЭВМ. Одной из характерных особенностей ИКАО является то, что этот
всемирный орган рассматривает обмен такой информацией в качестве
важнейшего элемента, способствующего предотвращению происшествий.
Для достижения этих целей в ИКАО внедрена система ЭВМ под названием
ADREP, позволяющая государствам-членам этой организации получать
выгоду от обмена информацией об авиационных происшествиях. В главе 6
Приложения 13 содержится материал по представлению данных для системы
ADREP в форме предварительного отчета и информационного отчета об
авиационном происшествии (инциденте).
В последней главе Приложения 13 рассматриваются меры по
предотвращению авиационных происшествий и рекомендации по
обеспечению безопасности.
Форма окончательного отчета включена в добавление к Приложению
13. Проект окончательного отчета должен направляться всем
заинтересованным государствам для представления замечаний.
Окончательный отчет публикуется с приложенными к нему замечаниями и
направляется заинтересованным государствам. Окончательные отчеты об
авиационных происшествиях, представляющих особый интерес, включаются
в издаваемый ИКАО “Сборник авиационных происшествий”.
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ИКАО выпустит также “Руководство по предотвращению авиационных
происшествий” (Doc 9422), в котором будут выделены основные методы
предотвращения авиационных происшествий, а также даны характеристики
“системного подхода”, рассматриваемого в качестве основополагающего в
деле предотвращения происшествий.
Эти методы имеют одну общую особенность: выявление и устранение
опасных явлений прежде, чем они приведут к происшествию или инциденту.
Методика включает следующие элементы: представление данных об
авиационных происшествиях при соблюдении политики “без установления
вины”, проведение обследований с целью обеспечения безопасности в
аэропортах, а также анализов деятельности изготовителей и авиакомпаний,
разработка повседневно используемых систем управления, которые можно
внедрить во всех авиационных организациях и которые позволят обеспечить
непрерывное информирование об опасных явлениях непосредственно тех,
что могут сделать на основе поступающей информации какие-либо выводы с
тем, чтобы в конечном итоге устранить известные и наблюдаемые опасные
явления прежде, чем они приведут к авиационным происшествиям или
инцидентам.
П 1.2. Причины авиационных происшествий
Наиболее распространенной причиной авиакатастроф является
«человеческий фактор».
По статистике причины распределяются следующим образом:
- ошибки пилотов – 50%;
- ошибки пилотов неспровоцированные – 29%;
- ошибки пилотов вызванные сложными метеоусловиями – 16%;
- ошибки пилотов вызванные отказами техники – 5%;
- отказы авиатехники – 22%;
- погодные условия – 12%;
- терроризм – 9%;
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- ошибки наземного персонала
(авиадиспетчеров, авиатехников и др.) – 7%;
- другие причины – 1%.
Самый опасный участок полета это взлет и посадка из-за малой высоты
полета и, вследствие, недостатка времени для оценки возникшей проблемы и
ее решения. Происшествия по участкам полета распределяются следующим
образом:
- руление – 3,3%;
- разбег – 17,6%;
- взлет –11,1%;
- набор высоты – 6,5%;
- крейсерский полет — 5,2%;
- снижение – 3,3%;
- ожидание и заход на посадку – 11,8%;
- посадка – 16,3%;
- пробег – 24,8%.
П 1.3. Границы дихотомического анализа при исследовании
предпосылок авиационных происшествий в период летной подготовки
обучаемых
В настоящее время аварийность, приходящаяся на «человеческий
фактор», составляет 80 - 90% и, к сожалению, существующие методы так и
не позволили добиться улучшения безопасности полетов.
В данном разделе предлагается перейти к дихотомическому анализу,
который является основным способом первичной аналитической ориентации
к логике и более глубокому анализу, который опирается на общую теорию
процесса.
Летный труд представляет собой самый сложный вид человеческой
деятельности, что предопределяет и трудности профессионального обучения.
Процесс профессионального обучения включает целый комплекс средств и
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видов профессиональной подготовки. При этом уровень летной подготовки
должен, прежде всего, гарантировать безопасность полетов.
В целях оптимизации процесса профессиональной подготовки в летных
заведениях проведем анализ предпосылок ошибочных действий лиц летного
состава в реальных полетах и в процессе летной подготовки.
Граница дихотомического анализа при исследовании предпосылок и
авиационных происшествий, связанных с ошибочными действиями лиц
летного состава, показала, что причиной их возникновения в 41,6% являлась
неудачность (недостаточность и неустойчивость навыка), в 6,8% - утрата
навыков по причине перерыва в полетах, в 2,4% - отрицательный перенос
навыка, в 2,5% - плохая подготовка к полету. Таким образом, более половины
предпосылок (53,3%) было связано с недостатком или нарушением навыка в
пилотировании вертолета. В ряде случаев недостаточный навык в результате
недоученности может усугубляться отрицательными индивидуально-
психологическими особенностями, такими как низкий уровень летной
направленности, неуверенность, недостаточный объем памяти и качества
внимания, излишняя поспешность в решениях и действиях и др.
Авиационные происшествия и их предпосылки, связанные с
нарушениями работоспособности пилота в полете, могут быть связанны с
отклонениями в состоянии здоровья пилота, воздействиями факторов полета,
неблагоприятными гигиеническими условиями в кабине, несоблюдением
предполетного режимы и др.
Анализ авиационных происшествий и предпосылок показывает, что
такие факторы, как неритмичность летной работы, упущения и недостатки в
организации и руководстве полетами и методике обучения летного состава,
ошибки в технике пилотирования и эксплуатации авиационной техники,
нарушение работоспособности пилота в полете и недисциплинированность
определяет общий уровень аварийности, а причины их, обусловливающие,
характерны своей повторяемостью. Это вызывает необходимость
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совершенствования системы организации полетов и методики подготовки
летного состава к полетам.
Рассмотрим более подробно данные по оценке обучаемых пилотами-
инструкторами.
В среднем обучаемые допускают одну предпосылку авиационного
происшествия за 2,3 ч. полета и через каждые 5-6 полетов.
Ошибочные действия распределяются следующим образом:
- недостаточный уровень летной подготовки – 34%;
- ошибки в восприятии информации – 31%;
- отвлечения внимания – 20%;
- утрата навыков –12%;
- отрицательный перенос навыков при переучивании на базовый
вертолет – 3%.
Большое количество отклонений происходит на взлете вследствие:
- неправильного определения положения частей фонаря кабины
относительно горизонта;
- резких движений рулями управления;
- уклонения влево или вправо (неумение бороться со сносом);
- подрыва вертолета.
Причины отклонения:
- неправильно показано положение фонаря кабины относительно
горизонта;
- посадка обучаемого в кабине неправильна;
- неправильное распределение внимания и переключение его на взлете;
- напряженность обучаемого;
- несоразмерность движений;
- отсутствие тонкого мышечного чувства.
- недостаточная координация движений;
- несоразмерность движений;
- недостаточный объем внимания;
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- неправильное распределение и переключение внимания;
- неправильный учет метеоусловий и особенно температуры наружного
воздуха, направления и силы ветра, состояния грунта и заправки вертолета,
т.е. полной массы;
- резкие движения органами управления;
- напряженная поза (из - за переменных нагрузок на ручку управления).
На посадке отклонения можно классифицировать по 5 группам.
1. Неправильный подход к выравниванию вертолета.
2. Ошибка в визуальном определении высоты полета.
3. Ошибка, связанная с недостаточно развитым мышечным чувством.
4. Ошибка, связанная с психологической неустойчивостью.
5. Комплексные ошибки, связанные с недостаточным навыком
пилотирования.
Причины отклонения по п.1:
- боязнь обучаемого создать необходимый посадочный маневр;
- неправильное распределение внимания на посадке в процессе
выруливания и создания посадочного положения;
- неправильный перенос взгляда на землю;
- неучет метеоусловий.
Причины отклонения по п.2:
- неумение определять высоту;
- неправильный перенос взгляда на землю;
- неправильное распределение внимания во время полета;
- подход к точке посадки с повышенной скоростью.
Причины отклонения по п.3:
- резкие движения рулями;
Причины отклонения по п.4:
- подход к месту посадки на повышенной скорости;
- уточнение расчета посадкой;
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- неправильное распределение внимания.
Причины отклонения по п.5:
- позднее начало выравнивания;
- несоразмерные движения органами управления при приближении к
земле;
- неправильное распределение внимания.
Таким образом наиболее сложным этапом полета является расчет на
посадку и посадка. На эти этапы приходится более 75% всех предпосылок
авиационных происшествий и отклонений, допускаемых обучаемыми.
Основными причинами, приводящими к ошибочным действиям
обучаемых являются:
- недостаточный объем внимания;
- неправильное распределение и переключение внимания;
- несоразмерность движений;
- недостаточность развития тонкого мышечного чувства;
- напряженность.
Указанные психофизиологические качества в достаточной мере можно
формировать средствами наземной подготовки (на тренажерной подготовке и
теоретической подготовке).
На основании такого дихотомического анализа истинно делаются
окончательные выводы о способности тех или иных обучаемых к летной
деятельности вообще, степени их допуска к различным категориям полетов и
т.д.
Следует считать дихотомический анализ летной подготовки первичным
подходом, направленным на получение промежуточного результата, но не
является окончательной оценкой.
П 1.4. Статистические данные авиационной аварийности, анализ
вертолетных аварий
Авиационные происшествия и инциденты с гражданскими ВС Украины















2013 2012 2013 2012 2013 2012 2013 2012
I
Количество АП и инцидентов при выполнении коммерческих
транспортных перевозок
1.1 Катастрофы 1 0.4 0 5 8
1.2 Аварии 2 0.81 0
1.3 Серьезные
инциденты
1 5 0.4 1.73
1.4 Инциденты 87 107 35 37
II
Количество АП и инцидентов при выполнении авиационных работ, в
т.ч. УТП
2.1 Катастрофы 1 0 0.2 5 15




2.4 Инциденты 7 4 1.73 0.9
III Общее количество АП и инцидентов с гражданскими ВС Украины
3.1 Катастрофы 1 1 0.4 0.3 5 5 8 15
3.2 Аварии 5 1 1.74 0.3
3.3 Серьезные
инциденты
2 5 0.7 1.4
3.4 Инциденты 94 111 32 33
3.5 Всего 102 118 37 35 5 5 13 15
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Количество чрезвычайных происшествий, повреждений ВС на земле,
происшествия с иностранными ВС, которые произошли в Украине и
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АП распределились следующим образом:
2013 год 2012 год
Январь    Февраль    Март      Апрель      Май         Июнь         Июль       Август    Сентябрь Октябрь   Ноябрь    Декабрь
Рис. П 1.1. Анализ аварийности вертолетов за 2013-2014 г.
Анализ не снижающейся аварийности вертолетов показывает, что
авиационные происшествия происходят, как правило, в результате сочетания
неудовлетворительной подготовки экипажа к выполнению задания, контроля
экипажа за высотой и скоростью полета при заходе, неадекватных действий
экипажа по прекращению снижения и своевременному уходу на второй круг
при отсутствии видимости земных ориентиров, неудовлетворительной
организации и обеспечении полетов.
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ПРИЛОЖЕНИЕ 2
ПРЕДВАРИТЕЛЬНОЕ ТЕСТИРОВАНИЕ ПИЛОТОВ ВЕРТОЛЕТОВ
П 2.1. Структура и состав системы тестирования
Данная подсистема реализует функциональное требование
тестирования слушателей. В состав данной подсистемы входят следующие
подсистемы:
 подсистема предварительного тестирования;
 подсистема задач;
 подсистема оценки.
Подсистема тестирования предназначена для обеспечения контроля
знаний слушателей по изучаемому материалу. Данная подсистема
обеспечивает проведение тестирования пользователя с помощью
контрольных вопросов, ситуационных задач и имитирования ситуаций с
помощью процедурного тренажера, а также обработку результатов
тестирования и оценку выполненных тестовых заданий. Прежде, чем начать
процесс обучения и поточного тестирования, следует узнать начальный
уровень подготовки слушателей, и разбить их на три группы (сильная,
средняя, слабая) для повышения эффективности обучения на тренажере. Для
этого необходимо провести предварительное тестирование обучаемых. За
проведение поточного тестирования отвечает подсистема задач, которая
входит в данную подсистему. За обработку результатов и определение
оценок соответствует подсистема оценки, входит в данную систему.
П 2.2. Необходимость предварительного тестирования
Как было указано в разделе 1, одним из основных факторов, влияющих
на освоение одного навыка, является скорость его освоения, которая зависит
от начальных знаний слушателей. Для оценки начальных знаний слушателей
необходимо провести предварительное тестирование. Результаты
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предварительного тестирования позволяют адаптировать изучаемый
материал к конкретному слушателю, что даст возможность повысить
эффективность обучения.
Основной алгоритм прохождения теста на созданной автоматической
системе управления освоением вертолетовождения (АСУО ВВ) представлен
на рис. П 2.1. Инструктор передает задания обучаемому пилоту
непосредственно, или через сеть. После получения задания пилотом,
начальные параметры движения вертолета заносятся в соответственные
программные модули, и пилот начинает прохождение теста. После
прохождения теста инструктор получает количество ошибок, сделанных
пилотом, время выполнения задания и оценку за выполненное задание.
Программное обеспечение позволяет:
 выполнение задач оперативного контроля и управления процессом
обучения;
 оперативное отображение текущего состояния процесса обучения;
 регламентирование доступа к базам данных и прикладных задач;
 диалоговый интерфейс с субъектами процесса обучения;
 защита информации от случайного и несанкционированного
уничтожения;
 введение оперативного и долгосрочного архивов персональных
данных пилотов и процесса обучения.
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Таким образом, разработанная система позволяет:
 создать условия для высокопродуктивной работы инструктора АСУО
ВВ;
 обеспечить высокое качество профессиональной подготовки пилотов
вертолетов;
Рис. П 2.1. Блок-схема алгоритма работы предварительного
















 централизовать оперативное управление процессом обучения
подготовки пилотов;
Централизовать сохранение информации про процесс обучения и
обеспечить возможность ее оперативного анализа;
 обеспечивает получение объективной оценки работы пилота на базе
моделей пилота, критериев и методики объективной оценки,
описанных выше.
На основании опыта построения и эксплуатации данной системы можно
привести следующие рекомендации по построению подобных систем:
 изменение параметров движения вертолета должно моделироваться
синхронно в двух режимах – управляемом и неуправляемом, что дает
возможность объективно оценить пилота по выполненной ним
полезной работе.
 интервал дискретизации по времени сигналов, что описывают работу
системы, должен быть таким, чтоб можно было получать
неискаженную информацию во всем частотном диапазоне моторных
возможностей пилота, что позволяет учесть полезную роль
составляющих сигнала пилота за пределами частотного диапазона
входного сигнала.
Блок формирования рекомендаций и принятия решений на основе анализа
реальных сигналов в АСУО ВВ и образцовых реализаций обнаруживает
проблемные места в подготовке  пилота и на основе их экспертного анализа
вырабатывает рекомендации из изменения состава тестовых заданий и их
количества.
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Структурная схема системы тестирования представлена на рис. П 2.2.
Рис. П 2.2. Структурная схема системы тестирования
П 2.2.2. Алгоритм работы системы тестирования
Алгоритм работы системы тестирования можно представить в
следующем виде.






Блок проверки результатов выполнения
заданий







2. Блок обработки действий пользователя (БОДП) принимает сигнал и
выполняет определенное действие, в зависимости от сигнала, принятого от
пользователя (запрос на формирование задания, запрос на проверку
пройденного теста, запрос на удаление любой информации из БД).
3. Блок формирования заданий (БФЗ) формирует запрос к БД на
изъятие единичных тренингов по определенной теме для формирования
задания. Формирование задания из списка существующих единичных
тренингов происходит согласно разработанным математическим
алгоритмам.
4. Сформированное задание подается пользователю для прохождения
теста.
5. При нажатии на кнопку «Проверить», все результаты выполнения
задания слушателем передаются в блок проверки результатов (БПР).
6. Система сверяет результаты работы слушателя с эталонными,
хранящихся в БД и всегда передаются вместе с заданием при любом запросе.
Функция проверки правильности выполнения единичного тренинга имеет
вид:
if (tbl_GetAnswer == tbl_ReferenceAnswer)// функция сверяет
результат выполнения единичного тренинга слушателем с эталонным
{return (tbl_ReferenceMark)// если результат выполнения единичного
тренинга совпадает с эталонным, то система выставляет определенный
балл, который был предназначен для этого вида задания}
else
{return 0;// если результат не совпадет - слушатель получит 0}
7. После проверки задания, система фиксирует результат в БД и
отправляет информацию слушателю.
П 2.2.3. Процесс создания SQL-запроса и возвращения результата
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Некоторые действия слушателя (например, запуск теста) инициируют
создание SQL-запросов определенными функциональными блоками
подсистемы тестирования. Рассмотрим более подробно обработку какого-то
запроса базой данных. Разобьем данный процесс на следующие этапы.
1.Чтение SQL-запроса
На этом этапе система рассматривает сгенерированный слушателем
запрос. В данной системе запрос может быть двух типов:
 запрос на получение заданий и вариантов выполнения к ним;
 запрос на выделение памяти в таблице для сохранения
результатов пройденного теста слушателем;
2.Сканирование полей и таблиц в SQL-запросе
Запрос содержит в себе информацию о том в какой именно таблицы БД
он обращается и данные он должен получить. Например, при запросе
вопросов к Модулю № 2, СУБД в соответствии с запросом обращается к
необходимой таблицы (например, table_module2) и отправляет информацию
по колонкам Заданий, Вариантов выполнения заданий и Индикатор
правильности выполнения задания (например, column_questions,
column_answers, column_correct).
Выборка заданий происходит произвольно относительно указанной в
запросе таблицы. Если тест является итоговым - происходит произвольный
выбор таблиц и заданий, но при условии, что каждая таблица по указанному
запросу будет использована хотя бы раз. То есть в итоговом модуле будет
хотя бы по одному вопросу из каждого модуля.
3. Определение прав доступа пользователя
В БД есть специально отведенная таблица для хранения
аутентификационные пользовательской системы тестирования, а также их
права доступа к данным. По умолчанию, все слушатели имеют право на
запрос данных, то есть на получение задания с единичными тренингами и на
получение финального результата. Пользователи с правами администратора
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имеют право на подробное рассмотрение результатов тестирования
различных слушателей, при необходимости, на их корректировки.
4.Верификация прав
Система после обработки запроса верифицирует право слушателя на
получение запрашиваемой информации. Если прав мало - запрос не
обрабатывается и система сообщает слушателю.
5.Выполнение запроса к БД
На данном этапе система или производит выборку данных (единичных
тестов по аттестации) для отправки в «Блок формирования заданий», или
создает таблицу, в которую будут записаны результаты тестирования
слушателя. В данной таблице, кроме самих заданий и результатов
правильного их выполнения, также фиксируется id теста (уникальный
идентификатор теста), даты начала и завершения теста, его
продолжительность, кол-во попыток прохождения данного теста и id
слушателя.
6.Возвращение результата














Если прав не достаточно –
возвращение результата
(уведомление об отсутствии прав)
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Рис. П 2.3. Блок-схема обработки SQL-запроса базой данных
П 2.2.4. Сканирование таблиц и выборка нужных данных
Вся информация хранится в системе в виде таблиц. При этом
некоторые таблицы в свои строках и колонках ссылаются на другие таблицы.
Ниже на блок-схеме (рис. П 2.4) представлен пример, отражающий процесс
выбора необходимых заданий, когда слушатель инициирует начало
тестирования с Темы № 2, Модуля № 1.
Рис. П 2.4. Блок-схема процесса выбора вопросов в БД
П 2.2.5 Разработка методики контроля знаний
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В условиях информатизации на основе базовых информационных
технологий разрабатываются прикладные информационные технологии по
областям применения, позволяющие получать конкретные продукты
соответствующего назначения в виде средств, систем и сред. Как показывают
эксперименты, обучение с помощью компьютеров дает наибольший эффект,
когда учащиеся привлекаются к активному когнитивную деятельность по
осмыслению и закреплению учебного материала, применение знаний в ходе
решения задач. Автоматизированные обучающие системы - (АОС) такого
типа предъявляют ученику задачи тренировку упражнений, оценивают их
выполнение, оказывают оперативную помощь в виде подсказок, разъяснения
типовых ошибок, предъявления соответствующего теоретического
материала. Наряду с основным материалом они содержат средства
интерактивного доступа, средства анимации и мультипликации, а также
видеоизображения, в динамике демонстрируют принципы и способы
реализации отдельных процессов и явлений.
Рис. П 2.5. Блок-схема процесса разработки ПО
П 2.2.5.1 Виды контроля знаний в автоматизированной обучающей
системе
Описание среды, определяющей данный метод
Создание интерфейса
Наполнение оболочки
Работа администратора и пользователя в АСУО
ВВ
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Главная проблема при выполнении контроля знаний – выделить для
измерения переменные, которые не носят явного характера. Такие
переменные называют латентными (неявными), то есть скрытыми от
возможности непосредственного измерения. Такая переменная может быть
выражена в виде совокупности задач и проявляться только в эмпирических
результатах выполнения теста, путем анализа. В качестве переменной
измерения могут выступать дискретные и непрерывные свойства: из них
дискретные не имеют промежуточных значений между двумя точками, тогда
как непрерывные могут принимать любые значения на всем заданном
интервале.
При измерениях используют следующие обозначения (рис. П. 2.6). На
некоторой числовой оси выделяют интервал, называемый доверительный, в
котором находятся наблюдаемый балл (X) и действительный балл (Т).
Рис. П 2.6. Схема определения балла на доверительном интервале
Доверительным интервалом специалисты называют такие границы
выборочного распределения, в которых можно с определенной вероятностью
ожидать нахождения значения генеральной совокупности (т.е. результатов
работы всех возможных тестируемых).
Итак, все точки, лежащие в доверительном интервале, можно считать
доверительными оценками. Интервальное исследование - это получение





некоторого интервала вокруг наблюдаемого балла (X), границы которого
определяются ошибкой измерения и внутри которого лежит действительный
балл (Т). Постепенно сужая интервал, мы приближаемся к истинному баллу.
Математические способы позволяют от X максимально близко подойти к Г,
но в классической и современной теории тестирования это реализуется по-
разному.
Процедура измерения - совокупность операций, позволяет перейти от
эмпирических референтов (задач) в числовым оценкам измеряемых
характеристик.
Измерительный инструмент состоит из двух компонентов: теста и
шкалы для фиксации результатов измерения. Педагогический тест - это
инструмент, состоящий из квалиметричной (с использованием различных
методов определения качества) выверенной системы тестовых заданий,
стандартизированной процедуры проведения и заранее спроектированной
технологии обработки и анализа результатов, предназначенный для
измерения качеств и свойств личности, измерение которых возможно в
процессе систематического обучения.
Шкала - числовая система, в которой отношения между различными
свойствами изучаемых явлений, процессов переведенных в свойства того или
иного множества, как правило - множество чисел.
Существуют шкалы отношений, интервальные шкалы, порядковые
(ранговые) и номинальные (шкалы наименований). Здесь шкалы были
перечислены в порядке убывания их мощности; в тестологии же, описывая
использования тех или иных шкал, говорят о «уровнях измерений»:
1. Шкала наименований представляет собой номинальный уровень, не
связана с понятием «величина» (то есть не метрического) и используется для
того, чтобы отличать один объект от другого (фамилии учеников, номера
телефонов и пр.). Над элементами такой шкалы не допускается никаких
арифметических действий, - возможен только подсчет количества объектов с
совпадающими признаками.
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2. Порядковая шкала (ранговые, шкала упорядоченной классификации)
представляет собой ординальный уровень, когда объекты измерения
разбиваются на группы, соответствующие определенной точке шкалы. Такая
шкала только упорядочивает объекты, приписывая им те или иные ранги.
3. Интервальная шкала (интервальный уровень измерения) основана на
сравнении различий между объектами по величинам измеряемых признаков
или свойств и характеризуется тем, что не имеет естественного начала
отсчета и единиц измерения. Начало отсчета и интервалы здесь выбираются
по договоренности относительно выбранного параметра, т.е. шкалу можно
растягивать и сжимать. Интервальная шкала позволяет рассчитать среднее
арифметическое и среднее квадратическое отклонение и коэффициенты
корреляции. Современная теория тестов позволяет превратить результаты
тестирования в интервальную шкалу.
4. Шкала отношений - мощная шкала. Она позволяет оценивать, во
сколько раз один измеряемый объект больше (меньше) другого объекта,
принимаемого за эталон. Шкала отношений имеет естественное начало
отсчета, но в ней нет естественной единицы измерений. Шкалами отношений
измеряют почти все физические величины.
П 2.2.5.2 Виды тестовых вопросов в автоматизированной
обучающей системе
Поскольку международное профессиональное сообщество
использующих тестовый инструментарий достаточно долгое время и для
разных целей, понятно, что каждый разработчик пользуется своей
технологии построения тестов. Поэтому будут различаться и этапы
разработки педагогического теста в зависимости от его назначения, то есть от
цели его создания. Проанализировав различные подходы ведущих
разработчиков, а также рекомендации отечественных тестологов, определим
основные этапы процесса разработки теста, не забывая, что содержательная
наполняемость этих этапов будет в каждом случае различаться.
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Этап целеполагания
В зависимости от цели использования тестового инструментария,
определяются его вид, ресурсные возможности, источники финансирования,
бюджет, круг привлеченных специалистов и пр.
Подготовительный этап
Анализ и отбор содержания проверяемого материала. Подготовка
структуры работы, определения типов и количества используемых задач,
времени проверки, системы оценки, условия проведения и проверки,
рекомендаций по подготовке к тестированию.
Этап сдачи теста
Разработка тестовых заданий. Экспертиза и доработка сопоставленных
задач. Построение выборки для апробации заданий и тестов. Компоновка
задач для апробации. Апробация тестовых заданий. Определение и расчет
показателей качества тестовых заданий. Анализ результатов апробации и
составления вариантов теста. Экспертиза и доработка вариантов теста.
Этап проведения теста и анализа полученных результатов
Стандартизация теста. Нормирование теста. Подготовка к работе по
техническому оснащению. Отслеживание проведения теста. Обработка
результатов, получения статистических данных для анализа. Анализ
результатов. Подготовка итогового отчета.
Поговорив довольно подробно о целях педагогического тестирования,
обсудим теперь возможные проблемы при составлении тестовых заданий.
Здесь также существуют некоторые общие правила, на которые можно
опираться при работе над тестом.
Разными авторами предлагаются различные классификации видов
тестовых заданий. Рассмотрим наиболее употребительные из них в практике
тестирования. Предварительно можно выделить четыре основные группы
тестовых заданий:
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• с выбором одного правильного ответа из нескольких предложенных
(закрытая форма);
• с введением ответа в свободной формулировке (открытая форма);
• на установление соответствия;
• на установление правильной последовательности.
Выбор формы тестового задания зависит от цели контроля (сюда же
относится форма предъявления задачи - бланковая или компьютерная) и от
содержания контролируемого материала.
Задания закрытой формы
Наиболее распространенными в нашей стране есть задания закрытой
формы (с выбором одного правильного из нескольких предложенных
вариантов ответов). За рубежом закрытая форма тестовых заданий также
получила наибольшее распространение во многом из-за легкости
автоматизации ее производства. Именно задания закрытой формы часто
отождествляют с «тестами вообще» и выливают на них необоснованную
критику.
Основным недостатком таких задач считается возможность угадать
правильный ответ. Вероятность такого угадывания можно снизить подбором
не менее четырех ответов (обычно используют термин «дистракторы»),
использованием фасетов задач (способов записи нескольких вариантов
одного и того же задания), жестким временным ограничением на выполнение
задач, а также использованием формулы для коррекции баллов с учетом
возможного угадывания:
,
где X - скорректированный с учетом угадывания тестовый балл, А -
тестовый балл к коррекции, b - количество ошибочных ответов, k - общее
количество ответов на вопросы.
Итак, возможность угадывания в таких задачах легко корректируется, а
возможность формирования в слабых слушателей ложных знаний по
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предложенным для выбора неправильным вариантам ответов звучит
неубедительно, поскольку эта форма задач чаще всего используется в
итоговом тестировании, когда верные знания уже сформированы. Важным
достоинством же таких задач можно считать универсальность их
выполнения. Содержание практически любой дисциплины можно перевести
для контроля с помощью заданий закрытого типа, причем измеряемый
уровень знаний зависит в основном от сложности содержания контрольного
задания, а не от формы его представления.
Отдельного внимания заслуживает подбор дистракторов. Основное
требование к качеству дистракторов - чтобы они были правдоподобны и
привлекательны для выбора, но не допускали неоднозначного толкования и
не были частично правильными. При первичной апробации задач следует
обратить внимание на то, какие дистракторы  выбирают слабые слушатели.
Выбор дистракторов должен быть равномерным. Если какой-либо
дистрактор не избранное ни разу ни одним слабым слушателем, то его
следует доработать, сделать более привлекательным для выбора, иначе он
будет считаться неработающим и уменьшать в целом точность измерения.
Следует учесть, что большое количество дистракторов уменьшает
вероятность угадывания, но требует большего времени при разработке теста.
Поэтому на практике подобрать более трех или четырех правдоподобных
дистракторов не удается.
Как о подмножестве заданий закрытого типа, хотелось бы сказать и о
задачах с множественным выбором (с выбором нескольких правильных
ответов). Для таких задач обычно необходима отдельная инструкция,
поскольку процедура их выполнения и обработки может существенно
различаться. Поэтому такие задачи следует выделять в отдельную группу и
по возможности использовать в тестах для текущего контроля знаний и
умений слушателей. В итоговых же тестах большое количество задач с
множественным выбором усложняет процедуру обработки результатов.
Задания открытой формы
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Следующий тип тестовых заданий - с открытым (свободным) ответом
или задачи в дополнение. Если задачу с выбором ответа можно критиковать
за возможность угадать правильный ответ, то такое угадывание исключено,
поскольку в отведенное для ответа место его нужно вписать от руки (или
набрать с клавиатуры).
Задачи этого типа могут иметь различную сложность. Первый подтип
задач - с ограничением на ответ по количество и по виду символов. Это
важно для исключения многословия и двусмысленности в ответах, позволяет
однозначно определить правильность выполнения заданий, а также для
автоматизации проверки ответов.
Использование задач с открытым (свободным) ответом актуально для
проведения текущих проверок усвоения предметной терминологии,
определений, дат, формул, небольших логических или расчетных задач. В
условия задачи легко выполнить принцип фасетной для построения
нескольких вариантов. В итоговом  контроле такие проблемы Должны
Отделение группу, так как они требуют Отдельной обработки результатов, но
задачи этого типа могут быть обработаны компьютером при небольшой
модификации формулировки ответа.
Другой подтип этих задач позволяет ученику свободно конструировать
ответ без жестких ограничений по его объему и содержанию: по условию
задачи представить полное решение задачи, дать обоснования ответа,
написать небольшое произведения - эссе. В большинстве своем также задачи
проверяют сложную структуру знаний по предмету. Для анализа ответов
слушателей разработчики тестов составляют критерии, позволяя определить
правильность выполнения заданий (под критериями здесь понимаются не
точные образцы ответов, а перечисление некоторых обязательных условий,
при выполнении которых ответ можно отнести как правильный).
Тесты такого типа не поддаются компьютерной обработке; решение
задач обычно проверяют эксперты (не менее двух, для снижения фактора
субъективизма при оценке).
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Задания на установление соответствия
Задания на установление соответствия позволяют проверить знания
взаимосвязи определений и фактов, сущности явлений, соотношения между
объектами и их свойствами, законами и формулами
Задания на установление правильной последовательности
Задания на установление правильной последовательности проверяют
знания определенной последовательности действий для получения конечного
результата или знание хронологии явлений.
П 2.2.5.3 Уточнение оценки при контроле знаний в АСУО ВВ
Суть работы заключается в разработке алгоритма тестирования,
учитывающий ответы на несколько вопросов, касающихся одной темы и
корректирующего результаты тестирования в зависимости от совокупности
данных ответов.
Разработанный тест состоит из двух типов вопросов, которые в свою
очередь подразделяются на различные категории. Ниже приведена оценка
стоимости вопросов по категориям относительности сложности их
выполнения (от 1 до 5 баллов).
Открытые вопросы. Открытыми называются такие вопросы, где ответ
не представлен заранее слушателю, хотя и предусмотрен. В вопросах такого
типа слушатель должен ввести ответ в виде слова или словосочетания в
правильной форме в заранее обусловленном для такого введения месте.
Закрытые вопросы. Закрытыми называются вопросы, где правильный
ответ (один или несколько) нужно выбрать из перечня предоставляемых
вариантов (с готовыми ответами).
Для вычисления точного количества баллов разработан следующий
алгоритм.
- Установление истинности или ложности в ответе (задание
представляет собой некое утверждение, а задача пилота сводится к тому,
чтобы установить верное оно или нет) (1 б).
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Формула подсчета баллов для вопросов с несколькими вариантами:
,
х - количество баллов за полный правильный ответ;
в - количество правильных ответов на вопросы;
с - количество вариантов ответа;
a - количество правильных ответов пользователя;
b - количество неправильных ответов слушателя;
k - количество баллов за оказанный ответ.
Использование алгоритма анализа ответов слушателя на смежные
(дополнительные) вопросы заключается в уточнении полученной им оценки
на «спорном рубеже» (+ - 2 балла на границе уровней А (90-100 баллов), В
(82-90), С (75 - 82 ), D (67-72), E (60-67), F (<60)).
В составленном тесте вопросы делятся на основные и дополнительные.
Основными вопросами являются задачи, связанные с фундаментальными
законами, фактами, определениями по определенной теме, сферы изучения.
Эти вопросы отражают знания слушателя по основам той или иной темы, но
не показывают полной картины Для этого в тесте предусмотрены
дополнительные вопросы, которые для их верного раскрытия требуют
прочных знаний и умелого их использования по определенной теме. На
каждый основной вопрос приходится несколько (2 и более) дополнительных
вопросов. Именно ответы на дополнительные вопросы и будут
проанализированы специальным исполнительным программным блоком
(Блок уточнения оценки). Программа будет рассматривать 4 возможных
случая развития ситуации уточнения:
1) Правильный ответ на основной вопрос + более 50% правильно
решенных дополнительных вопросов, относящихся по теме к основному, как
итог, оценка за тему повышается;
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2) Правильный ответ на основной вопрос и менее 50% правильных
дополнительных - оценка не меняется.
3) Неверно решен основной вопрос и более 50% верно решенных
дополнительных вопросов - оценка снижается.
4) Неверно решен основной вопрос и менее 50% верно решенных
дополнительных вопросов - оценка снижается.
Основные и дополнительные вопросы разделены и специально
промаркированы в базе хранения данных ,
Блок-схема алгоритма оценки выполнения тестов представлена на рис. П. 2.7
Рис. П 2.7. Блок-схема алгоритма оценки выполнения тестов
Общие рекомендации по составлению тестовых заданий
1) Текст задания может легко быть переформулирован в логическое

















выбранного ответа. Эта операция поможет вам избавиться от лишних слов в
условии задачи;
2) В тексте задачи должна быть устранена какая бы то ни была
двусмысленность или неясность формулировки;
3) Краткость задачи обеспечивается простой синтаксической
конструкцией. Допускается использование не более одного придаточного
предложения;
4) Все дистракторы к одной задачи должны быть одинаково
правдоподобными (привлекательными для выбора) и примерно одинаковыми
по длине;
5) Все повторяющиеся в ответах слова следует включать в основную
часть задания;
6) Из текста задачи необходимо исключить все вербальные ассоциации,
способствующие выбору правильного ответа угадать;
7) Количество в тесте задач с отрицанием в основной части текста
должен быть минимально возможным (при этом долю «НЕ» нужно выделять
жирным шрифтом);
8) Среди ответов на задания должен быть только один правильный;
9) Из числа дистракторов исключаются ответы, вытекающие один из
другого;
10) Задания не должны быть зависимыми друг от друга. Правильные
ответы на одно задание не должны сопутствовать выполнению других;
11) Из числа тестовых заданий с выбором правильного ответа
исключаются задания, требующие громоздких вычислений;
12) Наиболее привлекательные и не боятся рассекречивания задачи с
большим числом вариантов фасета;
13) Используемая терминология не должна выходить за рамки учебной
или технической литературы;
14) Текст задания и варианты ответов должны быть записаны разным
шрифтом для быстрого различения друг от друга при выполнении задания;
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15) В одном тесте нежелательно объединять задания различных типов
(с выбором ответа, с открытым ответом или на установление соответствия),
поскольку их результаты исчисляются по-разному;
16) В начале каждого теста должна быть предусмотрена инструкция по
его применению, что обеспечивает проведение тестирования по единому
стандарту.
П 2.3 Алгоритмическое обеспечение контроля знаний
Алгоритм работы системы проверки знаний.
1. Авторизация (определяется право доступа к ресурсу и системах
обработки знаний).
1) Программа-клиент (П-К) принимает логин и пароль, вводимые
пользователем.
2) П-К проверяет - находятся логин и пароль в пределах
допустимого (т.е. не содержат логин и пароль недопустимые символы,
какова их длина, и другие ограничения).
3) П-К запрашивает программу-сервер (П-С) о наличии логина в
базе и сравнению полученного пароля с эталонным с базы.
3.1) При «-»авторизации – программа - сервер отсылает к программе
-клиент сообщение об отказе в доступе к аккаунту, П-К осуществляет
повторный запрос авторизации.
3.2) При «+»авторизации П-С посылает с базы на П-К страницу с
личными данными слушателя.
2. Выбор дисциплины.
1) П-К делает запрос к П-С об имеющихся дисциплинах,  которые
проходит слушатель.
2) Слушатель выбирает предмет.
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3) П-К делает запрос в П-С об информации по выбранному
предмету (результаты предыдущих тестирований, кол-во попыток сдачи,
темы тестирования).
4) Осуществляется отправка информации П-С на П-К.
3. Выбор теста.
Для каждого типа теста (например, тематического или модульного)
установлено определенное количество попыток, предоставляемых
пользователю для сдачи этого теста.
Пользователь выбирает нужный ему тест, П-К определяет тип теста и
запрашивает количество попыток слушателя пройти этот тест П-С. После
получения информации П-С, если сдача невозможна П-К сообщает об этом
слушателю, если номер попытки сдачи не превышает лимит по данному типу
теста П-К запрашивает П-С о запуске теста.
Тесты делятся на две категории: по типу и номеру сдачи.
А) Тип теста
- Тематический (определяет знания слушателя по определенной теме,
несколько тематических тестов составляют текущую оценку по модулю,
может пересдавать 2 раза [при этом П-С принимает за результат высокий
балл по всем сдачам]);
- Модульный (определяет знания слушателя по отдельному модулю,
несколько модульных тестов составляют итоговую оценку за предмет, может
пересдавать 1 раз [при этом П-С принимает за результат высокий балл по
всем сдачам]; по продолжительности и, соответственно, количеством
вопросов превосходит тематический тип в 3-3,5 раза);
- Итоговый (имеет место, если пилот не удовлетворен своим итоговым
результатом, охватывает все темы по данному предмету, не пересдать; по
длительности и соответственно количеству вопросов превосходит
модульный тип в 2-3 раза).
185
Б) Номер попытки проведения теста (учитывается в базе после каждой
осуществленной попытки по определенному тесту, если номер является
лимитным по выбранному тесту, то П-С отсылает на П-К отказ в его
прохождении)
- Сдача;
- Пересдача (если возможно);
4. Запуск теста
1) Получив запрос П-С высылает в П-К информацию, содержащую
инструкцию для ознакомления с проведением тестирования и ожидает ответ
от П-К в виде подтверждения об ознакомлении.
2) Инструкция (если необходима). При запуске теста сервер
автоматически высылает необходимые инструкции о его прохождении.
Инструкция предупреждает о наличии таймера и последствия истечения
времени, предупреждает о наличии 2х типов вопросов:
а) Закрытые (где есть готовые ответы). В вопросах этого типа
необходимо выбрать правильный ответ из нескольких предоставленных
альтернативных ответов. Также к этому типу вопросов относятся менее
популярные виды: установление истинности, ложности, соответствия,
установление последовательности;
б) Открытые (где нет готовых ответов, их надо конструировать
самостоятельно, дополнить, закончить, составить);
3) После ознакомления пользователь нажимает на кнопку «Начать
тест», тем самым отсылает ответ с П-С.
4) Происходит формирование теста на П-С из перечня тематических
вопросов, формирование проходит следующим образом:
4.1) Если тест тематический, то из имеющегося перечня вопросов
случайным образом выбирается их требуемое количество, но с
одинаковым соотношением открытых и закрытых вопросов (1:1);
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4.2) Если тест модульный или итоговый, то из имеющегося перечня
вопросов случайным образом П-С выбирает нужное их
количество, но с одинаковым соотношением открытых и
закрытых вопросов (1:1), а также с одинаковым соотношением
вопросов по каждой теме.
5) П-С направляет вопрос с П-К в виде сформированного
экзаменационного билета.
6) П-С активирует счетчик попыток по прохождению избранное
теста. Это означает, что на сервере фиксируется попытка пользователя и
добавляется к общему количеству попыток по этой теме, модулю и т.д..
7) П-С начинает отсчет времени, отведенного на прохождение теста
и отсылает запрос на П-К о включении аналогичного таймера;
7.1) Если по истечении назначенного времени ответ не приходит, П-С
фиксирует 0-й результат в профиле пользователя;
7.2) Если пилот самостоятельно отправляет информацию об
окончании тестирования П-К П-С (путем нажатия кнопки
«Завершить тестирование»), П-С спрашивает П-К заполнен
экзаменационный билет.
8) П-С направляет билет в блок проверки ответов (БПВ).
9) БПВ осуществляет проверки экзаменационного билета путем
элементарного сравнения результатов пользователя результатам, которые
зафиксированы в БД как эталонные.
П-С направляет П-К информацию о результатах для информирования
пользователя.
Структура алгоритмическое обеспечение контроля знаний

































Рис. П 2.8. Структура алгоритмическое обеспечение контроля знаний
ПРИЛОЖЕНИЕ 3
АКТЫ ВНЕДРЕНИЯ ДИССЕРТАЦИИ
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