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Abstract
For the one-dimensional Schro¨dinger equation, some real intervals with no eigenvalues (the spectral gaps)
may be obtained rather systematically with a method proposed by H. Giacomini and A. Mouchet in 2007.
The present article provides some alternative formulation of this method, suggests some possible generaliza-
tions and extensively discusses the higher-dimensional case.
H. Giacomini et A. Mouchet ont propose´ en 2007 une me´thode permettant d’obtenir des trous spectraux d’un
ope´rateur de Schro¨dinger a` une dimension, c’est-a`-dire des intervalles ne contenant aucune valeur propre. Le
pre´sent article introduit une formulation diffe´rente de cette me´thode, sugge`re des ge´ne´ralisations possibles
et traite de fac¸on exhaustive le cas de plusieurs dimensions.
Introduction
A spectral gap (or eigengap) of a self-adjoint operator is a closed real interval to which no eigenvalues belongs.
In [2] we have presented a systematic method for finding gaps in the discrete part of the spectrum of a one-
dimensional non-magnetic Schro¨dinger equation with a potential V (x). When V is a polynomial half-bounded
from below, the boundaries of the gaps are given by the real zeroes of a family of polynomials whose degree D
may be arbitrary large. The construction of these polynomials is provided by an explicit and straightforward
algorithm. For still not understood reasons, it happens that in every case we have considered, our method works
surprisingly well when compared to numerical computations: when increasing D the more and more numerous
intervals we compute resolve the spectrum from below (i.e. the lowest eigenvalues are separated by at least one
gap) and the infima of each interval seem to converge quickly to the eigenvalues. For the moment, we have no
clue to understand these two phenomena and our method comes without any estimation of the distance between
the gaps and the spectrum.
Being as local as possible (no computation of integrals is required), our method differs strongly in spirit
from other spectral approximations like the Rayleigh-Ritz variational methods or the Rayleigh-Schro¨dinger
perturbation methods. Since generically the spectrum cannot be determined exactly, finding such gaps may
offer a valuable piece of spectral information, complementary to the information obtained by other methods.
One natural issue is to try to extend our method to multi-dimensional systems. Then, the nature of the
spectrum depends on the integrability properties of the system (among the vast literature on this subject see for
instance [3]). Qualitatively the statistical distribution of the eigenvalues exhibits different correlations according
to the nature of its symmetries. For instance, for non-integrable systems, the two point correlation function of
the discrete spectrum exhibits a so-called “level repulsion” because, unlike what occurs in integrable cases, the
1
probability of finding two successive eigenvalues whose distance is s vanishes when s tends to zero. Therefore we
expect that this dichotomy between integrable and non-integrable cases should somehow appear in any general
method for finding spectral gaps. However, most unfortunately, we have not been able to generalise our strategy
in higher dimensions. Although there was a priori no obstacle in sight to such an attempt, it happened that
the origin of the obstruction came from very subtle arguments that are deeply hidden. One aim of this note is
to explain (in section 2) this negative result with the hope that it may help to find out some way to bypass the
pitfalls or, at least, to help avoiding the same tracks.
Our second aim is more optimistic but still rely on speculative grounds. After recalling the main ingredients
of our method in section 1.1, I will introduce a systematic algebraic approach which at first sight seems to
rephrase in a more elaborate way what we have done in [2]. However by associating with the Schro¨dinger
equation the closed algebra of differential operators that will be introduced in §§ 1.2, 1.3, we can easily guess
a fruitful strategy to deal with spectral problems associated with more general (1d) linear equations — for
instance of order larger than two — or even with non-linear equation like the Gross-Pitaevskii equation (g is a
real coupling constant)
ϕ′′ = (V − E)ϕ+ gϕ3 . (1)
1 The one dimensional case: an algebraic approach
1.1 The principle of the method
The stationary one-dimensional non-magnetic Schro¨dinger equation can be written as follows
d2ϕ
dx2
= 2(V (x) − E)ϕ . (2)
where we will take the real potential V to be smoothly defined on R. The real E will be an eigenvalue
whenever the real function ϕ is square integrable on R. The key idea of our method is to construct, for a given
integer N > 1, a real function JN (ϕ
′, ϕ, x, E) (the prime stands for the derivative d/dx) such that
(i)
d
dx
(
JN
(
ϕ′(x), ϕ(x), x, E
))
=
(
ϕ(x)
)N
FN (x,E) ,
(ii) lim
|x|→+∞
J
(
ϕ′(x), ϕ(x), x, E
)
= 0.
The real function FN of both the spatial coordinate x and the energy E is ϕ-independent and is obtained from
the potential V and its derivatives. For instance we will find the following expressions:
F1 =− a′′0 + 2(V − E) a0 , (3a)
F2 =
1
2
a′′′0 − 4(V − E) a′0 − 2V ′a0 , (3b)
F3 =− 1
6
a
(iv)
0 +
10
3
(V − E) a′′0 +
10
3
V ′a′0 +
(
V ′′ − 6 (V − E)2) a0 , (3c)
F4 =
1
24
a
(v)
0 −
5
3
(V − E) a′′′0 −
5
2
V ′a′′0 +
(
−3
2
V ′′ +
32
3
(V − E)2
)
a′0
+
(
−1
3
V ′′′ +
32
3
V ′(V − E)
)
a0 . (3d)
where a0 is any smooth function such that
lim
|x|→∞
a0(x)|ϕ|N = 0 (4)
2
which is not very restrictive since we know using semi-classical arguments that ϕ itself is exponentially decreasing
at infinity [1, chap.10]:
ϕ(x) ∼
|x|→∞
e−
∫ |x|√2(V (x)−E) dx (5)
Condition (i) is the cornerstone of our method and, before justifying how it can be obtained (we will see
that condition (ii) is not so restrictive), let us first explain how gaps in the spectrum may be obtained.
When the conditions (i) and (ii) are simultaneously fulfilled, an immediate consequence is that the inte-
gral
∫ +∞
−∞
(
ϕ(x)
)N
FN (x,E) dx vanishes. This implies that, if E is truly an eigenenergy, the function x 7→(
ϕ(x)
)N
FN (x,E) should change its sign. If N is even, we obtain a ϕ-independent condition: for any fixed
energy x 7→ FN (x,E) must change its sign on the real axis. For such a one-dimensional problem, and for a
given N , we still can choose FN in a wide continuous set of smooth functions on the real axis because we have a
lot of freedom in choosing a0. A forbidden value of E (i.e. E cannot be an eigenenergy) is obtained if we are able
to chose a0 such that FN remains positive on the whole x-axis. Once this property is achieved, it remains stable
under small perturbations within the set of a0’s, for instance by varying the control parameters λ on which a0
may depend, and we obtain a whole interval where no eigenenergy can exist. More precisely, if we introduce
explicitly the λ-dependence in FN , the boundaries of the gaps will necessary be given by some solutions of the
system of equations
FN (x,E, λ) = 0 ; (6a)
∂xFN (x,E, λ) = 0 ; (6b)
∂λFN (x,E, λ) = 0 . (6c)
Using the implicit function theorem where∣∣∣∣∂EFN ∂2xEFN∂xFN ∂2xxFN
∣∣∣∣ = |∂EFN | |∂2xxFN | 6= 0 , (6d)
the first two equations define implicitly x(λ) and E(λ); these are the conditions for a bifurcation in the zeroes
of x 7→ FN (x,E, λ) to occur. On one side of the bifurcation x 7→ FN (x,E, λ) has locally a constant sign (and
therefore the corresponding value E(λ) is forbidden) whereas on the other side x 7→ FN (x,E, λ) locally changes
its sign and E(λ) cannot be ruled out from the spectrum. To put it differently, in the (x,E, λ), the set of zeroes
of FN becomes tangent to the x-space. Then for each value of λ, E(λ) is a candidate for being the boundary of
a spectral gap. If this is the case, we can reach an extremal value provided 0 = ∂E/∂λ = −∂λFN/∂EFN that
leads to the equation (6c).
See [2] for an effective implementation of this method and for applications. In the following, we will remain
at a more formal level and let us start by defining some notations.
1.2 Algebraic construction of condition (i) and classification of the possible FN ’s
Denote by PˆN , the vector space of smooth applications from R to RN+1. Any element a of PˆN may be
represented by a vector field x 7→ (an(x))n∈{0,...,N} = (a0(x), . . . , aN (x)) and can be associated in a one-to-one
correspondence with the homogeneous polynomial of degree N in the two variables Φ and Ψ:
Pa(Ψ,Φ, x)
def
=
N∑
n=0
an(x)Ψ
N−nΦn ; (7)
then, it may be used to construct the real function on R defined by
Pa
(
ϕ′(x), ϕ(x), x
) def
=
N∑
n=0
an(x)
(
ϕ′(x)
)N−n(
ϕ(x)
)n
. (8)
For computations we will distinguish the “total” derivative D of a function P
(
ϕ′(x), ϕ(x), x
)
from its partial
derivatives ∂ϕ′ , ∂ϕ and ∂x:
DP
(
ϕ′(x), ϕ(x), x
) def
= v(x)ϕ(x)∂ϕ′P
(
ϕ′(x), ϕ(x), x
)
+ ϕ′(x)∂ϕP
(
ϕ′(x), ϕ(x), x
)
+ ∂xP
(
ϕ′(x), ϕ(x), x
)
(9)
where the substitution ϕ′′ = vϕ has been made since we suppose that ϕ fulfills (2). For simplicity we have left
implicit the E-dependence in
v(x)
def
= 2
(
V (x) − E). (10)
From its very definition, it is obvious that the set PN of homogeneous polynomials of degree N in ϕ′(x) and ϕ(x)
is stable under D and, moreover, D is represented by a linear operator Dˆ in PˆN :
Dˆ


a0
a1
a2
...
an
...
aN−2
aN−1
aN


=


∂x 1 0 0 0 · · · · · · · · · 0
Nv ∂x 2 0 0
. . .
...
0 (N − 1)v ∂x 3 0 . . .
...
...
. . .
. . .
. . .
. . .
. . .
. . .
. . .
...
...
. . . 0 (N−n+1)v ∂x n+ 1 0 . . .
...
...
. . .
. . .
. . .
. . .
. . .
. . .
. . .
...
...
. . . 0 3v ∂x N − 1 0
...
. . . 0 0 2v ∂x N
0 · · · · · · · · · 0 0 0 v ∂x




a0
a1
a2
...
an
...
aN−2
aN−1
aN


. (11)
For each n ∈ {0, · · · , N}, denote by Qˆn the subspace of PˆN defined by an = 0 and ˆ¯Qn its complementary
defined by the direct sum decomposition PˆN = Qˆn ⊕ ˆ¯Qn. Looking for all the JN that fulfill condition (i) can
therefore be interpreted as the determination in PˆN of the preimage Dˆ−1 ˆ¯QN . In [2] we have shown how to
straightforwardly compute JN and obtain FN but let us propose a strategy based on a more algebraic formalism
that may be useful as a warming up for higher dimensions.
From any a, we can systematically reduce the degree in ϕ′ of Pa if we work up to a total derivative. Indeed,
for any monomial caracterised by n ∈ {0, · · · , N − 1}, we use the identity
anϕ
′N−nϕn = anϕ
′N−n−1D
(
1
n+ 1
ϕn+1
)
; (12)
= − 1
n+ 1
a′n ϕ
′N−n−1ϕn+1 − N − n− 1
n+ 1
van ϕ
′N−n−2ϕn+2 +D
(
1
n+ 1
an ϕ
′N−n−1ϕn+1
)
, (13)
where, again, we have substituted ϕ′′ by vϕ. The operation that transforms anϕ
′N−nϕn to the two first terms
4
in (13) may be linearly represented in PˆN by the reduction operator defined by
Rˆ


a0
a1
a2
...
an
...
aN−1
aN


def
=


0 0 0 · · · · · · · · · · · · 0
−∂x 0 0 . . .
...
(1 −N)v − 12∂x
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . .
. . .
...
... 0 n−1−Nn−1 v − 1n∂x 0 0
. . .
...
...
. . .
. . .
. . .
. . .
. . .
. . .
...
...
. . . 0 −2N−2v − 1N−1∂x 0 0
0 · · · · · · · · · 0 −1N−1v − 1N ∂x 1




a0
a1
a2
...
an
...
aN−1
aN


. (14)
For N = 1, we have Rˆ =
(
0 0
−∂x 1
)
. By construction we have a− Rˆa = 0 for any vector a = (0, . . . , 0, aN ) ∈ ˆ¯QN ;
by (13), we have a− Rˆa ∈ ImDˆ for any vector a ∈ ˆ¯Qn with n ∈ {0, · · · , N − 1} ; therefore, by linearity, we have
a− Rˆa ∈ ImDˆ for any a ∈ PˆN . Moreover, since Rˆ is a lower triangular matrix with all diagonal terms but one
being zero, all the components of RˆNa vanish but the last one AN [a]
def
= (RˆNa)N which is a differential operator
on a of order N . For instance we have
A1[a] =− a′0 + a1 ; (15a)
A2[a] =
1
2
a′′0 − va0 −
1
2
a′1 + a2 ; (15b)
A3[a] =− 1
6
a′′′0 +
7
6
va′0 +
2
3
v′a0 +
1
6
a′′1 −
1
2
va1 −
1
3
a′2 + a3 ; (15c)
A4[a] =
1
24
a
(iv)
0 −
2
3
va′′0 −
3
4
v′a′0 − (
1
4
v′′ − v2)a0 −
1
24
a′′′1 +
5
12
va′1 +
1
4
v′a1 +
1
12
a′′2 −
1
3
va2 −
1
4
a′3 + a4 . (15d)
Now if we use the decomposition
1 = RˆN + (1− Rˆ)
N−1∑
n=0
Rˆ
n , (16)
it can be seen immediately that any a can be uniquely decomposed in RˆNa ∈ ˆ¯QN plus a vector in ImDˆ. Translat-
ing this decomposition into the language of functions and taking for a the vector associated to DKN
(
ϕ′(x), ϕ(x), x
)
where KN is any homogeneous polynomial of degree N in
(
ϕ′(x), ϕ(x)
)
, we have shown that there always exists
a homogeneous polynomial K˜N
(
ϕ′(x), ϕ(x), x
)
of degree N in
(
ϕ′(x), ϕ(x)
)
, such that
DKN
(
ϕ′(x), ϕ(x)
)
= FN (x)
(
ϕ(x)
)N − DK˜N(ϕ′(x), ϕ(x)) (17)
and therefore, in order to recover (i), it is is sufficient to choose JN = KN + K˜N . The function FN (x) is
independent on ϕ and ϕ′ and is just given by the action of the linear operator AN on the coefficients of DKN .
A priori, we can start with any set of trial functions (an)n∈{1,...,N} to build up our KN , then compute FN
by computing the N th power of Rˆ. Before we try to control the sign of FN for even N , the only restriction
so far on the a’s is to preserve (ii): an should not increase faster than ϕ
′N−nϕn at |x| → ∞. However we will
5
now show that our freedom is in fact restricted to the choice of one test function only. In other words, many
different choices of (an)n will lead to the same FN and therefore will not help to gain any piece of information
(in particular those leading to an identically vanishing FN ). To put it very qualitatively, Q¯N is a very thin
subspace in PN (of co-dimension N if seen as a vector space on smooth real functions) and the kernel of D is too
small (given by the solutions of a linear ordinary differential equation of order N) for D−1QN to decrease its
codimension. To understand that, let us introduce the projector Πˆn on the n
th component of a. Our previous
construction of condition (i) can therefore be re-written
Dˆa = RˆNDˆa . (18)
where a is the element of PˆN associated with the function JN . In section 1.3 we will show directly for small N
that
Rˆ
N Dˆ(1− Πˆ0) = 0 (19)
which has the following consequence: adding to a any vector b = (bn)n whose b0 = 0 will not affect the
left hand side of (18) from which FN is computed. Therefore FN depends only on one function, namely a0.
All the others can be canceled without loss of generality. Actually, if we start with a = (a0, 0, . . . , 0), we have
a˜
def
= Dˆa = (a′0, Nva0, 0, . . . , 0) = (a˜0, a˜1, 0, . . . , 0) and substituting a˜ with a in (15) leads straightforwardly
to (3). If we start with a = (0, a1, 0, . . . , 0), we have a˜
def
= Dˆa = (a1, a
′
1, (N − 1)va1, 0, . . . , 0) = (a˜0, a˜1, 0, . . . , 0)
and (19) can be (tediously) checked in the special cases N = 2, 3 and 4 : by substituting a˜ with a in (15), ΛN
identically vanishes. The same remains true for a = (0, 0, a2, 0, . . . , 0), a = (0, 0, 0, a3, 0, . . . , 0), etc. The next
section provides a systematic way of proving the last results and § 3.1 gives a more general argument.
1.3 The closed algebra
Let us prove (19) by introducing an algebra of operators that may be represented by their action on PˆN or on
the functions in PN . The operator S↓ def= ϕ∂ϕ′ when multiplied by v allow to formalise the substitution of ϕ′′
by vϕ. We also define S↑
def
= ϕ′∂ϕ. The arrows recall that these operators raise and lower the component of a:
Sˆ↓


a0
a1
a2
...
aN−2
aN−1
aN


=


0
Na0
(N − 1)a1
...
3aN−3
2aN−2
aN−1


; Sˆ↑


a0
a1
a2
...
aN−2
aN−1
aN


=


a1
2a2
3a3
...
(N − 1)aN−1
NaN
0


. (20)
If we introduce the diagonal matrices Λˆց
def
= diag(0, 1, . . . , N), Λˆտ
def
= diag(N, . . . , 1, 0) and the raising and
lowering operators Sˆ± defined by the following action on any a
Sˆ−


a0
a1
a2
...
aN−2
aN−1
aN


=


0
a0
a1
...
aN−3
aN−2
aN−1


; Sˆ+


a0
a1
a2
...
aN−2
aN−1
aN


=


a1
a2
a3
...
aN−1
aN
0


; (21)
We have Sˆ↓ = Sˆ−Λˆտ, Sˆ
↑ = Sˆ+Λˆց. Within this formalism, the operator (11) is
Dˆ = Sˆ↑ + ∂ˆx + vSˆ
↓ = Sˆ+Λˆց + ∂ˆx + vSˆ
−Λˆտ , (22)
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with ∂ˆx
def
= diag(∂x, . . . , ∂x). To implement the commutation rules between Sˆ
± and any diagonal matrix
Λˆ = diag(λ0, λ1, . . . , λN ), we define the diagonal matrices
Λˆ(1)
def
= diag(λ1λ2, . . . , λN , λ0) ; Λˆ
(−1) def= diag(λN , λ0λ1, . . . , λN−1) , (23)
and for any strictly positive integer k, we define Λˆ(k)
def
= (· · · (Λˆ(1))(1) · · · )(1), Λˆ(−k) def= (· · · (Λˆ(−1))(−1) · · · )(−1)
where the superscript occurs k times in the right hand side. We also take Λˆ(0)
def
= Λˆ. Therefore the nth entry of
Λˆ(k) for any integer k is
(
Λˆ(k)
)
n,n
= λn+k modulo N+1. Then we have
Sˆ±Λˆ = Λˆ(±1)Sˆ± . (24)
In particular if we set Πˆ−1 = ΠˆN+1 = 0, for any n ∈ {0, . . . , N},
Sˆ±Πˆn = Πˆn∓1Sˆ
± . (25)
We can also express the reduction operator Rˆ in terms of the shift operators Sˆ. From (14), we have
Rˆ = ΠˆN + Aˆ+ Bˆ = ΠˆN + Cˆ . (26)
with
Aˆ
def
= −Sˆ−Λˆa ∂ˆx ; (27a)
Bˆ
def
= −(Sˆ−)2Λˆb v ; (27b)
and
Λˆa
def
= diag
(
1, . . . ,
1
n+ 1
, . . . ,
1
N + 1
)
; (28a)
Λˆb
def
= diag
(
N − 1, . . . , N − n− 1
n+ 1
, . . . ,
1
N − 1 , 0,
−1
N + 1
)
. (28b)
From (25) we have Sˆ−ΠˆN = 0 and therefore CˆΠˆN = 0. Besides, Cˆ
N has a unique non-zero element,
namely (CˆN )N,0 and then ΠˆN Cˆ
N = CˆN . Therefore, the expansion of RˆN = (ΠˆN + Cˆ)
N leads to
RˆN = ΠˆN
(
1 + C + · · ·+ CN ) ; (29)
= ΠˆN
∑
words w=(l,m)
06|l|+|m|6N
Aˆl1Bˆm1Aˆl2Bˆm2 · · · . (30)
The last sum involves all the distinct words w that can be made with the two “letters” Aˆ and Bˆ whose length
is |l| + |m| between 0 and N (the zero-length word is the identity). Each word w is uniquely defined by two
multiple indices, i.e. by two sequences l = (l1, l2, . . . ) and m = (m1,m2, . . . ) of positive integers that all vanish
above a finite rank. We define |l| def= l1 + l2 + · · · and |m| def= m1 +m2 + · · · . Eventually, the identity (19) holds
if we can cancel, for each n ∈ {1, . . .N}, the product
RˆNDˆΠˆn = ΠˆN
( ∑
words w=(l,m)
06|l|+|m|6N
Aˆl1Bˆm1Aˆl2Bˆm2 · · ·
)(
∂ˆx + vSˆ
−Λˆտ + Sˆ
+Λˆց
)
Πˆn . (31)
To compute this sum, we start by rearranging each word in order to shift, with the help of (24), all the Sˆ−’s
involved in Aˆ and Bˆ to the right:
Aˆl1Bˆm1Aˆl2Bˆm2 · · · = Λˆw
(
Sˆ−
)|l|+2|m|
(32)
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with the diagonal matrix
Λˆw = (−1)|l|+|m| Λˆ(−1)a · · · Λˆ(−l1)a︸ ︷︷ ︸
l1 factors
∂ˆl1x Λˆ
(−l1−2)
b · · · Λˆ(−l1−2m1)b︸ ︷︷ ︸
m1 factors
vm1
Λˆ(−l1−2m1−1)a · · · Λˆ(−l1−2m1−l2)a︸ ︷︷ ︸
l2 factors
∂ˆl2x Λˆ
(−l1−2m1−l2−2)
b · · · Λˆ(−l1−2m1−l2−2m2)b︸ ︷︷ ︸
m2 factors
vm2 · · · (33)
Now each word contributes to (31) via three terms
ΛˆwΠˆN
(
Sˆ−
)|l|+2|m|−1
ΠˆnSˆ
−Sˆ+Λˆց = Λˆw
(
Sˆ−
)|l|+2|m|−1
ΠˆnδN−|l|−2|m|+1,nΛˆց ; (34a)
ΛˆwΠˆN
(
Sˆ−
)|l|+2|m|
Πˆn∂ˆx = Λˆw
(
Sˆ−
)|l|+2|m|
ΠˆnδN−|l|−2|m|,n∂ˆx ; (34b)
ΛˆwΠˆN
(
Sˆ−
)|l|+2|m|+1
Πˆn vΛˆտ = Λˆw
(
Sˆ−
)|l|+2|m|+1
ΠˆnδN−|l|−2|m|−1,n vΛˆտ . (34c)
The passage from the left to the right hand sides has been obtained by moving all the projectors to the right
with (25). The Kronecker symbols come from ΠˆrΠˆn = δr,nΠˆn. In (34a), the diagonal matrix Sˆ
−Sˆ+ = 1 − Πˆ0
can be replaced by 1 for n 6= 0. The left hand sides of (34) contain the same matrix (Sˆ−)N−nΠˆn whose all
elements vanish but one:
((
Sˆ−
)N−n
Πˆn
)
N,n
= 1. When acting on a vector a, only an gets involved together with
the last diagonal element Λw,N
def
=
(
Λˆw
)
N,N
of Λˆw. Using
(
Λˆտ
)
n,n
= N − n and (Λˆց)n,n = n, we eventually
obtain a vector whose {0, 1, . . . , N − 1} components vanish. The last one being
(
RˆN DˆΠˆna
)
N
=
∑
words w=(l,m)
06|l|+|m|6N
Λw,N
(
δN−|l|−2|m|+1,nn an + δN−|l|−2|m|,n∂xan + δN−|l|−2|m|−1,n(N − n) v an
)
. (35)
The presence of δ’s forces the relevant words we some on keep |l|+ 2|m| 6 N − 1 since n > 1. Now we have
Λw,N = αw,N ∂
l1
x v
m1∂l2x v
m2 · · · (36)
with the numerical coefficient
αw,N = (−1)|l|+|m| (N − l1)!
N !
(l1 + 2m1 − 1)!!
(l1 − 1)!!
(N − l1 − 2m1 − 1)!!
(N − l1 − 1)!!
(N − l1 − 2m1 − l2)!
N − l1 − 2m1!
(l1 + 2m1 + l2 + 2m2 − 1)!!
(l1 + 2m1 + l2 − 1)!!
(N − l1 − 2m1 − l2 − 2m2 − 1)!!
(N − l1 − 2m1 − l2 − 1)!! · · · (37)
is obtained because (Λˆ
(−k)
a )N,N = 1/(N − k + 1) and (Λˆ(−k)b )N,N = (k − 1)/(N − k + 1) for 0 > k ≥ N . We
have also introduced the usual notation for any integer n
n!!
def
=


2p p! if n = 2p with p integer;
(2p+ 1)!
2p p!
if n = 2p+ 1 with p integer.
(38)
I have not been able to prove diectly that the right hand side of (35) vanishes for an arbitrary N and for any
n ∈ {1, . . . , N} but since we are now left with an explicit expression for a linear differential operator acting
on an, it can be checked, possibly with the help of symbolic computations, for small specific N . It is rather
straightforward to prove that
(
RˆN DˆΠˆna
)
N
vanishes for n = N and n = N − 1 with arbitrary N and that it
also vanishes for N 6 4 and any n ∈ {1, . . . , N}.
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1.4 Open questions for possible generalizations remaining with d = 1
It would be interesting to see if the tools introduced above may be adapted for higher order linear differential
equations. More challenging, and this will constitute the object future research, we may obtain some interesting
information on the solutions of some non-linear equations like (1). The price to pay is that the non-linear term
prevents us to keep working in one PˆN space only; then, we should work in the whole
⊕
N PˆN and probably
extend condition (i) by factorising a strictly positive polynomial in ϕ rather than considering only ϕN .
2 Higher dimensional cases
One natural generalization to dimension d is to consider the Schro¨dinger equation
∆d ϕ =
d∑
µ=1
∂2µϕ = 2
(
V − E)ϕ = vϕ (39)
where x = (xµ)µ ∈ Rd (we keep definition (10)). In the following, Greek indices always label the dimension and
we will follow the usual convention of letting implicit the sum from 1 to d over repeated Greek indices unless
the opposite is specified. The partial derivative with respect to the µth coordinate is denoted by ∂µ
def
= ∂/∂xµ.
We will work within the space PˆN,d def=
⊗d
N=1 PˆN of smooth real functions (an)n where n = (n1, . . . , nd) is a
multi-index with nµ ∈ {0, . . . , N} from which we can construct the set PN,d of functions built from homogeneous
polynomials, namely having the form
Pa
(
∂ϕ(x), ϕ(x), x
) def
=
∑
n
an(∂ϕ)
N−nϕN(1−d)+|n| |x (40)
where |n| = n1+ · · ·+nd, (∂ϕ)N−n stands for (∂1ϕ)N−n1(∂2ϕ)N−n2 · · · (∂dϕ)N−nd . To apply the same reasoning
that led to gaps in the spectrum, condition (i) will be extended in d dimension by looking for a current JN =
(JµN )µ whose divergence can be factorised by a ϕ-independent function times a positive function. More precisely,
each JµN is associated with an element of PˆN,d and is constructed in order to fulfill
(i)d Dµ
(
JµN
(
∂ϕ(x), ϕ(x), x, E
))
= ϕNFN (x,E) . (41)
Then by integrating it on the whole Rd, provided that
(ii)d
∫
V
DµJ
µ
N d
dx =
∫
∂V
JµN d
d−1σµ → 0 (42)
where V is a closed radius whose typical length R tend to infinity (dd−1σµ is the measure on its boundary ∂V
whose surface growths algebraically with R, therefore any exponential decrease of JN will guarantee (ii)d), the
condition that FN (x,E) should change its sign for even N will hopefully lead to some constraints on E. The
total derivative is defined as the linear operator in PN,d
Dµ
(
Pa
(
∂ϕ(x), ϕ(x), x
)) def
=
∂Pa
∂(∂νϕ)
∂2ν,µϕ+
∂Pa
∂ϕ
∂µϕ+ ∂µPa . (43)
When d > 1, we cannot get rid of the second derivatives of ϕ as easily as for d = 1 because (39) provides us with
only one substitution rule1: it is only when grouped into a Laplacian, that the substitution
∑d
µ=1 ∂
2
µϕ = vϕ can
1Without further information on V . In the non-generic case of a separable potential, there are in fact d independent substitution
rules. The substitution rules may also implement some symmetries if there are any, like in the case of integrable systems.
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be done. If we start looking for a JN from a generic a, grouping the second derivative in DµJ
µ
N into Laplacians
will eventually impose some relations on the (an)n. Following what we have explained in the previous section,
we will however systematically work up to a total derivative. We can also extend the factorisation in (i)d to
other functions ϕ and its derivative whose sign is fixed. Rather than ϕN , we still can apply the argument if we
manage to obtain
(i)′d Dµ
(
JµN
(
∂ϕ(x), ϕ(x), x, E
))
=
(
BN/2
(
∂ϕ(x), ϕ(x), x, E
))2
FN (x,E) . (44)
for even N where BN/2 is an homogeneous polynomial in (∂ϕ, ϕ) of degree N/2.
2.1 Attempt for N = 2
Let us tentatively start with
Jµ2 = g
µνρ
0 ∂ν ϕ∂ρϕ+ g
µν
1 ∂νϕ+ g
µ
2 (45)
where the g’s are smooth functions of ϕ, x and E. We will start with d functions of type g2, d
2 functions of
type g1 and d
2(d+ 1)/2 functions of type g0 such that, without loss of generality,
gµνρ0 = g
µρν
0 . (46)
All the terms in DµJ
µ
2 involving a second derivative in ϕ can be collected in
(2gµνρ0 ∂ρϕ+ g
µν
1 )∂
2
µνϕ . (47)
To construct a Laplacian, we must impose the parenthesis to be anti-symmetric when µ 6= ν :
gµνρ0 = −gνµρ0 (µ 6= ν) ; (48)
gµν1 = −gνµ1 (µ 6= ν) , (49)
and independent of µ when ν = µ, that is there are d functions hρ0 and one function h1 such that
gµµρ0 = h
ρ
0 (no summation on µ) (50)
and
gµµ1 = h1 (no summation on µ) . (51)
Combining (46) with (48) leads to gµνρ0 = g
µρν
0 = −gρµν0 = −gρνµ0 = gνρµ0 = gνµρ0 = −gµνρ0 and therefore gµνρ0 = 0
when (µ, ν, ρ) are pairwise distinct. Collecting in DµJ
µ
2 the cubic terms in ∂ϕ leads to
(∂ϕg
µνρ
0 ) ∂µϕ∂ν ϕ∂ρϕ = (∂ϕh
ρ
0) ∂ρϕ
d∑
µ=1
(∂µϕ)
2 . (52)
Therefore we will take
∂ϕh
ρ
0 = 0 . (53)
Quadratic terms in ∂ϕ appearing in DµJ
µ
2 are
(∂ρg
ρµν
0 + ∂ϕg
µν
1 ) ∂µϕ∂ν ϕ =
d∑
µ=1
d∑
ν=1
∂µh
ν
0 ∂µϕ∂ν ϕ+
d∑
µ=1
d∑
ν=1
ν 6=µ
∂νh
µ
0 ∂µϕ∂ν ϕ+
d∑
µ=1
[
(∂µϕ)
2(∂ϕh1 −
d∑
ν=1
ν 6=µ
∂νh
ν
0)
]
.
(54)
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Canceling each independent term requires
∂µh
ν
0 + ∂νh
µ
0 = 0 (µ 6= ν) (55)
and
∂µh
µ
0 −
d∑
ν=1
ν 6=µ
∂νh
ν
0 + ∂ϕh1 = 0 (no summation on µ) . (56)
The last equation appears as a linear system of d equations that can be rewritten with the help of the d × d
matrix 2 − Ad where (Ad)µ,ν = 1. Then, det(2 − Ad) = (−2)d−1(d − 2) and therefore when d 6= 2, it can be
inverted and leads to
∂µh
µ
0 =
1
d− 2 ∂ϕh1 (no summation on µ, d 6= 2) . (57)
Now hµ0 does not depend on ϕ, by (53), and then ∂ϕh1 neither, hence there exist two ϕ independent functions h˜1
and
˜˜
h1 such that
h1 = h˜1ϕ+
˜˜
h1 . (58)
The relation (57) implies (with now an implicit summation on µ)
h˜1 =
d− 2
d
∂µh
µ
0 . (59)
In the special case d = 2, (56) leads to
∂1h
1
0 = ∂2h
2
0 (60)
and
∂ϕh1 = 0 . (61)
Then we can keep (58) together with (59) even for d = 2.
Collecting all the previous relations we get
DµJ
µ
2 =
(
2hµ0∆d ϕ+ ∂ν g
νµ
1 + ∂ϕg
µ
2
)
∂µϕ+ h1∆d ϕ+ ∂µg
µ
2 (62)
where of course, we can use the substitution (39). Without loss of generality we can take gνµ1 = 0 for µ 6= ν by
possibly redefining
gµ2 (ϕ, x,E) 7→ gµ2 (ϕ, x,E) −
d∑
ν=1
ν 6=µ
∫ ϕ
0
∂ν g
νµ
1 (ϕ
′, x, E)dϕ′ (63)
since ∂µg
µ
2 7→ ∂µgµ2 −
∑d
ν=1
ν 6=µ
∫ ϕ
0 ∂µ∂νg
νµ
1 (ϕ
′, x, E)dϕ′ = ∂µg
µ
2 because the integrand cancels by (49). To cancel
the parenthesis in (62) we must take
∂ϕg
µ
2 = −∂µh1 − 2hµ0v ϕ (64)
The dependence in ϕ appears only through (58) and we can immediately integrate the last relation
gµ2 = −
(
1
2
∂µ h˜1 + h
µ
0v
)
ϕ2 − (∂µ ˜˜h1)ϕ+ g˜µ2 (65)
where g˜2 is ϕ-independent. With this expression, (62) becomes
DµJ
µ
2 = −ϕ2
[
1
2
∆dh˜1 − vh˜1 + ∂µ(vhµ0 )
]
− ϕ[∆d˜˜h1 − v˜˜h1] + ∂µg˜µ2 . (66)
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The last term is irrelevant because it is a total divergence and can be reabsorbed in the definition of Jµ2 . The
second term does not contribute also since by integration by part it can be converted to
˜˜
h1[∆d − v]ϕ which
vanishes. with the use of (59), the first term can be further simplified in order to keep hµ0 only.
To sum up, condition (i)d can be obtained for N = 2 with
F2 =
2− d
2d
∆d∂µh
µ
0 −
2
d
v ∂µh
µ
0 − hµ0∂µv (67)
with hµ0 being any d smooth functions such that
∂1h
1
0 = ∂2h
2
0 = · · · = ∂dhd0 ; (68a)
∂µh
ν
0 = −∂νhµ0 (µ 6= ν) . (68b)
Our freedom of choosing J2 has therefore being reduced first because eliminating the second derivatives of ϕ
through its Laplacian impose severe constraints and second because, as in the d = 1 case, many different initial
choices lead to the same F2; in others words the linear application from a to F has a non-zero kernel.
For d = 1, we have one test function h0 = g0 = a0 at our disposal but without any restriction on its
derivative and we can easily checked that, for d = 1, (67) is (3b).
For d = 2, we have F2 = −∂µ(vhµ0 ) and surprisingly (68) appears to be the Cauchy-Riemann conditions
for h10 + ih
2
0 to be analytic. Anyway, if we compute∫
S
F2 dxdy =
∫
∂S
v
( h1
0
h2
0
) · d~σ (69)
on a surface S ∈ R2 whose boundary ∂S coincide with the energy level V (x, y) = E, that is v = 0, the integrand
of the right hand side vanishes (d~σ is an infinitesimal 2d-vector normal to the curve ∂S pointing outwards say).
Therefore whatever choice we make for h0, for any energy E belonging to the image of V (where we know the
spectrum lies), F2 changes its sign and no information can be obtained further.
For d > 3, the constraints (68) are so strong that they limit the choice of h0’s to polynomials in x of
degree at most 3. Indeed all the third derivatives of h0 must cancel (up to equation (73) included, any pair of
distinct Greek letters denote any pair of distinct values of indices and no summation over repeated indices is
left implicit2). First,
∂2µνh
σ
0 = −∂2σνhµ0 = ∂2σµhν0 = −∂2νµhσ0 (70)
and therefore ∂2µνh
σ
0 = 0; then ∂
3
µνρh
σ
0 = 0
∂3µνρh
σ
0 = 0; ∂
3
µνρh
µ
0 = 0; ∂
3
µµνh
ρ
0 = 0. (71)
Furthermore,
∂3µµµh
ν
0 = −∂3µµνhµ0 = −∂3µρνhρ0 = 0 (72)
since for d ≥ 3 we can always find an index ρ distinct from both µ and ν; eventually we have
∂3µµµh
µ
0 = ∂
3
µµνh
ν
0 = −∂3µννhµ0 = −∂3ρννhρ0 = ∂3ρρνhν0 = ∂3ρρµhµ0 = −∂3ρµµhρ0 = −∂3µµµhµ0 (73)
and all these third derivatives actually vanish as well. Now h0(x) being a polynomial of degree at most two
in x, the constraints (68) on its coefficients leads to the general form
hµ0 (x) = h
µ
0 (0) + kx
µ +Aµνx
ν − 1
2
lµx2 + xµ l · x (74)
2I am grateful to Oleg Lisovyy[4] for providing the following arguments that concisely and rigourously proved my first guess of
(74).
12
where A is a d × d constant antisymmetric real matrix, k a real constant, l a real constant d-vector ; the
Cartesian product l · x = lµxµ is used. Then, from (67) we get:
F2(x,E, λ) = 4
(
E − V (x))(k + l · x) − (hµ0 (0) + kxµ +Aµνxν − 12 lµx2 + xµ l · x)∂µV (x) . (75)
Unlike what occurs for d = 1 where we are free to construct F2 from a whole set of test functions x 7→ a0(x),
for d ≥ 3 we are left with only (d2 + 3d+ 2)/2 free x-independent parameters, namely λ = (hµ0 (0), k, Aµν , lµ).
Now the boundaries of the gaps must belong to the solutions of (6). The linearity of F2 in λ simplify
considerably the computations. The conditions (6c) imply (6a) and are equivalent to
E = V (x) ; ∂xV = 0 . (76)
Condition (6b) is guaranteed if we choose for instance
hµ0 (0) = −kxµc +Aµνxν +
1
2
lµx2c + x
µ
c l· (77)
and condition (6d) is generically fulfilled.
Therefore, with our method, possible candidates for the gap boundaries are the critical points xc of V
which is not a surprise from a semi-classical point of view. With this method we cannot expect to find more
interesting and more relevant piece of information. Actually, some inequalities concerning the global spectrum
may be obtained if we are to maintain the sign of (75), specially once a specific V is given; but our ambition
was, as we have shown in [2] for d = 1, to obtain some local information in the very core of the spectrum.
3 Ending remarks
3.1 Simplified starting point
For N = 2 and any d we have shown directly that without loss of generality we could have started with no term
in ϕ in Jµ2 , that is with a current such that
∂ϕJ
µ
2
(
∂ϕ(x), ϕ(x), x, E
)
= 0 . (78)
Indeed, the hµ0 are ϕ independent, see (53), and we could have taken h˜1 = 0 with no consequence on the
result (67). For d = 1 and any N , we have proven this result through (19): we obtain all the possible FN ’s even
if we restrict our self to a = (a0, 0, · · · ). This result can be also obtained for any d and any N in another way.
First remark that if we start with JµN
(
∂ϕ(x), ϕ(x), x, E
)
the second derivatives in
DµJ
µ
N = ∂µJ
µ
N + ∂ϕJ
µ
N ∂µϕ+ ∂∂νϕJ
µ
N ∂µνϕ (79)
can be eliminated with the help of (39) if and only if
∂∂νϕJ
µ
N = Lδ
µ
ν +W
µ
ν (80)
where δ is the Kronecker symbol, W
(
∂ϕ(x), ϕ(x), x, E
)
an antisymmetric d×d matrix and L(∂ϕ(x), ϕ(x), x, E)
a function. Then after the substitution of (39), an integration by part can be made and we have
DµJ
µ
N = ∂µJ
µ
N + Lvϕ−Dµ(∂ϕJµN )ϕ+Dµ(∂ϕJµN ) . (81)
By computing Dµ(∂ϕJ
µ
N ) in the same way, and iterating the process up to infinity, we find that DµJ
µ
N can be
written like
DµJ
µ
N = vϕ
∞∑
n=0
(−ϕ)n
n!
∂nϕL+
∞∑
n=0
(−ϕ)n
n!
∂nϕ∂µJ
µ
N +Dµ
(
JµNϕ
∞∑
n=0
(−ϕ)n
n!
∂nϕJ
µ
N
)
; . (82)
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Up to a total derivative, starting from any JN , we therefore are always led to
Dµ
(
Π0J
µ
N
)
= vϕΠ0L+Π0∂µJ
µ
N (83)
where Π0 in the evaluation at ϕ = 0 that can be expressed as
Π0 =
∞∑
n=0
(−ϕ)n
n!
∂nϕ (84)
for any analytic function of ϕ. Therefore even if we start with a JN whose component takes the general form (40),
working up to divergence terms, we will be led to the same identity as if we had started with all the an such
that N(1 − d) + |n| > 0 being zero (this is consistent with (19)). In N = 2, all the g’s in (45) could have been
taken independent of ϕ from the very beginning.
3.2 Remark about condition (i)′
d
For d 6= 2 and N = 2, condition (i)′d with
B1 = b
µ
1∂µϕ+ b0ϕ (85)
where
(
b1 = (b
µ
1 )µ, b0
)
are d+1 smooth real functions of x, does not provide F2 explicitly but rather leads to a
linear differential equation for it. For instance, when d = 1 we get
1
2
b21F
′′
2 + (2b1b
′
1 − b1b0)F ′2 +
[
(b1b
′
1)
′ − vb21 − (b1b0)′ + b20
]
F2 =
1
2
a′′′0 − 2va′0 − v′a0 (86)
which reduces to (3b) when we make the simplest choice b0 = 1 and b1 = 0. For d ≥ 1, by reproducing the
same line of reasoning as in § 2.1, we get a second order linear partial differential equation for F2
1
2
(b1)
2∆dF2 +
(
2
d
b1 · ∂µb1 − bµ1 b0
)
∂µF2 +
[
1
2d
∆d(b1)
2 − 1
d
v(b1)
2 − ∂µ(bµ1 b0) + b20
]
F2
=
2− d
2d
∆d∂µh
µ
0 −
2
d
v ∂µh
µ
0 − hµ0∂µv . (87)
instead of (67) obtained for b0 = 1 and b1 = 0. The constraints on h
µ
0 now involve the b’s and are entangled
with F2:
∂1h
1
0 −
1
2
(b11)
2F2 = ∂2h
2
0 −
1
2
(b21)
2F2 = · · · = ∂dhd0 −
1
2
(bd1)
2F2 ; (88a)
∂µh
ν
0 + ∂νh
µ
0 = b
µ
1 b
ν
1F2 (µ 6= ν) . (88b)
For d ≥ 1, the only way to get rid of F2 from (88a) is to take bµ1 independent of µ, and eventually b1 = 0 if we
want (88b) not to involve F2 either. Then, since F2 and b
2
0F2 have the same sign, (87) take us back to (67) that
is to case (i)d where b0 = 1.
Even for d = 1 and a specific v, I did not exploit further these possibilities, but the choice of b’s for which (86)
can be solved explicitly is rather limited (not to speak of the control of the sign of its solutions). In any case of
course, we ought to work with simpler differential equations than the Schro¨dinger equation itself !
3.3 Attempt for d = 2,N = 4
The second remark concerns an attempt to obtain (i)d for d = 2 and N = 4. Using the same ideas as in the
case N = 2 and with
Jµ4 =
4∑
n=0
gµ4−m,m (∂1ϕ)
4−n (∂2ϕ)
n (89)
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with, according to the last remark, taking g as ϕ-independent. The constraints (80) imposed by the elimination
of the second derivatives of ϕ in DµJ
µ
4 lead to two independent functions instead of the ten g’s. But if we go
further to eliminate the cubic terms in ∂ϕ, these functions must vanish identically and no non zero g can be
found this way. Extending (i)d to (i)
′
d with
B2 = b20 (∂1ϕ)
2 + b11 ∂1ϕ∂2 ϕ+ b02 (∂2ϕ)
2 + b10 ϕ∂1ϕ+ b01 ϕ∂2ϕ+ b00ϕ
2 (90)
where the b’s are smooth function of x, leads to the same conclusion.
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