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Abstract
This paper provides a methodology for combining forecasts based on several
discrete choice models. This is achieved primarily by combining one-step-ahead
probability forecast associated with each model. The paper applies well-established
scoring rules for qualitative response models in the context of forecast combination.
Log-scores and quadratic-scores are both used to evaluate the forecasting accuracy
of each model and to combine the probability forecasts. In addition to producing
point forecasts, the effect of sampling variation is also assessed. This methodology
is applied to forecast the US Federal Open Market Committee (FOMC) decisions
in changing the federal funds target rate. Several of the economic fundamentals
influencing the FOMC decisions are nonstationary over time and are modelled in a
similar fashion to Hu and Phillips (2004a, JoE). The empirical results show that com-
bining forecasted probabilities using scores mostly outperforms both equal weight
combination and forecasts based on multivariate models.
Key words: Forecast combination; Probability forecast; Discrete choice models; Mon-
etary policy decisions.
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1 Introduction
In the US, the Federal Open Market Committee (FOMC) of the Federal Reserve Board
is the body that conducts monetary policy interventions such as open market operations
and setting the target for the Federal funds interest rate. The Federal funds rate is
altered in a discrete way, both in timing and in magnitude. For market participants,
watching monetary policy decisions is important for their investment choices. Tradi-
tionally, however, the literature on monetary economics has focused on estimating a
continuous optimal interest rate relevant for policy making. Typically, the optimal rate
(r∗t ) is not directly observable and is often determined by both the deviations of ac-
tual inflation from target inflation (pit − pi∗) and of actual output from potential output
(yt − y∗t ). This is written as follows
r∗t = α+ β(pit − pi∗) + γ(yt − y∗t )
and is referred to as the Taylor’s (1993) policy rule.
The process of determining the optimal rate is yet intertwined with the discrete policy
making process. Consequently, discrete choice models are well suited to model both the
dynamics of the FOMC’s intervention decisions and a continuous optimal interest rate.
These models take into account (1) the discrete timing of the rate change and (2) the
discrete amounts by which the rate changes. A recent literature links macroeconomic and
financial information to the empirical behaviour of the Federal Reserve (Fed) to forecast
changes in the target rate. Hamilton and Jorda (2002) proposes a new autoregressive
conditional hazard model to produce dynamic forecasts of the probability of a Federal
funds rate target change. Hu and Phillips (2004a) applies econometric techniques from
Hu and Phillips (2004b) to predict the timing and direction of the Fed’s interventions
using nonstationary time-series. Kim et al. (2009) furthers Hu and Phillips (2004a) with
several alternative models, an improved dataset and by producing out-of-sample forecasts
rather than in-sample forecasts. In a recent article, Kauppi (2010) uses dynamic time
series multinomial models to predict the direction of the Fed’s fund target rate. This
application, however, uses a selected set of stationary variables.
This paper suggests combining multiple forecasts from discrete choice models for the
FOMC decisions on the target rate instead of relying on one specific model. The main
advantage of combining forecast is to improve forecast accuracy, as first shown by Bates
and Granger (1969). There are several other advantages to forecast combination; for
example it allows to deal with a larger number of variables than a univariate model or it
may be more robust to potential breaks in trends and intercepts. Timmermann (2006)
provides a thorough overview of the sizeable forecast combination literature.
First, since there is limited support for combining discrete outcomes, this paper con-
siders combining probability forecasts estimated from the probability mass function as-
sociated with the one-period-ahead value of random variables. Furthermore, it is shown
that probability forecasts from combining discrete choice models instead of combining
probability forecasts from discrete choice models, do not yield a discrete choice model
with tractable properties. Combination of probability forecasts has already been used in
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the context of aggregating probability distributions of expert opinions, as discussed in
Genest and Zidek (1986) and Clemen and Winkler (1999). On the methodological side,
Kamstra and Kennedy (1998) and Clements and Harvey (2009) among others, investi-
gate different techniques for combining probability forecasts as well as their properties.
Second, the paper proposes to use of log and quadratic scoring rules introduced by Brier
(1950) and Good (1952), both to evaluate forecasting accuracy of models and to con-
struct adaptive weights for combination. The paper shows that forecast combination
achieves greater accuracy in terms of scoring rules. Although probability scoring rules
have been applied in the economics and finance literature, for example by Diebold and
Rudebusch (1989), Ghysels (1993) and Anderson and Vahid (2001), it has not been em-
ployed as a way to combine probability forecasts. Third, the proposed methodology is
implemented empirically in forecasting the Fed decisions to change the target rate. The
empirical exercise illustrates well that combining probability forecasts improve out-of-
sample forecast performance especially when they are combined using weights based on
either log or quadratic scoring rules. These results utilise the data and models used
by Hu and Phillips (2004a) as a benchmark. The effect of sampling variation around
probability forecasts are also assessed through simulations, which follows to some extend
the work by McCabe et al. (2011).
The rest of the paper is organised as follows. Section 2 sets out the discrete choice
model. Forecast combination methodology is discussed in Section 3. Baseline results and
robustness checks are provided in Section 4. Section 5 discusses the assessment of the
effect of sampling variation associated with probability forecasts. Concluding remarks
are presented in Section 6.
2 Forecasting policy decisions
One of the early attempt to model the discrete nature of target funds rate changes is
pioneered by Dueker (1999). Dueker (1999) uses a conditional ordered probit model to
estimate the dynamics of the federal funds target rate changes using stationary data.
In a similar line of research to Dueker (1999), Hamilton and Jorda (2002) combines
the autoregressive conditional hazard model with the ordered probit model to answer
whether the Fed will change their rate and also by how much it will change if the
Fed changes it. In a recent paper, Monokroussos (2011) extends the framework by
Hamilton and Jorda (2002) and Dueker (1999) by estimating a forward-looking, dynamic
ordered multinomial probit reaction function for the Federal Reserve that accounts for
the observed discreteness in the target series. Hu and Phillips (2004a) models the timing
and direction of interventions and provide an estimate of the optimal policy rate, using a
triple choice approach and allowing for non-stationary data. Kim et al. (2009) criticises
Hu and Phillips (2004a) in two main respects. First, they use general-to-specific approach
to select the model. This is strictly empirical and does not perform well on expanded
sample. Second, only within-sample prediction are considered and not not out-of-sample
as Hu and Phillips (2004a) explains the behaviour of the FMOC, but do not really
forecast it. Both Kim et al. (2009) and Kauppi (2010) produce out-of-sample forecast
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of the Fed decisions about the target rate. This paper investigates forecast combination
using the data and models of Dueker (1999), Hu and Phillips (2004a) and Kim et al.
(2009) to produce both in-sample and out-of-sample forecasts.
2.1 A triple choice model
Following Dueker (1999), the model is
r∗t+1 = x
′
tβ − ut+1 (1)
y∗t+1 = r
∗
t+1 − rt (2)
where both y∗t+1 and r
∗
t+1 are unobservable, xt is a K×1 vector of observable information
relevant to the forecast and β is a K × 1 vector of parameters. ut+1 is an iid error with
distribution function Φ. If Φ(·) is the normal (or logistic) distribution with mean zero
and variance σ2, then the model is the usual ordered probit (or logit). r∗t+1 is the optimal
policy rate and it is assumed to exist. rt is the federal funds target rate set by the FOMC
in its last meeting. Fed decisions about the target interest rate are classified into three
categories: “cut”, “no change” or “hike” the interest rate. Hence,
yt+1 =


−1 if y∗t+1 < µ1
0 if µ1 ≤ y∗t+1 ≤ µ2
1 if y∗t+1 > µ2
(3)
is the observed decisions by the Feds. For example, if the difference between the opti-
mal policy rate (r∗t+1) and the actual federal funds target rate (rt) is greater than the
threshold µ2 then the model would predict a rate hike (yt+1 = 1). This divergence would
need to be substantial to result in a change in the target rate as policy actions are often
costly.
In the discrete choice model with error distribution Φ, the probability distribution
of yt+1, Pr(yt+1 = j), depends on (xt;θ) with θ = (β
′, µ1, µ2, σ
2)′. For simplicity, it is
denoted as Pj(xt;θ), and is given by
P−1(xt;θ) =1− Φ(x′tβ − rt − µ1)
P0(xt;θ) =Φ(x
′
tβ − rt − µ1)− Φ(x′tβ − rt − µ2) (4)
P1(xt;θ) =Φ(x
′
tβ − rt − µ2)
Hu and Phillips (2004a) defines an indicator function, Λ(t, j), as follows
Λ(t, j) = Πl∈S\{j}
(yt+1 − l)
(j − l)
where S = {0, 1, . . . , J} and Λ(t, j) = 1 when {yt+1 = j}. Specifically, for the three
possible states j = −1, 0, 1
Λ(t,−1) =yt+1(yt+1 − 1)
2
Λ(t, 0) =1− y2t
Λ(t, 1) =
yt+1(yt+1 + 1)
2
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The log-likelihood for the sample t = 1, . . . , T is
logLT (θ) =
T∑
t=1
J∑
j=0
Λ(t, j) log Pj(xt;θ) (5)
Maximising the above log-likelihood for the multiple choice model yields estimates of
θ = (β′, µ1, µ2, σ
2)′. In this paper, the error distribution Φ is specified as a probit
following Hu and Phillips (2004a) and Kim et al. (2009). Furthermore, some of the
aggregate macroeconomic time series used as covariates (xt) in model (1) by the above
mentioned authors, are found to be nonstationary. The same holds for the dataset used
in this paper (See section 4 for details). As shown in Hu and Phillips (2004b), standard
methods for statistical inference are invalid asymptotically when the estimation process
involves integrated processes xt.
2.2 Nonstationary data series
Conventional asymptotic theory does not hold for probit or logit regression when vari-
ables are non-stationary. Park and Phillips (2000) shows that in the case of binary
choice models with nonstationary explanatory variables, a string of similar decisions
(same proportion of unit choices) converges to a random variables that follows an arc
sine law with probability density 1/(pi
√
y(1− y)). Park and Phillips also shows that
the maximum likelihood estimator is consistent, but it has a dual rate of convergence.
Hu and Phillips (2004a, 2004b) and Phillips et al. (2007) extend the results obtained
from Park and Phillips (2000) to polychotomous choice models with parametric thresh-
olds determining the choices. These papers propose an expanded range of arc sine laws
which allows for diverse distributional shape that permits broken consecutive sequences
of similar decisions. The maximum likelihood estimator is also convergent but has either
single or dual rate of convergence depending on whether there are only nonstationary
variables or a mix of stationary and nonstationary variables in the system.
If the vector xt contains integrated processes, then the thresholds are sample size
dependent. Hu and Phillips (2004b) scale thresholds by the sample size such that they
have the same order of magnitude as the latent variable (y∗t+1) when the information set
contains integrated time-series, as such
µiT =
√
Tµi i = 1, 2
Such correction for nonstationarity is not primordial insofar as forecasting accuracy
is concerned. It is, however, important when estimating thresholds and conducting
statistical inference.
3 Forecast combination
Although Hu and Phillips (2004b) provide a way to conduct statistical inference with
nonstationary covariates, the framework still requires to go through model selection. An
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alternative approach that gained popularity in the forecasting context, is forecast com-
bination. Forecast combination provides a way to improve forecast accuracy. Another
advantage of combination is that it allows to deal with a larger number of variables than
a multivariate model. Finally, it may be more robust to potential breaks in trends and
intercepts.
There is an extensive literature on combining models or forecasts. Bates and Granger
(1969) show how forecast combination reduces the variance of forecasts. Since then a
large literature has developed. Bayesian model averaging (Lancaster, 2004, p. 101) has
gained popularity due to its natural interpretation and good performance in practice
(see Raftery et al. (1997), and Hoeting et al. (1999) for example). Recently, important
specific issues in forecast combination have been investigated such as Hendry and Hubrich
(2011), Pesaran and Pick (2010) and Capistra´n and Timmermann (2009). Timmermann
(2006) provide an extensive survey of the literature and list the advantages one can
expect from pooling forecasts. Other useful surveys are provided by Clemen (1989),
Diebold and Lopez (1996) and Hendry and Clements (2004).
The classical way of combining two forecasts, say zˆt+1 = (zˆ
(1)
t+1, zˆ
(2)
t+1), for some arbi-
trary weight α as introduced by Bates and Granger (1969)
zˆ
(c)
t+1 = αzˆ
(1)
t+1 + (1− α)zˆ(2)t+1 (6)
will not work the case when z
(i)
t+1 is binary, for i = 1, 2. In model (1) - (3), the combi-
nation problem can be reduced to combining the implied continuous variables, r∗t+1 or
Pj(xt;θ). As generalised in Timmermann (2006), the aggregator that solves the combi-
nation problem maps N × 1 vector of forecast zˆt+1 ∈ RN to a c × 1 summary measure
C(zˆt+1;ωc) ∈ Rc ⊂ RN with c < N . ωc are the combination parameters of dimension
less or equal to N . If that summary measure C(zˆt+1;ωc) ∈ R1, then it is a combined
point forecast.
The N × 1 vector rˆ∗t+1 containing N one-step ahead forecasts of the optimal policy
rate can be simply combined as such
C
(
rˆ∗t+1;ωc
)
=
1
N
N∑
i=1
rˆ
∗(i)
t+1, i = 1, . . . , N
assuming equal weights, ωc = (
1
N
, . . . , 1
N
), for simplification and with rˆ
∗(c)
t+1 = C
(
rˆ∗t+1;ωc
) ∈
R
1. Hence, the combined point forecast (rˆ
∗(c)
t+1 ) implies that equation (2) is now
yˆ
∗(c)
t+1 = rˆ
∗(c)
t+1 − rt
As discussed in section 2.1, thresholds (µ1, µ2) are required to predict the FOMC de-
cisions about the target interest rate. These thresholds cannot be recovered in this
combined case, however, as they are nonlinear functions in each model. Even if the
thresholds for the combined model were known and fixed, the probabilities of the com-
bination could lie outside the interval given by the individual models.
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Proposition 1. A simple combination of ordered probit models does not yield an ordered
probit model with tractable properties.
Proof: See Appendix A.
Corollary 1. Proposition 1 also holds for any other monotonic function, such as a
Logistic function for example.
Proposition 1 can be illustrated in the following simplified example. Suppose that
two competing simple probit models for y∗t+1 are given by
y∗t+1 = x
′
tβ + εt+1 εt+1 ∼ N(0, 1) (7)
y∗t+1 = z
′
tγ + ξt+1 ξt+1 ∼ N(0, 1) (8)
and
yt+1 =
{
1 if y∗t+1 ≥ 0
0 if y∗t+1 < 0
with Pr(yt = 1) = Φ(x
′
tβ) from model (7) and Pr(yt = 1) = Φ(z
′
tγ) from model (8).
Hence, it is possible to combine the two models with weights α and 1− α
y
∗(c)
t+1 = α(x
′
tβ + εt+1) + (1− α)(z′tγ + ξt+1) (9)
where α ∈ [0, 1]. Both weights need to be normalised so that the combined error terms
has unit variance. When the weights are normalised, the actual combination can lie
outside of the interval given by the individual models as shown in figure 1. The details
are available in the proof of proposition 1 (see Appendix A).
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.2
0.4
0.6
0.8
1
1.2
x′β
z′γ
α∗
Figure 1: Normalised combination of two probit models. Solid lines (—) correspond to the
individual probit models, the dashed line (- -) is their weighted combination as a function of
α ∈ [0, 1]. [0, α∗] is the interval where the combination is bigger than the maximum of the two
models.
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3.1 Combining probability forecasts
Combining probability forecasts provides an intuitive and trivial alternative overcoming
the limitations exposed in proposition 1. Although the idea of combining probabilities
is not new, the literature has typically focused on specialised issues such as aggregat-
ing probability forecasts from expert opinions. Genest and Zidek (1986) addresses the
problem of aggregating expert opinions which have been expressed in some numerical
form in order to reflect individual uncertainty vis-a-vis a quantity of interest. Clemen
and Winkler (1999) and Genest and Zidek (1986) focus on methods of aggregation with
desirable properties rather than accuracy.
Kamstra and Kennedy (1998) concentrates on how to combine individual probability
forecasts and/or qualitative forecast, in a computationally attractive manner, through
use of logit regression. Kamstra and Kennedy (1998) method encompasses the technique
developed by Feather and Kaylen (1989) as a special case. Clements and Harvey (2009)
expands the research started by Kamstra and Kennedy (1998) and studies different
methods for combining probability forecasts in an optimal manner and the properties of
various combination for various data generating processes. The authors argue that the
optimal form of combination is unknown as the data generating process of the forecasts
and the event being forecast is not known.
In the current setting, at every time period t each model i (i ∈ {1, . . . , N}) produces
a probability forecast P
(i)
j,t+1(x
(i)
t ;θ
(i)) for each state j = −1, 0, 1. Hence, the combined
one-step ahead probability forecast, Pˆ
(c)
t+1, simply follows from
Pˆ
(c)
t+1 =
N∑
i=1
ωi Pˆ
(i)
t+1(x
(i)
t ; θˆ
(i))
where Pˆ
(i)
t+1 =
(
Pˆ
(i)
−1, Pˆ
(i)
0 , Pˆ
(i)
−1
)′
is a 3 × 1 vector with θˆ(i) as the parameter vector for
the ith model. ωi is a scalar that weights model i. An obvious candidate for ωi is the
simple average, i.e ωi =
1
N
. Section 3.3 discusses an optimal way of combining these
probability forecasts based on scoring rules as an alternative to the simple average. The
next section considers how the forecast accuracy of each model can be assessed.
3.2 Evaluating forecast accuracy with scoring rules
The forecast accuracy can be gauge with scoring rules such as log-score and quadratic
score rules. This provides a cleaner way of assessing forecast accuracy rather than
matrices counting the amount of correct and incorrect predictions against the actual
outcome (for example see table 2 later). Probability scoring rules have been used in the
economics and finance literature to evaluate business-cycle turning point and probability
forecasts of such turning points (see Diebold and Rudebusch (1989), Ghysels (1993) and
Anderson and Vahid (2001) for example). It has also been used to measure statistical
accuracy of probability forecasts (see Dawid (1986), Winkler (1993), Winkler (1996),
Murphy and Daan (1985)).
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Consider the current setting in which a model produces three one-step ahead proba-
bility forecasts for each state, namely
(
Pˆ−1, Pˆ0, Pˆ1
)
. If state j happens, then the log-score
is given by
Sl = log(Pˆj)
similarly to Ng et al. (2010). Alternatively, forecast accuracy can be assessed with a
quadratic-score rule as follows
Sq = 2Pˆj − (Pˆ 2−1 + Pˆ 20 + Pˆ 21 )
Unlike the log-score rule, the quadratic-score rule proportionately penalises for assigning
non-zero probabilities to state(s) that did not occur. Brier (1950) and Good (1952) are
the earliest introduction of scoring rules. Lastly, note that when conducting multiple
one-step ahead forecasts for each model i over the period (τ1, τ2), the logarithmic or
quadratic scores are averaged over the number of forecasted periods
S¯qi =
1
τ2 − τ1
τ2∑
t=τ1+1
Sqit, S¯
l
i =
1
τ2 − τ1
τ2∑
t=τ1+1
Slit
where Sqit, S
l
it are the quadratic- and log-score obtained for model i at time t.
3.3 Score based weights
Instead of combining forecasts with a simple average, combination can be derived from
each model’s forecasting performance. This paper proposes two intuitive symmetric
weighting methods constructed from scoring rules, both log-score and quadratic-score
rules.
Definition 1. The score based weights are defined as
ωqi =
S¯qi∑N
i=1 S¯
q
i
, ωli =
1/|S¯li |∑N
i=1 1/|S¯li |
i = 1, . . . , N
where ωqi , ω
l
i are the weight for forecast i based on the average quadratic- (S¯
q
i ) and
log-score (S¯li) respectively.
The 1/| · | in log-score weights (ωli) is constructed as such because the log-scoring
rule returns negative values. From the definition, it is clear that the highest the scoring
rule for a forecasting model, the higher the weight given to its one-step ahead forecast.
Furthermore, the composition of the weights changes over time as the scores are aver-
aged. Example 1 demonstrates how the weights are computed in the simple case of two
probability forecasts:
Example 1. If S¯1 > S¯2 > 0, then ω1 > ω2, such that
ω1 =
S¯1
S¯1 + S¯2
, ω2 =
S¯2
S¯1 + S¯2
.
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Alternatively, if S¯2 < S¯1 < 0, then
ω1 =
|S¯2|
|S¯1|+ |S¯2|
, ω2 =
|S¯1|
|S¯1|+ |S¯2|
setting ω1 + ω2 = 1 and with ω1, ω2 ≥ 0.
Example 2 exposes numerically what the weights imply:
Example 2. If the quadratic scoring rule for model 1 and 2 are S¯q1 = 0.4 and S¯
q
2 = 0.2
respectively, then ω1 ≈ .67, whereas ω2 ≈ .33. Model 1’s probability forecast will be given
67% of the weight when combined.
Note that in some rare occasions Sqi < 0, as shown in example 3.
Example 3. If Pj = P and Pi =
1−P
2 , then the quadratic score is S
q = 2P − P 2 −
2
(
1−P
2
)
. Sq is negative if P < 0.1835.
In other words, if a very small probability is assigned to the state that actually
occurred, it would imply that the model’s forecast is inaccurate and should receive little
consideration. In such case, the value of ωqi is set to zero for computational convenience
(ωqi = 0).
4 Results
4.1 Estimation and in-sample forecast
Hu and Phillips (2004a) analyses the persistence and possible asymmetry in Feds decision
making as well as exploring how well macro variables help explaining the timing and
direction of these decisions. Hu and Phillips (2004a) provides a model that explains the
FOMC behaviour within the sample used, but do not provide evidence of how well it
forecasts FOMC behaviour out-of-sample. This section replicates the in-sample forecast
obtained by Hu and Phillips (2004a) using the same dataset but over an extended sample
period. The out-of-sample forecast are presented in the next sub-section.
The results are compared for three sample periods: January 1994 to December 2001
(64 FOMC meetings), January 1994 to December 2008 (120 FOMC meetings) and Jan-
uary 1994 to April 2010 (133 FOMC meetings).1 The first sample period is the original
period analysed by Hu and Phillips (2004a), whereas the two other samples extend the
first. Moreover, the second and third samples are differentiated because the FOMC in-
troduced target bands rather than basis point target from January 2009 following the
global financial crisis in 2008. The dataset used in Hu and Phillips (2004a) contains 10
monthly macroeconomic variables and their selected model contains 4 out of those 10
1The FOMC meets eight times a year to discuss open market operations, including to set the new
targets for the federal funds rate. The FOMCs decisions about the target rate usually occurs on pre-
scheduled meeting day and its adjustment is usually in magnitude of multiples of 25 basis points.
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variables, namely: initial claim for unemployment, annual growth of M2, Consumer Con-
fidence, annual growth of manufacturers’ new orders (See Appendix B for details). The
tests for nonstationarity were conducted on the dataset and the results are consistent
with Hu and Phillips (2004a). The test results are available upon request.
Table 1: Estimation for 3 sample periods
Variable Estimator Std.
1994-2001
M2 -0.2635 0.0905
Unemployment claim -0.0158 0.0070
Consumer Confidence 0.0374 0.0133
New orders 0.0576 0.0284
µ1T -0.0097 0.0043
µ2T 0.0112 0.0042
1994-2008
M2 -0.3336 0.0998
Unemployment claim -0.0147 0.0046
Consumer Confidence 0.0433 0.0094
New orders 0.0703 0.0309
µ1T -0.0160 0.0023
µ2T 0.0129 0.0023
1994-2010
M2 -0.3438 0.0921
Unemployment claim -0.0042 0.0033
Consumer Confidence 0.0519 0.0085
New orders 0.0299 0.0220
µ1T -0.0160 0.0018
µ2T 0.0132 0.0018
Notes: Hu and Phillips (2004a) selected four-variables model is estimated for 3 different sample periods.
µiT =
√
Tµi are the scaled thresholds by the sample size T for i = 1, 2.
Table 1 shows the estimates of Hu and Phillips (2004a) model for the three sample
periods.2 Although the magnitude of the coefficients changes slightly from sample to
sample, the sign of the coefficients remain the same. Furthermore, thresholds estimate
are relatively comparable across samples both in signs and magnitude. Table 2 reports
the number of correct and incorrect predictions. Overall correct predictions decline as
the sample size is extended. This is not unexpected as Hu and Phillips (2004a) model
is selected to fit best the first sample period.
Hu and Phillips’s 4 variables model gets the highest quadratic- and log-scores when
forecasting within the sample period of 1994 - 2001 (see table 3). On the other hand,
the multivariate model using all 10 variables fits the data best in the extended sample
2The authors would like to acknowledge Ling Hu and Peter Phillips for sharing their Matlab code.
All empirical work and simulations were executed using Matlab R2010b. The computer code is available
upon request.
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Table 2: Predicted vs. actual decisions
1994-2001
Predicted|Actual Cut No change Hike
Cut 10 4 0
No Change 3 33 6
Hike 0 2 6
Correct prediction (%) 76.9 84.6 50
Overall correct prediction (%) 76.5
1994-2008
Predicted|Actual Cut No change Hike
Cut 9 4 0
No Change 13 60 13
Hike 0 5 16
Correct prediction (%) 40.9 86.9 55.1
Overall correct prediction (%) 70.8
1994-2010
Predicted|Actual Cut No change Hike
Cut 4 6 0
No Change 19 67 17
Hike 0 8 12
Correct prediction (%) 21.1 82.7 41.4
Overall correct prediction (%) 62.4
Notes: The diagonals for each model and time period records the number of correct in-sample predictions
of the Feds decisions on the interest rate. The predicted decisions are constructed following equation
(3). The model used contains 4 variables selected by Hu and Phillips (2004a) including initial claim
for unemployment, annual growth of M2, Consumer Confidence, annual growth of manufacturers’ new
orders (Appendix B describes the data).
period 1994 - 2010. The multivariate model out-performs forecast combination models in
terms of log and quadratic scores in all sample periods. The forecast combination models
aggregate forecasts of univariate models, featuring the variables from the dataset, with
equal weights.
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Table 3: In-Sample Fits
1994-2001 1994-2008 1994-2010
Models|Scores Log Quadratic Log Quadratic Log Quadratic
Multivariable Models & Forecast Combinations
Multivariable (10 var) -0.50 0.71 -0.70 0.58 -0.77 0.52
Multivariable (4 var) -0.46 0.70 -0.64 0.59 -0.80 0.49
Equal weights (10 var) -0.75 0.56 -0.87 0.47 -0.91 0.44
Equal weights (4 var) -0.70 0.58 -0.78 0.53 -0.82 0.50
Univariate Models
M2 -0.91 0.47 -0.93 0.45 -0.96 0.43
Unemployment claim -0.65 0.61 -0.76 0.55 -0.83 0.49
Consumer Confidence -1.22 0.37 -1.12 0.33 -1.05 0.38
New orders -0.70 0.60 -0.78 0.53 -0.82 0.50
Total Capacity Util. -0.86 0.51 -0.86 0.48 -0.84 0.50
Unemployment rate -1.13 0.42 -1.10 0.36 -1.01 0.41
NAPM -0.73 0.53 -0.94 0.45 -0.98 0.40
Average Working Hrs -0.86 0.48 -1.04 0.38 -1.28 0.23
Industrial Prod. -1.27 0.39 -1.20 0.30 -1.21 0.28
Core CPI -1.44 0.31 -1.35 0.24 -1.33 0.24
Notes: The numbers in the table are the log and quadratic scoring rules as introduced in section 3.2.
Multivariable (10 var) is a model with all 10 regressors. Multivariable (4 var) is the model selected
by Hu and Phillips (2004a) containing initial claim for unemployment, annual growth of M2, Consumer
Confidence, annual growth of manufacturers’ new orders (Appendix B describes the data). Equal weights
(10 var) combines the probability forecast of 10 univariate models featuring all 10 variables. Equal
weights (4 var) combines 4 univariate models for the same 4 variables as in Multivariable (4 var). The
best performing models in each subcategory are shaded.
4.2 Out-of-sample forecast
The out-of-sample forecast is conducted using a recursive forecasting scenario. The
sample periods used for the out-of-sample forecasts are the same as in the previous sub-
section 4.1. The sample, however, is cut in half such that the estimation sample spans
over {1, . . . , ⌊T/2⌋} and the one-step-ahead forecast runs in the sample spanning over
{⌊T/2⌋ + 1, . . . , T}.3 Once a month is forecasted, the estimation window is increased
by adding an observation to the sample, and so on until the end of the sample. Out-
of-sample forecasting ability is evaluated for two multivariate models (with 4 and 10
variables) and six combination models: equal weights combination, log weights combi-
nation and quadratic weight combination (with 4 and 10 variables).
The out-of-sample forecast results are presented in Table 4. Both scoring rules in-
dicate that the quadratic score weighted combination outperforms all other models for
most time periods, whether combined or composed of multiple variables. For the period
from 1994 to 2001, however, the log score and quadratic score are in disaccord. The
former favours the quadratic score weighted combination whereas the latter picks the
3⌊·⌋ is a floor function for integer round up.
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4 variables model. Two predictors, annual growth for manufacturer’s new orders and
initial claims for unemployment insurance, appear to have higher scores than the rest
across the different time sample. These two predictors are among the 4 variables selected
by Hu and Phillips (2004a). Note that the negative quadratic scores are set to zero when
computing the combination weights based on quadratic scoring rules.
Table 4: Out-of-Sample Forecasts (Recursive Forecasts)
1994-2001 1994-2008 1994-2010
Models|Scores Log Quadratic Log Quadratic Log Quadratic
Baseline of no change - 0 - 0 - 0.19
Multivariate Models & Forecast Combinations
Multivariate (10 var) -1.43 0.46 -1.36 0.34 -1.79 0.22
Multivariate (4 var) -1.00 0.57 -0.95 0.47 -1.40 0.33
Equal weights (10 var) -1.23 0.29 -1.09 0.32 -1.02 0.36
Equal weights (4 var) -1.00 0.40 -0.88 0.45 -0.86 0.46
Log weights (10 var) -1.19 0.31 -0.88 0.46 -0.93 0.43
Log weights (4 var) -1.00 0.39 -0.79 0.51 -0.83 0.48
Quadratic weights (10 var) -1.18 0.31 -0.81 0.50 -0.87 0.46
Quadratic weights (4 var) -0.99 0.40 -0.78 0.52 -0.83 0.48
Univariate Models
M2 -1.31 0.27 -1.04 0.37 -1.04 0.36
Unemployment claim -1.09 0.40 -0.90 0.50 -1.10 0.44
Consumer Confidence -2.22 0.18 -1.79 0.13 -1.12 0.33
New orders -0.83 0.51 -0.84 0.48 -0.93 0.40
Total Capacity Util. -1.82 0.09 -1.05 0.36 -0.93 0.43
Unemployment rate -2.40 0.12 -1.71 0.13 -1.26 0.25
NAPM -1.34 0.23 -1.73 0.17 -1.68 0.15
Average Working Hrs -2.86 0.06 -2.51 -0.07 -1.73 0.07
Industrial Prod. -2.83 0.12 -2.20 -0.02 -1.62 -0.01
Core CPI -2.77 0.08 -2.02 0.05 -1.50 0.10
Notes: The numbers in the table are the log and quadratic scoring rules as introduced in section 3.2.
Baseline of no change model corresponds to predicting no changes in the interest rate throughout the
forecasting sample. Multivariable (10 var) is a model with all 10 regressors. Multivariable (4 var) is the
model selected by Hu and Phillips (2004a) containing initial claim for unemployment, annual growth
of M2, Consumer Confidence, annual growth of manufacturers’ new orders (Appendix B describes the
data). Equal weights (10 var) combines the probability forecasts of 10 univariate models featuring
all 10 variables. Equal weights (4 var) combines 4 univariate models for the same 4 variables as in
Multivariable (4 var). Log weights and Quadratic weights with 10 and 4 variables refer to the models
combining probability forecasts following definition 1 in section 3.2. The best performing models in each
subcategory are shaded.
For the purpose of comparison, the predicted vs. actual decisions matrices as pre-
sented earlier in table 2 are recovered for the out-of-sample forecasts. The probabilities
can be ranked according to their magnitude since the estimated thresholds are unavail-
able for the forecast combinations. The proposed rule is as follows
Definition 2. yˆj = argmaxj Pˆ
(i)
j , for j = −1, 0, 1 and for i = 1, . . . , N . The largest
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probability determines the forecasted decision.
Example 4. If Pˆ
(i)
−1 > Pˆ
(i)
0 and Pˆ
(i)
−1 > Pˆ
(i)
1 , then the forecasted decision is −1 or an
interest rate cut.
The matrices following this rule are presented in Table 5. Only the quadratic score
weighted combination models using 4 variables are compared to the 4 variables model,
since it has the best forecasting performance according to scoring rules. It is also in-
teresting to note that ranking the probabilities produce the same forecasts as using the
thresholds for the 4 and 11 variable models.
Table 5: Predicted vs. actual decisions
1994-2001
Combination (4 var) Multivariable (4 var)
Predicted|Actual Cut No Change Hike Cut No Change Hike
Cut 5 0 0 7 1 0
No Change 5 16 6 3 15 5
Hike 0 0 0 0 0 1
Correct prediction (%) 50.0 100.0 0.0 70.0 93.8 16.7
Overall correct prediction (%) 65.6 71.9
1994-2008
Combination (4 var) Multivariable (4 var)
Predicted|Actual Cut No Change Hike Cut No Change Hike
Cut 4 5 0 5 5 0
No Change 9 20 1 8 21 3
Hike 0 5 16 0 4 14
Correct prediction (%) 30.8 66.7 94.1 38.5 70.0 82.4
Overall correct prediction (%) 66.7 66.7
1994-2010
Combination (4 var) Multivariable (4 var)
Predicted|Actual Cut No Change Hike Cut No Change Hike
Cut 2 8 0 2 9 0
No Change 8 22 1 8 23 3
Hike 0 10 16 0 8 14
Correct prediction (%) 20 55 94.1 20.0 57.5 82.4
Overall correct prediction (%) 59.7 58.2
Notes: The diagonals for each model and time period records the number of correct out-of-sample
predictions of the Feds decisions on the interest rate. The predicted decisions are constructed following
definition 2. Multivariable (4 var) is the model featuring the 4 variables selected by Hu and Phillips
(2004a) including initial claim for unemployment, annual growth of M2, Consumer Confidence, annual
growth of manufacturers’ new orders (Appendix B describes the data). Combination (4 var) is the model
combining probability forecasts using quadratic weights and the 4 variables as in Multivariable (4 var).
The overall correct prediction varies depending on the sample considered. In the full
sample, the combination model has higher overall correct predictions. In the sample from
1994 to 2001, however, the 4 variables model’s overall correct predictions surpasses the
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combination model. Overall, the decision matrices show that either model predict the
actual decision with a similar degree of correctness. The disadvantage of this approach is
that it neglects the information contained in the probabilities, which the scoring approach
does not.
4.3 Robustness checks
In this section, two sensitivity analyses are conducted to evaluate the robustness of the
baseline out-of-sample forecast presented in table 4. In the first robustness check, the
out-of-sample forecast use a moving window instead of the recursive window in section 4.
The window is ⌊T/2⌋ long. The results presented in table 6 corroborates those found in
section 4, namely, combination forecasts outperform forecast from multivariate models.
Unlike the baseline results where quadratic-score combination performs best, the results
in table 6 show that log-score combinations perform better for the 1994 - 2010 sample
whereas quadratic-score combinations scored highest in the 1994 - 2008 sample.
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Table 6: Out-of-Sample Forecasts (Moving Window Forecast)
1994-2001 1994-2008 1994-2010
Models|Scores Log Quadratic Log Quadratic Log Quadratic
Baseline - 0 - 0 - 0.19
Multivariate Models & Forecast Combinations
Multivariate (10 var) -3.34 0.25 -1.73 0.35 -2.05 0.28
Multivariate (4 var) -1.38 0.55 -1.14 0.38 -1.42 0.28
Equal weights (10 var) -1.13 0.36 -1.00 0.38 -0.98 0.39
Equal weights (4 var) -0.87 0.50 -0.80 0.51 -0.82 0.49
Log weights (10 var) -1.09 0.39 -0.83 0.50 -0.90 0.44
Log weights (4 var) -0.90 0.48 -0.74 0.54 -0.81 0.48
Quadratic weights (10 var) -1.07 0.41 -0.77 0.53 -0.87 0.46
Quadratic weights (4 var) -0.89 0.48 -0.73 0.54 -0.82 0.48
Univariate Models
M2 -1.47 0.32 -0.94 0.44 -1.09 0.42
Unemployment claim -1.24 0.52 -0.94 0.46 -1.10 0.41
Consumer Confidence -1.00 0.42 -1.83 0.09 -1.34 0.23
New orders -0.89 0.51 -0.82 0.50 -0.96 0.39
Total Capacity Util. -2.39 0.12 -1.11 0.38 -1.07 0.38
Unemployment rate -2.40 0.09 -1.55 0.21 -1.28 0.23
NAPM -1.51 0.18 -1.78 0.19 -1.57 0.19
Average Working Hrs -3.37 -0.04 -2.19 -0.01 -1.78 -0.02
Industrial Prod. -2.91 0.09 -2.51 -0.12 -1.62 0.07
Core CPI -3.37 -0.01 -1.92 0.10 -1.30 0.19
Notes: The numbers in the table are the log and quadratic scoring rules as introduced in section 3.2.
Baseline of no change model corresponds to predicting no changes in the interest rate throughout the
forecasting sample. Multivariable (10 var) is a model with all 10 regressors. Multivariable (4 var) is the
model selected by Hu and Phillips (2004a) containing initial claim for unemployment, annual growth
of M2, Consumer Confidence, annual growth of manufacturers’ new orders (Appendix B describes the
data). Equal weights (10 var) combines the probability forecasts of 10 univariate models featuring
all 10 variables. Equal weights (4 var) combines 4 univariate models for the same 4 variables as in
Multivariable (4 var). Log weights and Quadratic weights with 10 and 4 variables refer to the models
combining probability forecasts following definition 1 in section 3.2. The best performing models in each
subcategory are shaded.
In a second robustness check, each model is augmented with one lag of the regressor(s)
used in the model, such that xt = [xt xt−1] for all t. The results in table 7 are presented
for the period spanning from 1994 until 2010. The conclusions remain the same, the
quadratic-score combination forecast performs best, and hence adding an extra lag of
the variable does not improve the forecasts.
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Table 7: Robustness check for out-of-sample forecasts
Models|Scores Log Quadratic
Baseline - 0.19
Multivariable Models & Forecast Combinations
Multivariable (10 var) -2.49 0.17
Multivariable (4 var) -1.49 0.32
Equal weights (10 var) -0.99 0.37
Equal weights (4 var) -0.86 0.45
Log weights (10 var) -0.91 0.43
Log weights (4 var) -0.83 0.47
Quadratic weights (10 var) -0.85 0.46
Quadratic weights (4 var) -0.82 0.48
Univariate Models
M2 -1.08 0.30
Unemployment claim -1.11 0.43
Consumer Confidence -1.15 0.31
New orders -0.94 0.40
Total Capacity Util. -0.91 0.45
Unemployment rate -1.23 0.25
NAPM -1.68 0.16
Average Working Hrs -1.81 0.02
Industrial Prod. -1.50 0.09
Core CPI -1.49 0.10
Notes: Each model is augmented with one lag of the regressor(s) used in the model. The results are
presented for the period from 1994 till 2010. The numbers in the table are the log and quadratic scoring
rules as introduced in section 3.2. Baseline of no change model corresponds to predicting no changes
in the interest rate throughout the forecasting sample. Multivariable (10 var) is a model with all 10
regressors. Multivariable (4 var) is the model selected by Hu and Phillips (2004a) containing initial
claim for unemployment, annual growth of M2, Consumer Confidence, annual growth of manufacturers’
new orders (Appendix B describes the data). Equal weights (10 var) combines the probability forecasts
of 10 univariate models featuring all 10 variables. Equal weights (4 var) combines 4 univariate models
for the same 4 variables as in Multivariable (4 var). Log weights and Quadratic weights with 10 and 4
variables refer to the models combining probability forecasts following definition 1 in section 3.2. The
best performing models in each subcategory are shaded.
5 Assessing the uncertainty of probability forecasts
This section investigates the accuracy of probability forecasts. This paper uses a simu-
lation approach to assess the effect of sampling variation around probability forecasts.
First, a new set of data is generated as follows
y
∗(s)
t+1 = x
′
tβˆ − rt + ε(s)t
with ε
(s)
t ∼ N(0, σˆ2) simulated for s = 1, . . . , S, βˆ and σˆ2 are from the original ordered
probit estimation. Simulations are carried out based on S = 10, 000 repetitions, where
the data generated by each repetition is indexed by (s). y
(s)
t+1 is constructed using the
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thresholds from the original model (µˆ1, µˆ2),
y
(s)
t+1 =


−1 if y∗(s)t+1 < µˆ1
0 if µˆ1 ≤ y∗(s)t+1 ≤ µˆ2
1 if y
∗(s)
t+1 > µˆ2
Next, a new r
(s)
t is recovered for y
∗(s)
t+1 > 0 as follows
r
(s)
t =


0bp if y
∗(s)
t+1 < σˆ
2
25bp if σˆ2 ≤ y∗(s)t+1 ≤ 2σˆ2
50bp if 2σˆ2 ≤ y∗(s)t+1 ≤ 3σˆ2
75bp if y
∗(s)
t+1 > 4σˆ
2
and similarly for interest rate cuts when y
∗(s)
t+1 < 0. The magnitude of the changes are
chosen arbitrarily and appear to follow a similar pattern to the original series, rt.
Second, the simulation is implemented with the following steps:
Step 1. Generate y
(s)
t+1 and r
(s)
t as described above and use the original xt,
Step 2. estimate model equations (1) - (3) using the newly generated data and obtain
parameter estimates θˆ(s) = (βˆ(s)
′
, µˆ
(s)
1 , µˆ
(s)
2 )
′.
Step 3. compute the one-step ahead probability forecasts Pˆ
(s)
t+1 =
(
Pˆ
(s)
−1 , Pˆ
(s)
0 , Pˆ
(s)
1
)′
, for
every time period t (t ∈ {⌊T/2⌋, . . . , T − 1}),
Step 4. repeat Steps 1 - 3, S =10,000 times,
Step 5. extract the desired quantile of the simulated distribution for the three probability
forecasts.
There is no standard technique on how to construct quantiles of the simulated dis-
tribution for discrete probability distributions in Step 5. The issue is to choose an
appropriate procedure to obtain quantiles of the simulated distribution for the three
probability forecasts jointly. There are, however, several logical ways to do this. First,
the three probabilities can be analysed separately, which implies sorting the simulated
distribution for each probabilities. Hence, the multivariate problem is reduced to a stan-
dard one-dimensional case where confidence bounds (2.5 and 97.5 percent quantiles) are
easily computed for each probability. The main drawback of this approach is that it
does not retain the summation to 1 property of probabilities. Second, McCabe et al.
(2011) proposes a metric measuring the Euclidian distance between the simulated and
the empirically estimated one-step ahead forecast distribution:
d
(s)
t =
√(
Pˆ
(s)
t+1 − Pˆt+1
)′ (
Pˆ
(s)
t+1 − Pˆt+1
)
. (10)
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d
(s)
t is useful to judge how far each simulation is from the original data and again reduces
the multivariate problem to a standard one dimensional case. The 95th quantile of
the distance measure {d(1)t , . . . , d(S)t }, dt,0.95, has a corresponding probability forecast
distribution which can be used as an uncertainty measure for the probability forecasts.
This means that probabilities will sum up to one. Since this distance is symmetric,
however, it will not distinguish between different directions of the individual probability
forecasts. In other words, if the probability forecast of an interest rate hike corresponding
to dt,0.95 rises, then this probability forecast could equally rise or fall at the corresponding
to dt,0.95 ± 1 percentile.4 This issue is depicted in figure 1 in McCabe et al. (2011).
Thirdly, this inconsistency is overcome by augmenting the distance measure with the
sign of each elements of
(
Pˆ
(s)
t+1 − Pˆt+1
)
, which is the direction of the change of each of
the three probability forecasts. Next, dt,0.95 can be selected along with the corresponding
intervals for the probability forecasts. The interval for a given probability forecast will
be around the estimated value, though this is not guaranteed for the remaining two
probability forecasts. The probabilities, however, will sum up to one.
4dt,0.95 ± 1 percentile relates to the direct neighbouring observations of dt,0.95.
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Figure 2: Assessing the uncertainty of probability forecasts. The bars indicate the Feds decisions
to change the interest rate. The left-hand-side axis shows whether there is an interest rate “cut”
(-1), “no change” (0) or “hike” (1). The solid lines (—) are the one-step ahead probability
forecasts from the quadratic weighted forecast combination model for 67 FOMC meetings and
the dashed lines (- -) are the confidence bounds (2.5 and 97.5 percent quantiles) for the one-
step ahead probability forecasts in methods 1 and 3, and the probability forecast distribution
corresponding to the 95th quantile of the distance measure in method 2. The distance measure
is calculated as shown in equation (10). Each method is explained in details in section 5.
The results of the three methods are illustrated in figure 2. The figure shows the one-
step ahead probability forecasts for an interest rate hike and an interest rate cut using the
three methods exposed in the previous paragraph. The time span for the one-step ahead
forecast of the FOMC meetings is over half of the period from January 1994 to April
2010 (67 meetings). The quadratic score weighted combination model with four variables
is employed for illustration. Method 1 produces tight bounds around the probability
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Figure 3: Distance measure. The bars indicate the Feds decisions to change the interest rate.
The left-hand-side axis shows whether there is an interest rate “cut” (-1), “no change” (0) or
“hike” (1). The solid line (—) is dt,0.95, the 95
th quantile of the distance measure {d(1)t , . . . , d(S)t },
as described in equation (10), for s = 1, . . . , S where S = 10, 000 simulations.
forecasts. It shows that an increase in uncertainty around the probability forecast of
hiking the interest rate between mid-2003 until the end of 2005. A similar observation
can be made for the interest cut probability forecast between the end of 2008 and 2009.
Method 2 uses the 95th quantile based on Euclidean distance, while ignoring the different
directions of the individual probabilities. As expected, the random variation produces
uncertainty measures that overlap with the estimated probability forecasts. Visibly, this
approach is less informative to assess the uncertainty of probability forecasts. Method
3 produces very similar results to method 1, but it uses the distance measure to record
the different directions of the individual probabilities. Figure 3 plots dt,0.95 and shows
that there were two main period of uncertainty through the forecasting period, namely
between mid-2003 until mid-2005 and between mid-2008 until the end of 2009. The latter
uncertainty period corresponds to the recent global financial crisis. This uncertainty is
quantifiable against itself by observing sudden increase across time relative to “flatter”
periods.
6 Concluding comments
This paper provides a methodology to combine forecasts based on several discrete choice
models. It shows that a simple combination of ordered probit models does not yield an
ordered probit model with tractable properties. Instead, it is easier and more intuitive
to combine probability forecasts. Log-scoring rules and quadratic-scoring rules are used
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both to evaluate the forecasting accuracy of each model and to combine the probability
forecasts. In addition to producing point forecasts, the effect of sampling variation is also
assessed through simulations. Forecast combination is applied to forecast the Federal
Open Market Committee (FOMC) decisions in changing the federal funds target rate.
The empirical results show that combining forecasted probabilities using quadratic and
log scoring rules mostly outperforms both equal weight combination and forecasts based
on multivariate models.
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A Appendix: Proof
Proof of Proposition 1. Suppose that a model for y∗t+1 is given by
y∗t+1 = x
′
tβ + εt+1 εt+1 ∼ N(0, 1) (A-1)
yt+1 =
{
1 if y∗t+1 ≥ 0
0 if y∗t+1 < 0
with Pr(yt = 1) = Φ(x
′
tβ) where Φ(·) ∼ N(0, 1) consistent with an ordered probit
specification. Another competing ordered probit model for y∗t+1 is given by
y∗t+1 = z
′
tγ + ξt+1 ξt+1 ∼ N(0, 1) (A-2)
yt+1 =
{
1 if y∗t+1 ≥ 0
0 if y∗t+1 < 0
with Pr(yt = 1) = Φ(z
′
tγ) where Φ(·) ∼ N(0, 1).
Given yt,xt,zt for t = 1, . . . , T , βˆ, γˆ can be estimated in the usual way, such that
yˆ∗t+1 can be predicted for both models: yˆ
∗(1)
t+1 = x
′
tβˆ and yˆ
∗(2)
t+1 = z
′
tγˆ. Hence, it is possible
to combine the two predictions
yˆ
∗(c)
t+1 = αyˆ
∗(1)
t+1 + (1− α)yˆ∗(2)t+1 = αx′tβˆ + (1− α)ztγˆ ′ (A-3)
which is consistent with combining the original models
y
∗(c)
t+1 = α(x
′
tβ + εt+1) + (1− α)(z′tγ + ξt+1) (A-4)
= αx′tβ + (1− α)z′tγ + ηt+1 (A-5)
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with ηt+1 = αεt+1 + (1− α)ξt+1. For simplicity, let’s assume that E(εtξt) = 0 and since
E(ηt+1) = 0 then var(ηt+1) = α
2 + (1 − α)2. Furthermore the probability given by the
combination
Pr(yt+1 = 1) = Φ
(
αx′tβ + (1− α)z′tγ√
α2 + (1− α)2
)
(A-6)
The problem does not lie in functional form (Φ) but rather in the weights.
First, for α ∈ [0, 1] the weights
α√
α2 + (1 − α)2 ,
1− α√
α2 + (1− α)2
are between [0, 1]. Their sum, however, is bigger than 1
α√
α2 + (1− α)2 +
1− α√
α2 + (1− α)2 > 1. (A-7)
Second, it can be shown that the probability from the combined model can be big-
ger than the maximum of the probabilities in the original models. Define ωx(α) =
α√
α2+(1−α)2
and ωz(α) =
1−α√
α2+(1−α)2
, then the linear combination of x′tβ and z
′
tγ, as-
suming that z′tγ > x
′
tβ, can be written as ωx(α)x
′
tβ + ωz(α)z
′
tγ. In order to find the
interval, (0, α∗), where the linear combination goes above the maximum, the following
equation must be solved
ωx(α)x
′
tβ + ωz(α)z
′
tγ =z
′
tγ
ωx(α)x
′
tβ + (ωz(α) − 1)z′tγ =0
substituting for ωx(α) and ωz(α)
α√
α2 + (1− α)2x
′
tβ +
1− α−
√
α2 + (1− α)2√
α2 + (1− α)2 z
′
tγ = 0
simplifying to
α
(
x′tβ
z′tγ
− 1
)
+ 1 =
√
α2 + (1− α)2
This solution exists only if α
(
x′tβ−z
′
tγ
z′tγ
)
+ 1 > 0. Hence, this yields an additional
condition α∗ < 1
λ
where
(
x′tβ−z
′
tγ
z′tγ
)
= λ > 0
1− λα =
√
α2 + (1− α)2
λ2α2 − 2λα =2α2 − 2α
(2− λ2)α2 − 2(1− λ)α =0
Hence the solution is
α∗ =
2(1− λ)
2− λ2 (A-8)
So, for α ∈ (0, α∗), ωx(α)x′tβ+ ωz(α)z′tγ > z′tγ and hence Φ (ωx(α)x′tβ + ωz(α)z′tγ) >
Φ (z′tγ). This results hold when Φ is replaced by any other monotonic functions, such
as Logit. 
24
B Appendix: Data
The data used in this paper is the same as in by Hu and Phillips (2004a) which con-
sists of 10 variables including annual inflation (core CPI), unemployment rate, initial
claims for unemployment insurance, annual growth of M2, Consumer confidence index,
annual growth of manufacturers’ new orders (non defence capital goods excluding air-
craft), NAPM purshacing index, average weekly working hours, total capacity utilisation
percentage, industrial production index and the target rate lagged one period. The data
is found on the Federal Reserve Bank of St. Louis webpage.
All data is monthly and only the information available at the time of decision is taken
into account. Furthermore, only the meeting days are forecasted. The original data used
by Hu and Phillips (2004a) spans from January 1994 till December 2001, during which
there were 64 FOMC meetings. The data is extended till April 2010, covering a total of
133 FOMC meetings.
The ADF and KPSS tests were used to test for nonstationarity in the data series.
Evidence of nonstationary behaviour was found and the results of the tests are available
upon request. Note that the four selected variables in italic are the four statistically
significant variables used by Hu and Phillips (2004a) and all exhibit nonstationary be-
haviour.
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