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INVERSE PROBLEMS FOR TIME-DEPENDENT SINGULAR
HEAT CONDUCTIVITIES
MULTI DIMENSIONAL CASE
P. GAITAN, H. ISOZAKI, O. POISSON, S. SILTANEN, AND J. TAMMINEN
Abstract. We consider an inverse boundary value problem for the heat equa-
tion ∂tu = div (γ∇xu) in (0, T ) × Ω, u = f on (0, T ) × ∂Ω, u
∣∣
t=0
= u0, in a
bounded domain Ω ⊂ Rn, n ≥ 2, where the heat conductivity γ(t, x) is piece-
wise constant and the surface of discontinuity depends on time : γ(t, x) =
k2 (x ∈ D(t)), γ(t, x) = 1 (x ∈ Ω \D(t)). Fix a direction e∗ ∈ Sn−1 arbitrar-
ily. Assuming that ∂D(t) is strictly convex for 0 ≤ t ≤ T , we show that k and
sup{e∗ ·x ; x ∈ D(t)} (0 ≤ t ≤ T ), in particular D(t) itself, are determined from
the Dirichlet-to-Neumann map : f → ∂νu(t, x)
∣∣
(0,T )×∂Ω. The knowledge of
the initial data u0 is not used in the proof. If we know min0≤t≤T
(
supx∈D(t)x ·
e∗
)
, we have the same conclusion from the local Dirichlet-to-Neumann map.
The results have applications to nondestructive testing. Consider a physical
body consisiting of homogeneous material with constant heat conductivity ex-
cept for a moving inclusion with different conductivity. Then the location and
shape of the inclusion can be monitored from temperature and heat flux mea-
surements performed at the boundary of the body. Such a situation appears
for example in blast furnaces used in ironmaking.
1. Introduction
1.1. Inverse heat conductivity problem. Let Ω be a bounded domain in Rn,
n ≥ 2, with smooth boundary Γ = ∂Ω, and consider the following initial boundary
value problem 
∂tu = div (γ∇xu) in (0, T )× Ω,
u = f on (0, T )× Γ,
u
∣∣
t=0
= u0 on Ω,
(1.1)
where γ = γ(t, x) has the following properties : There exist a positive constant
k 6= 1 and an open set D(t) ⊂ Ω with C∞ boundary S(t) = ∂D(t) such that
(1.2) S(t) ∩ Γ = ∅, 0 ≤ t ≤ T,
γ(t, x) =
{
1 if x 6∈ D(t),
k2 if x ∈ D(t),(1.3)
and [0, T ] 3 t→ S(t) is also C∞. The following geometric condition is imposed:
(C-1) Ω and D(t) are strictly convex for 0 ≤ t ≤ T , i.e. all of the principal
curvatures of the boundary are positive.
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Physically, the region D(t) corresponds to some inclusion in the medium with
heat conductivity different from that in the background domain Ω. The problem
we address in this paper is to determine γ(t, x) by using the knowledge of the
Dirichlet-to-Neumann map (D-N map) :
Λu0,γ : f 7→ ∂νu(t, x), (t, x) ∈ (0, T )× Γ,
where u = ufu0,γ denotes the unique solution of (1.1), ν is the outer unit normal
to Γ, and ∂ν =
∂
∂ν
= ν · ∇x. In physical terms, f = f(t, x) is the temperature
distribution on the boundary and Λu0,γ(f) is the resulting heat flux through the
boundary.
We shall consider a large parameter λ > 0 and allow the initial data u0(x) to
depend on λ, under the following condition:
(C-2) There exist constants T0 ∈ [0, T ), C > 0 such that ‖u0‖L1(Ω) ≤ Ceλ2T0 .
The above inverse boundary value problem is related to nondestructive testing
where one looks for anomalous materials inside a known material. One such example
is monitoring a blast furnace used in ironmaking: the corroded thickness of the
accreted refractory wall based on temperature and heat flux measurement on the
accessible part of the furnace wall [19].
1.2. Main theorems. We fix a unit vector e∗ ∈ Sn−1, and put
(1.4) hfw(t, x;λ) = e
λ2t+λx·e∗ , hbw(t, x;λ) = e
−λ2t+λx·e∗ ,
where λ is a large parameter. Note that hfw and hbw solve the forward and the
backward heat equation, respectively:
(1.5) (∂t −∆x)hfw = 0, (∂t + ∆x)hbw = 0.
Let u(t, x;λ) be the solution to (1.1) with f = hfw(t, x;λ). We define, for T1 ∈
[T0, T ),
(1.6)
IΓ(T1, T ;λ, µ) =
∫ T
T1
eλµt
(∫
Γ
hbw(t, x;λ)∂ν
(
u(t, x;λ)− hfw(t, x;λ)
)
dΓ
)
dt,
where dΓ is the surface element of Γ, and µ is a positive constant.
We put
(1.7) a(t) = sup {e∗ · x ; x ∈ D(t)},
and a˙(t) = da(t)/dt. By the strict convexity (C-1), there exists a unique y∗(t) ∈ S(t)
such that
(1.8) a(t) = e∗ · y∗(t).
and also, there is a unique z∗(t) ∈ Γ such that
(1.9) Γ ∩ {y∗(t) + ρe∗ ; ρ > 0} = {z∗(t)}.
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We put
(1.10) r(t) = |z∗(t)− y∗(t)|.
Let ki(t), 1 ≤ i ≤ n− 1, be the principal curvatures of S(t) at y∗(t) and put
(1.11) K(t) =
n−1∏
i=1
ki(t).
Our first main theorem is as follows.
Theorem 1.1. Assume (C-1), (C-2). Then there exists a constant µ0 > 0 de-
pending only on the geometry of Ω and ‖a˙‖L∞((T0,T )) such that if µ > µ0 then
IΓ(T0, T ;λ, µ) has the following asymptotic behavior as λ→∞:
(1.12) IΓ(T0, T ;λ, µ) ∼ 2
(pi
λ
)(n−1)/2 1− k
1 + k
eλµT+2λa(T )
e−r(T ) a˙(T )√
K(T )(µ+ 2a˙(T ))
.
This theorem enables us to determine k, a(t) and S(t). Taking note that u in
Theorem 1.1 depends on e∗ ∈ Sn−1, we denote a(t) and IΓ(T0, T ;λ, µ) by, a(t, e∗)
and IΓ(T0, T ;λ, µ, e
∗), respectively.
Corollary 1.2. Let U be an open set in Sn−1 and U˜ = {rω ; r > 0, ω ∈ U}. Then,
from {IΓ(T0, T ;λ, µ, e∗) ; e∗ ∈ U, T0 ≤ t ≤ T}, one can reconstruct k, a(t) and
S(t) ∩ U˜ for T0 ≤ t ≤ T .
Remark 1.3. In Theorem 1.1 we have µ0 ≥ 2‖a˙‖L∞((T0,T )).
We can also detect the inclusion by the local measurement. Take a1 < a2,
χ(s) ∈ C∞(R) such that χ(s) = 1 (s > a2), χ(s) > 0 (s > a1), χ(s) = 0 (s < a1).
We put
(1.13) h˜fw(t, x;λ) = hfw(t, x;λ)χ(x · e∗),
(1.14) h˜bw(t, x;λ) = hbw(t, x;λ)χ(x · e∗),
Put
Γ1 = Γ ∩ {x ∈ Rn ; x · e∗ > a1},
and remark that Γ1 = supp(h˜fw) ∩ Γ = supp(h˜bw) ∩ Γ.
Theorem 1.4. Let u˜(t, x;λ) be the solution to (1.1) with f replaced by h˜fw(t, x;λ),
and define the indicator function I˜Γ1(T0, T ;λ, µ) by
I˜Γ1(T0, T ;λ, µ) =
∫ T
T0
eλµt
(∫
Γ1
h˜bw(t, x;λ)∂ν
(
u˜(t, x;λ)− h˜fw(t, x;λ)
)
dΓ
)
dt.
Then we have
(1) If a2 < a(T ) then
I˜Γ1(T0, T ;λ, µ) ∼ 2
(pi
λ
)(n−1)/2 1− k
1 + k
eλµT+2λa(T )
e−r(T )a˙(T )√
K(T )(µ+ 2a˙(T ))
.
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(2) If a1 > a(T ) then∣∣∣I˜Γ1(T0, T ;λ, µ)∣∣∣ = o(λ−N )eλµT+2λa2 , ∀N ∈ N.
Corollary 1.2 also holds with IΓ(T0, T ;λ, µ, e
∗) replaced by I˜Γ1(T0, T ;λ, µ).
1.3. Plan of the proof. In §2, we use J. L. Lions’ theorem to prove the existence
of solutions to the heat equation (1.1). There are two main steps in the proof of
Theorem 1.1. The 1st one is the energy inequality to be prepared in §3. The 2nd
main step is the construction of approximate solution of the heat equation to be
discussed in §4. As can be imagined easily, the first approximation of the solution
to (1.1) is
eλ
2t
(
b1(t, x)e
λe∗·x + b2(t, x)eλΦ(t,x)
)
,
where b1(t, x) and b2(t, x) are the characteristic functions of Ω \ D(t) and D(t),
respectively, and Φ(t, x) is a solution to the eikonal equation |∇xΦ(t, x)|2 = 1/k2.
Of course, this approximation is not sufficient, and we need to modify it in such a
way that
(1.15) v(t, x) = eλ
2t
4∑
j=1
bj(t, x)e
λΦj(t,x),
where Φj(t, x) is a suitable solution to the eikonal equation
|∇xΦj(t, x)|2 = 1, 1 ≤ j ≤ 3, |∇xΦ4(t, x)|2 = 1
k2
,
and the coefficients bj(t, x) are chosen to satisfy the compatibility conditions on
∂D(t) to make v(t, x) regular. We devote ourselves in §4 to construct solutions
to the eikonal equation, and the transport equations. The approximate solution
vapr(t, x;λ) will be constructed in §5. We also need to construct an approximate
solution to the backward heat equation. In §6, we compare the exact solution
u(t, x) with vapr(t, x;λ) by using energy inequality. The choice of Φj(t, x) and the
amplitude functions bj(t, x) must be done carefully in order to apply the energy
estimates. The proof of Theorem 1.1 will then be completed in §7.
In the 1-dimensonal case, our results based on the localized data can be improved
because of the simplicity of geometry. We shall summarize them in [7].
Throughtout the paper, we only deal with real-valued functions.
1.4. Related works. As in the elliptic equation, identification of inclusions is
a typical issue in inverse problem for the parabolic equation, to which plenty of
works have been devoted. However, most of them have treated the case in which
the inclusion is independent of t. Main aims are the uniqueness and stability. Local
the local uniqueness and stability was studied by Bellout [1], and global uniqueness
was proved by Elayyan and Isakov [6] using the localized Neumann-to-Dirichlet (N-
D) map. Di Cristo and Vessella [3] obtained logarithmic stability estimates of the
inclusion from the Dirichlet-to-Neumann map. Ikehata [12], and Ikehata-Kawashita
[13] developed the probe method for the heat equation in the case that inclusions
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are time-independent. In [10], the case of time-independent inclusion was treated
and the result for numerical computations was given. The idea is based on the
complex spherical wave given by Ide-Isozaki-Nakata-Siltanen-Uhlmann [11] for the
elliptic case. Other computational approaches to static inclusion detection include
[5, 8].
The work of Daido, Kang and Nakamura [4] is close to the present paper. They
studied the case of moving inclusions in dimension one: D(t) = {0 < a0(t) < x <
a1(t) < 1} using the probe method, which is based on the explicit form of the heat
kernel, and Runge’s approximation theorem, and proved that a1(t) is obtained from
the whole knowledge of Neumann-to-Dirichlet map. Their initial data is assumed
to be 0 : u0(x) = 0, and the computation of k was not done.
The present paper is different from all these works in the use of asymptotic heat
flow and the energy inequalities. We remark that one-dimensional results similar
to the present paper are published in [7].
As for the recent works on the inverse problem for the parabolic equation, see
Bacchelli-Cristo-Sincich-Vessella [2] for the corrosion problem, and Vessella [20] and
Kawakami-Tsuchiya [14] for the time-varying domain problem.
Computational approaches to a related moving boundary estimation problem in
non-destructive testing have been published in [16, 17, 19]. The present results
outline an algorithm potentially applicable to similar problems.
2. Existence of solutions
2.1. Abstract theorem. We begin with the well-posedness of (1.1), which is not
obvious, since the coefficient is singular.
Let H and H1 be Hilbert spaces equipped with inner products ( , ), ( , )1 and
norms ‖ · ‖, ‖ · ‖1, respectively. Assume that H1 is a dense subspace of H and there
exists a constant C > 0 such that
(2.1) ‖u‖ ≤ C‖u‖1, ∀u ∈ H1.
Then we have the following inclusion relations
(2.2) H1 ⊂ H ⊂ H∗1.
For t ∈ [0, T ], let a(t, ·, ·) be a quadratic form on H1 ×H1 such that
(2.3) a(t, u, v) = a(t, v, u), ∀u, v ∈ H1, ∀t ∈ [0, T ].
We also assume that there exist constants δ > 0, C0 > 0 such that
(2.4) |a(t, u, v)| ≤ C0‖u‖1‖v‖1, ∀u, v ∈ H1, ∀t ∈ [0, T ],
(2.5) a(t, u, u) ≥ δ‖u‖21 − C0‖u‖2, ∀u ∈ H1, ∀t ∈ [0, T ].
The last assumption is :
(2.6) For any u, v ∈ H1, [0, T ] 3 t→ a(t, u, v) is measurable.
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These assumptions imply that there exists a unique self-adjoint operator A(t)
such that D(A(t)) ⊂ H1 and
(2.7) (A(t)u, v) = a(t, u, v), ∀u ∈ D(A(t)), ∀v ∈ H1.
With this operator A(t), we consider the following evolution equation on H :
(2.8)
{
∂tu(t) +A(t)u(t) = f(t) in (0, T ),
u(0) = u0 ∈ H.
We then have the following theorem due to J. L. Lions (see [15], [18]).
Theorem 2.1. Let u0 ∈ H and f ∈ L2((0, T );H∗1). Then there exists a unique
u(t) having the following properties.
(1) u(t) ∈ C([0, T ];H) ∩ L2((0, T );H1).
(2) u(t) is H∗1-valued absolutely continuous on [0, T ], ∂tu(t) ∈ L2((0, T );H∗1), and
u(t) satisfies (2.8).
(3) u(t) satisfies the following (in)equalities :
(2.9)
1
2
‖u(t)‖2 +
∫ t
0
a(s, u(s), u(s))ds =
1
2
‖u0‖2 +
∫ t
0
(f(s), u(s))ds,
(2.10) ‖u(t)‖2 + δ
∫ t
0
‖u(s)‖21ds ≤ ‖u0‖2 +
1
δ
∫ t
0
‖f(s)‖2H∗1ds.
2.2. Heat equation. We take H = L2(Ω) and H1 = H10 (Ω) which denotes the
Sobolev space of order 1 with 0 trace on the boundary ∂Ω. We put
(2.11) Γ = ∂Ω, S(t) = ∂D(t),
and let νΓ = (ν
1
Γ(x), · · · , νnΓ(x)), and νS(t) = (ν1S(t), · · · , νnS(t)) be the outer unit
normals to Γ and S(t), respectively. We put
(2.12) ∂νΓ =
∂
∂νΓ
= νΓ · ∇x, ∂νS(t) =
∂
∂νS(t)
= νS(t) · ∇x,
and omit the subscript Γ or S(t) for obvious cases. For a function u(x), we define
(2.13) u
∣∣(±)
S(t)
(x) = lim
→0,>0
u(x± νS(t)),
(2.14) [u]S(t)(x) = u
∣∣(+)
S(t)
(x)− u∣∣(−)
S(t)
(x).
For u, v ∈ H10 (Ω), we put
a(t, u, v) = (γ(t, x)∇xu,∇xv)
= k2
∫
D(t)
∇xu(x) · ∇xv(x)dx+
∫
Ω\D(t)
∇xu(x) · ∇xv(x)dx.(2.15)
Then the above assumptions (2.3) ∼ (2.6) are satisfied, and the associated A(t) is
given by
(2.16) D(A(t)) 3 u⇐⇒
u ∈ H
1
0 (Ω) ∩H2(D(t)) ∩H2(Ω \D(t)),
∂νu
∣∣(+)
S(t)
= k2∂νu
∣∣(−)
S(t)
,
INVERSE PROBLEMS FOR TIME-DEPENDENT HEAT CONDUCTIVITIES 7
(2.17) A(t)u =
{ − k2∆u, on D(t),
−∆u, on Ω \D(t).
In the following sections, we also use the notation A(t) to denote the formal
differential operator (2.17).
3. Energy estimates
We derive an energy inequality associated with the equation (1.1). We put
(3.1) D+ =
{
(t, x) ; 0 < t < T, x ∈ Ω \D(t)},
(3.2) D− =
{
(t, x) ; 0 < t < T, x ∈ D(t)},
(3.3) E(v,H; t) =
∫
Ω
|v(t, x)|H(t, x) dx,
(3.4) EΓ(v,H; t) =
∫
Γ
|v(t, x)|H(t, x) dΓ,
(3.5) ES(t)(v,H; t) =
∫
S(t)
|v(t, x)|H(t, x) dS(t).
Theorem 3.1. Suppose U(t, x) has the properties (1), (2) in Theorem 2.1 with
H = L2(Ω), H1 = H10 (Ω). Assume also that U satisfies the equation
(3.6) ∂tU − γ(t, x)∆U = F in L2(D±).
Let H(t, x) ∈ C2(D+) ∩ C2(D−) be such that
(3.7) H(t, x) ≥ 0 on [0, T ]× Ω,
(3.8)
[
H
]
S(t)
=
[
γ∂νH
]
S(t)
= 0, 0 ≤ t ≤ T.
Assume that there exists a real constant K such that
(3.9) ∂tH +∇x · (γ(t, x)∇x)H) ≤ −KH in (0, T )× Ω.
Then we have the following inequality
eKTE(U,H;T ) +
∫ T
0
eKtEΓ(∂νU,H; t
)
dt
≤ E(U,H; 0) +
∫ T
0
eKtE(F,H; t)dt+
∫ T
0
eKtES(t)
([
γ∂νU
]
S(t)
, H; t
)
dt.
(3.10)
Proof. Let χ(s) = s(+ s
2)−1/2 for  > 0, and note the following properties :
(3.11) sχ(s)→ |s|, → 0,
(3.12) χ′(s) > 0, |sχ′(s)| ≤ 1/2, sχ′(s)→ 0, → 0.
In fact, (3.12) follows from χ′(s) = (+s
2)−3/2, and the fact that, putting s =
√
y,
|sχ′(s)| = |y(1 + y2)−3/2| ≤ 1/2.
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Note that the traces of the normal derivative of U
∣∣
D·±(t, ·) on the interface S(t) is
well-defined, for all positive t. By Green’s formula, we have if
[
f
]
S(t)
=
[
g
]
S(t)
= 0,∫
Ω
(
(γ∆f)g − f(γ∆g))dx = ∫
Γ
(
(∂νf)g − f(∂νg)
)
dΓ
−
∫
S(t)
([
γ∂νf
]
S(t)
g − f[γ∂νg]S(t))dS(t).(3.13)
We take f = Uχ(U) and g = H. Thanks to U(t)
∣∣
Γ
= 0,
[
U
]
S(t)
= 0, and to (3.8),
we have
f
∣∣
Γ
= ∂νf
∣∣
Γ
= 0,
[
γ∂νg
]
S(t)
= 0,
[
γ∂νf
]
S(t)
=
[
γ∂νU
]
S(t)
(χ(U) + Uχ
′
(U))
∣∣∣
S(t)
.
Therefore, we have by (3.13)
(3.14)
∫
Ω
(
(γ∆f)g − f(γ∆g))dx = −∫
S(t)
[
γ∂νf
]
S(t)
g dS(t).
By integration by parts, we have∫
Ω
(γ∆χ(U))UHdx =−
∫
S(t)
χ′(U)
[
γ∂νU
]
S(t)
UHdS(t)
−
∫
Ω
γχ′(U)
(|∇U |2H + U∇U · ∇H) dx.
Plugging this with (3.14), we obtain∫
Ω
(γ∆U)χ(U)Hdx−
∫
Ω
Uχ(U)(γ∆H)dx
= −
∫
S(t)
[
γ∂νU
]
S(t)
χ(U)HdS(t)−
∫
Ω
γ|∇U |2χ′(U)Hdx
+
∫
Ω
Uχ′(U)γ∇U · ∇Hdx.
(3.15)
We put
E(t) =
∫
Ω
U(t, x)χ(U(x, t))H(t, x)dx.
Then we have by using (3.6)
∂tE(t) =
∫
Ω
(γ∆U)χ(U)Hdx−
∫
Ω
Uχ(U) (γ∆H) dx
+
∫
Ω
Fχ(U)Hdx+
∫
Ω
Uχ(U)
(
∂tH + γ∆H
)
dx
+
∫
Ω
Uχ′(U)∂tUHdx.
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Plugging this with (3.15), we have
∂tE(t) = −
∫
S(t)
[
γ∂νU
]
S(t)
χ(U)H dS(t)−
∫
Ω
γ|∇U |2χ′(U)Hdx
+
∫
Ω
Uχ′(U)γ∇U · ∇H dx+
∫
Ω
Fχ(U)H dx
+
∫
Ω
Uχ(U)
(
∂tH + γ∆H
)
dx+
∫
Ω
Uχ′(U)∂tUH dx.
By (3.12), the integrals containing the term Uχ′(U) vanish as → 0. Using (3.9),
we then have
∂tE(t) +KE(t) +
∫
Ω
γ|∇U |2χ′(U)H dx
≤ −
∫
S(t)
[
γ∂νU
]
S(t)
χ(U)H dS(t) +
∫
Ω
Fχ(U)H dx+ o(1).
We multiply this inequality by eKt and integrate on the time interval [0, T ] to obtain
eKTE(T ) +
∫ T
0
eKtdt
∫
Ω
γ|∇U |2χ′(U)H dx
≤ E(0)−
∫ T
0
eKtdt
∫
S(t)
[
γ∂νU
]
S(t)
χ(U)H dS(t)
+
∫ T
0
eKtdt
∫
Ω
Fχ(U)H dx+ o(1).
(3.16)
Here we make use of the following lemma.
Lemma 3.2. For a sufficiently small δ > 0, let Ωδ =
{
x ∈ Ω ; dist(x,Γ) < δ}.
Suppose that U ∈ H2(Ωδ) satisfies U = 0 on Γ. Then for any nonnegative function
a(x) ∈ C(Ωδ), we have
lim inf
→0
∫
Ωδ
a(x)|∇U(x)|2 
(+ U(x)2)3/2
dx ≥
∫
Γ
a(x)|∇U(x)| dΓ.
Granting this lemma, we continue the proof of Theorem 3.1. Taking a = H in
Lemma 3.2 and using χ′(U) ≥ 0 by (3.12), we have∫
Γ
|∇U |H dΓ ≤ lim inf
→0
∫
Ω
γ|∇U |2χ′(U)Hdx.
Noting this and (3.11), taking the inferior limit in (3.16), we conclude Theorem 3.1.
Here we use the fact that |∇U | = |∂νU | on Γ, since U = 0 on Γ. 
Proof of Lemma 3.2. Let V be a small open set in Γ on which ∇U 6= 0. Without
loss of generality, we assume that ∂U/∂xn 6= 0 on V , and take local coordinates
zi = xi (1 ≤ i ≤ n− 1). Letting zn = U(x), we then have dx = dΓdzn/|∇U |. Take
χ(x) ∈ C∞0 (Rn) with small support such that 0 ≤ χ ≤ 1, and χ = 1 on V . Then
we have∫
Ωδ
a(x)|∇U(x)|2 
(+ U(x)2)3/2
dx ≥
∫
Ω′
χ(x)a(x)|∇U | 
(+ z2n)
3/2
dΓdzn,
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where Ω′ = Γ × (0, δ0) with sufficiently small δ0 > 0. Putting zn =
√
ρ, the
right-hand side is rewritten as∫
Γ
dΓ
∫ δ0/√
0
χ(x)a(x)|∇U(x)| 1
(1 + ρ2)3/2
dρ.
As → 0, this converges to ∫
Γ
χ(x)a(x)|∇U(x)|dΓ,
since
∫∞
0
(1 + ρ2)−3/2dρ = 1. Therefore, we have proven
lim inf
→0
∫
Ωδ
a(x)|∇U(x)|2 
(+ U(x)2)3/2
dx ≥
∫
V
a(x)|∇U(x)|dΓ.
Enlarging V , we obtain the lemma. 
Let u(t, x;λ) be the solution to (1.1) with f = hfw(t, x;λ). A first application of
the energy estimate is the following lemma 3.3, which gives a bound of u(T1, ·;λ),
T1 ∈ [T0, T ], in the space L1(Ω).
Lemma 3.3. Let T1 ∈ [T0, T ]. Then there exist constants C > 0, λ0 > 0 such that
for all λ ≥ λ0
‖u(T1, ·;λ)‖L1(Ω) +
∫ T1
0
‖∂ν
(
u(t, ·;λ)− hfw(t, ·;λ)
)
‖L1(Γ)dt ≤ Ceλ
2T1+λρ0 ,
where ρ0 is the diameter of Ω.
Proof. If T1 = T0 = 0 the estimates is obvious with ρ0 = 0. So we assume that
T1 > 0. Let U = u− hfw(·;λ). Then, U = 0 on Γ,∣∣∣∂tU − γ∆xU ∣∣∣ ≤ λ2|1− k2|eλ2t+λa(t) in L2(D±),
and, for 0 < t ≤ T , ∣∣∣[γ∂νU]S(t)∣∣∣ ≤ λ|1− k|eλ2t+λa(t).
We apply Theorem 3.1 in the cylinder (0, T1) × Ω with H = 1 and K = 0. Then
we have
‖U(T1, ·;λ)‖L1(Ω) +
∫ T1
0
∫
Γ
|∂νU(t, x;λ)|dΓdt
≤ ‖u0 − eλx·e∗‖L1(Ω) + C(λ2 + λ)
∫ T1
0
eλ
2t+λa(t)dt.
Thanks to (C-2) we have
‖u0 − eλx·e∗‖L1(Ω) ≤ Ceλ
2T0 + Ceλ sup{x·e
∗; x∈Ω}.
Thanks to (6.6) we have
(λ2 + λ)
∫ T1
0
eλ
2t+λa(t)dt ≤ Ceλ2T1+λ sup{x·e∗; x∈Ω}.
Hence we have, for all λ > λ0,
‖U(T1, ·;λ)‖L1(Ω) +
∫ T1
0
∫
Γ
|∂νU(t, x;λ)|dΓdt ≤ Ceλ
2T1+λmax
(
0,sup{x·e∗; x∈Ω}
)
.
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Observing that
‖u(T1, ·;λ)‖L1(Ω) ≤ ‖U(T1, ·;λ)‖L1(Ω) + Ceλ
2T1+λ sup{x·e∗; x∈Ω},
the conclusion follows. 
This lemma enables us to regard t = T1 as the initial time.
4. Eikonal equations
4.1. Geometric setting. To avoid the complexity of notation, we consider the
case that e∗ = en = (0, · · · , 0, 1). We denote points x ∈ Rn as x = (x′, xn),
x′ = (x1, . . . , xn−1). Since Ω is convex, for any x ∈ Ω there exists a unique z(x) =
(z′(x), zn(x)) ∈ Γ such that
z′(x) = x′, zn(x) > xn, νΓ(z(x)) · en > 0.
Recall that νΓ and νS(t) are the outer unit normals to Γ and S(t).
As in §1, y∗(t) ∈ S(t) is the point such that
(4.1) a(t) = sup
y∈S(t)
y · e∗ = y∗(t) · e∗.
Note that νS(t)(y
∗(t)) = en, since e∗ = en. We set
(4.2) z∗(t) = z(y∗(t)), r(t) = |z∗(t)− y∗(t)|,
which agree with the definitions in §1.
In a small neighborhood of y∗(t), S(t) is written as
(4.3) x ∈ S(t)⇐⇒ xn = ϕ(t, x′),
with a smooth function ϕ(t, x′). Since ϕ(t, x′) attains a local maximum at y∗(t)′,
and S(t) is strictly convex, we have
(4.4) ϕ(t, x′) = ϕ(t, y∗(t)′)− 1
2
〈A(t)(x′ − y∗(t)′), (x′ − y∗(t)′)〉+O(|x′ − y∗(t)′|3),
where A(t) is a positive definite matrix, and 〈 , 〉 denotes the inner product of Rn−1.
For small  > 0, we put
(4.5) D,+(t) = {(x′, xn) ∈ Ω ; |x′ − y∗(t)′| < , ϕ(t, x′) < xn} ,
(4.6) D,−(t) =
{
(x′, xn) ∈ Ω ; |x′ − y∗(t)′| < , a(t)− 2 < xn < ϕ(t, x′)
}
.
We also put
(4.7) S(t) = S(t) ∩
{|x′ − y∗(t)′| < , a(t)− 2 < xn} ,
(4.8) Γ(t) = Γ ∩ {|x′ − y∗(t)′| < , ϕ(t, x′) < xn} .
We are going to construct three solutions of the eikonal equation
(4.9) |∇xΦ(t, x)|2 = 1,
in the region D,+(t) (or in its subregion), and one solution to the equation
(4.10) |∇xΦ(t, x)|2 = 1
k2
,
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in the region D,−(t) satisfying appropriate boundary conditions. In the following,
 is chosen locally independently of t, hence globally independently of t ∈ [0, T ].
4.2. Eikonal equations in D,+(t). We put ∂j = ∂/∂xj and ∇′ = (∂1, · · · , ∂n−1).
Lemma 4.1. There exist two solutions Φ1(t, x), Φ2(t, x) of (4.9) in D,+(t) such
that
(4.11) Φ1(t, x) = Φ2(t, x) = ϕ(t, x
′), on S(t),
(4.12)
∂
∂xn
Φ1(t, x) > 0,
∂
∂xn
Φ2(t, x) < 0, on S(t).
They are written as
(4.13) Φ1(t, x) = xn, x ∈ D,+(t),
(4.14) Φ2(t, x) = −|x− y|+ ϕ(t, y′), x ∈ D,+(t),
where y = (y′, ϕ(t, y′)) ∈ S(t) satisfies the equation
(4.15) p(t, y′) =
y − x
|y − x| ,
(4.16) pj =
2∂jϕ
|∇′ϕ|2 + 1 , 1 ≤ j ≤ n− 1, pn =
|∇′ϕ|2 − 1
|∇′ϕ|2 + 1 .
Proof. Let us recall the standard method of solving the eikonal equation. Let
(y1, · · · , yn−1) = (x1, · · · , xn−1) be the local coordinates on S(t) and put yn =
ϕ(t, y′). Then the characteristic curves associated with (4.9) are straight lines
given by
(4.17) x = 2sp+ y, y ∈ S(t),
where s is the parameter along the curve, and p = p(y) satisfies, as a 1 form on
S(t),
(4.18) dϕ =
n∑
j=1
pjdxj and
n∑
j=1
p2j = 1, on S(t).
We then have as a 1-form on Rn
dΦ =
n∑
j=1
pjdxj =
n∑
j=1
pj(2sdpj + 2pjds+ dyj)
= sd|p|2 + 2|p|2ds+
n∑
j=1
pjdyj = 2ds+ dϕ,
which implies
(4.19) Φ = 2s+ ϕ.
Note that ∇xΦ = p and |p| = 1.
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We rewrite the first equation of (4.18) as
dϕ =
n−1∑
j=1
∂jϕdyj =
n−1∑
j=1
(pj + pn∂jϕ)dyj .
Therefore pj = ∂jϕ(1− pn), and we have using |p| = 1
(|∇′ϕ|2 + 1)p2n − 2|∇′ϕ|2pn + |∇′ϕ|2 − 1 = 0,
which determines pn i.e.
pn = 1, pn =
|∇′ϕ|2 − 1
|∇′ϕ|2 + 1 .
Adopting the former, we get p = (0, · · · , 0, 1), and (4.13). Adopting the latter,
we have (4.16). Since ∂nΦ2 = pn = −1 + O(|y′ − y∗(t)′|2), the condition (4.12) is
satisfied. Since p is downward, s < 0. Therefore by (4.17), we have
2s = −|x− y|/|p| = −|x− y|,
which proves (4.14). This and (4.17) imply (4.15). 
Lemma 4.2. There exists Φ3(t, x) satisfying (4.9) near Γ(t) and
(4.20) Φ3(t, x) = Φ2(t, x), on Γ(t),
(4.21) ∂νΦ3(t, x) > 0, on Γ(t).
(4.22) ∂νΦ3(t, x) = −∂νΦ2(t, x), on Γ(t).
Proof. As above the characteristic curves are straight lines defined by
(4.23) x = 2s¯p¯+ z, z ∈ Γ,
p¯ = p¯(z) such that |p¯| = 1, and Φ(x) = 2s¯+ Φ2(t, z). We construct pj on Γ(t) such
that
dΦ2 =
n∑
j=1
pjdxj and
n∑
j=1
|pj |2 = 1, on Γ(t).
We assume that Γ(t) is written as zn = ψ(t, z
′), and take (z1, · · · , zn−1) =
(x1, · · · , xn−1) as local coordinates. Then, as above, we get
pj = ∂jΦ2 + (∂nΦ2 − pn) ∂jψ, 1 ≤ j ≤ n− 1.
Using |p|2 = 1, we have
(|∇′ψ|2 + 1)p2n − 2
(∇′ψ · ∇′Φ2 + |∇′ψ|2∂nΦ2) pn
+ |∇′ψ|2(∂nΦ2)2 + 2(∇′ψ · ∇′Φ2)∂nΦ2 − (∂nΦ2)2 = 0.
(4.24)
Solving this equation, we get
pn = ∂nΦ2, pn =
2∇′ψ · ∇′Φ2 + (|∇′ψ|2 − 1)∂nΦ2
|∇′ψ|2 + 1 .
Since ∇ψ = O(|z′ − z∗(t)′|), the latter solution is close to −∂nΦ2. Recall that
along the segment with end points y∗(t) and z∗(t), Φ2(t, x) = 2y∗n(t) − xn and
∇Φ2(t, x) = (0, · · · , 0,−1). In particular, ∂nΦ2 = −1 at x = z∗(t). Therefore,
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∂nΦ2 is close to −1 on Γ(t). We thus adopt the latter solution to get pn > 0,
s¯ ≤ 0. This proves (4.21). To prove (4.22), we have only to note that (−∇ψ, 1) is
an outward normal to Γ(t), and to do a direct computation. 
4.3. Eikonal equations in D,−(t).
Lemma 4.3. There exist Φ4(t, x) satisfying (4.10) in D,−(t), and
(4.25) Φ4(t, x) = ϕ(t, x
′) and ∂νΦ4(t, x) > 0, on S(t).
Moreover, letting pj = ∂jΦ4, we have
(4.26) pj = 2∂jϕ
1− 1
k
√
1 + (1− k2)|∇′ϕ|2
|∇′ϕ|2 + 1 , 1 ≤ j ≤ n− 1,
(4.27) pn =
|∇′ϕ|2 + 1
k
√
1 + (1− k2)|∇′ϕ|2
|∇′ϕ|2 + 1 .
Proof. We construct p such that
dϕ =
n∑
j=1
pjdxj ,
n∑
j=1
p2j =
1
k2
, on S(t).
As in the proof of Lemma 4.1, pj = 2∂jϕ(1− pn), hence pn satisfies
(|∇′ϕ|2 + 1)p2n − 2|∇′ϕ|2pn + |∇′ϕ|2 − 1/k2 = 0.
Since ∇′ϕ = O(|y′ − y∗(t)′|), the solution is close to that of p2n = 1/k2. Therefore,
we can find a solution pn > 0. Then the lemma can be shown in the same way as
Lemma 4.1. 
4.4. Transport equations. Let us note the following identity:
e−λ
2t−λΦ(∂t −∆x)
(
aeλ
2t+λΦ
)
= λ2
(
1− |∇xΦ|2
)
a
− λ
(
2∇xΦ · ∇xa+ (∆xΦ− ∂tΦ)a
)
+ ∂ta−∆xa.
Letting Φ to be a solution to the eikonal equation, and a =
∑N
i=0 λ
−iai, we can
rewrite the right-hand side as
− λ (2∇xΦ · ∇a0 + (∆xΦ− ∂tΦ)a0)
−
N∑
i=1
λ1−i
((
2∇xΦ · ∇x + (∆xΦ− ∂tΦ)
)
ai − (∂t −∆x)ai−1
)
+ λ−N (∂t −∆x)aN .
(4.28)
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The 1st and 2nd terms vanish if we put, by integrating along the characteristic
curve,
a0 = a00 exp
(∫ s
0
(
∂tΦ−∆xΦ
)
dτ
)
,
ai = ai0 exp
(∫ s
0
(∂tΦ−∆xΦ)dτ
)
+
∫ s
0
exp
(∫ s
τ
(∂tΦ−∆xΦ)dρ
)
(∂t −∆x) ai−1dτ, i ≥ 1,
(4.29)
where ai0 = ai
∣∣
s=0
is a suitably chosen initial data, and x = 2sp+ y, y and p being
the initial data for the characteristic curve. Then in the region where the eikonal
equation is solved, we have the estimate
(4.30) |(∂t −∆x)
(
aeλ
2t+λΦ
)
| ≤ Cλ−Neλ2t+λΦ.
For the later use, we shall compute ∂tΦ2(t, x) and ∆xΦ2(t, x) along the segment
with end points y∗(t) and z∗(t). We have by (4.19)
(4.31) ∂tΦ2(t, x) = 2∂ts+ ∂tϕ(t, y
′).
From (4.17) we have
0 = 2(∂ts)pn + 2s(∂tpn) + ∂tyn.
(4.16), ∂tpn
∣∣
x′=y∗(t)′ = 0. Therefore,
2∂ts|x′=y∗(t)′ = ∂tϕ(t, y′)|y′=y∗(t)′ = d
dt
ϕ(t, y∗(t)′) = a˙(t).
Hence
(4.32) ∂tΦ2
∣∣∣
x′=y∗(t)′
= 2a˙(t).
Next we compute ∆xΦ2(t, x). Let kj = kj(t), 1 ≤ j ≤ n − 1, be the principal
curvatures at y∗(t). Without loss of generality, we assume that y∗(t) = 0, and at x =
0, the directions of principal curvatures are equal to (1, 0, · · · , 0), · · · , (0, · · · , 0, 1, 0).
Then near y∗(t), S(t) is written as
xn = −1
2
n−1∑
j=1
kjx
2
j +O(|x′|3).
We parametrize S(t) by y
′ = (y1, · · · , yn−1) = (x1, · · · , xn−1) and see that
(4.33)

∂iϕ = −kiyi +O(|y′|2), 1 ≤ i ≤ n− 1,
pi = ∂iϕ(1− pn) = −2kiyi +O(|y′|2), 1 ≤ i ≤ n− 1,
pn =
|∇′ϕ|2 − 1
|∇′ϕ|2 + 1 = −1 +O(|y
′|2).
16 P. GAITAN, H. ISOZAKI, O. POISSON, S. SILTANEN, AND J. TAMMINEN
Using xi = 2spi + yi and (4.33), we have when y
′ = 0,
(4.34)

∂x1
∂y1
· · · ∂x1∂yn−1 ∂x1∂s
· · · · · · · · · · · ·
· · · · · · · · · · · ·
∂xn
∂y1
· · · ∂xn∂yn−1 ∂xn∂s
 =

1− 4sk1 0 · · · 0
· · · · · · · · · · · ·
0 · · · 1− 4skn−1 0
0 · · · 0 −2
 .
We also see that, when y′ = 0,
(4.35)
∂pi
∂xi
=
n−1∑
j=1
∂pi
∂yj
∂yj
∂xi
+
∂pi
∂s
∂s
∂xi
=
−2ki
∂yi
∂xi
, 1 ≤ i ≤ n− 1,
0, i = n.
Therefore, we have, when y′ = 0,
(4.36) ∆xΦ2 = ∇x · p = −
n−1∑
i=1
2ki
1− 4ski .
By (4.32) and (4.36), we have proven the following lemma.
Lemma 4.4. Along the segment with end points y∗(t) and z∗(t), we have
(4.37) exp
(∫ s
0
(∂tΦ2 −∆xΦ2) dτ
)
=
e2sa˙(t)∏n−1
j=1 (1− 4skj)1/2
.
5. Approximate solutions
5.1. Ansatz. We first construct an approximate solution vapr(t, x;λ) to (1.1). Let
us assume without loss of generality that e∗ = en. We take  > 0 small enough and
put a1(t), a2(t) as follows:
(5.1) a1(t) = a(t)− 3, a2(t) = a(t)− 3/2.
We then have, letting ∂S(t) be the boundary of S(t),
(5.2)
{x ∈ S(t); a2(t) ≤ xn} ⊂ S(t), ∂S(t) ⊂ {x ∈ Ω ; xn < a1(t)}, 0 ≤ t ≤ T.
Our ansatz is the following form :
vapr(t, x;λ) = b1(t, x)·
{
v+(t, x;λ) on Ω \D(t),
v−(t, x;λ) on D(t),
v+(t, x;λ) = hfw(t, x;λ) + χ˜(|x′ − y∗(t)′|)
∑
j=2,3
aj(t, x;λ)e
λ2t+λΦj(t,x),
v−(t, x;λ) = a4(t, x;λ)eλ
2t+λΦ4(t,x),
(5.3)
where Φj(t, x)’s are as in §4,
(5.4) b1(t, x) = χ(xn − a(t))
with χ(τ) ∈ C∞(R) satisfying χ(τ) = 0 (τ < −3), χ(τ) = 1 (τ > −3/2), and
χ˜ ∈ C∞(R) is such that χ˜(τ) = 1 for |τ | < /2, χ˜(τ) = 0 for |τ | > . The
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following conditions are imposed:
(5.5) v+(t, x;λ) = hfw(t, x;λ) on Γ ∩ {xn > a2(t)},
(5.6) v+(t, x;λ) = v−(t, x;λ) on S(t).
Note that choosing  small enough, we can assume that
(5.7) νS(t)(x) · en > 0 on S(t).
The intuition for this ansatz is as follows. We first give the heat flow hfw(t, x;λ) =
eλ
2t+λxn from the boundary Γ. It is reflected at the inner boundary S(t), giving
rise to eλ
2t+λΦ2 , which goes back to Γ. It is again reflected at Γ, and is transformed
to eλ
2t+λΦ3 . The heat flow hfw(t, x;λ) is also transmitted at the inner boundary,
giving rise to eλ
2t+λΦ4 .
We construct aj(t, x;λ) taking into account of (4.29). We assume that S(t)
is parametrized as yn = ϕ(t, y
′), and let s be the parameter along the associated
caracteristic curve. We put, taking N large enough, for x ∈ D,+(t),
a2(t, x;λ) =
N∑
i=0
λ−ia2i(t, x),
a20(t, x) = a200(t, y
′) exp
(∫ s
0
(∂tΦ2 −∆xΦ2)dτ
)
,
a2i(t, x) = a2i0(t, y
′) exp
(∫ s
0
(∂tΦ2 −∆xΦ2)dτ
)
+
∫ s
0
exp
(∫ s
τ
(∂tΦ2 −∆xΦ2)dρ
)
(∂t −∆x) a2i−1dτ, i ≥ 1,
(5.8)
where y ∈ S(t) is defined by (4.15), and a2i0(t, y′) is to be determined later.
Observing that, on one hand, thanks to (4.14), Φ2(t, x) < a(t) − /2 if |x′ −
y∗(t)′| > /2, and that, on the other hand, χ˜(|x′−y∗(t)′|) ≡ 1 for |x′−y∗(t)′| < /2,
we can apply (4.30) to obtain∣∣∣(∂t −∆x)(a2eλ2t+λΦ2(t,x))∣∣∣ ≤ Cλ−Neλ2t+λa(t) in D,+(t).(5.9)
Similarly, assuming that Γ(t) is written as xn = ϕ˜(z
′) or s = 0, where s is the
parameter along the associated characteristic curve with respect to Φ3, we put
a3(t, x;λ) = χ˜(s¯)
N∑
i=0
λ−ia3i(t, x),
a30(t, x) = a300(t, z
′) exp
(∫ s¯
0
(∂tΦ3 −∆xΦ3)dτ
)
,
a3i(t, x) = a3i0(t, y
′) exp
(∫ s¯
0
(∂tΦ3 −∆xΦ3)dτ
)
+
∫ s¯
0
exp
(∫ s¯
τ
(∂tΦ3 −∆xΦ3)dρ
)
(∂t −∆x) a3i−1dτ, i ≥ 1,
(5.10)
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where z ∈ Γ is defined by (4.23). Since Φ3 is strictly decreasing along the charac-
teristic curve, we have, for  > |s| > /2,
Φ3 ≤ Φ3
∣∣
s¯=0
− δ ≤ Φ2
∣∣
s¯=0
− δ ≤ a(t)− δ,
for some δ > 0. For |s¯| < /2, we have χ˜(s) ≡ 1, and so we can apply (4.30).
Hence
(5.11)
∣∣∣(∂t −∆x)(a3eλ2t+λΦ3(t,x))∣∣∣ ≤ Cλ−Neλ2t+λa(t), in D,+(t).
Finally we construct a4(t, x;λ), x ∈ D(t), in a way similar to a2. We put
a4(t, x;λ) =
N∑
i=0
λ−ia4i(t, x),
a40(t, x) = a400(t, y
′) exp
(∫ s
0
(∂tΦ4 − k2∆xΦ4)dτ
)
,
a4i(t, x) = a4i0(t, y
′) exp
(∫ s
0
(∂tΦ4 − k2∆xΦ4)dτ
)
+
∫ s
0
exp
(∫ s
τ
(∂tΦ4 − k2∆xΦ4)dρ
) (
∂t − k2∆x
)
a4i−1dτ, i ≥ 1,
(5.12)
where s is the parameter along the associated characteristic curve in D(t). Note
that for small  > 0,
(5.13)
∣∣∣(∂t − k2∆x)(a4eλ2t+λΦ4(t,x))∣∣∣ ≤ Cλ−Neλ2t+λa(t),
and χ = 1 near y
∗(t). Therefore, in the region where χ′ 6= 0, Φ4 ≤ a(t) − δ for
some δ > 0.
5.2. Matching. We determine aji0 = aji
∣∣
s=0
in the following way. We put
a1i(t, x) = δ1i,
which implies
hfw(t, x;λ) =
N∑
i=0
λ−ia1i(t, x)eλ
2t+λΦ1(t,x).
Granting that a2i0 is given, a3i0 and a4i0 are defined by
(5.14) a3i0(t, z
′) = −a2i(t, x) on Γ(t),
(5.15) a4i0(t, y
′) = 1 + a2i0(t, y′) on S(t).
Since Φ2(t, x) = Φ3(t, x) on Γ(t), (5.14) implies (5.5). Since Φ2(t, x) = Φ4(t, x) =
xn on S(t), (5.15) yields (5.6).
The above construction makes vapr continuous. The jump of the derivative at
S(t) is computed as follows. For x ∈ S(t) with xn < a(t)− 3/2 we have∣∣∣e−λ2t−λa(t)[γ∂νvapr]S(t)∣∣∣ ≤ Cλe−λ3/2.
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For x ∈ S(t) with xn > a(t)− 3/2 we have b1(t, x) ≡ 1, x ∈ S(t), and so
e−λ
2t−λxn[γ∂νvapr]S(t)
= λ
(
a10νn + a20∂νΦ2 − k2a40∂νΦ4
)
+
N−1∑
i=0
λ−i
(
a1i+1νn + a2i+1∂νΦ2 + ∂νa1i + ∂νa2i − a4i+1k2∂νΦ4 − k2∂νa4i
)
+ λ−N (∂νa1N + ∂νa2N − k2a4N ),
where νn = ∂νxn is the n-th component of ν(t, x
′). The coefficients of the power
λ−i, −1 ≤ i ≤ N − 1, should vanish. Plugging the resulting equations with (5.15),
we find the formula for a200:
(5.16) a200(t, x
′) = −
( νn − k2∂νΦ4
∂νΦ2 − k2∂νΦ4
)
, x ∈ S.
Observing that
∂νa2i = a2i0∂ν(∂tΦ2 −∆Φ2), ∀0 ≤ i ≤ N, x ∈ S,
∂νa4i = (δ1i + a2i0)∂ν(∂tΦ4 − k2∆Φ4), ∀0 ≤ i ≤ N, x ∈ S,
we then obtain, for all i ∈ [1, N ], for all x ∈ S,
a2i0 =
(−νn + k2∂νΦ4)a1i−1 − ∂νa1i−1 − ∂νa2i−1 + k2∂νa4i−1
∂νΦ2 − k2∂νΦ4
=
(
∂νΦ2 − k2∂νΦ4
)−1(
(−νn + k2∂νΦ4 + k2∂ν(∂tΦ4 − k2∆Φ4))a1i−1
−∂νa1i−1 + ∂ν
(
k2(∂tΦ4 − k2∆Φ4)− (∂tΦ2 −∆Φ2)
)
a2i−10
)
.
Then we have
| [γ∂νvapr]S(t) | ≤ Cλ−Neλ
2t+λa(t).
Let us summarize the properties of vapr(t, x;λ). Let χ+(t, x) be the characteristic
function of Ω \D(t), and put
(5.17)
F (t, x;λ) =
( ∂
∂t
− γ(t, x)∆x
)(
vapr(t, x;λ)− χ(xn − a(t))hfw(t, x;λ)χ+(t, x)
)
.
Lemma 5.1. (1) vapr ∈ C([0, T ]× Ω) ∩ C∞(D+) ∩ C∞(D−), in particular
[vapr]S(t) = 0.
(2) There exists a constant C > 0 independent of t, x, λ such that∣∣∣[γ∂νvapr]S(t)∣∣∣ ≤ Cλ−Neλ2t+λa(t).
(3a) At y = y∗(t),
a200(t, y
∗(t)′) =
1− k
1 + k
.
20 P. GAITAN, H. ISOZAKI, O. POISSON, S. SILTANEN, AND J. TAMMINEN
(3b) At x′ = 0,
a20(t, x) =
1− k
1 + k
e2sa˙(t)∏n−1
j=1 (1− 4skj)1/2
.
(4) There exists a constant C > 0 independent of t, x, λ such that
(5.18) |F (t, x;λ)| ≤ Cλ−Neλ2t+λa(t).
Proof. Everything has already been proved except for (3), which follows from
(5.16), from the form of pj ’ s in Lemmas 4.1 and 4.3, and from Lemma 4.4. 
5.3. The function H. We next construct the function H in Theorem 3.1. The
idea is the same as above, however it must be C1 across S(t) with the trade off that
it merely satisfies the differential inequality (3.9). Letting χ+(t, x) and χ−(t, x) be
the characteristic functions of Ω \ D(t) and D(t), we construct H = H(t, x;λ) in
the following form:
H(t, x;λ) = e−λ
2t+λa2(t)
+ b1(t, x)χ+(t, x)e
−λ2t
(
eλxn + b2(t, x;λ)e
λΦ2(t,x)
)
+ b1(t, x)χ−(t, x)b4(t, x;λ)e−λ
2t+λΦ4(t,x),
(5.19)
where a2(t) is the function in (5.1). Let us construct the coefficients bj (j = 2, 4).
Recall that 0 ≤ b1(t, x) ≤ 1 and
(5.20) b1(t, x) = 0, if xn < a1(t), b1(t, x) = 1, if xn > a2(t).
We introduce the local coordinates (τ, y′) around S(t) by
x = τν(t, y′) + (y′, ϕ(t, y′)), |τ | < 3.
We are going to construct b2, b4 in the form
(5.21) b2(t, x) = χ(τ)b20(t, y
′), b4(t, x) = χ(τ)b40(t, y′),
where χ(τ) ∈ C∞(R) such that 0 ≤ χ(τ) ≤ 1, χ(τ) = 1 (|τ | < 3/2), χ(τ) =
0 (|τ | > 3). For  > 0 chosen small enough, x → (τ, y′) is a diffeomorphism in
the 3-neighbourhood of S(t). Then the conditions [H]S(t) = [γ∂νH]S(t) = 0 are
rewritten as
(5.22)
{
1 + b20 = b40,
νn + b20∂νΦ2 = k
2b40∂νΦ4.
Solving the above equation we get
(5.23) b20 =
νn − k2∂νΦ4
k2∂νΦ4 − ∂νΦ2 ,
(5.24) b40 =
νn − ∂νΦ2
k2∂νΦ4 − ∂νΦ2 .
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Lemma 5.2. (1) H(t, x;λ) ∈ C∞(D+) ∩ C∞(D−), and satisfies
[H(t, x;λ)]S(t) = [γ∂νH(t, x;λ)]S(t) = 0.
(2) There exists a constant C > 0 independent of large λ such that
eλ
2tH(t, x;λ) ≥ C
{
eλxn , x ∈ Ω \D(t),
eλΦ4(t,x), x ∈ D(t).
(3) Let χS(t)(x) be the characteristic function of the 
3-neighbourhood of S(t).
Then there exists a constant C > 0 independent of λ such that
eλ
2tH(t, x;λ) ≤ eλa2(t) + b1(t, x) ·
{
eλxn + CχS(t)(x)e
λΦ2(t,x), x ∈ Ω \D(t),
CχS(t)(x)e
λΦ4(t,x), x ∈ D(t).
(4) There exists a constant σ > 0 independent of λ such that(
∂t + γ(t, x)∆x
)
H(t, x;λ) ≤ σλH(t, x;λ), x 6∈ S(t).
(5) There exists a constant C > 0 independent of λ such that
H(t, x;λ) ≤ e−λ2t+λa2(t) + Ce−λ2t+λxn on S(t).
Proof. The assertion (1) follows from our construction. To prove (2), recall that
Lemmas 4.1 and 4.3 imply Φ2(t, x) ≤ xn, and
∂νΦ2 = −1, ∂νΦ4 = 1/k, at x = y∗(t).
We then have, near y∗(t),
eλxn + b2e
λΦ2 ≥ eλxn(1− |b2|).
At x = y∗(t), observing that
b20 =
1− k
1 + k
,
we then have
1− |b2| = 1− |1− k|
1 + k
> 0.
Then there exists a constant C > 0 such that in a small neighbourhood of y∗(t)
eλxn + b2e
λΦ2 ≥ Ceλxn
holds. This proves the first inequality of (2) in a small neighbourhood of y∗(t).
Outside of this neighbourhood, Φ2(t, x) < xn− δ for some constant δ > 0. We take
a3(t) so that a1(t) < a3(t) < a2(t) and b1(t, a3(t)) > 0. Then if xn ≥ a3(t) and x is
outside the above mentioned neighbourhood, we have
b1(t, x)
(
eλxn + b2e
λΦ2
)
≥ eλxn (b1(t, a3(t))−O(e−λδ)) .
Therefore the first inequality again holds if xn ≥ a3(t). If xn < a3(t), recalling the
term eλa2(t) of H(t, x), we get the desired inequality. By a suitable choice of , the
second inequality holds for x closed to y∗(t), x ∈ D(t), since b4(t, y∗(t)) = 21+k > 0.
If xn ≤ a3(t), the desired inequality is obvious due to the term eλa2(t).
The estimate (3) is easy to prove. The estimate (5) is a consequence of (3).
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Since Φj ’s satisfy the eikonal equations, we have
eλ
2t
∣∣∣(∂t + γ(t, x)∆x)H(t, x)∣∣∣
≤ Cλ

eλa2(t) + eλxn + χS(t)(x)e
λΦ2(t,x), x ∈ Ω \D(t), x > a1(t),
eλa2(t) + χS(t)(x)e
λΦ2(t,x), x ∈ Ω \D(t), x < a1(t),
eλa2(t) + χS(t)(x)e
λΦ4(t,x), x ∈ D(t).
The assertion (4) follows directly from (2) and this inequality. 
5.4. The function Hλ,µ. The function H(t, x;λ) has the desired properties except
for the assertion (4) in Lemma 5.2, where σλ should be −σλ. The remedy is as
follows.
For a new parameter µ, we put
(5.25) Hλ,µ(t, x) = e
−λ2t+(λ−µ)2tH(t, x;λ− µ).
This simple trick brings us the desired inequality.
Lemma 5.3. Let σ > 0 be the constant in Lemma 5.2 (4).
(1) If µ > σ and λ ≥ µ2µ−σ , we have
(∂t + γ(t, x)∆x)Hλ,µ(t, x) ≤ −µλHλ,µ(t, x), in L2(D±).
(2) There exists a constant C > 0 independent of large λ and µ such that
eλ
2tHλ,µ(t, x) ≥ C
{
e(λ−µ)xn , x ∈ Ω \D(t),
eλΦ4(t,x), x ∈ D(t).
(3) Let χS(t)(x) be the characteristic function of the δ-neighbourhood of S(t). Then
there exists a constant C > 0 independent of λ such that
eλ
2tHλ,µ(t, x)
≤ eλa2(t) + b1(t, x) ·
{
e(λ−µ)xn + CχS(t)(x)e
(λ−µ)Φ2(t,x), x ∈ Ω \D(t),
CχS(t)(x)e
(λ−µ)Φ4(t,x), x ∈ D(t).
(4)
[
Hλ,µ
]
S(t)
=
[
γ∂νHλ,µ
]
S(t)
= 0.
(5) There exists a constant C > 0 independent of λ such that
Hλ,µ(t, x) ≤ e−λ2t+λa2(t) + Ce−λ2t+λxn on S(t).
Proof. By using Lemma 5.2 (4), we have
(∂t + γ∆x)Hλ,µ
= e−λ
2t+(λ−µ)2t (∂t + γ∆x)H(t, x;λ− µ) + (−2µλ+ µ2)Hλ,µ
≤ (σλ− 2µλ+ µ2)Hλ,µ,
from which the assertion (1) follows immediately. The assertion (2) is a consequence
of Lemma 5.2 (3). The assertions (3), (4) and (5) follow from the construction and
Lemma 5.2. 
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Let b1(t, x) be the function appearing in (5.20). We set
(5.26) b˜1(t, x) = 1− b1(t, x) ∈ C∞([0, T ]× Ω).
Observe that
supp b˜1(t, x) ⊂ {xn ≤ a2(t)}, a2(t) ≤ a(t)− δ,
for δ = 3/2 > 0.
We need the following
Lemma 5.4. Set
(5.27) G = (∂t − γ∆x)
(
b˜1(t, x)hfw(t, x;λ)
)
.
Then we have
|G| ≤ Cλ2eλ2t+λ(a(t)−δ),
where the constant C is independent of λ > 0.
Proof. It comes from∣∣∂t(b˜1(t, x)eλxn)∣∣+ ∣∣(∂x)α(b˜1(t, x)eλxn)∣∣ ≤ Cαλ|α|eλ(a(t)−δ).

6. Boundary integrals
6.1. Laplace’s method. Let us recall the well-known Laplace’s method for com-
putation of integrals with large parameters. Let Σ be a compact hypersurface in
Rn and consider the integral with large parameter λ > 0
(6.1) I(λ) =
∫
Σ
eλΦ(x)Aλ(x)dΣ,
where dΣ is the surface element of S, Φ(x) and Aλ(x) are smooth functions on Σ
and satisfy
|∂kxAλ(x)| ≤ C, 0 ≤ k ≤ 3,
for some constant C > 0. We assume that Φ(x) is real-valued. Let Φ′′(x) be the
Hessian matrix of Φ at x ∈ Σ with respect to local coordinates. We assume that
Φ(x) attains its maximum only at p ∈ Σ, and Φ′′(p) is negative
definite.
Let U be a small neighbourhood of p and U ′ = Σ\U . Then there exist constants
, C > 0 such that
(6.2)
∣∣∣ ∫
U ′
eλΦ(x)Aλ(x)dΣ
∣∣∣ ≤ Ceλ(Φ(p)−).
We shall assume without loss of generality that, near p, Σ is represented as
xn = f(x
′), x′ = (x1, · · · , xn−1), and Φ(x) takes the form
Φ(x) = Φ(p)− 1
2
n−1∑
i=1
µi(xi − pi)2 +O(|x′ − p′|3),
24 P. GAITAN, H. ISOZAKI, O. POISSON, S. SILTANEN, AND J. TAMMINEN
where −µi’s are eigenvalues of Φ′′(p). By the Morse lemma (see e.g. [9], p. 502),
there is a diffeomorphism x′ → ξ = (ξ1, · · · , ξn−1) such that
Φ(x) = Φ(p)− 1
2
n−1∑
i=1
ξ2i ,
∣∣∣∣∂x′∂ξ (0)
∣∣∣∣ = ∣∣det Φ′′(p)∣∣−1/2.
Then we have, letting ∇′ = (∂/∂x1, · · · , ∂/∂xn−1),∫
U
eλΦ(x)Aλ(x)dΣ = e
λΦ(p)
∫
ξ(U)
e−
λ
2 |ξ|2bλ(ξ)dξ,
bλ(ξ) = Aλ(x)
(
1 + |∇′f |2)1/2∣∣∣∂x′
∂ξ
∣∣∣,
By the change of variable η =
√
λ/2 ξ, and the Taylor expansion, we then have∫
Σ
eλΦ(x)Aλ(x)dΣ
= eλΦ(p)
(
2pi
λ
)(n−1)/2(
1 + |∇′f(p)|2∣∣det Φ′′(p)∣∣
)1/2(
Aλ(p) +O(
1
λ
)
)
.
(6.3)
Let us apply this result to our integral on the inner boundary, i.e. Φ(x) = 2xn
and Σ = S(t) or S(t). Then we have p = y
∗(t), Φ(p) = 2a(t), |det Φ′′(p)| =
Πn−1i=1 µi(t), ∇′f(p) = ∇′ϕ(t, y∗) = 0. We then obtain the following asymptotic
expansion which is uniform for 0 ≤ t ≤ T :
(6.4)
∫
S(t)
e2λxnAλ(x)dS(t) = e
2λa(t)
(
n−1∏
i=1
pi
λµi(t)
)1/2(
Aλ(y
∗(t)) +O(
1
λ
)
)
.
6.2. Estimates of boundary integrals. The following simple lemma is useful.
Lemma 6.1. There exists C > 0 such that
(6.5)
∫ T
0
eλ(µt+2a(t))dt ≤ C e
λ(µT+2a(T ))
λ
, if λ > 0, µ > 4 max
0≤t≤T
|a′(t)|,
(6.6)
∫ T
0
eλ
2t+λa(t)dt ≤ C e
λ2T+λa(T )
λ2
, if λ > 2 max
0≤t≤T
|a′(t)|.
Moreover, let fλ(t) be a smooth function on [0, T ] such that
(6.7)
∣∣∣fλ(t)∣∣∣+ ∣∣∣ d
dt
fλ(t)
∣∣∣ ≤ C,
for some constant C > 0. Then, if µ > 4max0≤t≤T |a′(t)|, we have
(6.8)
∫ T
0
eλ(µt+2a(t))fλ(t)dt =
eλ(µT+2a(T ))
λ(µ+ 2a˙(T ))
(
fλ(T ) +O(
1
λ
)
)
.
Proof. We use the change of variable ρ = t+ 2a(t)/µ, ρmin = ρ(0), ρmax = ρ(T )
to see that
I(λ, fλ) :=
∫ T
0
eλ(µt+2a(t))fλ(t)dt =
∫ ρmax
ρmin
eλµρ
dt
dρ
fλ(t(ρ))dρ.
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By using (6.7) we obtain (6.5). The proof of (6.6) is similar. By using (6.7) we can
write
fλ(t) = fλ(T ) + (T − t)gλ(t),
where |gλ| ≤ C. Hence
I(λ, fλ) = fλ(T )I(λ, 1) + I(λ, (T − t)gλ).
We then have
|I(λ, (T − t)gλ)| ≤ CI(λ, (T − t)) ≤ C ′
∫ ρmax
ρmin
(ρmax − ρ)eλµρdρ ≤ C e
λρmax
λ2
,
which proves (6.8). 
We split the above solution u into two parts
u = v + w,
where v and w satisfy

∂tv −∇ · (γ∇v) = 0 in (T0, T )× Ω,
v = b1(·)hfw(·;λ) on (T0, T )× ∂Ω,
v
∣∣
t=T0
= u(T0, ·;λ) + b1(T0, ·)hfw(T0, ·;λ) on Ω,
(6.9)

∂tw −∇ · (γ∇w) = 0 in (0, T )× Ω,
w = b˜1(·)hfw(·;λ) on (0, T )× ∂Ω,
w
∣∣
t=0
= b˜1(0, ·)hfw(0, ·;λ) on Ω,
(6.10)
where b1 and b˜1 are as in (5.20) and (5.26).
Lemma 6.2. Let vapr(t, x;λ) be as in Lemma 5.1. Then, there exists µ0 > 0
depending only on Ω such that, letting µ > µ0, there exists λ0 > 0 so that for all
λ > λ0 we have∫ T
T0
eλµtdt
∫
Γ
hbw(t, x;λ)|∂ν
(
v(t, x;λ)− vapr(t, x;λ)
)∣∣dΓ
≤ Cλ−N−(n+1)/2eλ(µT+2a(T )).
Proof. Letting V = v − vapr, we have
∂tV −∇ · (γ∇V ) = F in L2(D±), ,
V = 0 on (T0, T )× ∂Ω,
V
∣∣∣
t=T0
= u(T0, ·;λ) + b1(T0, ·)hfw(T0, ·;λ)− vapr
∣∣∣
t=T0
on Ω,
where F satisfies (5.18). We apply Theorem 3.1 in the cylinder (T0, T ) × Ω with
H = Hλ,µ(t, x). By Lemma 5.1 (2) and Lemma 5.3 (5), we have∣∣[γ∂νvapr]S(t)Hλ,µ∣∣ ≤ Cλ−N (eλ(a(t)+a2(t)) + eλ(a(t)+xn)).
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Therefore, we have
eλµTE(V,Hλ,µ;T ) +
∫ T
T0
eλµtEΓ(∂νV,Hλ,µ; t)dt
≤ E(V,Hλ,µ;T0) + Cλ−N
∫ T
T0
eλµtdt
∫
S(t)
(eλ(2a(t)−δ) + eλ(a(t)+xn))dS(t),
for some δ > 0. Thanks to Lemmas 3.3, 5.3 (3), and observing that
|vapr(·;λ)|+Hλ,µ ≤ Ceλ2t+λρ0 in (0, T )× Ω,
for some ρ0 depending only on Ω, we have
E(V,Hλ,µ;T0) ≤ ‖V (T0)‖L1(Ω) sup
Ω
Hλ,µ(T0) ≤ Ceλρ,
for some ρ depending only on Ω. We apply (6.4) to see that∫
S(t)
eλxndS(t) ≤ Cλ−(n−1)/2eλa(t).
Next we apply (6.5) to obtain∫ T
0
eλµtdt
∫
S(t)
eλ(a(t)+xn)dS(t) ≤ Cλ−(n+1)/2eλ(µT+2a(T )).
Therefore, we have ∫ T
T0
eλµtdt
∫
Γ
Hλ,µ(t, x)
∣∣∂ν(v − vapr)∣∣dΓ
≤ C
(
eλρ + eλ(µT+2a(T )−δ) + λ−N−(n+1)/2eλ(µT+2a(T ))
)
.
If µ > T−1(ρ− 2 inf{xn;x ∈ Ω}), then µT + 2a(T ) > ρ and so
(6.11)
∫ T
T0
eλµtdt
∫
Γ
Hλ,µ(t, x)
∣∣∂ν(v − vapr)∣∣dΓ ≤ Cλ−N−(n+1)/2eλ(µT+2a(T )).
We have, by using Lemma 5.3 (2),
0 < hbw(t, x;λ) ≤ CHλ,µ(t, x), on (0, T )× Γ.
This, together with µ0 > T
−1(ρ− 2 inf{xn;x ∈ Ω}) and (6.11), proves the lemma.

Lemma 6.3. We have∫ T
0
eλµtdt
∫
Γ
hbw(t, x;λ)|∂ν
(
w(t, x;λ)− b˜1(t, x)hfw(t, x;λ)
)∣∣dΓ
≤ Cλ−N−(n+1)/2eλ(µT+2a(T )).
Proof. We put W = w − b˜1hfw(·;λ). Then we have the equation
(6.12)

∂tW −∇ · (γ∇W ) = −G in L2(D±),
W = 0 on (0, T )× ∂Ω,
W
∣∣∣
t=0
= 0 on Ω,
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where G is defined by (5.27). We apply Theorem 3.1 with H = Hλ,µ and use
Lemma 5.4 to obtain the lemma. 
Theorem 6.4.∣∣∣ ∫ T
T0
eλµtdt
∫
Γ
hbw(t, x;λ)∂ν
(
u(t, x;λ)− hfw(t, x;λ)
−
∑
j=1,2
aj(t, x)e
λ2t+λΦj(t,x)
)
dΓ
∣∣∣
≤ Cλ−N−(n+1)/2eλ(µT+2a(T )).
Proof. Lemmas 6.2 and 6.3 imply∣∣∣ ∫ T
T0
eλµtdt
∫
Γ
hbw(t, x;λ)∂ν
(
u(t, x;λ)− b1(t, x)hfw(t, x;λ)
−
∑
j=1,2
aj(t, x)e
λ2t+λΦj(t,x)
)
dΓ
∣∣∣
≤ Cλ−N−(n+1)/2eλ(µT+2a(T )).
Using (5.20), one can replace b1(t, x) by 1 to prove the theorem. 
7. Proof of Main theorems
7.1. Proof of Theorem 1.1. As above, we assume that e∗ = en, and denote
p ∈ Rn by p = (p′, pn), p′ = (p1, · · · , pn−1). We fix t and, by suitable rotation and
translation, take the rectangular coordinates of Rn so that y∗(t) = (0, a(t)) and
in a small neighborhood of y∗(t), which is denoted by U(t), S(t) is represented as
yn = ϕ(t, y
′), moreover
ϕ(t, y′) = a(t)− 1
2
n−1∑
i=1
ki(t)y
2
i +O(|y′|3),
where ki(t)’s are the principal curvatures of S(t) at y
∗(t). Recall that the charac-
teristic curve X(t, s, y′) is written as
X(t, s, y′) = 2s p(t, y′) + y.
By (4.33),
pi(t, y
′) =
{ − 2ki(t)yi +O(|y′|2), i 6= n,
− 1 +O(|y′|2), i = n.
We then have for 1 ≤ j ≤ n
∂Xi
∂yj
∣∣∣
y′=0
=

(1− 2ski(t))δij , i 6= n,
∂ϕ
∂yj
(t, 0) = 0, i = n.
In a small neighbourhood of z∗(t), which is denoted by V (t), Γ is represented as
xn = ψ(x
′), and the mapping
S(t) ∩ U(t) 3 y = (y′, ϕ(t, y′))→ X = (X ′, ψ(X ′)) ∈ Γ ∩ V (t)
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is a diffeomorphism, which maps 0 to 0 (recall that y∗(t) = (0, a(t)) is mapped to
z∗(t) = (0, a(t) + r(t))). For y ∈ S(t) ∩ U(t), let s(t, y′) < 0 be such that
2s(t, y′) p(t, y′) + y ∈ Γ ∩ V (t).
Lemma 7.1. Let x(t, y′) = 2s(t, y′) p(t, y′)+(y′, ϕ(t, y′)). Then for 1 ≤ i, j ≤ n−1,
(7.1)
∂xi(t, y
′)
∂yj
∣∣∣
y′=0
= (1 + 2r(t)ki(t)) δij .
(7.2)
∂
∂xi
(
ψ(x′) + Φ2(t, x′, ψ(x′))
)∣∣∣
x′=0
= 0.
(7.3)
∂2
∂xi∂xj
(
ψ(x′) + Φ2(t, x′, ψ(x′))
)∣∣∣
x′=0
= − 2ki(t)
1 + 2r(t)kj(t)
δij .
Proof. Since 2s(t, 0) = −|z∗(t) − y∗(t)| = −r(t) by (4.14), (7.1) follows from a
direct computation. Using ∇xΦ2(t, x) = p(t, y′(x)), we have
∂
∂xi
Φ2(t, x
′, ψ(x′)) = pi(t, y′(x′, ψ(x′))) + pn(t, y′(x′, ψ(x′)))
∂ψ(x′)
∂xi
.
Letting x′ = 0 in the equation
∂
∂xi
(
ψ(x′) + Φ2(t, x′, ψ(x′))
)
=
(
1 + pn(t, y
′(x′, ψ(x′)))
)∂ψ(x′)
∂xi
+ pi(t, y
′(x′, ψ(x′))),
we get (7.2). Taking the 2nd order derivative, we have
∂2
∂xi∂xj
(
ψ + Φ2
)
=
(
∂
∂xj
pn(t, y
′)
)
∂ψ
∂xi
+ (1 + pn)
∂2ψ
∂xi∂xj
+
∂
∂xj
pi(t, y
′).
Using (7.1), we have
∂
∂xj
pi(t, y
′(x′, ψ(x′))
∣∣∣
x′=0
= − 2ki(t)
1 + 2r(t)kj(t)
δij .
Since pn(t, y
′) = −1 +O(|y′|2), we have
∂
∂xj
pn(t, y
′(x′, ψ(x′)))
∣∣∣
x′=0
= 0.
We have thus proven (7.3). 
In view of Theorem 6.4, in order to prove Theorem 1.1, we have only to compute
(7.4) BΓ(t, λ) :=
∫
Γ
hbw(t, x;λ)∂ν
∑
j=1,2
(
aj(t, x;λ)e
λ2t+λΦj(t,x)
)
dΓ.
Lemma 7.2. We have for t > 0
(7.5) BΓ(t, λ) = 2λ
(3−n)/2 1− k
1 + k
(
n−1∏
i=1
pi
ki(t)
)1/2
e2λa(t)−r(t)a˙(t)
(
1 +O(
1
λ
)
)
.
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Proof. Set
(7.6) Bj(t, λ) =
∫
Γ
hbw(t, x;λ)∂ν
(
aj(t, x;λ)e
λ2t+λΦj(t,x)
)
dΓ, j = 2, 3.
Letting p = (p1, · · · , pn) be as in (4.16), we have
hbw∂ν
(
a2e
λ2t+λΦ2
)
= eλ(xn+Φ2) (λa2ν · p+ ν · ∇a2) =: eλ(xn+Φ2)λAλ(t, x).
The integral (7.6) is performed in a small neighborhood of z∗(t), and Lemma 7.1
shows that x′ = 0 is a unique non-degenerate critical point of Φ(x′) = xn+Φ2(t, x),
xn = ψ(x
′). Moreover we have
Φ(0) = 2a(t),
and, thanks to (7.3),
(7.7) |det Φ′′(0)| =
n−1∏
i=1
2ki(t)
1 + 2r(t)ki(t)
.
By Laplace’s method, we have
B2(t, λ) '
(
2pi
λ
)(n−1)/2 (1 + |∇′ψ|2)1/2
|det Φ′′(0)|1/2
λAλ(t, 0)e
2λa(t)
' λ(3−n)/2(2pi)(n−1)/2
(
1 + |∇′ψ|2)1/2 ν · p
|det Φ′′(0)|1/2
a20(t, z
∗(t))e2λa(t).
Since ν ·p
(
1 + |∇′ψ|2
)1/2∣∣∣
x=z∗(t)
= 1, in view of Lemma 5.1(3b) and (7.7), we have
proved
(7.8) B2(t, λ) = λ
(3−n)/2 1− k
1 + k
(
n−1∏
i=1
pi
ki(t)
)1/2
e2λa(t)−r(t)a˙(t)
(
1 +O(
1
λ
)
)
.
Consider B3(t, λ). Let p¯ be as in the proof of Lemma 4.2. Thanks to (4.20) we
have νp¯ = ∂νΦ3 = −∂νΦ2 on Γ and, thanks to (5.14), a3 = −a2 on Γ. Hence
B3(t, λ) = B2(t, λ) +O(λ
(1−n)/2)e2λa(t). Lemma 7.2 is proved. 
By virtue of Lemma 7.2, we have
∫ T
T0
eλµtBΓ(t, λ)dt ∼ λ(3−n)/2 1− k
1 + k
∫ T
0
eλ(µt+2a(t))−r(t)a˙(t)
(
n−1∏
i=1
pi
ki(t)
)1/2
dt.
7.2. Proof of Corollary 1.2. From Theorem 1.1, we have
1
λ
log IΓ(T0, T ;λ, µ)→ µT + 2a(T ).
The right-hand side determines a(t) for 0 < t ≤ T , if [T0, T ] is replaced by any
small interval [t0, t] in (0, T ]. Let us note that a(t), etc. defined above depend also
on e∗, i.e. a(t) = a(t, e∗), etc.
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For e ∈ Sn−1 sufficiently close to e∗, one can also recover a(t, e). Let Π(e) be
the plane defined by x ·e = a(t, e). Then by taking a small neighborhood U in Sn−1
of e∗, we have a family of planes {Π(e) ; e ∈ U}. The part of ∂D(t) sufficiently
close to y∗(t, e∗) can be reconstructed as the envelop of {Π(e) ; e ∈ U}. Then we
can reconstuct S(t, e) and K(t, e). Finally using (1.12) again, we can recover the
conductivity k2.
7.3. Proof of Theorem 1.4. Let χˆ ∈ C∞(R) be such that χˆ(t) = 1 (t > T−3/2),
χˆ(t) = 0 (t < T−3). If a2 < a(T ), we replace the ansatz vapr(t, x) by vˆapr(t, x;λ) =
χˆ(t)vapr(t, x;λ) and set
IˆΓ(T0, T ;λ, µ) :=
∫ T
T0
eλµt
(∫
Γ
hbw(t, x;λ)∂ν vˆapr(t, x;λ)dΓ
)
dt,
δIˆΓ(T0, T ;λ, µ) :=
∫ T
T0
eλµt
(∫
Γ
hbw(t, x;λ)∂ν (vapr(t, x;λ)− vˆapr(t, x;λ)) dΓ
)
dt.
This is estimated as∣∣∣δIˆΓ(T0, T ;λ, µ)∣∣∣ ≤ ∫ T−3/2
T0
eλµt
∣∣∣∣∫
Γ
hbw(t, x;λ)∂νvapr(t, x;λ)dΓ
∣∣∣∣ dt
≤ Cλ(3−n)/2
∫ T−3/2
T0
eλµt+2λa(t)dt
≤ Cλ(1−n)/2eλµ(T−3/2)+2λa(T−3/2).(7.9)
Since µ > µ0 > 2 sup{|a˙(t)|, 0 < t < T}, we then obtain∣∣∣δIˆΓ(T0, T ;λ, µ)∣∣∣ ≤ Cλ−αeλµT+2λa(T ), ∀α ∈ R.
Thus I˜Γ(T0, T, λ, µ) has the same behaviour as IˆΓ(T0, T, λ, µ) when λ goes to infinity.
This shows that the ansatzs can be localized near t = T .
Consider the case a2 < a(T ), in which {xn > a2} ⊂ {xn > a(T ) − C3} for 
sufficiently small. Then vˆapr vanishes in {(t, x); xn − a(t) ≤ −3, and t ≤ T − 3},
and so it vanishes in {(t, x); xn − a(t) ≤ −C3} with C = 1 + µ0/2. We then have
(7.10)
IˆΓ(T0, T ;λ, µ) =
∫ T
T0
eλµt
(∫
Γ∩{xn>a(T )−C3}
hbw(t, x;λ)∂ν vˆapr(t, x;λ)dΓ
)
dt.
Thanks to (7.9), (7.10), we obtain (1).
Consider the case a1 > a(T ). We then simply replace the ansatz by v =
χˆ(t)h˜fw(t, x;λ) in (1.13), and have
∂tv −∇ · (γ∇v) = ∂tv −∆v = O(λeλ2T+λa2).
The energy estimate shows that∣∣∣∣∣I˜Γ1(T0, T ;λ, µ)−
∫ T
T0
eλµt
(∫
Γ
h˜bw(t, x;λ)∂νv(t, x;λ)dΓ
)
dt
∣∣∣∣∣ ≤ CλkeλµT+2λa2 ,
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for some k ∈ R. Hence ∣∣∣I˜Γ1(T0, T, λ, µ)∣∣∣ = O(λk)eλµT+2λa2 .
Since a2 > a1 > a(T ) is arbitrary, we can replace a2 in the above estimate by any
a3 ∈ (a1, a2), and so we obtain (2). We have finished the proof. 
References
[1] H. Bellout, Stability result for the inverse transmissitivity problem for the heat equation, J.
Math. Anal. Appl. 168 (1992), 13-27.
[2] V. Bacchelli, M. Di Cristo, E. Sincich, S. Vessella, A paprbolic inverse problem with mixed
boundary data. Stability estimates for the unknown boundary and impedance, preprin (2011).
[3] M. Di Cristo and S. Vessella, Stable determination of the discontinuous conductivity coeffi-
cient of a parabolic equation, arXiv:0904 (2009).
[4] Y. Daido, H. Kang and G. Nakamura, A probe method for the inverse boundary value problem
of non-stationary heat equations, Inverse Problems 23 (2007), 1787-1800.
[5] Dashti Ardakani, Mohsen and Khodadad, Mahmud Identification of thermal conductivity
and the shape of an inclusion using the boundary elements method and the particle swarm
optimization algorithm, Inverse Problems in Science and Engineering, 17 (2009), pp. 855–870,
[6] A. Elayyan and V. Isakov, On uniqueness of the recovery of the discontinuous conductivity
coefficient of a parabolic equation, SIAM. J. Math. Anal. 28 (1997), 49-59.
[7] P. Gaitan, H. Isozaki, O. Poisson, S. Siltanen and J. Tamminen, Inverse problems for time-
dependent singular heat conductivities - One dimensional case, preprint (2012).
[8] P. Gaitan, H. Isozaki, O. Poisson, S. Siltanen and J. Tamminen, Probing for inclusions in
heat conductive bodies, Inverse Problems and Imaging 6 (2012), pp. 423–446.
[9] L. Ho¨rmander, The Analysis of Linear Partial Differential Operators III, Springer-Verlag,
Berlin-Heidelberg-New York-Tokyo (1985).
[10] T. Ide, H. Isozaki, S. Nakata, S. Siltanen, Local detection of three-dimensional inclusions in
electrical impedance tomography, Inverse Porblems 26, (2010), 035001.
[11] T. Ide, H. Isozaki, S. Nakata, S. Siltanen and G. Uhlmann, Probing for electrical inclusions
with complex spherical waves, CPAM Vol LX (2007), 1415-1442.
[12] M.Ikehata, Extracting discontinuity in a heat conductive body. One-space dimensional case,
Applicable Analysis 86 (2007), 963-1005.
[13] M. Ikehata and M. Kawashita, The enclosure method for the heat equation, Inverse Problems
25 (2009), 075005.1
[14] H. Kawakami and M. Tsuchiya, Uniqueness and shape identification of a time-varying do-
main and related parabolic equation on non-cylidrical domains, Inverse Problems 26 (2010),
125007.
[15] J. L. Lions, E´quations differe´ntielles ope´rationnelles et proble`mes aux limites, Springer-
Verlag, Berlin, Go¨ttingen, Heidelberg (1961).
[16] Liu, Ji-Chuan and Wei, Ting, Moving boundary identification for a two-dimensional inverse
heat conduction problem, Inverse Problems in Science and Engineering 19 (2011), pp. 1139–
1154
[17] Liu, Ji-Chuan and Wei, Ting, The method of lines to reconstruct a moving boundary for a
one-dimensional heat equation in a multilayer domain, Journal of Engineering Mathematics
71 (2011), pp. 157–170
[18] H. Tanabe, Equations of Evolution, Monographs and Studies in Mathematics, 6, Pitman,
Boston, Mass.-London (1979).1
[19] T. Wei and Y.S.Li, An inverse boundary problem for one-dimensional heat equation with a
multilayer domain Engineering Analysis with Boundary Elements 33 (2009) 225-232
[20] S. Vessella, Quantitative estimates of unique continuation for parabolic equations, determina-
tion of unknown time-varying boundaries and optimal stability extimates, Inverse Problems
28 (2008), 1-81.
32 P. GAITAN, H. ISOZAKI, O. POISSON, S. SILTANEN, AND J. TAMMINEN
Aix Marseille Universite´ de Provence, IUT, Aix-en-Provence, France
E-mail address: patricia.gaitan@univmed.fr
Institute of Mathematics, University of Tsukuba, Tsukuba, 305-8571, Japan
E-mail address: isozakih@math.tsukuba.ac.jp
Aix Marseille Universite´ de Provence, France
E-mail address: poisson@cmi.univ-mrs.fr
Department of Mathematics and Statistics, University of Helsinki, Finland
E-mail address: samuli.siltanen@helsinki.fi
Department of Mathematics and Statistics, University of Helsinki, Finland
E-mail address: janne.p.tamminen@helsinki.fi
