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Abstract 
In this work, density-based topology optimization is applied to the design of the air-side surface of dry-cooled 
power plant condensers. A topology optimization model assuming a steady-state, thermally and fluid 
dynamically fully developed internal flow is developed and used for this application. The conductance of the 
heat exchanger is maximized for a prescribed pressure drop and prescribed air-side temperature change across 
the heat exchanger. Polymer with infilled thermally conducting metal filaments is considered as the heat 
exchanger material which allows cost effective additive manufacturing techniques to be used to fabricate the 
obtained designs. Parametric studies are presented that analyze the effect of the material thermal conductivity 
and the heat exchanger unit cell height on the system’s performance. The designs obtained from topology 
optimization are benchmarked against a simple optimized slot channel model in order to demonstrate the 
superior performance of the topology optimized designs. Thus, this work demonstrates the usefulness of 
topology optimization to fully exploit the design freedom afforded by additive manufacturing technologies. 
 
1. Introduction 
High performance air-side heat transfer surfaces are required by many applications. The work presented here 
was motivated specifically by the need to transition heat rejection systems for power plants from water-cooled to 
air-cooled (referred to subsequently as dry-cooled). Dry-cooling of power plants eliminates their water 
consumption, thus mitigating their environmental impact and providing a higher flexibility for siting options 
since no large local water source is needed. Currently, water-cooled systems are preferred due to their low cost 
and compact design; however, power plants are currently the single largest users of fresh water in the US [1] and 
this is increasingly becoming an issue in several regions of the country. The penalty associated with dry-cooling 
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is lower efficiency due to higher heat rejection temperatures (the dry-bulb vs the wet-bulb temperature) and the 
lower air-side heat transfer coefficient as well as comparatively high required fan power. These disadvantages 
have thus far prevented the wide spread use of dry-cooled condensers. Improving the air-side heat transfer 
surface while keeping the fan power low is crucial for dry-cooled heat exchangers to become economically 
competitive. In this work, density-based topology optimization is applied to address this optimization challenge.  
 
The application of topology optimization to the design of thermofluid systems is an active area of research. 
Topology optimization allows a systematic optimization of these nonlinear systems as opposed to classical 
methods such as trial and error or intuition-based engineering. Therefore, topology optimization can lead to 
reduced development time and unanticipated and non-intuitive designs can be identified. Nevertheless, the 
performance increase of the topology optimized designs can result in more complex heat exchanger surfaces 
than when applying classical design methods. These complex surfaces might not be easily manufactured using 
conventional manufacturing techniques; however, they can be fabricated using additive manufacturing methods, 
especially as those methods become increasingly mature. Thus, topology optimization techniques are critical in 
order to fully exploit the design freedom that these technologies provide. An additive manufacturing or 3D 
printing method that is being considered for the fabrication of dry-cooled condensers is Fused Layer Modeling 
(FLM) where polymer material is extruded through a nozzle to build up a structure layer by layer. Using this 
method, complex surfaces can be fabricated from a relatively cheap polymer in large quantities and with cheap 
equipment. High throughput can be obtained using several nozzles in parallel. As a result, the FLM process is 
fundamentally cost-effective for larger structures such as dry-cooled condensers. The general applicability of 
polymers as heat exchanger and heat sink material has been demonstrated successfully in different applications 
[2]. A significant drawback of using polymers as heat exchanger material is the thermal conductivity which is 
approximately 100 times lower than metal. However, this limitation can be overcome by using fillers such as 
thermally conductive carbon fibers or metal filaments to increase the effective conductivity of the resulting 
composite. 
 
Density-based topology optimization [3] determines whether to put solid or void at each point within a design 
domain in order to maximize a given objective under specified constraints. For this purpose, a density field is 
introduced that takes the value of 0 for solid and 1 for void which, for this application, corresponds to heat 
exchanger material (0) or fluid passage (1). Relaxing this optimization problem to density values between 0 and 
1 allows for the use of gradient-based optimization methods, which are necessary to efficiently tackle topology 
optimization problems that typically involve large numbers of design variables. Topology optimization was 
originally developed for structural mechanics applications and has matured within this field; however it has 
subsequently been applied to other disciplines such as fluid mechanics [4] and photonics [5]. 
 
One application of topology optimization in heat transfer is pure heat conduction problems, as described in 
[3, 6, 7]. In addition to pure two dimensional heat conduction, out of plane convection with a constant heat 
transfer coefficient is considered in various publications: For example Sigmund [8] applied density-based 
topology optimization to the design of multiphysics actuators. Later works also included in-plane convective 
heat transfer to an ambient fluid either assuming a constant heat transfer coefficient [9-11] or using a surrogate 
model for the heat transfer coefficient [12]. This modeling approach was extended to 3D conduction problems 
with convection to an ambient fluid assuming a constant heat transfer coefficient using density-based [13] and 
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level set topology optimization [14]. Soprani et al. [15, 16] applied density-based topology optimization to the 
thermal integration of a thermoelectric cooler by designing the heat rejection path to convectively cooled 
boundaries with prescribed heat transfer coefficient. To overcome these simplifications regarding the details of 
the convective heat transfer process to the ambient fluid, more recent works included heat conduction in the solid 
domain and explicit modeling of heat transfer in the fluid within the topology optimization. Different works 
presented forced convection thermofluid topology optimization models using density-based topology 
optimization [17-28] and level set boundary expressions [29]. Dede [17] presents 2D and 3D heat conduction 
problems as well as a 2D thermofluid model with uniform heat production rate in the modeled domain and a 
fixed Reynolds number of 50 at the fluid inlet. The optimization of different 2D modeled heat dissipating 
structures is presented by [18] and [19, 20] apply 2D topology optimization to the design of water-cooled micro-
channel heat sinks where [20] limits the fluid problem to Stokes flow. Marck et al. [21] present pure fluid 2D 
optimization problems as well as a 2D thermofluid topology optimization model for a pipe with constant wall 
temperature and report a Reynolds number of 3 in the thermofluid problem. A 2D thermofluid heat exchanger 
topology optimization model under constant input power is described in [22] where the case of a temperature 
dependent and temperature independent heat source within the design domain is considered and a maximum 
Reynolds number of 100 is prescribed. Similar models are used in [23] that model the 2D thermofluid problem 
using the lattice Boltzmann method and report Reynolds numbers of around 10 as well as in [29] that use level 
set boundary expressions for the topology optimization and generate 2D and 3D optimized designs with a 
maximum Reynolds number of 800 for the 2D case. The 2D modeling approach of the above mentioned 
thermofluid works was extended by [24] and later [25] to a pseudo 3D model where a 2D conductive base layer 
in which the heat generation occurs interacts with the 2D thermofluid optimization layer. Qian et al. [26] 
presented topology optimization for a 2D thermofluid system under a tangential thermal gradient constraint 
generating designs for Reynolds numbers of 50 and 250. The above mentioned works on thermofluid topology 
optimization treat laminar flow problems. Kontoleontos et al. [27] use a Spalart-Allmaras model to extend the 
modeling to turbulent flow; however, the temperature distribution in the solid is ignored in their work. Topology 
optimization for natural convection problems has only recently been addressed and work has been reported 
applying density-based topology optimization to 2D models [30] as well as 3D- [31] and large-scale 3D systems 
[32]. Coffin and Maute used level set-based topology optimization to optimize 3D and 2D transient natural 
convection systems [33]. The design using topology optimization, manufacturing and subsequent experimental 
testing of optimized heat sinks was presented for a forced convection 2D Stokes flow thermofluid model [28] 
and a 2D air-cooled heat sink model considering conduction and side surface convection [34]. Castro et al. [35] 
use the topology optimization method to design enclosures in which radiation is the dominant heat transfer 
mechanism. For a more detailed description of the literature on thermal and thermofluid topology optimization, 
the reader is referred to a very recently published review paper on this topic [36]. An extensive body of literature 
deals with various other optimization approaches applied to heat exchanger design and a detailed presentation of 
these works lies outside the scope of this study. Therefore, the readers are referred to an exemplary work 
presenting stochastic optimization of air-cooled heat exchangers where the heat transfer is modeled based on 
correlations [37] and a review paper on CFD applications in heat exchanger design [38] that also covers 
literature on optimization in this context. 
 
The 2D models that explicitly consider heat transfer in the fluid [17-30] have in common that the fluid flow is 
within the plane of the design domain. The model presented in this study presents for the first time an approach 
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where a flow is modeled that is perpendicular to the design domain; this is considered one of the main 
contributions of this work. One specific benefit of the presented model could be the combination with existing 
works on thermofluid topology optimization modeling the fluid flow within the design domain plane; hence 
creating a cross-flow heat exchanger optimization model with explicit modeling of both fluids flowing 
perpendicular to each other. Another advantage of assuming a fluid dynamically fully developed flow is the 
simplification of the Navier-Stokes equation to a linear partial differential equation (PDE). This circumvents 
problems with the increasing nonlinearity of the Navier-Stokes equations that accompany increasing Reynolds 
number and have so far limited thermofluid density-based topology optimization to Stokes flow or laminar flow 
with relatively low Reynolds numbers except for [27] that ignore the temperature distribution in the solid. Thus, 
the approach presented here extends the range of applicability of thermofluid topology optimization since it can 
be applied to problems with arbitrary Reynolds numbers within in the laminar flow regime provided that one can 
assume fully developed flow. Extension of the approach to even larger Reynolds number may be possible with a 
suitable turbulence closure model. Moreover, the above mentioned works, except for [13, 15, 16] which do not 
explicitly model the fluid flow, treat rather academic heat sink or heat exchanger problems whereas the 
optimizations in this study are conducted for specific “real world” operating conditions associated with dry-
cooled power plant condensers, even though the optimization is accomplished using some simplifying 
assumptions. However, it should be noted that the presented modeling approach is by no means limited to the 
specific application considered in this work but can be applied to arbitrary thermofluid systems in which the 
fully developed flow assumption is reasonable. 
 
Parametric studies are conducted using the optimization model in order to analyze the influence of the effective 
conductivity of the filled polymer composite as well as the unit cell height used in the heat exchanger structure 
on different measures of the system performance. This analysis of the topology optimization results on a system 
level in the context of a specific heat exchanger design problem is considered another main contribution of this 
work as current literature on thermofluid topology optimization focuses mainly on the topology optimization 
implementation and exemplary generation of a few optimized designs. The topology optimized designs 
generated in this work are compared to a simple, optimized slot channel model in order to demonstrate the 
improvement in performance afforded by the topology optimization. This study provides some confirmation of 
the usefulness of topology optimization to exploit the design freedom that is provided by additive manufacturing 
techniques. 
2. Heat exchanger model 
2.1 General design and modeling of the heat exchanger 
The heat exchanger is configured in a cross-flow arrangement which is typical for gas-to-liquid heat exchangers. 
This is done to create a relatively large frontal area and short air-channels, which allows a large surface area for 
heat transfer while keeping the air-side pressure drop low. This arrangement is also convenient for headering the 
two fluids. The heat exchanger macrostructure consists of a large array of unit cells; the macrostructure and a 
single unit cell are schematically depicted in Fig. 1. Within the unit cell, there is substantial design freedom 
relative to the geometry of the air-side heat transfer surface and the use of heat transfer enhancing structures. 
However, walls with a certain minimal thickness separating the water and air flows are needed to ensure a 
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waterproof design and vertical walls between the unit cells are required periodically in order to ensure 
mechanical stability of the macrostructure. 
 
Since topology optimization is computationally expensive due to the requirement of typically hundreds of design 
iterations before convergence to an optimized design, the unit cell is modeled in 2D to reduce the computational 
complexity. This modeling approach considers the unit cell cross section perpendicular to the air flow, as shown 
in Fig. 2. Colored in grey are the required walls separating the water and air flow at the top and bottom of the 
unit cell as well as the required side walls of the unit cell. Within the blue inner area, the distribution of material 
can be freely chosen in order to shape the air channels using heat transfer enhancing structures. To further reduce 
the computational resources required, only a part of the unit cell’s cross section is modeled, as shown in Fig. 2. 
By exploiting symmetry on the left, right, and bottom of the modeled domain, a periodic design representative of 
the entire unit cell can be obtained by optimizing a relatively small fraction of the cell. Only minor adjustments 
to this periodic design would need to be made in the regions directly adjacent to the side walls of the unit cell to 
avoid channeling. It should be noted that the water-side heat-transfer is not modeled explicitly in this approach 
and instead a water temperature is prescribed as the boundary condition on the outer side of the wall. This further 
reduces the model’s computational demand and is justified by the fact that the water-side heat transfer 
coefficient is typically quite large and the dominant thermal resistance in a dry-cooled condenser will be on the 
air-side. 
 
 
Fig. 1. Air-side heat exchanger unit cell (left) shown without heat transfer enhancing structures and macrostructure (right) consisting of a 
large array of unit cells. 
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Fig. 2. Illustration of frontal view on heat exchanger unit cell (left) and zoomed in view on the domain modeled for the optimization 
(right). The domains Ω (design domain) and W (wall) are indicated and the definition of the different domain boundaries Γij is given. 
 
2.2 Governing equations 
Throughout this study, an incompressible, steady-state, and laminar flow is assumed within the heat exchanger. 
It is important to note that the laminar flow assumption depends on the geometry of the generated heat exchanger 
designs. Therefore, this assumption needs to be verified once the optimized designs are generated which is 
discussed in chapter 4 and Appendix A. 
Fluid dynamics modeling 
The Navier-Stokes equation for an incompressible, pressure-driven, fully developed internal flow in the z-
direction is given by: 
ߤ ቆ߲
ଶݓ
߲ݔଶ ൅
߲ଶݓ
߲ݕଶቇ ൌ
݀݌
݀ݖ	 (1)
where w is the fluid velocity in z-direction, μ the dynamic viscosity of the fluid, and ௗ௣ௗ௭ the pressure gradient in z-
direction. In fluid flow topology optimization a Brinkman friction term, which is the force exerted on a fluid 
flowing through an ideal porous medium, is used to penalize fluid flow through the solid area, as described in 
[4]. The Brinkman friction term is defined as: 
ܨሺߛ, ݓሻ ൌ ߙത	ሺ1 െ ߛሻ	ݓ (2)
where γ is the design variable and αഥ is the maximum inverse permeability. The value of αഥ should be chosen to be 
sufficiently large to ensure that the flow through solid area is negligibly small; however, if αഥ is set to a value that 
is too high then numerical instability can occur. Usually, a convex interpolation is used to interpret the Brinkman 
friction term as presented in [4]. However, since simplified linear Navier-Stokes equations are analyzed in this 
work, a linear interpolation was found to yield good results. Introducing Eq. (2) into Eq. (1), replacing the axial 
pressure gradient by the pressure drop over the heat exchanger and considering air as the fluid provides: 
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ߤ௔௜௥ ቆ߲
ଶݓ
߲ݔଶ ൅
߲ଶݓ
߲ݕଶቇ ൌ
Δ݌ுா௑
ܮ	 െ ߙത	ሺ1 െ ߛሻ	ݓ in Ω (3)
where ΔpHEX is the air-side pressure drop over the heat exchanger unit cell, which is set to a fixed value during 
the optimization, and L is the length of the unit cell in the flow direction. A no-slip condition is assumed at the 
wall and symmetry is imposed on the remaining boundaries1 as stated above. This leads to the following set of 
boundary conditions: 
ݓ ൌ 0 on Γwd  
(4)െܖ ൉ ሺെ׏ݓሻ ൌ 0	 on	Γds		
where n is the normal vector to the boundary, ׏ is the nabla operator, and Γij are the respective domain 
boundaries, as specified in Fig. 2. 
Heat transfer modeling 
The two dimensional conductive heat transport in the solid filled polymer can be described as follows: 
݇௦ 	ቆ߲
ଶ ௦ܶ
߲ݔଶ ൅
߲ଶ ௦ܶ
߲ݕଶ ቇ ൌ 0 (5) 
where Ts is the temperature of the solid and ks is the thermal conductivity of the material. The thermal 
convection-diffusion equation for thermally and fluid dynamically fully developed internal laminar flow in the z-
direction [39] is given by: 
ݓ	ߩ௙	 ௙ܿ 	
߲ ௙ܶ
߲ݖ 	ൌ ݇௙
߲ଶ ௙ܶ
߲ݖଶ ൅ ݇௙ ቆ
߲ଶ ௙ܶ
߲ݔଶ ൅
߲ଶ ௙ܶ
߲ݕଶ ቇ ൅ ሶ݃௩
ᇱᇱᇱ  (6) 
where Tf is the fluid temperature, ρf is the fluid density, cf is the specific heat capacity of the fluid, kf is the 
conductivity of the fluid, and ሶ݃௩ᇱᇱᇱ is the volumetric rate of viscous dissipation. Neglecting axial conduction and 
viscous dissipation and expressing the axial temperature gradient as the ratio of the air-side temperature increase 
to the heat exchanger length leads to the following equation: 
ݓ	ߩ௙	 ௙ܿ 	߂ ுܶா௑ܮ 	ൌ ݇௙ 	ቆ
߲ଶ ௙ܶ
߲ݔଶ ൅
߲ଶ ௙ܶ
߲ݕଶ ቇ (7) 
where ΔTHEX is the air-side temperature increase across the heat exchanger unit cell, which is set to a fixed value 
during the optimization. To allow for a unified representation of the heat transport in the polymer, Eq. (5), and 
air, Eq. (7), an interpolation for the thermal conductivity is introduced: 
                                                            
1 Both symmetry boundary conditions (BCs) and periodic BCs could be used for this design problem. However, the 
constraints on the design are less restrictive when using a symmetry BC. E.g., for a very narrow modeled domain only half 
of a fin (fluid at left side of modeled domain and solid on right side) could be formed using a symmetry BC which would 
not be possible using a periodic BC. Due to this added flexibility, symmetry BCs where chosen in this work. 
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ߛ	ݓ	ߩ௔௜௥	ܿ௔௜௥ 			߂ ுܶா௑ܮ 	ൌ ݇ሺߛሻ	ቆ
߲ଶܶ
߲ݔଶ ൅
߲ଶܶ
߲ݕଶቇ where ࢽ ൌ ૙ in W and ࢽ ∈ ሾ૙, ૚ሿ in Ω  (8) 
The axial energy transport term on the left hand side of equation (8) can be interpreted as a velocity dependent 
heat sink. Through this term, the thermal modeling is coupled to the fluid velocity field which implicitly depends 
on the density field of the design variable. The convective energy transport term is additionally penalized with a 
linear interpolation as presented in [22, 26]. This ensures that the small amount of fluid leakage through the solid 
domain, which is to some degree unavoidable in density-based topology optimization, does not interact with the 
thermal modeling. To interpolate between the thermal conductivity of solid and fluid during the optimization 
process, a RAMP-style function [40] as presented in [30] is used which leads to: 
݇ሺߛሻ ൌ ݇௔௜௥ 	
ߛ	 ൬݇௣௢௟௬௠௘௥݇௔௜௥ ሺ1 ൅ ܾ௞ሻ െ 1൰ ൅ 1
݇௣௢௟௬௠௘௥
݇௔௜௥ ሺ1 ൅ ܾ௞	ߛሻ
 (9) 
where kair and kpolymer are the respective thermal conductivities of air and polymer and bk is a parameter that 
controls the convexity of the interpolation. Since the water-side heat transfer is not explicitly modeled, the 
temperature at the outer boundary of the wall is set to a fixed value. The remaining boundaries are modeled with 
a symmetry condition as described in section (2.1). This leads to the following set of boundary conditions for 
equation (8): 
ܶ ൌ ௪ܶ௔௧௘௥ on Γww  
 (10)െܖ ൉ ሺെ׏	ܶሻ ൌ 0	 on	Γds	and	Γws
where Twater is the prescribed water temperature. 
 
Thus, the thermofluid problem solved in this work is stated by the equations (3) and (8) as well as the respective 
boundary conditions given by the equations (4) and (10). As mentioned above, the thermal problem is coupled to 
the fluid velocity field through the convective energy transport term in z-direction. However, it should be noted 
that there is no back coupling from the thermal to the fluid model since constant material properties are used 
throughout the optimization. 
3. Topology optimization implementation 
3.1 Optimization problem 
The optimization objective is to maximize the heat exchanger’s conductance UA which is the inverse of the total 
thermal resistance between water and air. UA is defined in the context of the 2D model according to: 
ܷܣ ൌ ݍሶሺ ௪ܶ௔௧௘௥ െ ௔ܶ௜௥,௕௨௟௞ሻ 	ൌ
ݍሶ
Δܶ		 (11)
where ݍሶ  is the heat transfer rate from the water to the air within the modeled domain, Twater is the prescribed 
boundary condition, and Tair, bulk is the velocity weighted average air temperature (i.e., the bulk temperature). As 
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described in chapter 2, the water-side heat transfer is not explicitly modeled in this work, which is why Twater is 
used as an approximation for Twater, bulk in Eq. (11). Thus, the water-side heat transfer resistance is not considered 
in the optimization which is justified by the fact that the air-side heat transfer resistance is dominant in air-to-
water heat exchangers. Moreover, the water-side geometry is not changing during the optimization as the design 
domain is only on the air side of the heat exchanger. Tair, bulk can be computed by: 
௔ܶ௜௥,௕௨௟௞ ൌ 1ܣఆ,௙௟	ݓ௔௩௘௥௔௚௘,௙௟ න ߛ	ݓ	ܶ	݀ߗఆ
	 (12)
where AΩ,fl is the flow area of the design domain and waverage, fl is the flow area averaged air velocity within the 
design domain. However, maximizing the conductance can lead to local optima associated with situations where 
the temperature difference in the denominator of Eq. (11) approaches 0. Therefore, a slightly modified 
optimization formulation is used in which the heat transfer rate is maximized and the difference between the air 
bulk temperature and the water temperature is set as a constraint. This approach corresponds to maximizing the 
conductance for a fixed value of air-to-water temperature difference, ΔT, and leads to the following optimization 
problem: 
max		 ݍሶ ሺࢽ, ࢙ሻ	 
ݏ. ݐ.			൫ ௪ܶ௔௧௘௥ െ ௔ܶ௜௥,௕௨௟௞ሺࢽ, ࢙ሻ൯ ൏ ൫ ௪ܶ௔௧௘௥ െ ௔ܶ௜௥,௕௨௟௞∗ ൯	 
										ݎሺࢽ, ࢙ሻ ൌ 0 
										0 ൑ ߛ௜ ൑ 1										݂݋ݎ	݅ ൌ 1,… , ݊ௗ 
(13)
where γ is the vector of the design variables, s is the vector of the state variables of the multiphysics problem 
described in section 2, ௔ܶ௜௥,௕௨௟௞∗  is the prescribed bulk air temperature, r(γ, s) is the residual of the finite element 
formulation of the multiphysics problem, and nd is the number of design variables. 
3.2 Density filtering and projection 
Density filtering is used to solve issues with ill-posedness of thermofluid topology optimization problems [41]. 
In this work, a Helmholtz-type PDE-filter [42] is applied since it can be easily implemented in the utilized FEM 
software and allows for computationally efficient filtering. The filter PDE is stated by: 
െݎ௙௜௟௧௘௥ଶ 	ቆ
߲ଶߛ෤
߲ݔଶ ൅
߲ଶߛ෤
߲ݕଶቇ ൅ ߛ෤ ൌ ߛ (14)
where rfilter is the filter parameter and ߛ෤ is the filtered design variable. A symmetry boundary condition is applied 
at the left, right, and bottom of the design domain and ߛ෤ is prescribed to be solid at the boundary to the wall. This 
leads to the following set of boundary conditions: 
െܖ ൉ ሺെ׏	ߛ෤ሻ ൌ 0	 on	Γds	
 (15)ߛ෤ ൌ 0 on Γwd  
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The density filter inherently introduces a band of intermediate densities between the solid and fluid region which 
is physically not meaningful and adds an artificial heat transfer resistance between the solid and fluid domains in 
this specific modeling approach2. To obtain a sharper solid-fluid transition, a smooth Heaviside projection [43] is 
used, which is given by: 
ߛ෤̅ ൌ tanhሺߚߟሻ ൅ tanh	ሺߚሺߛ෤ െ ߟሻtanhሺߚߟሻ ൅ tanh൫ߚሺ1 െ ߟሻ൯ (16)
where ߛ෤̅ is the projected design variable, ߟ is a threshold parameter and ߚ determines the steepness of the 
projection. The reader should note that	ߛ෤̅ becomes the physically meaningful design variable in the interpolations 
stated in section 2. 
3.3 Computational implementation 
The topology optimization model is implemented in the commercial simulation software COMSOL Multiphysics 
[44]. COMSOL’s heat transfer module is used to solve the energy equation (Eq. (8)). The Navier-Stokes 
equation and filter PDE are implemented in COMSOL’s coefficient form PDE interface in which the PDEs can 
be stated as indicated in Eq. (3) and Eq. (14). A first order discretization is used to solve the state equations of 
the thermofluid problem and the filter PDE. The optimization is conducted with COMSOL’s optimization 
module using the globally convergent version of the Method of Moving Asymptotes (GCMMA) [45] where the 
constraint for the air bulk temperature is implemented as a global constraint. The adjoint problem is solved 
automatically in COMSOL to obtain the sensitivities for the objective and constraint functional. COMSOL is 
interfaced with MATLAB to allow for automatized parameter changes during the optimization. Changing 
parameter values during the optimization is necessary because a continuation approach [41] is applied to the 
convexity parameter bk of the conductivity interpolation. This is done to ensure a relatively convex optimization 
problem at the beginning of the process and to increasingly penalize the thermal conductivity of intermediate 
densities. The sequence of values ܾ௞ ൌ ሼ0,2,10,10ሽ is used for all optimizations presented in this study. During 
the ramping of ܾ௞, the projection steepness parameter β is held constant at a value of 5 in order to reduce the 
grey band between solid and fluid areas. After ramping bk, β is set to a value of 10 to obtain final designs with a 
sharp solid-fluid transition which correspond to the sequence of values ߚ ൌ ሼ5,5,5,10ሽ. The projection threshold 
parameter η is held at a constant value of 0.5 throughout the optimization and an initial design variable density of 
0.5 is set in the entire design domain in all optimizations. Other model parameters that are kept constant during 
the optimization are stated in Table 1. 
  
                                                            
2 The artificial heat transfer resistance occurs because the fluid flow is already penalized and close to zero in the grey area 
due to a relatively high maximum friction force. At the same time is the thermal conductivity in the grey area significantly 
lower than pure filled polymer; especially with increasing convexity of the conductivity interpolation. 
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Table 1. Model and optimization parameter values. 
Parameter Value 
ߙത 2x105 Pa s m-2 
Design domain width 4 mm 
Maximum element size in mesh 3.25x10-5 m 
rfilter 4.3x10-5 m 
4. Results 
The topology optimization model is used to generate optimized structures for different unit cell heights and 
effective composite conductivities. Air channel heights between 2 mm and 14 mm are considered, where the 
thickness of the wall between the air and the water channel is held constant at 1.5 mm. The thermal 
conductivities are varied between 0.1 W/(m K), which is in the range of unfilled plastics such as acrylonitrile 
butadiene styrene (ABS), and 300 W/(m K) which is on the order of metallic heat sink materials. The parameters 
defining the operating conditions of the heat exchanger are selected to be similar to actual operating conditions 
anticipated in dry-cooled power plant condensers [46]. Heat capacity, thermal conductivity, viscosity, and 
density of air are considered constant in this work and are evaluated at a temperature of 45 °C. The values of the 
constant, unless explicitly stated otherwise, heat exchanger operating parameters and thermophysical properties 
of air used in the parameter studies are given in Table 2. 
 
Table 2. Values of the constant, unless explicitly stated otherwise, heat exchanger operating parameters and thermophysical properties 
of air used in this work. 
Operating parameter Value Thermophysical properties of air Value 
߂݌ுா௑
ܮ	  4000 [Pa/m] cair 1006 [J/(kg K)] 
߂ ுܶா௑
ܮ  1200 [K/m] kair 0.027 [W/(m K)] 
Twater 70 [°C] μair 1.941x10-5 [Pa s] 
T*air, bulk 45 [°C] ρair 1.112 [kg/m3] 
 
An optimized design and the corresponding fluid velocity field and temperature distribution is shown in Fig. 3 
for an air channel height of 6 mm and thermal conductivity of 5 W/(m K) in order to illustrate a typical result. 
The optimized design consists of three fins connected to the wall separating water and air flow. The three fins 
are roughly of the same size and have smaller secondary branches. The fluid channels tend to become slightly 
larger closer to the top boundary of the design domain. Consequently, the fluid flow is increasing closer to the 
hot water boundary which allows heat transfer between the (not explicitly modeled) water and air flow to take 
place with minimal heat transfer resistance in the polymer. The temperature distribution shown in Fig. 3 (c) 
shows the cool air channels in the design and the warmer heat exchanger material. It can be seen how the 
dendritic structures conduct the heat relatively evenly in all parts of the design domain. The Reynolds number of 
the air flow in the optimized design is of interest to verify the laminar flow assumption that was used for the 
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thermofluid modeling. However, this Reynolds number cannot be determined in a straightforward way due to the 
unconventional channel geometry. For this reason, it is estimated based on a pipe flow and flow between parallel 
plates assumption. The computation of the air flow Reynolds number of the design from Fig. 3 and another 
exemplary design is described in Appendix A. The Reynolds number of the design from Fig. 3 is 271 assuming 
pipe flow and 318 assuming flow between parallel plates which is significantly lower than the critical Reynolds 
number for laminar-turbulent transition which is for pipe flow reported to be between 2040 [47] and 2100 [48] 
and for flow between parallel plates slightly below 2300 [48]. Similar results with the estimated air flow 
Reynolds number being well below the critical Reynolds number are obtained for all designs generated in this 
work with maximal values of around 650 which justifies the laminar flow assumption that was used in the 
presented modeling approach. Nevertheless, thermofluid topology optimization including a turbulence closure 
model could result in different optimized geometries than the designs obtained in this study due to the 
differences in the heat transfer modeling. For example broader air channels in which turbulent flow occurs might 
be formed. However, including a turbulence closure model in the topology optimization and benchmarking the 
results against those of the current study will be left for future works as research on turbulent flow topology 
optimization is still in its very beginnings. 
 
 
 
Fig. 3. Optimized design for 5 W/(m K) and an air channel height of 6 mm. (a) shows the geometry (red is solid, blue is air, and white is 
the wall between the air and water passages, which is not part of the optimization design domain) as well as the corresponding velocity 
field (b) and temperature distribution (c). 
 
4.1 Parametric study of system performance 
Optimized designs for a composite thermal conductivity of 5 W/(m K) with several different air channel/unit cell 
heights are depicted in Fig. 4. For an air channel height of 2 mm, four small fins evolve whereas for the larger air 
channel heights three fins evolve in each case. Again, the dendritic shape of the fins and slightly larger fluid 
channels close to the top boundary of the design domain can be seen. Furthermore, it is interesting to note that in 
the 20 mm air channel height design, the fluid channels are placed only in the top 75% of the design domain and 
the bottom region is filled entirely with solid. This shows that the composite conductivity is, for this unit cell 
height, not high enough to make it attractive to distribute the air channels within the entire design domain. There 
is wasted polymer material placed in the regions far from the water just to prevent air from flowing so far from 
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the water. Slight grey areas occur in this design at the transition from the dendritic fin to the polymer material 
without fluid channels. 
 
Fig. 5 shows optimized designs for an air channel height of 6 mm for different effective composite thermal 
conductivities. Design (a), which corresponds to a conductivity of 0.1 W/(m K), has only one horizontal fluid 
channel directly next to the wall that separates the air flow from the water. The rest of the design domain is filled 
with polymer to prevent air flow. Design (b) consists of four fins: two smaller fins in the middle and a larger 
dendritic one at each side of the design domain. The larger fins are quite thick in order to prevent too much air 
flow at the bottom of the design domain. The designs (c), (d), and (e) consist each of three fins with secondary 
branches from the main fin. An increasingly finer feature size can be observed with increasing thermal 
conductivity. The fact that smaller feature sizes become increasingly advantageous leads to grey regions in the 
secondary branches in design (f) and to a smaller extent in design (e). However, a black and white design could 
be obtained using a finer mesh and smaller filter radius allowing a finer design resolution or by implementing 
robust topology optimization approaches [43, 49] that guarantee a minimum length scale in the solid which is 
left for future works. Similar findings regarding the design’s conductivity dependence are obtained for other unit 
cell heights. It is interesting to observe that design (c) is nearly symmetric with respect to a vertical line in the 
center of the modeled domain which is not enforced by the boundary conditions that only enforce symmetry with 
respect to the left, right, and bottom boundary of the design domain. This additional symmetry line in the center 
of the modeled domain seems to be advantageous from a design point of view in this specific case; however, the 
other optimized designs are asymmetric with regards to this line. 
 
 
Fig. 4. Optimized designs for 5 W/(m K). The air channel height is taking the values of 2 mm (a), 5 mm (b), 10 mm (c), 15 mm (d), and 
20 mm (e). Red corresponds to polymer and blue to fluid passages. White is the unit cell wall (polymer) which is not part of the design 
domain. 
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Fig. 5. Optimized designs for different conductivities for an air channel height of 6 mm. The polymer composite conductivity is 
increasing from left to right taking the values of 0.1 (a), 0.5 (b), 2 (c), 10 (d), 50 (e) , and 300 (f) W/(m K) respectively. Red corresponds 
to polymer and blue to fluid. White is the unit cell wall (polymer) which is not part of the optimizable domain. 
 
As stated above, the operating parameters pressure drop over heat exchanger flow length and temperature drop 
over heat exchanger flow length are selected to be consistent with a specific application in this work. Still, it is 
interesting to examine the effect of varying these parameters on the optimization and the resulting optimized 
designs. Fig. 6 shows the effect of either halving or doubling one of these operating parameters while keeping 
the other parameter at the reference value for a constant air channel height of 4 mm and effective composite 
conductivity of 5 W/(m K). Design (a) is optimized for the reference values of pressure drop and temperature 
increase over the heat exchanger which are used throughout this work and stated in Table 2. Two larger fins at 
the side of the design domain with secondary and small tertiary branches and a smaller fin in the middle of the 
design domain are generated. Halving either the pressure drop or the temperature increase over the heat 
exchanger results in relatively similar designs ((b) and (c)). However, the air channels between the fins are 
slightly larger in these designs compared to design (a) which is due to the lower pressure drop (b) or lower axial 
temperature increase (c). Doubling either the pressure drop or temperature increase over the heat exchanger 
results in designs with four main fins ((d) and (e)) and significantly smaller air channels between the fins as in 
the other cases. This is due to the fact that more heat can be transported away by the air flow per unit flow area 
due to higher flow velocities (increased pressure drop) or higher axial temperature gradient (increased 
temperature increase over the heat exchanger). 
 
 
Fig. 6. Influence of the operating parameters pressure drop over heat exchanger flow length and temperature increase over heat exchanger 
flow length on the optimized designs for 5 W/(m K) and an air channel height of 4 mm. Design (a) corresponds to the standard case of a 
4000 Pa/m pressure drop and 1200 K/m temperature increase. In the other cases the pressure drop and temperature increase take the 
values of 2000 Pa/m and 1200 K/m (b), 4000 Pa/m  and 600 K/m (c), 8000 Pa/m  and 1200 K/m (d), 4000 Pa/m  and 2400 K/m (e), 
respectively. 
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Parameter studies 
In the subsequent section, the influence of the composite thermal conductivity on the optimal air channel height 
will be discussed for different measures of the heat exchanger’s performance. Fig. 7 shows the heat exchanger 
conductance per volume (total volume of polymer composite, air, and water channels) plotted against the air 
channel height for different polymer thermal conductivities. To calculate the heat exchanger volume, a constant 
water channel height of 1 mm is assumed to exist between the unit cells. It can be seen that both the effective 
thermal conductivity and the air channel height have a significant influence on the system performance. The 
optimal air channel height increases with increasing thermal conductivity. For conductivities of 0.1, 0.5, and 2 
W/(m K), a 2 mm air channel height (the smallest value considered) is found optimal. The optimal air channel 
height increases to approximately 4, 6, 8, and 12 mm for the thermal conductivities of 5, 10, 50, and 300 W/(m 
K) respectively. The increase of the optimal air channel height with increasing thermal conductivity can be 
explained by the reduced thermal resistance in the heat transfer enhancing structures that can therefore 
productively extend further away from the water cooled wall.  
 
Another metric that can be used to examine the heat exchanger performance is conductance per unit heat 
exchanger mass since the amount of polymer needed significantly influences in additive manufacturing the 
manufacturing time and cost. The heat exchanger conductance per polymer mass vs. the air channel height is 
depicted for different thermal conductivities in Fig. 8. For these studies, a composite density of 1000 kg/m3 
which corresponds to the density of ABS is assumed. It should be noted that this is an approximation for higher 
effective thermal conductivities of the composite as the conductive filler density can differ from the polymer 
density. The optimal air channel heights, when considering conductance per mass, behave similarly to 
conductance per volume. For conductivities of 0.1 and 0.5 W/(m K) an air channel height of 2 mm is optimal. 
For conductivities of 2, 5, 10, 50, and 300 W/(m K) the optimal heights are approximately 4, 4, 6, 10, and 12 
mm, respectively. For lower thermal conductivities, the dependence of conductance per mass on the air channel 
height is less pronounced than when considering conductance per unit volume. 
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Fig. 7. Heat exchanger’s conductance per heat exchanger unit volume plotted against the air channel height for different thermal 
conductivities of the polymer. 
 
 
Fig. 8. Heat exchanger’s conductance per unit heat exchanger mass plotted against the air channel height for different values of thermal 
conductivity. 
 
The effect of varying the operating parameters pressure drop over heat exchanger flow length and temperature 
increase over heat exchanger flow length on the heat exchanger conductance per volume and conductance per 
mass for a constant effective composite conductivity of 5 W/(m K) and constant air channel height of 4 mm is 
shown in Table 3. Halving the pressure drop results in a decrease of heat exchanger conductance per volume and 
Air channel height [mm]
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conductance per mass of around 18% compared to the reference case. Doubling the pressure drop yields a 
conductance per volume increase of 25% and a conductance per mass increase of 20%. Varying the temperature 
increase over the heat exchanger has a similar effect, halving the axial temperature increase results in a 
conductance decrease of 23% on a per volume basis and 19% on a per mass basis. Doubling the axial 
temperature increase yields a conductance per volume increase of 30% and a conductance per mass increase of 
25%. 
 
Table 3. Effect of varying the operating parameters pressure drop over heat exchanger flow length and temperature increase over heat 
exchanger flow length on the heat exchanger conductance per unit volume and conductance per unit mass. The effective composite 
conductivity is 5 W/(m K) and the air channel height is 4 mm. 
Design in 
Fig. 6 
௱௣ಹಶ೉
௅	  [Pa/m] 
௱்ಹಶ೉
௅  [Pa/m] 
Conductance/unit HEX volume 
[kW/(m3 K)]  
Conductance/unit HEX mass 
[kW/(kg K)] 
(a) 4000 1200 128.9 0.249 
(b) 2000 1200 103.4 0.208 
(c) 4000 600 99.7 0.201 
(d) 8000 1200 160.8 0.299 
(e) 4000 2400 167.4 0.312 
 
 
It should be kept in mind that the presented studies are conducted using the assumption of a 2D fully developed 
flow to obtain a stable and not too computationally expensive optimization model as stated in chapter 2. Even 
though assuming a fully developed flow is a mature technique in thermofluid modeling, an experimental 
validation of the designs’ performance would be beneficial to quantify the influence of the assumptions that are 
made. This is left for a future work as this paper focuses on the theoretical aspects of the fully developed flow 
model and its application to the presented specific heat exchanger design problem. To assess the influence of the 
mesh resolution on the modeling of the thermofluid problem, three representative optimized designs (0.5 W/(m 
K) and 2 mm air channel height; 5 W/(m K) and 4 mm; 10 W/(m K) and 6 mm) are re-evaluated using a 
maximum element size in the mesh of 50% and 25% of the value used throughout this work which is stated in 
Table 1. The maximum deviation between the meshes in terms of predicted conductance per volume is found to 
be 2.17% and 2.16% in terms of conductance per mass for the case 0.5 W/(m K) and air channel height of 2 mm. 
The maximum conductance deviation between the meshes for the other two optimized designs is around 1.5 % 
both on a per volume basis and per mass basis. This suggests that the accuracy of the computations can still be 
slightly increased when using a finer mesh than the one used in this work which is chosen as a trade-off between 
accuracy and computational demand. Nevertheless, the uncertainty due to the mesh resolution seems acceptable 
compared to the uncertainty that is associated with the assumptions on which the presented optimization model 
relies. 
  
To provide some validation of the fluid-side fully developed flow thermofluid model used in this work, a 
comparison to analytical solutions for fully developed flow Nusselt numbers in simple geometries, i.e. flow 
between parallel plates and flow in a circular pipe, is conducted. The 2D thermofluid problem in these 
geometries is modeled with a prescribed temperature at the boundary to the, in this validation model not 
explicitly considered, solid, while constraining the difference between the prescribed temperature at the solid 
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boundary (Twall) and the air bulk temperature. This corresponds to a 3D problem with in axial (or z) direction 
constant heat flux from the wall to the duct as the mass flow in the duct, the fluid properties, the duct geometry, 
and the driving force for the heat transfer (Twall(z)-Tair,bulk(z)) are constant along the axial coordinate. Hence, the 
Nusselt number obtained from this numerical model can be compared to analytical solutions for fully developed 
flow Nusselt numbers for constant heat flux from the wall in axial direction which are stated in [50] for flow 
between parallel plates and  in [51] for flow in a circular tube. A relative deviation between numerical model and 
correlations of around 0.1% was found for the same maximum element size in the mesh as used in the 
optimization model which confirms the validity of the utilized modeling approach. The calculations done for this 
comparison are presented in Appendix B. It is interesting to note that the deviation of numerical validation 
model and analytical solution in terms of Nusselt number is lower than the deviation of conductance in the 
optimized geometries when refining the mesh. This is probably due to the simpler geometries used in the 
validation model compared to the topology optimized geometries. 
 
It is important to state that the chosen modeling approach provides a conservative estimate for the heat transfer 
in the geometries as the local heat transfer in the entrance region of a duct or similar geometry is always higher 
than in the fully developed region [52]. A comparison to experiments done within the ARPA-E ARID project 
[53] within which also this study was conducted indicates an increased performance of the topology optimized 
geometries compared to conventionally designed 3D-printed heat exchangers in terms of conductance per heat 
exchanger mass. However, it is not possible to reliably quantify this improvement based on the currently 
available experimental data. For this reason, it was decided to consistently compare the topology optimized 
designs to designs generated by a simpler optimization model in this study. This benchmarking to size optimized 
slot channel designs that represent a simpler but established heat exchanger geometry is presented in the 
following section. 
4.2 Comparison to size optimized slot channel model 
To validate the improved performance of the topology optimized designs, the results are compared to a model 
that is mathematically similar to the topology optimization model but consists of an arbitrary number of vertical 
slots for air flow. The slot width of this model is adjusted to maximize the conductance per unit heat exchanger 
volume for a given number of slots subject to the same bulk temperature constraint that is applied to the 
topology optimization model. The width of the modeled domain is 4 mm as it is when conducting the topology 
optimization. This allows for a fair comparison between a conventional, simple heat exchanger geometry that is 
optimized in a straightforward way and the less intuitive and more complex structures that are obtained using the 
topology optimization approach. Symmetry boundary conditions are applied at the left, right, and bottom 
boundaries of the modeled domain as in the topology optimization model to obtain results which are 
representative of the entire unit cell. The slot width is optimized for air channel heights of 2, 5, and 10 mm and 
thermal conductivities of 0.5, 2, 5, 10, 50, and 300 W/(m K). For each conductivity, an optimal number of slots 
and optimal air channel height is determined. For example, for a conductivity of 5 W/(m K), 5 fins with a width 
of 0.24 mm and an air channel height of 5 mm are found to be optimal. The resulting design and the 
corresponding air velocity and temperature distribution are depicted in Fig. 9. A summary of the optimal air 
channel height, optimal number of fins, and optimal fin width for all thermal conductivities is given in Table . 
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Fig. 9. The optimal slot channel model design for 5 W/(m K) (a) where the fins are depicted in grey and fluid slots are shown in blue as 
well as the corresponding velocity field (b) and temperature distribution (c). 
 
 
Table 4. Optimal air channel height, optimal number of fins, and optimal fin width for the analyzed composite effective thermal 
conductivities in the slot channel model. 
Conductivity [W/(m K)] Optimal air channel height 
[mm] 
Optimal number of fins Optimal fin width 
[mm] 
0.5 2 5 0.31 
2 2 5 0.17 
5 5 5 0.25 
10 5 5 0.19 
50 10 6 0.08 
300 10 6 0.03 
 
The slot channel designs with optimal number of slots, slot width and air channel height for the respective 
conductivity are shown in Fig. 10. The topology optimized designs for each thermal conductivity at the optimal 
height (out of 2, 5, and 10 mm air channel heights) are added to the figure to allow a qualitative comparison 
between the two optimization techniques. It can be seen that the optimal air channel height is approximately the 
same in the slot channel and topology optimization model for the same conductivity: for conductivities of 0.5 
and 2 W/(m K) a 2 mm height is optimal, for 5 and 10 W/(m K) a 5 mm height is optimal, and for 50 and 300 
W/(m K) a 10 mm air channel height yields the highest conductance. The largest optimal fin width is 0.31 mm 
for 0.5 W/(m K) and the smallest optimal fin width is 0.03 mm and occurs for 300 W/(m K). Five fins are 
optimal for all slot channel model designs except for conductivities of 50 and 300 W/(m K) where six fins are 
optimal. Compared to this, fewer, thicker fins are generated by the topology optimization: Four fins occur for 0.5 
and 2 W/(m K), three fins for 5 and 10 W/(m K) and 2 fins for 50 and 300 W/(m K). These fins, however, have 
finer secondary and in some cases tertiary branches that conduct the heat evenly in the air flow; hence allowing 
for a lower total number of fins. These thicker fins with finer branches are more suited for additive 
manufacturing, if necessary with minor post processing after the topology optimization, than the very thin fins in 
the slot channel model that occur for higher composite conductivities. As for the topology optimized designs, the 
air flow Reynolds number in the slot channel model is determined to verify the laminar flow assumption. This is 
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straightforward since the flow in each slot can be considered as a flow between two parallel plates. The highest 
Reynolds number is obtained for the design in Fig. 10 (f). The determined value of 257 is significantly below the 
critical Reynolds number for laminar-turbulent transition in flow between two parallel plates that is reported to 
be slightly below 2300 [48] which justifies the laminar flow assumption used in the slot channel model. The air 
bulk velocity and characteristic length used to determine the Reynolds number of the slot channel design from 
Fig. 10 (f) are stated in Table A.1 in Appendix A. 
 
 
 
Fig. 10. Slot channel designs with optimal air channel height, number of fins, and fin width for thermal conductivities of 0.5 (a), 2 (b), 5 
(c), 10 (d), 50 (e), and 300 (f) W/(m K). Fins and wall to water are depicted in grey and air channels in blue. The topology optimized 
designs for the same respective conductivity are added for comparison below where red corresponds to fins and blue to void passages for 
air flow. 
 
To assess the manufacturability of the topology optimization and slot channel model designs in a more 
quantitative way, the aspect ratio, i.e. length over width of fins, is compared. However, defining the aspect ratio 
in the topology optimized designs is not straightforward since the fins in the same design have different lengths 
and widths and the fin width might vary along the length. Moreover, there are thinner secondary branches which 
are each characterized by their own aspect ratio. To still be able to approximatively assess the aspect ratio in the 
topology optimized designs, the following procedure was conducted: For each fin in the respective design, the 
aspect ratio is determined for the main structure of the fin using an average width. Shorter secondary branches 
are not considered since they are much shorter than the main fin, thus having a lower aspect ratio even though 
their width is smaller than the width of the main branch. Then for each design the maximum aspect ratio among 
all fins is chosen as representative aspect ratio for the entire design. This aspect ratio of the topology optimized 
designs and the aspect ratio of the slot channel plotted against the effective composite conductivity are shown in 
Fig. 11. In addition, the aspect ratio of a slot channel model having a minimum fin width constraint of 0.3 mm is 
also shown in the figure for comparison. 
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Fig. 11. Aspect ratio defined as fin length over fin width of the slot channel model with a 0.3 mm minimum fin width constraint, of the 
unconstrained slot channel model, and of the topology optimization model. 
 
It can be seen that the aspect ratio of the topology optimized designs and the fin width constraint slot channel 
model are on the same order for all thermal conductivities. The aspect ratio of the unconstrained slot channel 
model is higher than the value associated with the other two models for all thermal conductivities except for 0.5 
W/(m K). However, for lower conductivities the aspect ratio is still in the same order of magnitude – only for 50 
and 300 W/(m K) is the aspect ratio of the unconstrained model much larger (around one order of magnitude 
higher) than for the constrained slot channel and the topology optimization model. Observing the trend of the 
aspect ratio with increasing conductivity, one can see that the aspect ratio of the unconstrained slot channel 
model is continuously increasing with increasing conductivity. Compared to this, the constrained slot channel 
model and the topology optimization model also show a general trend of increasing aspect ratio with increasing 
conductivity but have relatively similar aspect ratios for the same optimal air channel heights and significant 
increase of the aspect ratio when the optimal air channel height changes from 2 to 5 mm and from 5 to 10 mm 
which corresponds to conductivities changing from 2 to 5 W/(m K) and from 10 to 50 W/(m K). 
A quantitative comparison between the performance of the slot channel designs and the topology optimized 
designs can be seen in Fig. 12, where the improvement in conductance per unit heat exchanger volume of the 
topology optimized designs compared to the slot channel model is plotted against the composite effective 
thermal conductivity. This comparison is conducted with no constraint on the fin width and a 0.3 mm minimum 
fin width constraint in the slot channel model. However, it should be noted that comparing the width constrained 
slot channel model to the topology optimized model is not entirely fair since no robust length scale control is 
implemented in the topology optimization even though the density filter mostly prevents very thin features from 
appearing in the final designs as can be seen in Fig. 10. Fig. 12 shows that for 0.5 W/(m K) the constrained and 
unconstrained slot channel model yield the same result relative to the topology optimization model since the 
optimal fin width in the slot channel model is 0.31 mm. For higher conductivities, the optimal fin width in the 
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slot channel model is below 0.3 mm which is why the topology optimization improvement compared to the 
constrained case is higher than compared to the unconstrained case. The conductance improvement achieved by 
topology optimization is increasing with increasing effective thermal conductivity: a 1.7% conductance increase 
is observed for 0.5 W/(m K) and a 71% increase with the fin width constraint and 36% increase without fin 
width constraint occurs for 300 W/(m K). The increasing conductance improvement achieved with the topology 
optimized designs with increasing conductivity is due to the fact that designs with secondary branches from the 
main fins which differ more from the standard slot channel designs become more advantageous at higher 
conductivities than at low conductivities. Summarizing, it can be stated that the topology optimized designs 
afford a significant conductance improvement over the constraint slot channel model for roughly the same fin 
aspect ratio which can be used as a measure to estimate the printability of the designs. Also, relative to the 
unconstrained slot channel model the topology optimized designs show improved conductance. However, this is 
achieved with significantly lower aspect ratios of the fins; hence with topology optimized designs that are easier 
to print. Both observations in terms of conductance improvement and printability are most dramatic for higher 
effective polymer conductivities (above 10 W/(m K)). 
 
 
Fig. 12. Improvement of conductance per unit heat exchanger volume achieved with the topology optimized designs compared to the 
simple slot channel model plotted against the composite effective thermal conductivity. The cases of no minimum fin width in the slot 
channel model and a 0.3 mm minimum fin width in the slot channel model are considered. 
 
5. Conclusions 
This work addresses the air-side surface optimization of dry-cooled power plant condensers that are additively 
manufactured with polymers containing thermally conducting metal filaments. To tackle this design challenge, a 
fully developed flow thermofluid topology optimization model is developed and used to maximize the heat 
exchanger conductance. The fully developed flow assumption leads to simplified linear Navier-Stokes equations 
yielding a thermofluid topology optimization model that is stable for arbitrary Reynolds numbers within the 
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laminar flow regime. This work demonstrates the applicability of thermofluid topology optimization to a real 
world heat exchanger design problem by using appropriate simplifications. Reynolds numbers of the flow in the 
optimized geometries are determined and the computed values are found to be significantly below the values of 
critical Reynolds numbers for laminar-turbulent transition reported in the literature. This confirms the laminar 
flow assumption that was used for the thermofluid modeling. Parametric studies are conducted to analyze the 
interplay of the heat exchanger material thermal conductivity and unit cell height on the system performance. 
The thermal conductivity is varied over three orders of magnitude and the influence of doubling and halving the 
pressure drop and temperature increase over the heat exchanger is studied using the same set of optimization 
parameters which demonstrates the robustness of the developed topology optimization model. 
 
Apart from the obvious finding that higher filled polymer conductivities significantly increase the heat 
exchanger conductance, it is also shown that the optimal unit cell height increases with increasing conductivity 
of the filled polymer. Furthermore, it was found that the optimized designs tend to require finer feature sizes 
with increasing polymer conductivities. Hence, research should be conducted regarding the cost-efficient 
printability of small features in parallel with the development of 3D printable filled polymers with higher 
thermal conductivities. In future works, robust topology optimization approaches could be used to tailor the 
optimized designs to manufacturing constraints regarding the minimum printable solid feature size of the 
additive manufacturing process. To verify the developed topology optimization methodology, a comparison to a 
model using simple, slot-type air channels is conducted. It is shown that in terms of conductance per unit heat 
exchanger volume, the topology optimized designs outperform the simple slot geometry by up to 71% when the 
minimum fin width of the slot geometry is set to 0.3 mm and by up to 36% when an unconstrained slot geometry 
is considered. The conductance improvement through topology optimization increases with increasing effective 
polymer conductivity. To assess the printability of topology optimized designs and the slot channel designs, the 
fin aspect ratio, i.e. length over width of fins, is compared. The topology optimized designs show similar aspect 
ratios as the constraint slot-type geometry and, especially for higher conductivities, smaller aspect ratios, hence a 
better printability, than the unconstrained slot channel designs. 
 
This work demonstrates that a significant performance improvement over simpler heat exchanger geometries can 
be obtained with the presented 2D optimization approach, thus confirming the usefulness of topology 
optimization to exploit the design freedom that additive manufacturing techniques provide. An experimental 
quantification of the impact of the fully developed flow assumption on the performance of the heat exchanger is 
planned in a future work; nevertheless, it should be noted that assuming a fully developed flow is a mature 
technique in thermofluid modeling. An interesting and industrially relevant extension of the presented modeling 
approach is the combination with existing thermofluid topology optimization models to allow for cross-flow heat 
exchanger design with explicit modeling of both fluids flowing perpendicular to each other. 
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Appendix A – Computation of Reynolds number in optimized designs 
It is customary to use the area mean velocity to characterize internal flow [47, 48] which is given by:  
ݓ௠௘௔௡ ൌ 1ܣୡ	 න ݓ	݀A௖୅ౙ
	 (A.1)
where Ac is the cross-sectional area of the flow. With wmean as characteristic velocity and using the 
thermophysical properties of air stated in Table 2, the Reynolds number in the optimized designs can be 
computed as follows: 
ܴ݁ ൌ ߩ௔௜௥	ݓ௠௘௔௡	ܮ௖௛௔௥ߤ௔௜௥ 	 (A.2)
where Lchar is a characteristic length of the geometry. However, it is not straightforward to define a characteristic 
length for the unconventional geometries of the topology optimized designs. Therefore, parts of the whole design 
are considered representatively for the entire design and compared to standard geometries for which the critical 
Reynolds number for laminar-turbulent transition is reported in the literature, i.e. pipe flow and flow between 
two parallel plates. This procedure is shown in the following exemplarily for the designs shown in Fig. A1: In 
both designs the largest flow area is identified that can be approximated by a rectangular duct (marked as orange 
rectangle) or by a flow between parallel plates (marked in white). It should be noted that the area used for the 
pipe flow approximation in Fig. 5 (f) is mirrored over the right boundary of the modeled domain which is not 
shown in the depiction. Similarly, the area used for the flow between two plates approximation is mirrored over 
the right boundary of the modeled domain in the design from Fig. 3 and mirrored over the bottom part of the 
modeled domain in the design from Fig. 5 (f). The characteristic length for the pipe flow approximation is the 
hydraulic diameter given by: 
ܦ௛ ൌ 2	ܽ	ܾܽ ൅ ܾ	 (A.3)
where a and b are the respective length of the rectangle’s sides. The characteristic length for the flow between 
two plates is the distance between the plates, i.e. two times the distance from the vertical white line to the right 
symmetry boundary in the design from Fig. 3 and two times the distance from the horizontal white line to the 
bottom boundary in the design from Fig. 5 (f). The mean velocity in the marked areas is computed in COMSOL 
according to Eq. (A.1). The results of these calculations are summarized in Table A.1. Table A.1 contains 
additionally the mean velocity, characteristic length (i.e. width of air slots), and Reynolds number of the slot 
channel design from Fig. 10 (f). 
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Fig. A1. Topology optimized designs from Fig. 3 and Fig. 5 (f). The areas in which the Reynolds number was determined assuming a 
pipe flow (orange) and flow between two parallel plates (white) are indicated. 
 
Table A.1. Approximation of the Reynolds number in the topology optimized designs shown in Fig. A1 and the slot channel design from 
Fig. 9 (f). The flow conditions in the topology optimized designs are approximated assuming a pipe flow in a rectangular duct as well as a 
flow between two parallel plates. 
Design Considered flow wmean [m/s] Lchar [mm] Re [-] 
Topology optimized design  Pipe flow 7.4 0.64 271 
from Fig. 3 Parallel plates 7.6 0.73 318 
Topology optimized design  Pipe flow 10.7 1.00 614 
from Fig. 5 (f) Parallel plates 14.0 0.80 643 
Slot channel design from Fig. 
10 (f) 
Parallel plates 7.0 0.64 257 
 
Appendix B – Nusselt number comparison to analytical solution  
For two simple geometries, i.e. flow between two parallel plates and flow in a circular pipe, the Nusselt number 
obtained from the numerical validation model is compared to the respective analytical solution. As stated in 
section 4.1, only the heat transfer problem in the air flow is modeled for these geometries and the temperature at 
the boundary to the solid is set to the fixed value Twall. The same values as in the optimization model are used for 
the pressure drop and temperature increase over the heat exchanger (stated in Table 2) and Twall is set to the same 
value as Twater in the optimization model since the heat conduction in the solid is not considered in the validation 
model. The characteristic dimension of the validation model, i.e. the distance between the parallel plates or the 
diameter of the circular pipe, is adjusted so that Tair,bulk takes the value of 	
௔ܶ௜௥,௕௨௟௞∗  stated in Table 2. Thus, the problem modeled in the validation model is similar to the original problem 
of the optimization model. 
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The mean Nusselt number in the context of the considered internal flow problems is defined as: 
ܰݑ ൌ ݄	ܦ௛݇௔௜௥ 	 (B.1)
where h is the average heat transfer coefficient within the duct. The hydraulic diameter Dh corresponds to the 
pipe diameter in the case of flow inside a circular pipe and two times the distance of the plates in the case of 
flow between parallel plates. The heat transfer coefficient in the 2D fully developed flow model is given by: 
݄ ൌ ݍሶ݌݁ݎ	ሺ ௪ܶ௔௟௟ െ ௔ܶ௜௥,௕௨௟௞ሻ  (B.2)
where per is the perimeter of the duct which can be computed by: 
݌݁ݎ ൌ 2	݄݄݁݅݃ݐ	ܮ for flow between parallel plates  
 (B.3)݌݁ݎ ൌ ߨ	ܦ	ܮ	 for flow in a circular pipe
where D is the pipe diameter and height is the modeled height of the flow between parallel plates problem. The 
height modeled is set to 4 mm and symmetry conditions are applied at the top and bottom of the modeled domain 
to represent an infinitely extended duct perpendicular to the air flow direction. Using the above equations, the 
Nusselt number in the numerical fully developed flow model can be computed. This Nusselt number is 
equivalent to the Nusselt number in a fully developed flow problem with constant wall heat flux in the axial 
direction, for which analytical solutions exist, as described in section 4.1. The comparison between the Nusselt 
number computed using the numerical model according to equation (B.1) and the respective analytical solution 
for the case of flow between parallel plates [50] and flow in a circular pipe [51] is shown in Table B.1. 
 
Table B.1. Thermally and fluid dynamically fully developed flow Nusselt number and hydraulic diameter for flow between parallel plates 
and flow in a circular pipe obtained from the numerical model and from analytical solutions in the literature. 
Geometry Case Dh [mm] Nu [-] 
Flow between parallel plates  Analytical solution [50] - 8.235 
 Numerical model 0.67 8.241 
Flow in a circular pipe  Analytical solution [51] - 4.364 
 Numerical model 0.52 4.367 
 
Nomenclature 
a Side length of rectangle for Reynolds number calculation [m] 
AΩ,fl  Flow area of design domain [m2] 
Ac Cross-sectional area [m2] 
b Side length of rectangle for Reynolds number calculation [m] 
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bk Convexity parameter in RAMP interpolation 
c Specific heat capacity [J/(kg K)] 
D Diameter of circular pipe [m] 
Dh Hydraulic diameter [m] 
F Brinkman friction term [N/m3] 
ሶ݃௩ᇱᇱᇱ Volumetric rate of viscous dissipation [W/m3] 
h  Heat transfer coefficient [W/(m2 K)] 
height  Modeled height of flow between parallel plates problem [m] 
k Thermal conductivity [W/(m K)] 
L Length heat exchanger unit cell [m] 
Lchar Characteristic length [m] 
n Normal vector 
nd Number of design variables 
Nu Nusselt number [-] 
p Pressure [Pa] 
per Perimeter of duct [m] 
ݍሶ  Heat transfer rate [W] 
r Residual of the state problem 
rfilter Filter parameter [m] 
Re Reynolds number 
s Vector of state variables of the multiphysics problem 
T Temperature [°C] 
Tair,bulk Air bulk temperature [°C] 
௔ܶ௜௥,௕௨௟௞∗  Prescribed air bulk temperature [°C] 
Twall  Wall temperature of duct [°C] 
UA Heat exchanger's conductance [kW/K] 
w Velocity in z-direction [m/s] 
waverage, fl Flow area averaged air velocity [m/s] 
wmean Mean velocity used for Reynolds number calculation [m/s] 
W Wall domain as specified in Fig. 2 
x x-coordinate [m] 
y y-coordinate [m] 
z z-coordinate [m] 
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Abbreviations 
2D Two-dimensional 
3D Three-dimensional 
ABS Acrylonitrile butadiene styrene 
BC Boundary condition 
FLM Fused layer modeling 
GCMMA Globally convergent version of the Method of Moving Asymptotes 
max Maximize 
PDE Partial differential equation 
s.t. Subject to 
  
Greek symbols 
ߙത Maximum inverse permeability [Pa s/m2] 
β Projection steepness parameter 
γ Design variable 
γ Vector of design variables 
Γij Boundary of modeled domain as specified in Fig. 2 
߲ Partial derivative 
ΔpHEX Air-side pressure drop over the heat exchanger unit cell [Pa] 
ΔT Air-to-water temperature difference [°C] 
ΔTHEX Air-side temperature increase across the heat exchanger unit cell [°C] 
η Projection threshold parameter 
μ Dynamic viscosity [Pa s] 
׏ Nabla operator 
ρ Density [kg/m3] 
Ω Design domain as specified in Fig. 2 
  
Indices 
air Air 
f Fluid 
i Counter index 
j Counter index 
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polymer Polymer 
s Solid 
water Water 
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