ABSTRACT IP mutation is an effective moving target defense method against sniffer or hijacking attack. The mutation frequency is one of the most important parameters that influence the security of mutation method. However, higher frequency is inconsistent with data transmission that will decrease the efficiency and stability. Moreover, most of existing mutation methods have shortcomings under various conditions, such as address allocation or network architecture. In this paper, sliding window and full transparent (SWIFT) scheme for IPv6 address mutation is proposed. With the sliding window design, the SWIFT scheme can provide an address mutation with very high frequency. This scheme is transparent to both network side and user side so that the existing equipment and architecture need not to be changed. A prototype by the SWIFT scheme is designed and developed over an IPv6 network. The experiment result shows that our method can achieve high transmission efficiency with a high mutation frequency, which provides a good experience for most mutation methods.
I. INTRODUCTION
A static IP address is easily scanned or hijacked by filtering some source and destination address in the header of a data unit. IP mutation communication, or IP mutation, is one of an effective Moving Target Defense method against scan attack and hijack attack. This topic has been extensively studied in recent years. Many approaches, such as Network Address Space Randomization (NASR) [1] , Network Address Hopping (NAH) [2] , Random Host Mutation (RHM) [3] and Moving Target IPv6 Defense (MT6D) [4] , have been designed in recent years. The main idea of existing approaches is to mutate the IP address in the IP packet header periodically so that it is hard to distinguish the source and destination hosts of packets even though the hijacker can capture them.
There are two critical issues, which should be addressed in the design of the mutation mechanism. The first issue is the contradiction between mutation frequency (MF) and transferring efficiency. In a given time period, more virtual addresses potentially increase the difficulty of cracking and rearranging the captured packets. However, the higher MF causes instability. Whatever how to design the mutation function, the foundations of current mutation schemes are similar. Design an algorithm to create a series corresponding addresses and port number and then switch them one by one or group by group. This leads a contradiction between transmission and security. When the mutation happens, the host uses a new IP address or prefix to communication with the corresponding node and discard the previous one. The packets, targeting to the previous IP address on its way to its destination, will be dropped because the previous IP address has been useless and unreachable. Thus, retransmission (TCP) or information loss (UDP) happens so that decrease the transmission efficiency. Along with the increase of MF, the throughput of mutation system will decrease seriously. Unfortunately, the actual situation is more terrible because many factors can affect the stability, such as jitter, time error and so on. The highest MF of existing schemes is about one address per second [5] . We think that there is still big space to improve the MF, in other words, the security. This problem needs to solve in order to improve the security of mutation system.
The second issue is the restriction to hosts and network. The IP protocol is an identifier (ID)-location coupling design that does not support the address mutation naturally. The host-based approaches, such as NAH, need to modify the operating system (OS) of the host to support mutation function, which makes it difficult to be widely used. Especially, when the host OS is lightweight or closed, for example, the Android and iPhone, it is difficult to implement the complex functions. The network-based approaches, such as OpenFlow Random Host Mutation (OF-RHM) [6] , liberate the restriction of end host but require the support from network side. For example, OF-RHM needs SDN architecture to provide the mutation function or other method needs split and independent IP address block. Once the basic requirements cannot be achieved, the mutation function cannot be deployed.
In this paper, we focus on the efficiency of mutation communication. A novel IPv6 Sliding WIndow and Fully Transparent scheme (SWIFT) has been proposed, which can change the IPv6 addresses of packets randomly and frequently. It supports stable and secure single-cast end-toend communication. The mutation of the IPv6 addresses at the network layer and the port numbers at the transport layer can be achieved. The SWIFT scheme can achieve two main objectives. Firstly, the sliding window model can largely improve the stability of mutation communication at a high frequency. This scheme refines the sending and receiving process and suppresses the packet loss. Secondly, it implements transparency design to simplify the deployment. The insertion deployment style and double-NAT scheme support the full transparent features. At the source side, the real IPv6 addresses (rIP) of packets are translated into short-lived virtual IPv6 addresses (vIP) by the SWIFT device before entering the public network. At the destination side, the vIPs are translated back to the rIP by the SWIFT device and then forwarded to the end host. This process is transparent to both the host and the network equipment.
The major contributions of this paper are three-fold. Firstly, the contradiction between the security functionality and the efficiency is alleviated. A novel sliding window model is introduced into the process of sending and receiving to improve the transmission efficiency with a high MF. The feature of the IPv6 address enables users to configure multiple addresses as virtual addresses. This feature provides the fundamental of window design and guarantees the stability and high efficiency of the SWIFT scheme. Moreover, this model is not only useful in SWIFT but also is able to be applied to most of the existing mutation methods to improve their security functionality. Secondly, a fully transparent solution is designed in the SWIFT scheme, which indicates that there is no any additional requirement to both of the host side and network side. The host based mutation methods need to customize the host system while the network based mutation methods need special structures, such as an autonomous address block or a software defined network (SDN) architecture. Both of them are not convenient to deploy the mutation function in a real network. The full transparent design of the SWIFT scheme will simplify the deployment, where a mutation entity is deployed between the host and the network with insertion species. Both of the host and the network will not perceive the change of transmission meanwhile the packets have been protected. Thirdly, the MF has been increased from less than one address per second to dozens of addresses per second (or even higher) meanwhile the throughput keeps stable. The measurement result provides a reference value of the receiving and sending window size ratio (R/S) that ensures the high frequency mutation. Both NAT and tunnel are compatible in the SWIFT scheme, which provides flexibility for various network environments. The SWIFT prototype has been built by the Golang language and the function entities have been deployed in a real IPv6 network. The major operating systems and applications have been tested.
The rest of this paper is organized as follows. Section 2 summarizes the related works. Section 3 describes the system model and Section 4 presents the details of the SWIFT scheme. A case study is demonstrated in Section 5. Section 6 illustrates the testing results with analysis. Section 7 concludes paper.
II. RELATED WORKS
There have been numerous proposals for the port number and IP address mutation. All these proposals can be divided into several classes according to two universal features. One is the transparency and another is the channel property. A scheme will not be transparent to the end-host if it needs to update or modify the end-host system. The mutation of the IP address and the port number, or the mutating channel, can be implemented in these two ways. One is that the address and port field can be rewritten by a new virtual address and a port number directly, which is called NAT method. Another is that the origin packet is encapsulated as a payload into a new packet whose IP address and port number is randomly hopping.
A. TRANSPARENCY
The Application That Participate in Their Own Defense (APOD) [7] , NASR [1] , Random Port Hopping (RPH) [8] and NAH [2] are the representative non-transparent schemes. The APOD scheme uses hopping tunnels defined by randomized IP address and port number. Both of the client and server hosts need to install an application that implements the mutation function. Hari and Dohi [8] have developed the quantitative dependability models of RPH by using the discrete-time Markov chain (DTMC) and refined the RPH protocol in terms of the communication success rate. NASR scheme uses the DHCP updating to achieve the address randomization. Unfortunately, it needs to modify the operating system, which makes the deployment costly. The NAH scheme deploys the mutation function into the end-host directly. Similar to NASR, the NAH scheme needs to modify the protocol stack of the end-host systems. The major problem of the nontransparent schemes is the issue of deployment. Whatever the way to design the mutation function, the end-host must be updated or rebuilt. It makes the mutation function difficult to be widely deployed. In contrast, a mutation scheme is transparent to the end-host if there is no any requirement to reform the end-host systems. Generally, it is called as VOLUME 5, 2017 network-based mutation because the mutation function is deployed at the network side device, such as a gateway of LANs. The RHM [3] , TAP-based Port and Address Hopping (TPAH) [9] , and our previous work Network-based address Hopping (NetHop) [10] are the representative of the network-based mutation schemes. The RHM scheme uses a virtual IP to replace a real IP of a packet. The mutation function is installed at the moving target gateway (MTG), which is deployed at the boundary of subnets. The TPAH is a universal port and address hopping platform that can provide mutation function for most of the current mainstream operating systems. The NetHop scheme has introduced a hash function to implement the address hopping and deployed the mutation function at the gateway of LANs. Green et al. have evaluated four network-based MTD systems in [11] . A valuable guide is provided for the MTD scheme design in the future. The network-based schemes liberate the restriction for the end-hosts with the burden added to the network side device. The advantage of transparent schemes is easy to deploy, especially when the communication parties are not unified. Normally, it is hard to obtain the authority to change the network side device and further more difficult to request the ISP to upgrade the network device to support some special and minor function.
B. CHANNEL PROPERTY
A mutating channel can be implemented in two ways. One is encapsulating the origin packet into a new packet. Another is modifying the IP address and port number of the packet directly. The IP address and port number can be configured by a controller, such as a SDN controller. The schemes in [4] and [12] - [15] tend to use a tunnel to achieve the mutation whereas the schemes in [2] , [5] , [10] , and [16] [17] . The IPsec tunnel is utilized to hide the identities of the communicating endpoints, blinding the adversary's view of the nodes in the network. The advantage of the tunnel comes from two aspects. Firstly, in most cases, the difficulty to implement a tunnel is lower than that by the NAT method. Only the copy operation is needed when dealing with the encapsulation and the mutation of the addresses or port numbers can be implemented in an independent thread. Secondly, by using a tunnel, it is easy to extend other functions such as IPsec. If an encryption algorithm is employed by the mutation function, it is almost impossible to encrypt the data directly. It will be easier to implement the encryption if the whole original packet is encapsulated as a payload. The advantage of the NAT approach is its high efficiency. The direct modification of the IP address or the port number is faster than that of the encapsulation. It makes the forwarding operations more efficient.
C. OTHER DESIGN
In recent years, mutation functions can be implemented and deployed in a new network architecture, such as a SDN.
Jafarian et al. [6] have presented an OF-RHM based on OpenFlow(OF). A NOX Controller [18] is utilized to control the OF switch which was responsible for translating the addresses between a real IP address and a virtual IP address. Kampanakis et al. [16] have proposed a SDN-based MTD scheme based on onePK by CISCO. It uses a SDN controller to control the mutation function over a random route. Zhao et al. have proposed an SDN-Based Double Hopping Communication (DHC) scheme against sniffer attacks in [12] . Similarly, DHC uses a centralized controller to realize the port number and IP address mutation. Not only the double hopping can be achieved, but also the routing path could be switched. MacFarland et al. have presented an SDN Shuffle scheme in [19] . Different from other SDN schemes, the SDN Shuffle is a host-based scheme that aims to avoid scalability limitations caused by the network-based MTD methods. The SDN-based schemes need the cooperation between the SDN devices, such as SDN controller and switch. Otherwise, it is unavailable without the infrastructure supports. Lin et al. have proposed a Distributed Timestamp Synchronization (DTS) for end hopping in [20] and the method can be applied into the multi-home scenarios. The improvement of DTS (IDTS) scheme has been proposed in [21] . These two works have provided a valuable synchronization technique. In [22] , Crouse et al. have introduced the probabilistic models for reconnaissance defenses to provide deeper understanding of the theoretical effect. Some survey papers, such as [23] - [25] , have summarized and analyzed the current works and provided valuable references for our work.
Most of the prior work has focused on the mutation security but few of them has discussed the transmission efficiency. As mentioned above, the security and efficiency is a pair of contradiction. A high MF will bring great benefit for the security, while will lead to a high packet loss rate and then decline the transmission efficiency seriously. Dunlop et al. have proposed a moving target IPv6 defense in [4] with a MT6D model deployed into a live IPv6 network. Numerous of experiments results have been shown in [26] . It is one of the papers on the issue of the transmission efficiency. An IPv6-overIPv6 tunnel is utilized to implement the mutation scheme with the source and destination addresses of an outer IPv6 header generated by a stochastic algorithm. The highest MF achieved by the current existing schemes is about changing one address per second, which is possible to be increased. By the existing schemes, the transmission efficiency will drop significantly if the MF continues to increase. The MT6D scheme is supposed to implement as a benchmark. We have the idea to explore to increase the MF by replacing the mutation scheme in the MT6D with the sliding window model to measure both of the tunnel and the NAT channel transmission efficiency. We aim to alleviate the contradiction by changing the sending and receiving model and increase the MF into dozens of addresses per second or higher. It will be a universal model that can be deployed in any MTD scheme to essentially improve the security for the mutation communication. 
III. SYSTEM MODEL
The traditional model switches the vIP one by one or group by group as shown at the left side in Fig. 1 . The packets, which have been sent yet arrive in the destination, may be dropped because the destination IP address has been changed. When the MF is low, the impact of packet loss is quite a small. If the MF grows to a high level, the security will be improved a lot but the packet loss is serious. Therefore, the transmission efficiency decreases.
To avoid this to happen, the SWIFT model uses two sliding windows to implement the IP address mutation as shown at the right in Fig. 1 . The width of receiving window is set larger than that of the sending window. Thus, as long as the receiving window is large enough, the packet loss can be suppressed at a low level so that the transmission efficiency can be kept at a stable state even though the MF becomes very higher. Host-based and network-based models are the two patterns of mutation deployment as shown in Fig. 2 . Alternatively, the host-based mutation can be implemented by either running a special software installed at the host or modifying the protocol stack directly. The criticisms are mainly coming from the specialized operating system (OS) and the customized protocol stack. Luo et al. have proposed a universal deployment by using the for driver multiple platforms, named as TAP in [9] . It is an open-source driver and supported by most mainstream OS. However, the universality is not always satisfied. It may be difficult to deploy the TAP on mobile devices, such as iOS and Android. Not to mention the potential new OS in the future. The network-based schemes commonly deploy the mutation function on the network side device. This model liberates the restriction on the end-host but requires the special function on network device, such as the MTG in [3] or OF-switch in [6] . Comparing to modifying the end-host device, it seems to be more difficult to deploy a hardware device in the existing Internet Service Provider's network.
Based on that, the SWIFT model combines the advantages of existing models and designs a full transparent deployment of the mutation function. A SWIFT hardware device is inserted between the end-host and network. The device catches and achieves the mutation function for end-host. Neither the end-host nor the network devices need to be modified or rebuilt. The advantages of both of host-based and network-based deployments have been kept.
The challenge to the SWIFT scheme comes from two aspects. On one hand, the MF needs to be increased. Higher MF potentially introduces higher packet loss rate and then decrease the transfer efficiency. Most of the existing mutation schemes can achieve the frequency of 0.1 address to 1 address per second or lower, such as 0.2 address per second in [9] and 1 address per second in [27] . There is almost no solution to be able to reach a higher MF. On the other hand, a full transparent mutation method needs to be designed. For the deployment convenience, instead of IPv6 access capability, the mutation method should not require any modification to host. Thus, all applications and OSes can use mutation service directly without any update or additional software installation. Moreover, the mutation method should not put any restrictions on the access network. Comparing to updating the host side device, it is even more difficult to upgrade the network side devices.
IV. THE PROPOSED SWIFT SCHEME A. SLIDING WINDOW MODEL
The SWIFT model is designed to solve the problem of packet loss in a high frequency mutation, which can support both of high security and high transmission efficiency simultaneously. The discrete address hopping model has been replaced by a continuous sliding windows model that can improve the packet receiving when the high frequency mutation works.
Assume that AS is a number set where |AS| = n and i = j when ∀i, j ∈ AS. Let h (k, t) → AS be a one way mapping such that for ∀t ∈ Z + , there will be unique ∃h (k, t) ∈ AS. Let AS be the IPv6 address space of a local network and let k be a seed value generated by a given host. Thus, h (k, t) → AS can be seen as an available virtual IPv6 address series corresponding time slot t. Mark the available IPv6 address of host A as h A (k A , t). Define the sending window S A (t) and receiving window R A (t) as (1) and (2):
w s A and w r A are constants that indicate the size of sending window and receiving window, respectively. Similarly, the sending and receiving window S B (t) and R B (t) of Host B can be defined. Before the SWIFT algorithm forwards a packet from host A, one pair of virtual IPv6 addresses will be selected from S A (t) and S B (t) randomly to replace the real IPv6 addresses in the header. After the NAT, the packet will be forwarded to the public network. When and only when the destination address of the received packet belongs to R A (t) or R B (t), the SWIFT scheme will handle it and execute the inverse NAT process. Otherwise, the packet will be dropped.
Let
where A and A' are arbitrary two different hosts that access to the same SWIFT device. We say that the allocation strategy of local IPv6 addresses is independent if
Otherwise, the allocation strategy is dependent. Actually, it is not necessary to design a strict independent address strategy because it is already sufficient to define a small enough collision coefficient λ that satisfies
According to this condition, the addresses can be multiplexed so long as the one-way mapping h (k, t) → AS is designed well. It is true that the collision does not only come from the SWIFT address allocation, but also from the normal IPv6 users that access to same local network. When a virtual IPv6 address has been occupied by another host, this collision address will not be used in the sending window during the process of the NAT. However, a local SWIFT device cannot learn the remote address situation. If a collided address that is in the remote receiving window but not in the local sending window, this collided address will still be employed. But the packet will not be caught by the remote SWIFT device and there will be packets dropped.
The MD5 algorithm is employed to generate the virtual IPv6 address suffix and port bias. Restricted by the IPv6 routing approach, the prefix of virtual IPv6 address must be same as the real IPv6 address. The details are shown in Algorithm 1.
A key value key and a window size w are the inputs. Until the break condition triggered, such as session closed or program stopped, the algorithm will not stop. Firstly, a 128-bit hash value is obtained by the MD5 algorithm and stored in a variable tmp. The bit 1 to 64 will be stored into an array becoming a pending virtual IPv6 address suffix. The bit 65 to 80 will be stored into another array becoming the corresponding port bias value. The tmp value will become the key value for next iteration. The loop index i and window size w are responsible to control the updating process that the old array element will be rewritten to implement the shift of address window.
A scenario of IPv6 address mutation is shown in Fig. 3 . Host A and Host B communicate with each other via the IPv6 network. The IPv6 Stateless Address Auto Configuration (SLAAC) scheme [28] is employed to configure the host IPv6 address. Two SWIFT devices, SWIFT A and B, are deployed between the IPv6 network and hosts. All packets sent between Host A and Host B will be handled by SWIFT scheme. The both source and destination IPv6 addresses of each packet will be translated twice. Each SWIFT device maintains two virtual IPv6 address series and two pairs of sending and receiving windows, one pair for Host A and another for Host B, which are marked as the numbered bar and frames, respectively. The underline and italic numbers are the index of virtual IPv6 address series of Host A and Host B, respectively. For convenience, the number in the packet only describes the destination address index. It should be noted that for a better visibility, only four windows are displayed in the figure. We omit two windows on each side but they are existing with the same position and size. The SWIFT device will configure multiple IPv6 addresses to the network and these addresses will be updated timely.
In Fig. 3 , Host A sends a packet, with the real source and destination addresses of Host A and Host B, to Device B. The current receiving and sending window of Host A is [4, 5, 6, 7, 8] and [6, 7, 8, 9] , respectively. The current receiving and sending window of Host B are [16, 17, 18, 19, 20] and [19, 20, 21, 22] , respectively. The SWIFT scheme catches this packet, chooses a pair of virtual IPv6 addresses from the sending windows of Host A and Host B and then replaces the two real IPv6 addresses with them. After the NAT process, the translated packet is forwarded to the IPv6 network. Assume that this packet is caught by Device B, the SWIFT scheme detects whether the destination IPv6 address is in the receiving window. If so, the source and destination IPv6 address of this packet will be translated back to the real IPv6 addresses of Host A and Host B and then forwarded to Host B. Or, it will be dropped. The process of reverse direction is similar. Some special cases have been described in Fig. 3 . The packet 3 is an example of out of the window. The packets 7 and 22 are the two examples of collision in the local sending window. The packet 18 is an example of collision in the remote sending window.
Along with time, the sending and receiving windows shift and the virtual IPv6 addresses change frequently. Old addresses will be replaced by newer addresses. Thus, although the hacker is able to hijack all packets between Host A and Host B, it is difficult to judge from the network layer whether these packets belongs to a pair hosts in one session. Due to frequent changes of the source and destination addresses, the hijacked packets look like the generated ones from multiple hosts.
B. ADAPTIVE ADJUSTMENT
Some errors could be introduced because of the algorithm execution and the transfer delay. The receiving and sending windows could be not always aligned. Therefore, an adaptive adjustment scheme needs to design.
Define the end-to-end transmission delay on time slot t as τ (t). The matching rate µ of two windows can be defined as (6):
So long as the matching rate µ is equal to 1, the state of sending and receiving windows can be considered as matched. The state could be partially matched when 0 < µ < 1 and mismatched when µ = 0. The delay τ (t) can be considered as a noise that influences the transmission. Therefore, a predictive function P (t), which counts and predicts the delay τ (t), is proposed to restrain the influence of τ (t). The objective is to find the optimal P (t) and the optimal receiving and sending window size ratio (R/S), namely w r A /w s A , so that
In the SWIFT scheme, a simple function is designed to implement P (t). From the time slot u to v, according to (2), the employed virtual IPv6 address of host A should be:
The numbers of each virtual IPv6 address received between u and v will be counted. Assume that the statistic middle index value of the received packets is s. The receiving window can be adjusted by (9) .
The constants 0.25 and −0.25 are empirical values. The window size needs to adjust when it deviates from more than a quarter of the whole window size. This value can be various and distinct predictive function can be designed under different conditions.
C. TRANSPARENCY
The SWIFT scheme is designed with full transparency so that it does not need to modify the system of both network equipment and end-host equipment. Certainly, this model can also be converted to a host-based or network-based scheme. The device, which supports the NAT and encapsulation operations, can be deployed between the host and local gateway to handle all packets sent to or from the host. Facing to the network side, the SWIFT device continuously calculates, VOLUME 5, 2017 configures new vIPs and removes the timeout vIPs. From the view of the gateway, there will be multiple hosts connecting to the local subnet without any abnormal operations. The network equipment receives and forwards packets as usual. At the host side, the SWIFT device forwards the Router Advertisement (RA), which contains the local IPv6 subnet prefix, to the host so that it can configure IPv6 address by stateless. In this paper, it is assumed that a host accesses to the local IPv6 network via SLAAC instead of any other configuration, such as DHCPv6. A centralized server is needed to support the protocol consulting. The process of context, synchronization and key exchange will take the existing method, such as [27] . It is not the focus of our work in this paper.
D. IMPLEMENTATION
We have implemented the SWIFT scheme by Golang language [29] based on Ubuntu 14.04 Linux system. Netfilter [30] is a set of hooks inside the Linux kernel that allows kernel modules to register callback functions with the network stack. It is used to filter and process packets. The hardware device is a set of 1.6GHz Intel Celeron Duo CPUs with 2GB DDR3 1333MHz RAM. Moreover, the MT6D program has been implemented based on the same software and hardware environment. The MT6D scheme is a classic case that changes the address one by one. It has been taken as a benchmark to evaluate the performance of the SWIFT scheme. Fig. 4 shows the framework of SWIFT scheme. On an Ubuntu host, two Network Interface Controller (NIC) are configured. NIC_1 connects to the host and NIC_2 connects to the IPv6 access network. Define the direction of a packet is Packet IN when it is sent from the public network to the local network. Otherwise, the direction is Packet OUT. The Netfilter is employed to send and receive packets to and from the SWIFT Program. Beyond the SWIFT program, multiple data chains have been maintained to store the address series and sending/receiving windows. Each chain contains all the information of one IPv6 prefix. The mutation function has been implemented by both of the IPv6-to-IPv6 NAT and the tunnel. As shown in Fig. 5 , the NAT process modifies the IPv6 addresses and port numbers of a packet directly while tunnel method encapsulates the origin packet into a new packet with a mutation of IPv6 addresses. The advantages of NAT come from two aspects. Firstly, the processing speed of the NAT is faster. The program can only modify the two IPv6 addresses and port numbers, which are at most 288 bits for each packet. For the tunnel method, the program needs to construct the whole IPv6 header for each packet and encapsulate the origin packet into a new one. It will process one more copy operation, which decreases the transfer speed seriously described in Fig. 5 . Please note that it is possible to avoid the double copy by modifying Linux core and Netfilter. But it is too complex and the speed of the tunnel method will be potentially slower than that of the NAT approach because it needs to construct the whole IPv6 header instead of modifying part of it, namely the IPv6 addresses. Secondly, the tunnel method will introduce the fragmentation problem caused by the MTU. Since the encapsulation needs at least additional 40 bytes for each IPv6 header, the tunnel scheme has to adjust the MTU configuration. The advantages of tunnel method also come from two aspects. On one hand, it is convenient to extend the network functions, such as IPSec. Moreover, the SWIFT device can provide mutation service to IPv4-only terminals by the encapsulation approach. On the other hand, the implementation of the tunnel method will be certainly easier than that of the NAT approach, which is one of the most important reasons for most of the existing mutation methods to use the tunnel approach but not the NAT approach.
V. A CASE STUDY
A simple case study in this section is to demonstrate the operation of the proposed scheme. In the system, Host 1 and Host 2, whose IPv6 addresses are 2001:da8:215:8e9::1 and 2001:da8:215:27fe::2, respectively, communicate each other via the TCP port 80 and 12345. Both of them connect to a SWIFT device before accessing to the network. At each device, the SWIFT scheme maintains four tables, two sending windows and two receiving windows. Table 1 describes the sending window at Host 1. Assume that Host 1 runs a http server and uses 80 port to communicate with Host 2. The program uses the suffix of Host 1 (::1) as a key value and calculates an MD5 value. According to the vIP and bias Algorithm, the first 64-bit of the MD5 value (0xc4ca4238a0b92382) is used as the suffix to generate the first IPv6 mutation addresses. The 65∼80-bit (0x0dcc or 7034 in decimal) is used as a bias to generate the first mutation port number corresponding to its IPv6 mutation address. Therefore, the first mutation address is 2001:da8:215:8e9:c4ca:4238:a0b9:2382, and the corresponding mutation port number is 7114 (7034+80). Then, the reminder of the MD5 value (81∼128-bit) is used as the key value to generate next mutation address and port number. This loop will continue till the program stop. The generation of Table 2 is similar. The virtual IPv6 addresses and the bias value can be calculated constantly and produce enough for the mutation requirements. 6 is an example of receiving and sending windows size ratio R/S = 12/4. At the device, there are two address rings used to translate the source and destination addresses. Each ring has 24 address slots and each slot describes an available address for the translation (please note that not all 24 slots but only part of them are used as windows. Other slots are the redundancies for protecting the overflow of memory). The outer ring marked with standard numbers describes the addresses used to translate source address and the inner ring marked with underline numbers is to translate destination address. Now, in the Packet IN direction, from outside to inside, the addresses 1 to 12 and addresses 1 to 12 are in the receiving windows. All the packets, whose source and destination addresses are in the receiving windows simultaneously, will be accepted by the device and their source and destination addresses will be translated back to the real host addresses. Otherwise, the packets will be dropped. Meanwhile, in the Packet OUT direction, from inside to outside, the addresses 5 to 8 and addresses 5 to 8 are in the sending windows so that the real IP addresses including both source and destination addresses of all the packets will be translated to one of the mutation source and destination addresses in the sending windows. Both of these two address rings will be updated in real-time. Each pointer will modify one address in each period. In Fig. 6 , the address 18 of source address ring and 18 of destination address ring are modified in this period. In the next mutation period, the two pointer will shift to 19 and 19 to modify them.
VI. MEASUREMENT AND ANALYSIS

A. TESTBED DESIGN
The experiment topology has been shown in Fig. 7 . Three SWIFT devices, M1, M2 and M3, have been deployed in a campus network, which is a live IPv6 network. At M1, the Linux Traffic Control (TC) tool is utilized to control the end-to-end delay. Between each pair of the SWIFT devices, the channel capacity is 1Gbit/s and the end-to-end delay is about 0.4ms. There are 4 hops from M1 to M2 and 5 hops from M1 to M3. Each SWIFT device obtains a 64-bit IPv6 prefix from the gateway and uses the SLAAC to configure its IPv6 address. Four computers and a mobile phone connect to the SWIFT devices. T0 is a Linux server. An Apache and a vsftpd, providing HTTP and FTP service, respectively, are installed for testing the availability of popular application protocols. Moreover, an iPerf [31] server program is installed to test the throughput. Ubuntu (T1), Windows (T2) and MacOS (T3) hosts, which act as test devices, connected to M2. A wireless access point that acts as a network bridge is connected to M3, via which an iPhone6S, marked as T4 connects to M3. Except the wireless adapter of T4, all VOLUME 5, 2017 NICs of the test devices and the SWIFT devices operate at 1Gbit/s.
All measurements proceed during daytime that the core network is working in busy state. The test packets are queued and forwarded with the real user's packet including P2P, multimedia and so on. All IPv6 prefixes are shared with normal users in the campus. Before each test, all devices synchronize their clocks with the max error less than 1ms.
B. MEASUREMENT 1) APPLICATION TEST
In the testing, we mainly focus on the compatibility, transparency and usability to various OS system, application protocols and the access.
At T1, we use wget, the build-in downloading tool of Ubuntu, to download a file of 1GB. Then we use the Firefox installed at T2 to download the same 1GB file via HTTP. Moreover, DownThemAll, a multithreading extension of Firefox, is utilized to download the same 1GB file. The threads number is configured as four. At T3, a FileZilla client program is used to test the FTP downloading. The receiving and sending window size are set to 12 and 4, respectively. The end-to-end delay is about 2ms, among which, about 1.6ms additional delay is introduced by the SWIFT algorithm. The MF is set to 10 addresses per second. Please note that other R/S ratios and MFs are also feasible, while only one ratio is selected as a representative in the test. Table 3 shows the testing result. The throughput of wget is about 84 Mbit/s. The throughputs of the Firefox and FileZilla in single thread are about 104 Mbit/s, which are higher than that of the wget. The multiple threads downloading of the Firefox and FileZilla perform well with the transfer speed reaching to about 130 Mbit/s, which is closed to the upper limit of the SWIFT prototype.
At M3, a Wi-Fi access point device connected to M3, is used to support wireless access. T4 is an iPhone6S to play three video files (480p, 720p and 1080p) over the SWIFT system. All these three video are played smoothly without a delay or a block. 
2) PERFORMANCE TEST
In this testing, we mainly focus on the efficiency and stability of the SWIFT scheme. The iPerf is installed at T0 and T1 acting as the iPerf server and the iPerf client, respectively.
The transmission performance has been tested under different parameter combinations of the time-delay, the R/S windows ratio and the MF. The y-axis is the packet loss rate in the PING test. Eight ping test curves are shown. The first curve marked by crosses is the result of MT6D method. Other curves are the results of the SWIFT scheme with different R/S ratios. Along with the MF increasing, the packet loss rate increases obviously, especially the packet loss rate of the MT6D approach. Actually, the loss rate of the MT6D approach does not only reflect the performance of itself, but also represents the performance of all the existing mutation schemes, which change the IP addresses one by one or group by group. The existing mutation schemes potentially perform worse at a higher MF. However, the proposed SWIFT scheme can perform much better at a higher MF. The packet loss rates of the SWIFT scheme with different R/S ratios are much lower than that of the MT6D scheme. In particular, the packet loss rates decrease obviously along with the R/S ratio increases. Take MF=30 as an example, the packet loss rate by the MT6D approach is nearly 100% while the packet loss rate by the SWIFT scheme with the ratio of 6/4 has decreased to 43%. The packet loss rate by the SWIFT scheme with the ratio of 20/4 is nearly 10% and the packet loss rate by the SWIFT scheme with the ratio of 80/4 is only 3%. The sliding window model can reduce the packet loss obviously at a higher MF. Fig. 9 . The curve marked by circles is the throughput without a mutation, which is that the IPv6 packets have been forwarded directly by the SWIFT scheme without any modification. This speed is the standard speed because it has excluded the execution of the sliding window model programmed in the Golang language and its included libraries. The standard speed is 226 Mbit/s in all seven testing MFs. The curve marked by stars is the throughput by the SWIFT scheme with the R/S ratio of 40/4. This ratio is selected because it could perform full throughput without the impact of the packet loss at each MF. The throughput by the SWIFT scheme with 40/4 is about 136 Mbit/s. It is clear that the SWIFT program has introduced about 30% descent than that of the standard speed. The curve marked by squares is the throughput by the SWIFT scheme with R/S ratio of 12/4. This R/S ratio is chosen because it could demonstrate the descent of the throughput along with the increase of the MF. For the MF of 1, 2, 5, 10 and 15, the SWIFT scheme with 12/4 performs well because the R/S ratio is big enough to cover the address mutation. From 20 to higher, the throughput drops due to the increasing of the packet loss rate. This result shows that the R/S ratio needs to enlarge if a higher throughput is the target when the MF is higher. The curve marked by crosses is the result of the MT6D scheme. The throughput is similar to that of the SWIFT scheme when the MF is 1 because the packet loss rate by the MT6D scheme shows very low at this frequency. The throughput drops rapidly along with the MF increases. The throughputs at all MFs are much lower than that by the SWIFT scheme. The throughput by the SWIFT scheme with 12/4 should be similar to that by the MT6D scheme. The throughput by the SWIFT scheme with 12/4 at the frequency of 15 is almost same as that by the MT6D scheme at the frequency of 5. This case appears again when the MF is 30 for the SWIFT scheme and the MF is 10 for the MT6D scheme. It verifies the correctness of the proposed scheme indirectly. . 10 shows the iPerf testing results by different R/S ratios using the NAT. The top throughput by the MT6D scheme at the MF to be 1 is about 120Mbit/s. Along with the increase of the MF, the throughput of MT6D decreases quickly. The overall trend of the throughput by the SWIFT scheme is also descending with much higher throughput than that by the MT6D scheme. The descending trend is changing slightly along with the increasing of R/S ratio. When the R/S = 40/4, the throughput kept stable at the top level. It is easy to find an interesting regularity between the MF and the R/S ratio that the throughput can always reach the upper limit when (10) is satisfied.
It is also the suggested reference value for a higher frequency mutation. Different with Fig. 10, Fig. 11 shows the iPerf testing results by different R/S ratios using the Tunnel scheme. The overall trend is similar that by the NAT scheme. As shown in Fig. 5 , one more copy operation will be required by using the tunnel scheme. Therefore, the forwarding performance will be affected. The top throughput is only about 80 Mbit/s, which is much slower than 136 Mbit/s by the NAT scheme.
In Fig. 12 , three pairs of R/S (6/4, 12/4 and 80/4) cases by the NAT and the tunnel approaches have been compared. In most cases, the throughput of tunnel method is only half of that of the NAT method. From the performance shown in Fig. 10, Fig. 11, and Fig. 12 , it is clear that the NAT method is much preferred in the mutation communication when requires a higher throughput. The throughput under a short delay is potentially higher than that at a longer delay. Shown in Fig. 13 (a) , for the ration of 4/4, the effect caused by end-to-end delay is obviously. The smaller delay results in a higher throughput because the longer end-to-end delay has enlarged the τ (t) value, namely, mismatched risk. Especially at a high MF, the packet loss could be serious when the receiving window is not big enough. When the R/S ratio equals 80/4 as shown in Fig. 13 (b) , the throughput keeps at 120 Mbit/s because the bigger R/S ratio can ensure the smaller packet loss. The bigger receiving window can also tolerate a longer end-toend delay. Based on that, the R/S ratio should be increased to ensure the transfer efficiency when the end-to-end delay is large.
Different from Fig. 13, Fig. 14 shows the throughput from another view. The x-axis describes the end-to-end delay. The y-axis indicates the throughput. Take MF to be 10 as example. The throughput by the MT6D scheme and the SWIFT scheme with 4/4 decrease obviously along with the increase of endto-end delay. The throughput by the SWIFT scheme with 6/4 keeps stable when the delay is smaller than 40ms. When the delay increases to 60ms and higher, the curve declines and drops to 88 Mbit/s finally. Other curves by the SWIFT scheme with the R/S ratios lager than 6/4 keep stable at all end-to-end delay.
C. COLLISION AND COST ANALYSIS
Since the virtual IPv6 address pool is limited, there is tiny probability to occur the address collision. The address collision has been tested with 100 IPv6 addresses generated randomly and configured in a LAN. Four address windows of the size of w s A = 4 and w r A = 40 are used for the examination. These four windows shift one billion times without a collision. The probability of the address collision is small enough without much impact. . 15 shows the memory cost of the SWIFT scheme. The MT6D scheme has been implemented by the programming language of Golang. The cost of the MT6D scheme is about 3800kB and increases to 3940kB when the MF is 40. Please note that the throughput by the MT6D scheme at MF 40 is nearly 0 Mb/s. When the R/S = 20/4, the memory cost of the SWIFT scheme is higher than that of the MT6D scheme. It increases from 4093kB to 4215kB. Comparing to the MT6D scheme, 5% additional memory cost gets more than 20 times of the MF benefit shown in Fig. 10 . Even though when R/S = 80/4, the additional memory cost is only 800kB which is nearly 20% of that of the MT6D scheme.
VII. CONCLUSION
In this paper, a sliding window model for IPv6 mutation communication has been proposed and designed. The prototype system has been developed and deployed in a real IPv6 network. The experiment results show that the SWIFT model can provide a stable high-speed transmission at a high MF, which has a much better performance than that of the traditional address mutation mechanisms. Moreover, the higher MF brings higher security. This sliding window scheme is valuable and applicable to all the mutation methods with much improvement on the efficiency.
