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ABSTRACT

Magnetic nanoparticle ensembles have received a lot of attention, stemming in part from
their current and potential applications in biomedicine and in the development of high-density
magnetic storage media. Key to the functionality of these systems are microscopic structures
and mechanisms that make them exhibit unique properties and behave differently from their
bulk counterparts.
We studied microscopic structures and processes that dictate macroscopic properties,
behavior and functionality of magnetic nanoparticle ensembles. As the temperature T strongly
influences the magnetic behavior of these systems, we studied temperature dependent magnetic
properties using AC-susceptibility and DC-magnetization measurements carried out over a
broad range of temperatures, between 3 and 300 K. We extracted structural information from
X-ray diffraction (XRD) and direct imaging techniques and correlate it with magnetic
properties, in an attempt at better understanding the microscopic structures and magnetic
mechanisms responsible for the macroscopic magnetic behavior.
We studied ensembles of magnetic nanoparticles: nickel ferrite immobilized in a solid
matrix and cobalt ferrite immersed in carrier fluid respectively, in order to explore their potential
use in biomedical applications and magnetic recording. For both NiFe2O4(NFO) and Co0.2Fe2.8O4
(CFO) relaxation mechanisms were determined. Structural properties and average particle sizes
were derived from XRD, including synchrotron XRD, and direct imaging techniques such as
scanning electron microscopy (SEM) and transmission electron microscopy (TEM). Temperature
dependent magnetic measurements, FC-ZFC DC magnetometry, as well as AC complex
susceptibility measurements at frequencies between 10 and 10,000 Hz were carried out within
vii

the temperature range 3K<T<300K. DC-magnetization and AC susceptibility measurements
were performed using a Physical Property Measurement System (PPMS), which allows
measurements in magnetic fields up to 9T and within a temperature range between 2 and 350 K.
For NFO, besides the expected blocking of the superspin, observed at T1 ≈ 45 K, we
found that the system undergoes a magnetic transition at T2 ≈ 6 K. For the latter, frequency- and
temperature-resolved dynamic susceptibility data reveal characteristics that are unambiguously
related to collective spin freezing: the relative variation (per frequency decade) of the in-phasesusceptibility peak temperature is ~0.025, critical dynamics analysis yields an exponent zν = 9.6
and a zero-field freezing temperature TF = 5.8 K, and, in a magnetic field, TF (H) is excellently
described by the de Almeida-Thouless line δTF ∝ H2/3. Moreover, out-of-phase-susceptibility vs.
temperature datasets collected at different frequencies collapse on a universal dynamic scaling
curve. All these observations indicate the existence of a spin-glass-like surface layer that
surrounds the superparamagnetic core and undergoes a transition to a frozen state upon cooling
below 5.8 K.
For the CFO ferrofluid, we used temperature- and frequency-resolved AC-susceptibility
measurements to investigate its magnetic relaxation above the freezing point of the liquid carrier.
Our data show that both the Néel and the Brown relaxation mechanisms are operative at
temperatures in the vicinity of the out-of-phase (imaginary) susceptibility peak. We separate the
contributions of the two mechanisms to the overall-relaxation time, and demonstrate that
Brownian relaxation plays a dominant role at all temperatures within this high-dissipation
regime.
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Chapter 1
INTRODUCTION

Recent studies in magnetism have drawn a considerable interest on the ever decreasing
size of magnetic entities because of their intrinsic magnetic and surface properties, which, owing
to specific microstructure, interfacial phenomena and surface anisotropy are different from those
of bulk materials.
In our research we focused on studying microscopic structures and processes that dictate
the macroscopic behavior and functionality of magnetic nanoparticle ensembles. The
temperature T is a key parameter that strongly influences the magnetic behavior of such systems
by enhancing, diminishing or even triggering or inhibiting nano-scale level mechanisms
responsible for their macroscopic magnetic properties. Consequently, our approach is to
measure such magnetic properties of selected nanosystems using both AC-susceptibility and DCmagnetization techniques over a broad range of temperatures (between 3 and 300K), and
correlate them with structural information from X-ray diffraction (XRD) and direct imaging
techniques such as scanning electron microscopy (SEM) and transmission electron microscopy
(TEM). DC magnetization and AC susceptibility measurements were carried out using Physical
Property Measurement System (PPMS). We measured DC-magnetization measurements in fields
up to 9T and within a temperature range between 2K and 350K.
Certain magnetic manifestations of magnetic nanosystems can only be explained through
a detailed knowledge of the particles’ crystalline and magnetic structure. Among them, the
reduction of the saturation magnetization with respect to its bulk value - first observed in γ-Fe2O3
nanoparticles [1] - has been one of the most debated issues in nanomagnetism. Some groups have
1

attributed this behavior to finite-size effects [2], while others pointed to surface spin disorder
caused by broken exchange bonds and fluctuations in the number of atomic neighbors and interatomic distances [3, 4]. More recent polarized neutron scattering [5] and Mössbauer
spectroscopy experiments [6] supported this surface-disorder origin, and launched the hypothesis
that each particle consists of a core of aligned spins surrounded by a magnetically disordered
shell. Following these observations, a model was proposed, where the surface layer undergoes a
cooling-induced phase transition to a low-temperature glassy state [6]. The model’s success in
explaining the suppression of the saturation magnetization, and in accounting for other
previously reported anomalous behavior (e.g. a remarkable low-temperature irreversibility),
prompted experimental investigations aimed at finding evidence of the proposed surface spin
freezing [6, 7]. Using DC-magnetization measurements, these studies reported several lowtemperature magnetic properties that cannot be explained by the superparamagnetic blocking of
the particles’ core, such as M(H) loop shifts after cooling in high fields, high-field irreversibility
in both M(H) and ZFC-FC processes, and time dependent moments in high fields. All these
findings have been associated with the above-mentioned phase transition in the nanoparticles’
surface. It is important to mention, however, that although such observations are entirely
consistent with a glassy surface layer, they do not represent direct proof of surface spin freezing.
In fact, as recently noted by Winkler et al. [8] and confirmed by our measurements below, the
M(H) loop shifts after field-cooling vanish when the nanoprticle size is reduced below a certain
value, although smaller nanoparticles are expected to exhibit more pronounced surface effects,
which should make the manifestations of surface spin freezing even more “visible”.
Consequently, more evidence is needed to confirm the existence, and clarify the nature of the
low temperature phase transition in the surface layer of magnetic nanoparticles.
2

We carried out a study of NiFe2O4 (NFO) particles of 3.5 nm average diameter, where, in
addition to typical dc-magnetization characterization, we use ac-susceptibility measurements to
probe the dynamic behavior of the system. If the nanoparticles consist of a core of aligned spins
surrounded by a magnetically disordered shell, analysis of the temperature and frequency
dependence of the real ( χ′) and imaginary ( χ″) components of the ac-susceptibility is an ideal
tool for evidencing both the superparamagnetic relaxation [9,10] of the core and the possible
spin freezing [11,12] in the surface. Although the two phenomena have a similar acsusceptibility signature - a peak in the temperature dependencies of both χ′ and χ″ - the
frequency dependence of the peak temperature, the values of critical analysis exponents, and the
dynamic scaling behavior of χ″ vs. T datasets collected at different frequencies are features that
can clearly distinguish collective spin freezing from superparamagnetic behavior. We observed
the superparamagnetic blocking at T1 ≈ 45 K and, upon further cooling, a second magnetic
transition at T2 ≈ 6 K. Below T2, our data show that the system exhibits a low saturation
magnetization as well as high-field irreversibility in M(H) and ZFC-FC processes. We found
dynamic-behavior evidence that these low-temperature magnetic properties stem from the
freezing of a spin-glass-like surface layer that surrounds the nanoparticles’ ferrimagnetic core.
Ensembles of superparamagnetic (SP) nanoparticles suspended in a liquid carrier (SP
magnetic fluids) have been extensively investigated due to their current and potential
applications in biotechnology and medicine [13, 14]. Of particular importance among these
applications is localized magnetic hyperthermia, where the dynamic response of the nanoparticle
ensemble in an alternating magnetic field leads to heat generation, which, in turn, can potentially
be used to selectively target malignant tumors [15]. It is generally agreed that improving the heat
dissipation rates (for a given amplitude and frequency of the applied field) is key for the
3

applicability of the above-mentioned method. In SP nanosystems heat dissipation is not
hysteretic (as in ferromagnetic nanoparticle ensembles), but results in part from rapid thermallyactivated reorientations of the magnetic moment within each particle above the SP blocking
temperature (Néel relaxation) [16]. In addition, immersing the nanoparticles in a fluid may
activate a second relaxation mechanism where the entire particle rotates within the fluid
(Brownian relaxation). Dissipation rates are known to depend on both the energy barrier to
magnetization reversal (EB) that governs Néel relaxation, and on the interplay between the Néel
and Brownian mechanisms. Yet, while much research has been aimed at understanding the
chemical, structural, and size-effect factors that determine EB [17-19], very little data is available
on SP nanoparticle ensembles where the two mechanisms act simultaneously. This is mainly due
to the fact that most experimental work on the dynamic behavior of SP nanosystems has been
carried out either on nanoparticles held in a solid matrix [20, 10], or, for magnetic fluids, at
temperatures below the freezing point of the liquid carrier [21, 22]. In both cases the
nanoparticles are immobilized, and, consequently, cannot relax via the Brownian mechanism. It
is worth noting, however, that synthesizing SP magnetic fluids that 1) have average particle sizes
small enough for biomedical applications, and 2) have a blocking temperature (TB) above the
freezing point of the liquid carrier, is not a trivial task. For example, in two of the most
investigated systems: Fe3O4- and γ-Fe2O3-based magnetic fluids, TB is about 70 K (for particle
sizes of ~ 10 nm) [23, 7], which is well below the freezing point of all commonly used liquid
carriers. In a diluted magnetic fluid, where the inter-particle interactions can be neglected, most
particles block at a temperature TB = K<V>/25kB [24] where K is the magnetic anisotropy
(assumed to be uniaxial), <V> is the average nanoparticle volume, and kB is the Boltzmann
constant. Thus, for a given nanoparticle material (i.e. for a given K), the blocking temperature
4

could, in principle, be increased by increasing the average particle volume. Fe3O4 nanoparticles,
for example, have an anisotropy constant on the order of 104 J/m3 [25]. Therefore, in order for
the Fe3O4-nanoparticle ensemble to exhibit TB near room temperature (~300 K), the average
volume of the particle must be increased by more than four times. An alternative approach would
be to use materials with a much higher anisotropy constant. While such materials might not have
an immediate applicability due to biocompatibility issues, their use in the synthesis of SP
magnetic fluids would likely allow investigations of the interplay between the Néel and the
Brownian relaxation, a relationship that directly affects the heat dissipation rates.
We performed an AC-susceptibility study of magnetic relaxation in a Co0.2Fe2.8O4/IsoparM magnetic fluid. As a result of Co-doping the Co0.2Fe2.8O4 nanoparticles block at temperatures
above the freezing point of the liquid carrier Isopar-M (200 K). Our imaginary (out-of-phase)
susceptibility vs. temperature data show well-defined, frequency-dependent peaks at
temperatures between 220 K and 280 K, a range where both the Néel and Brownian mechanisms
can be operative. Although the temperature dependence of the observed relaxation times is well
described by a Vogel-Fulcher law at all temperatures (which might suggest the Néel mechanism
is prevailing), further Debye-model analysis indicates that Brownian relaxation plays a
significant role. By fitting the observed temperature dependence of the relaxation times to a
model that allows the separation of the contributions from each mechanism, we found that the
Brownian mechanism is dominant within the investigated temperature interval.

5

Chapter 2
BACKGROUND AND SIGNIFICANCE

2.1 Magnetism and Magnetic Materials
The word “magnet” comes from Greek “the stone from Magnesia”, Magnesia being one
of the provinces where magnetite was found [26]. In ancient times, the Chinese and the Greeks
were using “load stone” or “way stone”, the mineral magnetite (Fe3O4), to guide mariners. The
history of permanent magnetism dates back over many centuries. The earliest observations of
magnetism can be traced back to the Greek philosopher Thales in the 6th Century B.C. In 1600
physicist William Gilbert’s experiments with load stone, iron magnets and the magnetic field of
the earth laid the foundation for the current scientific applications of magnetic materials. The
discovery of electromagnetism made by Oersted in early 19th century contributed to the
advancement of magnetism throughout the late 19th and early 20th century. Curie, Langevin and
Weiss also contributed to the foundation of modern magnetism, and the development of crucial
theoretical concepts by Barkhausen, Heisenberg, Frenkel, Dorfman, Bitter, Bloch, Landau,
Lifshitz, Nėel, Stoner, Wohlfarth and many others during the first half of the 20th century led to
the technological advances of developing materials with enhanced magnetic properties [27].
Magnetism results from the dynamics of charges in the atom where there are two
electronic motions: orbital motion of the electron and spin motion of the electron. These two
electron motions are the source of the magnetic moment and macroscopic magnetic phenomena
in materials [28]. The motions of an electron on the orbit about nucleus in an atom are
schematically shown in Figure 2.1.

6

spin

orbit

electron

nucleus

Figure 2.1: The motion of an electron in the orbit about the nucleus of an atom.

Ferromagnetism and ferrimagnetism may originate predominantly from both the spin
magnetic moments and the orbital magnetic moments of electrons in the atom. Orbital moments
in transition metals (Fe, Co, Ni) more or less vanish because of “quenching” of orbital motion of
3d electrons, in contrast to rare earth metals where spin moments and orbital moments are
additive according to Hund’s rules (Hund 1925). The neighboring atomic moments are aligned in
parallel in ferromagnetic materials as a result of quantum mechanical exchange forces, whereas
in ferrimagnetic materials different substructures possess moments different in size that are
antiparallel [29]. The magnetic moment aligns parallel to the axis of spin and normal to the plane
of the orbit. The net moment of the atom is the vector sum of all its electronic moments. Thus the
net magnetic moment results from the spin imbalance in the d sub-shell of the atom and is
determined by spin imbalance times the Bohr magneton (μB). In ferromagnetic materials
quantum-mechanical exchange interactions cause the magnetic moment of neighboring atoms to
be parallel, even without application of a magnetic field. However, bulk ferromagnets may not
have net magnetization in absence of magnetic field as contributions of magnetic moment from
different domains cancel each other. The coupling of atomic moments leads to a large
7

magnetization per unit volume. Yet, the long-range ferromagnetic order is lost if the thermal
energy is comparable to the exchange energy. The Curie temperature Tc is the temperature at
which the spontaneous magnetization drops to zero. Tc can be expressed as:
Tc ≈Aa/kB

(2.1)

where A is the magnetic anisotropy, a is the nearest neighbor separation between spins, and kB is
the Boltzmann constant [30]. Magnetic field variables are related as follows:
B=H+4πM

(2.2)

where B is the magnetic induction, H is the magnetic field strength (or intensity) and M is the
magnetization or magnetic polarization. All materials interact with a magnetic field, where the
interaction can either be attractive toward a magnetic pole as in ferro- and paramagnetic
materials or repulsive as in the diamagnetic materials. Magnetic materials are classified
according to the value of the bulk susceptibility (χ), which is expressed as:
χ= M
H

(2.3)

where M is the magnetization and H is the applied magnetic field.
The first category of magnetic materials, called diamagnetic, consists of atoms with no
unpaired electrons and possesses no spontaneous atomic moments. Its susceptibity (χ) is small
and negative and it generates a magnetic self-field which opposes the applied magnetic field.
Examples of diamagnets are copper, silver, gold, bismuth, beryllium and superconductors. The
second group of magnetic materials, called paramagnets, has a positive χ. In paramagnetic
materials the atomic magnetic moments do not interact and are thermally randomized in the
absence of an external magnetic field. The magnetization of these materials is weak and aligned
parallel to the direction of applied magnetic field. Aluminum, platinum and manganese are the
examples of paramagnets. The third and most widely recognized group of magnetic materials is
8

called ferromagnets. These materials exhibit different types of magnetic interactions among
neighboring atomic moments. Their susceptibility is positive and much greater than 1. Iron,
cobalt, nickel and several other rare-earth metals (samarium, praseodymium, neodymium,
yttrium etc,) and alloys (Sm-Co, Pr-Sm-Co, Y-Co etc) are the examples of ferromagnets.
Ferromagnets are comprised of atoms with unpaired electrons and show spontaneous magnetic
moments which may be thought of as tiny bar magnets with two magnetic poles (N and S)
having magnetic dipole moment.
Ferromagnetism occurs when the magnetic moments of atoms are coupled to align
parallel to each other by exchange interaction between electrons. This alignment exists even
without the application of external magnetic field. A fourth group is represented by
antiferromagnetic materials where interatomic interactions are present and equivalent
spontaneous moments of nearest neighbor atoms are aligned anti-parallel direction causing a net
zero moment in the bulk antiferromagnetic materials. Ferrimagnetic materials possess a net
magnetic moment where the atoms are antiferromagnetically coupled and each atomic sub-lattice
has unequal spontaneous atomic moments. The typical M vs. H behavior of the different kinds of
magnetic materials is shown in Figure 2.2.

M

M

M

DM

PM

FM

M = χH
χ >0
H

H

H

M = χH
χ<0

Figure 2.2: M vs. H dependencies of diamagnetic (DM), paramagnetic (PM) and ferromagnetic
(FM) materials.
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Magnetic materials can also be broadly classified into two main groups: hard magnetic
materials and soft magnetic materials. Soft magnetic materials (e.g. Fe alloys such as Fe-Si, FeNi, Fe-Co, soft ferrites, etc.) possess high saturation magnetization (Ms) and low
magnetocrystalline anisotropy in contrast to hard magnetic materials which exhibit the opposite
characteristics. Examples of hard magnetic materials are rare-earth transition metals (RE-TM)
compounds or hard ferrites which are difficult to magnetize but are capable of providing
permanent stable magnetic fields creating surface poles without continuous expenditure of
electrical energy. These materials are used to store energy or information and possess high
coercivity (μ0Hc ≈ 0.5-4T), high remanence (Mr), and high maximum energy product (BH)max.
They retain a net positive moment until demagnetized either by an applied magnetic field or by
elevated temperature [29]. Therefore, hard magnetic materials retain a large amount of residual
magnetism after the magnetic field is removed from its saturation magnetization level. The
coercivity range in hard magnetic materials lies between 125Oe to 12KOe. High performance
permanent magnets should possess high intrinsic properties, e.g. saturation polarization Js>1.0T,
anisotropy constant K1>106 J/m3 and Curie temperature Tc > 250 0C. The extrinsic magnetic
properties such as coercivity Hc and maximum energy product (BH)max can be controlled through
alloy composition and synthesis routes. On the other hand soft magnetic materials can be easily
magnetized or demagnetized as they have low coercivity μ0Hc < 1.25mT and high permeability
μ= (μ0H+J)/H (105~106) which enables them to amplify the magnetic flux [29]. Soft magnetic
materials are used as cores or rotors in electromagnets, generators, motors, inductors or
amplifiers. The magnetic properties in these materials can be enhanced by reduction of
coercivity, increase in permeability and, consequently, decrease in hysteresis loss accomplished
normally through reduction of anisotropy and reduction in domain wall pinning.
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2.1.1 Magnetic Properties
Coercivity (Hc): The magnetic field necessary to reverse the direction of magnetization, thereby
reducing the magnetization value to zero.
Saturation Magnetic field (Hk): The magnetic field required to attain the maximum value of the
magnetization.
Saturation Magnetization (Ms): The maximum magnetization of a magnetic material when it is
brought to its saturation level.
Remanent Magnetization (Mr): The remaining magnetization of a magnetic material when the
magnetic field is removed after attaining its saturation level.
Maximum Energy Product (BH)max : It specifies the quality of a permanent magnet. The
maximum value of energy product is closely related to the total hysteresis loss, or the maximum
rectangular area enclosed by the second quadrant in the hysteresis loop.
Nucleation Field (Hn): The magnetic field obtained by intercepting the saturation magnetization
level and the tangent to the hysteresis loop at Hc. At this field some grains starts to reverse their
polarization.

2.1.2 Hysteresis Loops
When a magnetic field is applied to demagnetized ferromagnetic materials, the unpaired
electron spins are aligned parallel to the applied field and the induced magnetization increases to
its saturation level after all available spins are aligned by a sufficiently high magnetic field.
When the applied magnetic field is removed after the magnetization reaches its saturation level,
the material retains a certain permanent magnetization known as remanent magnetization (Mr).
The remanent magnetization value (Mr) can be turned back to zero by applying a negative
11

magnetic field known as coercivity (Hc). The response of magnetic materials in an hysteresis
loop follows two distinct paths on magnetization and demagnetization. The magnetic properties
of a ferro- or ferrimagnetic material can be illustrated through a typical hysteresis loop as shown
in Figure 2.3 [31].

Figure 2.3: Typical hysteresis loop in the B/H and M/H representations.

Very useful information on demagnetization, domain behavior, maximum energy product
(BH)max and coercivity Hc can be obtained from the second quadrant of the hysteresis loop. The
reverse magnetic field required to bring the magnetic induction (B) to zero is called inductive
coercivity BHc , whereas the reverse magnetic field to bring the magnetization (Mr) to zero is
called the intrinsic coercivity iHc. The maximum value of the product of B and H is called the
maximum energy product (BH)max and is a measure of the maximum amount of useful work
performed by the magnet. (BH)max is used as a figure of merit of permanent magnets.
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2.2 Nanostructured Magnets
The concept and vision of “NANO-technology” was first introduced by Nobel Laureate
Richard P. Feynman in his famous lecture “There’s Plenty of Room at the Bottom” in 1959,
which accelerated the research in building materials at the nanoscale. Nanotechnology is a
multidisciplinary area of research and development and relates to the study, control and
manipulation of materials having dimension from 0.5 nm to 100 nm. It includes single- or multiphase polycrystalline solids exhibiting properties that are substantially different from those of
coarse-grained materials due to their unique microstructure and typical grain size. When the
crystal size is within the scale of a few nanometers, atoms at the surface represent a large fraction
of the total. The electronic structure and magnetic ordering becomes different because of the
difference in symmetry between the atoms at the surface and the atoms inside. For multiplephase materials, macroscopic behavior arises from the combination of the novel intrinsic
properties of individual phases and their exchange interactions. Examples of size dependent
properties include catalytic, electrochemical, melting, magnetic and optical properties.
Nanoscale systems consist of structures with at least one dimension at the nanometer
scale. They are small enough to exhibit characteristics reminiscent of molecules but large enough
for their properties to be designed and controlled to meet specific needs. Physics at the
nanometer scale is vastly different from that of bulk materials mainly because of: 1) the
enhanced role of surface atoms with their unpaired spins and uncompensated bonds, 2) the
reduced dimensionality at the nanoscale, and 3) the quantum confinement and/or coherence
effects. Additional motivation for this exciting area comes from numerous applications of
nanoparticles and nanostructures in magnetics and spintronics, photonics, electronics, catalysis,
and medicine.
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Bulk ferromagnetic materials, for example, are divided into domains of parallel magnetic
moments. Within a domain, the magnetic moments are oriented in one direction while they may
align in a different direction in the neighboring domain. The differently aligned magnetic
moments are separated by a domain wall called Bloch wall. Different types of domain structures
are shown in the diagram in Figure 2.4. As the grain size decreases below a critical value,
domain formation becomes energetically unfavorable and each grain becomes and each grain
becomes a single domain. The critical size depends on material, varying from ~14 nm for Fe up
to ~170 nm for γ-Fe2O3.

Figure 2.4: Different types of domain structures: (a) single domain, (b) multi-domain.

Below the critical grain size, magnetic materials exhibit a single magnetic domain
structure, in contrast with the usual multi-domain structure of bulk materials. The diagram in
Figure 2.5 shows how magnetic nanosystems are different from common (bulk) magnetic
materials.
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(a)

(b)

Figure 2.5: (a) Bulk magnet and (b) Nanostructured magnet.

Several magnetic properties are affected by the microstructure. For example, for roughly
spherical grains, the coercivity, Hc increases with decreasing grain size until it reaches a
maximum and then decreases with the further decrease in grain size [32] as shown in Figure 2.6.
A nanoparticle becomes a single domain particle at the critical grain size where the coercivity
(Hc) is maximum.

Figure 2.6: Intrinsic coercivity Hci with particle diameter D.
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Also the magnitude of the magnetic moment per atom near the surface drastically varies
with the distance from the surface due to band narrowing as a result of reduced coordination at
the surface. This produces much larger than bulk moments for Fe, Ni and Co nanomagnets [32].
As the crystal size is reduced to nanometer scales, three dominant factors become important:
volume effect, surface atom effect, and shape anisotropy effect. For example, the coercivity (Hc)
changes with the particle sizes in nanoparticle ensembles. The magnetic anisotropy is defined
based on the fact that, in general, the magnetic susceptibility χ = δM depends on the direction of
δH

measurement and. Such magnetic anisotropy originates mainly from magnetocrystalline
anisotropy and shape anisotropy and is strongly influenced by the domain size. The shape
anisotropy Ks can be expressed by [32]:

Ks= 1 (N a − N c ) M 2
2

(2.4)

where M is the magnetization, and aligning M is easy along c axis and hard along any axis
normal to c. Na and Nc are demagnetizing factor along c and a respectively.
It is important to mention that, while certain magnetic properties of nanostructured
materials such as permeability (μ), coercivity (Hc), hysteresis losses, remanence (Mr/Ms) and
magnetic stability are structure sensitive (and, therefore, are affected by the synthesis process),
others, such as saturation magnetization (Ms) and resistivity are structure insensitive and only
depend on the composition.
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Examples of magnetic nanosystems are: ensembles of magnetic nanoparticles and
nanocomposite spring magnets. Magnetic nanoparticles exhibit unique phenomena, e.g.,
superparamagnetism, quantum tunneling of the magnetization, unusual large coercivity and
higher energy product (BH)max. These nanoparticle ensembles are ideal for use in ferrofluids,
magnetic recording, flexible disk recording media, biomedical materials, catalysts, permanent
magnets, nanocrystalline soft materials. A Schematic diagram of magnetic nanoparticle systems
is shown in Figure 2.7 and a typical nanograin topography obtained by scanning electron
microscopy [33] is shown in Figure 2.8.

Figure 2.7: Different types of nanostructures.
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Figure 2.8: Scanning electron microscopy for Pr0.70Ba0.30MnO3.025 perovskite
manganite.

For nanocomposite magnets, the grain size reduction, the shape anisotropy and the
magnetocrystalline anisotropy contribute to the enhancement of the magnetic properties in both
the hard and the soft magnetic phases. In addition, the exchange coupling of the two phases
further increases (BH)max.
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Chapter 3
MAGNETIC NANOPARTICLE ENSEMBLES

3.1 Magnetic Nanoparticles
Nanoparticle ensembles consist of materials with structure on the length scale from 1 to
100 nm. Such ensembles have unique electrical, chemical, structural and magnetic properties
because of their high surface to volume ratio and grain boundary surface. A high value of
surface-to-volume ratio with large fraction of atoms residing at the grain boundaries of magnetic
nanoparticles differentiates them from the bulk materials in their properties [34]. The net
magnetic behavior is dominated by surface magnetic properties [35, 36]. For example, the
reduction in saturation magnetization has been attributed to the random canting of the particles
surface spins caused by competing antiferromagnetic exchange interactions at the surface as
proposed by Coey [37]. Magnetic nanoparticles are promising for applications in ultra-high
density magnetic recording, color imaging, ferrofluids, high frequency devices, magnetic
refrigeration, as contrasting agents in magnetic resonance imaging (MRI), hyperthermia, as well
as delivery of drugs to specific area of the body.
When magnetic nanoparticles are dispersed in a solid matrix, they can be used for
example as ultra-high density magnetic information storage. Each nanoparticle is a magnetic
domain whose net magnetic moment is called the superspin. Figure 3.1 shows the magnetic
nanoparticle ensembles where the superspin relaxation, or collective reorientation, occurs due
either to an external magnetic field or to thermal fluctuations.
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Figure 3.1: Magnetic nanoparticle ensembles

Magnetic nanoparticles dispersed in a liquid carrier at room temperature (magnetic
ferrofluids) can be used biomedical applications. Fig. 3.2 illustrates a magnetic ferrofluid
(magnetic particles in a carrier fluid).

Figure 3.2: Magnetic particles in a ferrofluid.
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As a magnetic particle becomes smaller than a critical size ( rc= KA/μ 0 M s 2 ), where rc is the
critical radius, μ 0 is permeability in vacuum, K is anisotropy constant, A is the exchange
stiffness, and Ms is spontaneous magnetization, the multiple domain structure disappears as a
result of minimization of free energy [38]. Figure 3.3 shows how the magnetization direction in
bulk magnetic materials reverses through domain wall movement and in single domain particles
reverse through coherent rotation or curling.

(a)

H=0

H

(b)

Figure 3.3: (a) Bulk magnetic materials reverse through domain wall movement, while (b) the
magnetization direction in single domain particles may reverse through coherent
rotation (left) or curling (right) [39].
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Table 1 shows the critical size, easy axis, and magnetocrystalline anisotropy of common
magnetic materials [39].

Table 1: Critical size, easy axis, and magnetocrystalline anisotropy of common magnetic
materials.

Material

Dcr(nm)

Easy Axis

│K1│(erg/cm3) x 103

Co (hcp)

60

0001

53

Fe (bcc)

15

100

5

Ni (fcc)

55

100

0.5

CoFe2O4

50

100

18

Fe3O4

128

111

1.2

The physical and chemical propertiy changes in magnetic nanoparticles as their size
decreases is attributable to the increased fraction of the surface atoms and the different
coordination number, symmetry of the local environment, from those of the bulk atoms. A
decrease in the particle size results in an increase in the fraction of the surface energy in its
chemical potential [40]. Spin disorder in nanoparticles with large surface/volume ratio may
eventually modify the magnetic properties. Lower coordination of the surface atoms and broken
exchange bonds may lead for example to a spinglass like state of spatially disordered (canted)
spins in the surface [41, 42].
When a magnetic nanoparticle becomes single domain below a critical size Ds (as the
formation of domain walls is no longer energetically favorable), the coercivity decreases with
particle size due to thermal effects as follows:
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Hc=g+h/D3/2

(3.1)

where g, h are constants. This critical diameter is expressed by [43]:
Ds=2A1/2/Ms

(3.2)

where A is the exchange constant, MS is the magnetic moment per unit volume.
Many interesting phenomena occur in nanoparticle ensembles at low temperatures. For
example, Kodama et al. proposed that a spinglass-like phase develops in magnetic nanoparticle
when the canted surface spins freeze at temperatures below 50 K [6, 44]. The breaking of a large
number of exchange bonds for surface atoms results in multiple configurations for any
orientation of the core magnetization.
An initial magnetization Mi obtained upon the application of an external magnetic field
to an assembly of uniaxial particles will decrease at a rate proportional to the Boltzmann factor
e − K u V/k B T after the applied field is turned off at time t = 0. The probability to overcome the
energy barrier KuV is given by the exponential as required for the magnetization reversal [45].
Thus,

− dM = f 0 M e
dt

−

K u V/k BT

= M,
τ

where f0 is a frequency constant and τ is the relaxation time. Therefore,
Mr

∫

Mi

t
dM = − dt
τ
M

∫
0

M
ln r  = − τt ,
 Mi 
M r = Mie
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−t
τ

(3.3)

τ = τ0 e − K u V/k B T

(3.4)

τ describes how rapidly the magnetic moment of each particle flips along an easy axis by
thermal activation. Assuming the time needed for a common magnetic measurement 100 seconds
and τ0=10-9 s, the above equation becomes: 102=10- e − K u V/k B T , therefore, KuV=25kBT. From
this equation, for particles of certain diameter, the blocking temperature TB below which the
magnetization will be stable is given by:

TB= KuV
25k B

(3.5)

3.1.1 Superparamagnetism
The magnetic anisotropy energy per particle responsible for holding the magnetic
moments along a certain direction can be written as follows [46]:
E (θ) =KuVsin2θ,

(3.6)

where V is the particle volume, Ku anisotropy constant and θ is the angle between the
magnetization and the easy axis. With decreasing particle size, the thermal energy, kBT, exceeds
the energy barrier EB=KuV separating the two energetically equivalent easy directions of
magnetization and the magnetization is easily flipped. For kBT > KuV the system behaves like a
paramagnet exhibiting a giant (super) moment inside each particle leading to
superparamagnetism which has no hysteresis. When the measurement time tm= τ, there exist a
temperature TB called the blocking temperature, below which the flip of magnetic moment is
blocked. The TB can be determined by TB= EB/kBln (τ/ τ0).When the temperature T < TB, the
thermal activation cannot overcome the magnetocrystalline anisotropy and the magnetic moment
24

of each particle rotates from the field direction back to the nearest easy magnetization axis
yielding a non-zero coercivity field. In the presence of an external magnetic field, the magnetic
moments of superparamagnetic nanoparticles align with the magnetic field and a net
magnetization is observed. When the external field is removed, the alignment of magnetic
moment is lost and no residual magnetization is retained. The magnetization curve of such a
particle is shown in Figure 3.4 .

Figure 3.4: Magnetization curve for a superparamagnetic (SPM) particle [47].

For temperatures less than a certain temperature, known as the blocking temperature, thermal
agitation does not provide adequate energy to enable the random re-alignment of the magnetic
moment. Below the blocking temperature, the particle behaves like a ferromagnetic material
again. By setting τ = τobs in equation (3.4) a superparamagnetic blocking temperature can be
written as:

TB = KuV/k B ln(τobs/τ 0 )

(3.7)

Accordingly, the system exhibits superparamagnetic state for T»TB and “blocked”
ferromagnetic state for T«TB. At low temperatures (below TB) the thermal energy is less than the
energy barrier to magnetization reversal and magnetic moments of superparamagnetic particles
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’freeze’ in random orientation. Figure 3.5 shows free energy of a single-domain particle with
uniaxial anisotropy as a function of magnetization direction. The energy barrier EB = KuV
separates the two energy minima at θ = 0 and θ = π corresponding to the magnetization parallel
or antiparallel to the easy axis.

M
Easy axis

θ

EB=KV

0

π/2
θ

π

Figure 3.5: Free energy of a single-domain particle with uniaxial anisotropy as a function of
magnetization direction. EB is the energy barrier hindering the free rotation of the
magnetization and θ is the angle between the magnetization M and the easy axis.

3.1.2 Néel Relaxation
French Nobel laureate Louis Néel (1949), while working with small magnetic particles,
observed that the relaxation time is heavily dependent on the domain size of the material being
studied. This was achieved using small magnetic single domain particles equal to or less than the
volume of the average domain in the bulk material. The Neel relaxation is defined as the rotation
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of internal magnetization vector (superspin) inside the particle with a characteristic relaxation
time, τN [48] :

τN = τ0 exp(EB/kBT)

(3.8)

where EB is the energy barrier to magnetization reversal, and T0 is aconstant~10-9s, kB is the
Boltzmann constant, T is the temperature and K is the magnetocrystalline anisotropy constant
and EB=KV. K is an intrinsic value for any magnetic. The above equation was later modified by
Brown to the cubic anisotropy case [52]. The pre-exponential factor τ0 depends on temperature,
gyromagnetic ratios, saturation magnetization, anisotropy constants, the height of energy barrier,
etc. However, for the sake of simplicity τ0 is often considered to be a constant in the range of
10-9- 10-13 s [53].
Equation 3.8 determines the characteristic time needed for the thermal equilibrium in a
system of non-interacting single-domain magnetic particles to establish. Where EB/kBT<< 1 the
time required for system transition into a state with the minimum energy is short compared to the
characteristic time of measurements τobs. In this case the system is not expected to show
magnetic hysteresis. In the case where EB/kBT >>1, the systems transition into an equilibrium
state may take a very long time depending on the particle.
If the measurement time τobs >> t, the system is in the superparamagnetic state and rapidly
reaches an equilibrium magnetization by changing either the temperature or the external field.
When τobs << t, the system does not arrive to a new equilibrium state over the time τobs after a
change in the external magnetic field, and its magnetization does not change. If τ = τobs, the
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temperature T in equation 3.8 corresponds to the blocking temperature TB above which the
particles exhibit superparamagnetic relaxation.

3.1.3 AC Susceptibility Methods
In static experiments one can directly measure M and obtain the DC magnetization
dM
expressed by M and susceptibility by χ =
, where H is the applied magnetic field. On the
H
dH
other hand, AC susceptibility measurements are performed by applying an oscillating magnetic
field, superimposed superimposed on a DC field. AC magnetic measurements present several
advantages when compared to their DC counterpart [54]. A real (χ′) and an imaginary (χ″)
component are determined from an AC measurement. At low frequencies, the real part (χ′ ) is
proportional to the slope of magnetization and the imaginary part (χ″) is related to dissipative
power in the sample due to domain wall motion, moment rotation etc. At (relatively) high
frequencies however, the magnetization M may lag behind the drive field H. One therefore
measures two quantities: the magnitude of the susceptibility χ and the phase shift ϕ. That is why
one can think of the AC susceptibility as having an in-phase (real) component χ′ , where χ′= χ
cosϕ and an out-of-phase (imaginary) component χ″ , where χ″= χsinϕ.
The frequency dependent complex susceptibility χ(ω) can therefore be expressed as [55]:

χ(ω) = χ ′(ω) − iχ ′′(ω)

(3.9)

χ ′(ω ) =

χ0
1+(ωτ )2

(3.10)

χ ′′(ω) =

χ 0ωτ
1+(ωτ )2

(3.11)
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where τ is the effective relaxation time and

χ 0 is the static susceptibility. As a function of

frequency, the real part χ ′ decreases monotonically with a step at the inverse relaxation time,
while the imaginary part χ ′′ has a peak with its maximum at the inverse relaxation time [56].
Generally, the imaginary susceptibility χ ′′ exhibits maximum peak at low frequencies (up to 100
kHz) for Brownian magnetic relaxation, while for Néel relaxation, χ ′′ typically gives rise to a
peak at higher frequencies.
AC susceptibility measurements provide an opportunity to vary the observation time over a
significant range at different temperatures. The measurements frequency f corresponds to a time
scale of τobs=1/f . To obtain the blocking temperature TB for a given frequency, a plot of AC
susceptibility as a function of temperature is recorded. The peak occurs at the average blocking
temperature of the system as it transitions from ferromagnetic to superparamagnetic behavior.
An example is shown in Figure 3.6a. Moreover AC susceptibility measurements can be used to
obtain quantitative information about the parameters in equation 3.8. As shown in Figure 3.6b
for a system of Ni0.25Zn0.75Fe2O4 nanoparticles caught in a solid matrix [10], a fit to a Vogel–
Fulcher law [57] below can be used to determine the energy barrier to magnetization reversal.

τ N = τ 0 exp[E B /kB(TB − T0)]

(3.12)

Equation 3.12 illustrates the Néel relaxation time if the interparticle interaction is taken
into consideration.
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Figure 3.6: Imaginary component of the AC-susceptibility of magnetic nanoparticles as a
function of temperature at different frequencies/observation times (open symbols). (b)
linear fit that allows the determination of the energy barrier to magnetization reversal
EB.

3.2 Ferrofluids
A ferrofluid is defined as a colloidal suspension of single-domain ferromagnetic particles
of radius 2-100 nm dispersed in a liquid carrier and stabilized by a suitable organic surfactant.
The macroscopic properties of a ferrofluid depend on the mesoscale structure and the magnetic
properties of the suspended particles. The magnetic properties can be described by the
paramagnetism theory of Langevin [58], suitable for a distribution of particle sizes. The
magnetism of such a ferrofluid is related to the particle topology, the chemical composition of
the particles, their shape, size and even size distribution which eventually tune the macroscopic
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magnetic properties. A typical magnetization curve as a function of magnetic field is shown in
Figure 3.7.

Figure 3.7: Magnetization as a function of magnetic field for a typical ferrofluid [59].

3.2.1 Relaxation Mechanisms
Magnetic relaxation occurs through the rotation of the “superspin” or magnetic moment
of a particle under the action of an external magnetic field and/or by thermal fluctuations. For
small particles, the thermal energy (KBT) starts to compete with magnetic energy per particle
unit volume even at room temperature. Thus, at any temperature, the magnetization of individual
particle fluctuates randomly at a characteristic frequency (109~1012 Hz). For an ensemble, where
the magnetic nanoparticles are caught in a solid matrix, relaxation can only occur via the socalled Néel mechanism (superspin rotates within the particle), and for an ensemble where the
31

magnetic nanoparticles are dispersed in a carrier fluid, relaxation might also occur via the Brown
mechanism (the whole particle rotates in the fluid). The diagram in Figure 3.8 shows the Néel
relaxation mechanism.

Figure 3.8: Néel relaxation mechanism.

The Néel relaxation time for noninteracting particles is shown in equation 3.8. For
magnetic nanoparticles dispersed in a carrier fluid, relaxation can occur via the Néel mechanism
and/or the Brown relaxation mechanism, depending on the temperature (T). The diagram in
Figure 3.9 shows the Brown relaxation mechanism in a ferrofluid.

Figure 3.9: Brown relaxation mechanism.
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The Brown relaxation time is:
τ B = 3VH η(T ) k B T

(3.13)

where VH is the hydrodynamic volume of the particle and η(T) is the temperature-dependent
viscosity. Within certain temperature in the ferrofluid, the Néel and Brown mechanisms can act
simultaneously. In that case the overall (effective) relaxation time is:

τ

eff

=

τB ⋅ τN
τB + τN

(3.14)

where τ eff includes contributions from both relaxation mechanisms. The relaxation times τN and
τB depend differently on the frequency - losses due to Brownian rotation are generally
maximized at a lower frequency that those due to Neel relaxation. The effective relaxation time
is related to the rate of heat dissipation through its relationship with the imaginary component of
the susceptibility as:
χ"( f, H) =χ0 φ /(1 + φ 2 )

where φ = τ eff ⋅ f ,

2
0=μ0Ms V/KBT

(3.15)

, MS is the saturation magnetization, f and H are the

frequency and magnetic field respectively. Therefore, the amount of heat that can be generated
by a system of superparamagnetic nanoparticles is strongly influenced not only by nanoparticle
size and size distribution, but also by the Néel and Brown relaxation mechanisms and/or by their
interplay. The effective relaxation time τ eff can be determined experimentally from the
measurement of temperature dependent AC susceptibility.
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3.2.2 Energy Dissipation
The cyclic changes in the alignment of the particle’s magnetic moment result in energy
dissipation. Quantitative information about energy dissipation in a system of magnetic
nanoparticles can be obtained from AC susceptibility measurements. Indeed, in magnetic
nanoparticle ensembles, the imaginary AC susceptibility χ ′′ contains information on (a) the
relaxation mechanisms and (b) the heat dissipation power of the system. From equation 3.15 one
obtains:
PM (f, H) = μ0π χ ′′ (f, H)H2f

(3.16)

where PM (f, H) is the heat dissipation power of the system. Thus, equation 3.16 predicts a linear
relation between the heat dissipative power and the out-of-phase susceptibility of magnetic
ferrofluids.

3.2.3 Magnetic Hyperthermia
Recently, researchers have found applications of magnetic losses in nanoparticles in
biomedicine. By placing magnetic nanoparticles close to a malignant tumor and then applying an
external alternating magnetic field heat can be generated. If this heat generated from magnetic
nanoparticles can maintain the temperature above the therapeutic threshold of 42-45 0C for 30
min or more using a field strength range of 101-157 Oe and frequency range of 0.15–1.1 MHz
[60], the malignant tumor can be killed without adverse effects to the healthy tissue. This method
is called magnetic hyperthermia. Moreover, the magnetothermally triggered release of anticancer drugs can aid reducing the continued growth of cancer cells or even their destruction [61].
Figure 3.10 shows the temperature profiles for heat generation of CoFe2O4 nanoparticles at
various magnetic fields (634, 507, 380, 254, and 127 Oe) at 266 and 231 kHz and figure 3.11
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shows the effect of magnetic field frequency on (a) temperature profiles for heat generation of
CoFe2O4 nanoparticles at fixed alternating magnetic field of intensity 385 Oe and (b) total
temperature increase (ΔT) in 15 min.

Figure 3.10: Temperature profiles for heat generation of CoFe2O4 nanoparticles at various
magnetic fields (634, 507, 380, 254, and 127 Oe) at 266 and 231 kHz. Error bars
represent the standard deviation for three experiments [62].
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.

Figure 3.11: Effect of magnetic field frequency on (a) temperature profiles for heat generation of
CoFe2O4 nanoparticles at fixed alternating magnetic field intensity of 385 Oe and
(b) total temperature increase (ΔT) in 15 min. Error bars represent the standard
deviation for three experiments [63].
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An external AC magnetic field supplies energy and assists magnetic moments to rotate
and overcome the energy barrier. Energy is dissipated when the particle moment relaxes to its
equilibrium orientation. The specific absorption rate (SAR) is defined as [63]:
SAR=C ΔT
Δt

(3.17)

where C is the specific heat capacity of the sample and ΔT is the initial slope of the temperature
Δt
versus time. Harmful effects on normal cells decrease when the injected amount of nanoparticles is
as small as possible. Therefore the specific absorption rate (SAR) of magnetic nanoparticles should
be as high as possible in order to reach the required temperature with a minimum of particle
concentration in the tissue.

3.2.4 Cobalt Ferrite/Isopar-M ferrofluids
Cobalt ferrite (CoFe2O4) is a magnetically hard material (anisotropy constant K ≈ 200
kJm-3). Among magnetic oxides with spinel crystal type structure, Co-ferrite exhibits a large
magnetization value. When the particle diameter is reduced below a certain size, spinel ferrite
nanoparticles are known to exhibit superparamagnetic properties. Ferrofluids consisting of
monodomain magnetic nanoparticles are very stable colloidal systems dispersed in a carrier
fluid. There are various applications of cobalt ferrite-based ferrofluids including applications in
magnetic hyperthermia. Figure 3.12 shows the typical morphology of a CoFe2O4 ferrofluid [64].
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Figure 3.12: Broad field TEM micrograph of CoFe2O4 nanoparticles.

3.3 Ferrites Nanoparticles
Cubic ferrites have the general formula MOFe2O3, where M is a diavalent ion, such as
Mn2+, Ni2+, Fe2+, Co2+, or Mg2+. Magnetite (FeOFe2O3) is an example of cubic ferrite .These
materials crystallize in the spinel structure ( named after the mineral spinel, MgOAl2O3) where
the oxygen ions are packed in a face-centered cubic arrangement with tetrahedrally coordinated
A-sites and octahedrally coordinated B- sites. In spinel ferrites, divalent ions are larger than
trivalent ions as the trivalent ion nuclei produce greater electrostatic attraction. The octahedral
sites are larger than the tetrahedral sites and therefore the divalent ions are localized in the
octahedral sites whereas trivalent ions are in the tetrahedral sites [65]. In cobalt- and nickelferrites the spin moments of the trivalent ions are canceled (direction of moment on A- sites is
opposed to B sites) whereas the spin moments of the divalent ions are aligned which results in a
net magnetic moment [66]. Also in cubic ferrites, the anisotropy energy is dominated by K1,
which is negative in most ferrites except for cobalt ferrite [65].
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3.3.1 Spinel Ferrite Structure
The general formula of the spinel structure based on a face-centered cubic (fcc) unit cell
of anions O2− is AB2O4, where A and B are divalent (A2+) and trivalent (B3+) cations,
respectively. In normal spinel structure, the A2+ cations occupy 1/8 of the fcc tetrahedral sites
(Td) and the B3+ cations occupy 16 of the 32 available octahedral sites (Oh). In inverse spinel
structure, the B3+ cations are equally distributed between octahedral (A) and tetrahedral (B) sites
and the A2+ cations occupy the other half of the octahedral sites. The normal and inverse spinel
structure can be written as [A]X[B2]YO4 and [B]X[AB]YO4 respectively, where X and Y denote
the tetrahedral (Td) and the octahedral (Oh) sites [67]. The partial inverse spinel can be written as
(AxB1-x)X[A1-xB1+x]Y, 0<x<1.
As postulated by Neel [68], magnetic moments in the ferrospinels are a sum of magnetic
moments of sublattice A consisting of cations in tetrahedral positions and sublattice B consisting
of cations in octahedral positions. Exchange interaction between electrons of ions in these
sublattices have different values resulting in a strong interaction between magnetic ions of
sublattices A and B (A-B interaction) and an almost ten times weaker interaction in A-A and the
weakest in B-B. The dominant A-B interaction results in complete or partial antiferromagnetism
(ferrimagnetism) [68]. The magnetic moment between the A and B-sites is antiparallel and there
are twice as many B-sites as A-sites which results in a net moment of spins yielding
ferrimagnetic ordering for the crystal. The metal cation and the distribution of ions between the
A and B-sites offer a tunable magnetic system [69]. Figure 3.13 shows a partial unit cell and
ferromagnetic ordering of the spinel ferrite structure.
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Figure 3.13: Partial unit cell and ferromagnetic ordering of spinel ferrite structure [70].

3.3.2 Characteristics of Ferrite Nanoparticle
Iron oxide nanoparticles are already in use for magnetic resonance imaging (MRI) and
are currently under investigation for drug delivery, nanobiosensors, and magnetic fluid
hyperthermia (MFH) [71]. On the other hand, cobalt ferrites such as (CoFe2O4) exhibit almost
the same saturation magnetization as magnetite but with a crystalline anisotropy one order of
magnitude larger. The use of cobalt ferrite may allow reducing the particle size and toxicity,
which will consequently allow a significant improvement of the material efficiency, particularly
as concerns magnetic hyperthermia and magnetic resonance imaging (MRI). Figure 3.14 shows
the typical diffraction pattern of CoFe2O4 and figure 3.15 shows the typical diffraction pattern of
NiFe2O4 evidencing the similarity of their crystal structures.
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Figure 3.14: X-ray diffraction pattern of the CoFe2O4 [72].

Figure 3.15: X-ray diffraction pattern of NiFe2O4 [73].
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Figure 3.16 shows scanning electron microscopy (SEM) images of (a) cobalt ferrite and (b)
nickel ferrite nanoparticles with a grain size of about 25nm, whereas figure 3.17 shows the
transmission electron microscopy (TEM) images of (a) cobalt ferrite and (b) nickel ferrite
nanoparticles. Panel (c) and (d) show the selected-area electron diffraction (SAED) images taken
on cobalt- and nickel-ferrite nanoparticles.

Figure 3.16: SEM images of (a) cobalt ferrite and (b) nickel ferrite nanoparticles
with a grain size of about 25nm [74].
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Figure 3.17: Transmission electron microscopy (TEM) images of (a) cobalt ferrite and (b) nickel
ferrite nanoparticles. Panel(c) and (d) show the selected-area electron diffraction
(SAED) images taken on cobalt- and nickel-ferrite nanoparticles [74].

In cobalt ferrite (CoFe2O4), coupling of the spins of cobalt and iron ions results in an
increase in coercivity due to an increased magnetocrystalline anistotropy [75, 76]. Cobalt ferrite
(CoFe2O4) is a cubic ferrite with inverse spinel structure with space group Fd-3m and lattice
parameter a= 8.38 Å where Co+2 ions are located in B sites and Fe+3 in the A and B sites. The
saturation magnetization of bulk cobalt ferrite is 80.8 emu/g at room temperature and 93.9 emu/g
at 5 K. The anisotropy constant is in the range of 1.8 to 3.0 × 106 erg/cm3 [77]. The crystal
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structure of CoFe2O4 is shown in Figure 3.18 where the green atoms are Co, pink atoms are Fe,
and blue atoms are O.

Figure 3.18: Crystal Structure of CoFe2O4 [78].

The average particle sizes and corresponding Curie temperature for nanosized cobalt ferrite
particles are given in Table 2.

Table 2: Average particle sizes and Curie temperature for nanosized cobalt ferrite particles [79].
____________________________________________________________________________________

Sample

Average Particle Size (nm)

Curie Temperature (K)

______________________________________________________________________________
1

4.9

200

2

6.9

300

3

7.8

320

4

10.0

440

______________________________________________________________________________
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Figure 3.19 shows the atomic position in the crystal structure of CoFe2O4 where light green
atoms are Co/Fe, blue atoms are Fe, and red atoms are O.

Figure 3.19: Crystal Structure of CoFe2O4.

Nickel ferrite (NiFe2O4) crystallizes in a cubic system in space group 227 (Fd-3m) with
lattice parameters, a=8.35 Ǻ. This is an inverse spinel structure with Ni+ in octahedral sites,
labeled (Ni (Oh), and Fe3+ equally distributed between octahedral (Fe (Oh)) and tetrahedral sites
(Fe (Td)) of the O2− fcc cell. The oxygen atoms occupy the 32e positions, Fe (Td) atoms occupy
the 8a ones and the Ni (Oh) and Fe (Oh) atoms are distributed on the 16d positions using Wyckoff
notations. NiFe2O4 is ferrimagnetic having magnetic moment at 1.5-2.4 µB. The structure
consists of unit cell containing 56 atoms, of which 24 are magnetic transition metals (8 Ni and 16
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Fe), and 32 are oxygen atoms surrounded by four metallic cations in a pseudo-tetrahedral
environment. Two oxygen species are present in the unit cell: OFe, is surrounded by three Fe
atoms (two in Oh sites and one in a Td site) and one Ni atom; ONi, is surrounded by two Fe atoms
(One in an Oh site and one in a Td site) and two Ni atoms. All the oxygen atoms are linked to
three metallic cations in Oh sites and one in Td site. Small particle size promotes a mixed spinel
structure whereas the bulk form is an inverse spinel [67]. Figure 3.20 shows the atomic position
in the crystal structure of NiFe2O4 . Oxygen atoms have been added in order to complete the Ni
(Oh) and Fe (Oh) first coordination shell. Ni atoms are shown in blue, Fe in green and O in red.

Figure 3.20: NiFe2O4 inverse spinel unit cell [67].
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3.4 Characteristics of Spin Glasses
Spinglass is a kind of magnetically disordered structure in which the underlying perfect
crystalline lattice may be preserved. Edwards and Anderson (1975) attributed the salient
phenomena of spinlasses to the competition between random ferromagnetic and
antiferromagnetic interactions for local magnetic ions. At high temperature, there will be a
collection of paramagnetic spins. As T approaches the freezing temperature Tf , however, various
spin components begin to interact with each other over a longer range, because the temperature
induced disorder is being removed. The system then seeks its gound-state configuration for the
particular distribution of spins and exchange interactions. This means the original random
alignment of spins can be locked into a preferred direction due to the local anisotropy. Since
there is a spectrum of energy differences between the frozen states, the system may become
trapped in a metastable configuration of higher energy [80].
Spin glass-like behavior in magnetic nanoparticles is attributed to the disordered spin
structure that stems from broken exchange bonds due to missing oxygen and low coordination of
cations at the surface of the particles. Spin canting was suggested as the reason for the reduction
of magnetization [57]. Kodama et al [6] proposed that the canted spins might be in a surface
layer which freezes into a spin glass like phase below a certain temperature, Tf. Magnetic
nanoparticle systems with mixed interactions form spin glass like phase are characterized by a
random and cooperative freezing of spins at a temperature Tg (the glass temperature) below
which a metastable frozen state appears without regular magnetic long-range ordering.
Figure 3.21 shows the possible transitions in a system of magnetic nanoparticles with
interparticle interactions: (1) transition from the paramagnetic to superparamagnetic state within
single particles; (2) transition from the superparamagnetic into `blocked' state; (3) transition from
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the `blocked' state into a `spin glass' type state; (4) transition from the superparamagnetic state to
a `spin glass' type state.

Figure 3.21: Possible transitions in a system of magnetic nanoparticles arranged randomly in
space taking into account interparticle interactions [81, 82].

Spin-glass behavior can be characterized by either DC or AC susceptibility
measurements where the freezing temperature is determined by measuring χ' vs. temperature, a
curve which reveals a peak at the freezing temperature. The irreversible phenomena below the
spin-glass freezing temperature also result in a nonzero out-of-phase component, χ″. Figure 3.22
gives an example of a DC measurement of the superparamagnetic blocking temperature (TB) at
75 K and the onset of spinglass transition at 42 K in γ-Fe2O3 nanoparticles.
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FIG. 3.22: Low field ZFC-FC magnetization of the γ -Fe2O3 nanoparticles showing the
blocking process of the particles at TB ≈ 75 K. Inset: Detail of the FC branch
showing the sudden increase of the magnetization at about 42 K [7].
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Chapter 4
EXPERIMENTAL METHODS

4.1 X-ray Diffraction
The Siemens D 5000 powder X-ray diffractometer is a high resolution instrument
equipped with a position sensitive detector, allowing rapid data collection; therefore it can be
used for identification and characterization of crystalline phases. X-ray diffraction (XRD) is a
common and powerful technique to extract crystallographic information such as lattice
parameters and grain size. When a monochromatic X-ray beam with wavelength λ is irradiated
onto a crystalline material at an incident angle θ, diffraction occurs only when the distance
traveled by the diffracted X-ray beam from the successive planes differs by an integer number of
wavelengths as shown in Figure 4.1. This is known as Bragg’s law and is defined by the
following equation:
nλ =2dsinθ

Figure 4.1: X-ray diffraction geometry [83].
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(4.1)

where d is the inter-planer spacing of the lattice planes parallel to the sample’s surface. X-ray
diffraction peaks occur at specific angles θB (Bragg angles) where the Bragg condition is
satisfied.
By plotting the intensity as a function of the detector angle (2θ), we determined the phase
and crystallographic information of our sample by identifying the angles at which the X-ray
intensity peaks occur and their relative intensities. The average grain size (D), can be calculated
using Scherrer’s formula:
D=kλ/βeffcosθ,

(4.2)

where D is the average diameter of the nanocrystals, k is the shape factor (generally taken as
0.89), λ is the wavelength of Cu Kα radiation (1.542 Ǻ), θ is the diffraction angle, and βeff is
defined by β2eff= β2m – β2s , where βm and βs are the experimental FWHM (full width at half
maximum) value of the sample and that of a standard silicon sample, respectively.

4.2 Transmission Electron Microscopy
Transmission electron microscopy (TEM) provides electron scattering, imaging and
spectroscopy techniques that are ideal for accurate structural and chemical analysis on the atomic
scale. TEM uses a beam of highly energetic electrons to examine morphological,
crystallographic and compositional information of nanostructured materials on a fine scale. 300mesh copper grid with a carbon film deposited on a formvar backing was used for preparing
TEM samples. Selected Area Electron Diffraction (SAED) was used to characterize the
diffraction pattern of the nanocrystalline phases. The grain size of each individual phase was
measured from the microstructure obtained from TEM observations, and compared with that
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determined from X-ray diffraction (XRD). Figure 4.2 shows the transmission electron
microscopy ( TEM) post-specimen electron optics for (a) diffraction mode and (b) image mode.

Figure 4.2: TEM post-specimen electron optics for (a) diffraction mode and (b) image
mode [84].
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4.3 Scanning Electron Microscopy
The scanning electron microscope (SEM) consists of a source generating electrons and
accelerating them to energy of 0.1 to 30 keV. The instrument is designed primarily to study the
surfaces of solids at high (up to 5,000,000X) magnification. The scanned image is formed point
by point where the deflection system (electromagnetic coils) causes the beam to move to a series
of discrete locations in the form of a rectangular raster. The same scan generator creates a similar
raster on the viewing screen. The magnification of the image is determined by the ratio of the
length of the raster on the viewing screen divided by the corresponding length of the raster on the
specimen. The large depth of field is responsible for the three dimensional appearance of the
image. The most common signals to produce SEM images come from secondary electrons,
backscattered electrons, and characteristic X-rays. The primary exciting electron interacts with
an electron in the specimen and causes the latter to eject with some amount of kinetic energy. If
the ejected electron has low energy of a few eV, it is called a secondary electron. The secondary
electron thus carries information about the sample topography.
If the primary electron interacts with the nucleus and scatters in any direction with little
loss of energy, some of the scattered electrons will be directed back out of sample allowing them
to be detected. The backscattered electrons, being much more energetic than secondary electrons,
escape from a greater depth within the sample. When the electron impinges on the specimen, Xrays are emitted from the sample, which can be identified by using an energy dispersive
spectroscopy (EDS) detector. Figure 4.3 shows the scanning electron microscopy (SEM) electron
column including the electron gun, lenses, the deflection system and the electron detector.
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Figure 4.3: SEM: Electron column showing the electron gun, lenses, the deflection
system and the electron detector [85].

4.4 Magnetometry
A Quantum Design Physical Property Measurement System (PPMS) Model 6000 is used
to measure AC susceptibility and DC magnetization in magnetic fields up to 70 kOe (7 Tesla) at
temperatures between 3K and 300K. The PPMS provides a flexible and automated workstation
that performs magnetic or thermometric measurements requiring precise thermal control. The
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quantum design AC measurement system (ACMS) option for PPMS has the characteristics of a
versatile magnetometer and AC susceptometer. The ACMS insert fits directly in the PPMS
sample chamber and contains a sample space which lies within the uniform magnetic field region
of the host PPMS as shown in Figure 4.4. The sample is held within the insert coil set on the end
of a thin and rigid sample rod. The ACMS option for the PPMS is capable of measuring both the
DC and AC magnetic properties of a sample based on inductive techniques in which the sample
produces a changing flux in the detection coils. DC magnetization measures the magnetic
moments M of a sample in an applied magnetic field H at a specific temperature T. AC
susceptibility (χac = dM/dH) is far more sensitive and does not measure directly the sample’s
magnetic moment. The sample should be centered relatively to the detection coils that are in the
ACMS insert.

Figure 4.4 Illustration of the PPMS probe used to measure AC magnetic susceptibility.
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4.4.1 DC Magnetometry
DC magnetic measurements determine the equilibrium value of the magnetization in a
sample. The sample is magnetized by a constant magnetic field. The magnetic moment of the
sample is measured from the DC magnetization curve. The moment is measured by force, torque
or induction techniques. Induction techniques are the most common in modern instruments.
Inductive measurements are performed by moving the sample relative to a set of pickup coils,
either by vibration or one-shot extraction. A much more sensitive technique employs a set of
superconducting pickup coils and a superconducting quantum interference device (SQUID) to
measure the current induced in the superconducting pickup coils, yielding high sensitivity that is
independent of sample speed during extraction. Inductive magnetometers are also used to
perform AC magnetic measurements.

4.4.2 AC Magnetometry
In AC magnetic measurements, a time-dependent magnetic moment is caused when a
small AC drive magnetic field is superimposed on the DC field. The field in the time-dependent
moment induces a current in the pickup coils, allowing measurement without sample motion. In
case of low frequencies, the magnetic moment of the sample follows the M (H) curve similar to
DC magnetometry. As long as the AC field is small, the induced AC moment can be written as:
MAC = (dM/dH)·HAC sin (ωt) where HAC is the amplitude of the driving field, ω is the driving
frequency and χ=dM/dH is the slope of the M (H) curve, called the susceptibility. As the DC
applied magnetic field is changed, a different susceptibility is caused at different parts of the
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M (H) curve. At higher frequencies, the AC moment of the sample does not follow along the DC
magnetization curve due to dynamic effects in the sample. In this higher frequency range, the
magnetization of the sample may lag behind the drive field and can be detected by the
magnetometer circuitry. Thus, the AC magnetic susceptibility measurements yield two
quantities: the magnitude of susceptibility, χ , and the phase shift, φ (relative to the drive signal).
Alternately, the susceptibility can be represented by the in-phase, or real, component χ ′ and outof-phase, or imaginary, component χ ′′ . The representations are related by:

χ ′ = χcos φ

(4.3)

χ ′′ = χsin φ

(4.4)

χ=

2
2
χ ′ +χ ′′

φ = arc tan ( χ ′′ / χ ′ )

(4.5)

(4.6)

In the limit of low frequency where AC measurement is most similar to a DC
measurement, the real component χ ′ is represented by the slope of M (H) curve. The imaginary
component χ ′′ indicates dissipative processes in the sample.

4.5 Temperature Control Operations
Magnetic properties can be measured for temperatures ranging from 2.5 K to 350K, a
wide range of frequencies from 10 Hz to 10 KHz and magnetic field of +/− 7 T. The Physical
Property Measurements System (PPMS) uses liquid helium to cool the sample space and a
superconducting coil to generate the magnetic field. The sample and the coils together with other
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measuring instruments are enclosed in a LN2-jacketed-dewar. The AC/DC Magnetometry
System (ACMS) utilizes a DC measurement technique whereupon moving a magnetized sample
through the detection coils a voltage is induced as shown in figure 4.5. The amplitude of the
signal is proportional to the magnetic moment.

Specifications of the ACMS System:
Drive coil frequency: 10 Hz to 10 kHz
Temperature range: 1.9 K to 350 K
Drive Amplitude: 2 mOe to 15 Oe
AC susceptibility sensitivity: 2x10-8emu (2x10-11Am2) @ 10 kHz
DC Magnetization Range: 2.5x10-5 emu to 5 emu (2.5 x10-8Am2 to 5x10-3Am2)

Figure 4.5: DC magnetization measurement systems in PPMS.
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4.6 Measurement Details
Nickel ferrite (NFO) nanoparticles synthesized via a wet chemical co-precipitation
technique were initially characterized by synchrotron x-ray diffraction on the X7B beamline at
the National Synchrotron Light Source (Brookhaven National Laboratory) to assess the sample’s
chemical composition, lack of impurities, and determine the average particle size. DCmagnetization and AC-susceptibility experiments have been carried out within the 3K-300K
temperature range, using a Quantum Design® Physical Property Measurement System (PPMS)
as shown in figure 4.6. Samples were dry NFO powders immobilized in paraffin. A maximum
applied magnetic field of 70 kOe was used in the DC-magnetization measurements, while the
AC-susceptibility data were collected in an alternating field of magnitude 3 Oe and frequencies
ranging from 10 to 10000 Hz.
In a different set of experiments AC-susceptibility measurements were performed within
the 100K-300K temperature intervals (in 5K steps) on Co0.2Fe2.8O4/Isopar-M magnetic fluids
loaded in sealed polycarbonate capsules. At each temperature, data were collected in alternating
magnetic field of amplitude H= 3 Oe, at different frequencies ranging from 10 Hz to 10000 Hz,
using a Quantum Design® Physical Property Measurement System (PPMS).
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Figure 4.6 Physical Property Measurement System (PPMS) setup.
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Chapter 5
RESULTS AND DISCUSSION

5.1 Surface Spin Freezing in NiFe2O4 Nanoparticles
One interesting phenomenon exhibited by magnetic nanoparticles is the suppression of
saturation magnetization as shown in Figure 5.1. Many theories have been proposed to explain
this observation, the most plausible being that suggested by Kodama et al. [6] of an aligned
superparamagnetic core (which blocks upon cooling) surrounded by a surface layer in which
canted spins freeze into a spin-glass like phase at lower temperatures. A possible indication of
this type of morphology is shown in Figure 5.2 where a magnetic feature is observed in both
field-cooled (FC) and zero-field-cooled (ZFC) curves at a temperature (T2) below the observed
blocking temperature (T1).
We hypothesize that this feature is indeed due to the onset of freezing in a spin-glass-like
surface layer. To provide support for this hypothesis, we have performed DC magnetization
measurements at high fields in order to probe the high-field irreversibility of the above-described
behavior. We have also carried out AC susceptibility measurements to probe the frequency
dependence of the transition observed at T2, as well as the critical dynamics of this transition.
Below we present our results and interpretation.
Figure 5.1 shows a comparison between the magnetization curves of bulk NFO [7] (solid
line) and NFO nanoparticles (open symbols), both measured at T ≈ 4 K. For the nanoparticle
sample, our data reveal a saturation magnetization of only 32.5 emu/g, a value 35% smaller than
its bulk counterpart. This feature is one of the most debated issues in nanomagnetism, a possible
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explanation being the existence of a surface layer that freezes in a spin-glass fashion at low
temperatures.
Synchrotron X-ray powder diffraction (XRD) data (inset), indicate that the nanoparticle
sample is impurity-free cubic NFO (space group F d -3 m, and a=8.38 Å), and Debye-Scherrer
analysis of the XRD peak-widths yields an average nanoparticle size <D> = 3.5 nm.

Figure 5.1: Field dependence of the magnetization for bulk NiFe2O4 [7] (solid line) and
NiFe2O4 nanoparticles (open symbols) measured at T ≈ 4K. The data show a ~35%
lower value of the saturation magnetization for the nanoparticles. Inset shows a
synchrotron X-ray diffraction pattern from the nanoparticle ensemble - the vertical
bars are the Bragg reflection markers corresponding to cubic space group F d -3 m,
and lattice constant a=8.38 Å.
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The temperature dependence of the magnetization, M (T), obtained under zero-field-cooled
(ZFC) and field-cooled (FC) conditions is shown in Figure 5.2. The data, collected upon heating
the NFO nanoparticles in a field H=100 Oe from 3 to 150 K, exhibit a typical superparamagnetic
blocking process at T1 ≈ 45 K signaled by the onset of irreversibility (i.e. splitting between the
ZFC and FC curves) and a pronounced maximum of the ZFC magnetization. In addition, the FC
branch shows a steep increase at T2 ≈ 6 K, which, as we will establish below, is related to the
freezing of the surface spin-glass layer.

Figure 5.2: Low-field (H=100Oe) ZFC-FC moment of the NiFe2O4 nanoparticles showing the
blocking process at T1 ≈ 45 K and a sudden increase of the magnetization in the FC
branch at T2 ≈ 6 K.
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The fundamentally different nature of the two phenomena observed around T1 and T2 is
first demonstrated by our high-field DC-magnetization data in Figure 5.3. The solid line shows
the third quadrant of the M (H) loop collected at 3 K after zero-field cooling. The loop is open,
i.e. the positive and negative field sweeps are separated, up to fields of approximately 45 kOe.
This implies that, below T2, the nanoparticles contain spins that can only be switched by a field
of 45 KOe, two orders of magnitude more than the field required to make the irreversibility
associated with the superparamagnetic blocking disappear. The inset shows a high-field (H=10
kOe) ZFC-FC process, where the ZFC and FC curves are overlapped at T1, but split near T2, an
indication that a non-equilibrium magnetization state exists below 6 K upon zero-field cooling.
Both the M (H) and the ZFC-FC behavior in Figure 5.3 reveal a so-called ”high-field
irreversibility” at low temperatures that cannot be explained if the system is a mere collection of
single-domain nanoprticles with atomic spins completely aligned by exchange interactions.
Instead, the observed high-field irreversibility and suppression of the saturation magnetization is
believed to hint to the possible existence of a disordered spin-glass-like surface layer that
surrounds the nanoparticles’ magnetically-aligned core and freezes below a certain temperature
[6, 7].
According to reference [6], a more direct manifestation of such a surface spin-glass
transition is represented by shifts in the M(H) loops measured after cooling in high fields through
the freezing temperature. This behavior is proposed to stem from the fact that the surface spins
freeze in a given configuration that persists during the M(H) process, after the cooling field is
removed. Thus, the ferrimagnetic core experiences both the applied field and the field generated
by the frozen surface layer, leading to hysteresis loop shifts. Interestingly, however, we do not
observe such M (H) loop offsets. Indeed, as shown in Figure 5.3, our M(H) data collected at 3K
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after cooling in a field of 70 kOe (crosses) and after zero-field cooling (solid line) overlap. A
similar observation of vanishing loop shifts after field cooling, recently reported in a study of
very small (<D> = 4 nm) nanoparticles [8], has been attributed to the decrease of the exchange
coupling between the surface and the core spins with the decreasing particle size [86]. Therefore,
despite the expected enhancement of surface effects with the particle size reduction, the possible
existence of a spin-glass-like surface layer in ultrafine magnetic nanoparticles might be hard to
probe conclusively from typical M(H) and FC-ZFC DC-magnetization data. To address this issue
we investigated the dynamic behavior of our NiFe2O4 nanoparticle system using ac-susceptibility
measurements.

Figure 5.3: Third quadrant of M (H) curves measured T=3 K after zero field cooling (solid line)
and high-field cooling (crosses). The ZFC-FC process in the inset further
demonstrates the system’s high-field irreversibility at low temperatures.
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Figure 5.4 shows the temperature dependence of the real (in-phase) component of the ACsusceptibility (χ'), measured upon heating between 3 and 300 K, at a frequency f=300 Hz
(circles). The data exhibits two well-defined peaks at T1 ≈ 45 K and T2 ≈ 6K. As explained
above in Figure 5.2, the behavior around T1 is due to the superparamagnetic blocking of the
nanoparticle ensemble, where most superspins block at temperatures in the immediate vicinity of
the peak, but, given the ensemble’s size distribution, the blocking process continues upon further
cooling down to the lowest temperature (hence, the descending slope in the χ' vs. T dependence
below T1). The dashed line in Figure 5.4 represents a polynomial fit to the data describing the
superparamagnetic blocking within a broad temperature interval around T1, between 20K and
75K. The fit is then extrapolated in the low temperature region and subtracted from the data
around the T2 peak. The χ' vs. T dependence in the 3 K-10 K range, after the subtraction of the
superparamagnetic component, is shown in the inset. We carried out similar measurements at
different frequencies between 100 and 10000 Hz.
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Figure 5.4: Temperature dependence of the in-phase (real) ac-susceptibility of NiFe2O4
nanoparticles, χ , measured at f=300 Hz. The data (open symbols) show the
superparamagnetic blocking process around T1 ≈ 45K, and a second peak at T1 ≈ 6
K. The dashed line is a polynomial fit to the superparamagnetic behavior,
extrapolated in the low-temperature region. The inset shows the low-temperature
peak after the subtraction of the superparamagnetic component.

In order to further confirm the superparamagnetic-blocking origin of the highertemperature real susceptibility peak, we analyzed χ' vs. T data collected around T1 at frequencies
of 300 Hz, 1000 Hz, 3000 Hz, and 10000 Hz. These datasets are shown in Figure 5.5 together
with best fits to arbitrary functions (solid lines) that allow an accurate determination of the peak
temperature at each frequency. It is well known that the superparamagnetic relaxation of an ideal
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(i.e. magnetically non-interacting, single domain, and monodisperse) nanoparticle ensemble is
described by the Néel-Brown superparamagnetic model equation:

f(T) = f 0 e

EB
k BT

−

(5.1)

where E is the energy barrier to superspin reversal, f0 is the attempt frequency (related to the
system’s characteristic time by τ0=1/2πf0), and kB is the Boltzmann constant [87]. We found that
the superparamagnetic model describes well our observed f (T) dependence, yet the best fit to the
Néel-Brown equation yields a characteristic time τ0=1/2πf0 ≅ 10-20 s that is unphysically short
(the shortest time scale in magnetism is the spin flip time of a single atom τs ~ 10-13s). This
indicates that there are slight interparticle interactions, case for which it has been proposed that
the system’s relaxation would follow a Vogel-Fulcher law [88],

f(T) = f 0 e

−

EB
k B (T -T0 )

.

(5.2)

Indeed, as shown in the inset, we found that the measured f (T) dependence of the χ' peak (empty
symbols) is excellently described by equation 5.2; the best fit (solid line) yields E/kB = 89.15K, f0
=4.5×107 Hz, τ0 = 1/2πf0= 3.5 ×10-9 s, and T0 = 41K.
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Figure 5.5: Temperature dependence of the in-phase ac-susceptibility, χʹ , measured at different
frequencies. The solid lines are best fits to fourth order polynomials allowing an
accurate determination of the susceptibility peak temperatures. The inset
demonstrates that the measured frequency dependence on the peak temperature
(open symbols) is excellently described by a Vogel-Fulcher law (solid line).

We now analyze the system’s dynamic behavior in the low temperature range, around T2.
The empty symbols in Figure 5.6 (a) show the temperature dependence of the real acsusceptibility χ' measured within the 3K-10 K range, at five different frequencies: 300, 750,
1000, 5000, and 10000 Hz. The χʹ vs. T data exhibit robust peaks that shift very slightly
towards higher temperatures as the measurement frequency is increased. For each dataset, the
peak temperature was accurately determined from best fits to fourth-order polynomials (solid
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lines). As a preliminary analysis we calculated the relative variation of the peak temperature per
frequency decade. We found

(ΔT T)
≅ 0.025 , which is about one order on magnitude smaller
Δlog(f)

than typical superparamagnetic relaxation values, but falls nicely within the range commonly
observed in spin glasses (i.e. between ~0.007 [89] and ~0.05 [90]). This clearly hints to a
possible spin-glass transition that occurs in the NFO nanoparticles upon cooling below T2,
concomitantly with the continuing blocking of the core superspins. To seek further confirmation
of this behavior we analyzed the peak temperature vs. frequency data on the basis of
conventional dynamic scaling theory, which holds that the relaxation time of the system, τ
=1/2πf, diverges as a power law in the correlation length ξ, i.e. τ = τ 0 ξ z , where z is a dynamic
scaling exponent, and τ0 =1/2πf0 a constant. Also, according to the static scaling hypothesis,

ξ = [(T/TF ) − 1]-ν where TF is the freezing (critical) temperature and ν a critical exponent. Thus,
one eventually finds:
f = f 0 [(T/TF ) − 1] zν .

(5.3)

This “slowing down” behavior is known to accurately describe the collective spin freezing
dynamics in the critical regime above TF [91]. Figure 5.6 (b) shows the measured frequency
dependence of the peak temperature (solid symbols) together with the best fit of equation 6.3
(solid line). The fit yields zν=9.6, f0=4.8 ×1012 Hz, and TF = 5.8K. This demonstrates that the
low-temperature dynamic behavior of the NFO nanoparticles follows the critical slowing down
predicted by equation 5.3, with parameter values that are within the range previously reported for
spin glasses, i.e. zν between 8 and 10, and f0 between 1011 Hz and 1013 Hz [92].
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Figure 5.6: (a) Low-temperature χʹ vs. T data collected at different frequencies. At each
frequency, the susceptibility peak temperature was determined from fits to
arbitrary functions (solid lines). (b) Frequency dependence of the observed χ′peak temperature (filled circles), and best-fit to critical dynamics law (solid line).
The fit yields a critical exponent zν=9.6 and a zero-field freezing temperature TF
= 5.8 K.

The analysis above allows the determination of the zero-field spin freezing temperature (TF
= 5.8K). We have also investigated the system’s dynamic behavior under the influence of a DC
magnetic field, H, by measuring the temperature dependence of the real ac-susceptibility within
the 3K–12K temperature interval, at different values of H ranging between 250 and 2500 Oe.
Figure 5.7 presents the field dependence of the spin freezing temperature (solid symbols),
obtained from χ′ vs. T data collected at different fields, as the ones shown in the inset. We
observe that the freezing temperature decreases with the increasing field according to:
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δTF = 1 −

T
∝ H 2/3 ,
TF

(5.4)

as demonstrated by the dashed line, which is a best fit to equation 5.4. This is highly significant,
as δTF = H 2/3 is the so-called de Almeida–Thouless (AT) line, a well-known signature of a true
phase transition [93]. In addition, the extrapolation of the AT line to H=0 gives the zero field
spin-glass transition temperature. The fit yields TF (H=0) ≅ 5.85 K, in excellent agreement with
the value obtained from our critical dynamics analysis. Moreover, the observation of the AT line
represents strong indication that the spin disorder does not exist in the whole volume of the
particle. If that were the case, a reentrant spin glass behavior would be expected, and, upon the
decrease of H, the freezing temperature would not move to lower T on the AT line, but following
a power law given by δTF = H1/2 [94]. Thus, the observation of the AT line gives further support
to the assumption that the spin-glass transition is confined to a surface layer that surrounds the
nanoparticle’s ferromagnetic core.
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Figure 5.7: Field dependence of the freezing temperature (solid symbols) is excellently
described by the de Almeida–Thouless (AT) line δTF ∝ H2/3 (dashed line). The zero
field freezing temperature is obtained by extrapolating the AT line to H=0. The inset
shows χ′ vs. T data used to determine freezing temperatures in different fields.

Finally, we tested the scaling relation for the dynamic critical properties, which holds that
temperature dependence of the imaginary part of the AC-susceptibility, χ″, measured at various
frequencies f, yields a data collapse onto a single function G(x), with x = f [(T/TF ) − 1]−zν ,
according to:

β
T ⋅ χ' ' (f, T) = [(T/TF ) − 1] ⋅ G(x) ,

(5.5)

where β is the order parameter exponent. To this end we measured χ″ at temperatures between
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3 and 10 K, and frequencies from 50 to 5000 Hz. Figure 5.8 presents three χ″ vs. T datasets,
collected at 50 Hz (diamonds), 500 Hz (circles), and 5000 Hz (crosses). We observe that χ″
exhibits a peak that shifts slightly towards higher temperature values as the measurement
frequency is increased. The inset shows the three datasets in scaled form, according to equation
(6.8), where β was the only parameter adjusted, while zν and TF were kept to their previouslyobtained values of 9.6 and 5.8 K respectively. The best collapse of the data is obtained for β =
1.2. All these parameter values are in good agreement with previously published experimental
results on glassy systems [95], as well as with numerical simulations of three-dimensional spin
glasses with short range interactions [96]. This buttresses the critical slowing down description
of the NFO nanoparticle system’s dynamics, and brings further proof of the collective glassy
behavior of the surface spins.
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Figure 5.8: Out-of-phase (imaginary) ac-susceptibility, χ″, at low temperatures, measured at
50Hz (diamonds) 500Hz (circles) and 5000Hz (crosses). The inset demonstrates that
the three datasets collapse on a universal dynamic scaling curve, derived from the
linear response theory.
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5.2 Magnetic Relaxation in Co0.2Fe2.8O4/Isopar-M Ferrofluids

In our second set of experiments we studied the magnetic relaxation of ferrofluids. We
measured the temperature dependent AC susceptibility (both the real and the imaginary
components) of such systems at different frequencies within the temperature range between 3
and 300K. Figure 5.9 shows an example of such measurements for a Fe3O4/Isopar magnetic
fluid. The ferrofluid freezes at 215K and consequently, the relaxation occurs via the Néel
mechanism. The peak of the imaginary AC susceptibility occurs at a temperature Tp that changes
with the measurement frequency f. The Tp vs. f dependence can be used to obtain quantitative
information about the energy barrier to magnetization reversal within the particle.
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Figure 5.9: Temperature dependence of the real and imaginary components of the AC
susceptibility for a Fe3O4/Isopar magnetic fluid.

We also evidenced the effect of dilution on the dynamic behavior of a Co0.2Fe2.8O4 /IsoparM ferrofluid. Figure 5.10 shows the temperature dependent AC susceptibility (measured at
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different frequencies) of a Co0.2Fe2.8O4/Isopar-M ferrofluid before and after 1/10 dilution. The
change in the shape of the χ ′′ vs. T is apparent. Before dilution the figure displays two
pronounced maxima indicating the presence of the two different relaxation mechanisms: Néel
and Brown. Since the freezing point of Isopar-M is approximately 210 K, the first peak most
likely corresponds to Néel relaxation and the second peak contains contributions from both
mechanisms. Upon dilution there is just one robust peak at temperatures above the freezing
point. Our purpose is to find a method to separate the contributions of the two relaxation
mechanisms and determine what mechanism is dominant.
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Figure 5.10: Imaginary susceptibility (χ″) vs. T for a Co0.2Fe2.8O4 / Isopar-M ferrofluid before
and after dilution.

Brown relaxation occurs when the entire particle rotates within the fluid, and its
relaxation time

τ B can

be expressed as:
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300

τ B = 3VH η (T) k B T ,
where VH is the hydrodynamic volume of the particle and η(T) is the temperature-dependent
viscosity. On the other hand, Néel relaxation time, τ N with inter-particle interactions taken into
account, can be expressed as:
E k 
τ N = τ 0 ⋅ exp B B 
 T − T0 
where E B is the energy barrier to magnetization reversal, τo is a constant (inverse attempt
frequency) and T0 is the parameter that describes the strength of the interparticle interactions.
When the Néel and Brown mechanisms act simultaneously, an effective relaxation time that
depends on the interplay of the two mechanisms can be defined as:

τ eff =

τB ⋅ τN
,
τB + τN

The effective relaxation time includes contributions from both relaxation mechanisms and
can be determined experimentally from the χ ′′ vs. T dependence as shown in Figure 5.11. This
type of analysis is expected to reveal details about the microscopic processes that govern the
relaxation and their effect on the macroscopic properties of interest (e.g. the heat dissipation
power).
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Figure 5.11: Temperature dependent imaginary susceptibility ( χ ′′ ) in Co0.2Fe2.8O4/Isopar-M
measured at f=5 kHz.

To achieve our goal we studied the magnetic relaxation in a Co0.2Fe2.8O4/Isopar-M
ferrofluid using AC susceptibility methods. As a result of Co-doping the Co0.2Fe2.8O4
nanoparticles block at temperatures above freezing point of Isopar-M (215 K). Our imaginary
(out-of-phase) susceptibility vs. temperature data show robust, frequency-dependent peaks at
temperatures between 220 K and 280 K, range where both Néel and Brown mechanisms can be
operative. We will show that although the temperature dependence of the observed relaxation
times is excellently described by a Vogel-Fulcher law at all temperatures (which might suggest
the Néel mechanism is dominant), the Debye model fails to describe the data by nearly one order
of magnitude for T > 265K. This obviously indicates that the non-Debye Brownian relaxation
plays a significant role. By fitting the observed temperature dependence of the relaxation times
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to a model that allows the separation of the contributions from each mechanism, we will
demonstrate that, in fact the Brownian relaxation is dominant at all temperatures.
Figure 5.12 shows the temperature dependence of the out-of-phase susceptibility χ″
measured on a Co0.2Fe2.8O4/Isopar M magnetic fluid at six different frequencies between 10 Hz
and 10000 Hz. At each frequency f or, equivalently, observation time τobs=1/2πf, the χ″ vs. T
dependence shows a robust peak that corresponds to the magnetic relaxation of the nanoparticle
ensemble. The peak temperature TP increases upon the decrease of the observed relaxation time
(or the increase of the measurement frequency) from TP =232 K for τobs=1.59x10-2 s (f= 10 Hz),
to TP = 278 K for τobs = 1.59x10-2 s (f= 10000 Hz).
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Figure 5.12: Imaginary component of the ac-susceptibility χ″ measured on Co0.2Fe2.8O4/Isopar-M
samples in alternating magnetic fields (H = 3 Oe; 10 Hz < f <10 KHz), at
temperatures 100K < T < 300K. For each frequency f (or, equivalently,
measurement time τm), χ″ exhibits a robust peak at a temperature Tp determined by
τrelax (Tp) = τm (τrelax is the relaxation time of the system).
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It is well known that the temperature dependence of the relaxation time τ for a system of
slightly interacting particles where magnetic relaxation occurs via the rotation of the superspin
within each nanoparticle (Néel mechanism) is described by a Vogel-Fulcher law:



EB
τ = τ N = τ 0 exp 
,
 k B (T − T0 ) 
where τ0 is a microscopic time scale on the order of 10-9–10-12 s, kB is the Boltzmann constant,
EB is the energy barrier to superspin reversal, and T0 is a phenomenological ordering temperature
which extends the basic Arrhenius-type Néel formalism by accounting for interactions between
nanoparticles [97]. The above equation has been extensively used to probe the
superparamagnetic behavior, investigate the strength of inter-particle interactions, and determine
the energy barrier EB in many magnetic-nanoparticle ensembles where the particles are
immobilized either in solid matrix [98] or, for magnetic fluids, in a frozen liquid carrier [99].
Interestingly, we find that the Vogel-Fulture law also describes well the measured τobs (TP)
behavior of our Co0.2Fe2.8O4/Isopar M magnetic fluid. This is demonstrated in Figure 5.13, where
the solid symbols represent the observed temperature dependence of the relaxation times (
obtained from the χ″ vs. T curves in Figure 5.12 ), while the solid line is a best fit of the above
equation. The fit converges to excellent residuals (R2=0.9937), yielding τ0= 8.3x10-10 s, T0=165
K, and E/kB = 1.13x103 K. These values together with the quality of fit, suggest that the magnetic
relaxation might occur via the Néel mechanism.
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Figure 5.13: The observed temperature dependence of the relaxation times (solid symbols) is
excellently described by a Vogel-Fulcher law (solid line) throughout the entire
temperature range investigated.

It is important to note, however, that unlike the systems in reference 99 the magnetic fluid
investigated here exhibits its relaxation at temperatures within the 230 K- 280 K range, i.e. above
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the freezing point of the liquid carrier (~200 K). Consequently, the Brown relaxation mechanism,
which involves the physical rotation of the nanoparticle within the fluid, might also be active. To
confirm this possibility, we make use of the fact that, unlike its Néel counterpart, Brown
relaxation is a Debye-type process [100, 101]. Figure 5.14 shows a comparison between the
temperature behavior of the observed relaxation time τobs (solid symbols) and the relaxation time
τD calculated according to Debye model (empty symbols). The dashed line is a guide to the eye.
The Debye model holds that, at each temperature T, τD = 1/2πfmax, where fmax is the frequency at
which the χ″ vs. f|T dependence attains its maximum [100].The inset shows such a curve, at
T=250 K, where the empty symbols are the data, and the solid line is a best fit to a polynomial
function that allows an accurate determination of fmax and τD. The main result in Figure 5.14 is
that τD and τobs have similar values at temperatures between 245 and 260 K, and, below 245 K,
the extrapolation of τD. vs. T dependence indicates that τD is significantly smaller than τobs. This
behavior strongly suggests that Debye-type Brownian mechanism plays an important role in the
overall magnetic relaxation of the system, especially at temperatures below 260 K.
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Figure 5.14:The solid symbols show the observed temperature dependence of τm, whereas the
empty symbols are relaxation times obtained by assuming the relaxation is of a
Debye-type, i.e. the average relaxation time is τD(T)=1/2π fmax,T (where χ″ vs. f |T
peaks at fmax,T). The inset shows the frequency dependence of the real χʹ and
imaginary χ″ AC-susceptibility components at T=270K.
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To get insight into the interplay between the Néel and Brown relaxation within the
Co0.2Fe2.8O4/Isopar M magnetic fluid, we analyzed the observed temperature dependence of the
relaxation time using the model that allows the separation of the individual contributions from
the two mechanisms. To this end, we first note that the Brown relaxation time is described by:
τB =

3 η(T)VH
k BT

where VH is the hydrodynamic volume of the particle, kB is the Boltzmann constant, and

η(T) is the temperature-dependent viscosity of the carrier fluid that diverges at a temperature T'0,
according to η(T) = η 0 exp [E'/kB(T-T'0] [102]. Now, if both the Néel and the Brown relaxation
act concomitantly, an effective relaxation time τeff , where the separate contributions from each
mechanisms are included, can be defined as 1/ τeff =1/ τN+ 1/ τB. Using the above expressions for
τN and τB, we eventually find :

τ eff

−1





E′
EB
−1
−1
= (τ 0 ) ⋅ exp  −
 + (τ 0 ') ⋅ T ⋅ exp  −
,
 k B (T − T0 ) 
 k B (T − T0 ' ) 

(5.6)

Figure 5.15 shows the measured temperature dependence of the inverse relaxation time for
the cobalt ferrite magnetic fluid (solid squares) together with a best fit of equation (5.6) (solid
line). Allowed to vary in the fit were the energy barriers EB and E', as well as the temperature
parameters T0 and T'0, while the pre-factors in both terms were fixed to values τ0 = 3x10-10 s and
τ0-1 = 3η0VH/kB =2x10-5s. The fit yields EB/kB = 1.10x103 K, E'/kB = 0.73x103 K, T'0 = 180 K. The
most significant result in figure 5.15 is shown by the dotted and the dashed lines, which represent
the temperature dependence of the individual contributions from the Néel and the Brown
mechanisms to the systems overall (effective) relaxation time.
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Figure 5.15: Observed temperature dependence of relaxation times (solid symbols) and best fit to
a model that accounts for both the Neel and the Brown relaxation mechanisms
(solid line) - the details of the model are explained in the text. The fit permitted the
separation of the contributions from each mechanism and showed that Brown
relaxation (dashed line) is dominant over Neel relaxation (dotted line) at all
temperatures.

We observe that up to T=260 K, Brown relaxation describes the magnetic fluid’s behavior
almost completely (the solid and dashed lines nearly overlap), and there is essentially no
contribution from the Néel mechanism due to long Néel relaxation times τN>> τB (or
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equivalently, negligibly small τN-1 values). This is entirely consistent with the Debye-model
analysis results in Figure 5.14. As the temperature is raised above 260K, the contribution of the
Néel relaxation steadily increases, yet so does its brown counterpart which remains dominant
throughout the entire investigated temperature interval. The results can be explained on the basis
of the microscopic mechanisms that govern the two magnetic relaxation processes, i.e. the
thermally activated superspin flip over an energy barrier within the particle, for the Néel
relaxation, and superspin reorientation via the particle rotation within a viscous fluid, for the
Brown relaxation. Below 260K, it appears that there is not sufficient thermal energy to favor the
superspin flip within the particle over the entire–particle rotation, and, consequently, the
magnetic relaxation occurs almost exclusively via the Brown mechanism. Upon heating above
260K, the thermal energy increases, resulting in a non-negligible contribution from the Néel
mechanism. At the same time, however, raising the temperature decreases the carrier’s viscosity,
which obviously favors the Brown relaxation. It is important to mention that this particular
scenario depends on the value of the energy barrier to magnetization reversal EB, and on how this
value compares to its E' counterpart. It is expected, for example, that reducing the Co doping of
the ferrite nanoparticles would decrease EB, and consequently, increase the contribution of the
Néel relaxation. Such chemical manipulations allow the control of the interplay between the two
mechanisms and might eventually lead to the rational design of magnetic fluids with enhanced
heat dissipation characteristics.
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Chapter 6
SUMMARY AND CONCLUSIONS

Magnetic nanoparticles have a great potential for use in magnetic data storage, biomedical
applications (hyperthermia) and catalysis. Critical for the functionality of these systems is the
fact that each particle is a single magnetic domain whose magnetic moment (often referred to as
the superspin) can flip either within the particle (Néel relaxation) or the entire particle can rotate
in a fluid (Brownian relaxation). Obviously, the relaxation time of the system is strongly
influenced by the temperature, as well as by intrinsic parameters, such as the energy barrier to
magnetization reversal, the magnetic viscosity, etc. At the same time, the relaxation time and
relaxation mechanism (or mechanism interplay) determines macroscopic properties of the
nanoparticle ensemble, such as the magnetization in a given DC field, or the power losses in an
AC field of a given frequency.
Our experiments focused on understanding the relationship between the particle’s
microscopic characteristics (chemical composition, average size, structure, barrier to
magnetization reversal, etc.) and the macroscopic magnetic properties of the ensemble. We used
both systems of particles “caught” in a solid matrix and magnetic ferrofluids (particle ensembles
immersed in a carrier fluid). Structures and average particle sizes and particle size distributions
were determined from XRD (including synchrotron XRD) and direct imaging techniques.
Magnetic measurements included temperature resolved (3K<T<300K) FC-ZFC DC
magnetometry, as well as AC-complex susceptibility measurements within the same temperature
range and for frequencies between 10 and 10,000Hz.
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We have investigated the temperature behavior of two types of magnetic nanoparticle
ensembles: NiFe2O4 (NFO) immobilized in a solid matrix and Co0.2Fe2.8O4 (CFO) immersed in a
carrier fluid. For the title systems, the temperature T is a key parameter that strongly influences
their magnetic behavior. Indeed, varying T can enhance, diminish or even trigger or inhibit
nanoscale-level mechanisms that are ultimately responsible for the macroscopic magnetic
properties of the material. Consequently, our approach is to measure such magnetic properties of
these nanosystems (using both AC-susceptibility and DC-magnetization techniques) over a
broad range of temperatures (between 3 and 300 K), and then correlate these magnetic
measurements with structural information from diffraction and direct imaging techniques in an
attempt at better understanding the microscopic structures and magnetic mechanisms that govern
the macroscopic behavior of these systems.
In our first experiment, we studied dynamic susceptibility evidence of surface spin
freezing in samples of nickel ferrite (NiFe2O4) nanoparticles synthesized via a wet chemical coprecipitation technique to investigate low temperature magnetic properties, e.g. the existence of a
spin-glass-like surface layer that surrounds the superparamagnetic core and undergoes a
transition to a frozen state upon cooling below 5.8 K. The samples were dry NFO powders
immobilized in paraffin. A maximum applied field of 70 kOe was used in the DC-magnetization
measurements, while the AC- susceptibility χ ′′ data were collected in an alternating magnetic
field of magnitude 3 Oe and at several frequencies within the 10 Hz-10,000 Hz range. For NFO,
besides the expected blocking of the superspin, observed at T1 ≈ 45 K, we found that the system
undergoes a magnetic transition at T2 ≈ 6 K. For the latter, frequency- and temperature-resolved
dynamic susceptibility data reveal characteristics that are unambiguously related to collective
spin freezing: the relative variation (per frequency decade) of the in-phase-susceptibility peak
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temperature is ~0.025, critical dynamics analysis yields an exponent zν = 9.6 and a zero-field
freezing temperature TF = 5.8 K, and, in a magnetic field, TF(H) is excellently described by the
de Almeida-Thouless line δTF ∝ H2/3. Moreover, out-of-phase-susceptibility vs. temperature
datasets collected at different frequencies collapse on a universal dynamic scaling curve. All
these observations indicate the existence of a spin-glass-like surface layer that surrounds the
superparamagnetic core and undergoes a transition to a frozen state upon cooling below 5.8 K.
For the second experiment in ensembles of magnetic nanoparticles, we performed
dynamic susceptibility studies in samples of cobalt ferrite magnetic fluid (Co0.2Fe2.8O4/Isopar M)
synthesized by co-precipitation method to understand the interplay between the Néel and the
Brown mechanism and its effect on the overall magnetic relaxation. We measured the
temperature dependence (2K<T<300K) of the AC susceptibility χ ′′ at several frequencies within
the 1Hz-10,000 Hz range. For the CFO ferrofluid, we used temperature- and frequency-resolved
AC-susceptibility measurements to investigate its magnetic relaxation above the freezing point
of the liquid carrier. Our data show that both the Néel and the Brown relaxation mechanisms are
operative at temperatures in the vicinity of the out-of-phase (imaginary) susceptibility peak. We
separate the contributions of the two mechanisms to the overall-relaxation time, and demonstrate
that Brownian relaxation plays a dominant role at all temperatures within this high-dissipation
regime.
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