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Analysis of workflow variability and its impacts on 1 
productivity and performance in construction production  2 
Mohammadreza Arashpour1 and Mehrdad Arashpour, S.M.ASCE2 3 
Abstract 4 
The meeting of milestones presents a constant challenge in construction projects. One root cause 5 
behind this challenge is the presence of variability in the project workflow. In fact, impacts of 6 
variability at both trade contractor level and project level remain difficult to manage. This paper aims 7 
to analyze impacts of variability in the workflow caused by rework and fluctuating work quantities. 8 
Towards this end, production data of two residential construction projects were collected and a mixed 9 
method of mathematical and simulation modeling was used in order to analyze performance and 10 
productivity at both trade and project levels. Performance metrics such as completion times, work-in-11 
process levels and delays were then measured in different real-life production scenarios. The findings 12 
clearly show that the workflow variability significantly downgrades performance metrics by inflated 13 
completion times, longer queues of uncompleted jobs and excessive delays, resulting in the 14 
productivity loss. This work contributed to the body of knowledge in engineering management by 15 
enhancing the insight into workflow variability and its impacts on tangible performance measures. 16 
The results clearly show that productivity and performance in the construction production can be 17 
improved by stabilizing the workflow in the interconnected network of trade contractors. 18 
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Introduction 28 
Construction worksites are dynamic environments and subject to a high level of variability. External 29 
variability is mainly caused by factors outside the project environment such as extreme weather 30 
conditions (El-Adaway 2012) and non-stationary market demand (Ahmad 1999, Barriga, Jeong et al. 31 
2005). Internal variability can be resulted by different sources such as unstable workflows (Laufer, 32 
Woodward et al. 1999, Palaniappan, Sawhney et al. 2007), workforce motivation (Han, Park et al. 33 
2008, Arashpour, Shabanikia et al. 2012), and quality issues causing rework (Josephson, Larsson et al. 34 
2002, Love and Smith 2003). Fig.1 illustrates production problems in construction and different 35 
approaches to model them.   36 
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Fig. 1. Problems caused by variability in construction production and Modeling paradigms to address them 38 
As can be seen in Fig.1, different paradigms have been used to model and address the high level of 39 
variability in construction and the resulting problems. The first and most popular modeling approach 40 
is activity or schedule based with modeling tools such as Critical Path Method (CPM) and Project 41 
Evaluation and Review Technique (PERT). The second approach is operation or process based 42 
modeling that uses Discrete Event Simulation (DES) as the main modeling strategy. Finally, the 43 
youngest modeling paradigm of all relies on workflow management. Lean production delivery system 44 
and even flow production are categorized in this stream.  45 
In the presence of variability, it is not always possible to increase the production rate by accelerating 46 
bottleneck processes. Research in the international level has shown that increasing the availability of 47 
construction resources and levels of employment in the industry have not improved the productivity 48 
significantly (Mawhinney 2008, Mubarak 2010). Furthermore, it is often not possible to increase the 49 
availability of labor resources over a short period as there are strong barriers of entry into some trades. 50 
For example, a plumber or electrician needs to work as an apprentice for a couple of years before 51 
becoming a licensed trade. These limitations and the need to optimize the performance and 52 
productivity in the residential construction motivate research on process design and workflow analysis 53 
and explain the rationale behind the present study. 54 
In the construction engineering and management literature, effects of variability on production have 55 
been investigated (Shoura and Singh 1997, Liu, Ballard et al. 2011). However, holistic research that 56 
considers impacts of workflow variability on productivity and performance at both project and trade 57 
contractor levels is sparse (Yung and Yip 2010, Yu 2011). 58 
In order to bridge this gap, this investigation collected the production data of two residential builders. 59 
Impacts of workflow variability on tangible performance metrics such as completion time, delays and 60 
construction capacity were measured and analyzed. A mathematical approach was used to analytically 61 
model the performance of trade contractors. Then, discrete event simulation was utilized in order to 62 
model and analyze the interconnected network of trades, as construction project networks are too 63 
complex to be solved analytically. 64 
The findings show that workflow instability has significant impacts on productivity and performance 65 
in the construction production. Inflated completion times, excessive delays, and long queues of 66 
uncompleted jobs are among the observed consequences. These negative impacts can be reduced by 67 
stabilizing the workflow in the trade contractor network. Variability can also be reduced by avoiding 68 
pushing new jobs into the system regardless of resource utilization levels. 69 
Research methodology 70 
The purpose of this investigation is to analyze the effects of workflow variability on tangible 71 
performance measures of construction projects. After collecting the production data of two residential 72 
builders and at the first stage, single trade contractor processes were analytically modeled in order to 73 
analyze the performance metrics at this level. Performance metrics of different trades such as 74 
bricklayers and plumbers were measured and analyzed using the principles of the queuing theory. 75 
At the second stage of the research, the entire project network was modeled using discrete event 76 
simulation (DES) in order to keep track of tangible performance metrics at the project level. Care was 77 
taken in order to build accurate models that reflect complex interactions in construction sites and 78 
workflow within the interlinked network of trade contractors. In reality, trade contractors are not 79 
operating independently and the completed work of a given trade is required for a successor trade in 80 
order to proceed. Simulation experiments were designed in order to analyze real-life what-if 81 
production scenarios, each with different levels of workflow variability.  82 
The application of a mixed methodology, in which both mathematical and simulation modeling are 83 
conducted, provides a robust research approach in the field of construction engineering and 84 
management (AbouRizk and Hague 2009, Lee, Fung et al. 2013). Simulation has been used as a 85 
decision support tool in the construction engineering literature (Back and Bell 1995, Min and 86 
Bjornsson 2008). Furthermore, comparative analysis of simulation and of mathematical models 87 
provides a measure of validation and test the accuracy of the developed models (Wang 2004, Castro-88 
Lacouture, Süer et al. 2009). 89 
Impacts of workflow variability on the productivity at the trade level 90 
Data obtained in previous studies show that variability in construction processes degrades the 91 
performance measures of trade contractors (Tommelein, Riley et al. 1999, Arashpour, Wakefield et al. 92 
2013). When variability is present, construction process times are no longer deterministic. 93 
Furthermore, variable processes decrease the capacity of the production network and inflate the 94 
construction duration (Doloi, Iyer et al. 2011). Rework or re-entrant flow is an important cause of 95 
variability in construction projects that causes processes to be unpredictable (Love and Smith 2003). 96 
In construction projects, rework can be caused by construction faults discovered through 97 
formal/compulsory stage inspections or informal worksite observations. Another type of rework is 98 
client-related rework, which is caused by changes in project scope, plan and design by the client 99 
(Hwang, Zhao et al. 2013). In order to analyze the impacts of workflow variability on production and 100 
performance, production data of two residential builders were collected. Details of construction 101 
processes in the worksites were captured during numerous site visits. Snapshots of the two worksites 102 
are shown in Fig.2. 103 
     104 
Fig. 2. Residential construction worksites (image by the first author) 105 
Rework data including the number of instances and durations were collected. The long-term 106 
probability of having a quality issue, which results in rework, is different for trades. When a 107 
construction process is subject to rework, trade contractors have to return to the same place multiple 108 
times. For example, the plumbing trade had to come back to the worksite in 25% of time in order to 109 
rectify the faults (for a total of 40 jobs completed in different apartments). Based on the site 110 
observations, the plumbing trade needed an average of 𝑡0 = 3 days to complete tasks in one apartment. 111 
Fig. 3 shows a schematic illustration of rework loop in the plumbing process within the 112 
interconnected trade network. 113 
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Fig. 3. Rework loop in the plumbing process 115 
Understandably, effective process time (𝑡𝑒) is inflated upon the existence of rework and can be 116 
computed using Eq. (1): 117 
𝑡𝑒 = 𝑡01 − 𝑝                                                   (1) 
 118 
In Eq. (1), 𝑡0 is the average processing time and 𝑝 is the probability of rework. For instance, for the 119 
plumbing trade with 𝑡0 = 3 days and 𝑝 = 25%, the effective process time will be 𝑡𝑒 = 4 days.  120 
Utilization level of trade contractors is another important performance measure in the construction 121 
production and was computed using Eq. (2): 122 
𝑢 = 𝑡𝑒
𝑡𝑎
                                                              (2)  
In Eq. (2), 𝑡𝑎  is the average time between activity starts and 𝑢 is the utilization level that adopts 123 
values between 0 and 100%. Having an effective process time of 𝑡𝑒 = 4 days, the utilization level for 124 
the plumbing trade will be equal to 80% provided that new jobs are started every five days. 125 
At the first stage of the analysis, trade contractors with different rework rates were compared when 126 
other production variables such as average time between activity starts were fixed. Based on this 127 
premise and the collected data, eight observed rework probabilities of 2%, 7%, 10%, 13%, 18%, 25%, 128 
30% and 33% were compared. Tangible performance measures for individual trade contractors were 129 
then computed. Table 1 shows the results of this analysis. 130 
Table 1. Trade-level performance measures with different rework probabilities (p) 131 
Parameter Average time between activity starts (𝒕𝒂) = 5 days 
Probability of rework (𝒑) 2% 7% 10% 13% 18% 25% 30% 33% 
Effective Process time (𝒕𝒆) 3.06 3.23 3.33 3.45 3.66 4.00 4.29 4.48 
Effective process rate (𝒓𝒆 = 𝟏𝒕𝒆) 0.33 0.31 0.30 0.29 0.27 0.25 0.23 0.22 
Utilization level (𝒖 = 𝒕𝒆
𝒕𝒂
)  0.61 0.65 0.67 0.69 0.73 0.80 0.86 0.90 
 132 
As can be seen in table 1, both effective process times and utilization rates grow as the rework 133 
probability increases. However, effective process rates of individual trades decreases from 0.33 to 134 
0.22, which shows an increasing amount of waste in the production as a result of workflow variability 135 
caused by rework.  136 
Although in the analyzed scenarios 𝑡𝑎  is controlled, the utilization level of the trade increases 137 
nonlinearly proportional to the rework probability. In other words, the workload of the trade 138 
contractor increases despite the fact that the trade contractor does not start new jobs more frequently. 139 
This overwhelms the trade contractor when 𝑝 > 1 − (𝑡0 𝑡𝑎� ). As can be seen in table 1, utilization 140 
level of the trade contractor hits a peak of 90% as the rework rate rises to 33%. When the utilization 141 
level is close to 100%, the trade cannot catch up anymore and successor trades will be delayed. 142 
Understandably, the completion time (𝐶𝑇) of a variable process is always longer than the effective 143 
process time as the rework loop may repeat more than once. Furthermore, 𝐶𝑇 is proportional to the 144 
total variability level (𝑉), resource utilization level (𝑈), and processing time (𝑇). Assuming that 145 
arrival processes are moderately variable, queuing theory principles and Kingman’s approximation for 146 
discrete processes (Kingman 1992) can be used to compute the completion time of the individual 147 
trade process. Interested readers can refer to Arashpour, Wakefield et al. (2014) for a more detailed 148 
treatment of the analytical modeling approach.  149 
σe
2 = 𝜎0
2
1−𝑝
 + 𝑝 𝑡02(1−𝑝)2  (2) 150 
In Eq. (2), 𝜎0 is the standard deviation of the normal processing time. The relative variability measure 151 
of primary interest is the coefficient of variation (𝐶𝑉) that is computed by Eq. (3) as suggested by 152 
Hopp and Spearman (2008) and Trietsch and Baker (2012): 153 
𝐶𝑉2=  
𝜎𝑒
2
𝑡𝑒
2
 = (1−𝑝)𝜎02 + 𝑝 𝑡02
𝑡0
2
  (3) 154 
The squared coefficient of variation (𝐶𝑉2) compares the level of variability in trade contractor 155 
processes considering both the average processing time (first moment) and variance (second moment). 156 
Finally, the average completion time for jobs can be computed using Eq. (4). 157 
𝐶𝑇 = 1+ 𝐶𝑉22  𝑢1−𝑢 𝑡𝑒 + 𝑡𝑒 (4) 158 
Surface chart in Fig. 4 illustrates the results of completion time calculations for different rework 159 
probabilities. 160 
 161 
 162 
 163 
Fig. 4. Process completion time for the trade contractors with different probability of rework 164 
As can be seen in Fig. 4, completion time increases exponentially when probability of rework grows. 165 
The findings of analytical modeling at the trade level, extend those of Jarkas and Radosavljevic (2013) 166 
and Ummer, Maheswari et al. (2014), confirming the negative impacts of workflow variability on the 167 
production and performance in the construction production. 168 
Impacts of decreasing the interval between starts of new activities at the 169 
trade level 170 
In the first analysis, the average interval between activity starts (𝑡𝑎) was controlled for. This stabilizes 171 
the workflow in the trade contractor network. However, it is not always the case in real-world 172 
construction. Intervals between activity starts are variable in order to meet the project deadlines and 173 
make up for the lengthened completion time induced by factors such as rework. Consider the case that 174 
start intervals are reduced to four days instead of five days in the base case. Table 2 shows the 175 
performance measures in this scenario. 176 
Table 2. Trade-level performance measures resulting from reduced activity start intervals (𝒕𝒂) 177 
Parameter Average time between activity starts (𝒕𝒂) = 4 days 
Probability of rework (𝒑) 2% 7% 10% 13% 18% 25% 30% 33% 
Effective Process time (𝒕𝒆) 3.06 3.23 3.33 3.45 3.66 3.95 4.29 4.48 
Effective process rate (𝒓𝒆 = 𝟏𝒕𝒆) 0.33 0.31 0.30 0.29 0.27 0.25 0.23 0.22 
Utilization level (𝒖 = 𝒕𝒆
𝒕𝒂
) 0.77 0.81 0.83 0.86 0.91 0.99 > 1 >1 
 178 
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As is evident in table 2, increasing the rework probability and decreasing the interval between activity 179 
starts have significant impacts on the performance of the trade contractor.  180 
In order to test if both rework probability and reducing the activity start interval have significant 181 
impacts on the process completion time, an analysis of variance was conducted using the General 182 
Linear Model (GLM). Probability plots of process completion times show that the data is normally 183 
distributed and requirements for analysis of variance are satisfied. Fig.5 illustrates the probability 184 
plots of process completion times.  185 
 186 
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Fig. 5. Distribution of process completion times  188 
In the general linear model (GLM), response variable is the completion time and factors are rework 189 
probability (𝑝) and time between activity starts (𝑡𝑎). As can be seen in table 3, results of analysis of 190 
variance show that both factors have significant impacts on the process completion times.  191 
Table 3. Results of general linear model (GLM): completion times versus rework probability and rate of 192 
job assignment 193 
Source Degree of freedom 
Sequential sums 
of squares 
Adjusted sums 
of squares 
Adjusted 
means squares F- statistic P-value 
Rework 
probability (𝒑) 7 6746752 6192340 2064113 1068.78 0.006 
Activity start 1 52574 52574 26287 130.61 0.005 
interval (𝒕𝒂) 
 194 
In table 3, P-values for both factors are less than the critical value (𝛼 =  0.05). Both P-value and F-195 
statistic show that the process completion times significantly differ when rework probability and 196 
activity start intervals are variable. 197 
Coming back to results in tables 1 and 2, a striking difference is noted in the resource utilization level. 198 
Provided that 𝑡𝑎 is equal to four days, trades can catch up until rework probabilities is equal to or less 199 
than 25 per cent. After this point, the resource utilization level reaches 100 per cent and the 200 
production network becomes unstable. The results show that upon the presence of workflow 201 
instability (rework), even a small increase in the rate of activity starts can overwhelm the contractors, 202 
causing successor trades to be delayed. This can result in major project schedule overruns, which will 203 
be analyzed in the next section. 204 
The findings extend those of Mahamid, Bruland et al. (2012) and Golob, Bastič et al. (2013) 205 
(Mahamid, Bruland et al. 2012, Golob, Bastič et al. 2013), indicating that workflow instability results 206 
in inflated completion times and poor performance measures. 207 
Given that residential construction project networks are too complex, not all tangible performance 208 
metrics can be computed analytically. The simulation study described in the next section aims to 209 
address this limitation. Comparing results of two modeling approaches also provides a validation 210 
measure. 211 
Impacts of workflow variability on the productivity at the project level  212 
The previous analytical results revealed the negative impact of workflow variability on the trade-level 213 
performance. This part of the investigation aims to analyze variability impacts on the project-level 214 
performance metrics. To this end, simulation experiments were designed and run in order to analyze 215 
the data.  216 
The project-level statistics of particular interest are completion time (𝐶𝑇), value added (𝑉𝐴) time, 217 
queuing (delay) time, and the level of work-in-process (𝑊𝐼𝑃). Value added time is the duration for a 218 
given job to be processed by trade contractors. However, a job is sometimes unattended and 219 
undergoes queuing (delay) time because all trades are fully utilized. Using cumulative figures for 𝑉𝐴 220 
and delays, completion time (𝐶𝑇) for an apartment is computed using Eq. (5): 221 
𝐶𝑇 = �(𝑉𝐴 + 𝑑𝑒𝑙𝑎𝑦𝑠)𝑘
𝑖=0
                                            (3) 
   222 
In Eq. (3), ‘𝑘’ is the number of interacting trade contractors. 223 
In the discrete event simulation (DES) experiments, trade contractors were not modeled individually 224 
but within the interconnected project network. At the first stage, construction production scenarios 225 
with different rework rates were analyzed. Each scenario was simulated for 100 times in order to 226 
achieve the desired statistical confidence level of 95%. Construction processes were simulated for 227 
long periods in order to pass the transient behavior and reach a steady state. The results of running the 228 
simulation models have been shown in table 4. 229 
Table 4. Project-level performance measures in different production scenarios 230 
Parameter Average time between activity starts (𝒕𝒂) = 5 days 
Probability of rework (𝒑) 2% 7% 10% 13% 18% 25% 30% 33% 
Completion time (𝑪𝑻) 115.79 133.33 146.67 162.96 200.00 293.33 440.00 628.57 
Value added (𝑽𝑨) time 114 114 114 114 114 114 114 114 
Queuing time (delays) 1.79 19.33 32.67 48.96 86 179.33 326 514.57 
Work-in-process (𝑾𝑰𝑷)  21.00 24.18 26.60 29.56 36.27 53.20 79.80 114.00 
 231 
As can be seen, completion times nonlinearly increase in the production scenarios with higher rework 232 
probabilities. Furthermore, the level of work-in-process builds up and causes congestion in the trade 233 
network that further increases delays.  234 
Project-level results are in line with those of the trade-level in the previous section and provide a 235 
measure of validation. The findings are consistent with the previous research (Alsehaimi, Koskela et 236 
al. 2013, Gündüz, Nielsen et al. 2013), indicating that workflow variability, caused by factors such as 237 
rework, is directly translated into long delays and late completions.  238 
Decreasing the activity start intervals in the simulation experiments worsened the performance 239 
measures at the project level. Table 5 presents the results of running the simulation models in activity 240 
start intervals are are reduced to four days instead of five days in the base case. 241 
Table 5. Project-level performance measures resulting from reduced activity start intervals (𝒕𝒂) 242 
Parameter Average time between activity starts (𝒕𝒂) = 4 days 
Probability of rework (𝒑) 2% 7% 10% 13% 18% 25% 30% 33% 
Completion time (𝑪𝑻) 173.91 222.22 266.67 333.33 420.43 530.55 650.76 756.50 
Value added (𝑽𝑨) time 114 114 114 114 114 114 114 114 
Queuing time (delays) 59.91 108.22 152.67 219.33 306.43 416.55 536.76 642.5 
Work-in-process (𝑾𝑰𝑷)  23.88 30.51 36.62 45.77 57.73 72.85 89.36 128.47 
 243 
Results in table 5 show that reducing the average time between activity starts, increases the work-in-244 
process level significantly. Furthermore, longer delays (non-value-added times) in table 5 than those 245 
in table 4, highlight a significant amount of waste in the production processes. In addition, a striking 246 
difference is observable in the completion times (𝐶𝑇) by comparing the results in the two tables. 247 
Since the average time between activity starts (𝑡𝑎) is shorter in table 5, any small increase in the 248 
workflow variability, caused by rework, nonlinearly inflates the 𝐶𝑇. A comparison of the completion 249 
times has been illustrated in Fig.6. 250 
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Fig. 6. Completion times in two production scenarios 253 
Results in table 5 show that decreasing 𝑡𝑎 causes the 𝑊𝐼𝑃 level to grow in a chain reaction, resulting 254 
in delays caused by shortage of resources. In fact, construction production networks can become 255 
congested (due to higher 𝑊𝐼𝑃 levels and longer delays) when the workflow is not stable. The findings 256 
extend those of Mitropoulos and Nichita (2010), and Liao, O'Brien et al. (2011), indicating that 257 
project managers should be extremely cautious about releasing excessive number of jobs to the 258 
network of trades especially when the workflow is subject to some kind of variability such as rework. 259 
In other words, solely focusing on process times at the expense of other production variables can be 260 
misleading. 261 
Conclusions 262 
Prior work has documented the negative impact of variability on performance metrics of construction 263 
projects. However such studies fall short of a holistic approach towards workflow variability and its 264 
impacts on both trade-level and project-level productivity and performance. In order to bridge this gap, 265 
this study quantitatively analyzed the impacts workflow variability on tangible performance metrics in 266 
several construction production scenarios. Towards this end, mathematical modeling at the trade level 267 
and discrete event simulation modeling at the project level were conducted to analyze the data. 268 
The findings clearly show that construction performance and productivity are very sensitive to the 269 
interval of activity starts especially when workflow is subject to variability, caused by factors such as 270 
rework. That is, an increase in work quantities at the same time as trade involvement in process 271 
variability significantly inflates completion times resulting in workflow congestions and wasted time 272 
in the interconnected network of trades. These findings extend those of Hastak, Mullens et al. (2005) 273 
and El-Gohary and Aziz (2014), confirming that performance and productivity in the construction 274 
production can be improved through variability reduction approaches. In addition, control of 275 
workflow variability can streamline processes within the network of trades and avoid frequent work 276 
overloads or work starvations imposed on trade contractors. 277 
Research contributions and opportunities for future research  278 
This work contributes to the body of knowledge in engineering management by developing an insight 279 
into the dynamics of workflow variability and its impact on construction productivity and 280 
performance. Most notably it is one of few studies to our knowledge that takes a holistic approach 281 
towards analysis of both trade-level and project-level performance using two modeling approaches. 282 
The results provide compelling evidence that excessive system loading together with workflow 283 
variability results in work congestions and productivity loss. It is suggested that project managers 284 
avoid assigning excessive levels of work quantities to trade contractors when the workflow is subject 285 
to variability.  286 
This study reveals the tip of the iceberg in performance-related issues in the construction production. 287 
Further research should analyze other management-related variables that affect the construction 288 
production and identify feasible interventions in order to control their effects on performance and 289 
productivity. Furthermore, variability and its effects on the entire supply chain of Architectural, 290 
Engineering and construction (AEC) projects should also be modeled and analyzed. 291 
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