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EXISTENCE OF COMMON HYPERCYCLIC SUBSPACES FOR
THE DERIVATIVE OPERATOR AND THE TRANSLATION
OPERATORS
QUENTIN MENET
Abstract. We show that the non-zero multiples of the derivative operator
and the non-zero multiples of non-trivial translation operators on the space of
entire functions share a common hypercyclic subspace, i.e. a closed infinite-
dimensional subspace in which each non-zero vector has a dense orbit for each
of these operators.
1. Introduction
Let X be a separable infinite-dimensional Fréchet space and T a continuous and
linear operator on X . We say that T is hypercyclic if there exists a vector x ∈ X
(also called hypercyclic) such that the orbit Orb(x, T ) := {T nx : n ≥ 0} is dense in
X , and we denote by HC(T ) the set of hypercyclic vectors for T .
If HC(T ) is non-empty, it is known that HC(T ) is a dense Gδ-set [6] and that
HC(T )∪{0} contains a dense infinite-dimensional subspace [8, 12]. One can wonder
if HC(T )∪{0} is also spaceable, i.e. contains a closed infinite-dimensional subspace.
It was proved in [16] that this is not the case in general: there exist some hypercyclic
operators T for which HC(T ) ∪ {0} is not spaceable. If HC(T ) ∪ {0} is spaceable,
we will say that T possesses a hypercyclic subspace. The interested reader can refer
to two books [4, 11] for more information about hypercyclic operators and to the
book [2] for more information about spaceability.
In this paper, we investigate the multiples of the derivative operator D on H(C)
defined by Df = f ′ and the multiples of the translation operators Ta on H(C)
defined by Taf(·) = f(· + a). Recall that H(C) is the space of entire functions
on the whole complex plane endowed with the topology of uniform convergence on
compact subsets which is induced by the sequence of norms (pj)j≥1 given by
pj(f) = sup
|z|<j
|f(z)|.
These operators are the first examples of hypercyclic operators [7, 14]. In fact, each
non-zero multiple of the derivative operator [18, 15] and each non-zero multiple
of a non-trivial translation operator [17] possesses a hypercyclic subspace. One
can therefore wonder if a non-zero multiple of the derivative operator and a non-
zero multiple of a non-trivial translation operator possess a common hypercyclic
subspace, i.e. a closed infinite-dimensional subspace in which each non-zero vector
is hypercyclic for each of these operators. A sufficient condition for the existence
of a common hypercyclic subspace for a countable family can be found in [1].
2010 Mathematics Subject Classification. Primary 47A16.
Key words and phrases. Common hypercyclic vectors; Hypercyclic subspaces.
1
2 Q. MENET
Theorem 1.1 (Criterion M0 for countable families [1]). Let X be a separable
Fréchet space with a continuous norm and let {Tλ}λ∈Λ be a family of operators
where Λ is at most countable. Let M0 be a closed infinite-dimensional subspace
of X. If for every λ ∈ Λ, there exists an increasing sequence (nk) such that the
operator Tλ satisfies the Hypercyclicity Criterion along (nk) and such that for every
x ∈M0, T
nk
λ x tends to 0, then the family {Tλ}λ∈Λ possesses a common hypercyclic
subspace.
The difficulty in using this criterion relies on the existence of the subspace M0.
We will see in Section 2 how we can succeed to construct such a subspace for the
operators µD and Ta in order to deduce the existence of a common hypercyclic
subspace for these two operators.
Thanks to Costakis and Sambarino [10], we also know that the family of the
non-zero multiples of the derivative operator {µD}µ6=0 possesses a dense Gδ-set of
common hypercyclic vectors and that the family of non-trivial translation operators
{Ta}a∈C\{0} possesses a dense Gδ-set of common hypercyclic vectors. In 2010,
Shkarin [19] improved this last result by showing that the family {µTa}a,µ∈C\{0}
possesses a dense Gδ-set of common hypercyclic vectors. The family {µD}µ6=0 ∪
{µTa}a,µ∈C\{0} thus possesses a dense Gδ-set of common hypercyclic vectors.
One can therefore wonder if the above families possess a common hypercyclic
subspace. Since these families are uncountable, we cannot use the previous crite-
rion. However, there also exist versions of criterion M0 for uncountable families
parametrized by a one-dimensional set [3, 5]. In particular, it is shown in [5] that
the uncountable family {µD}µ6=0 possesses a common hypercyclic subspace. Unfor-
tunately, we cannot apply these criteria to the family {µTa}a,µ∈C\{0} and it is thus
not known if the family {µTa}a,µ∈C\{0} possesses a common hypercyclic subspace.
However, we can easily adapt Theorem 4.1 in [5] in order to obtain a sufficient
condition for the existence of common hypercyclic subspaces which can be applied
to the two-dimensional family {µTa}a,µ∈C\{0}. Indeed, if we look at the proof of
this theorem, we can remark that we only need the following properties in order to
construct a common hypercyclic subspace:
Theorem 1.2 (Criterion M0 for uncountable families). Let X be a Fréchet space
with a continuous norm, let Y be a separable Fréchet space and let {Tk,λ}λ∈Λ be
a family of sequences of operators in L(X,Y ). Suppose that there exist chains
(Λjn)n≥1 of Λ (j = 0, 1, 2) satisfying:
(i) for every k, n ≥ 1, the family {Tk,λ}λ∈Λ0n is equicontinuous;
(ii) for every n ≥ 1, there exists a dense subset Xn,0 of X such that for every
x ∈ Xn,0,
Tk,λx −−−−→
k→∞
0 uniformly on λ ∈ Λ1n;
(iii) for every l, n ≥ 1, every ε > 0, every y ∈ Y , every K0 ≥ 0, there exist
x ∈ X and K1 ≥ K0 such that pl(x) < ε and such that for every λ ∈ Λ2n,
there exists k ∈ [K0,K1] such that
ql(Tk,λx− y) < ε
(iv) there exists an infinite-dimensional closed subspace M0 such that for any
(λ, x) ∈ Λ×M0,
Tk,λx −−−−→
k→∞
0.
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Then {(Tn,λ)n≥0}λ∈Λ has a common hypercyclic subspace.
Thanks to this criterion, we will be able to show in Section 3 that the family
{µTa}a,µ∈C\{0} and even the family {µD}µ6=0 ∪ {µTa}a,µ∈C\{0} possess a common
hypercyclic subspace. This is the main result of this paper.
Theorem 1.3. The family {λD}λ∈C\{0}∪{µTa}a,µ∈C\{0} possesses a common hy-
percyclic subspace.
2. Common hypercyclic subspace for µD and Ta
Let µ 6= 0 and a 6= 0. We are interested in the existence of common hypercyclic
subspaces for µD and Ta. Since the family {µD, Ta} is finite and since µD and Ta
satisfy the Hypercyclicity Criterion along every increasing sequence, if follows from
Theorem 1.1 that it suffices to find increasing sequences (nk) and (mk) and to find
a closed infinite-dimensional M0 such that for every f ∈ H(C), we have
(µD)nkf −−−−→
k→∞
0 and Tmka f −−−−→
k→∞
0.
The existence of such increasing sequences (nk) and (mk) and such a closed infinite-
dimensional subspace M0 will follow from the following theorem.
Theorem 2.1 (Criterion (Mk) for finite families [5, Theorem 2.3]). Let X be
an infinite-dimensional Fréchet space with continuous norm, let Y be a separable
Fréchet space and let Λ be a finite set. Let {(Tk,λ)k≥1}λ∈Λ be a family of sequences
of operators in L(X,Y ). Suppose that
(1) there exists a dense subset X0 of X such that for any x ∈ X0, any λ ∈ Λ,
Tk,λx −−−−→
k→∞
0;
(2) there exists a non-increasing sequence of infinite-dimensional closed sub-
spaces (Mk) of X such that for every λ ∈ Λ, the sequence (Tk,λ)k≥1 is
equicontinuous along (Mk).
Then for any map φ : N→ N there exist an increasing sequence of integers (ks)s≥1
and an infinite-dimensional closed subspace M0 of X such that for any x ∈ M0,
any λ ∈ Λ,
Tk,λx
k∈I
−−−−→
k→∞
0,
where I =
⋃
s≥1[ks, ks + φ(ks)].
The proof of the existence of a common hypercyclic subspace for µD and Ta can
then be divided into two steps:
(1) There exists a dense setX0 and two increasing sequences of positive integers
(nk) and (mk) such that for every f ∈ X0, (µD)nkf → 0 and Tmka f → 0.
(2) There exists a non-increasing sequence of closed infinite-dimensional sub-
spaces (Mk) such that for every j ≥ 1, there exists a continuous norm qj
on H(C) such that for every k ≥ j, every f ∈Mk, we have
pj((µD)
nkf) ≤ qj(f) and pj(T
mk
a f) ≤ qj(f).
In order to construct the set X0 and the sequence (Mk), we will repeatedly use
the well-known Mergelyan’s Theorem.
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Theorem 2.2 (Mergelyan’s Theorem). Let K be a compact subset of C with con-
nected complement. If h : K → C is a function continuous on K and holomorphic
in the interior of K then for every ε > 0, there exists a polynomial P such that
sup
z∈K
‖h(z)− P (z)‖ < ε.
We notice that if K is a finite union of pairwise disjoint closed disks in C then K
is a compact subset with connected complement. In particular, we directly deduce
the following lemma from Mergelyan’s Theorem.
Lemma 2.3. For every j ≥ 1, there exists N ≥ 0 such that for every n ≥ N , every
ε > 0, every f ∈ H(C), there exists a polynomial P such that
pj(P ) < ε and pj(T
n
a (P + f)) < ε.
Proof. Let j ≥ 1. We consider N > 2j|a| so that for every n ≥ N , we have
D(0, j) ∩D(−an, j) = ∅ where D(x, r) = {z ∈ C : |z − x| ≤ r}. We then ob-
tain the desired result by applying Mergelyan’s theorem to the function h defined
from D(0, j) ∪ D(−an, j) to C by h(z) = −f(z) if z ∈ D(−an, j) and h(z) = 0
otherwise. 
If X0 is the set of polynomials then it is obvious that (µD)nP → 0 for every
P ∈ X0. However, if P is a non-zero polynomial, we never have T na P → 0, even if
we look along a subsequence. Thanks to the above lemma, we can however perturb
a dense sequence of polynomials in order to get the desired convergences.
Proposition 2.4. There exist a dense set X0 and two increasing sequences of
positive integers (nk) and (mk) such that for every f ∈ X0, (µD)nkf → 0 and
Tmka f → 0.
Proof. We consider a dense sequence of polynomials (Pl,l)l≥0 and we construct by
induction a family of polynomials (Pl,k)l<k such that the set X0 = {
∑∞
i=l Pl,i : l ≥
0} is well-defined and satisfies the required conditions.
We start by letting n1 = deg(P0,0) + 1 and by using Lemma 2.3 in order to obtain
a polynomial P0,1 and a positive integer m1 satisfying
• p1(P0,1) <
1
2 ;
• p1((µD)n1P0,1) <
1
2 ;
• p1(Tm1a (P0,0 + P0,1) <
1
2 .
The second condition can be satisfied because the operator µD is continuous and
there thus exists j ≥ 1 and ε > 0 such that if pj(P0,1) < ε then p1((µD)n1P0,1) < 12 .
More generally, if we assume that the family (Pl,j)l<j has been constructed for
every j < k then we let nk = max{deg(Pl,k−1) : l ≤ k − 1} + 1 and we use
Lemma 2.3 several times in order to obtain polynomials (Pl,k)l<k and a positive
integer mk > mk−1 such that for every l < k
• pk(Pl,k) <
1
2k
;
• pk((µD)njPl,k) <
1
2k
for every j ≤ k;
• pk(T
mj
a Pl,k) <
1
2k for every j < k;
• pk
(
Tmka
(∑k
j=l Pl,j
))
< 1
2k
.
The second and the third conditions can be satisfied by using as previously the
continuity of µD and the continuity of Ta.
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Let X0 := {
∑∞
i=l Pl,i : l ≥ 0}. We first remark that each series
∑∞
i=l Pl,i is con-
vergent and that X0 is dense since for every i > l, pi(Pl,i) < 12i . Moreover, by
definition of the sequence (nj) we have DnjPl,i = 0 for every i < j. Therefore, if
j ≥ max{l, k}, we have
pk
(
(µD)nj
( ∞∑
i=l
Pl,i
))
= pk
(
(µD)nj
( ∞∑
i=j
Pl,i
))
≤
∞∑
i=j
pi((µD)
njPl,i) ≤
∞∑
i=j
1
2i
−−−−→
j→+∞
0
and
pk
(
Tmja
( ∞∑
i=l
Pl,i
))
≤ pj
(
Tmja
( j∑
i=l
Pl,i
))
+
∞∑
i=j+1
pi(T
mj
a Pl,i)
<
1
2j
+
∞∑
i=j+1
1
2i
−−−−→
j→+∞
0.

Let p′j(f) =
∑∞
k=0 |xk|j
k where f =
∑∞
k=0 xkz
k. The sequence (p′j) is another
increasing sequence of norms inducing the topology of H(C) which is particularly
useful when we want to construct a hypercyclic subspace for the operators P (D)
where P is a non-constant polynomial (see [15]). For instance, the existence of an in-
creasing sequence (nk) and a non-increasing sequence of closed infinite-dimensional
subspaces (Mk) such that ((µD)nk) is equicontinuous along (Mk) relies on the fact
that for every k
lim sup
n
max
m,j≤k
p′j((µD)
mzn)
p′2j(z
n)
= lim sup
n
max
m,j≤k
|µ|m(
∏n
l=n−m+1 l)j
n−m
(2j)n
= 0.
Indeed, thanks to these equalities, we can find an increasing sequence (nk) such
that for every i, j ≤ k,
p′j((µD)
niznk) ≤ p′2j(z
nk)
and it is not difficult to prove that ((µD)nk) is then equicontinuous along (Mk) if
we let Mk = span{znl : l ≥ k}.
In fact, the construction of a convenient sequence (Mk) for µD mainly relies
on the valuation of considered elements. The following lemma will allow us to
adapt the above reasoning in order to obtain a non-increasing sequence of closed
infinite-dimensional subspaces (Mk) working for both µD and Ta.
Lemma 2.5. Let (mk) be an increasing sequence of positive integers such that
m1|a| > 2 and D(−mja, j) ∩ D(−mka, k) = ∅ for every j 6= k. Then for every
k ≥ 1, every ε > 0, every d ≥ 0, there exists a polynomial P such that
val(P ) ≥ d, p1(P ) ≥
1
2
and pj(T
mj
a P ) < ε for every j ≤ k.
Proof. We define a function g from D(0, 1) ∪
⋃
j≤kD(−amj , j) to C by g(z) = 1
if z ∈ D(0, 1) and g(z) = 0 otherwise. By assumption, g is well-defined and since
g is continuous on D(0, 1) ∪
⋃
j≤kD(−amj , j) and holomorphic on the interior of
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D(0, 1) ∪
⋃
j≤kD(−amj , j), we deduce from the Mergelyan’s Theorem that there
exists a polynomial Q such that
p1(Q − 1) <
1
2
and sup
z∈D(−amj ,j)
|Q(z)| <
ε
(|a|mj + j)d
for every j ≤ k.
Let j ≤ k. We deduce that if we let P (z) = zdQ(z), then we have val(P ) ≥ d,
pj(T
mj
a P ) = sup
z∈D(−amj,j)
|P (z)| ≤ (|a|mj + j)
d sup
z∈D(−amj ,j)
|Q(z)| < ε
and since p1(Q − 1) < 12 , we have
p1(P ) = sup
|z|=1
|zdQ(z)| = sup
|z|=1
|Q(z)| ≥
1
2
.

Proposition 2.6. Let (nk) and (mk) be two increasing sequences of positive inte-
gers. If m1|a| > 2 and D(−mja, j) ∩ D(−mka, k) = ∅ for every j 6= k then there
exists a non-increasing sequence of closed infinite-dimensional subspaces (Mk) such
that for every j ≥ 1, there exists a continuous norm qj on H(C) such that for every
k ≥ j, every f ∈Mk, we have
pj((µD)
nkf) ≤ qj(f) and pj(T
mk
a f) ≤ qj(f).
Proof. Since the sequence (p′j) is an increasing sequence of norms inducing the
topology of H(C), we deduce that for every j ≥ 0, there exists Cj > 0 and lj ≥ 1
such that for every f ∈ H(C), pj(f) ≤ Cjp′lj (f).
Let P0 = 1. We then consider a sequence (Pk)k≥1 such that for every k ≥ 1
• val(Pk) > deg(Pk−1);
• p1(Pk) ≥
1
2 ;
• val(Pk) ≥ Nk where Nk satisfies
sup
n≥Nk
max
i,j≤k
p′lj ((µD)
nien)
p′2lj (en)
≤ 1.
• pj(T
mj
a Pk) ≤
1
2k for every j ≤ k.
The existence of Nk follows from the fact that
lim sup
n
max
i,j≤k
p′lj ((µD)
nien)
p′2lj (en)
= lim sup
n
max
i,j≤k
ln−nij |µ|
ni
∏n
ν=n−ni+1
ν
(2lj)n
≤ lim sup
n
max{1, |µ|}nknnk
2n
= 0.
and the existence of the sequence (Pk)k≥1 follows from Lemma 2.5.
Since val(Pk+1) > deg(Pk), the sequence (Pk)k≥1 is a basic sequence in H(C).
We let Mk = span{Pl : l ≥ k} and we show that this sequence of closed infinite-
dimensional subspaces satisfies the required conditions. We first remark that if
f =
∑∞
l=k alPl is convergent then the sequence (al)l≥k is bounded by 2C1p
′
l1
(f).
Indeed, since p1(Pl) ≥ 12 , we have
|al| ≤ 2p1(alPl) ≤ 2C1p
′
l1
(alPl) ≤ 2C1p
′
l1
(f).
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Let 1 ≤ j ≤ k and f =
∑∞
l=k alPl ∈Mk. We have thus
pj(T
mk
a f) ≤
∞∑
l=k
pk(T
mk
a (alPl)) ≤
∞∑
l=k
|al|
2l
≤ 2C1p
′
l1
(f)
and
pj((µD)
nkf) ≤ Cjp
′
lj
((µD)nkf) =
∞∑
l=k
Cjp
′
lj
((µD)nk (alPl))
≤
∞∑
l=k
Cjp
′
2lj (alPl) since val(Pl) ≥ Nl
= Cjp
′
2lj (f).
We have thus the desired result if we consider qj = max{2C1p′l1 , Cjp
′
2lj
}. 
Theorem 2.7. The operators µD and Ta possess a common hypercyclic subspace.
Proof. By Proposition 2.4, there exist a dense set X0 and two increasing sequences
of positive integers (nk) and (mk) such that for every f ∈ X0, (µD)nkf → 0
and Tmka f → 0. Without loss of generality, we can assume that m1|a| > 2 and
D(−mja, j)∩D(−mka, k) 6= ∅ for every j 6= k. Thanks to Proposition 2.6, we then
get the existence of a non-increasing sequence of infinite-dimensional closed sub-
spaces (Mk) of X such that ((µD)nk )k and (Tmka )k are equicontinuous along (Mk).
We now deduce from Theorem 2.1 applied with Tk,1 = (µD)nk and Tk,2 = Tmka
that there exist a closed infinite-dimensional closed subspace M0 and subsequences
(n′k) of (nk) and (m
′
k) of (mk) such that for every f ∈M0,
(µD)n
′
kf → 0 and Tm
′
k
a f → 0.
Since µD and Ta satisfy the Hypercyclicity Criterion along each increasing sequence
and thus in particular along (n′k) and (m
′
k), the desired result follows from Theo-
rem 1.1. 
3. Common hypercyclic subspace for {µD}µ∈C\{0} and {µTa}a,µ∈C\{0}
In this section, we are interested in the family {µD}µ∈C\{0} ∪ {µTa}a,µ∈C\{0}.
We remark that the considered family is now infinite and even uncountable. Fortu-
nately, in order to show that the families {µD}µ∈C\{0} and {µTa}a,µ∈C\{0} possess
a common hypercyclic subspace, it suffices to show that the families {ebD}b∈R and
{ebTa}b∈R,a∈T possess a common hypercyclic subspace since HC(λT ) = HC(T ) if
λ ∈ T (see [13]) and since HC(Ta) = HC(Tb) if ab ∈ R
+( see [9]).
The existence of common hypercyclic subspaces for the families {ebD}b∈R and
{ebTa}b∈R,a∈T will be obtained by applying Theorem 1.2 to the family {Tk,λ}λ∈Λ
given by
• Λ := R ∪ (T× R),
• Tk,b = ebDn˜k for every b ∈ R,
• Tk,(a,b) = e
bT m˜ka for every a ∈ T\{1}, every b ∈ R,
• Tk,(1,b) = e
bT t˜k1 for every b ∈ R
and by considering the chains (Λn) given by
Λn = [−n, n]∪
(
T×[−n, n]
)
or [−n, n]∪
(
(T\{eiθ : |θ| <
1
n
})×[−n, n]
)
∪
(
{1}×[−n, n]
)
.
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The existence of a suitable subspace M0 will be again obtained thanks to Crite-
rion (Mk).
Theorem 3.1 (Criterion (Mk) for infinite families [5, Theorem 2.3]). Let X be
an infinite-dimensional Fréchet space with continuous norm, let Y be a separable
Fréchet space and let Λ be a set. Let {(Tk,λ)k≥1}λ∈Λ be a family of sequences of
operators in L(X,Y ). Suppose that there exist chains (Λjn)n≥1 of Λ (j = 0, 1, 2)
satisfying:
(i) for each n ∈ N and each k ∈ N, the family {Tk,λ}λ∈Λ0n is equicontinuous;
(ii) for each n ∈ N, there exists a dense subset Xn,0 of X such that for any
x ∈ Xn,0,
Tk,λx −−−−→
k→∞
0 uniformly on λ ∈ Λ1n;
(iii) there exists a non-increasing sequence of infinite-dimensional closed sub-
spaces (Mk) of X such that for each n ≥ 1, the family of sequences
{(Tk,λ)k≥1}λ∈Λ2n
is uniformly equicontinuous along (Mk).
Then for any map φ : N→ N there exist an increasing sequence of integers (ks)s≥1
and an infinite-dimensional closed subspace M0 of X such that for any (x, λ) ∈
M0 × Λ,
Tk,λx
k∈I
−−−−→
k→∞
0,
where I =
⋃
s≥1[ks, ks + φ(ks)].
As previously, we will use repeatedly Mergelyan’s Theorem in order to construct
the set X0 and the sequence (Mk). In view of our operators, we would like to
consider the compact sets D(0, j)∪
[⋃k1
k=k0
⋃
a∈TD(−ak, j)
]
. Unfortunately, these
sets have not a connected complement. For this reason, we will work with the
following compact sets
D(0, j) ∪
[ k1⋃
k=k0
⋃
a∈T\{eiα:α∈]−θ,θ[}
D(−ak, j)
]
∪
k3⋃
k=k2
D(−k, j)
which have a connected complement if θ > 0 and k0 and k2− k1 are sufficiently big
.
Lemma 3.2. Let φ : N → N be a map and let (mk) and (tk) be two increasing
sequences. For every θ ∈]0, pi[, every j ≥ 1, every K ≥ 0, there exist k1, k2 ≥ K
such that for every ε > 0, every b > 0, every f ∈ H(C), there exists a polynomial
P such that
(1) pj(P ) < ε;
(2) for every a ∈ T\{eiα : α ∈]− θ, θ[}, every k ∈ [mk1 ,mk1 + φ(mk1 )],
pj(e
bkT ka (P + f)) < ε;
(3) for every k ∈ [tk2 , tk2 + φ(tk2)],
pj(e
bkT k1 (P + f)) < ε.
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Proof. Let Ωk :=
⋃
a∈T\{eiα:α∈]−θ,θ[}D(−ak, j). There exists k1 ≥ K such that
D(0, j)∩
⋃mk1+φ(mk1 )
k=mk1
Ωk = ∅ and such that the complement ofD(0, j)∪
⋃mk1+φ(mk1)
k=mk1
Ωk
is connected. We can also find k2 ≥ K such that
⋃tk2+φ(tk2 )
k=tk2
D(−k, j) is dis-
joint of
⋃mk1+φ(mk1 )
k=mk1
Ωk and of D(0, j), and such that the complement of Ω :=
D(0, j) ∪
⋃mk1+φ(mk1 )
k=mk1
Ωk ∪
⋃tk2+φ(tk2 )
k=tk2
D(−k, j) is connected.
We define a function h from Ω to C by h(z) = 0 if z ∈ D(0, j) and h(z) = −f(z)
otherwise. Since h is continuous on Ω and holomorphic on the interior of Ω, we
deduce from the Mergelyan’s Theorem that there exists a polynomial P such that
pj(P ) < ε and sup
z∈Ω\D(0,j)
∣∣P (z) + f(z)∣∣ < ε
ebC
,
where C = max{mk1 + φ(mk1), tk2 + φ(tk2)}. We deduce that
(1) for every a ∈ T\{eiα : α ∈]− θ, θ[}, every k ∈ [mk1 ,mk1 + φ(mk1)],
pj(e
bkT ka (P + f)) ≤ e
bC sup
z∈Ωk
∣∣P (z) + f(z)∣∣ < ε;
(2) for every k ∈ [tk2 , tk2 + φ(tk2 )],
pj(e
bkT k1 (P + f)) ≤ e
bC sup
z∈D(−k,j)
∣∣P (z) + f(z)∣∣ < ε;

Given a map φ : N → N, we say that a sequence (nk)k≥1 is φ-increasing if for
every k ≥ 1, we have
nk+1 > nk + φ(nk).
Thanks to Lemma 3.2, we can then prove the following proposition which will allow
us to show that the condition (ii) of Theorem 3.1 is satisfied by our family (Tk,λ).
Proposition 3.3. Let φ : N→ N and let (nk), (mk) and (tk) be three φ-increasing
sequences. There exist a dense subset X0 of H(C) and three increasing sequences
(k0,s), (k1,s) and (k2,s) such that for every b > 0, every θ ∈]0, pi[, every x ∈ X0,
(1) ebkDkx
k∈N
−−−−→
k→∞
0;
(2) ebkT ka x
k∈M
−−−−→
k→∞
0 uniformly on a ∈ T\{eiα : α ∈]− θ, θ[};
(3) ebkT k1 x
k∈T
−−−−→
k→∞
0;
where N =
⋃
s≥1[nk0,s , nk0,s + φ(nk0,s )], M =
⋃
s≥1[mk1,s ,mk1,s + φ(mk1,s)] and
T =
⋃
s≥1[tk2,s , tk2,s + φ(tk2,s)].
Proof. Let φ be a map from N to N and let (nk), (mk) and (tk) be three φ-increasing
sequences. We consider a dense sequence of polynomials (Pl,l)l≥0 and we construct
by induction three increasing sequences (k0,s), (k1,s) and (k2,s) and a family of
polynomials (Pl,k)l<k such that the set X0 = {
∑∞
i=l Pl,i : l ≥ 0} is well-defined and
satisfies the required conditions.
We start by choosing nk0,1 > deg(P0,0) and by using Lemma 3.2 in order to obtain
a polynomial P0,1 and two positive integers k1,1 and k2,1 satisfying
• p1(P0,1) <
1
2 ;
• p1(e
kDkP0,1) <
1
2 for every k ∈ [nk0,1 , nk0,1 + φ(nk0,1 )];
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• p1(ekT ka (P0,0 + P0,1)) <
1
2 for every k ∈ [mk1,1 ,mk1,1 + φ(mk1,1 )] and every
a ∈ T\{eiα : α ∈]− 1, 1[};
• p1(ekT k1 (P0,0 + P0,1)) <
1
2 for every k ∈ [tk2,1 , tk2,1 + φ(tk2,1 )];
More generally, if we assume that the family (Pl,j)l<j has been constructed for
every j < s then we choose nk0,s > max{deg(Pl,s−1) : l ≤ s− 1} with k0,s > k0,s−1
and we use Lemma 3.2 several times in order to obtain polynomials (Pl,s)l<s and
two positive integers k1,s > k1,s−1 and k2,s > k2,s−1 such that for every l < s
• ps(Pl,s) <
1
2s ;
• ps(eskDkPl,s) <
1
2s for every k ∈
⋃
j≤s[nk0,j , nk0,j + φ(nk0,j )];
• ps(eskT ka Pl,s) <
1
2s for every k ∈
⋃
j<s[mk1,j ,mk1,j + φ(mk1,j )] and every
a ∈ T;
• ps(eskT k1 Pl,s) <
1
2s for every k ∈
⋃
j<s[tk2,j , tk2,j + φ(tk2,j )];
• ps
(
eskT ka
(∑s
j=l Pl,j
))
< 12s for every k ∈ [mk1,s ,mk1,s + φ(mk1,s )] and
every a ∈ T\{eiα : α ∈]− 1
s
, 1
s
[};
• ps
(
eskT k1
(∑s
j=l Pl,j
))
< 12s for every k ∈ [tk2,s , tk2,s + φ(tk2,s )]
Let X0 := {
∑∞
i=l Pl,i : l ≥ 0}. We first remark that each series
∑∞
i=l Pl,i is conver-
gent and that X0 is dense since for every l < i, pi(Pl,i) < 12i . We can now prove
the desired properties:
(1) for every l, s ≥ 1, every b > 0, every j ≥ max{l, s, b} and every k ∈
[nk0,j , nk0,j + φ(nk0,j )],
ps
(
ebkDk
( ∞∑
i=l
Pl,i
))
= ps
(
ebkDk
( ∞∑
i=j
Pl,i
))
≤
∞∑
i=j
pi(e
ikDkPl,i) ≤
∞∑
i=j
1
2i
→ 0;
(2) for every l, s ≥ 1, every b > 0, every θ ∈]0, pi[, every j ≥ max{l, s, b, 1
θ
},
every k ∈ [mk1,j ,mk1,j +φ(mk1,j )], every a ∈ T\{e
iα : α ∈]−θ, θ[}, we have
ps
(
ebkT ka
( ∞∑
i=l
Pl,i
))
≤ pj
(
ejkT ka
( j∑
i=l
Pl,i
))
+
∞∑
i=j+1
pi(e
ikT ka Pl,i)
<
1
2j
+
∞∑
i=j+1
1
2i
→ 0.
(3) for every l, s ≥ 1, every b > 0, every j ≥ max{l, s, b} and every k ∈
[tk2,j , tk2,j + φ(tk2,j )],
ps
(
ebkT k1
( ∞∑
i=l
Pl,i
))
≤ pj
(
ejkT k1
( j∑
i=l
Pl,i
))
+
∞∑
i=j+1
pi(e
ikT k1 Pl,i)
<
1
2j
+
∞∑
i=j+1
1
2i
→ 0.

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We now need to show that the condition (iii) of Theorem 3.1 is also satisfied by
our family (Tk,λ). In order to construct the required subspaces Mk, a control on
the valuation of the polynomials given by Mergelyan’s Theorem is necessary. We
thus prove the following result.
Lemma 3.4. Let φ : N → N be a map and let (mk) and (tk) two φ-increasing
sequences. There exist two increasing sequences (k1,s) and (k2,s) such that for
every b > 0, every ε > 0, every d ≥ 0, every s ≥ 1, there exists a polynomial P
such that
(1) val(P ) ≥ d and p1(P ) ≥
1
2 ;
(2) for every j ≤ s, every a ∈ T\{eiα : α ∈]− 1
j
, 1
j
[}, every k ∈ [mk1,j ,mk1,j +
φ(mk1,j )],
pj(e
bkT ka P ) < ε;
(3) for every j ≤ s, every k ∈ [tk2,j , tk2,j + φ(tk2,j )],
pj(e
bkT k1 P ) < ε.
Proof. Let Ωk,s =
⋃
a∈T\{eiα:α∈]− 1
s
, 1
s
[}D(−ak, s). We first remark that we can
construct by induction two increasing sequences (k1,s) and (k2,s) such that the
sets D(0, 1),
⋃mk1,s+φ(mk1,s )
k=mk1,s
Ωk,s (s ≥ 1) and
⋃tk2,s+φ(tk2,s )
k=tk2,s
D(−k, s) (s ≥ 1) are
pairwise disjoint and such that for every s ≥ 1, the complement of Ωs := D(0, 1) ∪⋃
j≤s
⋃mk1,j+φ(mk1,j )
k=mk1,j
Ωk,j ∪
⋃
j≤s
⋃tk2,s+φ(tk2,s )
k=tk2,s
D(−k, j) is connected.
Let b > 0, ε > 0, d ≥ 0 and s ≥ 1. We can define a function h from Ωs to C by
h(z) = 1 if z ∈ D(0, 1) and h(z) = 0 otherwise. By assumption, h is well-defined
and since h is continuous on Ωs and holomorphic on the interior of Ωs, we deduce
from the Mergelyan’s Theorem that there exists a polynomial Q such that
p1(Q− 1) <
1
2
and sup
z∈Ωs\D(0,1)
|Q(z)| <
ε
ebCCd
,
where C = sup{|z| : z ∈ Ωs}.
We deduce that if we let P (z) = zdQ(z), then
(1) val(P ) ≥ d and
p1(P ) = sup
|z|=1
|zdQ(z)| = sup
|z|=1
|Q(z)| ≥
1
2
;
(2) for every j ≤ s, every a ∈ T\{eiα : α ∈]− 1
j
, 1
j
[}, every k ∈ [mk1,j ,mk1,j +
φ(mk1,j )],
pj(e
bkT ka P ) = e
bk sup
z∈D(−ak,j)
|zdQ(z)| ≤ ebCCd sup
z∈Ωk,j
|Q(z)| < ε;
(3) for every j ≤ s, every k ∈ [tk2,j , tk2,j + φ(tk2,j )],
pj(e
bkT k1 P ) = e
bk sup
z∈D(−k,j)
|zdQ(z)| ≤ ebCCd sup
z∈D(−k,j)
|Q(z)| < ε.

Proposition 3.5. Let φ : N → N and let (nk), (mk) and (tk) be φ-increasing
sequences. There exist increasing sequences (k1,s) and (k2,s), and a non-increasing
sequence of infinite-dimensional closed subspaces (Ms) of H(C) such that for every
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b > 0, every θ ∈]0, pi[, every j ≥ 1, there exists a continuous seminorm q of H(C)
such that for every a ∈ T\{eiα : α ∈]− θ, θ[}, every s ∈ N, every x ∈Ms, we have
(1) for every k ∈ [ns, ns + φ(ns)], pj(ebkDkx) ≤ q(x);
(2) for every k ∈ [mk1,s ,mk1,s + φ(mk1,s )], pj(e
bkT ka x) ≤ q(x);
(3) for every k ∈ [tk2,s , k2,s + φ(tk2,s )], pj(e
bkT k1 x) ≤ q(x).
Proof. We recall that we let p′j(f) =
∑∞
k=0 |ak|j
k where f(z) =
∑∞
k=0 akz
k and
that for every j ≥ 0, there exists Cj > 0 and lj such that for every f ∈ H(C),
pj(f) ≤ Cjp′lj(f).
Let P0 = 1 and let (k1,s) and (k2,s) be the sequences given by Lemma 3.4. We
then consider a sequence (Ps)s≥1 of polynomials such that for every s ≥ 1
• val(Ps) > deg(Ps−1) and p1(Ps) ≥ 12 ;
• val(Ps) ≥ Ns where Ns satisfies
sup
n≥Ns
max
k≤ns+φ(ns)
max
j≤s
p′lj (e
s(ns+φ(ns))Dken)
p′lj+1(en)
≤ 2.
• pj(eskT ka Ps) ≤
1
2s for every j ≤ s, every a ∈ T\{e
iα : α ∈] − 1
j
, 1
j
[} and
every k ∈ [mk1,j ,mk1,j + φ(mk1,j )].
• pj(eskT k1 Ps) <
1
2s for every j ≤ s, every k ∈ [tk2,j , tk2,j + φ(tk2,j )].
The existence of such a sequence of polynomials follows from the choice of sequences
(k1,s) and (k2,s).
Since val(Pk+1) > deg(Pk), the sequence (Pk)k≥1 is a basic sequence in H(C).
We let Mk = span{Pl : l ≥ k} and we show that this sequence of closed infinite-
dimensional subspaces satisfies the required conditions. We first remark that if
x =
∑∞
l=k alPl is convergent then the sequence (al) is bounded by 2C1p
′
l1
(x) since
|al| ≤ 2p1(alPl) ≤ 2C1p
′
l1
(alPl) ≤ 2C1p
′
l1
(x).
(1) Let b > 0 and j ≥ 1. For every s ≥ max{b, j}, every x =
∑∞
l=s alPl ∈ Ms,
we have for every k ∈ [ns, ns + φ(ns)],
pj(e
bkDkx) ≤ Cjp
′
lj
(ebkDkx) ≤
∞∑
l=s
Cjp
′
lj
(eb(ns+φ(ns))DkalPl)
≤
∞∑
l=s
2Cjp
′
lj+1(alPl) since val(Pl) ≥ Nl
= 2Cjp
′
lj+1(x).
and by continuity, there exists a continuous seminorm q0,b,j such that for
every x ∈ H(C), every s < max{b, j}, every k ∈ [ns, ns + φ(ns)]
pj((e
bkDkx)) ≤ q0,b,j(x).
We conclude that if we let q = max{q0,b,j, 2Cjp′lj+1}, then we have
pj(e
bnsDnsx) ≤ q(x)
for every s ∈ N, every x ∈Ms.
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(2) Let b > 0, θ ∈]0, pi[ and j ≥ 1. For every s ≥ max{b, 1
θ
, j}, every x =∑∞
l=s alPl ∈ Ms, every a ∈ T\{e
iα : α ∈]− θ, θ[}, every k ∈ [mk1,s ,mk1,s +
φ(mk1,s )], we have
pj(e
bkT ka x) ≤
∞∑
l=s
pj(e
bkT ka (alPl)) ≤
∞∑
l=s
|al|
2l
≤ 2C1p
′
l1
(x).
Moreover, by equicontinuity, there exists a continuous seminorm q1,b,j such
that for every x ∈ H(C), every s < max{b, 1
θ
, j}, every a ∈ T, every
k ∈ [mk1,s ,mk1,s + φ(mk1,s )],
pj(e
bkT ka x) ≤ q1,b,j(x).
We conclude that if we let q = max{q1,b,j, 2C1p′l1}, then we have
pj(e
bkT ka x) ≤ q(x)
for every s ∈ N, every x ∈Ms, every k ∈ [mk1,s ,mk1,s +φ(mk1,s)] and every
a ∈ T\{eiα : α ∈]− θ, θ[}.
(3) Let b > 0 and j ≥ 1. For every s ≥ max{b, j}, every x =
∑∞
l=s alPl ∈ Ms,
every k ∈ [tk2,s , tk2,s + φ(tk2,s)], we have
pj(e
bkT k1 x) ≤
∞∑
l=s
pj(e
bkT k1 (alPl)) ≤
∞∑
l=s
|al|
2l
≤ 2C1p
′
l1
(x).
and by continuity, there exists a continuous seminorm q2,b,j such that for
every x ∈ H(C), every s < max{b, j}, every k ∈ [tk2,s , tk2,s + φ(tk2,s )],
pj((e
bkT k1 x)) ≤ q2,b,j(x).
We conclude that if we let q = max{q2,b,j, 2C1p′l1}, then we have
pj(e
bkT k1 x) ≤ q(x)
for every s ∈ N, every x ∈Ms, every k ∈ [tk2,s , tk2,s + φ(tk2,s)].

In summary, by using Propositon 3.3 and Proposition 3.5, we are now able to
show that our family (Tk,λ) satisfies the conditions of Theorem 3.1. In other words,
we can deduce that the condition (iv) of Theorem 1.2 is satisfied. Moreover, it
follows from Propositon 3.3 that the condition (ii) of Theorem 1.2 is also satisfied.
Since the equicontinuity will not be difficult to obtain, it us remains to prove that
the condition (iii) of Theorem 1.2 can be satisfied. This proof will follow from
the following two lemmas used by Shkarin [19] to prove the existence of common
hypercyclic vectors for the family {µTa}µ,a∈C\{0}
Lemma 3.6 ([19, Lemma 3.4]). For each δ, C > 0, there is R > 0 such that for
any n ∈ N, there exists a finite set S ⊂ C such that |z| ∈ N and nR + C ≤ |z| ≤
(n + 1)R − C for any z ∈ S, |z − z′| ≥ C for every z, z′ ∈ S with z 6= z′ and for
each w ∈ T, there exists z ∈ S such that |w − z|z| | <
δ
|z| .
Lemma 3.7 ([19, Lemma 3.5]). Let f ∈ H(C) and l ≥ 1. There exist m(l) ≥ l
Cl > 1 and δ > 0 such that for every a ∈ T, every b ∈ R, every n ∈ N and every
g ∈ H(C), if pm(l)(f − e
bnT na g) <
1
Cl
then pl(f − ecnT nwg) < 1 for every c ∈ R and
every w ∈ T satisfying |b − c| < δ
n
and |a− w| < δ
n
.
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Proposition 3.8. There exists an increasing map φ : N → N such that if (nk),
(mk) and (tk) are φ-increasing sequences, then for every l, n ≥ 1, every ε > 0,
every f ∈ H(C), every K ≥ 1, there exist x ∈ H(C) and k0, k1, k2 ≥ K such that
pl(x) < ε and such that for every b ∈ [−n, n], every a ∈ T,
(1) there exists s ∈ [nk0 , nk0 + φ(nk0)] such that
pl(e
bsDsx− f) < ε;
(2) there exists s ∈ [mk1 ,mk1 + φ(mk1)] such that
pl(e
bsT sax− f) < ε;
(3) there exists s ∈ [tk2 , tk2 + φ(tk2)] such that
pl(e
bsT s1x− f) < ε;
Proof. We know that the family {ebD}b∈[−n,n] satisfies the Common Hypercyclicity
Criterion for every n. In other words, for every l, n ≥ 1, every ε > 0, every
f ∈ H(C), every N ≥ 1, there exist x ∈ H(C) and N0 ≥ N such that pl(x) < ε and
such that for every b ∈ [−n, n], there exists s ∈ [N,N0] such that
pl(e
bsDsx− f) < ε;
If we consider a dense sequence (Pn) in H(C), we can thus find an increasing
sequence (φn) such that for every n ≥ 1, every k ≤ n, there exists x ∈ H(C) such
that pn(x) < 1n and such that for every b ∈ [−n, n], there exists s ∈ [n, n+φn] such
that
pn(e
bsDsx− Pk) <
1
n
.
In other words, for every l, n ≥ 1, every ε > 0, every f ∈ H(C), there exists M ≥ 1
such that for every m ≥ M , there exists x ∈ H(C) such that pl(x) < ε and such
that for every b ∈ [−n, n], there exists s ∈ [m,m+ φm] such that
pl(e
bsDsx− f) < ε.
Indeed, given l, n ≥ 1, ε > 0 and f ∈ H(C) it suffices to considerM ≥ max{l, n, 2
ε
, nf}
where nf satisfies pl(f − Pnf ) <
ε
2 .
We consider an increasing map φ : N → N satisfying φ(n) ≥ φn for every n
and
∑k+φ(k)
m=k
1
m
→∞. Let (nk), (mk) and (tk) be φ-increasing sequences and let
l, n ≥ 1, ε > 0, f ∈ H(C) and K ≥ 1. We use Lemma 3.6 and Lemma 3.7 in order
to determine a set of pairwise disjoint closed disks allowing us to get the desired
approximations for the translation operators.
By Lemma 3.7, we deduce that there exist an integer m(l) ≥ l and real numbers
Cl > 1 and δ > 0 such that for every a ∈ T, every b ∈ R, every m ∈ N and
every g ∈ H(C), if pm(l)(f − ebmTma g) <
1
Cl
then pl(f − ecmTmw g) < 1 for every
c ∈ R, w ∈ T satisfying |b − c| < δ
m
and |a − w| < δ
m
. By using Lemma 3.6
with C = 4m(l), we then obtain R ≥ 1 and finite sets Sm such that |z| ∈ N and
mR + 4m(l) ≤ |z| ≤ (m + 1)R − 4m(l) for any z ∈ Sm, |z − z′| ≥ 4m(l) for
every z, z′ ∈ Sm with z 6= z′, and for each w ∈ T, there exists z ∈ Sm such that
|w − z|z| | <
δ
|z| .
Let ik and Ik ∈ N satisfying
[Rik, R(ik + Ik)[⊂ [mk,mk + φ(mk)] ⊂ [R(ik − 1), R(ik + Ik + 1)[.
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Since
∑k+φ(k)
m=k
1
m
→ ∞, there exists k1 ≥ K such that
∑ik1+Ik1−1
m=ik1
δR−1
m+1 > 2n.
Indeed, we have
ik+Ik−1∑
m=ik
δR−1
m+ 1
≥
⌈
mk+φ(mk)
R
⌉−1∑
m=⌊
mk
R
⌋+2
δR−1
m
≥
⌊
mk
R
⌋+⌈
φ(mk)
R
⌉∑
m=⌊
mk
R
⌋
δR−1
m
− 3
δ
mk − 1
≥
mk+⌈
φ(mk)
R
⌉∑
m=mk
δR−1
m
− 3
δ
mk − 1
≥
1
R
mk+φ(mk)∑
m=mk
δR−1
m
− 3
δ
mk − 1
→∞
With the same arguments, we obtain the existence of k2, jk2 and Jk2 with jk2 >
ik1 + Ik1 such that
[Rjk2 , R(jk2 + Jk2)[⊂ [tk2 , tk2 + φ(tk2 )] and
jk2+Jk2−1∑
m=jk2
δR−1
m+ 1
> 2n.
Since
∑ik1+Ik1−1
m=ik1
δR−1
m+1 > 2n, we can now pick b1, . . . , bIk1 ∈ [−n, n] such that
[−n, n] ⊂
⋃Ik1
k=1]bk −
δR−1
(ik1+k)
, bk +
δR−1
(ik1+k)
[ and we can pick c1, . . . , cJk2 ∈ [−n, n]
such that [−n, n] ⊂
⋃Jk2
k=1]ck −
δR−1
jk2+k
, ck +
δR−1
jk2+k
[.
Let S =
⋃Ik1
k=1 Sik1+k−1 ∪
⋃Jk2
k=1 Sjk2+k−1 and Λ = S ∪ {0}. By definition of sets
Sm, we have |z − u| ≥ 4m(l) for every z, u ∈ Λ. It follows that
⋃
z∈ΛD(z,m(l))
is a compact set with connected complement. Let N = max{|z| : z ∈ Λ}. We can
then deduce from Mergelyan’s Theorem that there exists a polynomial P such that
pm(l)(P ) <
ε
2 and such that
pm(l)(TzP − e
−bk|z|f) <
ε
2Cl
e−nN for each k ∈ [1, Ik1 ], each z ∈ Sik1+k−1
and
pm(l)(TzP − e
−ck|z|f) <
ε
2Cl
e−nN for each k ∈ [1, Jk2 ], each z ∈ Sjk2+k−1.
We deduce that pl(P ) < ε2 ,
pm(l)(e
bk|z|T
|z|
z
|z|
P − f) <
ε
2Cl
for each k ∈ [1, Ik1 ], each z ∈ Sik1+k−1
and
pm(l)(e
ck|z|T
|z|
z
|z|
P − f) <
ε
2Cl
for each k ∈ [1, Jk2 ], each z ∈ Sjk2+k−1.
Let b ∈ [−n, n] and a ∈ T. There exists k ∈ [1, Ik1 ] such that |b− bk| <
δR−1
(ik1+k)
. By
definition of sets Sm, we can also find z ∈ Sik1+k−1 such that
∣∣a− z|z|
∣∣ < δ|z| . Since
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|z| < R(ik1 + k), we have |b− bk| <
δ
|z| and thus by definition of m(l)
pl(e
b|z|T |z|a P − f) <
ε
2
.
In particular, since |z| ∈ [Rik, R(ik + Ik)[⊂ [mk1 ,mk1 + φ(mk1)], we conclude that
for every b ∈ [−n, n], every a ∈ T, there exists s ∈ [mk1 ,mk1 + φ(mk1)] such that
pl(e
bsT saP − f) <
ε
2
.
Similarly, we deduce that for every b ∈ [−n, n], every a ∈ T, there exists s ∈
[tk2 , tk2 + φ(tk2)] such that pl(e
bsT saP − f) <
ε
2 and we have thus in particular
pl(e
bsT s1P − f) <
ε
2
.
Finally, we deduce from the equicontinuity that there exists L ≥ l and C > 0 such
that for every polynomial Q if pL(Q) < C then for every b ∈ [−n, n], every a ∈ T,
there exists s ∈ [mk1 ,mk1 + φ(mk1 )] such that
pl(e
bsT sa (P +Q)− f) < ε
and there exists s ∈ [tk2 , tk2 + φ(tk2 )] such that
pl(e
bsT s1 (P +Q)− f) < ε.
Moreover, thanks to our choice of φ, we know that there exists M ≥ 1 such that
for every m ≥M , there exists x ∈ H(C) such that pl(x) < ε, such that pL(x) < C
and such that for every b ∈ [−n, n], there exists s ∈ [m,m+ φ(m)] satisfying
pl(e
bsDsx− f) < ε.
In particular, if we consider k0 ≥ K such that nk0 ≥ max{M, degP}, there exists
Q ∈ H(C) such that pl(Q) < ε, such that pL(Q) < C and such that for every
b ∈ [−n, n], there exists s ∈ [nk0 , nk0 + φ(nk0 )] such that
pl(e
bsDs(P +Q)− f) < ε since DsP = 0.
Since pL(Q) < C, the vector x := P +Q then satisfies all desired properties. 
We are now able to prove the existence of common hypercyclic subspaces for the
family {λD}λ∈C\{0} ∪ {µTa}a,µ∈C\{0}.
Proof of Theorem 1.3. Let φ : N → N be the map given by Proposition 3.8. We
use Proposition 3.3 with φ in order to obtain the existence of a dense subset X0 of
H(C) and three increasing sequences (nk), (mk) and (tk) such that for every b > 0,
every θ ∈]0, pi[, every x ∈ X0,
(1) ebkDkx
k∈N
−−−−→
k→∞
0;
(2) ebkT ka x
k∈M
−−−−→
k→∞
0 uniformly on a ∈ T\{eiα : α ∈]− θ, θ[};
(3) ebkT k1 x
k∈T
−−−−→
k→∞
0;
whereN =
⋃
k≥1[nk, nk+φ(nk)],M =
⋃
k≥1[mk,mk+φ(mk)] and T =
⋃
k≥1[tk, tk+
φ(tk)].
We then use Proposition 3.5 in order to obtain increasing sequences (k1,s) and
(k2,s), and a non-increasing sequence of infinite-dimensional closed subspaces (Ms)
of H(C) such that for every b > 0, every θ ∈]0, pi[, every j ≥ 1, there exists a
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continuous seminorm q of H(C) such that for every a ∈ T\{eiα : α ∈]−θ, θ[}, every
s ∈ N, every x ∈Ms, we have
(1) for every k ∈ [ns, ns + φ(ns)], pj(ebkDkx) ≤ q(x);
(2) for every k ∈ [mk1,s ,mk1,s + φ(mk1,s)], pj(e
bkT ka x) ≤ q(x);
(3) for every k ∈ [tk2,s , tk2,s + φ(tk2,s)], pj(e
bkT k1 x) ≤ q(x).
Let (n˜k) be the increasing enumeration of
⋃
s≥1[ns, ns+φ(ns)], let (m˜k) be the in-
creasing enumeration of
⋃
s≥1[mk1,s ,mk1,s +φ(mk1,s)] and let (t˜k) be the increasing
enumeration of
⋃
s≥1[tk2,s , tk2,s + φ(tk2,s )]. We consider the family {(Tk,λ)k≥1}λ∈Λ
where
• Λ := R ∪ (T× R),
• Tk,b = ebDn˜k for every b ∈ R,
• Tk,(a,b) = e
bT m˜ka for every a ∈ T\{1}, every b ∈ R
• Tk,(1,b) = e
bT t˜k1 for every b ∈ R,
and we show that each assumption of Theorem 3.1 is satisfied for this family.
(i) Since the family (Ta)a∈T is equicontinuous, we easily deduce that for every
k, n ≥ 1, the family {Tk,λ}λ∈[−n,n]∪(T,[−n,n]) is equicontinuous;
(ii) Let Λn = [−n, n] ∪
(
(T\{eiθ : |θ| < 1
n
}) × [−n, n]
)
∪
(
{1} × [−n, n]
)
. By
definition of X0, we can deduce that for every n ≥ 1, for every x ∈ X0,
Tk,λx −−−−→
k→∞
0 uniformly on Λn;
(iii) We let sk = min{s ∈ N : n˜k ≤ ns+φ(ns), m˜k ≤ mk1,s +φ(mk1,s) and t˜k ≤
tk2,s + φ(tk2,s)} and M˜k := Msk . For each n ≥ 1, we can then deduce that
the family {(Tk,λ)k≥1}λ∈Λn is uniformly equicontinuous along (M˜k), i.e. for
every j ≥ 1, there exists a continuous seminorm q of X so that for every k,
every x ∈ M˜k,
supλ∈Λnpj(Tk,λx) ≤ q(x).
Indeed, for every n, j ≥ 1, we know that there exists a continuous seminorm
q of H(C) such that for every a ∈ T\{eiα : α ∈]− 1
n
, 1
n
}, every s ∈ N, every
x ∈Ms, we have
(a) for every k ∈ [ns, ns + φ(ns)], pj(enkDkx) ≤ q(x);
(b) for every k ∈ [mk1,s ,mk1,s + φ(mk1,s)], pj(e
nkT ka x) ≤ q(x);
(c) for every k ∈ [tk2,s , tk2,s + φ(tk2,s)], pj(e
nkT k1 x) ≤ q(x).
Therefore, for every k ≥ 1 and every x ∈ M˜k, if we assume that n˜k ∈
[ns(0) , ns(0) + φ(ns(0))], that m˜k ∈ [mk1,s(1) ,mk1,s(1) + φ(mk1,s(1) )] and that
t˜k ∈ [tk
2,s(2)
, tk
2,s(2)
+φ(tk
2,s(2)
)], we have x ∈Ms(0) ∩Ms(1) ∩Ms(1) and thus
supλ∈Λnpj(Tk,λx) ≤ q(x).
We deduce from Theorem 3.1 that for every map φ˜ : N → N, there exist an
increasing sequence of integers (li)i≥1 and an infinite-dimensional closed subspace
M0 of H(C) such that for any (x, λ) ∈M0 × Λ,
Tk,λx
k∈I
−−−−→
k→∞
0,
where I =
⋃
i≥1[li, li + φ˜(li)]. In particular, we can choose φ˜ such that for every
increasing sequence of integers (li)i≥1, we have {n˜k : k ∈ I} ⊃
⋃
s[nK0,s , nK0,s +
φ(nK0,s)], {m˜k : k ∈ I} ⊃
⋃
s[mK1,s ,mK1,s + φ(mK1,s)] and {t˜k : k ∈ I} ⊃
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⋃
s[tK2,s , tK2,s + φ(tK2,s)] for some increasing sequence (K0,s), some subsequence
(K1,s) of (k1,s) and some subsequence (K2,s) of (k2,s).
It now remains to show that the family {(Tk,λ)k∈I} satisfies the assumptions
of Theorem 1.2. We have already shown that the family {(Tk,λx)k≥1} satisfies
the conditions (i) and (ii). We can thus deduce that the family {(Tk,λx)k∈I} also
satisfies these conditions. Moreover, the condition (iii) is satisfied for Λn = λ ∈
[−n, n] ∪ (T, [−n, n]). This follows from our choice of φ (coming from Proposi-
tion 3.8) and our choice of φ˜. Finally, by definition of I, we also know that
the condition (iv) is satisfied. We can thus apply Theorem 1.2 to the family
{(Tk,λ)k∈I} and get the existence of a common hypercyclic subspace for the family
{λD}λ∈C\{0} ∪ {µTa}a,µ∈C\{0}. 
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