Abstract. In this paper, we present the interaction and co-evolutionary process between genetic algorithm-based agent (GA-based agent) and particle swarm optimization-based agent (PSO-based agent) in the bargaining game. Experimental results show that a PSO-based agent evolves a greedy agent even though the deal can't be accomplished but a GA-based one evolves a passive agent to accomplish a deal. Because of the tendencies of these two artificial agents, the PSO-based agent outperforms the GA-based agent in the bargaining game.
Introduction
A bargaining game has been adopted as a model for the inter-party negotiation study in various areas of social studies since 1971 when Stå hl established the theoretical foundation [1] . In the past, humans would participate in experiments for the output in bargaining game researches, but there have been various attempts to analyze game theories recently in the area of computer science in utilization of artificial agents based on genetic algorithms [2] , evolution strategies [3] , finite automata [4] , reinforcement learning theories [5] , etc.
This study examines a bargaining game between two different agent groups to analyze between-model interactions that involve various tendencies and strategies in actual society. With the GA-based agent and PSO-based agent introduced, a bargaining game was conducted through the co-evolution of the two different evolution agents. This aims to suggest one way of analyzing the negotiation and interaction process in actual society between two groups of different tendencies and strategies in a group bargaining game using artificial agents.
Designing of a Bargaining game
A bargaining game involves two gamers sharing a certain amount of goods in the final stage. If "a certain amount of goods" were 10, the initial proposer suggests p, an amount of goods out of 10 that he can yield to the other. Afterwards the responder decides d, the minimal amount of goods that he should receive. When the condition pd≥0 is satisfied, the deal is accomplished. The proposer gains 10-p and the responder p respectively. Otherwise, the position of the responder is switched with that of the proposer, moving to the next stage. When a deal is not accomplished even in the final stage, the two gamers gain no goods.
Fig. 1. Representation of solution
This study involves the GA-based agent and PSO-based agent as two participants in the bargaining game. The genetic algorithm (GA) was one of the metaheuristic techniques that John Holland designed based on Darwin's "survival of fittest" principle [6] , while the particle swarm optimization (PSO) was one of the metaheuristic techniques that Kennedy and Eberhart introduced in 1995 to explore the space of continuous problems [7] . Since it is vital in a bargaining game whether the first deal was initiated by the proposer or the responder, the solution is presented in Figure 1 . When the artificial agent functions as the proposer, the strategy in the left side is used; otherwise, the strategy in the right is used. Fig. 2 . Flow chart of bargaining game using co-evolution between GA-based agent and PSObased agent
The composition of the bargaining game based on the co-evolution between the GA-based agent and PSO-based agent is presented in Figure 2 . In the GA-based agent Evolution, the real world tournament selection strategy suggested by Soak was adopted [8] . As for crossing-over, the arithmetic crossover operation was used to form the gene of the resulting solution by analyzing the genes of the two chromosomes for the arithmetic mean. As for mutation, genes were initiated at certain probabilities. In the PSO-based Evolution, the way of renewing the speed and location (solution) is presented in numerical Expressions 1 and 2.
Here, v is the speed, x is the location, pbest is the optimal solution in one's memory, gbest is the optimal solution among the adjacent solutions, t is the generation, n is the dimension, w is the weight for speed, and c1, c2 are relationship constants. R 1 and R 2 are random numbers between 0 and 1.
After solution groups of the GA-based agent and PSO-based agent were randomly generated, each group was evaluated and evolved step by step. While the solution of one certain group was evaluated, the solution of the other's in the bargaining game was randomly selected from another group, and then the average value of goods gained when the bargaining game was initiated on the assumption that either the proposer or the responder initiated was referred to as the level of suitability of the solution. When the number of participants in the bargaining game was 5, 2 bargaining games were played (initiated by the proposer; initiated by the responder), while the value of 10 goods divided by 10 was referred to as the level of suitability of the solution.
Experiments
To observe the phenomenon of the co-evolution between the GA-based agent and PSO-based agent in a bargaining game, a bargaining game was simulated between the GA-based agent and PSO-based agent. The number of solution groups used in the experiment was 30, and the maximum number of repetitions that would lead to completion was set to 10,000. In GA, the cross-over rate was 0.7 and mutation rate equaled 0.01. As for constants in PSO, w=0.75, c1=c2=1.54. The value of goods used in the bargaining game was 10, the number of steps involved in the bargaining game was 4, and the number of participants in the bargaining game was 30 in the entire solution groups. Fig. 3 . GA-based agent vs. PSO-based agent Figure 3 shows the result of the bargaining game by means of the co-evolution between the GA-based agent and PSO-based agent. This indicates that the PSO-based agent showed superior performance than the GA-based agent in the co-evolution based bargaining game.
Fig. 4. Comparison of two strategies after co-evolution between two artificial agents
To find out the reason why the PSO-based agent was superior to the GA-based agent in a bargaining game, the optimal solutions of the GA-based agent and PSObased agent at the point that the co-evolution was completed (10,000 times repeated) were examined, and the result is presented in Figure 4 . The PSO-based agent suggested to the other a small amount of goods as a proposer and desired a large amount of goods from the other as a responder. In contrast, the GA-based agent suggested a large amount of goods as a proposer and desired a small amount of goods as a responder. This indicates that the strategy of the PSO-based agent was advanced in a way to gain more goods at the risk of failing to accomplish a deal and gaining no goods at all while that of the GA-based agent was advanced in a way to accomplish a deal even if the amount might be small.
Conclusion
This study examines how GA and PSO artificial agents acted in a bargaining game on the basis of co-evolution. As a result, it turned out that GA-based artificial agents tended to accomplish a deal even if the amount was small while PSO-based artificial agents tended to gain a large amount of goods at the risk of failing to accomplish a deal and gaining no goods at all. In conclusion, PSO-based artificial agents always gained more goods than GA-based artificial agents.
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