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Abstract
gk-Functions related to the Poisson semigroup of Fourier–Bessel expansions are defined for each k  1.
It is proved that these gk-functions are Calderón–Zygmund operators in the sense of the associated space
of homogeneous type, hence their mapping properties follow from the general theory.
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1. Introduction
Given α > −1, we consider the differential operator
Lα = − − 2α + 1
x
d
dx
. (1.1)
Let {sn,α}n1 denote the sequence of successive positive zeros of the Bessel function Jα . The
functions
φαn (x) = dn,αs1/2n,αJα(sn,αx)x−α, n = 1,2, . . .
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√
2
|s1/2n,α Jα+1(sn,α)|
, are eigenfunctions of Lα with the corresponding eigenvalue s2n,α .
Furthermore, the system {φαn }n∈N is a complete orthonormal basis in L2((0,1), dμα(x)) (for
instance, see [7] for details) where
dμα(x) = x2α+1 dx.
The Fourier–Bessel expansion of a function f is
f =
∞∑
n=1
an(f )φ
α
n ,
where an(f ) =
∫ 1
0 f (y)φ
α
n (y) dμα(y) provided the integrals exist.
For t > 0, the corresponding Poisson semigroup, Pαt f is defined by
Pαt f =
∞∑
n=1
e−tsn,α an(f )φαn , f ∈ L2
(
(0,1), dμα
)
. (1.2)
We can write (1.2) in the form
Pαt f (x) =
1∫
0
Pαt (x, y)f (y) dμα(y) (1.3)
where the kernel Pαt (x, y) is given by
Pαt (x, y) =
∞∑
n=1
e−sn,αtφαn (x)φαn (y). (1.4)
In order to simplify our computations, we make a change of variable e−t = r and, using that
sn,α ∼ n, from now on we will take e−tsn,α as rn, 0 < r < 1; in this way, we write (1.2) in the
form
Pαr f (x) =
1∫
0
Pαr (x, y)f (y) dμα(y) (1.5)
where the kernel Pαr (x, y) is given by
Pαr (x, y) =
∞∑
n=1
rnφαn (x)φ
α
n (y). (1.6)
We now define the gk-functions, for each integer k  1, by
(
gk(f, x)
)2 =
1∫ ∣∣∣∣
(
r
∂
∂r
)k
Pαr f (x)
∣∣∣∣
2(
log
1
r
)2k−1
dr
r
, (1.7)0
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∂r
)k means that we are applying k times the operator r ∂
∂r
. Note that our definition of
gk-function is inspired by the definition of Thangavelu in [16, Chapter 4] after the change of vari-
able e−t = r (to be precise, Thangavelu works with the heat semigroup for Hermite expansions).
Square functions or gk-functions were first developed through the thirties of the last century by
Littlewood and Paley, Zygmund, and Marcinkiewicz. In these first approaches, the gk-functions
are defined for the Fourier series. They are non-linear operators which allow us to give a useful
characterization of the Lp norm of a function in terms of the behavior of its Poisson inte-
gral. Mainly, the gk-functions are applied to obtain results for multipliers with “Hörmander
conditions” and estimates for the Riesz transform. Theorems for multipliers using gk-functions
have been proved in [14] for the n-dimensional Fourier transform, in [10] for the ultraspherical
expansions, in [15] for Hermite expansions, in [9] for general semigroups, and in [4] for La-
guerre expansions and including potential weights. The gk-functions appear in results related to
the Riesz transform in [5] for the Ornstein–Uhlenbeck semigroup, in [6] for the Hermite semi-
group, and in [11] for the Laguerre expansions.
We prove that with the assumption k  1, the gk-functions are vector-valued Calderón–
Zygmund operators in the sense of the underlying space of homogeneous type, hence their
mapping properties follow by applying results from the general theory. In particular, we are
interested in weighted inequalities for weights in an appropriate Ap Muckenhoupt class. Similar
techniques have been used, for example, in [1] and [12].
For 1 <p < ∞, p′ is its adjoint, 1/p+1/p′ = 1 and we denote by Aαp = Aαp((0,1), dμα) the
Muckenhoupt class of Ap weights on the space ((0,1), dμα, | · |). More precisely, Aαp is the class
of all nonnegative functions w ∈ L1loc((0,1), dμα) such that w−p
′/p ∈ L1loc((0,1), dμα) and
sup
I∈I
(
1
μα(I)
∫
I
w(x)dμα(x)
)(
1
μα(I)
∫
I
w(x)−p′/p dμα(x)
)p/p′
< ∞ (1.8)
where I is the class of all intervals in ((0,1), | · |).
With the previous notation, the target of this paper is the proof of the following theorem.
Theorem 1. Let w ∈ Aαp , 1 < p < ∞. There exist two constants C1 and C2 such that for all
f ∈ Lp((0,1),w dμα), the following inequalities are valid for each k  1
C1‖f ‖Lp((0,1),w dμα) 
∥∥gk(f )∥∥Lp((0,1),w dμα)  C2‖f ‖Lp((0,1),w dμα). (1.9)
In Section 2 we will check that gk-functions can be seen as vector-valued operators taking
values in a Banach space. This result will be established in Proposition 1 and the main estimates
to complete its proof will be done in Sections 4 and 5. In Section 3 we give some tools to obtain
these estimates. The proof of Theorem 1 is contained in the last section.
2. The gk-functions as vector-valued Calderón–Zygmund operators
The proof of Theorem 1 uses the theory of vector-valued Calderón–Zygmund operators de-
fined on spaces of homogeneous type. Now, let us introduce some concepts to fix the setting in
which we are going to work.
Following [2], a space of homogeneous type (X,ρ,μ) is a set X together with a quasimetric ρ
and a positive measure μ on X such that for every x ∈ X and r > 0, μ(B(x, r)) < ∞, and such
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measure.
Given α > −1, we shall work on the space (0,1), equipped with the measure dμα(x) and with
the Euclidean distance | · |. Since dμα possesses the doubling property, the triple ((0,1), dμα, | · |)
forms a space of homogeneous type.
For B a Banach space, we say that a kernel K :X × X \ {(x, x)} 	→ B is a standard kernel if
there exist ε > 0 and C < ∞ such that for all x, y, z ∈ X (x = y), with ρ(x, z) ερ(x, y), then
∥∥K(x,y)∥∥
B
 C
μ(B(x,ρ(x, y)))
(2.1)
and
∥∥K(x,y) −K(z, y)∥∥
B
+ ∥∥K(y,x) −K(y, z)∥∥
B
 C ρ(x, z)
ρ(x, y)μ(B(x,ρ(x, y)))
(2.2)
holds. Thus, a vector-valued Calderón–Zygmund operator with associated kernel K is a linear
operator T bounded from L2(X,dμ) into L2
B
(X,dμ) such that, for every f ∈ L2(X,dμ) and x
outside the support of f ,
Tf (x) =
∫
X
K(x, y)f (y) dμ.
It is known that any vector-valued Calderón–Zygmund operator as above is bounded from
Lp(X,w dμ) into Lp
B
(X,w dμ), for 1 <p < ∞ and any weight w in the Muckenhoupt type class
Ap(X,dμ) (see [13]). The weights in Ap(X,dμ) are nonnegative functions w ∈ L1loc(X,dμ)
such that w ∈ Lp′/ploc (X,dμ) and
sup
B∈B
(
1
μ(B)
∫
B
w(x)dμ(x)
)(
1
μ(B)
∫
B
w(x)−p′/p dμ(x)
)p/p′
< ∞,
where B is the class of all the balls in (X,ρ).
The gk-functions can be seen as vector-valued operators taking values in a Banach space. For
each integer k  1, we consider the space
Bk = L2
(
(0,1),
(
log
1
r
)2k−1
dr
r
)
and the vector-valued kernel
Gr,k(x, y) =
(
r
∂
∂r
)k
Pαr (x, y).
Defining
Gr,kf (x) =
1∫
Gr,k(x, y)f (y) dμα(x),0
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gk(f, x) =
∥∥Gr,kf (x)∥∥Bk
holds. To prove that the operator Gr,kf (x) is bounded from L2((0,1), dμα) into the space
L2
Bk
((0,1), dμα) it is enough the result contained in the following lemma where it is established
that gk-functions are isometries in L2((0,1), dμα).
Lemma 1. For each k  1 and f ∈ L2((0,1), dμα) one has∥∥gk(f )∥∥2L2((0,1),dμα) = 2−2kΓ (2k)‖f ‖2L2((0,1),dμα). (2.3)
Proof. The proof works the same as in [16, Theorem 4.1.1] after a change of variable. 
In this way, showing the inequalities
∥∥Gr,k(x, y)∥∥Bk  Cμα(B(x, |x − y|)) (2.4)
and
∥∥∇x,yGr,k(x, y)∥∥ C|x − y|μα(B(x, |x − y|)) (2.5)
(note that (2.4) and (2.5) imply (2.1) and (2.2)) we have the following proposition.
Proposition 1. For each k  1, Gr,kf (x) is a vector-valued Calderón–Zygmund operator taking
values in Bk .
3. Preliminaries
The Bessel function Jα satisfies
J ′α(t) =
α
t
Jα(t) − Jα+1(t). (3.1)
We will use the fact that
sn,α = O(n), dn,α = O(1). (3.2)
The following asymptotics will be used (see [8, p. 122]):
√
zJα(z) =
M∑
j=0
(
Aα,j
zj
sin z + Bα,j
zj
cos z
)
+HM(z), (3.3)
where M = 0,1, . . . and |HM(z)| Cz−(M+1), z → ∞. At z = 0
Jα(z) = O
(
zα
)
, z → 0+. (3.4)
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Jα(z) = Cαzα
1∫
0
(
1 − t2)α−1/2 cos(zt) dt, α > −1/2, (3.5)
will also be helpful.
Lemma 2. Let α > −1, 	 be a nonnegative integer and γ be a real number. Then each of the four
functions
d2n,αs
γ
n,α
{
sin
cos
}(
sn,α(x ± y)
)
, n = 1,2, . . . , (3.6)
can be written as the sum of terms of the form
nγ
{
sin
cos
}(
πn(x ± y))Eγ,	(n, x, y),
where
Eγ,	(n, x, y) =
	∑
k=0
Ak(x, y)
nk
+ q(	)n (x, y),
and Ak(x, y), k = 0,1, . . . , 	, q(	)n (x, y), n = 1,2, . . . , are functions such that |Ak(x, y)|  C,
|q(	)n (x, y)| Cn−	−1, 0 < x,y < 1, with a constant C = Cα,	,γ .
The lemma follows by taking μ = ν, m = j = 0 in [3, Lemmas 4.1 and 4.2] (the functions
Ak(x, y) now incorporate some bounded functions that appear in those lemmas).
The following estimate will be used from now on with no additional comments
r
(
log
1
r
)2k−1
 C
{
1, 0 < r < 1/2,
(1 − r)2k−1, 1/2 r < 1. (3.7)
By Pr and Qr , 0 < r < 1, we denote the usual Poisson and conjugate Poisson kernels,
Pr(x) = 12 +
∞∑
n=1
rn cos(nx) = 1 − r
2
2(1 − 2r cosx + r2) ,
Qr(x) =
∞∑
n=1
rn sin(nx) = r sinx
1 − 2r cosx + r2 .
Notice that for x = 2kπ , k ∈ Z, limr→1− Pr(x) = 0, limr→1− Qr(x) = 1 cot(π x).2 2
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∣∣∣∣
(
r
∂
∂r
)n
Pr(x)
∣∣∣∣ Cnr (1 − r)n+1 + |sin
x
2 |n+1
((1 − r)2 + 4r sin2 x2 )n+1
,
∣∣∣∣
(
r
∂
∂r
)n
Qr(x)
∣∣∣∣ Cnr (1 − r)n+1 + |sin
x
2 |n+1
((1 − r)2 + 4r sin2 x2 )n+1
.
Proof. We have that |(r ∂
∂r
)nPr(x)| or |(r ∂∂r )nQr(x)| has the form
rSn(r, x)
((1 − r)2 + 4r sin2 x2 )n+1
,
where
Sn+1(r, x) = r
(
(1 − r)2 + 4r sin2 x
2
)
dSn(r, x)
dr
+
(
(1 − r)2 + 4r sin2 x
2
− 2(n + 1)r
(
2 sin2
x
2
− (1 − r)
))
Sn(r, x)
and S0(r, x) = 12 (1 − r2) in the case of Pr or S0(r, x) = r sinx in the case Qr . It follows in-
ductively that Sn(r, x) can be written as the sum of terms of the form f (r, x)(1 − r)j sink x2 ,
where f (r, x) is a bounded function and j + k  n + 1. From this, |Sn(r, x)| C((1 − r)n+1 +
|sin x2 |n+1). 
Remark. The result in the previous lemma allows us to obtain estimates for |(r ∂
∂r
)nPr(x)| and
|(r ∂
∂r
)nQr(x)| depending on r or x separately. The exact bounds are∣∣∣∣
(
r
∂
∂r
)n
Pr(x)
∣∣∣∣ Cn|x|−(n+1),
∣∣∣∣
(
r
∂
∂r
)n
Qr(x)
∣∣∣∣ Cn|x|−(n+1),
and ∣∣∣∣
(
r
∂
∂r
)n
Pr(x)
∣∣∣∣ Cnr(1 − r)−(n+1),
∣∣∣∣
(
r
∂
∂r
)n
Qr(x)
∣∣∣∣ Cnr(1 − r)−(n+1).
These results follow immediately using the previous lemma and the estimates
(1 − r)n+1 + |sin x2 |n+1
((1 − r)2 + 4r sin2 x2 )n+1
 C|x|−(n+1),
for 1 − r  |x| < 3π/2, and
(1 − r)n+1 + |sin x2 |n+1
((1 − r)2 + 4r sin2 x2 )n+1
, C(1 − r)−(n+1),
for 0 < |x| < 1 − r .
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1∫
0
(
log
1
r
)2k−1( ∞∑
n=1
nk+m−1rn
{
sin
cos
}
(nx)
)2
dr
r
 Cx−2m
with a constant C independent of x.
Proof. Our task reduces to proving that
1∫
0
(
log
1
r
)2k−1((
r
∂
∂r
)k+m−1
Pr(x)
)2
dr
r
 Cx−2m,
and the analogous for (r ∂
∂r
)k+m−1Qr(x). We show the proof for Pr , the other one is obtained
following the same reasoning. By Lemma 3, the left-hand side of the previous inequality is
bounded by
1∫
0
(
log
1
r
)2k−1(
r
(1 − r)k+m + |sin x2 |k+m
((1 − r)2 + 4r sin2 x2 )k+m
)2
dr
r
. (3.8)
To estimate the integral (3.8) we decompose it into the intervals 0 < r  1/2 and 1/2 < r < 1.
For the first one, using (3.7) we obtain that
1/2∫
0
(
log
1
r
)2k−1(
r
(1 − r)k+m + |sin x2 |k+m
((1 − r)2 + 4r sin2 x2 )k+m
)2
dr
r
 C
1/2∫
0
C
(1 − r)2(k+m) dr  C.
For the interval 1/2 < r < 1, using (3.7), taking into account that sinx/2 ∼ x/2, and applying
the change of variable (1 − r)/|x| = w, we have
1∫
1/2
(
log
1
r
)2k−1(
r
(1 − r)k+m + |sin x2 |k+m
((1 − r)2 + 4r sin2 x2 )k+m
)2
dr
r
 C
1∫
1/2
(1 − r)2k−1
(
(1 − r)k+m + |sin x2 |k+m
((1 − r)2 + 4r sin2 x2 )k+m
)2
dr
∼
1∫
(1 − r)2k−1
(
(1 − r)k+m + |x|k+m
((1 − r)2 + x2)k+m
)2
dr1/2
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1/(2|x|)∫
0
w2k−1
(
wk+m + 1
(w2 + 1)k+m
)2
dw  C|x|−2m
where in the last step we use that
∫∞
0 w
2k−1( wk+m+1
(w2+1)k+m )
2 dw < ∞. 
Lemma 5. Let 0 < γ < 1 and f be a 2π -periodic function such that |f (x)|  C|x|−γ for 0 <
|x| π . Then, for 0 < |x| < 3π/2, it is verified that
∣∣∣∣
(
Pr − 12
)
∗ f (x)
∣∣∣∣ Cr (1 − r)γ + |sin
x
2 |γ
((1 − r)2 + 4r sin2 x2 )γ
when 0 < r  12 , and
∣∣Pr ∗ f (x)∣∣ Cr (1 − r)γ + |sin x2 |γ
((1 − r)2 + 4r sin2 x2 )γ
when 12 < r < 1. The constants in both inequalities depend on γ but are independent of r and x.
Proof. To prove our estimates, we will use that
∣∣∣∣Pr(x) − 12
∣∣∣∣ Cr 1 − r
(1 − r)2 + 4r sin2 x2
for 0 < r  12 , and
∣∣Pr(x)∣∣ Cr 1 − r
(1 − r)2 + 4r sin2 x2
for 12 < r < 1. With the inequality for |Pr(x) − 12 | we can prove the first estimate in the lemma,
the second one is a consequence of the inequality for |Pr(x)|. The proof in both cases follows in
the same way, so we will check the first estimate and omit the details for the second one.
It is sufficient to check that |(Pr − 12 ) ∗ f (x)|  Cr
(1−r)γ +|sin x2 |γ
((1−r)2+4r sin2 x2 )γ
for 0 < |x| < π/2 and
|(Pr − 12 ) ∗ f (x)| Cr for π/2 |x| 3π/2 with constants independent of r and x. Since the
periodicity of f allows the hypothesized estimate |f (x)| C|x|−γ to hold for 0 < |x| 3π/2,
the proof of the first bound reduces to showing that
π∫ ∣∣∣∣Pr(y) − 12
∣∣∣∣|x ± y|−γ dy  Cr (1 − r)γ + (sin
x
2 )
γ
((1 − r)2 + 4r sin2 x2 )γ
, 0 < x < π/2. (3.9)0
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(2x,π) and C = (x/2,2x). For the region A, we separately consider 1−r  x and 0 < x < 1−r .
For the first case, the fact that
π∫
−π
r(1 − r)
(1 − r)2 + 4r sin2 y2
dy = 2πr
1 + r ,
easily gives
∫
A
∣∣∣∣Pr(y) − 12
∣∣∣∣|x ± y|−γ dy  Crx−γ  Cr (1 − r)γ + (sin
x
2 )
γ
((1 − r)2 + 4r sin2 x2 )γ
,
where we have used that (1−r)
γ +(sin x2 )γ
((1−r)2+4r sin2 x2 )γ
∼ ( 11−r+x )γ , and 1− r  x implies that ( 11−r+x )−γ 
Cxγ . For the second case, 0 < x < 1 − r we have that x/2 < (1 − r + x)/4, hence we enlarge
the region of integration to get
∫
A
∣∣∣∣Pr(y) − 12
∣∣∣∣|x ± y|−γ dy 
1−r+x
4∫
0
∣∣∣∣Pr(y) − 12
∣∣∣∣|x ± y|−γ dy
 r
1 − r
1−r+x
4∫
0
|x ± y|−γ dy  C r
1 − r (1 − r + x)
1−γ
 C r
(1 − r + x)γ ,
and the last expression is equivalent to Cr (1−r)
γ +(sin x2 )γ
((1−r)2+4r sin2 x2 )γ
.
For the region B we also consider separately the cases 1 − r  x and 0 < x < 1 − r . For the
first one, we make the change of variable t = π − y to obtain the integral
π−2x∫
0
r
1 − r
(1 − r)2 + 4r cos2 t2
∣∣x ± (π − t)∣∣−γ dt
and the bound is obtained as in the case 1 − r  x in the region A, since
π∫
−π
r(1 − r)
(1 − r)2 + 4r cos2 t2
dt = 2πr
1 + r .
For the case 0 < x < 1 − r , we split the integral into two parts
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∫
B
∣∣∣∣Pr(y) − 12
∣∣∣∣|x ± y|−γ dy
=
x+(1−r)∫
2x
∣∣∣∣Pr(y) − 12
∣∣∣∣|x ± y|−γ dy +
π∫
x+(1−r)
∣∣∣∣Pr(y) − 12
∣∣∣∣|x ± y|−γ dy =: J1 + J2.
First, we have
J1 
r
1 − r
1−r+x∫
2x
|x ± y|−γ dy  C r
1 − r (1 − r + x)
1−γ  C r
(1 − r + x)γ .
On the other hand,
J2  Cr
π∫
x+(1−r)
|x ± y|−γ dy  Cr(1 − r + x)−γ ,
and the result is proved for the entire region B because (1 − r + x)−γ ∼ (1−r)γ +(sin x2 )γ
((1−r)2+4r sin2 x2 )γ
.
In the region C, we have
∫
C
∣∣∣∣Pr(y) − 12
∣∣∣∣|x ± y|−γ dy 
∫
C
r
1 − r
(1 − r)2 + 4r sin2 y2
|x ± y|−γ dy
 Cr 1 − r
(1 − r)2 + 4r sin2 x2
∫
C
|x ± y|−γ dy
 Cr 1 − r
(1 − r)2 + 4r sin2 x2
x1−γ  Cr
(
1 − r
(1 − r)2 + 4r sin2 x2
)γ
,
where we have used that 1−r
(1−r)2+4r sin2 x2
 Cx−1. This bound for the integral in C is enough for
our purpose.
The proof for the region π/2 |x| 3π/2 reduces to showing that
π∫
0
y−γ
∣∣∣∣Pr(y ± x) − 12
∣∣∣∣dy  Cr, π/2 x  3π/2.
The observation
∣∣∣∣Pr(x) − 12
∣∣∣∣ Cr 1 − r
(1 − r)2 + 4r sin2 x = C
2r
1 + r Pr(x),2
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π∫
0
y−γ
∣∣∣∣Pr(y ± x) − 12
∣∣∣∣dy  Cr
π∫
0
y−γ Pr(y ± x)dy,
and the estimate follows since this last integral is bounded by a constant, as we see in [3, Lem-
ma 3.2]. 
Lemma 6. For k  1, γ > 0, and 0 < |x| < 3π/2, we have
1∫
0
(
log
1
r
)2k−1( ∞∑
n=1
rnnk+γ−1
{
sin
cos
}
(nx)
)2
dr
r
 Cx−2γ (3.10)
with a constant C independent of x.
Proof. For γ = m, m = 1,2, . . . , the result is contained in Lemma 4. To prove (3.10) for other
values of γ we are going to prove that for each β > 1, the expression
∣∣∣∣∣
∞∑
n=1
rnnβ−1
{
sin
cos
}
(nx)
∣∣∣∣∣
can be written as a finite sum of terms of the kind
r
(1 − r)δ + |sin x2 |δ
((1 − r)2 + 4r sin2 x2 )δ
, δ  β.
With this estimate, proceeding as in Lemma 4, the result follows.
The following estimate is stated in [17, (13), p. 70, vol. I]: for any 0 < β < 1 and 0 < |x| <
3π/2, the function
f (x) =
∞∑
n=1
nβ−1
{
sin
cos
}
(nx)
satisfies that
∣∣f (x)∣∣ Cγ |x|−β.
Now, using that
∫ π
−π f (x) dx = 0, it is clear that
Pr ∗ f (x) =
(
Pr − 1
)
∗ f (x).2
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Pr ∗ f (x) = −π
∞∑
n=1
rnnβ−1 cos(nx),
and when f involves the cosines, the identity
Pr ∗ f (x) = π
∞∑
n=1
rnnβ−1 sin(nx)
holds.
This, together with Lemma 5, shows that
∣∣∣∣∣
∞∑
n=1
rnnβ−1
{
sin
cos
}
(nx)
∣∣∣∣∣ Cr (1 − r)
β + |sin x2 |β
((1 − r)2 + 4r sin2 x2 )β
(3.11)
for 0 < β < 1.
Suppose now that m< β <m + 1 with m 1. To simplify the notation write
Sβ(x) = Sβ(r, x) =
∞∑
n=1
rnnβ−1 sin(nx), Cβ(x) = Cβ(r, x) =
∞∑
n=1
rnnβ−1 cos(nx).
In [3, (3.3), p. 4449] we can find the identity
Sβ(x) = Sm(x) +
m∑
s=1
m∑
p=s
as,p,β
(
Ss(x)Cβ−p(x) + Cs(x)Sβ−p(x)
)
+
m∑
s=1
(
Ss(x)As,β(r, x) +Cs(x)Bs,β(r, x)
)
, (3.12)
where as,p,β are constants and As,β(r, x), Bs,β(r, x) are bounded functions. An analogous for-
mula holds for Cβ (to be precise, on the right side of (3.12), Sm, Ss , Cs and the second plus sign
have to be replaced by Cm, Cs , Ss and the minus sign). So, with (3.12), we finish by using the
bounds in Lemma 3 and (3.11). 
Lemma 7. For k  1, 0 < x < 1, and N = [1/x], we have
1∫
0
(
log
1
r
)2k−1( N∑
n=1
rnnk+β
)2
dr
r
 Cx−(2β+2), (3.13)
for β > −1, and
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0
(
log
1
r
)2k−1( ∞∑
n=N+1
rnnk+β
)2
dr
r
 Cx−(2β+2), (3.14)
for β < −1.
Proof. We begin by proving (3.13). First, we will think of the case k = 1; we are going to
estimate
1∫
0
log
1
r
(
N∑
n=1
rnn1+β
)2
dr
r
.
Integrating by parts, this expression equals
1∫
0
( r∫
0
(
N∑
n=1
sn−1/2n1+β
)2
ds
)
dr
r
=
1∫
0
( r∫
0
(
N∑
n,j=1
sn+j−1(nj)1+β
)
ds
)
dr
r
=
1∫
0
(
N∑
n,j=1
rn+j
n + j (nj)
1+β
)
dr
r
 C
1∫
0
(
N∑
n,j=1
rn+j√
nj
(nj)1+β
)
dr
r
= C
1∫
0
N∑
n,j=1
rn+j−1(nj)1/2+β dr  C
N∑
n,j=1
(nj)1/2+β√
nj
= C
(
N∑
n=1
nβ
)2
 CN2β+2  Cx−(2β+2).
For k > 1, we integrate by parts 2k − 2 times to obtain
1∫
0
(
log
1
r
)2k−1( N∑
n=1
rnnk+β
)2
dr
r
 C
1∫
0
log
1
r
(
N∑
n=1
rnnβ+1
)2
dr
r
and then apply the result for k = 1.
The proof of (3.14) is analogous. 
The next lemma analyzes a situation similar to the case γ = 0 in Lemma 6. This case has to
be investigated separately because in this situation the proof of Lemma 4 does not work.
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1∫
0
(
log
1
r
)2k−1( ∞∑
n=N
rnnk−1
{
sin
cos
}
(πnx)
)2
dr
r
 C, (3.15)
with a constant C independent of x.
Proof. We will prove the result for the case of sines. The other case is analogous. Applying the
summation by parts formula,
∞∑
n=N
an(bn+1 − bn) = −aNbN −
∞∑
n=N
bn+1(an+1 − an),
with the sequences an = n and bn = −∑∞j=n jk−2rj sin(πjx), we have
∣∣∣∣∣
∞∑
n=N
rnnk−1 sin(πnx)
∣∣∣∣∣N
∣∣∣∣∣
∞∑
j=N
jk−2rj sin(πjx)
∣∣∣∣∣+
∣∣∣∣∣
∞∑
n=N
∞∑
j=n+1
jk−2rj sin(πjx)
∣∣∣∣∣.
The last sum, after a translation j − n = m and using the formula for sin(a + b), equals
k−2∑
s=0
(
k − 2
s
)( ∞∑
n=N
nk−s−2rn cos(πnx)
∞∑
m=1
msrm sin(πmx)
+
∞∑
n=N
nk−s−2rn sin(πnx)
∞∑
m=1
msrm cos(πmx)
)
,
hence
∣∣∣∣∣
∞∑
n=N
rnnk−1 sin(πnx)
∣∣∣∣∣
∣∣∣∣∣N
∞∑
j=N
jk−2rj sin(πjx)
∣∣∣∣∣
+
∣∣∣∣∣
k−2∑
s=0
(
k − 2
s
)( ∞∑
n=N
nk−s−2rn cos(πnx)
∞∑
m=1
msrm sin(πmx)
+
∞∑
n=N
nk−s−2rn sin(πnx)
∞∑
m=1
msrm cos(πmx)
)∣∣∣∣∣.
Concerning the first summand, using (3.14) with β = −2, the expression
1∫ (
log
1
r
)2k−1( ∞∑
n=N
nk−2rn sin(πnx)
)2
dr
r
0
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Lemma 3.3 in [3], we have that ∑∞m=1 msrm{ sincos }(πmx) Cx−2(s+1), and, on the other hand,
1∫
0
(
log
1
r
)2k−1( ∞∑
n=N
nk−s−2rn
)2
dr
r
is bounded by x2(s+1), after applying (3.14) with β = −s − 2, which finishes the proof. 
To conclude this section, we give estimates for the measure of the balls B(x, |x − y|) in the
space ((0,1), dμα).
Lemma 9. For α > −1 and x = y, the inequality
μα
(
B
(
x, |x − y|)) C
⎧⎨
⎩
x2α+2, 0 < y  x/2,
(xy)α+1/2|x − y|, x/2 < y < min{1,3x/2},
y2α+2, min{1,3x/2} y < 1,
(3.16)
holds.
Proof. (3.16) follows easily by studying separately the three considered regions. Thus, for the
case 0 < y  x/2,
μα
(
B
(
x, |x − y|))= ∫
B(x,|x−y|)
dμα(t) =
2x−y∫
y
t2α+1 dt
= C((2x − y)2α+2 − y2α+2) Cx2α+2.
The case min{1,3x/2}  y < 1 follows analogously. Concerning the case x/2 < y < min{1,
3x/2} we distinguish between α  −1/2 and −1 < α < −1/2. For the first one, we obtain,
taking into account that x ∼ y,
μα
(
B
(
x, |x − y|))= ∫
B(x,|x−y|)
dμα(t) =
x+|x−y|∫
x−|x−y|
t2α+1 dt
 2C
∣∣x + |x − y|∣∣2α+1|x − y| C(xy)α+1/2|x − y|.
For the second case, we need to consider two regions separately. For the points (x, y) such that
x/2 < y < x, we have
μα
(
B
(
x, |x − y|))= ∫
B(x,|x−y|)
dμα(t) =
2x−y∫
y
t2α+1 dt
 Cx2α+1|x − y| C(xy)α+1/2|x − y|.
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μα
(
B
(
x, |x − y|))= ∫
B(x,|x−y|)
dμα(t) =
y∫
2x−y
t2α+1 dt
 C(2x − y)2α+1|x − y| Cy2α+1|x − y| C(xy)α+1/2|x − y|. 
4. Proof of the estimate (2.4)
The estimate (2.4) is an immediate consequence of Lemma 9 and the following proposition.
Proposition 2. Let α > −1. For k  1,
1∫
0
∣∣∣∣
(
r
∂
∂r
)k
Pαr (x, y)
∣∣∣∣
2(
log
1
r
)2k−1
dr
r
 C
⎧⎨
⎩
x−4(α+1), 0 < y  x/2,
(xy)−2(α+1/2)|x − y|−2, x/2 < y < min{1,3x/2},
y−4(α+1), min{1,3x/2} y < 1,
(4.1)
with C independent of 0 < r < 1, x and y.
Proof. Case 1: 0 < y  x/2. We split the series defining (r ∂
∂r
)kPαr (x, y) into
A =
N−1∑
n=1
nkrnφαn (x)φ
α
n (y)
=
N−1∑
n=1
nkrnd2n,α(xy)
−(α+1/2)(sn,αx)1/2Jα(sn,αx) · (sn,αy)1/2Jα(sn,αy)
and
B =
∞∑
n=N
nkrnφαn (x)φ
α
n (y)
=
∞∑
n=N
nkrnd2n,α(xy)
−(α+1/2)(sn,αx)1/2Jα(sn,αx) · (sn,αy)1/2Jα(sn,αy)
where N = [1/x]. Using (3.2) and (3.4) we write
|A|
N−1∑
nkrnd2n,α(xy)
−(α+1/2)∣∣(sn,αx)1/2Jα(sn,αx)∣∣∣∣(sn,αy)1/2Jα(sn,αy)∣∣n=1
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N−1∑
n=1
nk+1rn
∣∣Jα(sn,αx)∣∣∣∣Jα(sn,αy)∣∣
 C
N−1∑
n=1
n2α+k+1rn.
Using (3.13) with β = 2α + 1 we obtain
1∫
0
(
log
1
r
)2k−1∣∣∣∣∣
N−1∑
n=1
n2α+k+1rn
∣∣∣∣∣
2
dr
r
 Cx−4(α+1).
To get the same estimate for |B| it is enough to show that for 0 < r < 1, 0 < x < 1, 0 < y 
x/2 and α > −1/2
1∫
0
(
log
1
r
)2k−1( ∞∑
n=N
nkrnφαn (x)dn,αs
α+1/2
n,α cos(sn,αy)
)2
dr
r
 Cx−4(α+1), (4.2)
and the analogous estimate with the exponents α+1/2 and −4(α+1) replaced by (α+2)+1/2
and −4((α + 2) + 1) correspondingly (this is needed in the case −1 < α −1/2 only). Indeed,
using (4.2), Poisson’s integral formula (3.5) applied to Jα(sn,αy), and Minkowsky’s inequality
give, for α > −1/2,
1∫
0
(
log
1
r
)2k−1( ∞∑
n=N
nkrnφαn (x)dn,αs
α+1/2
n,α
1∫
0
(
1 − t2)α−1/2 cos(sn,αyt) dt
)2
dr
r
 C
1∫
0
(
log
1
r
)2k−1( 1∫
0
(
1 − t2)α−1/2
∣∣∣∣∣
∞∑
n=N
nkrnφαn (x)dn,αs
α+1/2
n,α cos(sn,αyt)
∣∣∣∣∣dt
)2
dr
r
 C
( 1∫
0
(
1 − t2)α−1/2
( 1∫
0
(
log
1
r
)2k−1
×
( ∞∑
n=N
nkrnφαn (x)dn,αs
α+1/2
n,α cos(sn,αyt)
)2
dr
r
)1/2
dt
)2
 Cx−4(α+1).
In the case −1 < α −1/2, applying the identity
Jα(z) = −Jα+2(z) + 2(α + 1)
z
Jα+1(z),
gives
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∞∑
n=N
nkrnφαn (x)dn,α(sn,αy)
1/2y−(α+1/2)Jα+2(sn,αy)
+ 2(α + 1)
∞∑
n=N
nkrnφαn (x)dn,α(sn,αy)
−1/2y−(α+1/2)Jα+1(sn,αy).
Now, using Poisson’s formula (3.5) for Jα+1(sn,αy) and Jα+2(sn,αy) (together with the assump-
tion y  x/2 in the first summand) and applying (4.2) we obtain the result.
Proving (4.2) (the proof of its counterpart with aforementioned replacements in expo-
nents is completely analogous hence we do not treat it separately) we use (3.3) to expand
(sn,αx)
1/2Jα(sn,αx) and choose M to be the unique nonnegative integer satisfying M − 1 
α + 1/2 <M . It is then clear that
∣∣∣∣∣
∞∑
n=N
nkrnφαn (x)dn,αs
α+1/2
n,α cos(sn,αy)
∣∣∣∣∣ C
M∑
j=0
x−j−(α+1/2)
(|Cj | + |Sj |)+GM, (4.3)
where
{Sj
Cj
}
=
∞∑
n=N
nkrnd2n,αs
−j+α+1/2
n,α
{
sin
cos
}(
sn,α(x ± y)
)
,
j = 0,1, . . . ,M , and
GM = x−(α+1/2)
∞∑
n=N
nkrnd2n,α
∣∣HM(sn,αx)∣∣sα+1/2n,α .
Then, using (3.2),
GM  Cx−(α+M+3/2)
∞∑
n=N
nk+α−M−1/2rn.
Since M >α + 1/2 we use (3.14) with β = α − M − 1/2 and we obtain
x−2(α+M+3/2)
1∫
0
(
log
1
r
)2k−1∣∣∣∣∣
∞∑
n=N
nk+α−M−1/2rn
∣∣∣∣∣
2
dr
r
 Cx−2(α+M+3/2)x−2(α−M+1/2)
 Cx−4(α+1).
We now take into account (4.3), to finish the proof of (4.2). It follows from Lemma 2 that for
given j = 0,1, . . . ,M , Sj and Cj are sums of series of the form
∞∑
nk−j+α+1/2rnEk−j+α+1/2,M−j (n, x, y)
{
sin
cos
}(
πn(x ± y)). (4.4)n=N
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series in (4.4). Given j = 0, . . . ,M , we use the expression for Ek−j+α+1/2,M−j (n, x, y) from
Lemma 2 to estimate (4.4) with the sum of the absolute value of
Rj,m =
∞∑
n=N
nk−j−m+α+1/2rn
{
sin
cos
}(
πn(x ± y)), (4.5)
for m = 0, . . . ,M − j , and
∣∣∣∣∣
∞∑
n=N
nk−j+α+1/2rnq(M−j)n (x, y)
{
sin
cos
}(
πn(x ± y))
∣∣∣∣∣.
For the term involving q(M−j)n (x, y), it is verified that∣∣∣∣∣
∞∑
n=N
nk−j+α+1/2rnq(M−j)n (x, y)
{
sin
cos
}(
πn(x ± y))
∣∣∣∣∣ C
∞∑
n=N
nk+α−M−1/2rn.
Then, using that −M − 1/2 + α < −1, we can apply (3.14) with β = α −M − 1/2 to obtain
x−2j−2(α+1/2)
1∫
0
(
log
1
r
)2k−1( ∞∑
n=N
nk+α−M−1/2rn
)2
dr
r
 Cx−4(α+1).
The hypothesis made on M shows that α + 1/2 − j − m > −1 for j = 0, . . . ,M and m =
0, . . . ,M − j when M − 1 < α + 1/2 and the same is true for j = 0, . . . ,M − 1 and m =
0, . . . ,M − j − 1 when M − 1 = α + 1/2. Hence, in these cases,
∣∣∣∣∣
N−1∑
n=1
nk+α+1/2−j−m+rn
{
sin
cos
}(
πn(x ± y))
∣∣∣∣∣ C
N−1∑
n=1
nk+α+1/2−j−mrn,
and using (3.13) with β = α + 1/2 − j −m,
x−2j−2(α+1/2)
1∫
0
(
log
1
r
)2k−1(N−1∑
n=1
nk+α+1/2−j−mrn
)2
dr
r
 Cx−4(α+1)+2m  Cx−4(α+1).
In consequence, in (4.5) we can extend the sum to start from n = 1 and then use Lemma 6 to get
x−2j−2(α+1/2)
1∫
0
(
log
1
r
)2k−1( ∞∑
n=1
nk+α+1/2−j−mrn
{
sin
cos
}(
πn(x ± y))
)2
dr
r
 Cx−4(α+1)+2m.
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of Rj,M−j when M − 1 = α + 1/2 for j = 0, . . . ,M . In these exceptional cases we have to show
that
x−2j−2(α+1/2)
1∫
0
(
log
1
r
)2k−1
(Rj,M−j )2
dr
r
 Cx−2M−2(α+1/2).
Since Rj,M−j takes the form of the series in (3.15), then Lemma 8 and the fact that N = [1/x] ∼
[1/x + y] ∼ [1/|x − y|] give the desired bound.
Case 2: x/2 < y < min{1,3x/2}. We use (3.3) with M = 1 to expand the functions
(sn,αx)
1/2Jα(sn,αx) and (sn,αy)1/2Jα(sn,αy). Then, taking N = [1/x] ∼ [1/y], we write
(r ∂
∂r
)kPαr (x, y) as the sum
F(r, x, y) +
1∑
j,l=0
x−j y−lOj,l(r, x, y) + J1(r, x, y) + J2(r, x, y) +G1(r, x, y),
where
F(r, x, y) =
N−1∑
n=1
nkrnd2n,α(xy)
−(α+1/2)(sn,αx)1/2Jα(sn,αx) · (sn,αy)1/2Jα(sn,αy),
and, for the remainder sum that starts from n = N , the Oj,l terms capture the part that comes
from the main parts of the aforementioned expansions and are sums of terms of the form
Dj,l
∞∑
n=N
nkrnd2n,α(xy)
−(α+1/2)s−j−ln,α
{
sin
cos
}
(sn,αx)
{
sin
cos
}
(sn,αy)
(Dj,l is a product of Aα+1,j or Bα+1,j and Aα,l or Bα,l depending on the choice of the sine
or cosine), J1 gathers the part that comes from the main parts of the second expansion and the
remainder of the first one, hence its absolute value is bounded by
∣∣J1(r, x, y)∣∣ C
∣∣∣∣∣
2∑
1
∞∑
n=N
nkrnd2n,α(xy)
−(α+1/2)H1(sn,αx)
{
sin
cos
}
(sn,αy)
∣∣∣∣∣
+Cy−1
∣∣∣∣∣
2∑
1
∞∑
n=N
nkrnd2n,α(xy)
−(α+1/2)s−1n,αH1(sn,αx)
{
sin
cos
}
(sn,αy)
∣∣∣∣∣
(the sign ∑21 indicates that we add two series, one for the choice of the sine and another for
the cosine), J2 acts as J1 but with the position of the both expansions switched, and its absolute
value is controlled by
∣∣J2(r, x, y)∣∣ C
∣∣∣∣∣
2∑ ∞∑
nkrnd2n,α(xy)
−(α+1/2)
{
sin
cos
}
(sn,αx)H1(sn,αy)
∣∣∣∣∣
1 n=N
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∣∣∣∣∣
2∑
1
∞∑
n=N
nkrnd2n,α(xy)
−(α+1/2)s−1n,α
{
sin
cos
}
(sn,αx)H1(sn,αy)
∣∣∣∣∣
and, eventually, G1 captures the part that comes from the remainders,
G1(r, x, y) =
∞∑
n=N
nkrnd2n,α(xy)
−(α+1/2)H1(sn,αx)H1(sn,αy).
For F(r, x, y), using (3.4) and (3.2) we have
∣∣F(r, x, y)∣∣ C N−1∑
n=1
nk+2α+1rn,
then, applying (3.13) with β = 2α + 1, we obtain the estimate
1∫
0
(
log
1
r
)2k−1(
F(r, x, y)
)2 dr
r
 Cx−4(α+1)  C(xy)−2(α+1/2)|x − y|−2.
For J1(r, x, y) (the same reasoning works for J2(r, x, y)), using H1(z) = O(z−2), z 1, and
again (3.4) and (3.2), shows that
∣∣J1(r, x, y)∣∣ Cx−2
( ∞∑
n=N
nk−2rn(xy)−(α+1/2) + y−1
∞∑
n=N
nk−3rn(xy)−(α+1/2)
)
.
Then, the required bound in this case boils down to estimating
x−4(xy)−2(α+1/2)
1∫
0
(
log
1
r
)2k−1( ∞∑
n=N
rnnk−2
)2
dr
r
and
x−4y−2(xy)−2(α+1/2)
1∫
0
(
log
1
r
)2k−1( ∞∑
n=N
rnnk−3
)2
dr
r
.
Applying (3.14) with β = −2 and β = −3, these expressions are bounded, respectively, by a
constant times x−2(xy)−2(α+1/2) and y−2(xy)−2(α+1/2), and the task is done.
We show, in the same manner, that
∣∣G1(r, x, y)∣∣ C(xy)−2(xy)−(α+1/2) ∞∑ nk−4rn
n=N
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(xy)−4(xy)−2(α+1/2)
1∫
0
(
log
1
r
)2k−1( ∞∑
n=N
rnnk−4
)2
dr
r
 Cx−2(xy)−2(α+1/2),
by (3.14) with β = −4. The remainder part of the proof is concerned with a more delicate analysis
of the x−j y−lOj,l(r, x, y) terms. We start with the x−1y−1O1,1(r, x, y) term. It is clear that
∣∣x−1y−1O1,1(r, x, y)∣∣ Cx−2 ∞∑
n=N
nk−2rn(xy)−(α+1/2),
and, using (3.14) with β = −2,
x−4(xy)−2(α+1/2)
1∫
0
(
log
1
r
)2k−1( ∞∑
n=N
rnnk−2
)2
dr
r
 x−2(xy)−2(α+1/2).
Lemma 2 with γ = −1 and 	 = 0 yields
1∫
0
(
log
1
r
)2k−1∣∣x−1O1,0(r, x, y)∣∣2 dr
r
 Cx−2(xy)−2(α+1/2)
once we show that
1∫
0
(
log
1
r
)2k−1∣∣∣∣∣
∞∑
n=N
nk−1rnE−1,0(n, x, y)
{
sin
cos
}(
πn(x ± y))
∣∣∣∣∣
2
dr
r
 C.
The form of E−1,0 reduces the task to showing the estimates
1∫
0
(
log
1
r
)2k−1( ∞∑
n=N
nk−1rn
{
sin
cos
}(
πn(x ± y))
)2
dr
r
 C, (4.6)
and
1∫
0
(
log
1
r
)2k−1( ∞∑
n=N
nk−1rnq(0)n (x, y)
{
sin
cos
}(
πn(x ± y))
)2
dr
r
 C, (4.7)
where |q(0)n (x, y)|  Cn−1. (4.6) follows immediately from Lemma 8. The estimate (4.7) is
proved taking into account that the inner series is bounded by
∑∞
n=N nk−2rn. So, using (3.14)
with β = −2, the left term in (4.7) is bounded by x2, therefore controlled by a constant. The
estimate for y−1O0,1(r, x, y) follows analogously.
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that each of the four terms of O0,0(r, x, y) is a sum of terms of the form
(xy)−(α+1/2)
∞∑
n=N
nkrn
(
A0 + A1(x, y)
n
+ q(1)n (x, y)
){
sin
cos
}(
πn(x ± y)). (4.8)
The estimate for the remainder term is immediate since, using |q(1)n (x, y)|  Cn−2 for 0 <
x,y < 1, gives ∣∣∣∣∣
∞∑
n=N
nkrnq(1)n (x, y)
{
sin
cos
}(
πn(x ± y))
∣∣∣∣∣ C
∞∑
n=N
nk−2rn.
Then, using (3.14) with β = −2,
(xy)−2(α+1/2)
1∫
0
(
log
1
r
)2k−1( ∞∑
n=N
nkrnq(1)n (x, y)
{
sin
cos
}(
πn(x ± y))
)2
dr
r
 C(xy)−2(α+1/2)
1∫
0
(
log
1
r
)2k−1( ∞∑
n=N
nk−2rn
)2
dr
r
 C(xy)−2(α+1/2).
Concerning the term involving A1(x, y)n−1, note that A1(x, y) is a bounded function on 0 <
x,y < 1, hence our task reduces to estimating (4.6). Finally, consider the term involving A0. It
is possible to extend the summation of the series involving this term from n = 1 since
∣∣∣∣∣
1∫
0
(
log
1
r
)2k−1(N−1∑
n=1
nkrn
{
sin
cos
}(
πn(x ± y))
)2
dr
r
∣∣∣∣∣ Cx−2,
after using (3.13) with β = 0. Then, we have to prove that
∣∣∣∣∣
1∫
0
(
log
1
r
)2k−1( ∞∑
n=1
nkrn
{
sin
cos
}(
πn(x ± y))
)2
dr
r
∣∣∣∣∣ C|x − y|−2. (4.9)
With this, we can apply Lemma 4 with m = 1 in the case |x − y| 3/2, to obtain (4.9) for the
minus sign. When x + y  3/2 the result follows in the same manner taking into account that
(x + y)−1  |x − y|−1. For x + y > 3/2 we need an extra argument. Points (x, y) such that
x + y > 3/2 are contained in the region where 3/8 < x,y < 1. Then, writing x = 1 − u and
y = 1 − v, we have u+ v  3/2 and
∞∑
n=1
nkrn
{
sin
cos
}(
πn(x + y))= ∞∑
n=1
nkrn
{
sin
cos
}(
πn(u + v)).
In this way, for x + y > 3/2, by Lemma 4 with m = 1, it is verified that
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1∫
0
(
log
1
r
)2k−1( ∞∑
n=1
nkrn
{
sin
cos
}(
πn(x ± y))
)2
dr
r
∣∣∣∣∣ C(u + v)−2
= C(2 − x − y)−2  C|x − y|−2,
and the proof of (4.9) is completed.
Case 3: min{1,3x/2}  y < 1. This case is completely analogous to Case 1 so we omit the
proof. 
5. Proof of the estimate (2.5)
The result in the following proposition (where ∂
∂x,y
means the partial derivative against ei-
ther x or y) and Lemma 9 allow us complete the proof of (2.5).
Proposition 3. Let α > −1 and k  1. Then
1∫
0
(
log
1
r
)2k−1∣∣∣∣ ∂∂x, y
(
r
∂
∂r
)k
Pαr (x, y)
∣∣∣∣
2
dr
r
 C
⎧⎨
⎩
x−(4α+6), 0 < y  x/2,
(xy)−2(α+1/2)|x − y|−4, x/2 < y < min{1,3x/2},
y−(4α+6), min{1,3x/2} y < 1,
(5.1)
with C independent of 0 < r < 1, x and y.
Proof. We use (3.1) to find that
dφαn (x)
dx
= −sn,αdn,αs1/2n,αJα+1(sn,αx)x−α.
In this way (exchanging summation with differentiation is easily seen to be possible)
∂
∂x
(
r
∂
∂r
)k
Pαr (x, y) = −
∞∑
n=1
nkrnsn,αdn,αs
1/2
n,αJα+1(sn,αx)x−αφαn (y) (5.2)
and
∂
∂y
(
r
∂
∂r
)k
Pαr (x, y) = −
∞∑
n=1
nkrnsn,αφ
α
n (x)dn,αs
1/2
n,αJα+1(sn,αy)y−α. (5.3)
We shall consider the case ∂
∂x
(r ∂
∂r
)kPαr (x, y) only since treating ∂∂y (r ∂∂r )kPαr (x, y) is completely
analogous.
Case 1: 0 < y  x/2. This case is proved analogously to the case min{1,3x/2} y < 1 that
will be proved later.
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expand the functions (sn,αx)1/2Jα+1(sn,αx) and (sn,αy)1/2Jα(sn,αy) and take N = [ 1x ] ∼ [ 1y ] to
write ∂
∂x
(r ∂
∂r
)kPαr (x, y) as the sum
F(r, x, y) +
2∑
j,l=0
x−j y−lOj,l(r, x, y) + J1(r, x, y) + J2(r, x, y) +G2(r, x, y).
Here
F(r, x, y) =
N−1∑
n=1
nkrnd2n,α(xy)
−(α+1/2)sn,α(sn,αx)1/2Jα+1(sn,αx) · (sn,αy)1/2Jα(sn,αy),
and, for the remainder sum that starts from n = N , the Oj,l terms capture the part that comes
from the main parts of the aforementioned expansions and are the sums of terms of the form
Dj,l
∞∑
n=N
nkrnd2n,α(xy)
−(α+1/2)s−j−l+1n,α
{
sin
cos
}(
sn,α(x ± y)
)
,
J1 gathers the part that comes from the main parts of the second expansion and the remainder of
the first one, hence its absolute value is bounded by
∣∣J1(r, x, y)∣∣ C
∣∣∣∣∣
2∑
1
∞∑
n=N
nkrnd2n,α(xy)
−(α+1/2)sn,αH2(sn,αx)
{
sin
cos
}
(sn,αy)
∣∣∣∣∣
+Cy−1
∣∣∣∣∣
2∑
1
∞∑
n=N
nkrnd2n,α(xy)
−(α+1/2)H2(sn,αx)
{
sin
cos
}
(sn,αy)
∣∣∣∣∣
+Cy−2
∣∣∣∣∣
2∑
1
∞∑
n=N
nkrnd2n,α(xy)
−(α+1/2)s−1n,αH2(sn,αx)
{
sin
cos
}
(sn,αy)
∣∣∣∣∣,
J2 acts as J1 but with the position of the both expansions switched, and its absolute value is
controlled by
∣∣J2(r, x, y)∣∣ C
∣∣∣∣∣
2∑
1
∞∑
n=N
nkrnd2n,α(xy)
−(α+1/2)sn,α
{
sin
cos
}
(sn,αx)H2(sn,αy)
∣∣∣∣∣
+ Cx−1
∣∣∣∣∣
2∑
1
∞∑
n=N
nkrnd2n,α(xy)
−(α+1/2)
{
sin
cos
}
(sn,αx)H2(sn,αy)
∣∣∣∣∣
+ Cx−2
∣∣∣∣∣
2∑ ∞∑
nkrnd2n,α(xy)
−(α+1/2)s−1n,α
{
sin
cos
}
(sn,αx)H2(sn,αy)
∣∣∣∣∣
1 n=N
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G2(r, x, y) =
∞∑
n=N
nkrnd2n,α(xy)
−(α+1/2)sn,αH2(sn,αx)H2(sn,αy).
We will now analyze separately each of the summands in the above decomposition of
∂
∂x
(r ∂
∂r
)kPαr (x, y) and bound them by C(xy)−2(α+1/2)|x − y|−4.
For F(r, x, y), using (3.4) and (3.2), we have
∣∣F(r, x, y)∣∣ Cx N−1∑
n=1
n2α+k+3rn.
Then, using (3.13) with β = 2α + 3, we obtain that
1∫
0
(
log
1
r
)2k−1(
F(r, x, y)
)2 dr
r
 Cx2
1∫
0
(
log
1
r
)2k−1(N−1∑
n=1
n2α+k+3rn
)2
dr
r
 Cx−2(2α+3)  C(xy)−2(α+1/2)|x − y|−4.
For J1(r, x, y) (the same reasoning works for J2(r, x, y)), using H2(z) = O(z−3), z 1, and
again (3.4) and (3.2), shows that
∣∣J1(r, x, y)∣∣ Cx−3
( ∞∑
n=N
nk−2rn(xy)−(α+1/2)
+ y−1
∞∑
n=N
nk−3rn(xy)−(α+1/2) + y−2
∞∑
n=N
nk−4rn(xy)−(α+1/2)
)
.
Then, the required bound comes down to estimating
x−6(xy)−2(α+1/2)
1∫
0
(
log
1
r
)2k−1( ∞∑
n=N
nk−2rn
)2
dr
r
,
x−6y−2(xy)−2(α+1/2)
1∫
0
(
log
1
r
)2k−1( ∞∑
n=N
nk−3rn
)2
dr
r
,
and
x−6y−4(xy)−2(α+1/2)
1∫ (
log
1
r
)2k−1( ∞∑
n=N
nk−4rn
)2
dr
r
.0
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constant times x−4(xy)−2(α+1/2), x−2y−2(xy)−2(α+1/2) and y−4(xy)−2(α+1/2), and the task is
done. In a similar way we show that
∣∣G2(r, x, y)∣∣ C(xy)−3(xy)−(α+1/2) ∞∑
n=N
nk−5rn
and
(xy)−6(xy)−2(α+1/2)
1∫
0
(
log
1
r
)2k−1( ∞∑
n=N
nk−5rn
)2
dr
r
 Cx−4(xy)−2(α+1/2),
by (3.14) with β = −5. The remainder part of the proof is concerned with a more delicate analysis
of the x−j y−lOj,l(r, x, y) terms. We start with the x−2y−2O2,2(r, x, y) term. It is clear that
∣∣x−2y−2O2,2(r, x, y)∣∣ Cx−4 ∞∑
n=N
nk−3rn(xy)−(α+1/2),
and, using (3.14) with β = −3,
x−8(xy)−2(α+1/2)
1∫
0
(
log
1
r
)2k−1( ∞∑
n=N
nk−3rn
)2
dr
r
 x−4(xy)−2(α+1/2).
Similarly, for |x−2y−1O2,1(x, y)|,
∣∣x−2y−1O2,1(r, x, y)∣∣ Cx−2y−1 ∞∑
n=N
nk−2rn(xy)−(α+1/2)
holds, and
x−4y−2(xy)−2(α+1/2)
1∫
0
(
log
1
r
)2k−1( ∞∑
n=N
nk−2rn
)2
dr
r
 x−2y−2(xy)−2(α+1/2)
by using (3.14) with β = −2. We get the same bound for |x−1y−2O1,2(x, y)| in a similar way.
The estimate of |x−2O2,0(r, x, y)| by (xy)−2(α+1/2)C|x − y|−4 uses Lemma 2 with γ = −1
and 	 = 0, and essentially is contained in the estimate of |x−1O1,0(r, x, y)| already discussed
when proving (4.1) in the region x/2 < y < min{1,3x/2}. The estimate of |y−2O0,2(r, x, y)| as
well as |x−1y−1O1,1(r, x, y)| follows analogously.
The estimate of the term involving |x−1O1,0(r, x, y)| by C(xy)−2(α+1/2)|x − y|−4 uses
Lemma 2 with γ = 0 and 	 = 1, and essentially is contained in the estimate of |O0,0(r, x, y)|
already discussed when proving (4.1) in the considered region. The estimate for the term with
|y−1O0,1(r, x, y)| follows analogously.
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conclude that each of the terms of O0,0(r, x, y) is a sum of series of the form
∞∑
n=N
rnnk+1
(
A0 + A1(x, y)
n
+ A2(x, y)
n2
+ q(2)n (x, y)
){
sin
cos
}(
πn(x ± y)). (5.4)
The estimate for the remainder follows from the bound |q(2)n (x, y)|  Cn−3 for 0 < x,y < 1.
Indeed, in this case we have, using (3.14) with β = −2,
(xy)−2(α+1/2)
1∫
0
(
log
1
r
)2k−1( ∞∑
n=N
nkrnq(2)n (x, y)
{
sin
cos
}(
πn(x ± y))
)2
dr
r
 C(xy)−2(α+1/2)
1∫
0
(
log
1
r
)2k−1( ∞∑
n=N
nk−2rn
)2
dr
r
 C(xy)−2(α+1/2)
which is enough for our purpose. The series resulting from taking into account either A1 or A2
were already discussed in Case 2 of Proposition 2 and are bounded by C(xy)−2(α+1/2)|x − y|−4
in the considered region. We are left with the series A0. Note that
1∫
0
(
log
1
r
)2k−1(N−1∑
n=1
nk+1rn
)2
dr
r
 x−4
so it is possible to extend the summation in the series from n = 1. Now, we have to show
∣∣∣∣∣
1∫
0
(
log
1
r
)2k−1( ∞∑
n=1
nk+1rn
{
sin
cos
}(
πn(x ± y))
)2
dr
r
∣∣∣∣∣ C|x − y|−4.
In the case of the minus sign the estimate is a consequence of Lemma 4 with m = 2. For the plus
sign we have to consider separately the cases x + y  3/2 and x + y > 3/2 and this can be done
as in the previous proposition.
Case 3: min{1,3x/2} y < 1. We split the series defining ∂
∂x
(r ∂
∂r
)kPαr (x, y) into A and B ,
being
A =
N−1∑
n=1
nkrnsn,αdn,αs
1/2
n,αJα+1(sn,αx)x−αφαn (y)
=
N−1∑
n=1
nkrnsn,αd
2
n,α(xy)
−(α+1/2)(sn,αx)1/2Jα+1(sn,αx) · (sn,αy)1/2Jα(sn,αy)
and
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∞∑
n=N
nkrnsn,αdn,αs
1/2
n,αJα+1(sn,αx)x−αφαn (y)
=
∞∑
n=N
nkrnsn,αd
2
n,α(xy)
−(α+1/2)(sn,αx)1/2Jα+1(sn,αx) · (sn,αy)1/2Jα(sn,αy)
with N = [1/y]. Using (3.2) and (3.4) we get
|A|
N−1∑
n=1
nkrns2n,αd
2
n,α(xy)
−α∣∣Jα+1(sn,αx)∣∣∣∣Jα(sn,αy)∣∣
 C(xy)−α
N−1∑
n=1
nk+2rn
∣∣Jα+1(sn,αx)∣∣∣∣Jα(sn,αy)∣∣
 Cx
N−1∑
n=1
n2α+k+3rn.
Then, using (3.13) with β = 2α + 3, we obtain
x2
1∫
0
(
log
1
r
)2k−1∣∣∣∣∣
N−1∑
n=1
n2α+k+3rn
∣∣∣∣∣
2
dr
r
 Cx2y−(4α+8)  Cy−(4α+6).
To get the analogous estimate for |B| it is enough to show that for 0 < r < 1, 0 < x  2y/3,
0 < y < 1 and α > −1
x2
1∫
0
(
log
1
r
)2k−1( ∞∑
n=N
nkrnsn,αs
α+3/2
n,α dn,α cos(sn,αx)φ
α
n (y)
)2
dr
r
 Cx2y−(4α+8). (5.5)
Indeed, using (5.5), Minkowsky’s inequality and Poisson’s integral formula (3.5) applied to
Jα(sn,αy), for α > −1, we obtain the result as in Case 1 in the proof of Proposition 2. To
check (5.5) we can also proceed as in the proof of (4.2) in Proposition 2. 
6. Proof of Theorem 1
The direct inequality. Observe that gk(f, x) = ‖Gr,kf (x)‖Bk . Therefore, the boundedness
of gk(f, x) in Lp((0,1),w dμα) is equivalent to the boundedness of the operator Gr,k from
Lp((0,1),w dμα) into LpBk ((0,1),w dμα). By Proposition 1, Gr,k is a vector-valued Calderón–
Zygmund operator. Hence, by the general theory, for any 1 < p < ∞ and w ∈ Aαp , Gr,k is
bounded from Lp((0,1),w dμα) into LpBk ((0,1),w dμα).
The reverse inequality. By polarizing the isometry
∥∥gk(f )∥∥2 2 = 2−2kΓ (2k)‖f ‖2 2L ((0,1),dμα) L ((0,1),dμα)
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∣∣∣∣∣
1∫
0
f1(x)f2(x) dμα(x)
∣∣∣∣∣
= 2
2k
Γ (2k)
1∫
0
1∫
0
(log 1/r)2k−1
((
r
∂
∂r
)k
Pαr f1(x)
)((
r
∂
∂r
)k
Pαr f2(x)
)
dr
r
dμα(x)
which leads to the inequality
∣∣∣∣∣
1∫
0
f1(x)f2(x) dμα(x)
∣∣∣∣∣ 2
2k
Γ (2k)
1∫
0
gk(f1, x)gk(f2, x) dμα(x).
Taking h(x) = w(x)1/pf2(x) we get
∣∣∣∣∣
1∫
0
f1(x)w(x)
1/pf2(x) dμα(x)
∣∣∣∣∣ 2
2k
Γ (2k)
1∫
0
gk(f1, x)w(x)
1/pw(x)−1/pgk(h, x) dμα(x).
By applying Holder’s inequality then
∣∣∣∣∣
1∫
0
f1(x)w(x)
1/pf2(x) dμα(x)
∣∣∣∣∣ C∥∥gk(f1)∥∥Lp((0,1),w dμα)∥∥gk(h)∥∥Lp′ ((0,1),w′ dμα)
with w′ = w −1p−1 . Since if w ∈ Aαp then w
−1
p−1 ∈ Aα
p′ and by the direct part of (1.9), we have∥∥gk(h)∥∥Lp′ ((0,1),w′ dμα)  C‖h‖Lp′ ((0,1),w′ dμα) = C‖f2‖Lp′ ((0,1),dμα).
Therefore, we have the inequality
∣∣∣∣∣
1∫
0
f1(x)w(x)
1/pf2(x) dμα(x)
∣∣∣∣∣ C∥∥gk(f1)∥∥Lp((0,1),w dμα)‖f2‖Lp′ ((0,1),dμα).
Taking supremum over all f2 with ‖f2‖Lp′ ((0,1),dμα)  1, then
‖f1‖Lp((0,1),w dμα) = sup
∣∣∣∣∣
1∫
0
f1(x)w(x)
1/pf2(x) dμα(x)
∣∣∣∣∣
and we get
‖f1‖Lp((0,1),w dμα)  C
∥∥gk(f1)∥∥Lp((0,1),w dμα).
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