It is well known that Hill estimator is a pseudo-maximum likelihood estimator and these approache is however not robust against outliersis, neither the estimator of the risk premium based on this estimator given by Necir and Meraghni (2009) . In this paper we use the so called t-Hill estimator proposed by Fabián (2001) to estimate the tail index of loss rather than the Hill estimator and to derive a new estimator for the distortion risk premium. We establish the asymptotic distribution of the new estimator. We illustrate the performance and the robustness of the estimator for small and large sample size in a simulation study.
Introduction
One of most crucial topics in many important applications in finance, actuarial science, hydrology, insurers and reinsures is the determination of the amounts of losses. Many of the measures used in determination of these losses are a special cases of the distortion premium (Wang, 1996) , defined as follows (Artzner et al. (1999) ) as proved by 1 Corresponding author: brah.brahim@gmail.com 2 E-mail addresse: hano.arbia@gmail.com (H. Arbia).
1 Wirch and Hardy (1999) . In this paper, we suppose that the distortion functions ψ is such that t → ψ (t −1 ) is regularly varying at infinity with index of regular variation β ≥ 1, that is
where t → L ψ (t) is slowly varying as infinity, that is L ψ (tx) /L ψ (t) → 1 as t → ∞, for any x > 0. In particular, the proportional-hazards premium
with the concave distortion function ψ(t) = t 1/β for every β ≥ 1. Since we are mainly concerned with heavy-tailed losses, for which the second moment E[X 2 ] is infinite, throughout the paper we work under the assumption β ∈ [1, 2).
(1.4)
By suggesting the Weissman's estimator for q t = F −1 (1 − t) given bỹ q t = (k/n) γ H X n−k,n t − γ H , t ↓ 0, Necir and Meraghni (2009) proposed an alternative estimator of (1.3) and establish their asymptotic normality, their estimator is given for a fixed aversion parameter β as log X n−i+1,n − log X n−k,n , (1.5) the Hill estimator (Hill, 1975) for the tail index and k = k n is an integer sequence satisfying 1 < k < n, k → ∞ and k/n → 0 as n → ∞.
(1.6)
The Hill estimator is a pseudo-maximum likelihood estimator based on the exponential approximation of the normalized log-spacings Y j = j (log X j,n − log X j+1,n ) for j = 1, ..., k, So in practice, the Hill estimator depends on the choice of k and is inherently not very robust to large values Y j , which makes the estimator proposed by Necir and Meraghni (2009) sensitive to few particular observations, which constitutes a serious problem in terms of bias and root mean squared error (RMSE) even in extreme value statistics. For resolve this problem we propose to estimate the tail index γ by the so called t-Hill estimator proposed by Fabián (2001) , given by its harmonic mean
where 8) known as score moment estimation (t-score or t-estimation method). The latter is more robust than the classical Hill estimator γ defined in (1.5) see Stehlík et al. (2012) and Beran et al. (2014) . The asymptotic normality is given in Theorem 3.1. Other robust estimators for γ were proposed by Peng and Welsh (2001) , Júarez and Schucany (2004) , Vandewalle et al. (2007) and Kim and Lee (2008) .
The main goal of this paper is to derive a new robust estimator of distortion risk premiums by using the t-Hill estimator instead of Hill estimator and investigate their asymptotic normality.
The rest of the paper is organized as follow, in Section 2 we present a construction of an robust estimator of Π[ψ; F ] in the case of heavy-tailed losses. In Section 3 we establish its asymptotic distribution. In Section 4 we carry out a simulation study to illustrate empirical performance and robustness of the estimator. Concluding notes are given in Section 5.
Proofs are relegated to Section 6.
Throughout the paper, we use the standard notation P → for the convergence in probability and use N (µ, σ) to denote a normal random variable (rv) with mean µ and variance σ.
Defining the estimator
Let X 1 , ..., X n be a sample, of size n, of rv X, and denote by X 1,n , ..., X n,n the corresponding order statistics. Further, let 1 < k = k n be the number of extremes used in the computation of the tail index estimate k n is a sequence of positive integers satisfying the conditions (1.6).
Using the generalized inverse of df F defined by
for a fixed distortion function ψ we may rewrite (1.1) into
The empirical estimator of the risk premium Π ψ [X] is obtained by substituting F ← on the right-hand side of equation (2.9) by its empirical counterpart F ← n (s) := inf{x ∈ R : F n (x) ≥ s}, 0 < s ≤ 1 associated to the empirical cdf defined on the real line, defined by F n (x) := n −1 # {X i ≤ x, 1 ≤ i ≤ n} where #A denote the cardinality of a set A. After straightforward computation, we obtain the formula
which may be rewritten, in terms of X 1,n , ..., X n,n , as an L-statistic
The form (2.10) is linear combinations of the order statistics (see, Shorack and Wellner, 1986 , page 260). The limit behavior was discussed by many authors: Chernoff et al. (1967) , Stigler (1974) , Mason (1981) and Theorem 3.2 in Jones and Zitikis (2003) in the case that X is not heavy-tailed and in Brahimi et al. (2011) in heavy-tailed case.
2.1. Heavy-tailed losses case. Let X a loss variable be a heavy-tailed non-negative rv with cumulative distribution function (cdf) F, so F is said to be heavy-tailed whenever the right tail function, F := 1−F, is a regularly varying function with a negative index of regular variation equal to −1/γ, i.e. for every 
or every x > 0. We say that the function s → F ← (1 − s) satisfying condition (2.13) is regularly varying at zero with the index (−γ) < 0.
Since we assume that E[X] < ∞ and E[X 2 ] = ∞, the condition γ ∈ (1/2, 1) that we assume throughout the paper becomes natural, in view of (2.12) or, equivalently, (2.13). Since the distortion parameter β is never smaller than 1, and with respect to the conditions (2.12) and γ ∈ (1/2, 1) leads a combined condition 1/2 < γ < 1/β. (2.14)
The regular-variation condition itself is not sufficient for establishing asymptotic distributions. For this reason, the second-order framework (see de Haan and Stadtmüller, 1996) is needed. So, we suppose that cdf F satisfy the well-known by the second-order condition of regular variation with second-order parameter τ ≤ 0. That is, if there exists a function t → a(t) that converges to 0 when t → ∞, does not change its sign for all sufficiently large
for every x > 0. When τ = 0, then the ratio x τ /γ − 1 γτ should be interpreted as log x. In terms of the quantile function F ← , condition (2.15) is equivalent to the following one
for every x > 0, where Let us define the Weissman's estimator (Weissman, 1978) of high quantiles F ← as follow
the integer sequence k = k n , represents the number of upper order statistics used in the computation of γ, satisfying (1.6).
The formula (2.9) split into
Integrating the second integral by parts yields
A simple estimator of Π
(1)
ψ we note that γ is a consistent estimator for γ (Mason, 1982 ) and since β < 1/γ, by substituting F 
ψ , where the coefficients c i,n (ψ) are given in (2.11).
Summarizes the final form of our estimator in
Asymptotic distribution
The asymptotic normality of γ is established in Beran et al. (2014) by given their Wiener process representation
where W n is a sequence of Brownian motions. To establish the asymptotic normality of Π ψ,n we need the asymptotic approximation of γ with the same sequence of Brownian bridges as Π ψ,n , for this reason we give the following results.
Theorem 3.1. Assume that the second order condition (2.16) holds with γ > 1/2 and let k = k n be an integer sequence satisfying (1.6) and
where W n is a sequences of centered Gaussian rv's defined by
and we have as n → ∞
Theorem 3.2. Let F be a df satisfying (2.16) with γ > 1/2 and suppose that
For a distortion function ψ satisfying condition (1.2) such that ψ (0) = 0 and
where
Simulation study
4.1. Performance and comparative study of Π ψ,n and Π n γ H , k . In this simulation study we examines the performance of our estimator Π ψ,n and compare with the Π n γ H , k
proposed by Necir and Meraghni (2009) . For this reason, we use the same function ψ (t) = t 1/β . In this case our estimator have the following form
We follow the steps below.
Step 1: We generate 1000 pseudorandom samples of size n = 100, 200, 500 and 1000 from
Pareto cdf with γ = 0.6.
Step 2: We estimate the tail index parameter by Hill and t-Hill estimatorsγ H (k * 1 ) and γ tH (k * 2 ), respectively given in (1.5) and (1.7). We adopt the Reiss and Thomas algorithm (see Reiss and Thomas, 2007, page 137) , for choosing the optimal numbers of upper extremes k 1 and k 2 . By this methodology, we define the optimal sample fraction of upper order statistics Step 3: We fix the distortion parameter with respect to condition (2.14) by β = 1.12, then we compute the bias and RMSE of the four estimatorsγ
, the results are summarized in Table 4 .1. we see that when dealing with large samples our estimator performs better. 
where γ 1 , γ 2 > 0 and 0 < ǫ < 0.5 is the fraction of contamination. Note that for ǫ = 0,γ H and γ tH are asymptotically unbiased. Therefore, for ǫ > 0, the effect of contamination becomes immediately apparent. If γ 1 < γ 2 and ǫ > 0, (4.22) corresponds to a Pareto distribution contaminated by a longer tailed distribution.
For the implementation of mixtures models to the study outliers one refers, for instance, to (Barnett and Lewis, 1995, page 43) . In this context, we proceed our study as follows.
First, we consider γ 1 = 0.6, γ 2 = 2 to have the contaminated model and let β = 1.12. Then we consider four contamination scenarios according to ǫ = 5%, 10%, 15%, 25%.
For each value ǫ, we generate 1000 samples of size n = 100, 200 and 1000 from the model Finally, we compare the Π n γ tH , k * 1 and Π n γ H , k * 2 estimators with this true value, by computing for each estimator, the appropriate bias and RMSE and summarize the results in Table 4 .2.
As expected, the estimator Π n γ H , k * 2 as well as Π n γ tH , k * 1 turn out to be more sensitive to this type of contaminations, for example, in 0% contamination for n = 200 the (bias, RMSE) of Π n γ H , k * 2 equals (0.3918, 0.7185) , while for 15% contamination is (−1.4355, 2.3107) . We may conclude that the bias and RMSE of Π n γ H , k * 2 estimator in more sensitive (or note robust) to outliers, however for 0% contamination the (bias, RMSE) of Π n γ tH , k * 1 equals (0.3562, 0.5147) , while for 15% contamination is (0.4508, 0.6870) . Both the bias and the RMSE of Π n γ tH , k * 1 estimation are note sensitive to outliers, then we may conclude that is the better estimator.
Concluding notes
We showed that the new estimator of premium based on t-Hill estimator is more robust and perform better than the one based on Hill estimator proposed by Necir and Meraghni (2009) . Table 4 .2. Π n γ tH , k * 1 and Π n γ H , k * 2 estimators based on 1000 samples of mixture of Pareto distributions claim amounts with tail index 0.6, ǫ = 5%, 10%, 15%, 25% and distortion parameter β = 1.12. The exact value of the premium is 2.0487.
Our estimator Π n γ tH , k is based on Weissman's estimator of high quantiles for which several bias-reduced estimators have been proposed see for example Matthys and Beirlant (2003) . This would lead to substantial improvements for our results.
6. Proofs 6.1. Proof of Theorem 3.1. Let U 1 , ..., U n be a sequence of independent uniform (0, 1) rv's and U 1,n ≤ ... ≤ U n,n be the corresponding order statistics. Without loss of generality, we assume that
.., n, and
.., n, where F ← denotes the quantile function pertaining to cdf F, we define the empirical quantile function V n (s) as V n (s) = U i,n for (i − 1) /n < s ≤ i/n, i = 1, ..., n, and V n (0) = U 1,n . and the uniform empirical quantile process by
We use the well-known by Gaussian approximation given in Csörgő et al. (1986) Corollary 2.1. It says that: on the probability space (Ω, A, P) , there exists a sequence of Brownian bridges {B n (s) ; 0 ≤ s ≤ 1} such that for every 0 ≤ ζ < 1/2,
Then, this allows us to write
Making use of the previous representation of X n−i+1,n , we may rewrite the statistic in (1.8)
By letting g (x) = x γ , the statistic S k,X becomes
An application of standard calculus gives
. Therefore
Let us follow similar techniques as those used in the proof of Theorem 2.1 in Brahimi et al. (2013) . Observe that
Next, we show that √ kΞ n converges to 0 in probability. Indeed, we have 1 − V n (1 − s) = 1 − U n,n , for 0 < s ≤ 1/n, it follows that
ds.
An elementary calculation gives
and from Lemma 2.2.3, page 41 in de Haan and Ferreira (2006), we have
as n → ∞. Consider now the second term T n which may be rewritten into
Making use of Taylor's expansion of g, we get (6.25) and
(6.26)
Observe now that T n1 and T n2 may be rewritten into
and
Fix 0 < ζ < 1/2, then using approximation (6.23) yields 6.27) and
By using the map f (θ) = 1/θ − 1. We can construct an estimator for γ since f (1/(1 + γ)) = γ and f (S k,X ) = γ, where S k,X is given in (1.8). Applying the delta method yields
from (6.24), (6.27) and (6.28) we get
By an elementary calculation gives, as n → ∞, it is clear that
(1 + 2γ) This completes the proof of Theorem 3.1. 
Let the function U be the left-continuous inverse of 1/(1 − F ). Note that U(t) is defined for t > 1. Let Y 1 , Y 2 .... be independent and identically distributed rv's with cdf 1 − 1/y, y > 1, and let Y 1,n ≤ Y 2,n ≤ ... ≤ Y n,n be the nth order statistics. Then the fact that ψ (t) is regularly varying at infinity with index β ≥ 1, we may rewrite the statistic Π
ψ,n as
where γ the t-Hill estimator of γ.So we have
As shown in Necir et al. (2007) that ∆ 1n → 0 and ∆ 4n → 0 as n → ∞.
Next, we show that ∆ 2n + ∆ 3n is asymptotically normal. Assume, without loss of generality, that the rv's (Y n ) n≥1 are defined on a probability space (Ω, A, P) which carries the sequence
.., n. Using the uniform empirical quantile process, given by
From Necir et al. (2007) we have For ∆ 2n
For ∆ 3n and by using the map h (θ) = β/ 1 θ − β and applying the delta method yields:
From Theorem 3.1
Finally we have
ψ,n − Π Summing all these terms as n → ∞ completes the proof of Theorem 3.2.
