We consider the solution of scattering problems for the wave equation using approximate boundary conditions at artificial boundaries. These conditions are explicitly viewed as approximations to an exact boundary condition satisfied by the solution on the unbounded domain. We study both the short and long time behavior of the error. It is proved that, in two space dimensions, no local in time, constant coefficient boundary operator can lead to accurate results uniformly in time for the class of problems we consider. A variable coefficient operator is developed which attains better accuracy (uniformly in time) than is possible with constant coefficient approximations.
where A(R, s), which is the term we control by our choice of boundary condition, is given by: In order to analyze the approximation properties of b,(s), we need to study the behavior of 3_(8). For short to moderate times and large domains we consider the limit IRs] -Izl >> 1. Using standard results on the asymptotic behavior of modified Bessel functions (e.g. [1] ) we find, as z -_ 0¢: (2._.19)
Engquist-Halpern
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We see that condition (2.1.18) is the most accurate in the large z limit, while (2. show that it can never be better.
The small s behavior of each term in (2.1.10) is easily computed. We begin with the cases n -_ 0, which are simplest:
The limiting value of the error is simply the error in approximating the Poisson equation with the boundary conditions defined by b,(0). It is zero if b,_(0) = _. As the function in parentheses is bounded by 1, we have in general that the maximum of e,,(r, oo) is of the size R -n and decays algebraically off the artificial boundary.
Practically, this means that only the small n harmonics need be correctly treated for s = 0. For n = 0 we have:
This is consistent with the t --+ c¢ expansion:
( )
O((sln s) -_) as s ---, oo and has no other singularities in the closed right half plane. I_ is given by:
Its asymptotic behavior is: We assume a circular artificial boundary, r = R, and construct conditions for each Fourier mode. This will result in a spatially nonlocal operator, as is required if convergence to the correct steady state is to occur. We will also construct simplified approximations which allow small errors in the final state.
For v,_ we impose a boundary condition of the form:
To determine 8,_ and G,_ we consider separately the geometrical optics and long time limits. The expansion (2.1.13) corresponds to the relationships:
Comparing these with (3.0.41) leads immediately to the condition:
with the formal result: 
Therefore, if we choose a decaying function Go(t) so that:
then _ooUo will agree with {7 *"_Uoto leading order for small s. We have already constructed a function with such behavor, 7"/. We avoid using 7"l directly, as we have no fast means of evaluating it, but instead use its asymptotic expansion.
That is, we take:
(3.0.52) (Note we have absorbed into one term the first two terms in the expansion of 7-/ in inverse powers of the log of its argument. This order of agreement determines the form of our final error estimate. A more accurate approximation would produce a more rapid asymptotic error decay.) Keeping in mind that Go -(2R) -1 _ 0 must be enforced, we finally have:
(Here D is a free parameter.
In the experiments it is taken to be 4.5R.)
Putting this all together we have our final form.
(3.0.54) if0"
Uniform

Asymptotic Boundary Condition
(3.0.,58)
Here we expect a maximum error of O(R -2) decaying like , 2 (_) . Of course, this approach can be generalized to an arbitrary finite number of modes. We emphasize, however, there are no substantial savings in computational work for circular boundaries, though there may be in the general case.
In Section 5 we prove the well-posedness of the resulting initial-boundary value problem using energy estimates, and also prove that the transient error decays fast,'r, Here, b0(0) is taken from the formulas in Section 2, R = 8, r = 1.8. The expression above is expected to be correct to O((ln t)-_). We see that the candidate expansion does, in fact, correctly predict the behavior of the error for these particular boundary conditions.
(Recall that in Section 2 we only prove that the error cannot decay faster.)
Errors for n # 0, in contrast, are much smaller and more rapidly decaying. This is illustrated in Figures  8-9 , corresponding to n = 1, 2. Again, the overall performance of (3.0.41) is best.
We have also carried out simulations for a periodic forcing, g = sin 2ft. The results are shown in Figure  10 . We would expect this to break down for very low frequencies, as the decay rate is O((wt: In 2 t)-l).
In our final example, Figure 11 , we trace the solution at a particular point computed with the nondissipative condition, (2.1.27). We find, as expected, that the solution eventually grows exponentially in time, rendering the results meaningless.
Energy Estimates and Error Decay for Variable Coefficient Conditions
In this section we derive energy estimates for our proposed boundary conditions. First of all, these imply the well-posedness of the resulting initial-boundary value problem.
Secondly, we use them to prove that our condition is dissipative, that is that the solution We seek to approximate the solution, u, to: 
The estimates
for e0 and _ will be made separately, using quite different arguments.
We note that both energy estimates could be made with a general star-shaped scatterer, but we would be unable to make the simple decomposition of the error into its Fourier modes. We expect that eo will represent the dominant error for long times, and so we will consider it first.
Estimates for e0
We employ a one-paraaneter family of energies adapted We have introduced i = _-R.
We must now use our boundary condition at r = R to estimate the energy derivative. As a preliminary step, we first rewrite the boundary condition in integral form by inverting the differential operator It is convenient to state and prove here certain facts about q which will be useful later on" Lemma 1 
Proof:
We recaU that 80(t) is given by (3.0.54) and satisfies: 
.k6_(s)] (5.1.82)
The first term on the right-hand side is 4R(1 + O(1/ In  (t / R)) ) as t --, 0o and the second is
Putting this into the formula for q yields q = O(1/ (RIn(t/R)) ).
Finally, we consider the terms on the left-hand side of (5. :r(_q(t 
Our strategy from this point on is simple. We will show that the terms on the righthand side of (5. 
Therefore, the quantity to be estimated is bounded above by: (-_(r,t) ) 2 dr, f_r (-_t (r,t)) 2 dr and [e0(r,t)J are all bounded by E(T,K) . T -_.
We are now able to estimate e directly in terms of @o: (2.0.181) 0---_ As above, the function 9/can be approximated by a simpler function, G(t), which has the same asymptotic expansion up to some number of terms. For example we could take G(t) = 1/(co + ln2(t + D)).
For short times, on the other hand, we may use the geometrical optics expansion, which corresponds to studying the behavior of the transformed problem for s large. We begin with the assumption that we have chosen the boundary such that wave propagation is nearly normal to it. Asymptotically this would correspond to circular boundaries and the Friedlander expansion. But the goal of using a noncircular boundary would most likely be to avoid computing so far from a high aspect ratio body as required by that expansion.
We further assume that ](z,y) is normalized so that IVfl = 1 and is increasing in the outward normal direction. Then, by computing an expansion of the form: Our implementation of (2.1.27) also followed this form, noting it is equivalent (for cl = 1 c2 = 1) to (3.0.41) with Gn = 0 and &_ -2(n-.sa,)" Public mpodmg b,Jrden /04"this collection Of information ts estimated to average 1 hou¢ pet response, inclining the time fo¢ rm/lewtng InseruclJons, searching exn;ting data sources, and maintaining the data needed, and comple0ng and reviewing the collection of information. Send c_nments regarding _ burden _'tlmate oc any other aspect of this of information, including s;_es_)ns for redudng this burd4m, 
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