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Abstract. There is a well known correspondence between the triangle
inequality for a distance function on a finite set, and idempotency of an
associated matrix over the tropical semiring. Recent research has shed
new light on the structure (algebraic, combinatorial and geometric) of
tropical idempotents, and in this paper we explore the consequences
of this for the metric geometry of tropical polytopes. We prove, for
example, that every n-point metric space is realised by the Hilbert pro-
jective metric on the vertices of a pure n-dimensional tropical polytope
in tropical n-space. More generally, every n-point asymmetric distance
function is realised by a residuation operator on the vertices of such
a polytope. In the symmetric case, we show that the maximal group
of tropical matrices containing the idempotent associated to a metric
space is isomorphic to G × R, where G is the isometry group of the
space; it follows that every group of the form G×R with G finite arises
as a maximal subgroup of a sufficiently large finitary full tropical matrix
semigroup. In the process we also prove some new results about tropical
idempotent matrices, and note some semigroup-theoretic consequences
which may be of independent interest.
1. Introduction
Recently there has been increasing interest in using tropical methods in
finite metric geometry. Given a finite ordered set X and a function d :
X ×X → R satisfying d(x, x) = 0 for all x, we may consider the |X| × |X|
matrix D whose entries are given by the function −d as a matrix over the
max-plus semiring. It is well known (see for example [8]) that d satisfies the
triangle inequality if and only if the matrix is idempotent, that is, D⊗D = D
as max-plus matrices. Hence it is easy to see that d is a metric if and only
if D is idempotent, non-positive and symmetric with zeros exactly on the
diagonal.
There have also been significant recent advances in understanding the
algebraic structure of tropical matrices and polytopes. In particular, work
of Izhakian and the present authors [11] has yielded new insight into the
properties of projective tropical polytopes, and hence of tropical idempo-
tent matrices. Our main aim in the present paper is to put this insight to
work by studying tropical representations of finite metric spaces. For exam-
ple, we shall see that every n-point finite metric space can be realised as the
1Email Marianne.Johnson@maths.manchester.ac.uk.
2Email Mark.Kambites@manchester.ac.uk.
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Hilbert projective metric on the vertex set of a pure n-dimensional tropi-
cal (and Euclidean) convex polytope in tropical projective (n − 1)-space (a
polytrope, in the language of [14]). This gives a stark contrast between trop-
ical and Euclidean convex geometry, since there are metric spaces on four
points which cannot be embedded into Euclidean space of any dimension
(see Section 8 below for an example).
Our results also have consequences for the theory of tropical matrix semi-
groups and groups. Recent work of Izhakian and the authors [12] has shown
that every maximal subgroup of the n×n finitary tropical matrix semigroup
has the form G × R for some finite group G. We show that the maximal
subgroup around the idempotent associated to any finite metric space is
naturally isomorphic to G× R where G is the isometry group of the space.
Since every finite group is the isometry group of a finite metric space [2],
this means that the maximal subgroups of all full square tropical matrix
semigroups are exactly the groups of the form G× R with G finite.
From an abstract algebraic viewpoint, idempotency of a tropical matrix
is an extremely natural condition, but symmetry seems perhaps a more ar-
tificial imposition. Removing the requirement for symmetry leads (modulo
some technicalities, to be described below) to matrices representing asym-
metric distance functions, which we shall term semimetrics3. Such functions
are clearly ubiquitous in nature, and in particular occur in many areas of
applied mathematics. In recent years they have also begun to emerge more
often in pure mathematics (see for example [9]). To date, however, they have
not achieved prominence as objects of pure mathematical study, and there is
no coherent subject of “asymmetric geometry”. We believe this reflects not
a lack of importance, but rather a lack of effective methods. It transpires
that the tropical representation of finite metrics can be extended to semi-
metrics, by replacing the Hilbert projective metric on projective tropical
(n−1)-space with a suitable residuation operator on affine tropical n-space.
We believe this may provide a useful tool for studying semimetrics.
In addition to this introduction, this article comprises seven sections.
In Section 2 we recap some foundational definitions and summarise some
required results from [11]. Section 3 establishes some basic facts about the
structure of idempotent matrices. In Section 4 we give characterisations
of finite metrics and semimetrics in terms of geometric properties of the
associated idempotent matrices. Section 5 shows that every finite semimetric
on n points can be embedded into affine tropical n-space. Section 6 discusses
the relationship between finite metric spaces and tropical polytopes that are
convex in the ordinary sense, and also derives some semigroup-theoretic
consequences. Section 7 proves our results about maximal subgroups of full
tropical matrix semigroups. Finally, Section 8 studies some low-dimensional
examples which illustrate our results; these are collected at the end for ease
of reference to diagrams, but the reader may also wish to consult them while
reading the earlier sections.
3Terminology for the various possible generalisations of a metric is not standardised;
we caution that the functions we consider are sometimes termed by others “premetrics”
or “quasi-metrics”, while the term “semimetric” is used by some authors for a distance
function with the triangle inequality relaxed.
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2. Preliminaries
We write FT for the set R equipped with the operations of maximum (de-
noted by ⊕) and addition (denoted by ⊗, by + or simply by juxtaposition).
Thus, we write a⊕b = max(a, b) and a⊗b = ab = a+b. It is readily verified
that FT is an abelian group (with neutral element 0) under ⊗ and a com-
mutative semigroup of idempotents (without a neutral element) under ⊕,
and that ⊗ distributes over ⊕. These properties mean FT has the structure
of an idempotent semifield (without zero).
Let Mn(FT) denote the set of all n× n matrices with entries in FT. The
operations ⊕ and ⊗ can be extended in the obvious way to give correspond-
ing operations on Mn(FT). (In particular, it is easy to see that Mn(FT) is
a semigroup with respect to tropical matrix multiplication.)
We shall be interested in the space FTn consisting of n-tuples x with
entries in FT; we write xi for the ith component of x. We call FT
n (affine)
tropical n-space. The space FTn admits an addition and a scaling action
of FT given by (x ⊕ y)i = xi ⊕ yi and (λx)i = λ(xi) respectively. These
operations give FTn the structure of an FT-module4. It also has the structure
of a lattice, under the partial order given by x ≤ y if xi ≤ yi for all i.
From affine tropical n-space we obtain projective tropical (n − 1)-space,
denoted PFTn−1, by identifying two vectors if one is a tropical multiple of
the other by an element of FT. We identify PFTn−1 with Rn−1 via the map
(x1, . . . , xn) 7→ (x1 − xn, x2 − xn, . . . , xn−1 − xn).
Submodules of FTn (that is, subsets closed under tropical addition and
scaling) are termed (tropical) convex sets. Finitely generated convex sets are
called (tropical) polytopes. Since convex sets are closed under scaling, each
convex set X ⊆ FTn induces a subset of PFTn−1, termed the projectivisation
of X.
For A ∈ Mn(FT) we let R(A) denote the tropical polytope in FT
n gen-
erated by the rows of A and let C(A) denote the tropical polytope in FTn
generated by the columns of A. (In the interest of brevity we shall ignore
the distinction between row and column vectors, regarding R(A) and C(A)
as submodules of the same space FTn, whose elements will be written in the
form v = (v1, . . . , vn).) We call these tropical polytopes the row space and
column space of A respectively.
A point x in a convex set X is called extremal in X if the set
X r {λ⊗ x : λ ∈ FT}
is a submodule of X. Clearly some scaling of every such extremal point
must lie in every generating set for X. In fact, every tropical polytope is
generated by its extremal points considered up to scaling [5, 15].
There are several important notions of dimension for convex sets. The
tropical dimension is the topological dimension of the set, viewed as a subset
of Rn with the usual topology. Note that, in contrast to the classical (Eu-
clidean) case, tropical convex sets may have regions of different topological
dimension. We say a set X has pure dimension k if every open (within X
4Some authors use the term semimodule, to emphasise the non-invertibility of addition,
but since no other kind of module exists over FT we have preferred the more concise term.
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with the induced topology) subset of X has topological dimension k. The
generator dimension of a convex set X is the minimal cardinality of a gen-
erating subset, under the linear operations of scaling and addition. (If X
is a polytope, this is equal to the number of extremal points of X consid-
ered up to scaling.) The dual dimension [11] is the minimal cardinality of
a generating set under scaling and the induced operation of greatest lower
bound within the convex set. (Notice that, in general, the greatest lower
bound of two elements within a convex set X need not be the same as their
component-wise minimum, which may not be contained in X.)
In [11], Izhakian and the present authors gave a characterisation of pro-
jectivity for tropical polytopes in terms of the geometric and order-theoretic
structure on these sets. We briefly recall that a module P is called projec-
tive if every morphism from P to another module M factors through every
surjective module morphism onto M . One of the main results of [11] can
now be summarised as follows.
Theorem 2.1. [11, Theorems 1.1 and 4.5]. Let X ⊆ FTn be a tropical
polytope. Then the following are equivalent:
(i) X is projective as an FT-module;
(ii) X is the column space of an idempotent matrix in Mn(FT);
(iii) X has pure dimension equal to its generator dimension and dual
dimension.
Since all three notions of dimension coincide for projective polytopes, we
define the dimension of a projective tropical polytope to be this common
value. We shall refer to projective polytopes of dimension k as projective
k-polytopes. Projective n-polytopes in FTn turn out to have a particularly
nice structure:
Theorem 2.2. [11, Proposition 5.5]. Let X ⊆ FTn be a projective n-
polytope. Then X is min-plus (as well as max-plus) convex.
It is easily verified that any tropical polytope that is min-plus (as well
as max-plus) convex must be convex in the usual (Euclidean) sense. Theo-
rem 2.2 thus says that projective n-polytopes in FTn are polytropes in the
sense of Joswig and Kulas [14].
Numerous definitions of rank have been introduced and studied for trop-
ical matrices, mostly corresponding to different notions of “dimension” of
the row or column space. In light of the previous theorem, we shall focus
on the following three definitions of rank. The tropical rank of a matrix is
the tropical dimension of its row space (or equivalently, by [8, Theorem 23]
for example, its column space). It can be shown [7] that the tropical rank
is also the largest positive integer k such that there is a k × k minor whose
permanent is attained by a unique permutation σ ∈ Sk. The row rank is
the generator dimension of the row space, which by [11, Proposition 3.1] is
also the dual dimension of the column space. Dually, the column rank is the
generator dimension of the column space and also the dual dimension of the
row space. We remark that other notions of rank for tropical matrices are
also studied; see for example [1, 7] for more details.
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3. Structure of Tropical Idempotents
In this section we study the structure of idempotent matrices over FT.
We begin with the observation that, while the notions of rank described
in Section 2 (tropical rank, row rank and column rank) can all differ for
tropical matrices in general, it follows easily from Theorem 2.1 and our
remarks above that they all coincide for idempotent matrices. (In fact, it is
shown in [11] that most of the commonly studied notions of rank coincide
for idempotent matrices.) Thus we may refer without ambiguity to the rank
of an idempotent matrix. Moreover, given an idempotent matrix E of rank
k, it follows from Theorem 2.1 above that the row space and column space
of E are of pure topological dimension k. In the following sections we shall
be particularly interested in idempotent matrices in Mn(FT) of full tropical
rank n, often termed strongly regular idempotents. For the moment we
consider general idempotents.
Lemma 3.1. [11, Lemma 5.2]. Let E be an idempotent element of Mn(FT).
Then every extremal point of the column [row] space of E occurs up to scaling
as a column [row] of E with diagonal entry 0.
Thus the columns [rows] of E with zero diagonal entry generate the col-
umn [row] space of E. This gives an upper bound for the rank of an idem-
potent matrix.
Corollary 3.2. Let E be an idempotent element of Mn(FT). Then the
rank of E is less than or equal to the number of zeros on its diagonal. In
particular, any strongly regular idempotent has all diagonal entries equal to
0.
We note that we shall see shortly that there are idempotents with all
diagonal entries equal to zero which are not strongly regular.
We recall that any matrix A ∈ Mn(FT) has a unique eigenvalue, which
can be calculated as the maximum average weighted path from a node to
itself in the weighted directed graph corresponding to A (see for example
[4] for details). If this eigenvalue is non-positive then the following series,
known as the Kleene star of A, converges to a finite limit inMn(FT), denoted
A∗:
In ⊕A⊕A
2 ⊕ · · · ⊕An ⊕ · · · ,
where Ak denotes the kth power of A in Mn(FT) and In denotes the n× n
matrix whose diagonal entries are 0 and whose off diagonal entries are equal
to −∞ (here we define −∞⊕a = a⊕−∞ = a for all a ∈ FT). For example,
it is clear that any idempotent matrix E has eigenvalue 0 and also that
E∗ = In ⊕ E ⊕E
2 ⊕ · · · ⊕ En ⊕ · · ·
= In ⊕ E ⊕E ⊕ · · · ⊕ E ⊕ · · ·
= In ⊕ E.
With the (usual) definition that −∞ ⊗ a = a ⊗ −∞ = −∞ for all a ∈
FT, it is easy to see that, when defined, A∗ is an idempotent all of whose
diagonal entries are equal to zero and hence A∗∗ = A∗. In fact, it is easy to
show that the idempotents whose diagonal entries are all equal to zero are
precisely those matrices that are equal to their own Kleene star. (Suppose
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E is an idempotent matrix with all diagonal entries equal to 0. Since E is
idempotent we have E∗ = In ⊕ E, as above. Moreover, since all diagonal
entries of E are equal to 0, E ⊕ In = E, giving E
∗ = E.)
Given an idempotent with all diagonal entries equal to 0, the following
result tells us whether it is strongly regular.
Lemma 3.3. Let E be an idempotent element of Mn(FT) with all diagonal
entries equal to 0. Then E has rank strictly less than n if and only if
Ei,j = −Ej,i for some i 6= j.
Proof. Recall that the permanent of E is
perm(E) =
⊕
σ∈Sn
E1,σ(1) ⊗ · · · ⊗ En,σ(n)
and hence perm(E) ≥ E1,1 ⊗ · · · ⊗ En,n = 0. We first claim perm(E) = 0.
Suppose for contradiction that perm(E) > 0. Then there is a permutation
σ ∈ Sn such that E1,σ(1)⊗· · ·⊗En,σ(n) > 0. Write σ as a product of disjoint
cycles, say σ = σ1 · · · σl. Then at least one such cycle, σi = (j1 . . . jk) say,
satisfies Ej1,j2 ⊗ Ej2,j3 ⊗ · · · ⊗Ejk−1,jk ⊗ Ejk,j1 > 0. But then
Ej1,j1 = (E
k)j1,j1 ≥ Ej1,j2 ⊗ Ej2,j3 ⊗ · · · ⊗ Ejk−1,jk ⊗ Ejk,j1 > 0,
contradicting Ej1,j1 = 0. Thus perm(E) = 0 and, moreover, for every cycle
(j1 . . . jk) ∈ Sn we must have Ej1,j2 ⊗ · · · ⊗ Ejk−1,jk ⊗ Ejk,j1 ≤ 0.
Now suppose E has rank strictly less than n and hence the permanent of
E is not uniquely attained. Thus, there is a non-trivial permutation σ ∈ Sn
such that E1,σ(1) ⊗ · · · ⊗ En,σ(n) = 0. Write σ as a product of non-trivial
disjoint cycles, say σ = σ1 · · · σl. By our remarks above, any such cycle,
σi = (j1 . . . jk) say, satisfies Ej1,j2⊗Ej2,j3⊗· · ·⊗Ejk−1,jk⊗Ejk,j1 = 0. Thus,
Ej1,jk = (E
k−1)j1,jk ≥ Ej1,j2 ⊗ · · · ⊗ Ejk−1,jk = −Ejk,j1 ,
giving
0 = Ej1,j1 = (E
2)j1,j1 ≥ Ej1,jk ⊗ Ejk,j1 ≥ 0
and hence Ej1,jk = −Ejk,j1, as required.
Finally, if Ei,j = −Ej,i for some i 6= j, then it is easy to see that the
identity permutation and the transposition (i, j) both attain the maximum
in the permanent of E, so that E has (tropical) rank strictly less than n. 
The following theorem describes the number of idempotents having a
given polytope as their column space; it slightly improves upon results in
[11].
Theorem 3.4. Let X ⊆ FTn be a tropical polytope.
(i) If X is a projective n-polytope, then there is a unique idempotent
E ∈Mn(FT) such that X = C(E).
(ii) If X is a projective k-polytope, where k < n, then there are contin-
uum many idempotents E ∈Mn(FT) such that X = C(E).
(iii) Otherwise, X is not projective and there is no idempotent E ∈
Mn(FT) such that X = C(E).
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Proof. By Theorem 2.1, X is projective if and only if X is the column space
of an idempotent in Mn(FT). Furthermore, Theorem 2.1 says that the pro-
jective polytopes are precisely those polytopes having pure tropical dimen-
sion equal to their generator dimension and dual dimension. It is clear that
this common dimension is bounded above by n. Thus a tropical polytope
X ⊆ FTn is either projective of dimension k ≤ n or not projective. In the
case where X is not projective, it follows immediately from the preceding
remarks that there is no idempotent E ∈ Mn(FT) such that X = C(E), so
that (iii) holds. It remains to prove (i) and (ii).
If X is a projective n-polytope, then X has generator dimension n and,
by [11, Theorem 5.7], there is a unique idempotent with column space X.
It remains to show that if X is a projective k-polytope, where k < n, then
there are continuum many idempotents with column space X. Since X is
projective, there is an idempotent E ∈ Mn(FT) with C(E) = X and rank
k < n. Let c1, . . . , cn denote the columns of E and define
I = {i ∈ [n] | Ei,i = 0}.
By Lemma 3.1, the set {ci : i ∈ I} forms a generating set for C(E).
Since E has rank strictly less than n, it follows that some column cj can
be written as a linear combination of columns from the set {ci : i ∈ Ir{j}}.
(Note that j need not be an element of I.) Choose λ < 0 and let E(λ) be
the matrix obtained from E by scaling the jth column by λ. Denote the
columns of E(λ) by d1, . . . , dn, so dj = λ⊗ cj and di = ci for all i 6= j.
Now C(E(λ)) = C(E) = X and E(λ) 6= E(µ) for all µ ≤ 0 with µ 6= λ.
We will show that E(λ) is an idempotent, hence giving continuum many
idempotents with column space X.
Since the entries of E(λ) do not exceed the corresponding entries of E, it
is easy to see that for every column ci of E we have
E(λ) ⊗ ci ≤ E ⊗ ci.
Since E is idempotent we have E ⊗ ci = ci, giving E(λ) ⊗ ci ≤ ci for all
columns ci.
Moreover, for all i ∈ I r {j} we have E(λ)i,i = Ei,i = 0 and hence
E(λ) ⊗ ci =
n⊕
l=1
El,i ⊗ dl ≥ Ei,i ⊗ di = 0⊗ ci = ci.
Thus for all i ∈ I r {j} we have shown E(λ)⊗ ci = ci. Since these columns
form a generating set for C(E) = C(E(λ)), it follows that E(λ) ⊗ c = c for
all c ∈ C(E(λ))and hence E(λ) is an idempotent with column space X. 
We shall need the following fact, which follows from results in [4], and is
proved in detail in [12].
Lemma 3.5. [12, Lemma 7.1] Let E be a strongly regular idempotent in
Mn(FT), and consider the column space C(E) as a subset of R
n equipped
with the usual topology. Then left multiplication by E maps all points exte-
rior to C(E) onto the boundary of C(E).
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4. Semimetrics and Idempotents
Let X be a non-empty set and define a function d : X × X → R. We
say d is a semimetric on X (or equivalently, X is a semimetric space with
respect to d) if d satisfies the following conditions:
(a) d(x, x) = 0 for all x ∈ X;
(b) d(x, y) ≤ d(x, z) + d(z, y) for all x, y, z ∈ X;
(c) d(x, y) ≥ 0 for all x, y ∈ X;
(d) d(x, y) 6= 0 for x 6= y.
Hence d is a metric on X if d is a semimetric on X satisfying the following
symmetry condition:
(e) d(x, y) = d(y, x) for all x, y ∈ X.
Throughout this section we consider only semimetrics on n points, where
n ≥ 1. Thus, without loss of generality, we shall assume from now on
that d is a real valued function on pairs of elements from the n-element set
[n] = {1, . . . , n}. Given any such function d : [n]× [n]→ R, we let D denote
the n× n matrix whose (i, j) entry is −d(i, j). We shall give algebraic and
geometric characterisations of the matrices arising in this way from metrics
and semimetrics on n points.
We shall need the following lemma, the idea of which is probably well-
known to experts in the field; parts of it appear in [4] for example. Since
the precise statement we need does not appear to be in the literature, we
include a brief proof.
Lemma 4.1. Let n be a positive integer. Given a function
d : [n]× [n]→ R,
let D denote the n × n matrix given by D = (−d(i, j)). Then the following
are equivalent:
(i) d satisfies d(i, i) = 0 and d(i, j) ≤ d(i, k)+d(k, j) for all i, j, k ∈ [n];
(ii) D is an idempotent matrix in Mn(FT) with all diagonal entries equal
to 0;
(iii) The Kleene star D∗ is defined and equal to D.
Proof. The equivalence of (ii) and (iii) is given by the comments preceding
Lemma 3.3. Thus it remains to show the equivalence of (i) and (ii). Suppose
d satisfies d(i, i) = 0 and d(i, j) ≤ d(i, k) + d(k, j) for all i, j, k ∈ [n]. Then
clearly all diagonal entries of D are equal to 0 giving
(D2)i,j =
n⊕
k=1
Di,k ⊗Dk,j ≥ Di,i ⊗Di,j = Di,i +Di,j = Di,j,
whilst the triangle inequality satisfied by d gives
(D2)i,j =
n⊕
k=1
Di,k ⊗Dk,j =
n⊕
k=1
(Di,k +Dk,j) ≤
n⊕
k=1
Di,j = Di,j .
Thus D is idempotent.
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Next suppose D is idempotent with all diagonal entries equal to 0. Then
it is immediate that d(i, i) = 0. Moreover, the idempotency of D gives
d(i, j) = −Di,j = −(D
2)i,j
= −
n⊕
k=1
Di,k ⊗Dk,j
≤ −(Di,k ⊗Dk,j) = (−Di,k) + (−Dk,j) = d(i, k) + d(k, j)
for all i, j, k ∈ [n]. 
In what follows, it will be convenient to write 0 to denote the element
(0, . . . , 0) of FTn. Using Lemma 4.1 we see that if d is a semimetric on n
points, then conditions (a) and (b) guarantee that the resulting n×n matrix
D will be an idempotent with all diagonal entries equal to 0. The following
theorem exactly describes which idempotent matrices arise in this manner.
Theorem 4.2. Let n be a positive integer. Given a function
d : [n]× [n]→ R,
let D denote the n × n matrix given by D = (−d(i, j)). Then the following
statements are equivalent:
(i) d is a semimetric;
(ii) D is a strongly regular idempotent with negative entries off the di-
agonal;
(iii) D = D∗ with negative entries off the diagonal;
(iv) D is a strongly regular idempotent and 0 is an interior point of the
column space of D;
(v) D is a strongly regular idempotent whose columns sum to 0, an in-
terior point of the column space of D;
(vii) D is a strongly regular idempotent and 0 is an interior point of the
row space of D.
(vi) D is a strongly regular idempotent whose rows sum to 0, an interior
point of the row space of D;
Proof. We first prove the equivalence of (i), (ii) and (iii) using Lemmas 4.1
and 3.3.
Suppose d is a semimetric. Then d satisfies conditions (a)-(d) from the
definition. As we have seen, conditions (a) and (b) together with Lemma 4.1
yield that D is an idempotent with all diagonal entries equal to 0. Moreover,
by conditions (c) and (d), the off-diagonal entries of D are all negative.
Applying Lemma 3.3 now gives D has rank n. Thus we have shown that D
is a strongly regular idempotent with negative entries off the diagonal.
Suppose D is a strongly regular idempotent with negative entries off the
diagonal. Since D is strongly regular all diagonal entries of D must be equal
to 0, by Corollary 3.2. Thus, by Lemma 4.1, D = D∗.
Suppose D = D∗ and D has negative entries off the diagonal. It is
immediate that d(i, j) 6= 0 for i 6= j. Lemma 4.1 also gives d(i, i) = 0 and
d(i, j) ≤ d(i, k) + d(k, j) for all i, j, k ∈ [n]. It then follows that d(i, j) ≥ 0
for all i, j ∈ [n]. Hence d is a semimetric.
To complete the proof, we show the equivalence of (ii), (iv) and (v), the
equivalence of (ii), (vi) and (vii) being dual.
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Suppose D is a strongly regular idempotent with all off-diagonal entries
negative. By Corollary 3.2, each diagonal entry of D is equal to 0. Thus
it is easy to see that 0 is equal to the tropical sum of the columns of D.
We must show that this element lies in the interior of C(D), which by [4,
Theorem 6.2.14] is the same as showing that 0 can be written uniquely as a
linear combination of the columns c1, . . . , cn of D. Suppose for contradiction
that
0 = λ1 ⊗ c1 ⊕ · · · ⊕ λn ⊗ cn,
for some λi ∈ FT not all equal to zero. Since ci,i = 0 it is immediate that
λi ≤ 0 for all i. Thus, by supposition, we must have λj < 0 for some j ∈ [n]
and it is clear that λj ⊗ cj does not attain the jth co-ordinate. Now choose
k 6= j such that λk⊗ ck attains the jth co-ordinate. In other words, we have
λk +Dj,k = λk ⊗ ck,j = 0, giving Dj,k = −λk ≥ 0, contradicting that D has
negative entries off the diagonal. Thus we conclude that 0 can be written
uniquely as a linear combination of the columns c1, . . . , cn of D, namely
0 = c1 ⊕ · · · ⊕ cn. Hence (ii) implies (v). That (v) implies (iv) is trivial.
It remains to show that (iv) implies (ii). Suppose D is a strongly regular
idempotent and 0 is an interior point of the column space of D. We must
show that the off-diagonal entries of D are negative. Since 0 lies in the
interior of the column space of D, we have that 0 can be written uniquely
as a linear combination of the columns c1, . . . , cn of D. Let
0 = λ1 ⊗ c1 ⊕ · · · ⊕ λn ⊗ cn (4.1)
be this unique expression. Since ci,i = 0 it is immediate that λi ≤ 0 for all i.
We first claim λi = 0 for all i (from which it follows easily that Di,j = cj,i ≤ 0
for all i, j).
Suppose for contradiction that λi1 < 0 for some i1 ∈ [n]. Then λi1 ⊗ ci1
does not attain the i1 co-ordinate in (4.1). Choose i2 6= i1 such that λi2⊗ci2
attains the i1 co-ordinate in (4.1). Then λi2 + Di1,i2 = λi2 ⊗ ci2,i1 = 0,
giving Di1,i2 = −λi2 ≥ 0. Now, if λi2 = 0 we will have λi2 ⊗ ci2 attains the
maximum in two co-ordinates, contradicting the uniqueness of expression
in (4.1). Thus, we must have λi2 < 0 and hence Di1,i2 = −λi2 > 0. Since
λi2 < 0 we may repeat the above argument and choose i3 6= i2 such that
λi3 ⊗ ci3 attains the i2 co-ordinate, i.e. so that Di2,i3 = −λi3 ≥ 0. By the
same reasoning as before we find λi3 < 0 and hence Di2,i3 = −λi2 > 0. We
note that i3 6= i1 since
Di1,i3 = (D
2)i1,i3 ≥ Di1,i2 +Di2,i3 > 0,
whilstDi3,i3 = 0. So we have found distinct indices i1, i2, i3 with λi1 , λi2 , λi3 <
0 and Di1,i2 ,Di2,i3 > 0. Continuing in this manner we obtain a sequence of
distinct indices i1, . . . , in such that λi1 , . . . , λin < 0 and λik+1 ⊗ cik+1 attains
the ik co-ordinate for k = 1 . . . n− 1. In particular this gives
Di1,i2 , . . . ,Din−1,in > 0.
By uniqueness of the expression (4.1) it follows that each of the terms λi⊗ci
cannot attain more than one co-ordinate. Hence λi1 ⊗ ci1 must attain the
in co-ordinate, giving Din,i1 = −λi1 > 0. But then
0 = Di1,i1 = (D
n)i1,i1 ≥ Di1,i2 +Di2,i3 + · · ·+Din−1,in +Din,i1 > 0.
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Thus we conclude that all λi in (4.1) are equal to zero. Thus
0 = c1 ⊕ · · · ⊕ cn (4.2)
is the unique expression of 0 as a linear combination of the columns of E.
It follows immediately that Di,j = cj,i ≤ 0 for all i, j. It only remains to
show that Di,j < 0 whenever i 6= j. Suppose for contradiction that Di,j = 0
for some i 6= j. Then column j contains a zero in position i and position j,
giving
0 = c1 ⊕ · · · ⊕ ci−1 ⊕ (λ⊗ ci)⊕ ci+1 ⊕ · · · ⊕ cn,
for all λ ≤ 0, contradicting the uniqueness of (4.2). 
Let Fn denote the set of all semimetrics, d : [n] × [n] → R, on n points
and let Pn denote the set of all projective n-polytopes X ⊆ FT
n containing
0 in the interior. Given d ∈ Fn, let D denote the matrix D = (−d(i, j)) and
consider the column space C(D). By Theorem 4.2, D is a strongly regular
idempotent and 0 is in the interior of C(D). Applying Theorem 2.1 gives
that C(D) is a projective n-polytope containing the point 0 in its interior.
In other words, C(D) ∈ Pn. Thus we may define a map χ : Fn → Pn by
d 7→ C((−d(i, j))). We show that this map is a bijection.
Corollary 4.3. There is a bijection between semimetrics on n points and
projective n-polytopes containing the point 0 in their interior, given by
χ : d 7→ C((−d(i, j))).
Proof. Suppose first that d1, d2 ∈ Fn with d1 6= d2. We shall show χ(d1) 6=
χ(d2). Let D1 = (−d1(i, j)) and D2 = (−d2(i, j)). Then χ(d1) = C(D1)
and χ(d2) = C(D2). By Theorem 4.2, D1 and D2 are strongly regular idem-
potents. Moreover, since d1 6= d2 we have D1 6= D2. Thus, by Theorem 3.4,
C(D1) 6= C(D2).
Now let X ∈ Pn. Thus X is a projective n-polytope in FT
n containing
the point 0 in its interior. By Theorem 2.1, X = C(D) for some idempotent
D ∈ Mn(FT). Moreover, since X has dimension n, D must be strongly
regular. Now let d : [n] × [n] → R be the map given by d(i, j) = −Di,j.
Since X = C(D) contains 0 in its interior, it follows from Theorem 4.2 that
d ∈ Fn and hence χ(d) = C(D) = X. 
Lemma 4.4. Let D be a symmetric idempotent matrix in Mn(FT). Then
the following statements are equivalent:
(i) D is strongly regular;
(ii) D has a 0 in each diagonal position, but nowhere else;
(iii) D has a 0 in each diagonal position and negative entries off the
diagonal.
Proof. If D is strongly regular then, by Lemma 3.1, all diagonal entries of D
are equal to 0. Suppose for contradiction that D has a zero off the diagonal.
Since D is symmetric we have Di,j = Dj,i = 0 for some i 6= j. But then, by
Lemma 3.3, D has rank strictly less than n, contradicting our assumption
that D is strongly regular.
Now suppose D has a 0 in each diagonal position, but nowhere else.
We show all off-diagonal entries must be negative. Indeed, suppose for
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contradiction that Di,j > 0. Since D is a symmetric idempotent this gives
Di,i = (D
2)i,i ≥ Di,j ⊗Dj,i = Di,j +Di,j > 0,
contradicting Di,i = 0.
Finally, suppose D has a 0 in each diagonal position and negative entries
off the diagonal. Then the permanent of D is achieved uniquely by the
identity permutation. Thus D has (tropical) rank n, and hence D is strongly
regular. 
Theorem 4.5. Let n be a positive integer. Given a function
d : [n]× [n]→ R,
let D denote the n × n matrix given by D = (−d(i, j)). Then the following
statements are equivalent:
(i) d is a metric;
(ii) D is a strongly regular symmetric idempotent;
(iii) D = D∗ = DT with negative entries off the diagonal.
Proof. That (i) and (iii) are equivalent follows immediately from Theo-
rem 4.2. That (i) and (ii) are equivalent follows from Theorem 4.2 and
Lemma 4.4. 
5. Residuation, the Hilbert metric and tropical realisations
In this section we explore how the representation of semimetrics [respec-
tively, metrics] by tropical idempotents yields realisations in tropical space
by residuation maps [respectively, the tropical Hilbert metric].
For x, y ∈ FTn we define
〈x | y〉 = max{λ ∈ FT | λ⊗ x ≤ y} = min{yi − xi}.
The map (x, y) 7→ 〈x | y〉 is a residuation operator in the sense of residuation
theory [3], and is ubiquitous in tropical mathematics. We define a function
δ : FTn × FTn → R by δ(x, y) = −〈x | y〉 = max{xi − yi},
which we call residuation distance. This function already has some of the
natural properties of a distance function:
Proposition 5.1. For all x, y, z ∈ FTn we have δ(x, x) = 0 and
δ(x, z) ≤ δ(x, y) + δ(y, z).
Proof. Clearly, for any x ∈ FTn we have
δ(x, x) = −〈x | x〉 = −max{λ | λ⊗ x ≤ x} = 0.
Also, for any x, y, z ∈ FTn we have
−(δ(x, y) + δ(y, z)) ⊗ x = (〈y | z〉 ⊗ 〈x | y〉)⊗ x
= 〈y | z〉 ⊗ (〈x | y〉 ⊗ x)
≤ 〈y | z〉 ⊗ y
≤ z,
giving
− (δ(x, y) + δ(y, z)) ≤ max{λ | λ⊗ x ≤ z} = 〈x | z〉 = −δ(x, z).
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Thus
δ(x, y) + δ(y, z) ≥ δ(x, z).

However, δ as defined is not in general a semimetric on FTn, since it may
take negative values, or give a distance of 0 between distinct points. In
fact, it is easy to characterise those subsets of FTn on which δ does define a
semimetric. Recall that an antichain in a partial order is a subset in which
no two elements are comparable.
Proposition 5.2. Let X ⊆ FTn. Then the residuation distance restricts to
a semimetric on X if and only if X is an antichain.
Proof. First notice that for any x and y in FTn we have δ(x, y) ≤ 0 if and
only if x = 0x ≤ y. So if X is an antichain then we will have δ(x, y) > 0
provided x 6= y so that δ restricts to a semimetric on X. Conversely, if X is
not an antichain then we may choose distinct x, y ∈ FTn such that x ≤ y,
whereupon δ(x, y) ≤ 0 so δ does not restrict to a semimetric on X. 
In view of Proposition 5.2, if X ⊆ FTn is an antichain we use the term
residuation semimetric for the restriction of residuation distance to X.
Proposition 5.2, then, tells us that every antichain in FTn yields a semi-
metric space. It is very natural to ask exactly which semimetric spaces arise
in this way, that is, which semimetrics spaces can be represented by resid-
uation in tropical n-space. It turns out that every finite semimetric space
is representable in this way. We shall prove this using the results of the
previous sections, via an interesting connection between the residuation op-
erator and idempotency. Of course there are also infinite (even uncountable)
antichains in FTn; it remains an interesting open problem to characterise
those infinite semimetric spaces which are representable in FTn.
Lemma 5.3. Let E be an idempotent element of Mn(FT). Let r1, . . . , rn
denote the rows of E and c1, . . . , cn denote the columns of E. Then
(i) Ei,j ≤ min(〈rj |ri〉, 〈ci|cj〉) for all i and j.
(ii) Moreover, if Ej,j = 0, then Ei,j = 〈rj |ri〉 = 〈ci|cj〉 for all i.
Proof. (i) The equation E ⊗ E = E yields
ri =
n⊕
j=1
Ei,j ⊗ rj and ci =
n⊕
j=1
Ej,i ⊗ cj,
for all i. Thus ri ≥ Ei,j ⊗ rj for all i and j, giving Ei,j ≤ 〈rj |ri〉. Similarly,
cj ≥ Ei,j ⊗ ci for all i and j, giving Ei,j ≤ 〈ci|cj〉.
(ii) Suppose that Ej,j = 0 and, for a contradiction, that Ei,j < 〈rj |ri〉.
Then
〈rj|ri〉+ rj,j = 〈rj |ri〉+ Ej,j > Ei,j + Ej,j = Ei,j = ri,j,
contradicting 〈rj |ri〉 ⊗ rj ≤ ri. A similar argument holds for columns. 
In particular, Lemma 5.3 yields the following fact about idempotents with
all diagonal entries equal to 0 (including, for example, all strongly regular
idempotents). This may be of independent interest.
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Theorem 5.4. Let E ∈Mn(FT) be an idempotent matrix, with all diagonal
entries equal to 0 (for example, any idempotent matrix of rank n). Suppose
the rows of E are r1, . . . , rn, and the columns of E are c1, . . . , cn. Then for
all i and j,
Ei,j = 〈rj | ri〉 = 〈ci | cj〉.
Corollary 5.5. Let d : [n]× [n]→ R be a semimetric and let D denote the
n × n matrix given by D = (−d(i, j)). The finite semimetric space repre-
sented by D is isometric to the subset of FTn consisting of the columns of D
under residuation distance (and hence the columns of D form an antichain
in FTn).
Proof. By Lemma 4.1, D is an idempotent with all diagonal entries equal
to 0. Thus by Theorem 5.4 we have Dij = 〈ci | cj〉, where c1, . . . , cn denote
the columns of D. Thus it is immediate that
d(i, j) = −Di,j = −〈ci | cj〉 = δ(ci, cj).

Corollary 5.6. Every semimetric space on n points occurs as the residua-
tion distance semimetric on an antichain of points in FTn. Moreover, the
points may be chosen to be extremal points of a projective n-polytope in FTn
containing 0 in its interior.
Proof. Let d : [n] × [n] → R be a semimetric and let D denote the n × n
matrix given by D = (−d(i, j)). By Corollary 5.5, this semimetric space can
be realised as the columns of D with respect to the residuation distance.
We claim the columns of D are extremal points of a projective n-polytope
in FTn containing 0 in its interior. Since D is the matrix of a semimetric,
it follows from Theorem 4.2 that D is a strongly regular idempotent with
0 in the interior of its column space. The fact that D is idempotent yields
that C(D) is projective (by Theorem 2.1), whilst strong regularity yields
that C(D) has tropical dimension n. In other words, C(D) is a projective
n-polytope. Moreover, it is easy to see that the columns of D are precisely
the extremal points of C(D), considered up to scaling. This completes the
proof. 
We can define a distance function on FTn using the classical mean (or
tropical geometric mean) of the two residuation distances between two points:
dH : FT
n × FTn → R, (x, y) 7→
1
2
(δ(x, y) + δ(y, x)) .
This function is called the (tropical) Hilbert projective metric5, and is widely
used in tropical mathematics (see for example [6, 8, 10]).
It is immediate from the definition that dH is symmetric. It follows easily
from the definition of residuation that dH is non-negative and from Propo-
sition 5.1 that it satisfies the triangle inequality. This map is not quite a
metric on FTn since we have dH(x, y) = 0 if and only if y = λx for some
5In fact it is more common to define the metric to be the (classical) sum of the two
residuation distances, rather than the mean; the distinction is basically immaterial but
for our purposes considering the means makes things a little neater.
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λ ∈ FT. However, it induces a metric on tropical projective space PFTn−1,
and is also a metric when restricted to any antichain in FTn.
Corollary 5.7. Let d : [n]× [n]→ R be a metric and let D denote the n×n
matrix given by D = (−d(i, j)). The finite metric space represented by D is
isometric to the subset of FTn consisting of the columns [equivalently, rows]
of D with respect to the Hilbert projective metric.
Proof. By Theorem 5.4, Di,j = 〈ci | cj〉, where c1, . . . , cn denote the columns
of D. Now, since D is symmetric, we obtain
dH(ci, cj) = −
1
2
(〈ci|cj〉+ 〈cj |ci〉) = −
1
2
(Di,j +Dj,i) = −Di,j = d(i, j).

Corollary 5.8. Every n-point metric space is realised as the extremal points
(considered up to scaling) of a projective n-polytope in FTn containing 0 in
its interior with respect to the Hilbert projective metric.
Proof. Let d : [n]× [n]→ R be a metric and let D denote the n× n matrix
given by D = (−d(i, j)). By Corollary 5.7, this metric space can be realised
as the columns of D with respect to the Hilbert projective metric and, by
the same line of reasoning as in the proof of Corollary 5.6, the columns of D
are the extremal points (considered up to scaling) of a pure n-dimensional
tropical polytope in FTn containing 0 in its interior. 
6. Duality and Symmetry
By Theorem 3.4, there is a natural one-to-one correspondence between
projective n-polytopes in FTn and strongly regular idempotents. In Sec-
tion 4 we exhibited a natural one-to-one correspondence between semimet-
rics on n-points and projective n-polytopes in FTn containing 0 in their
interior. Given such a polytope, we might ask if there is a way to see in the
polytope whether the corresponding semimetric is a metric, or equivalently,
whether the corresponding idempotent is symmetric.
Given a matrix A ∈Mn(FT), the duality map of A is
θA : R(A)→ C(A), x 7→ A⊗ (−x),
where we ignore the distinction between row and column vectors to minimise
the notation. The duality map is widely used in tropical mathematics (see
for example [6, 8, 10]). It is a canonical bijection between the row space
and the column space of A and although it is not a linear isomorphism, it
preserves a remarkable amount of geometric and order-theoretic structure.
For example, it is an antitone lattice isomorphism [6], a combinatorial iso-
morphism of Euclidean polyhedral complexes [8], a homeomorphism and an
isometry with respect to the Hilbert projective metric [10], and an anti-
isomorphism (in a certain sense) of modules [10].
Theorem 6.1. Let E ∈ Mn(FT) be a strongly regular idempotent. Then
C(E) = −R(E), and θE(x) = −x for all x ∈ R(E).
Proof. Let x ∈ R(E) be an interior point of R(E). Since θE induces an
isometry, θE(x) = E ⊗ (−x) must also be an interior point of C(E). Now,
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since E is strongly regular idempotent, left multiplication by E fixes C(E)
and by Lemma 3.5 maps everything outside C(E) onto the boundary of
C(E). Thus (−x) must be an interior point of C(E) and hence E⊗ (−x) =
(−x). So, regarding R(E) and C(E) as subspaces of the same space FTn,
we have shown that the duality map θE restricted to interior points of R(E)
is merely negation.
Since E is strongly regular we have, by Theorem 2.1, that R(E) has pure
dimension n. It follows that R(E) is the closure of its interior. Thus, every
point of R(E) is a limit of interior points and so, by continuity of both the
duality map and negation, θE(x) = −x on the whole of R(E). Since θE is a
bijection from C(E) to R(E) this shows that C(E) = −R(E). 
Theorem 6.2. Let X ⊆ FTn be a projective n-polytope. Then X is the row
space of a symmetric idempotent if and only if X = −X.
Proof. Since X is a projective n-polytope in FTn, Theorem 3.4 tells us that
there is a unique idempotent E such that X is the row space of E and it is
clear that this idempotent has rank n. Suppose first that E is symmetric.
Then, by Theorem 6.1, we have
X = R(E) = C(E) = −R(E) = −X.
Suppose now that X = −X. By Theorem 6.1, X = R(E) = −C(E) so
that −X = C(E). Since X = −X this yields R(E) = C(E) = R(ET ).
Notice that ET is also idempotent. But E is the unique idempotent with
R(E) = X, so we must have E = ET , that is, E is symmetric. 
Theorem 6.3. There is a bijection between n-point metrics and negation-
closed projective n-polytopes, given by χ : d 7→ C((−d(i, j))).
Proof. By Corollary 4.3, the map χ : d 7→ C((−d(i, j))) is a bijection be-
tween n-point semimetrics and projective n-polytopes containing 0 in their
interior. We consider the restriction of χ to the set of n-point metrics. Let
d be a metric on [n] and let D = (−d(i, j)). Then χ(d) = C(D) is a projec-
tive n-polytope containing the point 0 in its interior. By Theorem 4.5, D
is a symmetric idempotent. Thus Theorem 6.2 gives that C(D) is negation
closed. Hence χ maps each n-point metric to a negation-closed projective
n-polytope.
Now let X be a negation-closed projective n-polytope. By Theorem 6.2,
X is the column space of a strongly regular symmetric idempotent matrix
D. Now let d : [n] × [n] → R be defined by d(i, j) = −Di,j. Theorem 4.5
gives that d is a metric and it is clear that χ(d) = C(D). 
We digress briefly to mention an application in semigroup theory. Recall
that on any monoid M , equivalence relations R and H may be defined by
aRb if aM = bM and aHb if aM = bM and Ma = Mb. An element
a ∈M is called von Neumann regular if there is an element b ∈M such that
aba = a. It is a standard fact of semigroup theory that an element is von
Neumann regular if and only if it is R-related to an idempotent, and that the
H-classes of idempotents are exactly the maximal subgroups. In the case of
Mn(FT) (with respect to matrix multiplication), two matrices are R-related
if they have the same column space, and H-related if they have the same
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column space and the same row space [13]. Theorem 3.4 (or [11, Theorem
5.7]) guarantees that a von Neumann regular matrix of maximal rank is R-
related to a unique idempotent, and hence corresponds to a unique maximal
subgroup. Theorem 6.1 thus gives an explicit description of the matrices
which comprise that subgroup.
Corollary 6.4. Let M be a von Neumann regular matrix of rank n. Then
the unique maximal subgroup in the R-class of M is the set of all matrices
N with C(N) = C(M) and R(N) = −C(M).
7. Isometries and Maximal Subgroups
In recent work [12] the present authors together with Zur Izhakian showed
that every maximal subgroup ofMn(FT) is isomorphic to a group of the form
R×Σ, where Σ is a subgroup of the symmetric group Sn. In particular, let us
consider the case whereD is an idempotent matrix inMn(FT) corresponding
to a metric on n points, and let HD denote the corresponding H-class. We
shall show that in this case the associated finite group Σ is isomorphic to
the isometry group of the finite metric space that we started with. To this
end we shall require some additional notation and some results from [12].
Let T = FT ∪ {−∞} and extend the definitions of ⊕ and ⊗, so that a⊕
−∞ = −∞⊕a = a and a⊗−∞ = −∞⊗a = −∞, for all a ∈ T. Consider the
monoidMn(T) consisting of all n×nmatrices with entries in T, with respect
to the matrix multiplication induced from the operations on T. It is well
known that the units in Mn(T) are the matrices that contain precisely one
entry from FT in every row and every column. Thus every invertible matrix
in Mn(T) can be written as the product of a tropical diagonal matrix (that
is, a matrix with entries from FT on the diagonal and −∞ entries elsewhere)
and a tropical permutation matrix (that is, a matrix with precisely one zero
entry in every row and every column and all other entries equal to −∞).
Now let E be an idempotent in Mn(FT). It was shown in [12, Theorem
7.3] that the H-class of E is isomorphic to the group consisting of all units
commuting with E.
Lemma 7.1. Let d : [n]× [n]→ R be a metric and let D denote the n × n
matrix given by D = (−d(i, j)). A permutation matrix commutes with D if
and only if the corresponding permutation is an isometry of the metric space
([n], d).
Proof. The isometries of ([n], d) are precisely those permutations σ ∈ Sn
such that d(σ(i), σ(j)) = d(i, j) for all i and j. In other words, they are the
permutations σ such that such that Dσ(i),σ(j) = Di,j. It follows immediately
that the isometries of ([n], d) correspond exactly to the permutation matrices
P satisfying PDP−1 = D. 
Lemma 7.2. Let d : [n]× [n]→ R be a metric and let D denote the n × n
matrix given by D = (−d(i, j)). If G ∈Mn(T) is a unit commuting with D
then G = λ⊗ P for some λ ∈ FT and some permutation matrix P .
Proof. Let D1, . . . ,Dn denote the columns of D. Since G commutes with D,
it follows from [12, Theorem 3.4 and Theorem 7.3] that left multiplication by
G restricts to a linear automorphism of the column space of D. It is readily
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verified that linear isomorphisms preserve the Hilbert metric, so that the
left action of G induces an isometry on the finite metric space consisting of
the columns of D with respect to dH . In other words,
dH(G⊗Di, G⊗Dj) = dH(Di,Dj),
for all i and j.
Now, G is a unit, so we can write G = SP , where S is a diagonal matrix,
say with entries Si,i = λi, and P is a permutation matrix, say with Pσ(i),i = 0
and Pj,i = −∞ for j 6= σ(i) for some σ ∈ Sn. Since GD = DG, for every i
we have
G⊗Di = (GD)i = (DG)i = λiDσ(i).
It then follows from the fact that the Hilbert metric is defined on projective
space that for every i and j,
dH(Di,Dj) = dH(G⊗Di, G⊗Dj)
= dH(λiDσ(i), λjDσ(j))
= dH(Dσ(i),Dσ(j)).
By Corollary 5.7, the finite metric space consisting of the columns of D
with respect to dH is isometric to ([n], d), giving
d(i, j) = dH(Di,Dj) = dH(Dσ(i),Dσ(j)) = d(σ(i), σ(j)),
for all i and j. Thus σ is an isometry of ([n], d) and, by Lemma 7.1, PD =
DP .
But if P and G both commute with D, then so does the diagonal matrix
S = GP−1. Clearly the only diagonal matrices that commute with D (or
any finite matrix) are the scalar matrices, so we conclude that S = λIn for
some λ ∈ FT, and hence G = λP . 
Theorem 7.3. Let d : [n]× [n]→ R be a metric and let D denote the n×n
matrix given by D = (−d(i, j)). Then the H-class of D is isomorphic to
I × R, where I is the isometry group of the finite metric space ([n], d).
Proof. Let HD denote the H-class of D. By [12, Theorem 7.9], HD ∼= R×Σ,
where Σ is the group of all units G such that G has eigenvalue 0 and G
commutes with E. It follows immediately from Lemma 7.2 that Σ is the set
of all permutation matrices commuting with E. Thus, by Lemma 7.1, we
see that Σ ∼= I. 
Corollary 7.4. Every group of the form G × R with G finite occurs as a
maximal subgroup of Mn(FT) for sufficiently large n.
Proof. By a result of Asimov [2], every finite group G is isomorphic to the
isometry group of a finite metric space; in fact, it is shown that if G has
cardinality k, there exist k(k−1) points in Euclidean (k−1)-space such that
G is isomorphic to the isometry group of this finite metric space. Let n =
k(k−1) and let D denote the n×n idempotent tropical matrix corresponding
to this finite metric. By Theorem 7.3, the corresponding maximal subgroup
of Mn(FT) is isomorphic to G× R. 
In [12], Izhakian and the authors showed that every subgroup of Mn(FT)
is isomorphic to G×R for some finite group G. Combining this with Corol-
lary 7.4 yields:
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Corollary 7.5. The maximal subgroups of the semigroups of the formMn(FT)
are exactly the groups of the form G× R for G finite.
We note that our results do not quite completely classify the maximal
subgroups of each individual full matrix semigroup Mn(FT). If G is a finite
group, then the smallest n such that G × R occurs a maximal subgroup of
Mn(FT) is bounded below by the permutation degree of G (by [12]) and
bounded above by |G|(|G| − 1) (from the proof of Corollary 7.4). It is an
interesting open question whether these bounds are tight or if (as we suspect)
this rather large gap can be narrowed.
8. Examples
In this section we study in detail a few elementary examples of projective
tropical polytopes in low dimension, and show how the concepts and results
of this paper apply to them.
We consider first polytopes in FT2. The two-dimensional case is very
much degenerate and our results specialised to this case can be obtained
by simpler means; nevertheless it still informative to see how the results
manifest themselves. It follows from the results of [13] and [11] that ev-
ery two-dimensional tropical polytope is projective. Projective polytopes
(indeed, two-dimensional tropical polytopes in general), do not display the
“dimension anomaly” which appears in higher dimensions: every polytope
in FT2 is thus either a projective 1-polytope or a projective 2-polytope. The
projective 1-polytopes are exactly the (classical) lines of gradient 1 in the
plane, while the projective 2-polytopes are closed connected regions bounded
by lines of gradient 1. These are shown in Figure 1.
Figure 1. Tropical polytopes in FT2.
(a)
k b
(b)
b
b
k
l
Theorem 3.4 describes the number of idempotents having a given polytope
as column space. Each projective 1-polytope in FT2 is the column space of
continuum-many distinct idempotents; these are of less interest to us here,
but a complete description can be found in [13]. Each projective 2-polytope,
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by contrast, is the column space of a unique idempotent, and it is these with
which we are primarily concerned. These idempotents have the form
E =
(
0 k
l 0
)
.
where k + l < 0. In terms of the corresponding polytope C(E), k and l are
the x-intercept of the upper boundary and y-intercept of the lower boundary,
as marked in Figure 1.
This matrix corresponds to the asymmetric distance function on the set
{1, 2} given by d(1, 1) = d(2, 2) = 0, d(1, 2) = −k and d(2, 1) = −l. Note
that the condition k + l < 0 (necessary to ensure that the matrix is idem-
potent of rank 2) ensures that this function satisfies the triangle inequality.
It will be a semimetric provided k, l < 0; geometrically this can be seen to
happen exactly if the origin (0, 0) lies in the interior of C(E), as expected
by Theorem 4.2. The function will be a metric if in addition k = l. Geomet-
rically, this can be seen to happen if C(E) has rotational symmetry through
an angle of pi around the origin, that is, if C(E) = −C(E), as predicted by
Theorem 6.3.
We now consider some examples of polytopes in higher dimensions.
Figure 2. Some tropical polytopes in PFT2.
(a)
b b
b
(0,0) (3,0)
(3,3)
(b)
b
b
b
(-1,-2)
(0,1)
(2,-1)
×
(c)
b
b
b
(-1.5,-1)
(-0.5,1)
(1.5,0)
×
Figure 2 shows the projectivisations of three different projective 3-polytopes
in FT3. They clearly have pure dimension 3, and so by Theorems 2.1 and
3.4, each is the column space of a unique idempotent matrix. In fact the
three idempotents are
 0 0 0−3 0 0
−3 −3 0

 ,

 0 −1 −1−3 0 −2
−2 −1 0

 and

 0 −1.5 −1.5−1.5 0 −1
−1.5 −1 0


respectively.
The origin (0, 0, 0) lies on the boundary of polytope (a) but in the interiors
of polytopes (b) and (c). Thus, by Theorem 4.2, polytopes (b) and (c)
correspond to semimetrics on three points, while polytope (a) does not.
The values of the semimetrics in question are given by the negating the
entries in the corresponding idempotent matrices; note that the idempotent
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corresponding to polytope (a) contains 0 off the main diagonal and so does
not yield a semimetric.
Theorem 6.3 tells us that polytopes corresponding to metrics must be
closed under negation. Geometrically, this means they must have rotational
symmetry through an angle of pi around the origin in projective space. Poly-
tope (b) in Figure 2 is not closed under negation (as seen from the fact it is
not centred around the origin). Polytope (c), on the other hand, is closed
under negation and so by Theorem 6.3 the associated semimetric is a metric.
This is evident in the symmetry of the corresponding idempotent. In fact
the only projective tropical 3-polytopes in FT3 which are negation-closed are
(classical) hexagons and parallelograms centred on the origin, as illustrated
in Figure 3.
The parallelograms, which are degenerate forms of the hexagon, arise
when the three points in the metric space are collinear, that is, when one of
the distances between pairs is the sum of the other two.
Figure 3. Tropical polytopes in PFT2 corresponding to
metrics on three points.
b
b
b
×
b
b
b
×
b
b b
×
Figure 4. A non-Euclidean metric on four points.
c b
a
d
1 1
1
2 2
2
Another example is given by the 4-point metric space illustrated schemat-
ically in Figure 4. This clearly cannot be embedded isometrically into Eu-
clidean space of any dimension. Indeed, the uniqueness of geodesics in Eu-
clidean space would force the image of d under such an embedding to lie on
all three sides of a non-degenerate triangle with vertices the images of a, b
and c, which is clearly impossible. However, this metric can be isometrically
embedded into FT4 via the map
a 7→ (0,−2,−2,−1), b 7→ (−2, 0,−2,−1)
c 7→ (−2,−2, 0,−1), d 7→ (−1,−1,−1, 0).
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Figure 5. An embedding of the non-Euclidean metric from
Figure 4 into PFT3.
b
b
b
b
b
d
c
a
In projective space PFT3, these points are four vertices of a (Euclidean)
cube, which in fact is their tropical convex hull. This is shown in Figure 5.
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