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El estudio de sistemas constituidos por moléculas flexibles
constituye un campo de investigaci¿n de creciente desarrollo en
los iitiaos ellos. La característica más diferenciadora de estas
eoiécuies respecto a otros tipos de compuestos es su posibilidad
de sufrir cambios conformacionales estos cambios pueden lugar a
coaportaaientos muy variados desde el punto de vista
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físico—químico
La estructura molecular y las propiedades dinámicas de las
proteínas son determinantes para su función, tales propiedades
dependen de modo fundamental de la conformación molecular, que
puede cambiar notablemente con las características del medio. La
conformación molecular juega, por tanto, un papel muy importante
en procesos bioquímicos (reacciones enzimátlcas. desnaturalización
de proteínas, etc).
La flexibilidad zolacular detern,ina, así sismo, las
propiedades de moléculas orgánicas flexibles, así coso de los
sistemas poliméricos. La capacidad que tienen las macromoléculas
do adoptar distintas conformaciones da lugar a la diversidad de
propiedades físicas y aplicaciones tecnológicas de estos
materiales.
En el estudio de este tipo de sistemas me emplean diversos
modelos para represeniar las moléculas’t Para tratar aspectos
fundamentalmente teóricos de la fisica de polimeros se utilizan
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frecuentemente modelos simplificados . que hacen abstracción
del carácter químico de los monómeros que constituyen una
determinada macromolécula. Estos modelos permiten estudiar
propiedades termodinámicas, estructurales y dinámicas de los
sistemas en función del tasaóo del polímero (leyes de escala), de
la naturaleza de las interacciones intermoleculares, de las
interacciones con un disolvente. En el estudio de moléculas
flexibles de Sajo peso molecular es posible utilizar modelos más
realistas; en este caso los átomos o los grupos de átomos que
definen desde un punto de vista químico la molécula son tenidos en
cuenta explícitamente al definir los potenciales de interacción.
facilitándose de este modo la comparación de los resultados
obtenidos a partir del Modelo con resultados experimentales
sensibles a la identidad molecular.
Las técnicas de Simulación por ordenador constituyen hoy
en día uno de los instrumentos más fructíferos en diversidad de
campos de la ciencia. La física de las fases desordenadas de alta
densidad, y en particular la física del estado liquido, es uno de
los campos de la investigación científica donde la introducción de
las técnicas de simulación ha sido fundamental para los
desarrollos producidos en los últimos años. Este hecho se debe a
las dificultades de tipo matemático que surgen en los tratamientos
teóricos de estos sistemas, y que conducen inevitablemente a la
necesidad de formular teorías aproximadas sobre modelos que
6
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tienen en cuenta los elementos físicos básicos de la fenomenología
que se desea estudiar. Ante esta situación la simulación por
ordenador puede aportar resultados muy valiosos, tanto para
contrastar la validez de las aproximaciones teóricas, como para
obtener resultados con caracter predictivo de propiedades físicas
experimentales. Esta segunda aplicación de las técnicas de
simulación es cada día mas importante por la constante sejora de
prestaciones y precios de los ordenadores.
Las técnicas de simulación se utilizan también en la
interpretación de resultados experimentales de tipo
espectroscópico8. En el caso de moléculas flexibles los
experimentos de dispersión de neutrones permiten obtener
información sobre la distribución conformacional9’ ‘~. Sin embargo.
a menudo no es fácil extraer conclusiones definitivas a partir de
tales experimentos, debido a que las distancias lntrsmoleculares
que cambian apreciablemente con la conformación molecular son del
sismo orden que algunas de las distancias intermoleculares. En
eetos casos, la simulación por ordenador constituye un instrumento
indispensable para separar las distintas contribuciones al factor
9
de estructura
En este trabajo se ha abordado el estudio de fluidos
constituidos por moléculas flexibles mediante métodos de
simulación por ordenador. Por una parto se estudió la influencia
del medio y del tamaño de la cadena en la estructura de moléculas
de n—alcanos, por otra parte se investigó el efecto de las
interacciones intermoleculares de tipo electrostático sobre el
equilibrio conformacional utilizándose en este caso como ejemplo
la molécula de 1.2 dicloroetano.
Finalmente se abordó la comparación de los resultados de
simulación, con resultados estructurales obtenidos mediante
técnicas de dispersión de neutrones.
Una de las particularidades del tipo de moléculas estudiadas
en este trabajo es la existencia de diversas conformaciones
estables separadas por barreras de alta energía. Este hecho tiene
consecuencias importantes desde el punto de vista físico—químico
(situaciones de no equilibrio, fases metaestables, fenómenos de
histéresis, largos tiempos de relajación de la estructura intra— e
intermolecular, etc). Por otra parte, ia existencia de las
barreras energéticas da lugar a dificultades desde el punto de
vista computacional, haciéndose necesario en multitud de casos el
11.42
desarrollo de nuevas técnicas de simulación para obtener con
la precisión requerida las propiedades de los sistemas simulados.
En este trabajo se han desarrollado algunos métodos para la
simulación eficiente de sistemas constituidos por moléculas
flexibles; estos métodos han permItido establecer interesantes
conclusiones sobre los distintos factores que influyen en el
equilibrio conformacional de las moléculas flexibles.
En las secciones 1.1 y 1.2 de este capitulo introductorio se
presentan los conceptos de la Mecánica Estadística utilizados en
este trabajo, así como una breve descripción de las coordenadas
e
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internas empleadas en las simulaciones.
El capitulo 2 está dedicado al problema de los potenciales de
interacción, recogiéndose los modelos utilizados en este trabajo.
En el capitulo 3 se presenta la descripción general de las
técnicas de Simulación más frecuentemente empleadas -en el estudio
de fluidos moleculares, prestándose especial atención a las
aplicaciones a modelos que tienen en cuenta grados de libertad
intraaoleculares.
En el capitulo 4 se describen en detalle los procedimientos
desarrollados en este trabajo para la simulación de moléculas
flexibles.
En el capitulo 5 se recogen los resultados obtenidos,
análizandose las conclusiones que se pueden extraer de ellos. Este
análisis hace hincapié en la comparación con resultados
experimentales, en los efectos físicos observados para los
distintos sistemas y en la eficiencia de las distintas técnicas de
5iaulac 1 ón.
En el capitulo 6 se resumen las conclusiones generales.
Finalmente se incluyen vatios anexos, donde se tratan
diversas cuestiones técnicas del trabajo realizado.
io
1. iWTROOIXCIO
ti MECANICA ESTADíSTICA O..ASICA
En esta sección se recogen exclusivamente algunas de las
ecuaciones y definiciones que se usarán más adelante.
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La función de partición en el colectivo microcanónico Q,w~
(número de partículas, N. volumen. V, y energía total, t.
constantes) se define como:
314 a~•
1 dq’Mdp~” fi[fl(X .1> —6 1 (1.1.1)Nt
3M 3M
q representa las coordenadas de las partículas. p los
momentos conjugados, 3< es la función energía total, función de
coordenadas y momentos. h es la constante de Planck y A es la
función delt, de Dirac.
La función de partición en el colectivo canónlcoS ~
(número de partículas, volumen y temperatura absoluta. 7.
constantes) es:
t s3W
Qwvt — 1 dfldp” exp (—$fl(E .p >1 (1.1.21
NI >
13W >
Siendo $—i’kT, donde k es la constante de Boltzaann.
En sIstemas conservativosl~íS. en los que la energía total
— U
no depende explícitamente del tiempo, la energía total fl(R .p
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puede separarme, trabajando en coordenadas cartesianas, en energía
potencial, ti. función de las posiciones y energía cinética, 3<,
función de Los momentos:
311 35 31< 3Mfl(X .p,




Donde m~ representa la asta asociada al momento p¡.
Integrando la ecuación (1.1.2) respecto de los momentos se obtiene





A * (h2fl~aT>’12 (1.1.6>
La función de partición configuracional se define, trabajando
en coordenadas cartesianas como,
ZSVT.J dx” np I—$ii(X’)1 (1.1.7)
12
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La probabilidad de una cierta configuración en el subespacio
de las posiciones será:
314 314 3*’ 38p(X ) dI — np (—0¶I(X )1 dX Ci. 1.8)
Cuando se utilizan coordenadas generalizadas la energía
cinética puede depender de coordenadas y momentos, RCX<4
3*tpN>.




El termino aparece al integrar
generalizados (véase anexo C). El valor medio
propiedad, A. que depende exclusivam.nt, de las
obtendría” como:






La función de partición canónica se relacione con la energía
libre de 4 mediante la ecuación:
ACM, Y, Ii a kT la ~ 11.2.11>
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A partir de las relaciones de la teraodinásica se pueden
evaluar diferentes propiedades. Por ejemplo el valor medio de la
presión en el colectivo canónico viene dado por:
p — (ii. i2>
Utilizando las ecuaciones (í.I.Ií) y (i.i.12) pueden
determinarse diferentes maneras de evaluar la presión del sistema
mediante simulación en el colectivo canónico <anexo B).
Por ejemplo, la capacidad calorífica a volumen constante. C,.
se define Como:
* t8t/8T)~~. (8R/8T)
8, • (8WST>~y (1.1. 13)
Teniendo en cuenta la relsción entre energía cinética y
temperatura~
3
3< - NkT (1.1. i4)
Se obtiene:
ti




2«~~ ~r [1dx’» exp i—swx’hj ¶
1(X
3M) 3
[fdX3,.xp i-PIIIX”)] tiiX~1<)] .4jr-[J dX3Wexp I-$t1(X”’fl]-i
11. 1.16)
(atwaT),v — Z;vz [ .1 <nc”< exp I—%tiCx’Mfl ~ 3 —
ZMVT[fdXexP[—ahI(x)1 ¶I(X3N)][~JdXí%exp(~~¶1(X3N)] ¶1<x”,]
(1.1.17)
C.a .4- 14k • ~2T~[<tia> ~<ti >2] (1.1. 19)
La estructura de los fluidos suele analizarse mediante la
función de distribución radial1’~~, g(r). La definición de esta
función puede plantearse utilizando funciones de probabilidad para
<a>las posiciones de varias partículas. De este modo P (r>.r
2)
define la probabilidad de que las partículas 1 y 2 estén situadas,
respectivamente en las posiciones r, y r2 independientemente de
las posiciones del reato de las partículas del sistema:
P’
2> (r>,r
2)dr,dr2 — d.,dr¡ fdrs.. fa.-. g.-’> (1.1.201
1$
Donde p(r”> representa la función densidad de probabilidad
para las configuraciones de un sistema de <4 partículas.
Análogamente para la probabilidad de que la partícula 1. esté
situada en la posición r,, independientemente del resto de
partículas se define la función Nr, Y;
P(r,)dr, — dr, fdr
2...fdra p(r”) (1. 1.21>
Para un sistema homogéneo:
P(r, )dr, — dr, Jdra.. .fdrs pCi.N) (1. 1.22)
P<r,)dr, e dr>/V (1.1. 23)
Integrando la ecuación (1. 1.20) sobre las posicione, de la
partícula 2 se obtiene:
fdt2 P(r,,r2) a P(r,) (1.1.24>
La probabilidad de que una partícula cualquiera ocupe un
•Iemento de volumen dr, alrededor de r,. n(r, > será:
n(r,)dr, — Id P(r,)dr, (I.i.25)
nf,, )dr, — (N/V>dr, — n dr, (1.1.26>
16
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Siendo n la densidad de partículas en el sistema. La
probabilidad de que ¿os partículas cualesquiera ocupan las
posiones r, y r2. n>Z>(r, r2>, será:
(2> (2>
n (r,,t2)dr,dr3 a N(Id—i) P (r1,r2) (1. 1.27)
<al
La función de correlación de orden 2. g (r,.r2) se define
como:
n>a> (r,.r2)a (r~a-í> * alt,) Mr2> (aí an tr,,r2) 1 n
De acuerdo con la ecuación (1.1.22) se cumplirá:
nf g’flr,.ra> dr2 — N—l
La función de correiaclón de orden 2. d.fhilda entre átoaos
para sistemas homogéneos e isótropo, dependerá únicameñte de la
distancia entre partículas. ¡r:—r>j:
(a>g (r>.r2) g(1r2—r,[)






Estadisticamente g(r) puede plantearse coso:
< ,.v ~85<IRíjIrí > (1.1.30)
En este trabajo se han incluido otras funciones de
distribución, por ejemplo para considerar la estructura
intrm,iolecular’ de moléculas flexibles se utilizaron funciones
5(r) definidas sobre grupos pertenecientes a una misma molécula:
5(r) — < Z Z~~~’j I—r> > (1.1.31)
Ea esta ecuación el doble sumatorio se realiza sobre todos
los pares de grupos pertenecientes a una misma Solénla.
Integrando se obtiene:
IS(r) dr • 14114•—l) /2 (1.1.32)
Donde N~ es el número de átoaos por molécula. Ami sismo se




Donde •> representa un cierto ángulo de torsión de una
determinada ao)écula. De modo análogo se utilizaron otras





Existen diversas posibilidades de describir la posición de
los átomos que constituyen una cierta molécula. Una opción es la
utilización de las coordenadas cartesianas atómicas. Desde el
punto de vista práctico resulta frecuentemente más útil utilizar
coordenadas generalizadas’ ~ 15~ Las fuerzas relacionadas con el
enlace químico condicionan de manera importante el movimiento de
los átomos, por ello la manera habitual de elegir un conjunto de
coordenadas generalizadas consiste en separar coordenadas internas
y coordenadas externas. Las primeras dan cuenta de las distancias
entre átomos de una misma molécula (distancias intrimoleculares),
las coordenadas externas indican la posición y orientación de la
molécula et~ el espacio. Dadas las coordenadas atómicas cartesianas
es posible definir unas ciertas relaciones que permitan construir
un sistema de ejes cuya orientación respecto al sistema de
referencia del laboratorio permite definir la orientación
‘4
molecular
La elección habitual de coordenadas internas para cadenas
linealesl4>? con >4 centros consiste en Id—l distancias de enlace,
<4—2 ángulos de enlace, QYZ y N—3 ángulos de torsión (o de
rotación interna), •»3. Estas coordenadas internas están
esquesatizada. en la figura 1.2.1. La formulación matemática de
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las coordenadas utilizadas a largo de este trabajo se recoge en el
anexo 0.
Desde el punto físico las distintos tipos de coordenadas
internas utilizados en la descripción de la estructura
tr~traisolecwlar de cadenas lineales son de muy diferente
naturaleza’. Las variaciones de distancias y ángulos de enlace
respecto de sus valores sedios en el equilibrio son poco
importantes, debido al efecto de las energías de los enlaces
moleculares. Los ángulos de torsión, sin embargo pueden variar
considerablemente, dando lugar a caeMos notables en la geometría
molecular; por este motIvo gran cantidad de modeles utilizados en
el estudio de estos sistemas consideran distancias de enlace (y a
menudo también ángulos de enlace) fijos. Las coordenadas de estos
sistemas podrán clasificarse’ • ‘< por tanto en rígidas (que
variarán poco respecto de sus valores medios) y coordenadas
flexibles. Desde un punto de vista formal en este planteamiento se
considera que no existen acoplamientos entre ambos tipos de
coordenadas. La energía potencial. ti, de un cierto sistema podrá
escribirse como:
• ¶1r(<qÉ>) • ¶i,Uq,.}) (l.2.i>
Donde <q<> representa el conjunto de coordenadas flexibles
del sistema y <q,> representa las coordefladeas rígidas. La
contribución ¶1< podrá escribirse como función de las coordenadas
22
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flexibles con una dependencia parámetrica de los valores medios de
equilibrio de las coordenadas rígidas.
a V~((qfl <q~>> (1.2.2)
Desde el punto de vista dinámico pueden nistir dos maneras
de fijar los valores de algunas de las coordenadas
internas~’m. La primera de ellas dará lugar a lo que en este
trabajo se denominará modelo de ligaduras flexibles
Desde un punto de vista formal la manera de fijar el valor de
cada una de las coordenadas rígidas, q,> puede plantearse, por
ejemplo, introduciendo un cierto potencial armónico alrededor de
su posición de equIlibrio. q%:
1 (1.2.3)2 ><~~
En el limite cuando las constantes de fuerza. K,
1 tienden a
infinito, la distribución de probabilidad de la coordenada q,1
depende únicamente de la contribución energética por tanto
el valor de la coordenada q~1 será q~,.
o
lía p(q51> — 5(q,,—q,<) (1.2.4>
1<...
23
La probabilidad de una cierta configuración del sistema.




p<q,) a O ¡2 (1.2. SI1 dqj exp¡—p¶1,(q,.4)) ¡G(qr.qA¡
Donde jG(q,,q~)j es el determinante de una matriz cuadrada de
dl,sensiónes (NteN,)x(Nt•Nr). siendo N, y Mr respectivamente el
número de grados de libertad flexibles y rígidos del sistesat>Í.
La matriz G esta relacionada con el caabio de coordenadas
cartesianas por coordenadas generalizadas en la descripción del
sistema (ver anexo C).
El segundo procedimiento de fijar los valores de las
coordenadas rígidas consiste en introducir en el sistema ligaduras
que mantienen los valores de las coordenadas
o
en los valores de equilibrio. q,. Este desarrollo conduce a los
modelos que se denominarán modelos de ligaduras rígidas. Desde el
punto de vista físico en este método se reduce el número de grados
de libertad del sistema. Planteando la resolución de la.
ecuaciones del movimiento del sistema en coordenadas
‘4generalizadas se tendría:




Los valores q~ son los valores de equilibrio de las
coordenadas rígidas, y p~ son sus correspondientes momentos
conjugados, que para el sistema con ligaduras rígidas son iguales
4,24.26a cero . Las ecuaciones del movimiento serian:
j, ( 83< ] (1.2.8)
• 0 (1.2.9)
La eliminación de los momentos conjugados a las coordenadas
ligadas provoca, cuando coexisten coordenadas internas rígidas y
flexibles (ver anexo C). una variación en la probabilidad de las
configuraciones, para el modelo de lIgaduras rígidas se obtiene:
p4q,) £ s/~• (1.2.10>f dq, expI%8ti,(q~.4’3I la ~q,,q4I
4.16
Siendo O (4<.q~) una matriz cuadrada de dimensiones
N~xM~. En el anexo C se describe un posible procedimIento para
evaluar el valor del determinante de esta matriz.
25
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FiCURA 1.2.1 COORDENADAS GENERAlIZADAS DE UNA CADENA LINEAL
4 ~ y ;.., REPRESENtaN LAS COORDENADAS DE ROTAC~N <AOLECIIJ.AR
O,
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2. MODELOS DE POTENCIAL
Desde un punto de vista formal un punto de partida idóneo
para el estudio de las interacciones interatómicas presentes en un
cierto sistema podría ser la mecánica cuántica, en concreto la
ecuación de Schr¿dínger para un sistema constituido por núcleos y
electrones. Asumiendo la aproximación de Born-Oppenbeimer seria
posible separar los movimientos de núcleos y electrones,
reduciéndose el problema global al del movimiento de los núcleos
interaccionado con un cierto potencial efectivo, V8 IR, ,R
A partir de ese potencial podrían conectarse mediante la
Mecánica Estadística las interacciones micróscopicas con las
propiedades macroscópicas de un cierto sistema.
Sin embargo en la práctica este esquema ideal tropieza con el
volumen de cálculo numérico que se requeriría para llevar a cabo
un tratamiento desde prImeros principios para sistemas
macroscópicos complejos . es por ello que habitualmente se hace
uso de potenciales interátomicos que asumen una cierta dependencia
funcional de la energía potencial, ajustándose los parámetros
mediante la realización de cálculos cuánticosZ6fl ab millo sobre
agregados constituidos por un número pequeño de partículas y/o
mediante ajuste para obtener concordancia con propiedades
macroscópicas accesibles experimentalmente.
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Recientemente se han desarrollado técnicas de simulación que
incorporan efectos cuánticos. Por una parte los métodos basados en
la formulación de la mecánica cuántica mediante Integrales de
casino (path integral> se han utilizado para la incorporación de
los efectos cuánticos a algunos de los grados de libertad de un
cierto sistema, para los que no es adecuada la descripción
cíásicatZ.
Por otra parte se han desarrollado procedimientos de
simulación (flétodo de Car y ParrineIio2SO¿) en los que no se
introduce un potencial de interacción intermolecular. En estos
métodos se consideran los sistemas como conjuntos de núcleos
atómicos y electrones, el comportamiento de los nucleos se
describe desde la mecánica clásica (mediante dinánica molecular),
los electrones son descritos mediante la mecánica cuántica
(utilizando la aproximación Born-Oppenheimer). La solución del
problema cuántico se aborda mediante la teoría de funcionales de
densidad33 (dentro del formalismo desarrollado por Hohenberg y
Kohnt y Kohn y Sham3m> utilizando la llamada aproxiamcidn de
densidad local’3 (LIlA).
Dentro de este formalismo la resolución del problema cuántico
es válida sólamente para calcular las propiedades del estado
electrónico fw,daaental, sin embargo el volumen de cálculo
requerido es considerable—ente inferior sí de procedimientos de
tipo Itartree-Fock-Roothant ya que se siapilfica notablemente el
cálculo de las interacciones de repulsión e intercambio
28
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electrónicas, consiguiéndose pese a ello resultados de una calidad
a,
comparable
La clave del método Car—Parrlneiio consiste en el
acoplamiento del proceso de solución de los problemas clásico
<resolución de las ecuaciones del movimiento de los núcleos) y
cuántico (cálculo del potencial internuclear efectivo).
La aplicación de estos métodos se ha incrementado de manera
notable en los últimos aftos, especialmente en sistemas de difícil
descripción mediante los modelos de potencial habituales
(especialmente sólidos constituidos por elementos de alto peso
atómico), sin embargo pese a algunas aproximaciones suplementarias
utilizadas (empleo de pseudopotenclaies. que permiten no
considerar explícitamente los electrones del core atómico. etc) la
aplicabilidad del método está notablemente restringida para muchos
sistemas en los cuales se precisa de un número excesivamente
elevado de funciones de base para una resolución adecuada del
problem, electrónico (este problema aparece, por ejemplo, al
tratar sistemas que contienen átomos ligeros3>>. Por otra parte la
cantidad de cálculos requeridos limita considerablemente la
integración durante largos tiempos de las ecuaciones del
movimiento de los nucleos, así como el número de partículas a
utilizar.
En este trabajo se han utilizado potenciales de tipo
tradicional, así coma el formalismo de la mecánica estadística
29
clásica para el estudio de diversos sistemas constituidos por
moléculas flexibles, en las siguientes secciones de este capitulo
se describen los modelos de potencial utilizados para los
distintos sistemas estudiados.
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2.1 MODELO SINeLFICAflO DE NALCANOS
En este trabajo se ha utilizado el modelo propuesto por
24.15
Ryckaert y Bellemans para el estudio por simulación de
n—alcanos. En este modelo no se consideran explícitamente todos
los átomos, empleándose en su lugar una serie de centros de
interacción, cada uno de los cuales representa de manera global a
los átomos pertenecientes a un grupo metilo (—CH,) o metileno
(-CH,-l.
La descripción de la estructura geométrica de una de estas
moléculas puede realizarse mediante la implesentación de
coordenadas internas. De este modo, para una cadena lineal con
grupos, la estructura intranolecular quedará perfectamente
definida con 3n, -6 coordenadas, agrupadas del siguiente modo n,-l
distancias de enlace: Ib,. b, bh .,>. n,—2 ángulos entre
enlaces contIguos <61,0 O,.~> y n,—3 ángulos de rotación
interna o torsión: 14,.#,....4~,> (figura 1.2.1).
En el modelo de Ryckaert y Bellemans se consideran distancias
de enlace y ángulos de enlace fijos. b. y 6~ respectivamente. Las
interacciones Intratoleculares pueden separarse en dos grupos:
interacciones de torsión, utr que son función de los ángulos de
torsión • e interacciones de van der Waais, las interacciones de






V~ (4) — 5~ cos (•> (2.1.2)
a —o
Los coeficientes a> se presentan en la tabla 2.1.1:
Tabla 2.1.1
i 0 1 2 3 4 5
a,/k (Kl 1116 —1462 —1578 368 3156 3788
a
1/Ild aol”) 9.279 —12.156 —13.120 3.060 26.241 31.496
t 1< a Constante de Boltzmann
Las interacciones de van der Unís se consideran para los
pares de grupos de la misma molécula separados por más de tres
enlaces. Para modelar esta interacción se utiliza el potencial de
Lennard—Jones truncado a una cierta distancia R~. Las
interacciones inter,aoleculares se representan de manera análoga
sobre los pares en los que cada grupo pertenece a distinta cadena.
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VisiR) =0
En estas ecuaciones los vectores del tipo
posición del grupo j de la cadena a.
Los parámetros utilizados se recogen en la tabla 2.1.2:
simbolizan la
Tabla 2.1.2
b0/n. 80/gr.dos s/tj .~0> (r/kT)/X o’ /t¿z fi0 lo’
0.153= 109.47 599.6 72.0 0.3923 2.50
En la figura 2.1.1 se
contribuciones intramoleculares
para el caso del o—pentano.
muestra la influencia de las
en la distribución conformacional
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(2.1.31









O £0 ~ •— ~4Q —













2. IOOfl.O5 ot ponOOcIA,.
22 MODELO SINCLIflOADO DE 1.2-DiCLOROE’TANO
El modelo utilizado para el 1.2—dicloroetano <CX—cM,-121,—Cl)
es análogo al del a—butano descrito por el potencial de Ryckaert y
Bellemans: los átomos de cada grupo metileno se representan con un
sólo centro de interacción, tanto distancias como ángulos de
enlace son fijos. En este caso se consideran distintos parámetros
en el potencial de Lennard—Jones para describir las interacciones
Interoxoleculares para los grupos cloro y metileno. Además se
incluyen efectos electrostáticos mediante la incorporación de
cargas puntuales de diferente aigno sobre cloros y metilenos. Los
parámetros utilizados en este trabajo fueron los propuestos por
31lorgensen. Einning y Bigot . En las siguientes ecuaciones se
presentan las distintas Interacciones.
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1. q~) ~í q1 q~
fi (2.2.7)
N• representa el número de moléculas del sistema y n5 el
número de grupos por molécula (des grupos Cl y dos grupos —CH2—).
En las tablas 2.2.1. y 2.2.2 se recogen los parámetros
utilizados:
Tabla 2.2.1
1 0 1 2 3
a1/(kj mol’) 8.021 —12.067 1.393 21.481
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Tabla 2.2.2
t 1 t 3 ¡CcN,c$ Lele, C
052c1 dcS2cN2
0cíe¡ acs~c’ R
5/nm qc~ ¿e q~1/e
0.4779 1.1785 0.7404 0.3982 0.3635 0.3805 1.018 0.25 —0.25
1 < Id aol’ 1
t(nm)
e u —carga del electrón
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2.3 MOCELO REALISTA DE NEUTANO
SSEste modelo está basado en el propuesto por lillo y Yip , en
este cato no se fija ninguna de las coordenadas Internas,
incorporándose los hidrógenos de manera explícita. La energía
intramolecuiar se define para cada molécula cono:
izara ten Lles tem—fies ten Lles—ter. vds
u —u tu tu tu tu <2. 3. 1)
La contribución de tensiones de enlace, UtF£. se representa
como:
Ut~0= ~{~[E K
11 (R,1—R~1 í~ 3
<13>
<2.3.2)
Donde el susatorio se realisa
(tres enlaces C—C y diez C—H>. El
adopta la forna:
sobre pares de átonos enlazados
término debido a las flexiones
1 ~ g¡lk tít
411k>
(2.3.3)
En este caso el asatorio se realiza sobre tríos de átomos
unidos sediante enlaces <i—j—k). •~j~ es *1 ángulo de enlace <2
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contribuciones C—C.-C. 14 contribuciones C—C—H y 8 contribuciones
R’-C—l{1. El término se odela coeo:
utere. >L 1 1 • cos 1 3 •cecc) 1 (2.3.4)
ccc
Siendo *ccc el ángulo de torsión que definen los cuatro
carbonos presentes en la molécula. La energía de acopiamiento
tenslón-flesión. ~ se representa como:
<2.3.51
Los sumatorios se reali:an sobre los siseos términos que en
la contribución U”~’. Los términos de acopiamiento flexión




Donde el sumatorio se realiza sobre grupos de cuatro átomos
<i.j.k,l> en los que se dan secuencias de enlaces representables
coso i—j—k—l. Para este tipo de interacción habrá una contribución
C—C—C-C. 10 C—C—C—H y 16 H—C-C—M. La interacción se define
entre átomos separados por tres o más enlaces, utilizando un
potencial Lennard—iones 9—6.
40
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VÉJNCIRI flc ~ ~ j • RS Rc ‘1
4 it~i
— O • R > R, (2.3.8)
Las interacciones intereoleculares se establecen entre pares
de átomos pertenecientes a distintas moléculas mediante un
potencial Lennard—Jones 9—6. utilizándose los mismos parámetros, c
y o’, que para la interacción lntraaoiecular de van der Unís.




2 ) R%/ A
C-C 923 1.540
C—H 2397 1.099
Flexiones 1< /<kJ rad 1 S,í~/rad








Tensión— X.~í/(kJ mol’A’’) H~¡ A K’ /<kj
Flexión 6ijk 501-l rad’)
C—C—C 460 2. SO 25. 9
C—C—H 359 2.20 25.9
H—C—H 16 1.80 25.9





van der Waals c/<kJ sol’) (c/k)/X o/A Rc/Á
C———C 0.4495 54.06 3.159 10.00
0.0531 6.29 3.099 10.00
0.1545 18.59 3.129 10.00
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3. TECNICAS DE SIMLLACION
La imposibilidad de resolver de aanera analítica las
ecuaciones de la mecánica estadística para sistesas no triviales
ha dado lugar, por una parte al desarrollo de teorías aproximadas’
y por otra parte a la puesta a punto de técnicas de siaulaci6n”’.
En los métodos de simulación se resuelve mediante
procedimientos numéricos el cálculo de los valores medios de las
propiededes de un sistema en un cierto estado termodinámico. para
ello se construye un sistema con un número limitado de partículas
con unas ciertas condiciones de contorno adecuadas sobre
el cual se generan una serie de configuraciones de acuerdo con su
probabilidad en un cierto colectivo estadístico. Utilizando esas
configuracionea pueden calculerse todo tipo de propiedades’
termodinámicas, estructurales, dinámicas).
Al comparar los resultados experimentales con los obtenidos
mediante simulación existen dos factores que hay que tener en
cuenta, por un lado el modelo utilizado para representar un cierto
sistema real, es decir la manera en que se describen las
interacciones interatóricas. y por otro el efecto del tamaño del
sistema simulado. En situaciones normales, en las que ias
propiedades de un cierto sistema físico macroscópico no dependen
críticamente del número de partículas del siatema los resultados
obtenidos por simulación no dependen considerablemente del tamaño
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elegido, y es adecuada la utilización de un número relativamente
pequeño de atomos en la simulación. Existen sin embargo otras
situaciones (puntos críticos, coexistencia de fases, etc>. en las
que el tamaño limitado del sisteaa simulado impone una serie de
limites en las fluctuaciones de las propiedades del sisten
3’0
de tal manera que tales condiciones no son accesibles de un modo
directo mediante los métodos de simulación habituales, aunque en
algunos casos pueden desarrollarse métodos alternativos para
solventar estas dificultades’~41.
En la simulación de sisteeas homogéneos es preciso ajustar
las condiciones de contorno de manera qu.e todos los puntos en el
sistema sean equivalentes, para ello se recurre habitualmente a la
4inclusión de condiciones periódicas de contorno De este modo se
evitan las inhomogeneidades que surgirían por la presencia de una
superficie que limitase las posiciones que pudieran adoptar las
partículas. Algunos autores han utilizado, sin embargo, otros
métodos para preservar la homogeneidad del sistema, simulando
sistemas tridimensionales sobre la hipersuperflcie de una
hlperesfera tetradimensionaí’2 41•
La peridiocidad del sistema se introduce de manera análoga a
como se hace en la cristograíoíia~~45. La periodicidad de la red
se expresa matématlcamente como:
n<r+la+jb+kc) • nlr) (3.1)
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Donde 1. j y k son números enteros y a. b y o son los
a,
vectores que definen los pardaetros de la celdill, primitiva
Utilizando la ecuación (3.1> pueden construirse a partir de la
posición de una partícula las coordenadas de todas sus Imágenes o
réplicas en el sistema periódico. A partir de los parámetros de la
red puede construirse la llamada celdIlla prImitIva de
.4Ulgner-Seitz , que contendrá una Imagen de cada una de las
partículas del síatesa.
Las condIcIones periódicas de contorno más frecuentemente
utilizadas en sinulación son las que se corresponden con redes de
.4
fravais cúbicas . y particularmente la red cúbica simple. Para
ésta la celdilla primitiva’de Wigner—Seitz es un cubo, lo que
facilita cíe manera considerable los cálculos de distancias y de
posiciones de imágenes periódicas, por ejemplo las componentes del
vector que une una cierta partícula 1 con la réplica de la
partícula j más cercana podría calcularse como:
— x, - d anint< <x~-x,) /d 1 <3.2)
Donde >t representa las coordenadas absolutas de las
particulas. d es la longitud de la celda y anint es una función de
que cálcula el numero entero más próximo a un cierto argumento
real.
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Otras condiciones de contorno utilizadas en ciertas ocasiones
son las correspondientes a las redes de firavais cúbica centrada en
las caras y cúbica centrada en eí interior, que dan lugar
respectivamente a celdillas primitivas con geometría de dodecaedro
rómbico y octaedro truncado’. Existen ciertos procedimientos de
simulación en los que la celda unidad primitiva es de tipo
triclínico, con parámetros geométricos que varian a lo largo de la
simulación (método de Parrinello y Rahm,sn’6). su aplicación
fundamental se encuentra en la obtención de estructuras de
sistemas en estado sólido.
tos métodos de simulación que se aplican en el estudio de
fluidos moléculares son de dom tipos, por una parte los métodos de
Monte Carlo, que generan una serie de puntos en el espacio fásico
del sistema <generalmente en el subeapacio de las posiciones de
las partículas), de manera que la probabilidad de aparición de
cada punto es igual a una cierta función de probabilidad .p<X), y
por otro lado los métodos dinámicos, fundamentalmente Dinámica
Molecular, que genera una trayectoria sobre el espacio fásíco
mediante la Integración de las ecuaciones del movimiento del
sistema.
En ambos procedimientos es preciso incorporar el cálculo de
las interacciones entre los distintos pares de partículas del
sistema. Para potenciales de corto alcance (que decaen para
-a
distancias largas co—o —R • siendo a’ mayor que la
dimensionalidad del sistema) se suele truncar4 habitualmente el
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potencial. ~ (o la fuerza. Fy~. en Dinámica Molecular) a una
cierta distancia. R
5: a partir de la cual se considera
constante <o F~—0. R>R3. Este hecho no afecta a la estructura
del fluido, que para las distancias 3, usadas habitualmente es
poco importante. Las propiedades termodináalcas pueden corregirse
adecuadaaente. asumiendo un cierto co,portaaiento para la función
de distribución radial, g(r). para distancias intermoleculares
mayores que R~. De este modo se reduce notablemente el volumen de
cálculo a efectuar en la simulación. Sin embargo, para potenciales
de largo alcance (interacciones entre cargas. carga—dipolo.
dipolo—dipolo. etc 1 a veces no es adecuado utilizar potenciales
truncados, en estos casos suele ser conveniente calcular las
interacciones con todas las imágenes periódicas (sumas de toíaldt
o utilizar algún método alternativo para minimizar el efecto del
truncamiento sobre las propiedades que dependen de la estructura a
distancias largas (por ejemplo. métodos del campo de reacción
medlo’~ 1.
Las simulaciones por ordenador pueden realizarme en
‘odiferentes colectivos . Habitualmente las sisulaclones por Monte
Carlo suelen llevarme a cabo en el colectivo canónico <NV’T), en el
colectivo isotéraico—isobárico <HPT) o en el macrocanónlco <ufl):
para la Dinámica Molecular la elección natural es el colectivo
aicrocantnico <MT). Las técnicas de simulación por Monte Carla
son especialmente flexibles a la hora de isaplesentar unas ciertas
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condiciones de simulación, siendo por ejemplo posible la
simulación de equilibrios de fases mediante la aplicación del
llamado colectivo de Gibbs’0’’5’”. La adaptación de las técnicas
de Dinámica Molecular a diferentes colectivos de interés suele ser
más complicada formalmente, sin embargo se utilizan con cierta
frecuencia los colectivos canónicoíC~fl <NVT) e isotérmíco
isobárico~S2(N?T).
so
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3.1 NCODOS DE MGJTE CARLO
El término Monte Carlo agrupa un amplio conjunto de técnicas
de cálculo numérico caracterizadas por la utll!zsción de números
4,52,54aleatorios . Estas técnicas son especialmente útiles en la
resolución de integrales multidimensioríales. En la mecánica
estadística el valor medio de una propiedad A aparece
*5frecuentemente dado por expresiones del tipo
ff dx,dx
2. . .dx~ p(s)
y (3.1.1)11 dx, dx2’’ -dx1
y
Donde Y representa el dominio de integración, r siaboliza el
conjunto de variables ix,,x2,.... x5). A(s) es una cierta función
de las variables r, definida en el dominio de integración Y, y
p(x) es una función densidad de probabilidad que verifica la
propiedad:
p<xI a O Y rEY <3.1.21
Las integrales que aparecen en numerador y denominador de la
ecuación <3.1.1) son frecuentemente no analíticas, por lo que se
51
precisa la utilización de métodos numéricos para el cálculo del
valor medio de la propiedad A.
Frecuentement, los métodos de Monte Carlo se clasifican en
estáticos y dinámicos. En el primer grupo se incluyen aquellos que
se basan en la generación de puntos independientes en el
bipervoinen Y de acuerdo con una cierta función de probabilidad













donde los suntorio. se realizan sobre N~ puntos
pertenecientes al dominio Y elegidos aleatoriamente con
probabilidad dada por la función Po
En medios densos el procedimiento anterior resulta poco
útiiS La presencia de las interacciones entre pare. de centros
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restringe considerablemente la zona del espacio de tases
representativa, sólo una pequeflisima parte del bipervolumen Y
contribuy, de anera relevante a las propiedades de equilibrio. Es
por ello que resulta mucho más conveniente recurrir a
procedimientos dinámicos. En éstos mediante un cierto algoritmo se
genere una secuencie o trayectoria de confIguraciones de tal
manera que en el limite de trayectorias suficientemente largas
las configuraciones aparecen con una cierta probabilidad~, PO~
A diferencia de lo que sucedía en el caso anterior la función PO
no está sometida a restrlociones especiales. por otra parte la.
conf iguraciones generadas sucesivamente no Son independientes, lo
que ha de ser tenido en cuenta en el cálculo de errores4.
Las técnicas de Monte Carla dinámico se basan en el
formalismo de las Cadenas de MarRov’~’5. Las cadenas de Markov
describen la evolución de la distribución de probabilidad de los
estados de un cierto sistema mediante un procedimiento de tiempos
discretos5m. Supongan un cierto sistema que puede adoptar una
serie de estados y considérese que en un cierto paso de tiempo t~










es la probabilidad del estado A en el pato de tiempo 1, It
es el número de estados. Consideremos un mecanismo de evolución
tal que la distribución p en ci paso de tiempo t
1,, dependa
exclusivamente la función p en el paso de tiempo inmediatamente
anterior, y no de las distribuciones previas, y en el que la
evolución viene descrita por las ecuaciones:
PUlZlTxí p~ (3.1.7)
I—1
La condiciones impuestas en las ecuaciones <3.1.51 y <3.1.63
restringen los valores de los coeficientes ll~, debiendo estos
cumplir:
E ~ l .1—1.2 a 1 (3,18)
k O J
1.. ecuación (3.>.?) puede expresarse en forma matricial:
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Aplicando varias veces la matriz II:








Las matrices IT. que verifican las condiciones expresadas en
la expresión (3.1.8) se denominan matrices eetocásticas~
5~~. El
teorema de Perron—Frobenius54~~ establece que los valores
propios. X, de estas matrices verifican:
xii SI
3 j. Aj — 1
(3.1.12)
(3.1.13)
rs posible desarrollar una cierta función
Olineal de los vectores propios de la
o
<K
1.t1.....4> tal., vectores propios, y sea #






Los vectores propios habrán de verificar:
Zic&s • ½ Z’ckí (3.1.15)
ja, Jal
Donde 5kJ representa la componente ,I del autovector k.
Teniendo en cuenta la ecuación (3. 1.8) se habrá de cumplir:
* ] —> — 0 (3.1.161
1~l
Por tanto para que la distribución inicial y las sucesivas
verifiquen la condición de normalización se cumplirá que la suma
de los coeficientes de los autovectores con autovalor unidad es
igual a 1.
Aplicando la condición de evolución podrán obtenerse las
1 2sucesivas funciones de probabilidad o . • etc.
> 2~ ~ c~ Xj ít~ <5. i. Vn
sai Ial
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Al cebo de sucesivas aplicaciones de la matriz U se
obtendría:
a
4 4 4 (3. i. 18)
‘a,
En limite de infinitas aplicaciones sucesivas de la aatriz II
sólasente los vectores propios cuyo valar propio cuapla: ¡A~1aI
contribuirán a la función p . Se dice que una cadena de Markov es
55irreducible cuando para cada par de estados 1<. 1 existe un
cierto 1. tal que Il~~ y ~hk son mayores que cero, lina cadena de
Markov irreducible que presenta un único valor propio Ab. que
55verifica ¡Ah Ial se dice que es ergódica . El valor propio
correspondiente es, lógicamente Akal.
De acuerdo con la ecuación <3.1.18) el limite de la
distribución p vendrá definido por:
l~ Do - PO a 4 (3.1.19)
La rapides con la que se alcance la distribución PO dependerá
del resto de autovalores. así como de la distribución inicial.
5?
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3.1.1 ALGcAITMOS DE TIPO t<TROPI1IS
Los algoritmos de simulación por Monte Carlo en el estudio de
fluidos fueron introducidos por )4etropoiis y en el
sf0 1953. El procedimiento consiste en generar cadenas de Marlcov
de configuraciones en el subespacio fásico de las posiciones del
sistema de manera que en el limite de suficiente *sÉero de
configuraciones generadas éstas aparezcan de acuerdo con su
probabilidad definida en un cierto colectivo mecano—estadístico.
En la formulación original de Metropolis y colaboradores el
método se aplicó utilizando coordenadas cartesianas de las
partículas, sin embargo la aplicación en coordenadas generalizadas
a”
es totalmente análoga. Sea X~t~ *<rtI.rtí rcw> el conjunto de
coordenadas cartesianas de las partículas de un cierto sistema
tridimensional con condiciones periódicas de contorno en el paso
de tiempo t. Para generar la configuración del sistema en el paso
de tiempo t.l se construye una configuración de prueba mediante la
variación de las coordenadas de una de las moléculas en un cierto
intervalo alrededor de su valor en X~. De este modo se genera la
configuración de prueba X~. Por ejemplo, para un sistema
tridimensional, moviendo una cierta partícula 1. elegida al azar,
se obtiene la configuración de prueba:
59
41 — rtj . vi e i
(3.1.1.1)XLI — X~j ¿x }
Yt, — nr ¿y
a z.~+ Iz
Cosi los desplszaaiemtos ¿x. ¿y, ¿a elegidos aiestoriaente,
con distribución uniforme en el intervalo (—AAAI. En función del
procedimiento utilizado para generar la configuración de prueba se
puede definir una función de probabilidad a priori. «(XL4XL) que
representa la probabilidad de elegir X~ coao configuración de
prueba a partir de X~. El método de )4onte Carlo establece además
un criterio para aceptar la configuración de prueba XL como nueva
configuración. XL,, • de la cadena de Markov. La configuración será
aceptada con una cierta probabilidad”555. A(Xt 2(3, tal que
en el limite de infinitos pasos de simulación cada configuración
aparezca con su probabilidad p(X).
La probabilidad de un tránsito desde la configuración X. a la
configuración 1b’ vendrá dada. en función de las probabilidades ft
y A como:
a I1<X..1b) — a(X.4Xb) A(X..Xb) I (3.i.i.2)ll•~ 1— ll~~
b*5
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La condición de estado estacionario para la distribución de
equilibrio p. permite definir las siguientes ecuaciones,
bea
!lj4 P<Xa) — II,» p<X,) > a Q <3.1.1.4)
La ecuación (3.1.1.4> se cuaplirá si todos los sumandos del
primer alembro son nulos:
Utilizando la ecuación (3.1.1.2):
A(Xh4X,1 ~<Xí4X,) P<Xb) a A(X.4Xb) «(X.4Xb) p<X.> <3.1.i.61
AtXa4Xb) -P<Xb) «<Xb4X.l
a p(X•) ~ <3.1.1.7)
Se pueden plantear diversos criterios de aceptación que
verifiquen la ecuación <3.i.i.7l. £1 más frecuentemente usado en
simulaciones de líquidos es el de Isetropolis:
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1 P(~h) «<~b~~c)
A(X..Xb) — mínimo 1, <3.l.1.8)
p<X,J a(X,.X
1)
Otro criterio. qu. alguna vez se ha utilizado, es ci de
R¿arker’:
r p(X6) •(XbX.) 1A(Xs.Xb) a ~ ~~
2(
0>~ • p(X~) t(Xa..X,) ] (3.1.1.9)
En los procedimientos más habituales de simulación, se
utilizan probabilidades a priori, a. que
a ~<~b.~e) (3.1.1.10)
Este es el caso del movimiento descrito en las ecuación




La ecuación (3.1.1.5) representa un criterio suficiente, pero
no necesario, para conseguir que el muestreo efectuado en la
simulación conduzca a la distribución de probabilidad de
equilibrio. p. siempre y cuando la cadena de Markov conseguida sea
ergódica. es sin duda una condición más estricta que la expuesta
en la ecuación (3.i.i.3l; sin embargo resulta muy práctica su
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utilización ya que permite calcular de rodo sencillo los criterios
de aceptación de configuraciones de prueba. La citada elección
suele denominarse coso condición de reversibilidad microscópica o
de balance detaiiado’”.
La eficiencia de un cierto .lgoritao de simulación por Monte
Carlo depende de tse modo funasental de 1. elección de las
funciones a. Para sistemas moleculares flexibles resulta, por
ejemplo, más adecuado utilizar coordenadas generalizadas <que
implícitamente tienen en cuenta la anisotropía del potencial5’
derivada de las fuerzas intraaoleculares) que trabajar en
coordenadas cartesianas atómicas. Del mismo sodo, para un fluido
atóaico simulado utilizando el esquem. propuesto en las
expresiones (2.1.1.1> la eficiencia del método de simulación
4dependerá del valor atulmo del de.plazaailento . A. El valor óptimo
de A será función del estado termodináauico. en particular de la
densidad del sistema.
Puede decirte que la eficiencia de un muestreo por Monte
Carlo dependerá de la cantidad de información, que sobre el
espacio de fases configuracional. se introduaca en la construcción
de las funciones a. Como ejemplos extremos consideres.
primeramente el caso en el que la configuración de prueba se elige
al azar sobre el espacio de fases del sistema. Si se parte de un
estado de energía baja, y dado que sólo un parte muy pequefia del
volumen físico será representativa del tistes en las condiciones
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de temperatura y densidad propias del estado liquido,
prácticaaente todas las configuraciones de prueba que se generen
serán rechazadas, ya que todos los puntos del espacio físico
tendrán la misma probabilidad de ser elegidos como configuración
de prueba. Partiendo de un estado de alta energía la evolución
hacia configuraciones de baja energía será, por las mismas
razones, conmiderablemente más lenta a medida que el sistema
desciende hacia los estados enérgeticamente favorecidos de acuerdo
con las condiciones termodinámicas. En el otro extremo estaría un
hipotético algoritmo de simulación tal que la función a estuviese
definida como:
opL
a — a <X~.Xj) a • p<X~) <3.1.1.12)
La probabilidad de aceptación seria la unidad para todos los
movimientos generados, y la correspondiente matriz de transición
seria:
Pi Pi P, ... Pi
Pl Pl Pl .
Pm Pa P.Pm
£1 producto de por cualquier función de distribución
normalizad, arbitraria p verificaría:
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9 a pj Sp <3.i.i.i4)
En este caso, un sólo paso de Monte Carlo seria suficiente
para conseguir que cada configuración del sistema apareciese con
su probabilidad correcta, independientemente de la configuración
de partida.
Las simulaciones mediante métodos de Monte Carlo de fluidos
molecvlarms hacen uso habitualmente de coordenadas generalizadas.
En función de la naturaleza de las aoléculaa, o de las
propiedades a estudiar se pueden utilizar modelos que consideran
moléculas rígidas, parcialmente flexibles o totalmente flexIbles.
dependiendo de si se permite o no la variación de las distancias
intraaoleculares. Como ya se comenté previamente la simulación
utilizando coordenadas cartesianas de lo. átomos no es adecuada
para estos sistemas. de hecho sólo es posible utilizarla para
moléculas totalmente flexibles. En el caso de moléculas rígidas.
dadas las restricciones en la geometría molecular, la posición de
los átomos vendrá definida por la posición del centro de masas y
la orientación molecular. La orientación molécular de una solétula
no lineal puede describirse adecuadamente utilizando los ángulos
de Euiertít
En una simulación estándar por Monte Carlo de un fluido
aoieuiar utilizado coordenadas moleculares se llevan a cabo
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movimientos de translación, rotación y. en su caso movimientos
intramolecuJeres, La generación de una configuración de prueba
puede realizarse mediante movimientos de un sólo tipo o combinando
4 • 40distintos tipos . Generalmente los movimientos de translación
se llevan a cabo siguiendo el algoritmo expuesto en la expresión
(3.í.i.l). Para auestrear las orientaciones moléculares se han
4,40propuesto diversos algoritmos , que pueden ciasificarse segh»
hagan uso explicito o no de las coordenadas de orientación
molecular. Un ejemplo de los primeros consiste en generar nuevos
ángulos de Euler 1$ .0 .~ > al azar con probabilidad uniforme en
un intervalo alrededor de los valores originales <#.O.*>:
• a •+¿~ ,5~ • I~-At.*+A41 1
O — ja • s.¿o .38 e Iw-AS,6.&91
a $•¿~ e <~‘¿*,*~A~I J
Donde J es un núaero entero tal que el valor de O permanece
acotado en el intervalo Lot>.
Para un ,aoviaiento puramente oriantacional desde la
configuración X a la configuración de prueba X por variación de
los ángulos de Euler de una de las moléculas seglJn el anterior
algoritmo, el criterio de aceptación, teniendo en cuenta el
jacobiano de la transformación de coordenadas cartesianas atómicas
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a coordenadas generelizadas y la slmetrla de las funciones a.
adoptaría la forma (véase anexo fl):
A(X41) p(X~) exp(—$1i(X)1 serde)
________ a a <3.1.1.16>
A<X4X) p<X,) exp(—ffli(XII sen(62
Pata evitar los problemas asociados con la presencia del
téraino sen<S> cuando 840. se recurre a sustituir la forma del
muestreo, remplazando la variable 0. y utilizando en su lugar cosO
como coordenada .éoleculart En tal caso la forma de originar
configuraciones orientacionales de prueba seria, representando
cose con el símbolo c y coso como c
c — 2j.c.¿c ,¿c e (—Ac,ÁcI
• — •.A• 3~ e <—t•.A•1 1 <3.1.1.17)
• — *‘~* ,¿~ e I—A@,~1 j
Donde j es un número entero tal que c permanece acotado en
el intervalo 1—1.11.
Las probabilIdades de aceptación serán en este caso:
A(X.eX) P<1b> exp¡-tU(X)I
_______ — — (3.i.1.is)
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Este último método propuesto para el muestreo de las
orientaciones toleculares puede plantearse formalmente de una
manera diferente, aunque equivalente en la práctica, que consiste
en seleccionar el valor o en un intervalo de dimensiones
variables con probabilidad no uniforme, las ecuaciones
correspondientes son:
sen(O 1
a(O-.O 1 — (3.1.1.19)
eche1 sen<,~) dii
9t0
Las variaciones má%isas , te’ y 1.6 se definen sediante:
OCAS
oc — f sen <~) dii.. cose — cosfe.A6) (3.1.1.20)
e
o
te af sen <ti> d~s cos(B—06) - cos<O) 3.1.121)
En este ejemplo aparece el primer caso de probabilidades a no
simétricas.
Se han desarrollado diversos métodos para .,uestrear las
orientaciones moleculares que no hacen uso explicito de los
ángulos de Euler y que consisten en casbiar la orientación de tIna
molecula mediant, giros alrededor de ciertos ejes’ En este
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trabajo se desarroiló un método para efectuar movimientos
orientacionales sin necesidad de trabajar explícitamente con
ángulos de Euler. El algoritmo consiste en generar un eje de giro.
vi, definido mediante la generacién de vector unitario cora origen
en el centro de masas nolécular y extremo uniformemente
distribuido sobre la superficie de una esfera de radio unidad
centrada sobre el origen del vector, aplicándose a la molécula,
posteriormente, un giro de un cIerto ángulo, 8~. uniformemente
distribuido en el intervalo !—A¿,A¿I alrededor del vector n. En el
anexo E, se encuentran recogidos los detalles del procedimiento.
El muestreo de las variables intramoleculares en simulaciones
de Monte Carlo de modelos moleculares flexibles o parcialmente
flexibles” ~ se suele efectuar siguiendo procedimientos análogos
a los expuestos para las translaciones moleculares y las
orientaciones moleculares utilizando ángulos de Euler. En este
trabajo se Introdujeron procedimientos alternativos para algunos
tipos de coordenadas internas, Estos métodos se desarrollarán de
modo exhaustivo en las secciones 4.1 y 4.2.
A senudo la realización de sisujaciones por Monte Carlo
mediante los procedimientos estándar, brevemente descritos
anteriormente, no conduce a buenos resultados. Esto puede ser
debido a que el mecanismo de generación de configuraciones de
prueba no se adecua a las peculiaridades del espacio de fases del
sistema estudiado. En estos casos pueden aparecer problemas de
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ergodicidad. sí la longitud de la cadena de Markov de
configuraciones generada no es suficiente para muestrear de modo
adecuado las Zonas representativas del espacio físico de un cierto
sistema. La presencia de barreras de alta energía entre zonas de
alta probabilidad, o la marcada anisotropía del potencial
constituyen dos ejemplos que pueden dar lugar a estas situaciones
difíciles. Para solventar estos problemas se han desarrollado
diversas técnicas de Monte Carlo. que de un modo general pueden
agruparse en dos grandes grupos.
4’. 60. Cl
Por una parte están las técnicas de tipo umórella , en
las que se modifica la función de probabilidad de las
configuraciones. p. por una función más adecuada, aunque nunca muy
diferente. PO. que permite una mayor eficiencia en el muestreo.
Las configuraciones obtenidas mediante la simulación con PO han de
ser sometidas a un proceso de repesado al objeto de calcular las
propiedades del sistema p. En la sección 3.3. Se presenta un
análisis más detallado de estas técnicas.
El segundo tipo de técnicas especiales se caracteriza por
incluir de manera explícita información de las fuerzas, energías o
particularidades físicas del sistema en la construcción de la
cadena de Markov, entre los desarrollos mas conocidos figuran las
técnicas denominadas: Force-bías Monte Caríj’ 62 ra4C}. Sean
Monte csríoC2 <SMC). £nergy-scaled dispiacement Monte cario”’5
(ESflI4C). Scaied collectíve varIable Simnla<lon” (SCV).
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62.66 6’
?referential sampiing , Conformational—bias flonte Carlo’2
(CBMC), etc.
En el método FBMC las configuraciones de prueba se generan
favoreciendo los desplazamientos en direcciones próximas a la de
la fuerza neta que actúa sobre las partículas.
El método SMC genera las configuraciones de prueba mediante
desplazamientos que son suma de una componente determinista, según
la dirección de las fuerzas que actúan sobre las partículas y una
componente estocástica. de modo análogo a como se hace en los
métodos de Dinámica Browninana4. A diferencia de ésta, sin
embargo, en el método SMC la configuración generada es sometida a
los tests de aceptación habituales <ecuación 3.1.1.7).
En el método ESE*4C el desplazamiento de prueba sobre las
coordenadas se elige de manera uniforme en un intervalo alrededor
de la configuración de partida, siendo las dimensiones del
intervalo función de la energía asociada con la partícula.
El término ¡mzesireo preferencial se aplica a una nene de
técnicas de simulación por Monte Carlo aplicadas al estudio de
sistemas constituidos por una molécula disuelta en un medio
constituIdo por otro tipo de moléculas. Al estudiar el efecto del
disolvente sobre la molécula de soluto resulta conveniente mover
con mayor frecuencia la molécula de soluto y las de disolvente
próximas, al objeto de obtener mayor precisión en el cálculo de
las propiedades que dependen de la interacción soluto—disolvente.
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Esta distinción entre moléculas de disolvente ha de tenerse en
cuenta al construir los criterios de aceptación.
El método SCV se ha aplicado a la simulación de fluctuaciones
en la conformación de proteínas, en él se sustituyen las variables
internas del misten <ángulos conformacionales) por las
coordenadas normales en la conformación de mínima energía, los
desplazamientos máximos utilizados para cada una de las
coordenadas normales dependen de la derivada segunda de la energía
respecto a la correspondiente coordenada normal (en el mínimo de
energía).
El procedimiento CHiC se ha desarrollado recientemente para
llevar a cabo simulaciones de cadenas lineales en red, siendo
aplicable a sistemas de cadenas en el continuo en el caso de que
la conformación de la cadena pueda describirse mediante un cierto
número discreto de confórmerosea. Mediante combinación con otras
técnicas de muestreo puede ser utilizado para simular modelos de
cadenas lineales con variaciones continuas en las coordenadas
68 •69internas
En este trabajo se han desarrollado nuevos procedimientos
especiales de simulación construyendo cadenas de Markov de
configuraciones a partir de matrices de transición a priori, a. no
simétricas. En el capitulo 4 de esta memoria se recoge una
detallada descripción de estos procedimientos.
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3.2 DINAMICA MaLEOlAR
Los métodos de simulación por dinámica molécular están
basados en la resolución de las ecuaciones de movimiento del
Según la versión de Newton. utilizando coordenadas
cartesianas y notación vectorial, se podrá escribir:
— ix (3.2.1)
dt
Donde F, es la fuerza aplicada sobre la partícula i. La
expresión (3.2A) representa un conjunto de 3N ecuaciones
diferenciales, que en general estarán acopladas, siendo 14 el
número de partículas. La integración de las ecuaciones del
movimiento permite construir una cierta trayectoria en el espacio
fásico dei sistema. El estado del sistema desde el punto de vista
dinámico viene determinado por el conocimiento de las posiciones
iR,> y velocidades IR,> en función del tiempo. t. La integración
del anterior sistema de 3M ecuaciones diferenciales de orden 2
requiere la introducción de 614 constantes, que definen el estado
del sistema en la situación inicial. La resolución de <3.2.1>
requiere, salvo para casos excepcionalmente simples, la





se basan en la aproximación de diferencias finitas~. Desarrollando
en serie de Taylor el desplazamiento de una cierta partícula en
función del tiempo:
a
R, <t.$tk R, (t)d( dt Jt21 di
O escribiendo en función de las magnitudes
habituales: posición, velocidad y aceleración:
R, (t+.St)— E, <tít y1 (ti Att 2~ a, it)
La aceleración se obtiene en función de la fuerza que actúa
sobre cada partícula mediante la ecuación (3.2.1). Para sistemas
14 15
conservativos las fuerzas vendrán dadas como:
JiBUIR
f,(t) 1 ~. (3.2.4)
En la aplicación de
potenciales no rígidos
integración besados en la
por ejemplo:
la dinámica molécular para sistemas con
se utilIzan diferentes métodos de
aproximación de las diferencias finitas.
1 2
R, (t4fit) a R1 (t) + y1 <t>at • ~ a, it) st. <3.2.5)
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II, It—St) = R, It) — y. <t)St e a
1 It) St’—
Cembinando las ecuaciones anteriores:
a ~,<t—fit) + v1<t> (Zótí + eat
3 í
Ile modo análogo:
y, It) y, <t—Jt) + alt—it) St
v~ (t—25t) a y, (t—6t) — •lt—St) St e
v~ ~t) — y, <t—2¿t) • a<t—St) (25t1 • 8(5t3)
Combinando las ecuaciones (3.2,7) y (3.2.
de les posibles algoritmos de integración de
movimiento.
R, (teSt) a E, <ti + v~ <íeat¡z) st
E, It>
v,<teSt/21 a vjt—fit/2) + St
si
ID> se obtiene uno
las ecuaciones del
1 <3.2.11)
La expresión (3.2.11) representa el algoritmo de Verlet de







leap frog . Este algoritmo permite una buena conservación de las
4 •constantes del movimiento (energía total y momento lineal) . es
reversible, y fácil de adaptar a sItuaciones en las que existen
17,71ligaduras rígidas en el sistema . Las simulaciones por
Dinámica Molecular llevadas a cabo en este trabajo fueron
realizadas en el colectivo microcanónico (Número de partículas.
vcluaen y energía total constantes> utilizando el algoritmo leap
frog.
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3.2.1 SISTEMAS CU’J L>GADLSAS
Los modelos moleculares empleados en cate trabajo contienen
ligaduras holonómicas’”’2’ que restringen el movimiento de
ciertas coordenadas internas de las moléculas. El tratamiento de
estas ligaduras en las técnicas de simulación mediante Dinámica
Molecular se realiza habitualmente considerándolas ligaduras
rígidas’5’21. Como se discutió en secciones previas, la
utilización de ligaduras rígidas o ligaduras flexibles puede dar
lugar a distribuciones de equilibrio diferentes en las propiedades
configuracionales del sistema cuando en las moléculas coexisten
grados de libertad Internos ligados y flexibles.
En este trabajo se han simulado mediante Dinámica Molecular
cadenas de hidrocarburos considerando distancias de enlace y




1 d~ .0 .k1 8 (3.2.1.1>
R nR -R (3.2.1.21
Pi a1
Siendo R el vector que une las particulaa enlazadas
mediante la ligadura ¡e, y 14 el número total de ligaduras.
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Derivando respecto del tiempo, una ecuación del tipo de las
anteriores se transforma en:
R -R —o <:3.2.1.31
«kOt «tA&
•R«
8+R ~ Rak$k O (3.2.1.4>
£1 significado físico de estas ecuaciones se puede expresar
diciendo que la velocidad relativa de dos centros conectados
mediante una ligadura es perpendicular al vector que los une, y
por otra parte que la aceleración relativa tI~j es tal que compensa
la aceleración centrífuga generada por la rotación del enlace
entre los centros 1 y J.
Las ecuaciones del movimiento para un sistema con ligaduras
rígidas pueden expresarse de acuerdo con las ecuaciones
anteriores, y según el algoritmo de integración de las ecuaciones
del movimiento anteriormente definido como:
R,tt+Atí — Ijt) • tt Rjt+Lt/2> (3.2.1.5)
a a, < f, + G, 1 (3.2.1.61
(3.2.1.71
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Donde el termino O. representa las fuersas debidas a la
ligadura, es decir las fuerzas a añadir pata que la trayectoria
del sistema mantenga las restricciones expresadas en las
ecuacIones <3.1.2.3) y (3.1.2.4). Por otra parte las fuerzas Chan
de ser normales a los desplazamientos del sistema al objeto de que
no introduzcan variaciones en la energía total del sistema. Por
tanto las fuerzas de ligadura actuaran en la dirección de los
enlaces R, ~. Lean <ji ji ji > los vectores entre los
«3~ t
2B2
centros conectados mediante ligaduras rígidas, tiendo M el numero
de ligaduras holonómicas del sistema. Las fuerzas asociadas serán
del tipo (véase anexo El:
a,~, «~$~
Los parámetros X~ serán tales que me verifique la ecuación
12.2.1.4). Las aceleraciones É pueden expresarse en función de
ej ~
las fuerzas presentes en el sistema
1<
-1
fl ~a F —m F + 1 A1fl Cjj 13.2.2,91
si «~
Donde los coeficientes C1¡ vienen dados por:
ej ~¡ej
5a
1aj }C1,= { n~’ [fi —5 1 — Ya’ [5 1 (3.2.1W)
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Las ecuaciones 13.2.1.4) y <3.2.1.9) permiten construir un
sistema de II ecuaciones acopladas con ti incognítas. cuya
resolución permitiría obtener los valores de los coeficientes A¡.
6
—, —lmr -m r
-Ii 1 }«í~i ajflj $j aj a~
1=1
<3.2.1.11)
Se han desarrollado algunos algoritmos de s1mulación~”
para sistemas con ligaduras que implementan la resolución del
anterior sistema de ecuaciones para obtener los valores A¡ . Sin
embargo a menudo presentan inconvenientes de tipo numérico, ya que
tales algoritmos garantizan el cumplimiento de la ecuación
(3.2.1.4). sin embargo la acumulación de errores de redondeo puede
dar lugar a desviaciones en la ecuación <3.2.1.3) que ocasionarían
al cabo de un cierto tiempo de integración de las ecuaciones del
movimiento desviaciones apreciables de las distancias
intramoleculares sometidas a ligadura de sus valores
En este trabajo se ha utilizado para mantener las ligaduras
del sistema el procedimiento denominado SHAXE””’’2, que evita
las desviaciones comentadas anteriormente. La aplicación del
citado método depende del algoritmo utilizado para resolver las
ecuaciones del movimiento, el procedimiento consiste en calcular
las fuerzas de ligadura de manera que para cada paso de tiempo en
so
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el que se especifican las posiciones atómicas se verifiquen las
relaciones expresadas en la ecuación (3.2.1.1>. Para el algoritmo
de integración ieap frog se llevaría a cabo el siguiente
desarrollo:
fi, (t.At) fi, <ti * At RjteAt/2) 13.2.1.12)
It, (t.At/2) a J~, (t—At/2l + uf ] (3.2.1.13)
Donde se mantiene la notación anteriormente desarrollada para
las distintas fuerzas que actuan sobre una determinada partícula,
De las ecuaciones <3.2.1.12) y (3.2.1.13) se deduce:
= R, <ti + St R
1 (t—ót/2) * (tY.% (ti1
<3.2.1,14)
Agrupando términos adecuadamente:
ji1 (tv-ni = k~<t+St) + ót
2 ~ <~> <3.2.1.15)a.
Siendo R~ <t+At) las nuevas coordenadas que tendría la
partícula 1 en el caso de que no existiesen fuerzas de ligadura:
F~(t)
R~<t+At) a fl
1<t) + St R11t—At/21 + sO — <3.2.1.16)
si
La ecuación <3. 2.1,15) puede desarrollarse en función de las
fuerzas de ligadura como:




Donde los términos a son deltas de Kronecker.
vectores entre átomos ligados serán:
Ji






ji tt+ttiR (t+ótl = jiO ~ ~
«ial
YE
+átau:$(t.ÁtíZA,n ~(ti C>~ *
I—1
+óO ~ 7j A~ A1 C~6 C~í R«60~t) It (tI
Ial
<3.2.1.19>
Las ecuaciones para resolver los coeficientes A serán las
(3.2.1.17> y <3.2.1.19). El método SRA/CE se basa en una solución
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num4rica de tipo iterativo. El procedimiento cm el siguiente: a
partir de una cierta solución Inicial <A~.4 4) se construyen
los vectores A, para las n partículas:
Ji
+ At2 m’z 4 ii~(t> [6 —S 1‘1$, l.«j
(3.2.1.20)
De este modo se obtiene:
16
ji
1 <t*At) a ji~ <t+At) + AtzanlZ(A,.4) R (U <8 —&«í$í l.$í j.a,
I=1
(3.2.1.21>
La condición <3.2.1.19> puede expresarse como:
It (t+At)R (t+At> = U’ (t+At>R’ <t+Atl+
«jal «~~í
Ji
+At~R’ (t+At)Y<Aí—4’ 1 R~(t) Cj, +
«j Pj
1,-’
C,í U (lIB <ti <3.2.1.22)É
ka1~a~
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El método SRA/CE procede entonces a generar de manera sucesiva
1 1 1 2 2 2
conjuntos de parámetros de prueba <A,,A ~}, <A, ,A
etc, hasta que la ecuación <3.2.1.1) se veriflca con un nivel de
precisión adecuado:
j— d~j < c 4. Ic=l.2,. .,M (3.2.1.23)
Para ello se procede a ajustar los parámetros A- de modo
cíclico, utilizando para evaluar las nuevas estimaciones de cada
coeficiente A
1 la correspondiente ecuación (3.2.1.1) asociada.
Consídérese la ecuación (3.2. 1.22), a partir del conjunto inicial
00 0de valores <A,.A A,> se construye un nuevo conjunto.
1 1 1{A,,A A.,>, en el que se variará uno de los coeficientes, por
ejemplo A,.
1 0
A, A¡ , 1 5 1 <3.2.1.24)
Sustituyendo estos valores en la ecuación <3.2.1.22) asociada
con la ligadura 1. y considerando la. definición de los
coeficientes Cj
R (t+At)R (t+Atl = fi’ (t+tt).Ru <t+~t1+
At ( —12(A’A)R (t)R’ (tv-U) m •m«~8~ 1 0, «a)
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2
4 1 0 01.1 —,
•At (A,—A,l 4 m ~m Y. ji tt>R <ti
Despreciando el último término en le ecuación
condición <3.2.1.1> asociada con la ligadura
establecer el nuevo valor A
1:
1 0 1







A partir del nuevo valor A, puede obtenerse una nueva serie
de posiciones aproximadas de las partículas: 1 0 2 EstasR.4}.
, 1posiciones serán idénticas a las (R~, U2,..., fi.,>, excepto para los
dos átomos implicados en la ligadura ‘1’. para los cuales se ha
cambiado el valor A, apretinado. Las nuevas coordenadas serán:
= ~‘ (t+At) — At
2m¾)4—A~) ji (t)
a, - a, «1




Con estas coordenadas se pueden calcular los nuevos valores
fi2 la 1.2 Ji, que diferirán de los valares previos
«1 02’






partículas «~ y/o 3,. cuyas posiciones han sido alteradas. A
partir del nuevo conjunto de valores, fi2 se puede obtener un«101
nuevo conjunto de valores A: <4,4,... 4>, que difiere del
conjunto <4.4,4> en el valor del coeficiente A,. El valor




2 — A2 + [ 1 <3.2.1.29>
1. - 2 ¡2 —I — ti (GR (tv-ót)At a 4. ~ a,0, «,3,
«2
A partir de este valor se podrán calcular los vectores U, y
1 3ji • con los cuales podrá estimarse un valor mejorado A,, etc.
5’ . U,
Este proceso se repite ciclicameate sobre todas las ligaduras
hasta que se verifica el criterio de convergencia (3.2.1.23) para
todas y cada una de las ligaduras.
La velocidad de convergencia del método depende de diversos
factores’: paso de tiempo de la simulación, solución inicial,
grado de acoplamiento entre las distintas ligaduras, etc. En los
sistemas estudiados en este trabajo se utilizó se utilizó como
solución inicial:
oA1 — O . lal,2 14 (3.21.30)
£6
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El valor de la tojerancÍa, o, utilizado en el criterio de
convergencia < ecuación (3.2.1.23) 1 fue de lOa, En los casos
estudiados en este trabajo no se observaron problemas de lentitud
de convergencia, ello pudo ser debido a que los pasos de tiempo
utilIzados fueron relativamente cortos < del orden de 2.201%
En aplicaciones del método SI/ARE o similares” en la simulación de
74moléculas rígidas donde se utilizan pasos de integración del
orden de 10’ ‘a. es conveniente optimizar la elección de la
solución inicial de loa coeficientes A con el fin de que el tiempo
de cálculo requerido en el reajuste de las posiciones de las
partículas no redunde en una disminución de la eficiencia obtenida
75al utilizar pasos de integración relativamente grandes
87
£8
a. TÉcnicas DÉ sI~u.acYoN
3.3 ANALISIS DE CONFUGIRACIONES
Según se comentó en la sección 3, los procedimientos de
simulación permiten obtener un conjunto de configuraciones en un
cierto espacio fásico de tal manera que en el limite de gran
nunero de configuraciones éstas aparecen de acuerdo con una cierta
probabilidad p(p,q). La utili&d d~. .~ .——“ ~i’n,,1ar¶ón no se
reduce, sin embargo, al cálculo de las propiedades en unas ciertas
condiciones físicas <establecidas, por ejemplo, mediante unos
£
ciertos valores de N. y y Ti. utilizando unos determinados valores
de los parámetros que definen el potencial de interacción.
rrecuentemente se utilizan técnicas especiales de muestreo
que conllevan la generación de configuraciones de acuerdo con una
cierta ¡arobabilidad p sin significado físico (umbrella
sampling)~”. estos métodos son de gran utilidad a la hora de
calcular propiedades difícilmente accesibles de un modo directo
mediante las técnicas de simulación habituaíes””” (energías
libres, entropía, etc>.
En otros casos surgen problemas de ergodicldad al emplear una
cierta función de probabilidad p<p.ql debido a la presencia de
barreras de potencial en el espacio fásico. Tales barreras pueden
dar lugar a dificultades en la transición entre distintas regiones
representativas del espacio de f~
5554.11.6O.6t76’~S del sistema
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dentro de la escala de tiempos <Dinámica Molecular> o para el
número de configuraciones (Netropolis Monte Cario> de la
simulación. Resulta útil en estas situaciones reducir esos
impedimentos mediante la simulación en unas condiciones más
favorables, utilizando una cierta función densidad-de probabilidad
PO en lugar de la probabilidad p. Las funciones p y Po pueden
diferir en condiciones físicas <P.V.T.p,etc). en el modelo de
potencial, etc. Existen ciertas restricciones, especialmente
cuando en el sistema PO existen zonas con probabilidad nula, que
sin embargo son accesibles para el sistema cori función de
probabilidad p. Este hecho se pone claramente de manifiesto cuando
40
se trabaja con potenciales de esfera rígida . Desde un punto de
vista meramente foral tales restricciones no aparecen cuando
ambos sistemas coinciden en los puntos con probabilidad nula. Sin
embargo las dificultades aparecen en forma de ineficiencia
estadistica.
£1 valor tedio de una cierto observable. A definido en un
cierto volumen multidimensional ‘4 de acuerdo con una función de




Transformando la ecuación anterior se obtiene:
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J dR PO<~> [p(R>/p,<RI] MR)




A > s (3.3.3>
~
Explícitamente pueden escribirse los valores medios obtenidos













En estas ecuaciones {R> representa un conjunto de
Po
configuraciones obtenidas en la simulación par. las condiciones
p~. siendo N, el número total de tales configuraciones. Obviamente
la ecuación <3.3.5) se reduce a la (3.3.4) cuando p y PO son la
misma función.







Puede reescribirse la ecuación (3.3.5) de manera mas
compacta:
<A>paZ A(kl w~ (3.3.7)
kdR>
PO
Ya que se verifica:
Z 4k — ¶ (3.3.2>he <U>p
La ecuación (3.3.7) expresa el sentido matemático de la
transformación entre sistemas. Al pasar de unas ciertas
condiciones a otras varia el peso estadístico de las
conliguracicnea. Es por tanto necesario, para realizar una
evaluación adecuada de las propiedades, disponer de un amplio
conjunto de configuraciones del sistema simulado para q,le
aparezcan, aunque sea con pequeña probabilidad, las
.ronfigursclnnen más representativas del segundo sisteaa.
Al objeto de analizar la calidad del método de ,muestreo para
condiciones distintas a las de la simulación se utilizará un
parámetro de eficiencia estadística ~:
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La — <3.3.9)
2 2 2
> N~< W~ >
Para el sistema de referencia se verificará:
1/Id, V k, ca 2, 2 <3.3. 20)
SaI (3.3.11)
Si sólo una de las configuraciones de partida tiene
importancia en el sistema p:
1. ~ ..sw,.= 0 (3.3.12)
£ a 1/1<, (3.2.13)
—l
El valor de S puede interpretarse, por tanto, como el
número de configuraciones que para el sistema p dan una
información análoga a cada configuración en el sistema p
0.
En este trabajo se analizó, mediante el formalismo
anterioraente desarrollado, la influencia de los parámetros del
potencial intersolecular para n—slcanos en algunas propiedades
termodinámicas. Los resultados obtenidos para la presión y la
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energía intermoiccuiar con el modelo de potencial utilizado no
concordaban con los valores experimentales. A fin de estudiar la
dependencia de las propiedades termodinámicas con los parámetros
de potencial intermolecular se llevaron a cabo una serie de
cálculos que permitieron establecer algunas interesantes
conclusiones sobre la forma que habría de tener un modelo de
potencial transferible para fluidos constituidos por moléculas de
n-alcanos. los detalles del método de cálculo, así como los
resultados obtenidos se presentan en la sección 5.3.2.
94
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3.4 EST¡MACiON DE ERRORES
Mediante métodos de simulación es posible obtener una serie
de configuraciones representativas de un cierto sistema. A partir
de tales configuraciones se puede obtener información
termodinámica, estructural y dinámica. Según se indicó previamente
los métodos de Monte Carlo y Dinámica Molecular dan lugar a una
cierta trayectoria en ía que las configuraciones sucesivas no son
estadisticamente independientes, y por tanto tampoco lo son los
valores de las propiedades de interés. La existencia de tales
correlaciones entre configuraciones debe, por tanto, ser
seriamente tenida en cuenta al evaluar la precisión de los
valores medios obtenidos para las distintas propiedades
Supóngase que se han obtenido en una cierta trayectoria de
simulación Id valores de una cierta propiedad ‘2<’, habiéndose
extraído tales valores de configuraciones o conjuntos de
configuraciones igualmente espaciados:
Y~.) (3.4.1>
La varianza de los datos vendrá dada como,
2 2 <3.4.2)
e,<XI — <2< > — <2<>
SS








Con los valores y, pueden definirme desviaciones análogas a
de orden a:
2o5<X) a < Y
2 > — < y >2
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La ecuación previa puede reescribirse en forma de promedios:
m—I
a ..1y4 a < E2> + 2 (m—k) c 2<, ~ > ] <3.4.9)
a.’
Teniendo en cuenta la igualdad <3.4.5):
a-t
a [~<~> + a <1—2—) F(k) 1 (2. 4.10>
tal
La función de autocorrelación E se define como:
c 2<, X,,~ > — <
F(kl a <3. 4.11)
2 2
c 2<, ~ — <
De modo semejante a como se define la varianza de la media en
situaciones de medidas Independjentes~ pueden definirse los
2





Mediante las ecuaciones (3.4.11) y <3.4.12) se obtiene:
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2 ~ (l—=~) <3.4.13)
a.(.CX>) — ~«2<~
1E(O) + L m
<‘.0
Que puede expresarse de modo aproximado introduciendo una
integral como:
m
— e~(CX>) [2 [F(k) ( — .±.....> ~jc] (3.4.14)
6
En el limite de valores de a altos, y suponiendo que para un
cierto valor de 1< 1 k << e 1 la función de autocorrelación E es
próxima a O. podrá sustituirse la ecuación <3.4.14) por:
— o~(cX>) [21 F(k> dic ] (3.4.15)
Si la función de autocorrelación r se comporta bien, lo que
sucederá normalmente si se trabaja con trayectorias
suficientemente largas se podrá utilizar como estimación adecuada
de la desviación estándar de la media:
fl ¿«2<>> — 4(<X>) [2 F<kl dic ] (3.4.16)
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O abreviadanente:
¿«2<>) 41<2<>> .t <3.4.17>
Siendo ~ el téraino entre corchetes de la ecuación (3.4161.
que se denominará longitud de £neficacie estadlstica o tiempo de
rejajacjón. En función de la varianza 4txí se podrá escribir:
2
a N
En la ecuación anterior queda patente el sjgnuficado fisico
de t El cociente MIt representa el número de configuraciones
independientes equivalentes (para la propiedad Xl a la trayectoria
de longitud Id obtenida en la situlación.
Las barras de error. ±AX. que se dan para los resultados
obtenidos en este trabajo se obtuvieron como:
£1 a 2 2 <3.4.19>«2<>]
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4. SIM(LACION POR MONTE CARLO DE MOLECU..AS FLEXIBLES
4.1 SIM4,LACION EFICIENTE DE N-BUTANO
La molécula de ro—butano es la pricera de la serie de los
n—alcanos que se caracteriza por la existencia de ángulos de
rotación Interna. Desde el punto de vista del anflis
conforisacional presenta tres confórmeros estables: t, g y g (ver
sección 2.1).
El estudio de la influencia del medio en el equilibrio
conforesacional del n—butano ha atraído la atención de numerosas
investigaciones tanto desde el punto de vista teóricos’ e’ como de
síaulaciór,121&10 ~ Sin embargo, pese a la aparente
simplicidad de la molécula, los estudios mediante simulación han
‘eencontrado, hasta fechas • diversas dificultades
para obtener conclusiones definitivas. Por una parte, el ya
comentado (véase seccion 1.2) problema de la diferencia entre las
distintas vías de fijar los grados de libertad internos poco
relevantes ha provocado no poca confusión a la hora de analizar
los resultados. Por otra parte, la precisión de los resultados
obtenidos mediante simulación por Dinámica Molecular está
considerabícaente condicionada por los largos tiempos de
la
relajación de los movimientos de rotación interna • a ello
contribuye, no sólo la presencia de importantes barreras de
ial
energía en el potencial torsional, sino también las interacciones
intermoleculares que generan impedimentos estéricos que dificultan
la transición entre los distintos confórmeros.
Desde el punto de vista de la simulación por métodos estándar
de tipo Metropolis Monte Carlo al tratar con modelos moleculares
que combinan coordenadas internas rígidas y flexibles se hace
preciso el trabajo con coordenadas moleculares (ver sección
3.1.1). Frecuentemente se ha tratado la coordenada de rotación
interna de modo análogo a como se hace con las coordenadas
cartesianas en simulación de sistemas atómicos” ~ es decir.
generando una nuevo ángulo ~ dc prueba uniformemente distribuido
alrededor del ángulo ~ de partida. Este tipo d.c procedimientos
adolece de las miagas limitaciones que se exponían anteriormente
para el caso de la Dinámica Molecular: la presencia de las
barreras Serma de manera notoria la eficiencia del método.
lográndose pocas transiciones entre los diferentes confórmeros.
Para evitar las dificultades Inherentes a la existencia de la
barrera algunos autores han recurrido a movimientos internos en
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los que se generan grandes desplazamientos o incluso el ángulo
de prueba e se genera al azar, uniformemente distribuido en todo
SI
su intervalo de definicion . e e 10. 2.]. En estos casos gran
parte de los intentos de cambio en la conformación son rechazados
debido a que la probabilidad de los ángulos de torsión está




Finalmente, en este breve recorrido por las diferentes
maneras de abordar las dificultades que conlleve ia obtención de
precisión en el cálculo del equilibrio conformaclonal del n—butano
y otras moléculas flexibles de pequefio tamaño, es preciso hacer
•0, U • 60, El
referencia a las técnicas de tipo umbrella sa,npLing
Estas técnicas pueden aplicarse tanto a simulaciones por Monte
Cario como por Dinámica Molecular, en ellas en lugar de utilizar
el potencial de rotación intern, del modelo Utora en la simulación
ter.
se emplea otro potencial U
0 Este nuevo potencial permite una
mayor facilidad en las transiciones entre conlórnoros. Las
tar.
conforeaciones obtenidas en la slaulaciM, utIlizando U0 pueden
utilizarse. mediante el conveniente repesado (ver sección 32),
para calcular las propiedades en el sistem, con energía de torsión
- Al utilizar este tipo de métodos es preciso mantener
ciertas precauciones. Una variación e<cesiva del potencial de
partida puede dar lugar a una considerable perdida de eficiencia
en el proceso de repesado de las confIguracIones obtenidas en la
simulación, por otra parte una modifleación escasa de las barreras
intrasoleculares daría lugar a variaciones poco importantes en el
número de transiciones conforsacionales. finalmente es también
importante resaltar la pérdida de cficacia de estos métodos cuando
el número de partículas es elevado (seccIón 5.3).
En este trabajo se ha abordado el desarrollo de algoritmos
adecuados para la simulación de moléculas flexibles. Como ya se
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cosentó anteriormente la aplicación de la Dinámica Molecular para
.1 estudio de propiedades de equilibrio en sistemas que presentan
largos tiewom de relajación es a menudo poco adecuada. Es en
estos casos donde se realza la importancia de loe métodos de
simulación por Monte Carlo. Estos nc están sometidos a las
restricciones que la dinámica real del sistema impone en la
eficiencia 4. los cálculos mediante Dinámica Kolecular.
La manera habitual para elaborar procedimientos de Monte
carlo eficientes consiste en introducir Inforsación en el proceso
tl.t.Iz se
de construcción de configuraciones de prueba . intentando
de este modo resolver las dificultades que cada tipo particular de
problema plantea a la hora de obtener resultados con una precisión
adecuada. En el caso del n—butano en estado liquido son
básicamente do, las fuentes de dificultades para 1a simulación. En
primar lugar la presencia de las barreras torsionales, y en
segundo lugar los impedimentos que la alta densidad ocasiona en
las transiciones confr.raacional,s. Li algoritmo propuesto en este
trabajo permite eliminar la primera dificultad (impedimentos
intramolecularesl mediante la implementación de una- técnica
especial de muestreo.
Existen, al menos, dom maneras de explicar el procedimiento
desarrollado para generar los cambios en los ángulos de torsión.
La primera vía se plantea coso un cambio de variable.
sustituyéndose el ángulo de torsión • por una nueva variable. a.
Considérese una cierta función Y, (e), que se denominará en
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adelante como potencial torsior,al de referencia. Teniendo en
cuenta 1. temperatura del sistema, la función v(4) se define como:
4
~ exp [—0V, t~) 1 de (4. 1.1)
r—o ~ 1 #
Derivando respecto de 0 la ecuación anterier se obtiene:
eXP t0V,(0)1 ¡ <4.1.2)
dO
~exp (—$V,(e)] de <4.1.3)
L.a ecuación (4.1.2) representa la distribución de
probabilidad normalizada de Ángulos de torsión para una molécula
de butano aislada con potencial de rotación interna Vr(O), según
el modelo de ligaduras flexibles. Denotando tal función de
probabilidad coso P,<4). la ecuación anterior puede escribirse de
‘llanera sás coepacta como:
(4.1.4)
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La función de partición config,aracional para ur~ sistema
constituido por eolecuias de n—bntano descritas por el sodelo de
potencial propuesto por Ryckaert y Felleman, (sección 2.1), según
el formalismo de ligaduras flexibles puede escribirse coso:
z — f a’ f di? jdO, .. .Jdh ex? (~OtJtJ(RH.DN.# 4>1
U 1’ 0 0It O
5
k 1
Donde RU, g~. dR’ y di? engloban las coordenadas dc
translación, orientación, así como los correspondientes términos
que aparecen en el jacobiano de la transformación de coordenadas
atómicas a coordenadas generalizadas (véase anexo Dl. La ecuación
(4.1.4) se transforma, mediante el cambio de variables
anteriormente comentado, teniendo en cuenta (4.1.3) en:
z—f a’ J ~s? .. .{¾Ú~. exp ¡~olP(RM.oN.,’l<u”))
U E o oR O
st
iijexP (~fiVt~(4tWk))J/ ~ 1 (4.1.6)
mf a’ J c’ ft ft~ expII U o oIt O
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fl .(exp U..Ovt~~• (Ok <ut)¶$V~ (Ok (u3) , 1 (4.1.7)
Definiendo la función ~o<O) coco la densidad de probabilidad
de ángulos de torsión para el gas ideal (donde no exIsten
contribuciones interacleculares a la energial y los factores de
normalización ~:
= !$V~~f~)I d~ (4. 1.0)
En el caso particular en el que VV(O) = ~ (~). la ecuación
<44.7> se sisplifica. obteniéndose.
7 = ~ j dR” dO’ {dui.. .Jd~ exp [—$tt’(R’,It U(léN)fl
It’ flM 0 0
(4.1.10)
A partir de este desarrollo, puede caracterizarse la técnica
empleada para el muestreo de los grados de libertad torsionales en
las sisulaciónes de n—butano en fase líquida. El procedialento
consiste en generar, para una cierta molécula. la coordenada de
prueba o> con probabilidad uniforme en un cierto intervalo
alrededor de la coordenada de partida ~. La amplItud de este
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intervalo es constante para todos los valores de u~. Denotando
como tu el máximo desplazamIento en la coordenada u, y teniendo en
cuenta el carácter periódico de los ángulos de torsión interna, se
pueden definir los intervalos, para la coordenada j, en los que se
genera el desplazamiento a partir de úa~ como:
De acuerdo con este criterio en los desplazamientos la
probabilidad de elección de elegir u
5 como coordenada interna de
prueba a partir de u, es igual a la de elegir u. cono coordenada
de prueba a partir de
— a(u1...a,1 (4.1.12)
En la segunda vía para explicar el método de simulación se
trabaja directamente con las coordenadas internas ~, en este caso
se genera un nuevo ángulo • (de prueba), a partir de un cierto
ángulo de partida 4~, en un intervalo alrededor de éste con
probabilidad no uniforme. Los limites del intervalo dependen del
potancial de referencia V,:
• c(~> exp I-0V4•)l. Y4 • I (4.1.13)• O ~•4
los
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En esta ecuación c(4) es simplemente una constante de
normalización. La relación entre los dos formaliseos aparece con
la definición de los li,,ites de los intervalos. ya que los
parámetros t( y tó’ dependen de 4:
•0
Aa> = ~ J exp 1—0V~(O)! d4 (4.1.14>
4-t
•0 ~AO
tu — 4~ J ex~ (-$V4•)3 dO <4.1.15)
•0
Mediante estas ecuaciones puede deterainarse el valor de las
constantes c(41. Utilizando el criterio de normalización:
r «<4o~l d$ — 1 (4.1. i61
se obtiene:
4 .t•
c(4) f exp E—$V,(~)1 d• • 1 (4. i. 17)
4
c(4) — 1 / ( 2 ñu 4,.) (4.1.18)
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La característica más importante de este resultado es que no
depende del ángulo t~. sino que es una constante para todo O en el
intervalo 10,2.1.
Teniendo en cuenta lo ya expuesto en la sección (3.1.1). la
condición de reversibilidad microscópica permite calcular la
relación que habrán de verificar las probabilidades de aceptación
de las transiciones directa e inversa entre dos configuraciones (1
y Ji que se diferencian en el cambio del ángulo de torsión de una






Para el primer desarrollo (donde se utilizan las coordenadas
o» se verifica de acuerdo con las ecuaciones (4.1.10), <4.1.111 y
(4.1.12).
= = 1 (4.1.20>
Pj e%» ~jLJ<j> ~~vtr ~ +SVÁ*(a>ífl 1
(4. 1.21)
Pi C%P t¾n~term<41 1> •0V,.(OGa,l> 1
Para el segundo desarrollo las correspondientes relaciones se





p5 exp E -atPuí — pV (4) 1
eXp E —OU’
4(i) — 0~’~ (o,) (4.1.23)
Mediante las ecuaciones anteriores se comprueba que ambos
formalismos conducen al mismo criterio de aceptación:
A
11 exp ¡ —0J’~(il ~v~” (tjí •PV,Átjl 1
(4.1.24>( p)JL>(fl ~ tsr.
exp y (~,l +0V44,) 1
Para demostrar le equivalencia de ambos formalismos sólo
resta comprobar la equivalencia en las funciones «~. Considerando
implícitamente la periodicidad de 4 para no complicar el análisis,
partiendo de las expresiones (4.1.11) y considerando o1 como una
constante, la probabilidad de escoger una cierto valor de prueba
de <o en el intervalo (u1,u1.do,1) vendrá relacionada con la
correspondiente expresión en función de las variables 4.
= (1/ 2tw) (4.1.26)
d4j
Mediante la ecuacIón (4.1.2) se deduce:
iii
«(4í-’lj) d4
1 = ( ¿tu %.í’ eXp I—PV,(41fl d41 (4. 1.27)
a(4,4j) a ( 2 tu Ir) exp l’OVr(4j)) 14.1.28)
Con lo que queda demostrada la equivalencia.
En este trabajo la función Y, (4) se escogió, para algunos de
los casos como:
V~(4) • VtV (4) (4. 1.29)
Coso se ‘46 anteriormente esta elección simplífica el
criterio de aceptación de los movimientos internos.
A11 exp [ —~.A’íj) 1
<4. 1.301
exp 1 -ott’íií 1
Pese a la validez general de todo el procedimiento
anteriormente desarrollado la relación de las variables o> con las
4 (dentro del priser formalismo> o el cálculo de los factores t4
y A* ~en el segundo formalismo) no se adaptan de isodo coneeniante
a la eficiencia que se requiere en los cálculos mediante
simulación por ordenador. Ello es debido al hecho de que la
función ~ (4) en el modelo de potencial utilizado viene dada en




torsional y por lo tanto la función expl—$V (4)] no es
integrable analíticamente”. Para evitar la complicación de
efectuar cálculos númericos cada vez que en la simulación se
genera un movimiento torsional se puede elegir entre distintas
alternativas; sustituir la función potencial de referencia Y
0.
empleando en lugar de usa expresión cuya exponencial de
Boltzeann sea integrable analíticamente (en tal caso habría que
utilizar como criterio de aceptación la ecuación (4.1.24) en lugar
de la más sencIlla (4.1.30)); tabular previamente a efectuar los
ciclos de simulación de manera adecuada la función 4=4dw) e
interpolar a partir de la tabulación los valores requeridos
durante la simulación. En este trabajo se eligió, sin embargo, un
método más sencillo. La idea básica es la de sustituir el ángulo
de torsión 4 continuo, por un conjunto de ángulos discretos
representativos del sistema. De esta manera se facilitan
notablemente los cálculos a realizar dentro del ciclo de
sisulación. Considerando un número suficiente de puntos la
descripción del grado de libertad interno mediante el conjunto de
conformeros discretos ea totalmente análoga a la del sistema
continuo.
Del mismo modo que se hizo anteriormente la discretización
puede plantearse desde los do. formalismos. Considerando las
variables u, el cabio consiste en sustituir la variación continua
de u por una serie de valores discretos uniformemente espaciados.
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Para un número de confórmeros discretos m representación de esta
discretización es:
04 1 0. 1 1 ‘ «.>~. W
• i—i/2 . i.’l.2 a } (4.1.31>
Cada valor u
1 estará relacionado
4j según la ecuación:
4,
i—i/2 — ~ cm [—$V4~fl d~
con un cierto valor discreto
(4. 1.32)
Considerando implícitamente el carácter
variables a>. se puede escribir la probabilidad a
4 <Jj ) =
.Vj. Ii—ii 5Am




Desde el punto de vista del segundo formalismo. La
discretización puede plantearse como un proceso en el cual se
sustituye el dominio de variación continua del ángulo 4 por una
serie de intervalos definidos mediante los ángulos auxiliares 7<.:
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exp [—~V4g4] de— ~;‘ ¡ (4.1.34)
1< • 0.1 e
El intervalo k se define como 1~t.,’ nl A partir da estos





De este modo se puede establecer una relación entre cada
ángulo en el continuo con un ángulo discreto que lo representará
en la sisulación. Escribiéndo la transformación realizada como:
O = 0(4)
(4.1.36)}
0(4) • <s’.> 4 e E a~., n 1
Donde la función 4 adopta los valores discretos <4><.
definidos anteriormente, en función del intervalo (rkl. Tkl en el
que está contenido 4 (vémnee figuras 4.1.1—4.1.3).
Este segundo formalismo permite entender mejor el significado
físico de la aproximación que se realiza al utilizar la
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representación discreta. Si 4,.4 4 repreSentan los ángulos
de torsión de un sistema constituido por N moléculas de m-butano.
la aproximación realizada es:
41 — Lt’(t,t,$(4~) 4<4)) (4.1.37)
La bondad de esta aproximación dependerá, obviamente, del
número de puntos discretos utilizados. al aumentar éste mejora la
concordancia (4(4) • 4). Por otra parte, debido al procedimiento
utilizado en la definición de los intervalos, la anchura de éstos
es menor (y por tanto la concordancia entre 4 y O es mejor) en las
zonas de mayor probabilidad del ángulo torsional para la molécula
aislada <que son básicamente las siseas que para el estado
liquido, como se verá en secciones posteriores). El propio
algoritmo de simulación, por tanto favorece la eficacia del
tratamiento aproximado que se introduce al discretizar los
ángulos.
Teniendo en cuenta la forma de la función de partición
configuracional (ecuación 4.1.15) y la aproximación de
discretización (ecuación 4.137 ) se puede escribir la expresión
para el valor medio de una propiedad. A. como:
<ir s
< A > — 74 j dR j dO j d4’<exp(—p1t’(t,O’,4’<4 1)]
II 5 Ua o •
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torafleXp <~6V <tkfl MR, (4.1.32)
Sí la densidad de puntos discretos en los ángulos
coniormacionaies es suficientemente representativa del
comportamiento del continuo, el valor medio <A> podrá calcularme
como:
<A > = z;1 J dt J ~gU frío’ expi—0&’(R’, O”.*”(t’h11
,. s 52 (2 4
U
k1
El valor de que se incluye en las dos ecuaciones
anteriores se define como:
7~<... J dR’ J di? J d4” exp(~MtJ(RU,Oit*U(•~ 1)3
5 U UA O 4
It
k1
En general resulta más sencillo calcular los valores medios
de las propiedades estáticas a partir de la ecuación (4.1.39). ya
que en la simulación se trabaja directamente con los ángulos 4,.
Para profundizar más en el significado físico de la
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aproximación discreta consideremos dos posibles valores del ángulo
torsional: ~, y w2. Si tales ángulos pertenecen ml mismo intervalo
de discretizaclón se verificará:
(4.1.411
La relación de probabilidades entre ambos ángulos se puede
obtener Integrando la función de probabilidad de la aproximación





Integrando sobre todas las coordenadas externas, y sobre las
coordenadas internas de 8—1 moléculas se obtiene:
Donde ~;(*(4,)) es:
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5-,
tenfi exp(—OV (4~)I (4.1.44>
k1
Como la función depende de 4~ a través de 4, para dos
ángulos torsionales. y>, y wz pertenecientes al mismo intervalo la
relación de probabilidades será:
p(~> > 5,9
1~toru (y>~ >> 1
Ñy>2) trcex? (—~V (y»)) (4.1.45)
~dy>,) =
Este resultado permite establecer otra consecuencia de la
discretización, y es que se considera que la influencia de las
fuerzas intermolecuiares sobre la distribución conforTeacional es
la misma para todos los ángulos pertenecientes a un miseo
intervalo. De este modo la expresión máa adecuada para calcular la
energía intramolecular es;
t=1




Coso ya se cosentó anteriormente desde ci punto rís vista
práctico resulta sAs directo el cálculo de propiedades
inureoieculares (energía intermolecular. presión) utilizando la
ecuación (4.1.39) en lugar de (4.1.38), sin embargo mediante la
expresión (4.1.45) se pueden relacionar ambas vías de promediado.
Tal refinamiento no tiene importancia en eí contexto de este
trabajo, ya que el número de confórmeros discretos empleados en el
cálculo no afecta al tiempo de cálculo, pero puede resultar
adecuado en otro tipo de procedimientos de simulación que
aproximan situaciones continuas mediante la utilización de
confortaciones moleculares discretas.
Todos los desarrollos anteriores se simplifican en el caso
particular en el que el ángulo de prueba 4. se genera con una
cierta función densidad de probabilidad P,(4) sobre todo el




AL> • 1/2 (4.1. 48)
Oc 4




Teniendo en cuenta la condición de normalización utilizada
para P,(4) y la periodicidad de 4 se cumplirá:
A4—(41~t4) = ñO’. A4 = 2. (4.1,50)
Esta elección elimina, por tanto, el problema del cálculo de
los valores At y A4. Este planteamiento se ha utilizado en
algunas de las simulacIones llevadas a cabo en este trabajo
(secciones 5.2, 5.3 y 5.4). En la sección 4.2 aparece la discusión
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Después de esta prolija descripción del método de muestreo de
áng’=Los cor.formacionaies utilizado para solventar el problema de
las barreras intramoleculares en la simulación, es conveniente
fijar la atención en el efecto de las fuerzas inte,-moleculares en
la eficiencia de los cálculos. Los cambios conformaclonales pueden
originar variaciones considerables en la forma de la molécula. Se
hace preciso por tanto idear algún tipo de mecanismo que permita
minimizar los impedimentos que ja presencia de moléculas vecinas
puede originar en la rapidez de los cambios conformacionales.
Para explicar las variaciones de las posiciones atómicas al
efectuar un movimiento conforsacional es adecuado introducir un
sistema de referencia molecular. Dadas las coordenadas de los
átomos en el sistema de referencia del laboratorio se obtendrán
las expresiones para La posicion y orientación moLeculares. La
posición molecular. fi, vendrá definida por las coordenadas del
origen del sistema de ejes moleculares en el sistema de referencia
del laboratorio. En este trabajo se definió fi para los sistemas
n—butano (modelo simplificado) y 1.2 dicloroetano como:
1=,
Donde It
1 representa las coordenadas cartesianas del centro de
interacción 1 en el sistema de referencia del laboratorio. EL
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sistema de ejes moleculares (que se denotarán como a, b y ci se
definió considerando la simetría solecular. La dirección y sentido
del eje a vienen determinados por el vector entre las posiciones
de los grupos metilo de la molécula:
fi, —RA
(4-1.52)
El modelo empleado en este trabajo para el butano presenta
interesantes características de simetría, existiendo un eje de
sisetria de orden 2 1%) para todos los valores del ángulo 4. Las
configuraciones planas ( cis y trans 1 presentar* simetría de mayor
orden. El vector director del eje de simetría C
2. que se toma coso
eje c en el sistema de referencia molecular puede evaluarse
excepto para el confórmero (can,. 4 1800) mediante la ecuación:
fi, ~ ~fi1-RA
(4.1.52)
Pueden escribirme defIniciones alternativas que incluyan el
caso del confórmero trans, por ejemplo:
(It,—R) x tR2—R,)
Esta definición no es válida para el conformero cls (4=00)
donde los vectores (It1—fi3 y (B2—It5) son paralelos.Obviaeente los
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ejes a y c son ortogonales. El vector director b del tercer eje se
obtiene COSO:
baxc (4.1.55)
Las coordenadas de los













grupos en el sistema de referencia
• b1 b + c, c
• b2 b + c2 c
- bj b + c2 c
- b, b + c, c
(4. 1,56)
Los coeficientes anteriores vienen dados, en función del
ángulo de torsión 4. 4 e [0.2w), para el caso del o—butano como:
b 2 2 1/2
a —~-- [ (1 — 2 cose) • 2 sen O (1—cos4) 1
b l—Zcoso(i—Zcosq)











— b seno cos(4/2) (4.1.61)
<4.1.62)
Donde b y O son respectivamente la distancia y ángulo de
enlace entre los grupos que definen la molécula.
En la figura 4.1.4 y 4.1.5 se representan las posiciones de
los grupos en el sistema de coordenadas molecular para algunas de
las conforsaciones representativas.
Una vez foreulado el sistema de ejes cartesianos moleculares,
la nanera de construir las coordenadas de una cierta molécula en
una confIguración de prueba es evidente y consiste simplemente en
calcular las nuevas posiciones atómicas manteniendo los ejes
moleculares fijos respecto del sistema de referencia del
iaboratorio. Sin embargo este hecho origina una discontinuIdad al
cruzar la barrera ci;, por otra parte esta elección de coordenadas
da lugar a desplazaisientos considerables de los grupos metileno en
las transiciones entre los ríos confóreeros gauche. Para evitar
o
esta situación se incorporó un giro externo adicional de 120
alrededor del eje molecular ‘a para construir las configuraciones
de prueba en las que el ángulo conformacional variaba más de 1000<
considerando 4 e i0.2n1. véase fIgura 4.16), coaprobándose un
considerablemente incremento en el número de tránsitos g—, g
e—
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(véase sección 5.1). Esta combinación de movimicfltos Internos y
externos cumple el criterio de reversiblidad tlcrostcóplca.
El muestreo de los grados de libertad externos uransíación y
rotación molecular) se llevó a cabo mediante procedimientos
estándar, no- se incluyó ningún tipo de muestreo preferencial
<a(i’ej)=a(j.i)). La generación de una configuración de prueba
mediante un movimiento transíaclonal se realizó mediante el
procedimiento habitual da situar la nueva posición del centro de
masas molecular al azar, con probabilidad uniforme en un cubo
alrededor de la posición de partida (ver sección 3.1.1). El
procedimento para realizar rotacIones mnoléculares consistió en la
generación de un eje de giro al azar, asi como un ángulo de giro
aleatorio, uniformemente distribuido en un cierto intervalo
(—A¿.A¿) (sección 3.1.1 y anexo EL
En la generación de una nueva configuración de prueba es
posible combinar movimientos de translación, rotación molecular y
rotación interna, sin embargo en este trabajo se prefirió llevar a
cabo los distintos tipos de movimiento de manera independiente, de
este modo se facilita La tarea de controlar los parámetros que
definen los distintos procesos y ajustarlos convenientemente pare
optimizar el rendimiento de la simulación.
El procedimiento de simulación utiliza secuencias de
movimientos para combinar los procesos de translación, rotación
molecular y rotación interna. Un ejemplo de secuencia utilizado es
3—3—4. ésto implica tres intentos de movimiento transíacional.
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posteriormente tres intentos de rotación molecular y. finalmente
cuatro intentos de cambio conforsacionaL
En las secciones 5.! y 5.2 se incluyen los detalles y
resultados de las simulaciones llevadas a cabo mediante el


































4.2 NCTOOOS DE REPTACI~
El término reptaclón” ~““ indica un cierto tipo de
procedimientos utilizados en simulaciones por Monte Carlo para
construir configuraciones de prueba. Su aplicación fundamental se
da en el campo de simulación de cadenas lineales, bien sea en
modelos de polímeras en red3 o sistemas de cadena, en el continuo.
Tienen especial importancia ya que, a menudo, en situaciones de
gran empaquetamiento permiten el muestreo conformacional de
moléculas flexibles. En situaciones de alta densidad otros
3procedimientos pierden eficiencia de manera notable
La aplicación del algoritao para una cadena lineal se puede
explicar con los siguientes pasos:
1. Elección al azar de uno de los grupos extreaos de la
cadena.
2. Eliminación del citado grupo.
3. Adición de un nuevo grupo en el otro extremo de la cadena.
teniendo en cuenta las características particulares del sistema
concreto3 (posibles ligaduras, sistemas en red, etc)
4. Aplicación de los teste adecuados (según cada caso) de
aceptación o rechazo de la nueva configuración.
En este trabajo so han realizado diversas simulaciones
mediante métodos de Monte Carlo aplicando técnicas de reptación en
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la generación de configuraciones de prueba. Los sistemas
estudiados fueron moléculas de n—alcanos. Con el objeto de
estudiar la influencia de la densidad en la estructura
intramolecular se efectuaron simulaciones para sistemas con varias
cadenas con condiciones periódicas de contorno (representando la
fase líquida) así como simulaciones para una molécula aislada
(situación de gas ideal). El modelo de potencial utilizado fue el
propuesto por Ryckaert y Bellemans (ver sección 2.1); En este
modelo cc :¿:cIJ:rzr distancias y ác’—.’”~ A. ~n!ace fIjos. sin
esbargo los ángulos de torsión pueden variar de forma continua
(ver sección 1.2). Al analizar el problema en coordenadas internas
se demuestra’ (anexo D) que para el modelo de ligaduras flexibles
el jacobiano de la transformación no depende de los ángulos de
torsión. Existen diversas posibilidades para la construcción de
configuraciones de prueba atendiendo al modelo utilizado en este
trabajo; un posible esquema es el de generar el nuevo ángulo
torsional con probabilidad uniforme en el intervalo [O.Zxl. sin
embargo la existencia de la parte torsional del potencial
intrasolecular condiciona de manera notable la efectividad de tal
método, ya que la distribución de ángulos de torsión en el
equilibrio esta considerablemente localizada alrededor de las
posiciones de los miniaos de energía del potencial de torsión. Es
por ello, que gran cantidad de configuraciones de prueba generadas
mediante una elección uniforme del angulo torsional de prueba
serio rechazadas por efecto del citado potencial de torsión. De
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acuerdo con las ideas desarrolladas en la sección (3.1.))
resultaría interesante introducir de algún modo información
adicional en el método de muestreo p.ra mejorar la eficiencia. lIna
manera sencilla de hacerlo es recurrir a una elección del ángulo
de torsión de prueba con probabilidad no uniforme, «(4). que tenga
en cuenta los rasgos más importantes de la distribución de ángulos
de torsión en el equilibrio. En este trabajo se utilizó:
«(4> — c exp [ —0V~” (4)] . •s [0.2w] (4.2.1)
Donde c es simplemente una constante de nornílzación. Esta
elección de la función a es no simétrica (ver sección 3.1.1); la
probabilidad de elegir una cierta configuración j (caracterizada
por la inclusión de un nuevo ángulo torsional en uno de los
extremos de la cadena y la eliminación de otro cierto ángulo 4~ en
el otro extremo) como configuración de prueba a partir de la
Configuración i es diferente a la probabilidad de elegir ¡ como
configuración de prueba a partir de la configuración J.
Este hecho, según se comentó en la sección 3.1. ha de tenerse
en cuenta al construir el criterio de aceptación de movimientos.




La relación entre probabilidades de las configuraciones j e
puede escribirme como;
— exp { -0[ lIL>(j)~tH(i) + lItera(j)—lI~~ í í}
(4.2.3)
— exp { —~ A(J’I -$ AU~~ } <4.2.4)
La relación entre probabilidades a priorI, teniendo en cuenta
la ecuación (4.2.1) y las características del modelo de potencial
utilizado, resulta ser:
U Cxp { ~0AlIt;r } (4.2.5)
La relación de aceptaciones será por tanto:
= exp { fllIt } (4.2.61
A diferencia de lo que sucede para el n—butano (en el modelo
de Ayckaert y Belleaans) para los sistemas constituidos por
moléculas de n—alcanos de mayor longitud de cadena la energía de
interacción intrapolecular no viene exclusivamente determinada por
los términos de lIt~ (sección 2.1). La estructura intramolecular
en el caso del gas ideal depende también de los términos de
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interacción intratoleculares de tipo Lennard—Jones. Estos términos
contribuyen a una mayor estabilidad de ángulos de rotación interna
de tipo trans. este hecho se debe, entre otros motivos a que las
Interacciones Li difIcultan considerabIes.nte la presencia de
secuencias cZ G en las cadenas. Este efecto provoca, por otra
parte, distintas distribuciones dé probabilidad para los ángulos
de torsión en función de sus posiciones dentro de la cadena.
Podrían plantearme cambios en las funciones ~ para tener en
cuenta este efecto, sin embargo los cambios que aparecen en las
poblaciones conforaecionales al tener en cuenta las interacciones
intramoleculares de tipo van dcc Waals, en las condiciones de
temperatura estudiadas en este trabajo, no son excesivos, por lo
que pareció adecuada la elección expresada en la ecuación (4.2.1)
para las funciones a. Por otra parte, tal elección simplifica de
manera notable la interpretación del método: La influencia de las
interacciones de torsión en la probabilidad de una cierta
configuración se tiene en cuenta en el método de generación de
configuraciones de prueba, mientras que los efectos de los
términos Li se consideran según el procedimiento estándar en
algoritmos Hetropolis=Nonte—Carlo. A menudo en simulación mediante
técnicas de reptación se incluyen movimientos adicionales. Es
frecuente encontrar en la literatura esquemas que combinan la
reptacíón con movimientos moleculares globales de translación y
e,
rotación • la necesidad de estos covimientos es obvía para
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modelos que trabajan en el continuo desde el punto de vista de las
translaciones y orientaciones moleculares, pero que modelan los
cambios conformacionales mediante la utilización de un conjunto
1,96discreto de conformaciones internas representativas
El procedimiento utilizado para la simulación de n—alcanos en
estado liquido consistió en la generación de una serie de ciclos
de simulación. En cada ciclo se generó una configuración de
reptación de prueba para cada molécula, esto se llevo a cabo de
manera secuencial (sin elegir aleatoriamente la cadena a mover).
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4.2.1 ANAUSIS LE EFICDEIA EN ~.ETWOSDE REPTACICt~
Los métodos de reptación empleado. para simular sistemas
constituidos por cadenas moleculares difieren sustancialmente de
otros tipos de técnicas aplicadas en la simulación de fluidos
moleculares mediant, técnicas de Monte Carlo.
En los experimentos de sísulación mediante reptación llevados
a cabo en este trabajo no se incluyeron movimientos moleculares
globales de translación o rotación. Aunque en principio el
muestreo de tales grados de libertad se realiza implícitamente esa
el proceso de reptación (cuando no se utiliza un conjunto de
conformaciones discretas), los términos de energía intratolecular
del potencial de interacción restringen de manera notable los
posibles valores que las coordenadas internas (ángulos de torsión)
pueden adoptar. Este hecho puede incidir en la eficiencia del
muestreo dei espacio fásico configuracional. Es por ello necesario
analizar detalladamente la calidad del muestreo que, para los
grados de Libertad externos, lleva a cabo esta técnica de
simulación.
Por otra parte, las situaciones de alta densidad para
líquidos constituidos por cadenas flexibles pueden dificultar de
modo notable, coao ya se comeató en secciones precedente., el
muestreo de los grados de libertad internos. LA generación de
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configuraciones de prueba se basa en la modificación de los
extremos de las cadenas, manteniéndose la estructura de las lonas
sUs Internas de la molécula, por tanto el proceso de simulación ha
de permitir la difusión hacia el interior de la cadena de los
nuevos ángulos conformacionales generados en los extremos, a fin
de que el muestreo de la estructura intraaolecular sea eficiente.
Para llevar a cabo el análisis de la eficiencia en el
muestreo de los distintos tipos de grados de libertad de estos
sistemas se utilizaron diversas funciones de autocorrelación sobre
las trayectorias generadas en las simulaciones. Estas funciones
son en algunos casos análogas a las utilizadas en el cálculo de
propiedades dinámicas en métodos de simulación por Dinámica
Molécular.
Lot procesos de translación solécular fueron analizados
mediante el cálculo del desplazamiento cuadrático medio molecular.
Z~. como función del número de ciclos de simulación;
It(k) es el vector posición del centro de masas de la
molecula a en el ciclo de simulación ‘Is’. A los efectos del
cálculo el promediado anterior se realiza sobre todas las
moléculas del sistema utilizando un conjunto de M’configuraciones
generadas en la simulación separadas por un cierto número de
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ciclos At. Li desplazamiento cuadrático medio se cálcula por tanto
como:
a 121
t(jht) — fr4¡zjy ~ fl.ÁlAt) — R.((iilAt)
.3 = 0. 1 *4 j
En esta ecuación ti es el número de moléculas, 14 el número de
configuraelones utilizadas y ¿t el Intervalo de separación <en
ciclos de reptación) entre configuraciones sucesivas.
Para examinar la capacidad de muestreo de los grados de
libertad internos de las aol*culas se definió una función de
autocorrelación para el mecanismo de reptación, F,. Considerese
una cierta cadena lineal constituida por N, grupos, en la que a
cada uno de los grupos se le esigria una cierta etíqueta. e
1. que
lo identifica. Sea E el vector que relaciona cada posición de la
cadena con la etfqueia del grupo que la ocupa. -En la situación
inicial pueden definirme las etIquetas de tal manera que coincidan
con la posición del grupo en la cadena. Esta situación estará
representada por el vector E
0.
oEa<1, 2, 3 14—1. N~ 1 (4.2.1.3)
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Un posible movimiento de reptación puede dar lugar a la
eliminación del grupo terminal en uno de los extremos y a Su
inclusión en el otro extremo de la cadena. Sea ese grupo el
representado en el vector con la etlqueta N, • . Este cambio
puede representarme como la transformación desde el vector inicial
a un nuevo vector ‘. que para el ejemplo anterior tendrá la
forma:
£5 i N,. 1. 2 N,—2. N,—l 1 (4.2.1.4)
Dadas las etiquetas iniciales. los sucesivos vectores E
generados vendrán unívocamente caracterizados por la etiquete del
grupo que ocupa la primera posición de la cadena, E=e,. Utilizando
este planteamiento puede construirse la función 7, según la
ecuación:
2it
F,<tl = < cos E,(k+tl—E,<kl 1 1 <4.2.1.5)
En esta ecuación E,<j> sisboliza la etiqueta del grupo que
ocupa la primera posición de la cadena a en el ciclo de simulación
‘it De modo análogo a como se hizo para el desplazamiento
cuadrático medio. el proceso de cálculo de 7, se expresa más




F,(jtt) ¡4(14—ji2 Zcos{~freiát>£.~íííAti 1
j(4.2.!.6)•fl I=l
j0. 1.14—1
Esta definición cumple con los requisitos exigibles a una
función de auto—correiacidn normalizada’: F%(0)=1. y F,(t)—0
cuando no existe correlación entre las etiquetas del extremo de
una cierta cadena para configuraciones separadas por t ciclos de
Simulación.
La definición (4.2.1.5) puede parecer un tanto arbitraria.
Teniendo en cuenta la periodicidad del proceso de reptación se
puede plantear un isomorfismo entre el cambio de atiqueta del
primer grupo de la cadena y el movimiento estocástico de una
partícula en una red periódica monodimensional con N, nudos en la
celdilla funda.ental. Las coordenadas de los nudos en una celdilla
fundamental de longitud unidad serán:
lc—i
xk a . k • 1. ?4• (4.2.1.7)
Supóngase que en un instante Inicial r
0 la partícula se
encuentra localizada en la posición xÚ al cabo de un cierto
tiempo t la probabilidad de que la partícula esté situada en una
cierto nudo de la red podrá expresarme sediante una cierta función
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periódica en el espacio P(Xkt)• esta probabilidad podrá
desarroliarse en serie de Fourier.
p(x~,t) a m
0 + (a100s (2iwx~> + b1sen(2in~)I (4.2.1.8)
Donde los coeficientes del desarrollo dependen del tiempo.
Suponiendo que la probabilidad de que la partícula se mueva hacia
a la derecha es igual a la de que se mueva hacia la izquierda la
tuncion p será par idada la periodicidad del mistemal. con lo que
los coeficientes b1 serán nulos, la función p podrá desarrollarse
como:
5e1
p(xk,t) — m,(t) cos (2XiXk) (4.2.1.9)
1 .0
El número de coeficientes del desarrollo, N~, será como
máximo igual al número de puntos independientes:
14, • (N.+2)/2 . 14, • 2. 4.
<4.2.1.10]1










Cuando la probabilidad p está uniformemente





1 ti cos(2tix~) • D
ial.2.. .14 —l
En la situación inicial ( partícula localizada en x0 ):
se —,
k0
Teniendo en cuenta la igualdad anterior, será posible definir
funciones de autocorrelación de reptación de diferentes ordenes:
Nt—a
F,~(t) a P(Xk,t) cos(2wixk)
río
(4.2.1.15)




El muestreo de las orientaciones moleculares se realizó
definiendo una función de autocorrelacldn oríentacionai. El método
habitual para definir tal función consiste en elegir un cierto
vector representativo de la molécula, y observar las variaciones
de éste al realizar sucesivos pasos de simulación
9C. La elección
h de hacerse teniendo en cuenta la geometría molecular.
frecuentemente el vector característico se escoge con la dirección
del eje principal de inercia con senor momento de inercia
asociado.
En este trabajo se utilizó el vector entre grupos extremos de
la cadena REE Teniendo en cuenta las condiciones
termodinámicas, el modelo de potencial y las longitudes de cadena
utilizadas, las conformaciones de los ,,—alcanos son
preferentemente estiradas (véase sección 5.3) y por ello el vector
representa de manera adecuada la dirección en la cusí los
cambios orientacionales están más impedidos en situaciones de mIta
densidad. Para estudiar las correlaciones orientacionales entre
configuraciones sucesivas de una misma molécula se utilizó la
función F4t), definida a partir del coseno del ángulo entre los
vectores exíremo—e~ctreao de Una cierta molecula para dos
configuraciones separadas por t ciclos de simulación:
3 2 ES 5E
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Desde el punto de vista del cálculo la expresión utilIzada
para evaluar el promedio anterior, utilizando las convenciones de
notaclon definidas para el desplazaisiento cuadrático medio, es:
5 “~ RU(iAt)~ít([i+j]Atl
F0 (iAt)a[~~~~TZ E jfl~[iht>j —
5—1 ‘=1
¿4.2.1.17)j=O .1 14—1
Esta función tiene el valor 75=1 para jO y el valor F~aO
cuando las direcciones de los vectores extremo—extremo de las
moleculas en dos configuraciones separadas por un cierto número de
ciclos no están correlacionadas.
La elección de la función F~ puede justificarse de modo
análogo a como se hizo para ~ En este caso Las funciones para
desarrollar adecuadamente la probabilidad de un cierto ángulo
entre loa vectores de una molécula para dram configuraciones
separadas por un cierto número de ciclos de simulación son los
97.99
polinomios de Legendre del coseno del ángulo. Eligiéndose la





5.1 ~-BUTAJ’JOLIQUIDO ( MODELO S»VPLIFIOADO
En este trabajo se han llevado a cabo diversas simulaclones
para fluidos constituidos por moléculas de n—butano utilizando el
sodelo de potencial de Ryclcaert y Bellemasas (sección 2.1). Se
realizaron simulacIones con los dos modelos de ligadura de
coordenadas internas duras (ligaduras flexibles y ligaduras
rixldas}, estudiándose la eficiencia del procedimiento de
simulación desarrollado,
ocasiona en la estructura
En la tabla 5.1.1
simulados.
Tabla 52.1
así como los efectos que
intramolecular.




Estado T/lO kT/c d,lkg a~~) pc
A 200.2 2.78 669.8 0.419
3 292.6 4.05 583.5 0.365
C 432.0 6.00 583.5 0,365
La elección de estos estados se realizó al objeto de comparar
con resultados de Dinámica Moleoular~
3 existentes en la
biblIografía. Los puntos normales de fusión. T~, y ebullición, T,.
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dci n—butano son ~<. 134.8 K y Tj 272.7 1< <Referencia 100).
En todos los casos se utilizaron 64 moléculas de n—butano con
condiciones de contorno periódicas. El procedimiento de simulación
se encuentra recogido en detalle en la sección 4.1 de esta
memoria. La configuración inicial de los sistemas para el caso de
los modelos con ligadura flexible se construyó situando las
coordenadas de translación molecular sobre las posiciones de una
a
red cúbica simple . Las orientaciones moleculares Iniciales se
generaron al azar, los ángulos de torsión se obtuvieron eligiendo
aleatoriamente para cada molécula uno de los ángulos discretos, q
1
(sección 4.1). Para los casos con ligaduras rigidas se partió de
configuraciones de equilibrio obtenidas en las simulaciones con el
modelo flexible. En ambos casos se procedió a equilibrar los
5sistemas. generándose para ello del orden de 210 configuraciones
que no se utilizaron en el cálculo de las distintas propiedades.
Se utilizaron como funciones P,(~> <sección 4.1) las
distribuciones correspOndienteS a la distribución de probabilidad
para eL gas ideal;
a exp l~pVtora 1,)1 (5.1.1)
para los sistemas con ligadura flexitJe y:
a exp [~$Vter(y)] [8’(~)l (5. 1.2)
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a. aasa~s
para los sistemas con ligaduras rígidas. El término ¡<(<a)
(anexos C.D y H. referencia II>, considerando masas iguales para
todos los grupos y teniendo en cuenta los valores de las ligaduras
para el modelo de Ryclcaert y DeHesas (sección 2,1), adopta la
forma:
2 3 5¿(<a) e 475 — 28 cos<a - 222 cos <a — 8 cras<a + 8 cosf
(5.1.3)
Para analizar el equilibrio conforeacional en términos de















• ‘%‘ (s.l. 6)
f ~(w)d~
o
Siendo p(v) la probabilidad de un cierto ángulo de torsión.
En el caso particular del gas ideal las funciones p(<a) coinciden
con las P,(<a) (ecuaciones 5.1.1 y 5.1.2 para los modelos de
ligaduras flexibles y ligaduras ragídas respectivasenteL En todos
los casos se utilizaron 180 confórmeros discretos para representar
el grado de libertad torsional de las moléculas. En los
movimientos de rotación Interna el ángulo de prueba 4 se eligió
al azar, con probabilidad uniforme sobre todo el conjunto de
valores discretos <4,>. En la tabla 5.1.2 se presentan algunos
detalles técnicos de las simulaciones llevadas a cabo para ambos
modelos de ligaduras.
En la tabla 5.1.3. se presentan las poblaciones
conformacionales obtenidas para ambos modelos, en los tres estados
estudiados.
En la tabla 51.4 se comparan las fracciones de confórmeros
trans del líquido (obtenidas mediante simulación) con las
correspondientes al gas ideal para el mismo modelo de energía
intrasolecular.




Ea la tabla 5.1.6 se comparan los resultados para el modelo
con ligaduras rígidas con resultados bibliográficos de simulación
por Dinámica Xolécular:
Tabla 5.1.2
¾ Br Cr A~ 3, 4
N.conflg/iOm 2.0 2.025 2.0 2.0 2.0 2.0 -
%Trasl~ 30 30 30 30 30 30
t%Rotac. 30 25 30 30 25 30
t%Intra. 40 45 40 40 45 40
tAXmoa/nm 0.03 0.04 0.05 0.03 0.04 0.05
*A¿~
1/grados 36.0 45.0 45.0 36.0 54.0 54.0
%Attca~ 43 46 42 43 46 41
§ 40 47 52 41 41 46
XAíet A 57 57 56 54 55 55
± ~1%A(g n) 84.1 87.0 86.0 67.2 88.4 86.3
86.0 87.0 84.1 85.1 86.5 23.2
1%Mt4g) 11.8 27.0 34.0 11.7 27.1 34.3
¡1.2 25.7 31.9 10.5 26.0 32.0
35.2 52.3 56.3 36.0 51.9 56.4
N~(t4g)/10 4 16.8 55.1 65.6 17.4 57.1 66.6
Nt(g4t)/l0 a i&.s 55.1 65.6 17.4 57.1 66.6
N~(g±4gfl/l0
34 8.1 29.2 44.0 10.1 34.1 51.4
* Tanto por cierto de movimientos de cada tipo
* Desplazaaientos máximos en un movimiento
4 Porcentajes de aceptación de los distintos tipos de movimiento
1 Porcentajes de aceptación para los tránsitos conformacionales






A, —39.40<4) 2.73(4> 11±4
8, —32.67(43 4.21(4) 1±4
-30.77(41 6.06(4) 95±3
A, —39. 37(41 2.95(5) 10±4
8, —32.70(4> 4.45(5> 2±3
—30.75<4) 6.39(4) 95±5




Los resultados anteriores muestran la eficiencia del método
de simulación desarrollado en este trabajo. El muestreo de la
rotación interna es altamente eficaz, como se puede ver en el
número de transiciones que tuvieron lugar entre los distintos
confórseros, este número de tránsitos es considerablemente mayor
que el obtenido en otras simulaciones por Monte Carlo utilizando
el—msprocedimientos de tipo estándar . La precisión obtenida para
las poblaciones cor,formacionales en el estado 8 es similar a la
7.obtenida por Brown y Clarice mediante simulación por Dinámica
UieLar/C •<IhtTS’~ pal?. X~,
5,,•
A,. MC —39.37(4) 2.95(5> 10±4 0.722(8)
1’DM —39.39 3.050 17.2 0.713
B, MC -32.70(4) 4.45(5) 2±3 0.613(61
—32.52 4.613 5.9 0.606(15>
DMt —32.71(1) 4.47(3) 1.7(5) 0.609(7)
C. XC —30.75(4) 6.39(4) 95±5 0.511(5)
DM<a —30.60 6.434 98.2 0.516
Energías en unidades reducidas:U •tJ/c, 5598.6J aol
1
* Referencia 23. en el original energías y presión




Molecular. Comparando el tiempo de reía jaclón conforuaacional
calculado por los citados autores con el obtenido a partir de las
simulaciones llevadas a cabo en este trabajo se puede estimar4 que
el gasto computacional requerido para obtener resultados de
similar precisión utilizando el método de muestreo desarrollado en
este trabajo es del orden de la décima parte del requerido
mediante Dinámica Molecular,
Como se puede ver por los resultados de la tabla 5.1.4 las
poblaciones conformacionales de las fases líquida y gas ideal son
bastante próximas, observándose en todos los casos un ligero
desplazamiento hacia las conformaciones trans. Este resultado
concuerda básicamente con el punto de vista de Flory’ • sobre el




5.1.1 EFECTO ¡E LAS INTERACCIOtfS ¡NTERNOICI.LáRES
Con el objetivo de estudiar los efectos de fuerzas repulsivas
y atractiva, en el equilibrio conrormacional del ti—butano se
llevaron e cabo mimulaciones con las contribuciones repulsivas del
potencial interaolecular según la descomposición VGA’ del
potencial:
1~6
4t I( /R>12 (e/R)’) + c • RS 2 u
(5.1 1.1)
.0 ,n>a”%’ J
Los sistemas con potencial intermolecular repulsivo se
estudiaron utilizando el modelo de ligaduras flexibles. Los
detalles técnicos de estas simulaciones son esencialmente
idénticos a los remeDiados en la sección 5.1. En la tabla 5.1.1.1
se recogen los estados simulados.
Tabla 5.1.1.1
Estado T/X ka/e d/(kg a’) pu
4” 200.2 2.78 583.5 0.365
r•19< 291.6 4.05 583.5 0.365
432.0 6.00 593.5 0.365
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En la tabla 5.1.1.2 se presentan los resultados obtenidos
para distintas propiedades, así como la comparación con resultados
teórico. obtenidos a partir de la ainimizacibn de la energía
libre de Helsholtz respecto a la
utilizando para ello una ecuación de
propuesta por Soublik’01.
distribución conformacional.






$p/p 13.9(1> 12.3(1) 10.7(1)
(0p/Phroea.t 13.8 12.2 10.9
(X~,5,, >555 0.771 0.658 0.565
(Xt,...>i.5 0.729(61 0.611<6> 0.528(5]
1~(K,.,,. ~ 0.687 0.603 0.515
e — 595.6 .1 mol’
t Referencia 80
Comparando los resultados obtenidos para los sistemas con
potencial intermolecular completo (sección 5.1> con los sistemas
con el potencial repulsivo VCA se observa un comportamiento
diferente de las poblaciones conformacionales. £1 efecto de las
fuerzas repulsiva, favorece el aumento de la fracción de
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confórseros gauche en la fase líquida respecto a las poblaciones
en fase gaseosa. Lete desplazamiento está parcialmente compensado
por el efecto de las contribuciones atractivas al potencial
intermolecular. Nte sismo efecto ha sido observado
mediante un desarrollo teórico de tipo
perturbativo para un modelo del ji—butano diferente al aquí
considerado. Resultados obtenidos por 3. Brown’o’ mediante Dinámica
Molecular para un modelo de ji—butano semejante al utilizado en
este trabajo, en el que en lugar de utilizar ángulos de enlace
rígidos se incluyó un potencial armónico, confirman el distinto
papel que en el equilibrIo conforaaclonai juegan las
contribuciones repulsiva y atractiva del potencial intermolecular.
A diferencia de lo que sucede para la estructura
Intermolecular de los fluidos atómicos densos7 la estructura
intramolecular de las moléculas flexibles no se describe
adecuadamente en términos de las fuerzas repulsivas. Este hecho ha





5.2 SM..LACION DE 1.2-DICLOPOETAN2
Se llevaron a cabo simulaciones de 1—2 dicloroetano
utilizando el modelo propuesto por .)orgensen y colaboradores
(véase sección 2.2). La técnica de simulación es análoga a la
utilizada ea las simulaciones de ra—butano, aunque en este caso no
se hizo uso de la aproximación de confórmeros discretos (ver
sección 4.1), generándose los ángulos torsionales de prueba sobre
el intervalo completo [D,2m1 de acuerdo con una cierta función de
probabilidad P,(~>. No se incluyó el cálculo de las interacciones
electróstaticas para el sistema periódico, en su lugar se procedió
al truncamiento de las interacciones electrostáticas Según SC
muestra en la sección 2.2, este hecho puede afectar a los
resultados de propiedades que dependen de la estructura a grandes
distancias (constante dieléctrica, presión, energía interna, etc).
aunque tiene aenor influencia en propiedades que dependen
principalmente del empaquetasiento de una molécula con sus
moléculas vecinas4. Las condiciones del sistema estudiado se
encuentran recogidas en la tabla 5.2.1,
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Tabla 5.2.1
TAO d/(lcg a~’1 H,,, R
5/nm
298.2 1246. 64 1.018
- Se realizaron tres simulaciones
potenciales de referencia. u,(4);
a exp [ —0U,4~) 1
3







tabla 5.2.2 se recogen bm coeficientes utilizados en
Tabla 5.2.2
1’ 1’ 1’ tCaso a1 a3
ter.A(U,aY ) 8.022 -12.067 1.393 21.451
B(U,.0 > 0.000 0.000 0.000 0.000
C 5.858 —17.473 0.000 24.421
• en Xi mol’
Las simulaciones se realizaron moviendo las distintas
moléculas de manera cíclica. En cada ciclo de simulación se
construyeron 3M configuracIones de prueba. (3 para cada molécula,
una por variación de la posición del centro geoséti-ico molecular.
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otra variando la orientación molecular y una tercera mediante la
generación de un nuevo ángulo de torsión con la probabilidad
descrita por las funciones P4qO). La forma de realizar los
distintos movimientos fue análoga a la realizada para las
simulaciones recogida. en las secciones 5.1 y 5.1.1.
Ea la tabla 5.2.3 se muestran los detalles técnicos más
interesantes de estas simulaciones.
Tabla 5.2.2
N.ciclos(eq)1 N.ciclos(proa)* AX~54 A~,51
2.~l0~ 0.04 36
¶ Número de ciclos de equilibrado
* Número de ciclos de promediado1 Demplmrmmientos de prueba máximo ( translación ). en na
1 Angulo de giro máximo ( en el muestreo de orientaciones,
eai grados
En la tabla 5.2.4 se incluyen los resultados de aceptación de
los distintos movlsientos, así como el número de tránsitos
conformacjons les.
Ea la tabla 5.2.3. se presentan las poblaciones
conforsaclonales obtenidas en cada simulación, así como las
correspondientes fracciones para el gas ideal.
Ea las figuras 5.2.1 y 5.2.2 se presentan respectivamente las
las preb.bilidadem P,(•) asociadas con cada una de las
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simulaciones y las las distribucion conformacionales obtenidas
para el liquido.




ttres 23.5 23.4 23.4


























§ Porcentajes de aceptación¶ Porcentajes de aceptación
<a Número total de transitos
de los distintos tipos de movimiento
para los transitos conformacionales
entre confórmeros
Tabla 5.2.5
A 3 C Ideal
0.33(2) 0.33(6) 0.34(3) 0.765
X,. 0.33(3) 0.31(3) 0.35(3) 0.117
X




Para el caso del 1.2 dicloroetano la eficiencia obtenida en
la descripción del equilibrio conforaacional mediante el algoritmo
de simulación descrito en la sección 4.1 es considerablemente
menor que la obtenida en los cálculos llevados a cabo para el
n—butano. Aunque existe una ligera mejora en el número de
tránsitos conformacionales tránsitos respecto a los resultados
3.,
obtenidos por Jorgensen mediante técnicas de tipo Monte Carlo
estándar, la variación nra es demasiado importante. La calidad del
muestreo conforeactonal es prácticamente insensible a la función
P,(W~ utilizada; no obteniéndose mayor precisión en los resultado,
al utilizar una función de probabilidad a priori P,(#) próxima a
la función de distribución para el ángulo conformacional. S(w>.
en el liquido <Cato Cl. Este resultado puede ser atribuido a la
presencia de las fuerzas electrostáticas que incorpora el modelo,




A 35.0(2) 4.99(9) 7.5(4)
8 -35.2(2) 4.98(14) 7.6(2)
C —35.3(4> 4.82(16> 7.2(4)
<a Energías en kl mo§ ( Las energías intermoleculares
no incorporan la correccion del truncamiento
t Factor de compresibilidad ( sin corregir el efecto
del truncasiento
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intermolecular que la presente para el caso del ra—butano. La
mejor. del método de simulación requeriría posiblemente un cambio
la manera de .h.fltlr :.. ::~cztación aolecular. al objeto de
disminuir en la medida de lo posible el alto nivel de rechazo de
tránsitos conformacionales, fundamentalmente debido al efecto de
las interacciones intersoleculares.
Desde el punto de vista físico se observa un incremento
notable de la población de confórmeros gauche en eí liquido. Este
dato concuerd, con resultados experimentales obtenidos mediante
‘odispersión de neutrones (X~s0.32, a una temperatura de 294 U.
Las interacciones electrostáticas intermoleculares favorecen, por
tanto, el desplazamiento del equilibrio conformacional hacia los
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5.3 SINtLACION E N-ALCANDS
En este trabajo se llevaron a cabo simulaciones de ra—alcanos
en estado liquido utilizando técnicas de reptación. La formulación
del método de simulación se recoge en la sección 4.2.
Los sistemas estudiados fueron: ji—pentano. n—he,cano.
n—heptano, n—octano. ra—nonanra y ji—decano. Las simulaciones se
realizaron en el colectivo canónico (MVT), utilizando el potencial
de Ryclcaert y Bellemana (sección 2.1>. En todos los casos la
temperatura de los sistemas fue 298.1 K. Se utilizaron las
¡00
densidades ezperimentales correspondientes a la citada
temperatura y presión de 1 atmósfera.
En la tabla 5.3.1 se recogen las densidades y otros
parámetros de la simulación:
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TABLA 5.2.1
Se utiiizsz-on condiciones de contorno periódicas, con
geometria cúbica para la caja de simeotación. Las coofiguraciones
iniciales se construyeron situando los primeros grupos de cada
cadena sobre una red de tipo cúbico consistente con el núsero de
moléculas de cada sistema (cúbica simple para N=64, centrada en el
las caras para N~32 y centrada en el interior para N—54L La
posición del segundo grupo se fijó mediante la generación de un
punto aleatorio con probabilidad uniforme sobre la superficie de
una esfera de radio b (distancia de enlace) centrada en el primer
grupo. De modo análogo se fijó la posición dci tercer grupo.
mediante la generación de un punto al azar sobre la circunferencia
definida por las posiciones de los dos priacros grupos, la
distancia y el ángulo de enlace ib y e). Dadas las restricciones
L/r Lime
C
5Ha2 64 220 626 1.58 5.873 2.20
C611,4 54 224 659 1.67 5.789 2~7
C71$~ 54 172 624 1.74 &011 2.26
C511,5 32 256 703 1.79 5.230 2.05
%H20 32 282 712 1.83 5.299 2.12
CaoHaí 32 220 730 1.87 5.552 2.12
N~Núaero de moléculas, N,=Nú¡sero de centros de Interacción
dDensldad, p,r’flenaldad de rentroslreducidal. Lbongitud
de la caja de Simulación
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5. RLSULTAOOS
geósietricas del modelo de potencial, el resto de los grupos se




pt•)d• a (5. 3.1)
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Las configuraciones así generadas resultaron ser de alta
energía debido a los solapamientos de pares de grupos con
interacciones Lennard—Jranes. Los sistemas se equilibraron,
entonces, mediante movimientos de reptación según el algoritmo
expuesto en la sección 4.2. En la tabla 5.3.2 se recoge el número
de ciclos de equilibrado ( M~~) para cada sistenia. Un ciclo
equivale en este caso a N intentos de reptación (uno para cada
cadena>.
TABLA 5.3.2
Fi número de cielos necesarios para la fase de equilibrado se
detereinó analizando la estabilización de los valores de energía
intermolecular, energía intramolecular. presión, poblaciones
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confrarmaciona)es. desplazamiento cuadrático medio y funciones de
autocorrelación de reptación y de orientación (sección 4,2.1).
Tras descartar las configuraciones generadas en la fase de
equilibrado, me prosiguió el proceso de simu)ación generando una
nueva serie de configuraciones sobre tas que se evaluaron
distintas propiedades: energias. presión, estructura ínter e
intrasolecular. Por otra parte se grabaron en cinta nagnótica
configuraciones cada cierto número de ciclos para utilizarlas
posteriormente en el cálculo de errores y en la evaluación de las
funciones dinámicas utilizadas para analizar la eficiencia del
algoritmo. En la tabla 5.1.2 se muestra el número de ciciioa
pr
generados para cada sistema en la fase de promediado, >4 . y ex
número de configuraciones equivalente
TABLA 5.2.2
Sistema ~sH¡~ C¿H,• C,}l,a C
5li15 09>120 010822
>4Pr/íoa 0.112 0)98 0.400 0.528 1.280 1.500
NNconí/lO 7.169 10.69= 21.60 16.896 40.96 48.00
Al obAeto de estudiar el efecto del estado liquido en la
estructura intramolecular se llevaron a cabo simulaciones para
sistemas con una sola molécula (representando la situación de gas
ideal) a la misma temperatura y con idéntico modelo de potencial.
En este caso no son precisas las condiciones ‘periódicas de
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contorno, siendo el número de ciclos de simulación equivalente al
número de configuraciones generadas. El procedimiento para generar
la confIguración inicial fue análogo al utilizado para las
moléculas en la fase líquida. Se realizaron para todos loa
6 6
sistemas 2.510 ciclos de equilibrado y 4.520 cIclos de
promediado. En la tabla 5.2.4 se comparan los porcentajes de
aceptación de movimientos obtenidos en las simulaciones en fase






6H16 C~H16 C5fl~ 09Hac C,0H22
90.9 88.8 87.2 87.0 8~6 86.2
ZA 9.1 5.2 8.0 1.8 7.9 7.3
En la tabla 5,2,5 se comparan la









12 C¿B¡4 ~ 09E18 CoTila CíoHzz
0.715 0.714 0.714 0.713 0.711 0.709
4 0.721(6) 0,725(22) 0.738(7> 0.726(20) 0.744(20> 0.754(12)
)73
En la tabla 5.3.6 se desgiosa la distribución de probabilidad
de los ángulos torsionales según la posición de cada ángulo en la
cadena. Las barras de error para los resultados en estado liquido




58,2 •,. •~ 0.727 0.715 0.715
























































En las tablas 5.2.7—5.3.10 se presentan
conforsacionales obtenidas en fase liqulda
ji—pentano. ra—hexano y n-heptano.
las poblaciones
para las cadenas de
174
s. ~a.Ta~
rAtA 5.3,7. PoblacIones conforsacionales: ni-pentano
Tipo M.C.E
1 X(Ll4uido> ~C (Gas ideal!
T Gt 4 51.0(9) 51.4(1)
T T 1 46.6(91 45.9(1)
0±0± 2 2.4(3> 2.7(1)
0±a 2 0.0 0.0
Número de conforsaciones equivaientes
TABLA 5.3.8. PoblacIones conforsacionales: n—taexano
Tipo M.C.E % (Liquido) %(Gas ideai)
7 7 0± 4 35.4±2.0 36.6(1)
7 7 T 1 32.2±2.0 29.9(1)
7 0±T 2 28.0±1.6 28.2<1)
6±7 0~ 2 5.5±2.0 5.1(1)
0±7 6± 2 5.1±0.9 5.5<1)
T 0±0± 4 3.5±0.8 4.2(1)
0±0±0± 2 0.3±0.1 0.3
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TABLA 5.3.9. Poblaciones conformacionales: n—heptano
L
En la tabla 5.2.10 se muestran los resultados obtenidos en el
cálculo de la contribución torsional a la energía intraaolecular
por cada grado de libertad interno (el número de grados de




C6H,2 09H,¿ C7H,6 4H18 Ceibo C,o}hz
2 3 4 5 6 7
teja
ter.
U115 /(tn33.93(4) 3.92(7) 2.83(8) 3.85(8) 3.82(9) 3.77(11)
e a 599 Kj sol’
Tipo M.C.E %(Liquido> %(Gas ideal>
7 T 7 0: 4 25.8±1.4 24.0(1)
T T 6±7 4 25.2±1.4 26.0(1>
T 7 7 T 1 22.0±i.3 19.3(1)
T 0±7 o; 4 7.1±0.8 7.4(1>
7 0±7 0± 4 6.8±0.8 8.0(1)
0±7 1 0± 2 3.4±0.6 3.9(1)
0±7 7 0 2 2.4±0.6 4.1(1)
7 7 6±0± 4 2. 6±0.5 2.6(1>
7 0±6±7 2 1. 1±0.3 1.8(1)
0±7 0±0± 4 0.7±0.3 1.1(11
0±7 6~ 0$ 4 0. 6±0.2 0.9(1)
7 0±0±0± 4 0.2±0.1 0.5(1)
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5. O.LTAS
En la tabla 5.3.11 se muestran los resultados obtenidos para
las contribuciones Li a la energía interna, así como la presión
obtenida para los sistemas en estado liquido. La presión fue
calculada utilizando el formalismo molécular (ver anexo 81. Los




1 ¡(He> p« ¡e
Gas Liquido
CsI4í, “0.157 —0.158(1) 8.70(2) 1.1(3>
C4{,, —0.338 —0.339(2) —9.09(4) —2.3(4>
09H,6 —0.492 -0.487(3) —9.39(2) —3.5(3)
C5H,5 “0.620 —0.611(5) 9.59(3) ~4.1(6)
4H20 -0.729 —0.706(6) -9.fl(S> —4.7(4)
CaoH2z —0.821 —0.787(8) —9.98(5) —5.8(3)
—a 3c=5991ao1 e/o’ a16.47>4Pm162.Satm
A pmrtir de los resultados de energías internas de las fases
líquida y gas ideal se puede estimar la entalpia de vaporización,
mediante las ecuaciones:
A>!, = MI + pAV (5.3.2>
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AH, = T4~S — + p ( V555—V1~4) (5. 3.3)
Despreciando el volumen del liquido respecto del gas. y
aplicando la ecuación de estado de los gases perfectos se obtiene:
AH.. a ?15,, - 1Ii,~ + RT (5.3.41
Este resultado se puede comparar con la entalpia de
vaporización estándar, que se puede obtener experimentalmente.
Dicha comparación se muestra en la tabla 5.3.12.
TABLA 5.3.12
En las figuras 5.2.l-S.3.lE se presentan los resultados
obtenidos para las distintas funciones de distribución. En las
figuras 5.3.19—5.3.21 se recogen las funciones definidas en la
09H,~ CeNa, CiNte CeHae 091120 C,0}122
5 6 ‘7 8 9 10
<a
AH~ ¡(en,> 8.93 8.78 8.72 8.67 862 8.58
AH, ¡(en.)t 9.6 9.8 10.0 ¡0.! 10.2 10.4
e = 599 .1 mol”
1
Resallados experimentales ( Referencia 104




sección 4.2.1 para analizar la caiidad del muestreo mediante la
técnica de reptación.
A partir de los resultados obtenidos se comprobó la capacidad
de las técnicas de reptación para realizar un m&iestreo adecuado
del espacio de fases de sistemas constituidos por cadenas lineales
de corta longitud. Sin embargo, la eficiencia del método se reduce
considerablemente para los n—aicanos de mayor longitud. Ente
efecto se observa también en la aplicación de estas técnicas para
otros tipos de modelos~ ~. En el campo de la simulación de
modelos de polimeros en redes
3 se suelen combinar los movimientos
de reptación con otros tipos de movimientos localms que modifican
las posiciones de ura número limitado de centros de una cierta
cadena de polímero, lográndose de este modo un tela Jamiento mis
rápIdo de la estructura conformacional en el interior de las
cadenas. Recientemente Xuaar. Vacatello y Yoon” han propuesto un
tipo de movimiento de los grupos Internos análogo para modelos de
cadenas lineales de polímero en el continuo, sin embargo no se ha
demostrado que el citado procedielento moestree el espacío de
aZ,C,,loSfases correctamente. Siepeanra ha desarrollado una técnica
de Simulación por Monte Carlo generalizable para la simulación de
sistemas de cadenas en el continuo, el procedimlmnto está basado
en el algoritmo del paseo aleatorio autoevitante (Seif—avoidlng
rindo. waJk) desarrollado por Rosenblutb y Rosenbluth’06, Este
procedimiento, aunque costoso compwtacionalvaente en la simulación
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de sistemas constituidos por cadenas de corta longitud, parece ser
una vía adecuada para la simulación de cadenas de mayor longitud
en medios de alta densidad, situación en la que los métodos de
reptación pierden gran parte de su eficiencia’
5.
Como se puede comprobar en las tablas de resultados el
equilibrio conformacional en el estado liquido está desplazado
hacia un incremento de la población de ángulos torsionales ttans.
Esta tendencia se incrementa con la longitud de la cadena, como
consecuencia de ello el estado liquido favorece conformaciones
moleculares alargadas. Este resultado puede ser debido a efectos
de empaquetamiento.
La concordancia con los resultados experimentales de entalpia
de vaporización y presión no es muy adecuada, este hecho se
atribuye al modelo de potencial utilizado. y en particular a un
valor excesivo de los parámetros e del potencial de Lennard—lones
para alpinas de las interacciones intermoleeulares. En la sección
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FÉCURA 5.3.7 FUNCION DE DISTRIBUCIOI4 RADIAL PARA lAS cONWíBUcIONES
IN1’cRi.~OLECULAPES. g~(R), CN EL 5—PENtANO LLOUIDO





























FiGURA 5.3.10 a~ro<R> ~A 5—OCTANO tIOllIDO
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FiGURA 5.3.13 flItCCN DE DISTRIBtJCION RADIAL TOTAL
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5.2.1 RESUdADOS PCA OINAMJCA MCLECLtAR
En este trabajo se ha realizado simulacione, mediante
flinámica Molecular de o—pentano y o—decano con el objetivo de
comparar las eficiencias de este método y de Los métodos de Monte
Cario en la obtención de las propiedad.. estáticas de fluidos
constituidos por cadenas lineales. Los modelos moleculares
utilizados en ambas técnicas difieren, en cuanto a la manera de
considerar las ligaduras (rígidas en el caso de la Dinámica
Molecular). El modelo de potencial es, por lo demás, idéntico al
empleado en las simulaciones de Monte Carlo. La diferencia en el
procedimiento de ligadura ocasiona variaciones en el valor de las
propiedades de equilibrio. Sin embargo. se puede considerar que la
eficiencia del método. evaluable mediante el análisis de las
funciones de autocorrelación y el análisis de errores no se
modifica de manera apreciable,
Además de llevar a cabo simulaciones en condiciones de estado
liquido. se efectuaron simuiaclones en condiciones de baja
densidad a fin de estudiar el efecto de la densidad en el
equilibrio confor.acion.l. de modo análogo a como se hizo para las
simulaciones de Monte Carlo, La evaluación de la estructura
intramolecular del gas ideal pra los modelos con ligaduras
rígidas para cadenas de cierta longitud no es sencilla, Una manera
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de llevarla podría ser la realización de simulaciones por Monte
Carlo incorporando los efectos de las ligaduras rígidas, mediante
la adecuada modificación de la función densidad de probabilidad
(ver anexo GI. Un cálculo de este tipo conllevaría sin embargo la
evaluación de determinantes de orden m 5, siéndo a el núniero de
ligaduras por molécula que dependen de los valores de los ángulos
de torsión. Por estas razones se prefirió la estimación de los
valores dei gas ideal realizando simulaciones por Dintasica
molecular del fluido a baja densidad.
A fin de que se produzca un muestreo adecuado es necesario
llegar a una situación de compromiso en la densidad elegida. Una
densidad muy baja dificultaría considerablemente la transferencia
de energía entre distintas moléculas e incluso entre los distintos
tipos de grados de libertad de una misma molécula, por lo que el
muestreo del espacio de fases del sistesa podría no ser ergddlco
en la escala de tiempos típica de las simulaciones por Dinánica
Molecular 1” i&<asegundos). Por otra parte, una situación de
densidad demasiado alta podría dar lu¿ar a desviaciones
considerables respecto al gas ideal en la estructura
intranolecular por efecto de las interacciones intermoleculares.
Por otra parte, la presencia de fuerzas intermoleculares
atractivas en el fluido a una densidad no excesivamente baja puede
dar lugar a la formación de agregados moleculares e
inhowiogeneidades que podrían mfluir también la estructura
intramolecular. Para evitar esta posible perturbación se recurrió
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5. R~ILTADOS
a la utilización de potenciales Intermoleculares repulsivos del
tipo LJCA para las interacciones intermoleculares. utilizandose los
potenciales Lennard—Jones
intrmmolecu(ares de van der Waals. En la
los casos estudiados Isadiante simulación






Para los sistemas líquidos la configuración de partida me
construyó utilizando las posiciones de las configuraciones finales
obtenidas en las simulacIones por Monte Carlo de los sistemas
equivalentes. Inicialeente la energía cinética se incoiporó
exclusivamente a las translaciones moleculares, ésta elección en
razón de su simplicidad. So principio hubiera sido posible, sin
perder la simplicidad, asignar velocidades independientes a cada
uno de los centros aoleculares. de acuerdo con la temperatura
a <a
H.molec &~cg s% p,e-
3 fl/X)
n—pentano(llql 64 626.0 1.58 298.1
*
n—pentano(b.d) 64 78.25 01975 298.1
n—decano(liq> 32 730.0 1.87 298.1
*n—decano(b.d) 32 91.25 0.23375 298.1
* Número de moleculas
<a Temperatura aproximada ( las simulaciones fueron realizadas
en el colectivo microcanónico (NVE) 3
* Catos de baja densidad ( potencial intermolecular L.l—IJCA.rep)
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deseada, sin embargo este procedimiento daría lugar a problemas de
convergencia en el proceso de ajuste de ligaduras en los primeros
pasos de simulación.
La elección de la la densidad para las fases diluidas se
realizó de manera que la longitud de la celdas fuera el doble que
en el caso del liquido, de esta manera fue trivial la obtención de
las configuraciones de partida a partir de configuraciones
equilibradas de las fases liquidas sin encontrar problemas de
solapasiento entra moléculas.
En todos los casos se llevaron a cabo una serie de pasos de
siRtulación de termaiízación durante los cuales se escalaron las
velocidades para ajustar la temperatura del sisteeta a las
condiciones de teaperatura reflejadas en ~a tabla 1, prestando
especial atención en esta fase de la simulación a la evolución de
la temperatura de traslación molécular (el proceso de escalado de
velocidades se realizó teniendo en cuenta la temperatura global).
a las distintas contribuciones energéticas y a la distribución de
ángulos conforeacionales. Una vez alcanzado el equilibrado se
procedió a simular en condiciones de energía constante <NVE)





En la tabla 5.3.1-3 se muestran algunos de los resultados
obtenidos en estas simulaciones:
<a aAt/fs t ¡PS He t~’/ps
n—pentano(liq) 1.926 240.7 l.25-l0~ 481.5 2.5-lo5
* e 6
n—peratano(b.di 1.926 233.0 1.21-l0~ 481.5 2.5-10
5n—decanotliq) 1.9127 382.5 2-ID 478.2 2.5.106
n~decano(b.d)t 1.9(27 191.3 l.l0~ 497.3 2.6.lO~
a Paso de tiempo en la integración de las ecuaciones del movi-
miento
• Tiempo de integración en la fase de equilibrado
* Tlempo de integración en la fase de promediado
* Número de pasos de equilibrado
1 Número de pasos en la fase de promediado
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TABLA 5.3.1.3
En la tabla 5.3.1.4 se presentan los resultados obtenidos
para la fracción de ángulos trans.
TABLA 5.3.1.4
C,H12(liq> CsH,2<b.d) C10922(liq) C10112;(b.d)
Xt,..,,5 0.696(14) 0.72(4) 0.665(9) 0.651(17)
C,X,2(liq) C8H,2(b.dí C10H22(liq) CaoHa2(b.dJ
<T 4.06(2) 4,05(7) 4.13(3) 401(6)
<T,~ >/11 292(2) 292(5) 298(2) 289(4>
4.06(3) 3.99(20) 4.16(5) 3.90(23)
29212) 297(15) 299(4) 231(16)
—4. 0094 4. 7051 ‘5, 0526 4.3646
• 1 -
u.u’j~, ~.D00S 0.0034 0.0002
Ueíac,1c5
4 3.23(2) 3.22(6) 2.67(21 2.59(4)
• 1
0137 0.110 0.146 0. 155
UTRA —0155(3) —0.159(9) —0.835(5) —0.958(6)
406(1) 4,05(13) 4.23(2) 4.46(5)
po-3/c —1.3(1) 0.21(1) —5.5(2) 0.134(7)
p/plcT —10(1) 1.52(6) ‘7.2(3) 1.4313)
* Temperatura reducidas ( 7 a kl/e,)
1 Energías reducidas por grupo 1 ¶1 •ti/fln,e
<a Temperaturas de translación molecular
¶ Fluctuacion de energía
* Energías reducidas por ángulo de torsión ( tt/N(n~’3)c





En la table 53.I.5 se presenta la dIstribución de


















* L barra de error
ángulo es a 0.03
las fases de baja
de las fracciones trans de cada
para las fases liquidas, y a 0.07 para
densidad
En las figuras 5.3.i.i—5.3.l.4 se muestra la evolución de la
fracción de ángulos trans durante las distintas simulacIones
liquidas, representándose 1% para configuraciones sep.radas por
500 pasos de integración en los sistemas líquidos y por 1000 pasos
en los sistemas de baja densidad.
La relajación de la estructura molécular se puede estudiar a




< X(O> X~(t) > — < X~(0) > e )C~(t) >
<1 4 2X~(0> X~(0) 3’— e X~(0)
(5.3.11)
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Donde X~(t) representa la fracción de ángulos trmns de la
molécula i en el tiempo t. En las figuras 5.3.1.5—S.3.i.8 se
presenta el resultado obtenido para esta función en las distintas
simulaciones efectuadas.
De modo análogo puede estudiarse la relajación de cada ángulo
torsional de manera individual. La función de autocorrelación
adecuada para ello es
— < X¿
1(0) X~(t1 > — < ¶4kG) 3’ Xht
)
rl < )4h0) )4’tD) > — ~4¼oí0 (5.3.1.2)
En este caso x4¾t>es una función que sólo puede adoptar dos
valores: x41(t)=í, si el ángulo de torsión j de la solécula 1 en
el tiempo t pertenece al intervalo <2s/3.4;/31 y xV (t)aO en otro
caso. Los promedios se realizaron sobre todos los ángulos de
torsión de las moléculas. De este modo se puede visualizar el
tiempo de relajación promedio de las rotaciones internas
consideradas individualnente.
En las figuras 5.3.1.9-5.3.1.12 se representan estas
funciones de autocorrelación, A partir de estas funciones de
autocorrelación se calcularon tiempos de relajacIón de la fracción
<nos ( para ángulos individuales, t~ y para la fracción trans
molécuiar. r~
t
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En la tabla 5.3.1.6 se presentan los resultados obtenidos:
TABLA 5.3.1.6
CH,2(hiq) C5E,2(b.d) 010H22(liq) CaaHn(bd)
30 — 30 —50
ti/ps 27 — íc —so
En la tabla 5.3.1.7 se comparan los tiempos de cálculo
requeridos para las simulacIones mediante Monte Carlo y Dinámica




Tiempos de CP.U (DEC 5000/200) en horas




MC <4H~~) 7.168-10’ 14 ±0.006
¡>4 (4H~) 2.5 -10’ 80 ±0.014
MC (C~oH32) 4.8 -10’ 94 ±0.012
OS <4o~~,z) 2.3 -10’ 84 ±0.009
O Numero de configuraciones generadas (MCI o N<jmero de
pasos de integí-aclón (DM)
A partir de los datos de la tabla 5.3.1.7 se puede concluir
que los métodos de Monte Carlo utilizados en este trabajo para
simular n—alcanos son más eficientes en el estudio del equilibrio
conforamacional de moléculas flexibles que las técnicas de Bir.ámica
Molecular, excepto para las cadenas más largas (n—nonano y
n—decano). donde la eficiencia de ambos métodos es semejante. Para
cadenas más largas que las simuladas en este trabajo es previsible
que la Dinámica Molecular permita obtener mejores resultados para
un mismo nivel de gasto coeputaclonal,
Por otra parte, es interesante resaltar las dificultades que
aparecen al simular fases de baja densidad mediante Dinámica
Molecular, debido al descenso de transferencia de energía entre
las distintas moléculas, ésto puede dar lugar a tienpos de
relajación extraordianarlanente largos para algunas de las
propiedades.
El efecto de considerar distintos modelos de ligadura no
parece afectar considerablemente a los valores obtenidos para las
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5.3.2 REFINAMIENTO DE PARANETROS DE POTENCIAL
En este trabajo se analizó. mediante el foraslismo de
repesado de configuraciones. la influencia de los parámatros de
interacción Li del potencial propuesto por Ryckaert y Hellemans en
las propiedades termodinámicas de líquidos constituidos por
moléculas de n—alcanos. La razón fundamental de llevar a cabo tal
análisis fue el hecho de encontrar considerables discordancias
entre los resultados e%perimentaies y de simulación para
propiedades como la presión y la energía intermolecular. Estas
deficiencias aumentan con la longitud de la cadena de ra—alcano. de
tal manera que los parámetros adecuados para el cálculo de las
propiedades del o—butano dan lugar a maloa resultados para
n—alcanos de mayor longitud.
Diferentes investlgadores5IOl haza comprobado la
imposibilidad de construir un modelo general para estos sistemas
lalediante la utilización en la descripción de las interacciones
intersloleculares e intramoleculares de tipo van der Waals de los
mismos parámetros Lennard-Jones para los grupos metilo (—C1l~ 1 y
metileno 1—Lila—) que constituyen cate tipo de moléculas. Era el
caso de utilIzar los mismos parámetros Li para ambos tipos de
unidades se ha visto que los parámetros óptimos varian en función
de la longitud de la cadena. Se han propuesto diferentes
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alternativas ante esta situación.
El procedimiento etAs habitual para construir un potencial
transferible para estos sistemas consiste en la utilización de
diferentes valores de los parámetros o y o en función de la
naturaleza quimba del grupo. Parece bastante razonable la
distinción entre grupos metilo (—CH
0) y metileno (—ElY2—) y es en
es
esta línea donde se han desarrollado algunas de las mejoras
Otras mejoras propuestas consiten en emplear diferentes ángulos de
enlace o distancias de enlace en función de la longitud de la
cadena de hidrocarburo~O?. En otras modificaciones se desplazan
los centros de interacción desde tos nucleos de los átonos de
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carbono a nuevas posiciones que tienen en cuenta la presencia
de hidrógeno en los grupos metilo o metileno. En este trabajo se
ha analizado la dependencia de las propiedades termodinámicas con
respecto a los parámetros de potencial que definen las
interacciones de van der ¿asís entre los distintos grupos.
tratando de buscar un conjunto de parámetros que de cuenta de las
propiedades en fase líquida de n—alcanos con distintas longitudes
de cadena.
Por otra parte es posible encontrar en la bibliografía
diferentes funciones para la descripción del potencial de rotación
internaS?, La dificultad en la obtención de la población
a 05
conformacional etediante técnicas experisentales así coso la
complejidad de realizar cálculos mecano—cuánticos relacionables
directamente con un modelo de potencial que considera distancias y
210
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angulos de enlace rígidos son las razones que llevan a esta
indefinición. Sin embargo, la influencia de los potenciales de
rotación interna en las propiedades tertodinámicas puede
cor,slderarse como senos transcendental, ya que las distintas
funciones propuestas se diferencian básicamente en las alturas de
las barreras entre los distintos sinimos de energía
(conformaclones & , g y tI, lo que tiene sin duda importancia
desde el punto de vista dinámico, sin embargo la población de
conformeros no suele variar notablemente entre los distintos
modelos propuestos.
El problem. estudiado puede, por tanto, plantearse en los
siguientes teratitos:
El modelo de energía potencial tiene la forma:
u • ~ U~ (5.2.2.1)
itt ¡E + ¡E 15.2.2.2)
e 1
k~’ 1*1
La forma fui~cional y los parámetros empleados para la energía
de torsión son los del modelo de Ryckaert y Bellemana <sección
21). It’ y representan respectivamente la energía de
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Interacción entre centros pertenecientes a distintas moléculas y
la energía de interacción intrasolecular de tipo van der Idaals
entre centros de la sisas molecula:
Siguiendo la notación desarrollada en capítulos previos:
‘4—1 5 n~
ib’— E E E E VWPs.~níb¡.e,b,~s s.3.2.4)
k~1 1k,1 b1
$ n~—4 n~
uV. E E E t’(lBkoRkíl.CobSmbl (5.3.2.5)
k1 1 ba•4
Las expresIones anterIores describen la dependencia
paramétrica del potencial de Lennard Iones en función del tipo de
centros. Lxi este trabajo se ha considerado el modelado siguiente:
c—c~, y ro~, para interacciones entre e%tre%o5 de La(s)
cadena(s) (grupos —CH,); c=c
2~ y cec2~ para interacciones entre
centros internos (grupos —CH2-). La interacción metilo—metileno se
describió mediante las realas de coabinación de
Lorentz—Berthelot’:
— ( ~1, ~ )l/2 (5.3.2.6)
012 = ( Ófl c22)~’2 (5.3.2.7)
Según los resultados presentados en la sección 5.3 los
212
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parámetros propuestos por Ryckaert y Bellemans dan lugar a
predicciones bastante alejadas de los resultados experImentales
para los valores de presión y entalpia de vaporización, estás han
sido las propiedades que ha,, sido utilizadas en el proceso de
optiwización.
La entalpia de vaporización se expresa de ando aproximado
(ver sección 5.3) como:
AB,5lIg,g~¶Jjj~ + RT (5.3.2.8)
Separando las contrIbucIones Intra e Intermoleculares puede
escribirse:
Alta <
9494<~94;~ra> + ~ — Int.r (5.3.2.91
~Iíq
Suponiendo que la diferencia entre energías intramoleculares
entre las fases liqulda y gaseosa no depende considerablemaente de
los parámetros LI del potencial podrá escribirse:
09
letra
Aiim AH, — ~T 5 (fllDtt~) ~ 1 (5.3.2.11)
flq a
ínter(11 ) a —AH, • lot,. (5.3.2.12)
a ~(~9es~tlIQ )«~
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En esta ecuación el subíndice a representa un cierto conjunto
de parámetros <c,
1.t12,e-1,.o~} y «o representa los parásetros
utilizados en la simulación (ver sección 2.3). Mediante el
desarrollo previo se ha transformado el problema de la
optimización de la entalpia de vaporización a la optimización de
la energía intermolecular de la fase líquida.
La energía intermolecular de una cierta configuración de la
fase líquida puede expresarse coso suma de distintas
contribuciones en función de los tipos de grupos que intervengan
en cada interaccion centro—centro.
Int.r (5.3.2. 13)II UES +141, +145v
Ur,~ recoge todas las interacciones intersoleculares entre
pares de grupos metilo, U~ hace lo propio con los pares de grupos
metileno, y finalsente U~, incluye exclusivamente las
interacciones metilo—metileno. Bepresentando los pares de centros
pertenecientes a distintas moléculas que pertenecen a cada
conjunto de interacciones como {lj)st. , {ij>íí y {ij}~ podrá
escribirse:
tkr = ~ 4c,í[ ( Ú,i/R,il’=— ( o,1/R~l




Separando las contribuciones repulsiva y atractiva <~~r Y
UCC U~e • (5.3.2.15)
Ws 4 ~ o,, (5.3.2.161E
<ji itt
-4 e,
1 ~ E R4 (5.3.2.17)
II lcr
Simbolizando los parámetros de la simulación como a~,
~~o> podrá relacionarse la contribución U~ a la energía
interaolecular de una cierta conf ignraciofi Ic’ calculada para un
cierto conjunto de parámetros a con la obtenida para los
parámetros «o mediante la ecuación:
12 12
IUrc(k)] [Uh(kfl ( É1, «~Q ~0 Oo (5.3.2. 18)
«o
De modo análogo se obtiene:
• e 6 6
lUcc(k)l« ~Wc(kl] «o ( e,, e1,’ e0 o0) (5.3.2.19)
Expresiones semejantes se obtendrían para el resto de
contribuciones, de tal manera que ci cálculo de la energía de una
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cierta configuración utilizando parámetros a se obtendría sediante
adición de las distintas contribuciones en el estado de
referencia, «o. multiplicadas por un cierto factor de escala:
IuIatrocn = c
110’U Oc)] CnCfl (14, Oc)] +
« «~ 4=)~ 0t~ % 01 ~ [U~,(k)] +j 12> a 6> aO
~¶ 201( C220lZ) fu~(k)l + ______
e0 oc o co 4) «
De modo completamente análogo se puede proceder con la
presión, separando las distintas contribuciones y escalando
adecuadamente.
Utilizando configuraciones generadas en las simulaciones de
a—alcanos se llevaron a cabo diferentes cálculos de optimizaclón.
El criterio para optimizar consistió en obtener el parámetro o los
parámetros que minimizaban una cierta función objetivo, O (a),
donde a representa el conjunto de parámetros a optimizar. La
función Ola) utilizada fue:
O(a) = ap E pj(a)—4 )~ + a, ~¡ A114(a)—A14 ]~ <5.3.2.21)
a a
Donde los suisatorlos se llevan a cabo sobre uno o varios
omistes.., dependiendo de los casos, p4 y AI4 son los valores
experl.entales. Los coeficientes a, y a, están relacionados con
216
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las barras de error obtenidas mediante la simulación.
“‘1.
—1a, ~4—E ~ (9>) (5.3.2.23)
1—l
•36•
aj’ ~7~’ E SJ(’Ai{,>) (5.3.2.24)
1=~
Siendo N•
1• el número de sistemas considerados (6 en el
presente caso).
Los valores utilizados fueron a,—6.5 Ifa y man 21 4 (aol de
-1 0 0grupos) Los valores experimentales MI1 y p utilizados se
recogen en la tabla 5.3.2.1.
Tabla 5.3.2.1
n-C,111 ~ n—C68,4 >rC7H34 n—CeB,s n-CeHzo n—C,0822
p
0fl4Pa 0.1012 0.1013 0.1013 0 1013 0.1013 0.1013
1’
o —,A11
5/(Uaol 1 4.85 4.85 4.87 4.88 4.89 4.89
Expresada por aol de grupos
Se llevaron a cabo dos tipos de optíaizaciones:
optíaizaciones para sIstemas individuales y optimizaciones
globales. Incluyendo todos los sistemas. En ambos casos se
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calcularon los valores de las propiedades utilizadas para el
ajuste para todos los sistemas, Por otro lado se evaluaron el
valor del parámetro de efIciencia para cada sistema y las
funciones O individuales y globales.
En primer lugar se abordó la optimización del valor del
parámetro t de Lennard—jones. considerando e igual para los grupos
metilo y metileno, y utilizando el valor de o de). potencial de
Ryckaert y Bellemaxis. En este caso se llevaron a cabo
optíaizaciones para cada sistema independiente (6 optíaizaciones





Posteriormente se llevaron a cabo optimizaciones para cada
sistema independlente, considerando dos parámetros a ajustar, e y
o’. Coso en el codelo de Ryckaert y Bellemans se consideró:
Ocx,ocn~’.C y Cc’4,t~’4
2*C. Los resultados se presentan ea la tabla
5.3.2.3. Obviamente se obtienen valores muy buenos de las
funciones objetivo individuales, ya que se ajustan, en cada caso,
dos propiedades (presión y entalpia de vaporización) mediante la
OPTIMIZACIOI¿E3 INDEP»¿DIflI1~
PARM4EflOS A OPTIMIZAR: e
l~ESTRICCI0NES: t • — 53.
0jS03 — 0. 3923 n~
WIIflD bE 0P’TIM!ZACIONES • 6
sístna ca~ pAlPa 611 ~ o~
n—C
611,2 67.S 0.717 —4.5 4.85 0.6
n~CóI
4í, 63.0 0.359 —10.7 4.84 3.0 1’10’
n—C,W. 63.2 0.168 —21.6 4.26 II. 7.102
n—C,H,, 62.2 0.240 —25.4 4.87 16. 7.102
n—C,ff
20 61.6 0.092 —24.7 4.88 15. 9’10
n—C,0H23 60.2 0.068 —36.4 4.87 32. 210’
• Xélvin
* Eficiencia del repesado sobre el misten optíaizado
4 LI! < ¡sol de grupos)
O Función objetivo individual del sistema ajustado
1 Función objetivo global: Suma sobre todos los sistemas
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introducción de dos parámetros.
Tabla 5.3.2. 3
Como se deduce de los resultados anteriores la utilización de
los mismos parámetros Lennara-Jones para los grupos metilo y
metileno no conduce a una buena concordancia de resultados
experimentales y de simulación, los parámetros que ajustan las
propiedades de un cierto n—alcano en estado liquido fallan de modo
obstensible al aplicarlos a otro ti—elcano. Se han propuesto~
OPTIMIZACIOHES INOEPDCI ENTES
PARA>4ETROS A OPTIMIZAR: e. o
HESTRICCI0N~: cma, mc
1, o = o1 = o’2
MUflO DE OPTIMIZACIONES = 6
SISTfl4A t1
0 o’/¡jjj p/MPa Al!) o
n—C
5H,2 67.5 0.3934 0.89 0.1 4.85 0.01 310~
n—C6H,, 63.6 0.3951 0.77 0.3 4.85 0.01 líO
2
n—C,B,
6 60.1 0.3985 0.13 0.4 4.87 0.07 7.102
n’~CH,6 59.8 0.3975 0.24 0.8 4.88 0.07 7.102
~—%>~~e 58.6 0.3982 0.32 —0.2 4.89 0.10 l’l0’
n—C,01122 56.6 0.4000 0.14 0.2 4.89 0.01
t Kelvin
* Eficiencia del repesado sobre el sistema optimizado
Idi ( aol de grupos)
* Función objetivo individual del sistema ajustado
1 Función objetivo global: Suma sobre todos los sistemas
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modelos de potencial para estos sistemas en los cuales se
establece une distinción de parámetros en función de la naturaleza
química del grupo, siguiendo esta idea se realizaron ajustes
globales de parámetros utilizando todos los sistemas. El primero
de estos ajustes considera el .ais.o diámetro para los grupos
metilo y metileno, pero diferentes valores de e. Los resultados
obtenidos se recogen en la tabla 5.3.2.4.
221
Tabla 5.3.2.4
Finalmente se llevó a cabo eí ajuste de cuatro parámetros,
considerando o y e diferentes para los grupos metilo y metileno.
Los resultados obtenidos se muestran en la tabla 5.3.2.5.
OPTIHIZACION GLOBAL
PARM4EROS A OPTIMIZAR: e,, e
2, o’
RESTRICCl0N~: o = o’, o’2
PARMCTROS OPTIMOS
r,ik 5 Cc5~ /k 89.0K
= ccc 1k 52.1K
o’ = «CH3 o’052 0.3950 ni.
1
O, — 37.
*SISTD4A pil4Pa AV. 4
0.06 19. 4.85 8.8
n—C<H,4 0.09 9.0 4.86 2.1
n—C7H,« 0.06 3.5 4.88 0.3
n—C8H,5 0.23 -5.5 4.88 0.8
n—C9H20 0.04 —2.9 4.84 5.3
0.05 -27. 4.92 20.
Eficiencia del repesado sobre cada uno de los sistesas
Idi ( mol de grupos)
Funciones objetivo individuales




En las figuras 5.3.2.1—5.3.2.4 se muestra como varia la
eficiencia del muestreo mediante repesado de configuraciones en
función de los nuevos parámetros. Se ha representado la eficiencia
promedio de los seis sistemas utilizados. Lógicamente la
OPTIMIZACION GLOBAL
PARAI4EffiOS A OPTIMIZAR: «a. «2» 02.
?ARM4ETROS OPTIXOS
c
1/Ic = «cs /k 92.5K




1 02 • cc,~2n 0.3999 na
O, — 19.
SISTB4A ¿ pi)Wa Al!!
0.29 13. 4.85 3.7
0.30 10. 4.86 2.6
n—C~H,e 0.13 —6.5 4.90 3.6
n—CeH,e 0.20 1.4 4.81 0.6
0.09 2.7 4.85 4.6
0.11 -14.3 4.91 5.9
t Eficiencia del repesado sobre cada uno de los sistemas
* 1<4/ mcl de grupos)
§ Función objetivo individual del sistema ajustado
¶ Función objetivo global: Suma sobre todos los sistemas
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eficiencia disminuye a medida que los parámetros se alejan de los
utilizados en la simuleción En las figuras 5.3.2.5—5.3.2.6 se
representa (—log,
0 O,) en función de los parámetros.
Los resultados obtenidos permiten establecer que la
consideración de distintos parámetros Lennard.-Jones para los
grupos metilo y metileno da lugar a una notable mejora en la
descripción de las propiedades termodinámicas de n—alcanos en fase
líquida. Los parámetros que minimizan las desviaciones entre las
propiedades calculadas y experimentales para las optimitaciones
globales no son muy próximos a los utilizados en la simulación.
por ello las efIciencIas obtenidas en los muestreos por repesado
son relativamente bajas; por consiguiente los resultados obtenidos
han de considerarse como una primera aproximacldn. Un cálculo más
preciso exigiría, o bien utilizar mayor número de configuraciones
independientes del sistema simulado, o proceder a una serie de
simulaciones sucesivas introduciendo en cada una de ellas los
parámetros de potencial calculados mediante repesado a partir de
las configuraciones obtenidas en la simulación previa.
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5.4 N’BLJTAHZ UOUI~ < MODELO DETALLADO 1
Se han llevado a cabo simulaciones para el n—bvtano mediante
métodos de Monte Carlo espleando .1 modelo propuesto por Vilo y
Yip (sección 2.3). En la tabla 5.4.1 ser recogen las condiciones
de los sistemas simulados.
Tabla 5. 4. 1
SISTD4A T/X d/<Xg m~) N
n—butano liquido 250. 625. 64
n—butano <gas ideal) 250. 0.
A lo largo de la simulación del sistema liquido se realizaron
tres tipos de movimientos, traslaciones moleculares, rotaciones
soleculares y moVImIentos Intraaolectilatts, en el sistema que
representa el gas ideal sólamente se efectuaron movimientos de las
coordenadas Internas.
El procadialento utilizado para el muestreo de las nriables
moleculares externas (posiciones de los centros de masas
moleculares y orientaciones moleculares) fue análogo al empleado
en las simulaciones de n—butano utilizando el modelo de
Ryckaert-Belleaans y 1.2 dicloroetano (secciones 5.1 y 5.2). Para
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definir los ejes de los sistemas de referencia moleculares se
utilizaron las direcciones de los ejes principales de inercia. Los
sucesivos pasos de simulación se llevaron secuencialmenta, según
el esquema detallado previamente en la sección 5.2.
Las coordenadas Internas utilizadas fueron 13 distancias
entre pares de átomos. 12 cosenos de ángulos entre tríos de átomos
y 11 ángulos dihedros entre grupos de 4 átomos. En la figura 5.4.1
se muestra la numeración de los átomos que permite detallar las



























u,. 75 , 76, 71
r (H—C—C--H)§
Ya. ~ Y20, 7,2
§ La secuencia de átomos que define estos ángulos
no representa una línea de enlaces químicos
hs,, •23¿C
&lle 5S29 4334 •aSB
Ás,ó
4ta,~ *3,5 *3tE
Loa distintos atados da libertad intramolacoslares fueron
tratados de diferente modo al generar configuraciones de prueba en
las que variaban los valores de las coordenadas internas. El
ángulo de torsión y(C—C—C—C) fue muestreado por un procedimiento
idéntico al utilizado en las simulaciones de 1.2 dicloroetano
Cs.cción 5.2), el resto de coordenadas internas se variaron a la
anera estándar. En ‘Am movimiento Interno, por tanto las
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coordenadas de prueba <b
1.b. b,,.c~.c2,.... c12.7,,72 . 7i~}
de una cierta molécula se obtendrían a partir de las coordenadas
departida{b,.b, b,,.c,.c2 ~ 7,,}como:
¿b~e 1—AbAbí .1=1.2 13 <5.4.1)
c, c1~ 5c~ .Ac,c !—Ac.tc] .ial.2 12 (3.4.2)
a71 ,Sy,< [—tiAr) .1—2,3 11 (5.4.31
Los incrementos anteriores se eligen al azar con probabilidad
uniforme en los intervalos correspondientes.
El ángulo y~ se elige en el intervalo <0,21!] con una cierta
probabilidad «(r¡47fl independiente del ángulo de partida definida
como:
exp (—$V (y 1]
(5.4.4)
25





FEURA 54.1 REPRESENTAOON DE LA k4OLECIJLA DE N—EUTAJ4O
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Los movimientos internos se realizan de manera que se
conserva la orientación de las moléculas, así como las posicione.
de los del centro de masas.
La probabilidad de una cierta configuración vendrá dada por:
p(t.t, <b>m. <«IP. <r}) «
<5.4.5)
Para las coordenadas utilizadas GIS/a adopta la forma:
N 13
2IGIí.12« fi sen(s
1) fl b~ (5.4.6)
1=1 j=l
En esta ecuación 6~ es el correspondiente ángulo de Euler
para la molécula 1. b1~ es la distancia de enlace j de la molécula
1.
El criterio de aceptación (sección 3.1.1) de los movimientos
intramoleculares será por tanto:
A(Q.q1-.Q,q,) — mínimo [1.
~[bis ¡ 1exp (—$¶I(Q,q, 1] eXPI~oVr(T:, )j 81 ~
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En esta ecuación Q representa las coordenadas del misten que
no varian al crear una configuración de prueba variando las
coordenadas Internas de una de las soléculas, q
1 y q~ representan
repectivamente las coordenadas internas de partida y de prueba de
la molécula perturbada. y~ 3> r,, son los valores inicial y
perturbado del ángulo de torsión definido por los carbonos,
Análogamente b15, y b.~ representan las distancias de enlace.
Para elegir la función VÁr1 ) se realizó en primer lugar una
sisulación relativamente corta para el misten ideal <utilizando
una sóla molécula> en la que V~fy~) se consideró constante, a
partir de los resultados de la función de probabilidad S(11 1
(sección 1.1) obtenida y teniendo en cuenta la temperatura se
obtuvo la función VÁi1í utilizada en el resto de las
simulaciones:
(<7,i 5$t lo (5.4.8)
So ~n 1
Donde < representa el valor sáximo de la función de
probabilidad obtenida.
5o~ La función se representó como un





En la tabla 5.4.3 se recogen los coeficientes de este
desarrollo, así como las variaciones máximas permitidas en el
resto de los sovialentos:
Tabla 5.4.3
Para generar la configuración de partida en la simulación de
la fase líquida se situaron las moléculas sobre una red cúbica,
con orientaciones al azar, como distancias de enlace iniciales se
tomaron los valores de equilibrio de las contribuciones de tensión
a la energía intraseolecuiar <sección 2.3), del mismo modo se
procedió con los cosenos de los ángulos de enlace. Los ángulos 7,.
72 Y 7, inciales fueron de 180 grados <conformación trans.>. Los
Translación molecular:




Ab — o.oíÁ Aca 0.01 A
7 — 0.02 rad 5 1.15 grados
Coordenada y,. coeficientes del desarrollo de
1< 0 1 2 3
—la8/(Kj aol ) 8.369 —14.226 0.000 22.594
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demás ángulos y fueron escogidos de maner, que los ár>guios de
torsión definidos obre lineas de enice valiesen 60, 190 o 300
grados.
En la simulación del gas Se procedih de modo análogo. En 1*





t 5Número de ciclos 10 510
Número de configuraciones 10~ 0.9610~
Fase de promediado:
t .7 5Número de cielos 10 1.6’1O
Núaero de configuraciones 10’ 3.m2~loe
II Aceptación:
Translación molecular — 22. 5
Rotación molecular — 21,8
Intramolecular 45.5 20. 9
t Un ciclo equivale en este caso a haber generado una
configuración de prueba por cada tipo de movimiento
para cada una de las mo]átul.s del sistema.
1 1 ciclo < > 3 al configuraciones, en el liquido
1 ciclo < > 1 configuración, en el gas ideal, donde
los moviaiemtos de translación y rotación no son
necesarios 1
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En la tabla 5.4,5 se recogen los resultados obtenidos para






1,~~10/(kJ sol ) 21.5(1) 21.5(5)
tse —,U lOa •ol 1 12.1(1) 11.1±1.0
tj
4~”/(IcJ aol’) 15.2(1) 14. 3*1.1
tOra —l
U ¡(Id mol ) 0.71(1) 0.49(1)
(Id soY 1) 9.1(1) 7.3(9)
<kJ soY’) 0.00<1) 0.02(3)
En la tabla 5.4.6 se muestran los valores




















































t Distancias de enlace en Á.
~ I,’2t 5<a) — <a
2> — <a> 3
ángulos en grados
En la tabla 5.4.7 se presentan los resultados




En la figura 5.4.2 se comparan los resultados de simulación
para la función de distribución radial global. g
8(r), construida
pesando las distintas contribuciones parciales de acuerdo con las
longitudes de dispersión de neutrones de los núcleos para el
9
sistema n—butano deuterado, C.~~0 con resultados experimentales
para el mismo estado tersodináslco.
Como se puede observar la concordancia es siasplesente
cualitativa, la función obtenida mediante simulación presenta
picos más altos que la experimental. Esta discordancia puede ser
debida al proceso de inversión de los datos escperiaentales para
obtener la información en el espacio real. al modelo de potencial
empleado o a la utilización de una descripción puramente clásica
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En este trabajo se han desarrollado diversos procedimientos
pera la simulación mediante sétodos de Monte Carlo de líquidos
constituidos por moléculas flexibles.
Se ha procedido a la simulación de sistemas de distinta
naturaleza, los resultados obtenidos permiten formular las
siguientes conclusiones:
1. La densidad no tiene una influenci, considerable en el
equilibrio conformanional de n—alcanos de cadenas cortas en fase
líquida.
2. La estructura intrasolecular del n—butano en fase líquida
no se describe adecuadamente por el efecto exclusivo de las
fuerzas repulsiva..
3. Efectos de empaquetamiento soletular favorecen la adopción
de confortaciones alargadas para n—alcanos de tasafio medio er3 fase
líquida. Este efecto se Incremente con el tamaño de las cadenas.
4, Las fuerza, electrostáticas tienen una influencia
determinante en el equilibrio confornacional de moleculas
flexibles polares.
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5. Los métodos de tipo umbrella permiten construir
procedimientos altamente eficientes para la optisización de los
parametros de un cierto modelo de potencial.
6. Las propiedades termodinámicas de los n—alcanos no son
bien descritas por modelos de potencial transferibles que
consideran idénticos los grupos metilo y metileno.
7. Modelos de simulación puramente clásicos no describen
adecuadamente la estructura intramolecular del o—butano obtenida
mediante experimentos de dispersión de neutrones.
8. Ls posible idear métodos de simulación por Monte Carlo
especialmente eficientes para estudimr el comportamiento de
moléculas flexibles de pequefio tamaóo.
9. Los métodos de Monte Carlo pueden jugar un notable papel
de apoyo a la flinásica Molecular en el estudio de propiedades
dinámicas. En los casos en que los tiempos de relajación de
algunos de los grados de libertad del sistema son extremadamente
largos los métodos de Monte Carlo peralten construir
configuraciones termal Indas, a partir de las cuales se pueden
estudiar las propiedades dInámicas asociadas con tiempos
accesibles mediante Dinámica Molecular.
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flEXO A
r¡VACICtJ DE LAS F1DZAS NTRAhCLECU,ARES EH
SISTEMAS CG4 LIGADiAS RIGIDAS
Cuando en un cierto modelo molecular concurren grados de
libertad internos duros y blandos resulta a menudo conveniente
congelar loe primeros mediante ligaduras de tipo rígido (anexo C>.
En ciertas ocasiones existirán contribuciones a la energía
potencial que vendrán expresadas como funciones de las coordenadas
internas no ligadas. En estos casos podrán aparecer a..bigtiedades
al calcular las fuerzas originadas por tales términos potenciales
sobre los centros de interaccion. Tal problema no aparecería en el
caso da trabajar con coordenadas generalizadas adecuadas, sin
embargo resulta notablemente más sencillo en simulaciones por
dinámica molecular operar con coordenadas cartesianas e incluir
fuerzas adicionales que mantengan las coordenadas internas ligadas
Co! sus posiciones de equilibrio.
Los términos de potencial intrasiolecular pueden venir dados
en funcion de coordenadas internas tales que al expresarlas en
coordenadas cartesianas incluyen coordenadas internas ligadas. En
tal caso pueden utilizarse dos caminos para proceder a la
derivación de las tuerzas. La primera posibilidad consiste en
tratar tales coordenadas coso constantes al calcular las fuerzas
intramoicculares. alternativamente puede no tenerse en cuenta la
Z45
A—os
consideracion anterior. Los resultados difieren según el
procedimiento utilizado. Estas diferencias no conllevan un
comportamiento dinámico diferente, puesto que al aplicar el
correspondiente método de ajuste de posiciones para mantener las
ligaduras del sistema las fuerzas resultantes coineiden. Para
apreciar de manera más clara lo expuesto anteriormente se incluyen
en este anexo dos ejemplos.
1. POTENCIAL DE FLEXION
Sea un potencial de flexión dado por una cierta función
U (cose). Siendo e es el angulo entre dos enlaces sucesivos de una
e
cadena lineal. Si A A y fi son las posiciones de tres centros1 2 5
sucesivos de la cadena. cos O vendra definido por:
fi .R
cosi o 2! 23 <A. 1
~21’ ~23~
Las fuerzas resultantes serán:
r=— ~“~e(coso) [Aco:e BR 8 cosE a
Bcosa BR BR BR rr <K2)
a 8
Considerando ligadura rígida en las distancias de enlace, y
siendo b el valor de tal ligadura, las fuerzas resultantes serán
respectivamente:
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r — 8U(cose)r”asl (A. a)Bcose 1b2J
r
e BUCeoS) 23 21 1




» 81J<cose) r 25 23 1F
2•~—~—~j¡-- 1. 1,2 (cose— í (A.7)
— aIJ(cosG) R2, —R2~coe e (A. 8)a a e [ b2
En las ecuaciones anteriores el superindice a indica las
fuerzas obtenidas cuando se tiene en cuenta la ligadura rígida en
la derivación, las fuerzas con superindice b Se obtienen aplicando
las condiciones de ligad4ra después de la derivación.
2. POTENCIAL DE 1~SION
Ssa un potencial de torsión, U definida sntre cuatro
centros sucesivos de una cadena lineal que es función del coseno
del ángulo de rotación interna •. Para calcular cos • se definen
los vectores auxiliares Y y Y1 2
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Linos
— <A ~ R (A.9)
~ ±2 ¡ Rl2
<23 R~,í A (Alo)2 U 2 23
De acuerdo con el criterio de angulos utilizado en este
trabajo cos • será:
v.V
~ a <A. ~
IrrI’7
Mediante las tres ecuaciones anteriores es posible escribir
cos • coso funcion de los vectores que unen centros sucesivos de
la cadena. de este modo y análogamente a como se hizo para el
potencial de flexion. las fuerzas originadas por el potencial de
torsion U podrán calcularse como:
BR8U
4(cos$) rr a eos~ (A.)2)
Bcos4 BR
~‘
Considerando un modelo molecular en el que existen ligaduras
rígidas para las distancias de enlace < b ). y para los ángulos de
enlace < O ) y desarrollando las ecuaciones previas segul, los dos
o
esquemas propuestos previamente se obtienen las siguientes
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ecuaciOnes
au,(cos•> ~ 2 (A.13)acos• L b sine0














BU <ces~~r 4 7< cosO <14cos*) R




1 A2 Bcos$ ~ b%en
2O
o
—cose (14cos$) ,2c0526 (flcos•)0 7< +
2 2 23b sen Qo






Bk(cos*)r 1 — coso <1+cos4)
Fs— 8’ 2 o
3 CO5$~ b seno 32
o
cosO (I+cos~) — 2 ros2O (V.ccs~)o o +
2 2 23b sen e
o
cosO — cosQ (l+cos&
+ R (A.19)
2 34 1b sen o
o
BUt<ccs#)r —R — R cose (lrcos$) — R cos$
— Beoso[ 12 ¿3 1 ] (A.20
4 2 2b sen 6o
Donde el significado de los superindices es idéntico al del
caso anterior. En las simulaciones llevadas a cabo en este trabajo
se utilizaron las expresiones con superindíce b, ya que por ser
más generales que pueden aplicarse independientemente de las




En este apéndice se examinará el cálculo de presión. 1.
‘3
mecánica estadística de equilibrio proporciona la siguiente
relación:
kT faz
~ r rrrj (8. 1)10,T
Siendo 7 la función de partición configuracional del sistema:
[—~tI(R)1diz5...}exp 10 5 <9.2)
Escribiendo 7 en función de la longitud de la caja de
simulación. L, se obtiene:
LL. L
Z<L) = {f...f exp [—rti(xi.Yi.zi..... zm)} dx,dy,...dzi, <B. 3)
~emlizando el cambio de coordenadas:
x, aLa,, Y, aLa, a. (9.4)




2(L) — [1 .,[ exp [—PU(L.«’TM)j L3”d3m (B. 5)
A partir de la ecuación (Bí) se obtiene:
1 dL (B.6)
~3! dvII, r
Mediante la relación entre el voluaen y la longitud de la
celda puede obtenerse:
1 1





3$!! ~ 4 exp[-$)ll QN d3”
o o
Esta Última ecuación puede escribírse como promedio en el
colectivo canónico:
4811) 3M > (B. 10)—E-.
2S2
Transformando la ecuación anterior se obtiene:
< —L 1 BU) > LB.]])
a (~VJ3N
OL 3L e
— • < -L [.4j—)~,,> iB. 12)
En el primer término del segundo miembro de la ecuación
anterior aparece la contribución cinética, el segundo miembro
incluye el efecto de las fuerzas lntermolec’alares.
En el desarrollo previo se ha definido la presión mediante un
proceso de escalado de posiciones atómicas, para sistemas en los
que existen ligaduras que mantienen constantes ciertas distancias
intramoleculares tal procedimiento no es el más adecuado~
resultando sás conveniente un proceso de escalado de posiciones
moleculares en el cual se escalan las posiciones de los centros de
masas soleculares (o cualquier otro punto de referencia
molecularí. En este caso es conveniente clasificar las coordenadas
del s~atema en des categerias: por una parte apareceran 3M
coordenadas (siendo 4 el número de moléculas del sistema) que
indicarán las coordenadas cartesianas de los puntos de referencia
de las moléculas (simbolizadas como q~’<) y por otra parte el resto
de coordenadas del sistema (rotación y coordenadas moleculares
Internas), que serán denotadas mediante un vector de dimension
SU.353M—3M: q,
2 . Operando de modo análogo a como se hizo en el caso
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Se obtiene una ecuación análoga a la (BtU:
II 1 (ay
2V <—L (~L ia~ q
t rl
Oc nodo semejante la presión, p. pt±ededefinirse a través de






I dx, dxínl { dp, ~. dp
31 exy,









1 1 0 0
0= ~“4d.”dasn j..’~ dy±”’’dfl1 exp ~j—0M(L.sv)j (9.19)
Siguiendo la misma ruta que en los casos anteriores:
= —~ < L 1 afl(L.a.,flpv ~ B > (9.20>
‘rs, y
Según la transformación de coordenadas previa la energía




Desarrollando la ecuación (2.20> se obtiene:
«.7
2 1 (BU ~L taL 1> <2.23)





JLL 8x¿J BLJ« (2.241BL
¶5~
Mediante las ecuaciones de cambio de coordenadas (ecuaciones
<2.17) y (B.l8l)~ la expresión anterior se transforma en:
3M
Bx <2.251(BLJL(
Y la ecuación de presión podrá reescribirse, utilizando
notaclón vectorial, como:
m
pV x ~<Za±(—VÁ—) > (B. 26)
—l
O en función de las fuerzas que actúan sobre cada centro de
interacción:
±4
pv = < ~ + < E, > (3.22)
1—l
Aparentemente las ecuacIones (3.11) y (3.27) son totalmente
equivalentes, dada la relación existente entre energía cinética y




TRANSFORMACI~4 DE LA NTEGRAL DE CfrFIGtEACD~
La función de partición canónica clásica expresada en
coordenadas cartesianas presenta la forma:
Q e J.. 4 exp [-~ ~ dp2’<dx’” (C. fl
3”Donde x y p representan respectivamente las 3M
coordenadas cartesianas y los 3M momentos conjugados asociados con
un sistema de N partículas en un espacio tridimensional y >t es
la energía total del sistema. En sistemas conservativos, en los
que no existe intercambio de energía con el exterior puede
expresarse 1< como:
< 3±431% = y + R<p3N) (Ca)
ti es la energía potencial, que depende exclusivamente de las
coordenadas y >< es la energía cinética, que sólo depende de los
momentos.








Ea esta ecuación p. es el momento cinético conjugado a ia
coordenada 1<. • m~ es la masa de la partícula a la que corresponde
la coordenada cartesiana x~ y x
1 es la derivada respecto del
tiempo de la coordenada x1.
En muchas situaciones resulta más conveniente el empleo de
3M
coordenadas no cartesianas. Sea q el nuevo sistema de
3M 3M
coordenadas. q y x se relacionarán a través de las
correspondientes ecuaciones de transformación:
5<, = x.< q,, q2,..., q,,) . 11,2,...3N <C.C
Las velocidades cartesianas estaran relacionadas con las
velocidades en coordenadas generalizadas según:
3±4
k1




Las relaciones anteriores pueden escribirse de forma
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tatricial:
.3. ‘“ (C. 7)
7< -Sq
.3’. -J 3” (C. 8)q sJ *
.1 es una matriz de dimension 371 x 3N cuyos elementos vienen
dados por:
3k± [Bq¡ J (C. 9)
La energía cinética expresada en la ecuación (C.3) puede
rescribirse en forma matricial:
1 . (C. 10)7<71,
>4 es una matriz diagonal en la que aparecen las masas de
asociadas con cada grado de libertad, y el símbolo representa la
transposición de un vector o una matriz. Para no complicar la
notación se han suprimido los superindices que indicaban las
dimensiones de los vectores. Utilizando la ecuación <C.7) puede
escribirse la energía cinética como función de las coordenadas
generalizadas y sus derivadas temporales:
~ ~ 2,aí[




O escrito en forma matricial:
X(q.q) = -4-j a’. CC. 12)
La energía total 1<. vendrá dada en coordenadas generalizadas
cono:
)flq,q) — lt(q) + R(q.q) CC. 13)
El momento generalizado asociado con una cierta coordenada,
±4q, vendra dado, de acuerdo con la mecánica clásica por:
<C. 14)Pi( BH(q q)ji
Derivando en la ecuación (CII) se obtiene:
3M 3±4 Bx Bx
Pi = ~ Z m, ( Bq~ )( Bq; j 4k
1± It2
CC. 15)
Que en forma matricial puede escribirse como:
paG4 CC. 16)
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Siendo G una matriz definida coso:
G—3KJ CC. 17)
De la relación (CíE) se deduce:
p CC. 19)
Aplicando esta definición en la ecuación <C. 12) y teniendo en
cuenta la definicion de G puede finalmente obtenerse la expresión
de la energía cinética en función de los momentos y coordenadas
general izados,
R(q,p) .4.. — -, (C. 19)p G p
La dependencia de la energía cinética respecto a las
coordenadas se manifestará en la matriz G.
La función de partición canónica expresada en coordenadas
generalizadas adaptará la forma:
O e ,fd~fdp exp [—0fl(~.~)} (E. 20)




O mJ dq exp [—011(s)]{ dp e±cp[—aX<~~)] IC. 21)
Integrando sobre los momentos puede definirse la función
2, <qL
2,4q) — { dp exp [—PXCP.qj (C. 22)
Z~(q) = f...{ dp,. ..dp
31 ex~L-.+.. p G1p ] <C.23)
La existencia de factores cruzados en el integrando de la
ecuación CC.23) dificulta la integración sobre los momentos, para
resolver este problema conviene realizar un cambio de variables.
Definiendo las momentos generalizados p como combinación lineal de
las variables auxiliares p’ podrá escribirse en notación
matricial:
p = Ap’ CC. 241
Donde la matriz de coeficientes A es ortogonal CA½Á). Una
elección adecuada de la matriz A permitirá la integración en
CC. 23), en tal caso no aparecerán terminos cruzados en las
variables p’. Teniendo en cuenta la simetría de la matriz G la
transformación adecuada será aquella para la que la matriz A.
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definida como:
AA’ Gt A (C. 25)
sea diagonal. En tal cato se verificará:
Al = IG’ 1 cl’ CC. 26)
Por lo que la integral (C.23) dará lugar a:
CC. 27)
La función de partición configuracional es por tanto:
O J dq exp [-~i~<~] 204) CC, 29)
El valor medio de una cierta propiedad, .4, que depende
exclusivamente de las coordenadas vendrá dado en coordenadas
generalizadas como:
{ dq exp[—PliCq)] 2
7(q) A<q)
< A(q) > — CC. 29)
La obtención de Z~(q) puede lograrse mediante un método
diferente, en lugar de llevar a cabo el desarrollo sobre variables
generalizadas y proceder posteriormente a la integración sobre los
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AMEMOS
momentos generalizados, podría procederse en primer lugar a la
integración sobre los momentos cartesianos, y a continuación
realizar el necesario cambio de coordenadas de posición.
Utilizando coordenadas cartesianas el valor medio de una
cierta propiedad Mx) viene dado por
J dr exp[.-st¡<xj A(a)
< Abc) > CC. 30)f dx exp[-sii<r>~
El cambio de variables z a las nuevas variables q origina una
trmnsforn±acion de las integrales para dar lugar a:
f dq exP[—PtLC~)j iCq)j
(C. 31)J dq eXP[—$tI(q)] J(ql¡
Siendo J(q)l el jacohiano de la transformación (ecuación
(Cg)). Obviamente habrá de verificarse la equivalencia de las
ecuaciones (C.29> y (C.311. Recordando la definición del teMor
métrico G en funcion de las matriz .7 y 71 (ecuación (Cl?)) podrá
escribIrme:
1/2
— ng’” jJ¡<3 (C.32)
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Como 71 no depende de las coordenadas obviamente se verifica
la equivalencia de las dos rutas en el cálculo de Z,(q).
A menudo no resulta sencilla la determinación de Z, (q)
mediante .1 cálculo del determinante dei tensor Sirico covsriaot.
métrico covariante O o del .lacobiano de la transformación. Existe
un procedimiento alternativo16 que bate uso del llamado temor
métrico contr.variante, E. E es una matriz cuyos terminos se
definen como:
‘8~k~ (8qI~
~kI Za; ti~j ~-~—j CC. 33)
1—1
De acuerdo con las definiciones de It y O, e> producto de
ambas matrices, (GE). será:
*
(GH)kla Z Gth II,, CC. 34)
Ii. 1
Bx Bx Bq~ Bq
1<GHh¡=ZZZS. mi’Iwi—) [r~~~)<r..j (F~~~) CC. 35)
h~’1i.IJ1
Operando se obtiene:
~ Bx, (6q1 MBx ‘~h’










1 (~53 (~—) CC. 3S)
‘—3
(GE)!!’ Su CC. 39)
Siendo ¿~ la función delta de Kronecker.
Existen situaciones en las que no se puede determinar Z
7Cq)
mediante la integración de los momentos en coordenadas
cartesianas. Tal caso se produce cuando se trabaja con modelos
moleculares en los que aparecen ligaduras rígidas, donde se
eliminan grados de libertad moleculares. Los momentos asociados a
las coordenadas con ligadura rígida son nulos y por tanto no es
válida la integración previa sobre momentos cartesianos, que no
tendría en cuenta las restricciones del modelo. El valor de 27<q)
vendría dado como:
Zp(q) u j G’<q)~ (C. 40>
donde es ‘ma swbmatriz cuadrada de G con dimensiones
(3*44,) x (314—71,1. siendo 71, el nísero total de iigadurn rígida.
del sistema. El cálculo directo de G’(411 resulta notm*le!tt
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bastante complicado, afortunadamente existe un procedimiento
alternativo”’’5 que facilita nótablesente la obtención de Z,,Uq).
Definiendo la matriz RrCq). de disensiones ~ x 74. que es una
subntriz de 71. en la que se incluyen los elementos Hu±.donde los
indices Sc y 1 se refieren a las coordenadas ligadas se verifica:
1 G’~ 1 G ¡ CC. 41)
Para demostrar la anterior relación se define una matriz
auxiliar It’. de dimensiones SN x 371, definida como:
CC. 42)
5 18.., 1 4 { q > (C.43)
Donde <q’> simboliza el conjunto de coordenadas generalizadas
rígidas, y {q<> el reato de coordenadas. Esquemáticamente puede
representarse la matriz it como:
— 1 : ? } <C. 44>
donde por conveniencia se han ordenado las coordenadas, según
sean rígidas o flexibles. Según las definiciones previas it’ es
una subaatriz de E de dimension (314—71,) ±4 74,, 0 simboliza una
subeatriz de dimensiones N~ x (371—74,) cuyos elementos son todos
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sinos
nulos y, finalmente 1 es una matriz unidad de dimensiones (3N-4~,)
(3~I—M,1. De modo análogo pueden desgiosarse la matriz G. El








:~ ? 1 CC. 45)
CC. 46)
Por lo que se verificará:
¡~ ~¡ — ‘rl






Desde el punto de vista fisico—quialco cuando se trabaja con
moléculas resulta muy útil sustituir las coordenadas atómicas
cartesianas por un conjunto de coordenadas generalizadas.
Observando los átomos desde un punto de vista molecular, los 374
grados de libertad asociados con una cierta molecula poliatómica
no lineal pueden desglosarae en 3 grados de libertad de
translación molecular. 3 grados de rotación molecular y ( 3N—6
grados de libertad internos; éstos, a su vez, pueden venir
representados a través de una serie de coordenadas Internas
elegidas de acuerdo con el caracter físico—químico de las
moléculas. En el caso de cadenas lineales existe un conjunto de
coordenadas internas que generalmente resulta muy adecuado para
definir energías intramoleculares. geometrías, etc; este conjunto
esta definido por: 74—1 distancias entre dos grupos sucesivos en la
cadena (distancias de enlace), 71—2 ángulos entre tríos de centros
sucesivos (ángulos de flexión) y 71—3 ángulos de torsión definidos
en flmclón de cuartetos de centros (angulos de torsión, o de
rotación interna>. ~hia cierta configuración molecular podré ser




o a través del siguiente coordenadas generalizadas:
~ (0.2)
It. Y, 2, son las coordenadas de posición molecular.
Normalmente se utilizan las coordenadas del centro de masas
molecular, aunque en principio cualquier otro punto de referencia
definible a partir de las posiciones de los 74 átomos es adecuado.
De modo análogo las coordenadas ~, e y • son las coordenadas de
orientación, asociadas con la rotación molécular. El resto de
coordenadas internas se definen ( utilizando notaclón vectorial
como:
— ¡ R,,,
1j . Y 1 a 71—1 <0.3)
r R,,, ~ R,., ¿.2 7
cosO, e [ IR..,,] R,.,,.íi , Y i S N~2 <0.4)
cos4, s[ —~::-~---;i-~— ], Vi 174—3 (D. 5>




— R,.i,~ — ~• IR±.±,,,21 ~ R,,,,,
Rl,2. ~.± — [R¡,>,í,:R:, ‘ ~ •.± (D.7)
En las anteriores ecuaciones los vectores R1,1 se definen
como:
,~m R1 - (D.8)
siendo Rj y R, las coordenadas de posición de los centros j e
respectivamente.
La ecuación (D.5) no permite determinar el ángulo ~,. sino el
valor absoluto de éste. La determinación del signo puede
realízarse mediante el cálculo del seno del ángulo •,. Por
construcción los vectores S~ y T, son ortogonales al vector
R1,11.2. Definiendo el vector auxiliar fl1 coso:
— x CD. 9)
Se obtendrá un vector con la dirección de R±.±±,ssalvo en
los casos particulares en los que coSO, valga ±1 ( ~± y T, con la
misma direcciós ). Ea tales casos no existirá aabigúedad en el
valor del ángulo •,. Podrá escribirse por tanto:




sen4, s, ¡ ¡R,., <Díl)
$ediante las ecuaciones (0.5) y (0.11) queda bien definido el
ángulo •,.
El cálculo del jacobiano de la transformación de coordenadas
cartesianas a coordenadas generalizadas, puede realizarse mediante
diversas rutas (anexo C). En este anexo se obtendrá el jacobiano,
a partir de sucesivas transformaciones de coordenadas. La primera
de las tranefornaciones consistirá en sustituir las coordmndas del
centro N—simo por las coordenadas internas bs..,. Gx,z, 4¿n.~. A
partir de las coordenadas cartesianas R,,,. R,,.
3 y B~q..1 pueden
definirse unos sistema auxiliar de ejes ortogonales, centrados en
RN±. Sean a, $ y y tales ejes:




7<1d2.M3 — I%, u-, (0.12)¡ R~..¿ ,..± ¡
CO. 13)
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Con este sistema de ejes ortogonales, pueden expresar., las
coordenadas del centro li—sino <utilizando notación vectorial>
como:
— ~ — bw.., cosCo,,..
2) rs • b,,..~ sen(%2) cos(h,) fi
• b,.,sen(e~2) sen(4~~,) 2’ (0.14>
Por tanto para la transformación de coordenadas:
<R1.R2,.... E,,> —> (E,.R2 CD. 15)




donde los términos xu simbolizan las coordenadas de partida y
q± las nuevas coordenadas. De acuerdo con la transformación (0.14)
tos elesentos de la matriz 3 en los que intervienen en el
denoainador de la ecuación (0.16) las coordenadas ir,verisntes en
la transformación serán:
±ulx~ mg1
• O — ~u •
Vg1 E <R,.R,,...,E,,...>





Por lo que la matriz .3 tendrá la forma:
1 0 0 0 . Bx,, By,, ..fEiiSx, Bx, Bx,
OIGO. -2~. By~ _
•oo ío 4 ~ *
B,c,, By~ Bz,
,
.7 0 0 0 1 . B B (D.l9)
o o o o . BX~ Sy,, 23.i
Bb,<.., ab,,.., Bb,,..í
~ ~ ~ ~ 8y~ BXN
Bx~ By~ Bz~
o o O O 84,,.., B4,.., B4,~~
Por la estructura de la matriz .3 se cumple evidentemente:
— J,,¡ (0.20)
Siendo S~ una submatriz de .1, definida como:
Bx,, ay,, ~ 1
=~i
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Donde para simplificar la notación se han suprimido los
indices correspondientes a las variables b~..,. e,..2, 4,....s. La
matriz de coeficientes no depende de las nuevas coordenadas, por
lo que derivando el vector columna, obtenemos la matriz .7 como:

















Siendo 3,, la matriz transpuesta de .7,,, por tanto el Jacobiano
de esta primera transformación será igual a la raíz cuadrada del










— ¡ 3±4 4 1/2
Teniendo en cuenta las relaciones de ortogonalidad entre los
ejes auxiliares a, fl y y, el producto de matrices definido



















b coso cos0 -b senO sena[ <0.26)





Por lo que el jacobiano de la transformación indicada en la
expresión (0.15) es:
2¡41 — ~—± seno,,.
2 (0.28)





Operando de modo semejante se obtendrá:
— b,,..2 senQ~..~ <0.30)
Sucesivas transformaciones darían lugar a un jacobiano global
de la forma:
Mt¡ • 4 senehí (0.31)
It.’
Para realizar esta transformaciones se han introducido los
ángulos auxiliares Oo. ~ y •,~ que por ejemplo pueden
de!iuairse utilizando los ejes cartesianos del sistema de
1S
referencia . Estos ángulos constituyen una de las posibles
representaciones de la arieniacion molecular. La posición






DINAMICA DE SISTEMAS CGI LIGADIRAS
En éste anexo se tratará la dinásica de sistemas con
ligaduras bolonóaicas’4. En estos casos es posible el desarrollo
de la mecánica mediante el uso de coordenadas generalizadas. De
este modo se puede pasar del tratamiento de un sistema en
coordenadas cartesianas con 3M coordenadas y 71. restricciones de
ligadura a un problema de dimensionalidad 3>1—71, en coordenadas
generalizadas.
Serán se vió en el anexo C la transformación de coordenadas
cartesianas a coordenadas generalizadas conduce a la expresión de
la energía de un cierto sistema conservativo como:
fl(LPq> — ti(q) • fl(q,p,,) (¡.1)
Donde 3< se expresa como:
SN SP SS
It.! ‘—± a—a




Las derivadas con respecto al tiempo < velocidades 1 en ambos
sistemas de coordenadas están relacionadas por:
3M
X~ E St (E. 4)
g
3M
~ E k, (E. 5)
a- i
Por otra parte, de acuerdo con la formulación de Lagrange los
momentos generalizados p






Utilizando las ecuaciones <E.S) y < £7) se obtiene:
3M 3’. 3%
E E~’~ [—~bt(Z:) q q Xb <E. 8)
‘—1 b—± e—’
3”
~z ~ a (E. 9)
q
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Las velocidades generalizadas y los momentos generalizado, Se
relacionan ( ver anexo C ) según la ecuación:
3• 3%
1—1 b—±
De las ecuaciones <E.4> y (E. 10> se deduce:
~ SM SN ax• ~, ag~~
x, E E E II ~ ~ <E. 11>
kl i± b~l
Ma Xa— ~ ( q,jPg, (E. 12)
u—’
Derivando respecto al tiempo la ecuación anterior se obtiene:
e, — E ~ E pg,4¡(—~~;] <E. 13)
3•I ¿—2
Desarrollando el segundo término del segundo miembro de la
ecuación anterior se obtiene:
3M 55 2 (E. 14)
3•7 3•a b—3
Nedisate la ecuación (E.9) puede escribirse:
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“<‘sos
3’. 3% 3% 3N 2
Z d 18q,~ Sg1 ~, ax,~Pq1~~j~~J — ZZZ( ax,axuJ 1—~rJ m, 5<, ‘<b (E.l5)
1—t
De acuerdo con la mecánica clásica en versión llamiltoniana la
evolución del sistema viene dada por:
~
Esta ecuación permite desarrollar el primer término del
segundo ¡siembro de la ecuación (E. 13)
aq, ~~
E (Sg±)Pq¿ —? Vsi Lic—) (E. 17)
11 q
E (4~)5<~qí~j (I~) Vs~)Z(I~riF~1 (E.18)
1—a 1”± 1=!
Derivando respecto a q1 en la ecuación (£3) y operando se
obtiene:




Mediante la ecuación (£9) se puede escribir:
3% 3% 3% 3M 3M
(aI< lír r r r VL L L ~Pq~mdki 1± b± c1 C1
3% 3% 3% 3% 3M
4IZZZZZPeímd 5;’~d






2N 3% 3’. 82q~8x..
le.. a
3M 3% 35 2
~aJ( irr r.VEiTJLL ~Pq
1Xc ~ ~
kIb—ltt





A partir de las ecuaciones anteriores se podrá escribir:
3M 3%ZZ 1
11b±




3M SN 3% 2
~ZZ OxBx a, (E.24)
Para sistemas sin ligaduras en la ecuación (E.13) todos los
términos p, pueden ser distintos de cero, en este caso la ecuación
anterior se reduce a:
(E. 25)
Para sistemas con ligaduras ¿os valores p, asociados con




— ~ • Ox.,,> tA~7Jt Ox,>
33 3’. 3% SM aq ‘
8~d’
• E E E E E ~‘<eXd 82x ~ (~+) ~ (E. 26)
1, kIblcsld.i
De forma resumida:
- ‘oh ~ ~ ~ 8g1~ rí
— • ‘~ru’~i LV¡~ui (E.27)
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£1 significado físico se evidencia en esta última ecuación,
las fuerzas en el sistema con ligaduras se obtienen eliminando la
proyección sobre las ligaduras de las aceleraciones en el sistema
libre, (qe> representa las coordenadas rígidas del sistema.
Ea sistemas moleculares con distancias intrasoleculares tijas
se pueden expresar tales ligaduras mediante coordenadas
genetailndas 4,,, Una de las posibles maneras de expresar las
coordenadas g,± es:
— .4-.. [<x~ ~ )3•<y ~Y )a•<~ —z >3]si a,
Donde la coordenada generalizada rígida q,, mantiene fija la
distancia entre los centros a~ y fi,. Derivando respecto a las
coordenadas se obtiene:
— ~ ~a,$j —8,,,,,, 1 (x~~ X«,> (L29>
Donde fi son deltas de Kroneek*r. Sustituyendo este
ab
resultado en la ecuación (E.26) se obtiene:
Nr 35 3M 3M 3M 3






m,i¿,, —L--——-)•Z (4,,fl, «~ 1(x~ —x« 1 (£21)
Los valores A vienen dados coleo:
AL ax~ AiflLLL c %bH8~r•J~kJj
b1 klc±d—t
(E. 32)
La ecuación (£231) puede escribirse en notación vectorial
como:
Kl.
m5&~m. ~ <~e.aj~a.$j 1 R«,$, ?tq~ (£4331
Utilizando esta ecuación es posible llevar a cabo la
integración de las ecuaciones del movimiento de un sistema con
ligaduras empleando coordenadas cartesianas mediante el cálculo de
los valores A tales que se verifiquen las condiciones de
%. ±
ligadura a lo largo de la trayectoria generada.
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ANEXO r
t&ESTREO DE LAS ORIENTACUES MOLECUJLRES
£1 muestreo de las orientaciones moleculares Se realizó
mediante el siguiente esquema:
a> Generación de un eje de giro al azar, uniformemente
distribuido en todas las direcciones del espacio.
U Generación de un ángulo de giro al azar, <. uniformemente
distribuido en el intervalo (—t¿,A4).
c) Aplicación del giro así generado a las coordenadas
átoticas relativas < respecto del centro de gravedad de la
molécula ).
El paso • a se consigue mediante el siguiente procedimiento:
a.l) Generación de tres números aleatorios (z.y,z)
uniformemente distribuidos en el intervalo 1 —1. 1 1.
a.2) Cálculo de t, definido coto:
2 2 2 2 CV.. lx
Rx•y•z
2
Si R > 1 se retorna al paso a. 1 en cato contrario se
prosigue en el paso a.a
a.3) El vector director normalizado del eje de giro se define




g — 1 c,,, c~, c
2 1
c5— ±OR, c,= y/B. c2 zA~ 1 (F. 2)
Fi procedimiento utilizado en las simulaciones por Monte
Carlo, una vez obtenido el eje de giro g. y el ángulo de rotación
¿ consistió en generar la correspondiente matriz de giro y aplicar
ésta a los vectores correspondientes.
Sea a — !a,.a,.a1] el vector de un cierto átono con respecto
al centro de masas molécular. Las componentes paralela y
perpendicular al eje £ serán:
a3 — ( ga ) . 5
a1 a- < ga ) g
LV.. 3)
(F. 4)
Definiendo el vector auxiliar b:
b — g x a1 — g x a (rS)
Se puede expresar el giro como
a •a1 •a±cos<•bsenc CV.. 6)
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Operando se obtiene:
a a< + (a—a
11) cose • b sen~




a •!2—cos¿1 c,C, c,1 c5c1 c,c2
c,c2 )fa5) 100 1Ia~)
cyc5 fja, j •cos¿ cío ~
a II ¡ IIIc, >t¾) 1001
o
sen¿ ~ O —c2 c, a,1[—c~ c~ O] ::
Agrupando términos:
a Ga




Q= c,,c,<l—cos¿)+c1sen¿ c,•s, cosC c,c2<l—cos~)—c,seg
¡c,c0l—cos~)—c,sen¿ c,c,<l—cosC)ec,sen~ c~•s~ co:¿J
a a











CALOtO DEL TENSOR METR¡CO PARA CADENAS CC*~ L¡OADURAS RIGIDAS
En este anexo se analiza el cálculo del tensor G~I para
cadenas lineales con ligaduras rígidas, para ello se calculará el
determinante I~’I (anexo C). Las 2m—3 restricciones de distancias
y ángulos de enlace fijos para una cadena lineal con m grupos
pueden expresarse como:
q
5j..1.—.~—¡r,,,—r, ¡2 , i.í.~ m—i (0.1)
= 4.. ¡ r,~ — r, • 1—1. 2 ro—2 (0.2)
La matriz II’ puede expresarse como:
Derivando las ecuaciones (0.1> y 10.2> se obtiene:
________ = (r,,, — r1 3 ( ~ ~í.ol (0.43
(8g20) a (r,.2 — r, 3 1 ¿,.3,a ~íoJ (0.53
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flonde los a son deltas de Kronecker. Si las masas de todos
los grupos de la cadena son iguales los términos
podrán escribirse cono:
—l 5
~ ¿j’ 2a ir,,,— r, ¡
a 1r,.~— r
1)(r,.¿— r~,2)
o sí ¡1—ii a 2
2
= O
0 Si ¡3—1> 5 3















—5U21.±,1•,2—m (r1.,— r1)(r,,,— r,,s)
112j1,Ij =0 Si ( J—i a 2 2 ó < i—j a 3 )
Considerando las distancias de enlace




M2~,21— da” b2 (1—cose)
• mt 1,21 sen~e (2 • cos~+ cos~,,
1— sen4ísen4±,±)
a
— sen e coso (1 • c054,+ cos*,,,• cos$,cos4,,,)— 2 a—cose)
<G. 22)
~2t-I,2. a’ 1,2 (1—coso) (0.23)
>1¿a~,2cí.,s a” b
2(cose (1—cose) • sen2O cos (0.24>










En la ecuación <0.25) se presenta a modo de ejemplo la
estructura del determinante ¡11r¡ para el n—hexano con distancias y
ángulos de enlace rígidos.
H,~ 11,3 11,, 11,, 0 0 0 0 0.
11¿5 H~, 112, 0 112$ 11,6 0 0 0
H,~
11s, 1135 11,, 11,~ 11,6 0 0 0
H,~ O H,¿ 11<~ 1145 0 H~, 11~ O
IHTI= O 11,~ 113$ ~hs 11~g Heé 1157 ~se 0 (0.251
0 1156 ~ 0 (156 1166 ~c, 0 11~
o o 0 11<, 1157 Meí 1177 ~78 3119
O 0 0 ~ ~ O $e 11p 315,
o o O O O H~ 11,, ~89 H~
El desarrollo de los determinantes de ¡11r1 da lugar, como
puede fácilmente intuirse, a expresiones bastante complejas en
función de los ángulos de torsión. La probabilidad de una cierta
configuración en el subespacio de las posiciones vendria definida
para los modelos de ligadura rígida (anexo Cl coco,
p(R’.fl’. <*1 )= (0.26)
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Escribiendo en función de] temor métrico para e]
sistema sin ligaduras. ¡G¡. (anexos C y D) y del determinante de
la matriz auxiliar 11” se obtiene:
‘a
t (0.27)
¡0 1 I~I ¡~<~j
~=1
Donde ¡E’¡,simboliza el determinante de la matriz II asociada
con la molécula 1. Una de las consecuencias más importantes de la
utilización de modelos de ligadura rígida qué incluyen fijación de
los ángulos de enlace de la molécula es la complicada dependencia
del teMor métrico 1c~¡ con los ángulos de torsión. A menudo
para evitar estas dificultades se someten a ligadura rígida
exclusivamente las distancias de enlace. incorporándose
potenciales de tipo oscilador armónico para la variación de los
ángulos de enlace respecto de sus posiciones de equilibrio. Ea
tales casos loa deterainantes ¡1(I,tienen una forma más sencilla.
por ejemplo para el n-hexano, considerando las masas de todos los
grupos iguales:
II,, ~ O O O
H,¿ H¿~ H2, O O
0 >4,, H,~ 11,. 0 (0.25)
o o )f,~ i*~~ )<,s





m 1, (1—cosO,) (0.27)
Ea este caso no aparece dependencia respecto de los ángulos
de torsión en el tensor métrico ¡0
El determinante ¡Mt
1 para el n—butano con ligaduras rígidas.
y considerando iguales las masas de todos los grupos tiene la
forma:
2 1—c0 c0 c (i—c ) OO O2
•5 cosa
e
l—c 4(1—c 3 l—c O c U—c 1O e e e e
2
•58cO5~
£fl!...I= c0 l—c 2 1—c c (C.2S)
1,10 o o e
c0 (l—%) O l—c0 4<l—c0> i—c0 1:
a+a0cos~
0 c8(l—c9) l—c0 2
+scomt
2 2
Donde c8=coso, 50=sen e y • es el ángulo de rotación interna.
Desarrollando el determinante anterior se obtiene:
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1 lCfr<m’b2)5 ~ a
0 • a8 s cos4 • a3 s cos
2~ • as s cos34
• a, ~:cos4~ 1
Donde los coeficientes a, se definen como:
2 3 4 5 6
a
0— 70—68 c0 —128 c9 +14
0c •44 c
0 -76c0 • 16c0 .
,4 c~ — 2cO
2 3 4 5 6
a,— —8 —4 c9 • 20 c0 • Sc0 — 16 c0 — 4 c0• 4 e0
3
a2— —32 • 36 c — 4 ce o
2
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