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Abstract: This paper deals with the application of a variational method to a boundary value problem of the wave 
equation. Starting with an initial boundary value problem (which is given) introduction of a boundary condition at the 
final time leads to a boundary value problem with one of the initial conditions redundant. This redundant initial 
condition is used by the trial function of the direct method (of the Ritz type) which is employed to stationarize the 
variational principle. 
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1. Introduction 
The care that should be exercised whenever a hyperbolic partial differential equation is solved 
is well known. Among the methods being used, the variational method is not the first choice. 
Previous attempts to apply the variational method on linear as well as nonlinear problems were 
successful, both in a theoretical way (e.g. by Whitham [ll]) and in a numerical way (e.g. by 
Saunders, Caldwell and Wanless [7], and others). This paper deals with the application of a 
variational principle to the one space dimension wave equation with initial and boundary 
conditions. 
The method being used is proposed by Noble [5]. It consists of the reformulation of the initial 
boundary value problem as a boundary value problem (in general incorrectly posed for 
hyperbolic equations) for which a variational principle is found. By means of a direct method 
(with a parti cu ar choice of trial functions) an approximation is found to a function that renders 1 
the variational principle stationary. 
Numerical experiments, however, indicate that this method is feasible only for a very small 
time interval (t E [O; O.OOl]) (cf. Snyman [9]). In order to apply the method to problems with a 
longer time interval it is necessary to introduce time steps. Because of the time invariance of the 
action integral in the variational principle, these time steps can be introduced without any 
difficulty. 
After some preliminaries in Section 2 the problem to be used is stated in Section 3. Some 
general remarks about the well-posedness of the abstract problem, are given in Section 4. The 
numerical approach is outlined in Section 5 while Section 6 offers two numerical examples. 
Example 2 shows that slightly better approximations are obtained than the usual finite difference 
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approach (which would have been the first choice if confronted with such a problem). In the last 
section we briefly discuss the numerical stability of Example 1. 
2. The calculus of variations 
Denote the variables in Rn by ui, i = 1,. . . , n and in R” by xa, cx = 1,. . . , m. A hypersurface 
C, of R ’ X R m is represented by the set of n equations 
Ui = 24i( xa), (2.1) 
and the derivatives of the function (2.1) are denoted by 
u; = aui/axa, u& = a2ui/axa axp, etc. (2.2) 
Suppose that we are given a function 
L=L(x”, Ui, Uh) 
and a region R in R”. We may construct the integral 
I= 
1 
L(xa, u’, u;) dxl . ..dxm. 
R 
(2.3) 
which depends on the choice of the hypersurface C,, given by (2.1), and it is assumed that 
boundary conditions are given in the form ui(xn) =fi, xa E aR. 
The simplest problem in the calculus of variations is then formulated as follows. Find the 
conditions that a subspace must satisfy in order to render (2.3) with fixed boundary conditions 
an extremum. In order to answer this question, one first finds the collection of hypersurfaces that 
renders (2.3) stationary. These surfaces necessarily satisfy the conditions portrayed by the 
so-called Euler-Lagrange equations 
(d/dxa)( aL/au;) - (a_c/ad) = 0. (2.4) 
The conditions that these hypersurfaces must satisfy in order to render (2.3) an extremum are 
constructed with the aid of the Weierstrass excess function, the second variation, etc. However, 
these aspects of the calculus of variations will not be of concern below. 
3. Statement of the problem 
The problem to be investigated is the linear hyperbolic initial and boundary value problem 
GXx, = (l/c2)$$,; (3.la) 
+(0, x> =f(x), $JO> x> =g(x), O<x<l; (3.lb) 
++, 0) = 0, +(t, 1) = 0, t>o. (3.lc) 
We are seeking the solution +( t, x) at any t z 0 and defined for x E [0, 11. That is, suppose we 
are given a time t = T, we want to write down +( T, x) for x E [0, 11. 
In order to formulate a variational problem such that (3.la) is the associated Euler-Lagrange 
equation, we have to reconsider the region in the tx-plane of independent coordinates t and x. 
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This region is bounded by the lines x = 0, x = 1 and t = 0. Since we only need the values of 
$( t, x) up to a certain time, say T, the values of t and x are restricted to the rectangle 
R = {(t, x) 10 < t < T, 0 6 x < l}. (3.2) 
In order to avoid transversality conditions on the boundary t = T, we introduce the boundary 
condition 
@“, x) = h(x), (3.3) 
with h(x) an unknown function. We are now in a position to formulate the variational problem. 
The action integral is given by 
(3.4) 
in which R is given by (3.2). We seek the function $( t, x) that yields a stationary value to (3.4) 
and at the same time satisfies the boundary conditions 
@(I, 0) = 0, +(t, 1) = 0, O<t<T; 
~(0, x) =f(x), +(T, x) =h(x), O<x<l, 
(3.5) 
in which f(x) and T are known and h(x) is an unknown function as yet. In addition to (3.5) we 
also have the condition $(O, x) = g(x) at our disposal. 
A word of caution is necessary at this point. It is possible to construct a variational problem 
(that is, find a function L for (2.3)) that is related to an incorrectly posed boundary value 
problem. One can proceed to ‘solve’ this variational problem, but the approximation obtained 
need not relate to the boundary value problem (cf. e.g. [S]). Accordingly the well-posedness of a 
boundary value problem is fundamental when variational methods are used. 
Observe further that in order to formulate a variational problem, some knowledge of the 
solution is required on the whole boundary dR. We will be concerned with boundary conditions 
in fixed form, of which (3.5) is an example. Hyperbolic boundary value problems of this type are 
in general incorrectly posed. Conditions for well-posedness are given in the next section. 
To conclude this section we note that if the boundary value problem is well-posed, one does 
not have to solve the variational problem. It is sufficient to find a function (or the approximation 
thereof) that yields (2.3) a stationary value. 
4. Remarks on the existence and stability of the solution of the abstract problem 
For the purpose of this section we introduce a Hilbert space H and a differential operator A 
from a subspace of H into H. Furthermore, we suppose that A is linear, positive, self-adjoint 
with compact inverse A -l. It is also required that A possesses a maximal and complete 
orthonormal set of eigenvectors { X, } T= i and an increasing sequence of eigenvalues { h, } ;= i. We 
consider the problem 
d2u/dt2 + Au = 0, t E (0, T); 
u(O) =f, u(T) = h, f, hEH> 
(4.1) 
of which the problem (3.la), (3.5) is a special case. The solution set of (4.1) is denoted by 9’i and 
its elements are twice differentiable. 
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The initial value problem (3.1) is a special case of the problem 
d2U/dt2 +Au = 0, t E (0, T), 
u(0) =f, u,(O) = g, f, ~EH, (4.2) 
with solution set 9’*. It is clear that we should restrict ourselves to the solution set 9’r n.5f2 and 
show that it is nonempty when certain conditions on f and g are met. 
The existence and uniqueness of a solution for (4.2) is well known. For the case above, the 
solution takes the form 
u(t) = f ((f, x,) coS tK + (l/&)(h, X,) sin t&JXn, (4.3) 
n=l 
in which (.; ) denotes an appropriate inner product on H (cf. e.g. [l]). 
The existence and uniqueness of problem (4.1) is summarized by the following theorem that is 
proved by Levine and Vessella [3] for the case f = 0. 
Theorem. Suppose that the eigenvalues of the operator A are such that 
(a) X,4 {k2-Tr2/‘T2, k=l,2, 3 ,... } 
and we have that 
(b) E YAfY XJ12 < 00, 
n=l sin* TK 
If A is such that the conditions outlined above as well as (a) and (b) are satisfied then the solution of 
(4.1) is unique and represented by 
u(t) = f ((f, X,) sin(T- t)\ix, + (h, X,) sin tK)X,,/sin TA. 
n=l 
(4.4) 
Stability requirements for the problem (4.1) are given in [3], namely 
I] ‘Z(O) ]] H G c, 
in which C is a constant. This amounts to, for some C, 
(4.5) 
“ut(o)“,= fit A’ ((k Xn)-(f, X,)cosT~)*~C, 
a=1 sin’T& 
(4.6) 
in which we have used the norm of v = (IL;zIa,+~) as 
lb-4 = E lan12. 
?I=1 
Due to the fact that the solution sets is Y1 nY2, it follows that the time derivatives of (4.3) and 
(4.4) should be equal, also at t = 0. Hence, we obtain from (4.3) and (4.4) 
(h, X,) = (sin T&/&)(g, X,) + cos T&(f, X,,). (4.7) 
Substitution of the result (4.7) into (4.6) yields the requirement 
ntr (g, XJ’ G C* (4-g) 
Thus, if g is bounded by some constant, the condition (4.5) is met. 
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It should be noted that the generalized solution (4.4) will satisfy the boundary conditions 
(3.1~) if the eigenfunctions { X,,}T=i vanish at x = 0 and x = 1. This condition is met by the 
examples below. 
5. A numerical approach 
The problem as stated in Section 3 is addressed by Noble in [5]. The outline of one of the 
methods he proposed is the following. 
Divide the range 0 < x < 1 into n + 1 subintervals [x,, xi+ J, i = 0, 1,. . . , n. The function 
+(t, x) (that is, the function that yields (3.4) a stationary value at least) is approximated by 
60, x) = ? x,(x>@~i(t>> (5.1) 
j=O 
in which X,(x) are defined by 
i 
0, O<i#j<n, 
x~(xi)= 1 O<i=j<n 
> . 1 > 
and 
f(Xj)+ ~h(Xj)+bjT 
(5.2) 
63) 
In (5.3) we note that f(x,) is known for every j, h( x,) is unknown and bj are constants which 
are ‘supposed’ to be unknown. The usual approach (as in the Ritz type methods) requires that 
both f(xj) and h(xi) are known while the constants bj are to be determined. The particular 
choice (5.3) takes care of the bj constants in the following way. Differentiation of (5.3) with 
respect to t yields 
djj(t) = - $f(x,) + $h(xj) + bjT f - $ , 
( i 
(5 4 
and hence 
&‘j(O) = b,( = g(xj)). (5.5) 
Thus, the only unknowns are the functions h(x,) in (5.3). Furthermore, the boundary conditions 
in (3.5) are satisfied by (5.1), and in particular we have 
@j(O) =f(x,)* Qj(T) = h(xj). (5.6) 
Clearly, the object of the matter is to find the values h(xi) in (5.3) so that (5.1) is an 
approximation of the solution of (3.la), (3.5). 
Substitution of (5.1) into (3.4) yields 
I(i) = ~ ~ (C’~~,/‘~;(t)~j(t) dt - biiJ’~i(t)~,(t) dt), 
i=O j=O 0 0 
where 
(5.7) 
(5 .S) 
a,_= ldX, d4 
‘I J - -dx, o dx dx bij = J 0 ‘Xix, dx. 
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Suppose that the length of the interval [xi, x,+J is uniform, say I, then (5.8) becomes 
aii_l = aii+i = -l/l, aii = 2/l, 
‘ii-l = ‘,*+l = ~‘, bl, = +I. 
(5.9) 
The integral (5.7) depends on the unknowns h(xj) and also the supposed unknowns bj. We 
follow the usual pattern and differentiate (5.7) with respect to bj and put the result equal to zero. 
Thereafter we substitute b, with the aid of (5.5), f(x,) and h(x,) by (5.6). We then obtain, after 
some manipulation, 
(1 + %P)@J(~) + $(l - &P){ @j-l(T) + @j+l(')} 
=(l-$P)@j(o) + a@+ %P){@J-~(~) + @,+I(')} 
+ T((l - &P)‘j(O) + :(l + $P){ ‘j-l(O) + ‘j+,(O)}]> (5.10) 
in which we have put p = c2T2/12. The tridiagonal system (5.10) is solved for Qj(T), 0 <j < n 
(that is h(x,)!). 
For future reference it is necessary to determine the approximation of the time derivative of C$ 
at the time t = T. From (5.4) we have that 
'j(T>= -(2/T)f(x~) + (2/T)h(x,) -b,e (5.11) 
Rearrangement of terms in (5.11) and by (5.5) and (5.6) we obtain 
Qj(T) = fT(di,(O) + 6j(T)) + !Dj(0). (5.12) 
Substitution of (5.12) into (5.10) yields a tridiagonal system of difference equations for 6)k(T), 
namely 
$T{(I + &P)&(T) + :(l - +$)(!%,(T> + %+,(T))} 
= (I- %P)@k(O) + i(l + %G-l(O) + %+1(O)) 
+ T{(l - &P)&(O) + +(I + $P)@‘-i(O) + %+1(O))} 
- (I+ &P){ +7&(O) + @k(O)} - a(1 - &P){ +T(%+,(O) + $-i(O)) 
+ @k-i(O) + %+1(O)) * (5.13) 
The system (5.13) may be solved to yield an approximation to the time derivative of the solution 
at time t = T. 
6. Numerical results 
One must not be too optimistic about solving the problem in a single time step with the 
method outlined above. If the time lapse is very small (T = 0.001) this may be done. Otherwise, 
one has to convert the above method to multiple time steps. There are various ways to do it (cf. 
[91)- 
The best one, with the least difficulties involved, is based on the following observation. The 
fundamental integral (3.4) is invariant under a group of transformations of the independent 
variables t and x. In particular, it is invariant under a time translation. That is, the time variable 
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may be replaced by t = 7 + nk, in which n is the time step number and k is the step length. This 
transformation results in that the fundamental integral is always integrated from 0 to k, that is, 
the domain of integration (and the origin) is transformed at every time step with a distance k 
along the t-axis. 
In the numerical method this allows us to replace the values of f(x,), bj, at every time step by 
the approximation of the solution and approximation of its time derivative in (5.3). Let 
= & rk, sl), with k the time step (previously denoted by T) and I the length of the interval 
1, xi]. The finite difference schemes (implicit) to be solved are given by 
(6.1) 
= 3 
2 P%,s + %+,,,~I + urJ+ll 
+ ${(I - %P)%,,- a(1 - %I-+,,,-, + %,s+l]} (64 
in which p( = c2k2/12) is the square of the Courant number. 
The finite difference schemes (6.1) and (6.2) are solved in the examples below with a Gaussian 
elimination procedure that takes advantage of the tridiagonal matrices on the lefthand sides. This 
decreases the number of operations tremendously. 
Example 1. We consider the problem 
%,, = 3% t>o, x+0, l), 
+(O, x) = sin(nx), &(O, x) = $rr sin(ax), x E (0, l), 
+(t, 0) = 0, +(t, 1) = 0, t>o. 
The condition (4.8) is satisfied, and evaluation of the Fourier coefficients yields the exact 
solution 
@(t, x) = sin(,x){cos($rt) + sin($t)}. 
The finite differences schemes (6.1) and (6.2) are applied with I = 0.05 and k = 0.001. The results 
are given in Table 1 for the final time T = 0.25 (that is, after 250 time steps). 
The approximation error increases the fastest (although still linearly) on the boundaries x = 0 
and x = 1. This affects the adjacent points which again contribute to the growth of the error. 
Notice also the error in approximating the time derivative at every time step. A better 
approximation for the time derivative at each time step does not improve the results significantly 
(cf. [91). 
Example 2. In this example the problem 
%X = +*,, ) t>o, XE (0, l), 
+(O, x) = sin(47rx), r& (0, x) = 47~ sin(47rx), 
+(t, 0) = 0, +(t, 1) = 0, t>O 
(6.3) 
x E (0, l), 
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Table 1 
Time step 0.001, Space step 0.05 
X T= 0.001 T= 0.25 
&T, x1 Ii-@ &(T, x1 I i, - @Jr I &T, xl 6-H &CT, xl lit-v 
0.0 0.000013 
0.05 0.156677 
0.1 0.309503 
0.15 0.454703 
0.2 0.588708 
0.25 0.708217 
0.3 0.810287 
0.35 0.892405 
0.4 0.952549 
0.45 0.989239 
0.5 1.001570 
1.0 0.000012 
0.000013 0.025272 
0.000003 0.238569 
0.000001 0.484640 
0.000000 0.712006 
0.921840 
1.108975 
1.268803 
1.397390 
1.491568 
1.459018 
b.oooo12 
1.568327 
0.025272 
0.025272 0.183813 0.183813 0.231488 0.231488 
0.006771 0.351249 0.146857 0.779117 0.646131 
0.001812 0.448929 0.045179 1.478264 1.215566 
0.000488 0.574883 0.018285 0.382997 0.002945 
0.000127 0.768054 0.000076 0.303776 0.195906 
0.000038 0.925737 0.001857 0.687017 0.085899 
0.000005 1.055938 0.001093 0.668168 0.019584 
0.000007 1.164269 0.000113 0.755355 0.002098 
0.000004 1.242408 0.000207 0.809773 0.001272 
0.000005 1.290296 0.000181 0.836679 0.002963 
0.000005 1.306402 0.000161 0.849685 0.000424 
0.025272 0.183813 0.183813 0.231488 0.231489 
Table 2 
X Tl = 0.01 T2 = 0.15 
&'I, x1 &cgl IGkJIFD %L x> l&91 
0.0 0.048035 0.048035 o.oooooo 0.230721 0.230721 
0.02 0.267806 0.010092 0.023366 0.446628 0.286960 
0.04 0.540334 0.001999 0.045264 0.634741 0.325436 
0.06 0.764539 0.000407 0.064318 0.783190 0.343684 
0.08 0.943516 0.000023 0.079331 0.878523 0.336432 
0.1 1.062707 0.000049 0.089359 0.917433 0.306817 
0.12 1.115198 0.000045 0.093772 0.865902 0.225130 
0.14 1.097611 0.000043 0.092293 0.743652 0.112986 
0.16 1.011056 0.000041 0.085015 0.544976 0.035959 
0.18 0.890974 0.000034 0.072395 0.440954 0.053745 
0.2 0.656793 0.000026 0.055227 0.391801 0.014420 
0.22 0.411343 0.000016 0.034588 0.238449 0.002098 
0.24 0.140047 0.000006 0.011776 0.072302 0.008167 
0.26 -0.140048 0.000006 0.011776 -0.076951 0.003518 
0.28 -0.411343 0.000017 0.034588 -0.233026 0.003324 
0.3 -0.656793 0.000026 0.055227 -0.372740 0.004641 
0.32 -0.860974 0.000035 0.072395 -0.487686 0.007014 
0.34 -1.011057 0.000041 0.085015 -0.573088 0.007847 
0.36 -1.097611 0.000044 0.092293 -0.622069 0.008598 
0.38 -1.115198 0.000045 0.093772 -0.632025 0.008747 
0.4 -1.062713 0.000043 0.089359 -0.602297 0.008318 
0.42 -0.943454 0.000038 0.079331 -0.534699 0.007393 
0.44 -0.764915 0.000031 0.064318 -0.433514 0.005991 
0.46 -0.538312 0.000022 0.045264 -0.305088 0.004217 
0.48 -0.277886 0.000011 0.023366 -0.157491 0.002177 
0.5 0.000001 0.000000 0.000000 0.000000 0.000000 
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is solved firstly with the multiple time step procedure outlined above and then secondly by the 
standard finite difference replacement (cf. [4]). The tatter consists of solving the finite difference 
equation 
(6.4) 
on a rectangular grid with k and 1 the grid sizes in the time and space coordinates respectively 
(t = ik, x = jl, p = k/l). 
The standard finite difference approach (6.4) does not yield accurate approximations (even if 
k/f < 1) after the tenth time step in comparison with the multiple time step method. The 
absolute difference in the approximation and the solution is denoted by 1 r$ - C#I 1 FD for the finite 
difference method in Table 2. Further results at T2 = 0.15 for the multiple time step method are 
also shown in Table 2. At time T, the method yields inaccurate approximations on two fifths of 
the x interval [0, 11 in the sense that 
I&, ++(T,> x)1’ I%& x)-6(T,-k x>I. 
That is, the absolute difference between the approximation and the solution at T2 is strictly 
greater than the change in approximation from time T2 - k to T2 (k is the length of the time 
step) for 0 < x < 0.2 and 0.8 < x < 1.0. 
7. Stability 
Although the abstract problem turns out to be stable if condition (4.8) is satisfied, it does not 
mean to say that the numerical procedure is stable. That is, one has to analyze the stability 
properties of the schemes (6.1) and (6.2). Their complexity, however, makes an analytical 
evaluation very difficult. 
The system (6.1) and (6.2) can be written concisely in matrix form as 
&+I = Bv,, 
in which 
(7.1) 
and A and B are two 2N X 2N matrices with coefficients respectively represented in (6.1), (6.2). 
The matrix A is tridiagonal and B has six nonzero diagonals. 
For stability, it is required that 
JIA-‘BIJ < 1, (7.2) 
which is the welI-known Von Neumann stability criterion. The condition (7.2) is satisfied if the 
absolute values of the eigenvalues of the 2 N x 2N amplification matrix A -lB are all less or 
equal to one (cf. e.g. [6]). This has been checked numerically for example 1 (due to the 
complexity of A -lB). The complex eigenvalues are such that their absolute value do not exceed 
one. The calculations were carried out by IMSL library routines LINV2F, VMULFF and 
EJGRF. 
The truncation error of (6.1) is of the order 0(k3) + O(kh’). It is obtained by substitution of 
the Taylor series of the exact solution into the difference scheme (6.1). The scheme (6.2) offers a 
truncation error of the time derivative &( t, x) of order O(k) + 0( h2). 
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The complexity of the amplification matrix A -lB makes it difficult to give a clear statement 
about stability (or even define a proper stability). Such analyses as carried out by Gustafsson, 
Kreiss and Sundstriim [2] were not applied, although the effect of group velocity (such as 
discussed by Trefethen [lo]) may contribute to the inaccuracy on the boundaries x = 0, x = 1. 
These investigations will be dealt with in a later publication. 
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