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Abstract 
This paper investigated the problem of automatic depth of anesthesia (DOA) estimation from electroencephalogram 
(EEG) recordings. Compared with the Bispectral Index (BIS), time-frequency domain signal processing technique 
and nonlinear dynamical analysis were combined for DOA assessment, multiple features were extracted from EEG, 
Lasso and Logistic regression were used to classify and calculate the index of DOA and evaluate its relationship with 
EEG features. In emulation and clinical practice, the index of DOA is very close to BIS. This method can enhance 
existing monitoring devices and work as a general method to find effective features for calculation of DOA. 
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1.Introduction 
Adequate anaesthesia is crucial to the success of surgical interventions and subsequent recovery. Neu-
roscientists, surgeons, and engineers have sought to understand the impact of anaesthetics on the informa-
tion processing in the brain and to properly assess the level of anesthesia in a non-invasive manner. Stu-
dies have shown that integration of multiple parameters can contribute to more reliable detection of DOA, 
and commercial DOA monitors (BIS, Narcotrend, M-Entropy and A-line ARX) have been developed 
thereby, as in [1]. 
The electroencephalographic (EEG)-derived bispectral index (BIS) is a sensitive index that reflects the 
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hypnotic component of anesthesia. BIS is a dimensionless number scaling from 0 to 100, with 100 
representing an awake EEG and 0 complete electrical silence (as in [2]). It integrates EEG parameters into 
a single variable (as in [3]). Bispectral index (BIS) integrates various electro-encephalographic (EEG) 
parameters into a single variable. However, the exact algorithm used to synthesize the parameters to BIS 
values is not known (as in [4]). In this research, the relationship between BIS and EEG parameters was 
evaluated during anesthesia. 
2.Materials and Methods 
Yasuhiro Morimoto have studied the relationship between Bispectral Index and Electroencephalo-
graphic parameters and found that anaesthetic features were linearly correlated with BIS in different le-
vels of anaesthesia (as in [4]). To evaluate the relationship between EEG features and BIS in different 
levels of anaesthesia, we classified five DOA classes assessed by human experts whose judgements were 
based on BIS. Classes of DOA were divided into five levels. D1: Awake, D2: Light hypnotic state, D3: 
Moderate hypnotic state, D4: Deepening of Anaesthesia, D5: Near suppression. 
Table 1. Range of BIS number in each level of DOA 
Level of DOA D1 D2 D3 D4 D5 
BIS number 100-80 80-60 60-40 40-20 20-0 
We built an artificial system that extracted features from the raw EEG signal. The features were then 
fed to a Logistic classifier, which was trained and tested on trials labelled by a human expert relying on 
BIS. Then the output of Logistic classification model was fed to Lasso regression model as adjustable 
parameters, which could adaptively adjust the structure and parameters of the Lasso model according to 
anaesthetic level. Lasso regression model calculated the value of anaesthetic depth, and finally we ob-
tained the index of DOA. 
2.1. Data acquisition 
EEG data were collected using the ASPECT A-1000 monitor (Aspect Medical Systems, Natick, MA, 
USA, software version 3.12). Two EEG pads (Zipprep, Aspect Media Systems, USA) were attached to 
the patient’s forehead as bipolar channel to collect EEG signals. Twenty patients, age from 25 to 57, male 
and female, scheduled for surgery were enrolled in the study.  
The BIS monitoring module calculated BIS index every second. To show our methods easily, we 
chose one channel EEG signal from Two EEG pads. The following is a diagram of the sample EEG signal: 
demo1, from signal generator of ASPECT A-1000 monitor, with a sampling rate of 256 kHz. 
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Fig. 1. Raw EEG signal of Demo1 (left) and its BIS number (right) 
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3.Feature extraction and model building 
3.1. Feature Extraction 
This paper used the traditional time-frequency domain analysis to extract EEG features, including the 
proportions of four EEG rhythms (Alpha, Beta, Delta, Theta), the total power spectral gravity and  beta-
ratio. We could obtain four EEG rhythms by calculating the proportion of each rhythm in the total power, 
the four EEG rhythms were band(7.5~12.5Hz), band(12.5~35Hz), band(0.5~3.5) and band(3.5~7.5Hz). 
beta-ratio is the ratio of power of two frequency band: 30~17 Hz and 11~20 Hz (as in [17]). 
From the perspective of nonlinear dynamic analysis, we obtained a nonlinear parameters set from the 
EEG signal, including approximate entropy (ApEn), ApEn is a statistical property which can be used to 
quantity the complexity and irregularity of a signal, it first introduced by Pincus in 1991(as in [5]). Shan-
non entropy (SSS), Information entropy is first introduced by C.E.Shannon in 1948. It characterize the 
uncertainty of the motion state of the system (as in [6]). Lempel-Ziv complexity (Com). which was pro-
posed by  Lempel and Ziv for estimating a complexity measure(as in [7]).  
Besides, nonlinear Chaos parameters were calculated for more accurately showing the chaotic charac-
teristics of the brain under anesthesia, including Best delay-time, Minimum embedding dimension, Corre-
lation dimension and Largest Lyapunov exponent (LLE). The algorithms were described by N. Kannathal 
in reference [8] that Characterization of EEG—–A comparative study. 
3.2. Logistic regression (Classification of levels of DOA) 
The logistic regression model arises from the desire to model the posterior probabilities of the K 
classes via linear functions in x, while at the same time ensuring that they sum to one and remain in [0, 1]. 
The model has the form 
           0
Pr( | )log
Pr( | )
T
i i
G i X x x
G K X x
β β= = = +
= =
.                                                                                       (1) 
Where 1,2i = ĂˈN, they clearly sum to one. To emphasize the dependence on the entire parameter 
set 10 1 ( 1)0 1{ , , , , }
T T
k kθ β β β β− −= " we denote the probabilities Pr(G = k|X = x) = p (x; )k θ . 
For logistic regression, we would maximize a penalized criterion: 
                    
0
0
0, 1 1
max [ ( ) log(1 )] | |
T
i
N P
xT
i i j
i j
y x eβ β
β β
β β λ β+
= =
­ ½
+ − + −® ¾
¯ ¿
¦ ¦ .                                                  (2) 
The criterion is concave, and a solution can be found using nonlinear programming methods. (Koh et 
al., 2007. As in [9]). 
This paper divided the raw EEG signal data Demo1 into four levels: D1-D4. Since the clinical status of 
near suppression was rare, there was no D5 level. According to established , 1, 2, ,jX j n= " jX is the 
features set obtained from sampling EEG signal segment, n is the number of calculation on the EEG sig-
nal, KD is level of DOA, 1,2, ,5k = "  .This paper mapped feature parameters to four anesthesia levels 
by linear model through the Logistic classification. Through continuous shrinkage method, subset selec-
tion produced a model that was interpretable and had lower prediction error than the full model, and 
didn’t suffer as much from high variability (as in [13]).  
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Demo1 (Fig.2) was used for Demonstration. The misclassification rate of anaesthetic levels in the 
training data sample was 0.062. Testing another EEG sample with this model resulted in a misclassifica-
tion rate: 0.091. 
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Fig. 2. Logistic classification of level of DOA. In this figure, The blue line is Logistic classification result, the red line is the classi-
fication result based on BIS number.  Can be seen very little points in D1 and D2 are incorrectly classified. 
According to Fig.2, misclassified anaesthetic level in our method is located within at most one class 
from its right level. Since this paper used the classification performed by the human expert (who misclas-
sifies usually by at most one class) based on BIS, we could conclude that Logistic classification’s perfor-
mance was very close to the self-consistency of the reference human expert. 
3.3.Lasso regression (Calculation of Index of DOA) 
The LASSO regression was used to fit the index of BIS in different level of DOA. In this process, this 
paper tried to find the role of the features in calculation of DOA index and reveal its joint effect. The least 
absolute shrinkage and selection operator introduced by Tibshirani and abbreviated  as lasso is a hybrid of 
variable selection and shrinkage estimator (as in [10]). This technique shrinks the coefficients of some of 
the variables exactly to zero, giving an implicit form of variable selection. 
This paper suppose that our data are ( , )i iY X , where  ( 1, )iY i = ĂQ is a continuous variable. The 
LASSO solution is to the optimization problem of minimizing: 2
1 1
( ) | |
pn
T
i i j
i j
Y Xβ λ β
= =
− +¦ ¦ .where 
1( , )pβ β β= Ă  and 0λ ≥  is a penalty term. In the linear regression setting, LASSO estimation has 
been considered by Tibshirani. 
We have developed software using Matlab (R2009b) that can perform validation procedure to deter-
mine the model structure and record the model’s parameters. The algorithm uses cyclical coordinate des-
cent in a pathwise fashion, as described in Jerome Friedman’s paper [11]. 
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Fig. 3. (a)  Change of coefficients with L1 norm; (b) Cross validation of Lasso model. 
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Fig. 3. (a) shows the coefficient of the features changing the L1  penalty, which is the result in D3 lev-
el of DOA. In Fig. 3 (b), The coordinate descent algorithm chooses a set of lambda to optimize over 
based on the input given in the options structure. Parameter tuning should be done in such a way that for a 
fixed alpha, a set of lambda values are evaluated, we then selected the best lambda (black line) by cross-
validation, than determine the corresponding model coefficients. 
Lasso regression selected the best subset of feature parameters and showed weight coefficient of each 
feature parameter. As in the table:   
Table 2.  All non-zero coefficients of the optimal Feature parameters subset. 
Level of DOA Length Alpha Beta Delta Theta beta-ratio SSE Com 
BIS number 3.574 7.703 -0.357 0.616 -0.129 -0.129 -0.885 -0.5587 
The table shows a linear classification model of anaesthetic levels. Length is intercept of the linear 
model. 
4.Results  
Using the features extracted from EEG signal. We calculated the index of DOA using LASSO regres-
sion model according to Levels of DOA. The following results show that index of DOA calculated by 
Lasso is very close to BIS number. 
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Fig.4. (a) results of Demo data; (b) results of Clinical data 
Fig. 4 (a) shows Lasso result and BIS data of demo1 (fig.1). Using the DOA calculation model, the in-
dex of DOA (blue line) was obtained per second refer to BIS number (red line). (b) shows the results of 
clinical data, the patient is a 40 years female, surgery lasted 4000 seconds, whose EEG signal and BIS 
data were recorded from induction to wake-up continuously, it shows the index of DOA (blue line) per 5 
seconds, compared with BIS number  (red line) recorded by ASPECT monitor. 
5.Discussion  
This paper extracted nonlinear Chaos parameters from EEG signal under anaesthesia, which better de-
picted the chaotic characteristics of the brain and generated more accurate DOA monitoring result. In 
calculating DOA index, this paper provided an automatic modelling method by means of Lasso Regres-
sion and Logistic Regression, which could establish specific models for different choices of anaesthetic 
and different patients. 
In the circumstances of no prior knowledge about anesthesia features, this mrthod can not only build 
quantitative models based on the features obtained from raw EEG signal to evaluate DOA, but also reveal 
the effect of the anesthesia features in different anaesthetic level, and obtain the most effective predicting 
set from all the features by statistical methods. which provide an easy way to explain the feature’s influ-
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ence on anesthesia from a medical point of view. In this method, we can find more simple and effective 
anaeshetic monitoring model, and help to understand meaningful relations between the detected DOA 
level and the anaesthetic monitoring features.  
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