Abstract. We present a polynomial-time algorithm that finds a maximum weight stable set in a graph that does not contain as an induced subgraph an induced path on six vertices or a bull (the graph with vertices a, b, c, d, e and edges ab, bc, cd, be, ce).
Introduction
In a graph G, a stable set (also called independent set) is any subset of pairwise non-adjacent vertices. The maximum stable set problem (henceforth MSS) is the problem of finding a stable set of maximum size. In the weighted version of this problem, each vertex x of G has a weight w(x), and the weight of any subset of vertices is defined as the total weight of its elements. The maximum weight stable set problem (MWSS) is then the problem of finding a stable set of maximum weight. It is well-known that MSS (and consequently MWSS) is NP-hard in general, even under various restrictions [12] .
Given a fixed graph F , a graph G contains F when F is isomorphic to an induced subgraph of G. A graph G is said to be F -free if it does not contain F . Let us say that F is special if every component of F is a tree with no vertex of degree at least four and with at most one vertex of degree three. Alekseev [1] proved that MSS remains NP-complete in the class of F -free graphs whenever F is not special. On the other hand, when F is a special graph, it is still an open problem to know if MSS can be solved in polynomial time in the class of Ffree graphs for most instances of F . It is known that MWSS is polynomial-time solvable in the class of F -free graphs when F is any special graph on at most five vertices [2, 18, 20] . Hence the new frontier to explore now is the case where F has six or more vertices.
We denote by P n the path on n vertices. The complexity (polynomial or not) of MSS in the class of P 6 -free graph is still unknown, but it has recently been proved that it is quasi-polynomial [17] . There are several results on the existence of polynomial-time algorithms for MSS in subclasses of P 6 -free graphs; see for example [15, 16, 22, 23, 24] .
The bull is the graph with five vertices a, b, c, d, e and edges ab, bc, cd, be, ce (see Figure 1 ). Our main result is the following. Theorem 1. MWSS can be solved in time O(n 7 ) for every graph on n vertices in the class of (P 6 , bull)-free graphs.
Our proof of this theorem works along the following lines. First, we can reduce the problem to prime graphs, using modular decomposition (all the technical terms will be defined precisely below). Next, we will show that if a prime (P 6 , bull)-free graph G contains a certain graph G 7 , then G has a structure from which we can solve MWSS in polynomial time on G. Finally, we will show that if a prime (P 6 , bull)-free graph G contains no G 7 , then the non-neighborhood of any vertex x is perfect, which implies that a maximum weight stable set containing x can be found in polynomial time, and it suffices to repeat this for every vertex x.
Let us recall some definitions and results we need. Let G be a graph. For each vertex v ∈ V (G), we denote by N (v) the set of vertices adjacent to v (the neighbors of v) in G. For any subset S of V (G) we write N S (v) instead of N (v) ∩ S; and for a subgraph H we write N H (v) instead of N V (H) (v). We denote by G[S] the induced subgraph of G with vertex-set S, and we denote by N (S) the set {v ∈ V (G) \ S | v has a neighbor in S}. The complement of G is denoted by G. We say that a vertex v is complete to S if v is adjacent to every vertex in S, and that v is anticomplete to S if v has no neighbor in S. For two sets S, T ⊆ V (G) we say that S is complete to T if every vertex of S is adjacent to every vertex of T , and we say that S is anticomplete to T if no vertex of S is adjacent to any vertex of T .
Let ω(G) denote the maximum size of a clique in G, and let χ(G) denote the chromatic number of G (the smallest number of colors needed to color the vertices of G in such a way that no two adjacent vertices receive the same color). A graph G is perfect [3, 4, 5] if every induced subgraph H of G satisfies χ(H) = ω(H). By the Strong Perfect Graph Theorem [7] , a graph is perfect if and only if G and G contain no induced -cycle for any odd ≥ 5.
In a graph G a homogeneous set is a set S ⊆ V (G) such that every vertex in V (G) \ S is either complete to S or anticomplete to S. A homogeneous set is proper if it contains at leat two vertices and is different from V (G). A graph is prime if it has no proper homogeneous set. Note that prime graphs are connected.
A class of graphs is hereditary if, for every graph G in the class, every induced subgraph of G is also in the class. For example, for any family F of graphs, the class of F-free graphs is hereditary. We will use the following theorem of Lozin and Milanič [19] .
Theorem 2 ([19]
). Let G be a hereditary class of graphs. Suppose that there is a constant c ≥ 1 such that the MWSS problem can be solved in time O(|V (G)| c ) for every prime graph G in G. Then the MWSS problem can be solved in time
Clearly, the class of (P 6 , bull)-free graphs is hereditary. By Theorem 2, in order to prove Theorem 1 it suffices to prove it for prime graphs. This is the object of the following theorem.
Theorem 3. Let G be a prime (P 6 , bull)-free graph, and let x be any vertex in G. Suppose that there is a 5-cycle induced by non-neighbors of x. Then there is a clique F (possibly empty) in G such that the induced subgraph G \ F is triangle-free, and such a set F can be found in time O(n 2 ).
The proof of Theorem 3 is given in the next section. We close this section by showing how to obtain a proof of Theorem 1 on the basis of Theorem 3.
Our algorithm relies on results concerning graphs of bounded clique-width. We will not develop all the technical aspects concerning the clique-width, but we recall its definition and the results that we use. The concept of clique-width was first introduced in [8] . The clique-width of a graph G is defined as the minimum number of labels which are necessary to generate G by using the following operations:
-Create a vertex v labeled by integer i.
-Make the disjoint union of two labeled graphs.
-Join all vertices with label i to all vertices with label j for two labels i = j.
-Relabel all vertices of label i by label j.
A c-expression for a graph G of clique-width c is a sequence of the above four operations that generate G and use at most c different labels. A class of graphs C has bounded clique-width if there exists a constant c such that every graph G in C has clique-width at most c.
Theorem 4 ([9]
). If a class of graphs C has bounded clique-width c, and there is a function f such that for every graph G in C with n vertices and m edges a c-expression can be found in time O(f (n, m)), then the maximum weight stable set problem can be solved in time O(f (n, m)) for every graph G in C.
A triangle is a complete graph on three vertices.
Theorem 5 ([6]
). The class of (P 6 , triangle)-free graphs has bounded cliquewidth c, and a c-expression can be found in time O(|V (G)| 2 ) for every graph G in this class.
Hence, as observed in [6] , Theorems 4 and 5 imply the following.
Corollary 6 ([6]
). For any (P 6 , triangle)-free graph G on n vertices one can find a maximum weight stable set of G in time O(n 2 ).
A k-wheel is a graph that consists of a k-cycle plus a vertex (called the center) adjacent to all vertices of the cycle. The following lemma was proved for k ≥ 7 in [26] ; actually the same proof holds for all k ≥ 6 as observed in [11] .
Lemma 7 ( [26, 11] ). Let G be a bull-free graph. If G contains a k-wheel for any k ≥ 6, then G has a proper homogeneous set.
Note that the bull is a self-complementary graph, so the preceding lemma also says that if G is prime then it does not contain the complementary graph of a k-wheel with k ≥ 6. Theorem 8. Let G be a prime (P 6 , bull)-free graph on n vertices. Then a maximum weight stable set of G can be found in time O(n 7 ).
Proof. Let G be a prime (P 6 , bull)-free graph. Let w : V (G) → N be a weight function on the vertex set of G. To find the maximum weight stable set in G it is sufficient to compute, for every vertex x of G, a maximum weight stable set containing x. So let x be any vertex in G. We want to compute the weight of a maximum stable set containing x. Clearly it suffices to compute the maximum weight stable set in each component of the induced subgraph G\({x}∪N (x)) and make the sum over all components. Let K be any component of G\({x}∪N (x)). We claim that:
Either K is perfect or it contains a 5-cycle.
Proof: Suppose that K is not perfect. Note that K contains no odd hole of length at least 7 since G is P 6 -free. By the Strong Perfect Graph Theorem K contains an odd antihole C. If C has length at least 7 then V (C) ∪ {x} induces a wheel in G, so G has a proper homogeneous set by Lemma 7, a contradiction because G is prime. So C has length 5, i.e., C is a 5-cycle. So (1) holds.
We can test in time O(n 5 ) if K contains a 5-cycle. This leads to the following two cases.
Suppose that K contains no 5-cycle. Then (1) imples that K is perfect. In that case we can use the algorithms from either [10] or [25] , which compute a maximal weight stable set in a bull-free perfect graph in polynomial time. The algorithm from [25] has time complexity O(n 6 ). Now suppose that K contains a 5-cycle. Then by Theorem 3 we can find in time O(n 2 ) a clique F such that G \ F is triangle-free. Consider any stable set S in K. If S contains no vertex from F , then S is in the subgraph G \ F , which is triangle-free. By Corollary 6 we can find a maximum weight stable set S F in G \ F in time O(n 2 ). If S contains a vertex f from F , then S \ f is in the subgraph G \ ({f } ∪ N (f )), which, since F is a clique, is a subgraph of G \ F and consequently is also triangle-free. By Corollary 6 we can find a maximum weight
. Then we set S f = S f ∪ {f }. We do this for every vertex f ∈ F . Now we need only compare the set S F and the sets S f (for all f ∈ F ) and select the one with the largest weight. This takes time O(n 3 ) for each component K that contains a 5-cycle. Repeating the above for every component takes time O(n 6 ) since the components are vertex-disjoint. Repeating this for every vertex x, the total complexity is O(n 7 ). Now Theorem 1 follows directly from Theorems 8 and 2.
Proofs
In a graph G, let H be a subgraph of G. For each k > 0, a k-neighbor of H is any vertex in V (G) \ V (H) that has exactly k neighbors in H.
Lemma 9. Let G be a bull-free graph. Let C be an induced 5-cycle in G, with vertices c 1 , . . . , c 5 and edges c i c i+1 for each i modulo 5. Then:
(i) Every 2-neighbor of C is adjacent to c i and c i+2 for some i.
(ii) Every 3-neighbor of C is adjacent to c i , c i+1 and c i+2 for some i.
(iii) Every 5-neighbor of C is adjacent to every k-neighbor with k ∈ {1, 2}.
(iv) If C has a 4-neighbor non-adjacent to c i for some i, then every 1-neighbor of C is adjacent to c i .
Proof. If either (i) or (ii) fails, there is a vertex x that is either a 2-neighbor adjacent to c i and c i+1 or a 3-neighbor adjacent to c i , c i+1 and c i+3 for some i, and then {c i−1 , c i , x, c i+1 , c i+2 } induces a bull.
(iii) Let u be a 5-neighbor of C and x be a k-neighbor of C with k ∈ {1, 2}. So for some i the vertex x is adjacent to c i and maybe to c i+2 . Then u is adjacent to x, for otherwise {x, c i , c i+1 , u, c i+3 } induces a bull.
(iv) Let f be a 4-neighbor of C non-adjacent to c i . Suppose that there is a 1-neighbor x not adjacent to c i . So, up to symmetry, x is adjacent to c i+1 or c i+2 . Then x is adjacent to f , for otherwise {x, c i+1 , c i+2 , f, c i−1 } induces a bull; but then {x, f, c i−2 , c i−1 , c i } induces a bull.
(v) Let z be a non-neighbor of C that is adjacent to a k-neighbor x with k ∈ {3, 4}. So there is an integer i such that x is adjacent to c i and c i+1 and not adjacent to c i+2 . Then {z, x, c i , c i+1 , c i+2 } induces a bull.
An umbrella is a graph that consists of a 5-wheel plus a vertex adjacent to the center of the 5-wheel only.
Lemma 10. Let G be a bull-free graph. If G contains an umbrella, then G has a homogeneous set (that contains the 5-cycle of the umbrella).
Proof. Let C be the 5-cycle of the umbrella, with vertices c 1 , . . . , c 5 and edges c i c i+1 for all i modulo 5. Let A be the set of vertices that are complete to C, and let Z be the set of vertices that are anticomplete to C. Let: A = {a ∈ A | a has a neighbor in Z}. A = {a ∈ A \ A | a has a non-neighbor in A }.
By the hypothesis that C is part of an umbrella, we have A = ∅. Let H be the component of G \ (A ∪ A ) that contains V (C). We claim that:
Proof: Pick any b ∈ A ∪ A and u ∈ V (H), and let us prove that b is adjacent to u. We use the following notation. If b ∈ A , then b has a neighbor z ∈ Z. If b ∈ A , then b has a non-neighbor a ∈ A , and a has a neighbor z ∈ Z, and b is not adjacent to z, for otherwise we would have b ∈ A . By the definition of H, there is a shortest path u 0 -· · · -u p in H with u 0 ∈ V (C)
then, by the preceding sentence we know that a is adjacent to u 1 ; and then b is adjacent to u 1 , for otherwise {z, a , u 1 , u 0 , b} induces a bull. Suppose that k = 5. So u 1 ∈ A. Then u 1 is not adjacent to z, for otherwise we would have u 1 ∈ A . If b ∈ A , then b is adjacent to u 1 for otherwise we would have u 1 ∈ A . If b ∈ A , then, by the preceding sentence we know that a is adjacent to u 1 ; and then b is adjacent to u 1 , for otherwise {z, a , u 1 , u 0 , b} induces a bull.
Finally suppose that p ≥ 2. So u 2 , . . . , u p are non-neighbors of C. Since u 2 ∈ Z, we have k = 5, for otherwise we would have u 1 ∈ A . So there is an integer h such that u 1 is adjacent to c h and not to c h+2 . We may assume up to relabeling that u 0 = c h . It follows that c h+2 has no neighbor in {u 0 , . . . , u p }. Then, by induction on j = 2, . . . , p, the vertex b is adjacent to u j , for otherwise {c h+2 , b, u j−2 , u j−1 , u j } induces a bull. So b is adjacent to u. Thus (2) holds.
). By the definition of H, there is no edge between V (H) and R. By (2), V (H) is complete to A ∪ A . Hence V (H) is a homogeneous set that contains V (C), and it is proper since A = ∅.
Lemma 11. Let G be a prime (P 6 , bull)-free graph. Let C be an induced 5-cycle in G. If a non-neighbor of C is adjacent to a k-neighbor of C, then k = 2.
Proof. Let C have vertices c 1 , . . . , c 5 and edges c i c i+1 for each i modulo 5. Suppose that a non-neighbor z of C is adjacent to a k-neighbor x of C. By Lemma 9 (v), we have k ∈ {1, 2, 5}. If k = 1, say x is adjacent to c i , then z-xc i -c i+1 -c i+2 -c i+3 is an induced P 6 in G. If k = 5, then V (H) ∪ {x, y} induces an umbrella, so, by Lemma 10, G has a proper homogeneous set, a contradiction. So k = 2.
Let G 7 be the graph with vertex-set {c 1 , . . . , c 5 , d, x} and edge-set {c i c i+1 | for all i mod 5} ∪ {dc 1 , dc 4 , dx}. See Figure 2 . Proof. Since G is prime it is connected, so there is a shortest path from C to x in G. Let x 0 -· · · -x p be such a path, where x 0 ∈ V (C) and x p = x, and p ≥ 2. By Lemma 11, x 1 is a 2-neighbor of C, so up to relabeling we may assume that x 1 is adjacent to c 1 and c 4 . Then p = 2 for otherwise x 3 -x 2 -x 1 -c 1 -c 2 -c 3 is an induced P 6 . So (i) holds with d = x 1 . Clearly, {c 1 , . . . , c 5 , x 1 , x} induces a G 7 . Therefore we may assume, up to symmetry, that the vertex d from (i) is adjacent to c 1 and c 4 .
Suppose that there is a vertex u that is either a 5-neighbor of C or a 4-neighbor adjacent to c 5 . In either case we may assume, up to symmetry, that u is adjacent to c 1 , c 3 and c 5 . Then u is adjacent to d, for otherwise {d, c 1 , c 5 , u, c 3 } induces a bull, and u is adjacent to x, for otherwise {x, d, c 1 , u, c 3 } induces a bull. But then u and x contradict Lemma 11. This proves item (iii) and that C has no 5-neighbor.
Finally suppose that C has a 3-neighbor u, adjacent to c i−1 , c i , c i+1 ; we may assume up to symmetry that i ∈ {5, 1, 2}. Let X be the set of vertices that are complete to {c i−1 , c i+1 } and anticomplete to {c i−2 , c i+2 }, and let Y be the vertex-set of the component of G[X] that contains c i and u. Since G is prime, Y is not a homogeneous set, so there is a vertex t in V (G) \ Y and vertices y, z in Y such that t is adjacent to y and not to z, and since Y is connected we may choose y and z adjacent. We claim that: t is adjacent to c i−2 and c i+2 and to at least one of c i−1 and c i+1 .
Proof: If t has no neighbor in {c i−1 , c i+1 }, then t is adjacent to c i−2 , for otherwise {t, y, z, c i−1 , c i−2 } induces a bull, and similarly t is adjacent to c i+2 ; but then {c i−1 , c i−2 , t, c i+2 , c i+1 } induces a bull. Hence t has a neighbor in {c i−1 , c i+1 }. Suppose that t is adjacent to both c i−1 and c i+1 . Since t is not in Y it must have a neighbor in {c i−2 , c i+2 }, and actually t is complete to {c i−2 , c i+2 }, for otherwise t is a 3-neighbor of the 5-cycle induced by {z, c i−1 , c i−2 , c i+2 , c i+1 } that violates Lemma 9 (ii). Now suppose that t is adjacent to exactly one of c i−1 , c i+1 , say up to symmetry to c i−1 . Then t is adjacent to c i−2 , for otherwise {c i−2 , c i−1 , t, y, c i+1 } induces a bull, and t is adjacent to c i+2 , for otherwise {c i+2 , c i−2 , t, c i−1 , z} induces a bull. Thus (3) holds.
Now we claim that:
x has no neighbor in Y ∪ {t}.
Proof: Suppose that x has a neighbor in Y . Since x also has a non-neighbor c i in Y , and Y is connected, there are adjacent vertices v, v in Y such that x is adjacent to v and not to v , and then {x, v, v , c i−1 , c i−2 } induces a bull, a contradiction. So x has no neighbor in Y . In particular x is not adjacent to y, so x has no neighbor in the 5-cycle C y induced by {y, c i−1 , c i−2 , c i+2 , c i+1 }. By (3), t is a 3-or 4-neighbor of C y . By Lemma 11, x is not adjacent to t. Thus (4) holds.
Suppose that i = 5. By (3), t is adjacent to c 2 and c 3 and, up to symmetry, to c 1 . Then d is not adjacent to y, for otherwise {x, d, y, c 1 , c 2 } induces a bull, and d is not adjacent to t, for otherwise {x, d, c 1 , t, c 3 } induces a bull; but then {d, c 1 , y, t, c 3 } induces a bull, a contradiction.
Suppose that i = 1. By (3), t is adjacent to c 3 and c 4 . Then d is adjacent to y, for otherwise x-d-c 4 -c 3 -c 2 -y is an induced P 6 , and similarly d is adjacent to z. Then t is adjacent to d, for otherwise {x, d, z, y, t} induces a bull, and t is adjacent to c 2 , for otherwise {x, d, t, y, c 2 } induces a bull; but then {x, d, c 4 , t, c 2 } induces a bull.
Finally suppose that i = 2. By (3), t is adjacent to c 4 and c 5 . Then d is not adjacent to y, for otherwise {x, d, c 1 , y, c 3 } induces a bull, and d is adjacent to t, for otherwise {d, c 4 , c 5 , t, y} induces a bull; but then {x, d, c 4 , t, y} induces a bull, a contradiction.
Theorem 13. Let G be a prime (P 6 , bull)-free graph. Suppose that G contains a G 7 , with vertex-set {c 1 , . . . , c 5 , d, x} and edge-set {c i c i+1 | for all i mod 5} ∪ {dc 1 , dc 4 , dx}. Let:
-C be the 5-cycle induced by {c 1 , . . . , c 5 }; -F be the set of 4-neighbors of C; -T be the set of 2-neighbors of C; -W be the set of 1-neighbors and non-neighbors of C.
Then the following properties hold:
(ii) F is complete to {c 1 , . . . , c 4 } and anticomplete to {c 5 , x, d}. (iii) F is a clique.
(iv) G \ F is triangle-free.
Proof. Note that d ∈ T and x ∈ W . Clearly the sets {c 1 , . . . , c 5 }, F , T , and W are pairwise disjoint subsets of V (G). We observe that item (i) follows directly from the definition of the sets F , T , W and Lemma 12 (ii).
Now we prove item (ii)
Now we prove item (iii). Suppose on the contrary that F is not a clique. So G[F ] has an anticomponent whose vertex-set F satisfies |F | ≥ 2. Since G is prime, F is not a homogeneous set, so there are vertices y, z ∈ F and a vertex t ∈ V (G) \ F that is adjacent to y and not to z, and since F is anticonnected we may choose y and z non-adjacent. By the definition of F , we have t / ∈ F . By (ii), we have t / ∈ V (C). Therefore, By (i), we have t ∈ T ∪ W . Suppose that t ∈ T , so t is adjacent to c i−1 and c i+1 for some i in (up to symmetry) {1, 2, 5}. If i = 1, then {z, c 2 , y, t, c 5 } induces a bull. If i = 2, then {t, c 3 , z, c 4 , c 5 } induces a bull. So i = 5. Then t is not adjacent to x, for otherwise {x, t, c 1 , y, c 3 } induces a bull. Then x is a non-neighbor of the 5-cycle induced by {c 1 , c 2 , c 3 , c 4 , t}, and y is a 5-neighbor of that cycle, which contradicts Lemma 12. Hence t ∈ W . By Lemma 9 (iv), t is anticomplete to {c 1 , c 2 , c 3 , c 4 }. Then t is adjacent to each u ∈ {c 5 , d}, for otherwise {t, y, c 3 , c 4 , u} induces a bull. So t is a 1-neighbor of C, and by Lemma 11, t is not adjacent to x. But then x-d-t-y-c 3 -z is an induced P 6 . Thus (iii) holds.
There remains to prove item (iv). Suppose on the contrary that G\F contains a triangle, with vertex-set R = {u, v, w}. Clearly C and R have at most two common vertices. Moreover:
C and R have at most one common vertex.
Proof: Suppose on the contrary that u, v ∈ V (C), and consequently w / ∈ V (C). By Lemma 9 (i), w is a k-neighbor of C for some k ≥ 3. Since w / ∈ F , we have k = 4, so k ∈ {3, 5}; but this contradicts Lemma 12 (ii). So (5) holds.
We observe that:
Proof: Suppose that G\F is not connected. The component of G\F that contains C also contains T . Pick any vertex z in another component. By Lemma 12 (i), the vertex z must have a neighbor in T , a contradiction. So (6) holds.
By (6) there is a path from C to R in G \ F . Let P = p 0 -· · · -p be a shortest such path, with p 0 ∈ V (C), p = u, and ≥ 0. Note that if ≥ 1, the vertices p 1 , . . . , p are not in C. We choose R so as to minimize . Let H be the component of G[N (u)] that contains v and w. Since G is prime, V (H) is not a homogeneous set, so there are two vertices y, z ∈ V (H) and a vertex a ∈ V (G) \ V (H) such that a is adjacent to y and not to z, and since H is connected we may choose y and z adjacent. By the definition of H, the vertex a is not adjacent to u.
Suppose that = 0. So u = p 0 = c i for some i ∈ {1, . . . , 5}. By (5) the vertices y, z are not in C and are anticomplete to {c i−1 , c i+1 }. So, by Lemma 9 (ii), each of y and z is a 1-or 2-neighbor of C. The vertex a is adjacent to c i−1 , for otherwise {a, y, z, c i , c i−1 } induces a bull; and similarly a is adjacent to c i+1 . Note that this implies a / ∈ V (C). Suppose that a has no neighbor in {c i−2 , c i+2 }. Then one of y, z has a neighbor in {c i−2 , c i+2 }, for otherwise z-y-a-c i+1 -c i+2 -c i−2 is an induced P 6 . So assume up to symmetry that one of y, z is adjacent to c i+2 . Then both y, z are adjacent to c i+2 , for otherwise {c i+2 , y, z, c i , c i−1 } induces a bull. So y and z are 2-neighbors of C, and they are not adjacent to c i−2 . But then {a, y, z, c i+2 , c i−2 } induces a bull, a contradiction. Hence a has a neighbor in {c i−2 , c i+2 }. By Lemma 9 (ii) and Lemma 12 (ii), a must be adjacent to both c i−2 , c i+2 , so a is a 4-neighbor of C. Hence a ∈ F , and i = 5, and by (iii) a has no neighbor in {d, x}. The vertex z is not adjacent to c 2 , for otherwise {z, c 2 , c 1 , a, c 4 } induces a bull; and similarly z is not adjacent to c 3 . Then y is not adjacent to c 2 , for otherwise {c 4 , c 5 , z, y, c 2 } induces a bull; and similarly y is not adjacent to c 3 . So y and z are 1-neighbors of C, and by Lemma 11 they are not adjacent to x. Then d is adjacent to y, for otherwise {d, c 1 , c 2 , a, y} induces a bull, and d is not adjacent to z, for otherwise {x, d, z, y, a} induces a bull; but then z-y-d-c 1 -c 2 -c 3 is an induced P 6 , a contradiction. Therefore ≥ 1.
We deduce that:
Every vertex c i in C has at most one neighbor in {u, y, z}.
For otherwise, c i and two of its neighbors in {u, y, z} form a triangle that contradicts the choice of R (the minimality of ). Thus (7) holds.
Suppose that ≥ 2. By Lemma 11 (applied to p 1 and p 2 ), p 1 is a 2-neighbor of C, adjacent to c i−1 and c i+1 for some i. The vertex y has no neighbor c j in C, for otherwise the path c j -y contradicts the choice of P . The vertex p 2 has no neighbor c j in C, for otherwise the path c j -p 2 -· · · -p contradicts the choice of P . Put p = p 3 if ≥ 3 and p = y if = 2. Then p -p 2 -p 1 -c i+1 -c i+2 -c i−2 is an induced P 6 , a contradiction. Therefore = 1, so u = p 1 . By (i), and since u / ∈ F , u is either a 1-neighbor or a 2-neighbor of C.
Suppose that u is a 1-neighbor of C, adjacent to c i for some i. By (7), y and z are not adjacent to c i . Then a is adjacent to c i , for otherwise {a, y, z, u, c i } induces a bull. If a has a neighbor in {c i−1 , c i+1 }, then, by Lemma 9 (ii) and Lemma 12 (ii), a is a 4-neighbor of C; but then a and u violate Lemma 9 (iv). So a has no neighbor in {c i−1 , c i+1 }. Then z is not adjacent to c i+1 , for otherwise, by (7), {a, y, u, z, c i+1 } induces a bull; and z has no neighbor c in {c i−2 , c i+2 }, for otherwise, by (7), {c i , u, y, z, c} induces a bull. But then z-u-c i -c i+1 -c i+2 -c i−2 is an induced P 6 , a contradiction.
Therefore u is a 2-neighbor of C, adjacent to c i−1 and c i+1 for some i. By (7), y and z are anticomplete to {c i−1 , c i+1 }. The vertex c i+2 has no neighbor in {y, z}, for otherwise, by (7), {c i+2 , y, z, u, c i−1 } induces a bull. Likewise, c i−2 has no neighbor in {y, z}. The vertex a is adjacent to c i−1 , for otherwise {a, y, z, u, c i−1 } induces a bull, and similarly a is adjacent to c i+1 . Then a has a neighbor in {c i−2 , c i+2 }, for otherwise z-y-a-c i+1 -c i+2 -c i−2 is an induced P 6 . By Lemma 9 (ii) and Lemma 12 (ii), a is a 4-neighbor of C, so i = 5, and a has no neighbor in {c 5 , d, x}. Then y is adjacent to c 5 , for otherwise {y, a, c 3 , c 4 , c 5 } induces a bull; and by (7), z is not adjacent to c 5 . But then z-y-c 5 -c 4 -c 3 -c 2 is an induced P 6 , a contradiction. This completes the proof of the theorem.
Finally, Theorem 3 follows as a direct consequence of Lemma 12 and Theorem 13.
Conclusion
In a parallel paper [21] , but using other techniques, we proved that the problem of deciding if a (P 6 , bull)-free graph is 4-colorable can be solved in polynomial time. It is not known if there exists a polynomial-time algorithm that determines 4-colorability in the whole class of P 6 -free graphs.
We note that the whole class of (P 6 , bull)-free graph does not have bounded clique-width, since it contains the class of complements of bipartite graphs, which has unbounded clique-width [14] . Hence the main result of this paper and of [21] cannot be obtained solely with a bounded clique-width argument.
