Confidence intervals for densities built on the basis of standard nonparametric theory are doomed to have poor coverage rates due to bias. Studies on coverage improvement exist, but reasonably behaved interval estimators are needed. We explore the use of small bias kernel-based methods to construct confidence intervals, in particular using a geometric density estimator that seems particularly suited for this purpose.
Introduction
Nonparametric density estimation is plagued by the bias problem, and much effort has been devoted to obtain modified estimators with a smaller bias. Jones & Signorini (1997) perform an extensive, MISE based simulation study where many of these small bias, kernel-based estimators are compared. Their final advice favours the use of the standard kernel method in many situations.
For confidence sets bias obviously imparts poor coverage, and bootstrapping methods do not provide a remedy because the bootstrap expectation of a linear nonparametric estimator is the estimate itself. Hall (1992) accurately treats bootstrap confidence intervals for kernel density estimation, and concludes that undersmoothing is preferable to explicit bias estimation. After observing that Hall's undersmoothing deteriorates the variance estimate, and consequently is unable to guarantee the promised coverage, Chen (1996) uses empirical likelihood to avoid this reported flaw. To date, it seems that off-the-shelf methods for confidence interval estimation of densities are still needed. Actually, the above studies do not give rules for practical bandwidth selection, and little account is taken of the expected width.
In this paper we explore the feasibility of confidence intervals on the basis of small bias density estimators. Apart from Hall (1992) , who studies how undersmoothing of higher-order kernel estimators influences the coverage, this strategy has not been fully explored. A reason could be that often many small bias estimators neither have small theoretical minimum MISEs (as pointed out by Jones & Signorini (1997) ), nor possess efficient data driven bandwidth selection. Another reason could be these methods produce estimates that are not densities. But notice that here the coverage is our main target, therefore an estimator's performance relies primarily on integrated squared bias; much less on MISE. In addition, since our final goal is a confidence interval, the fact that the estimate does not integrate to one is of secondary importance. However, the non-negativity constraint -violated by higher-order kernel estimatorsremains relevant when estimating in the tails.
In this paper we focus on a geometric density estimator enjoying substantial bias reduction, efficient variance estimation and simple data-driven bandwidth selection. Our simulation study compares other known reduced bias estimators for which it is straightforward to obtain a bandwidth selector. Having said that there is an edge for our method, it seems that all the bias-reduction estimators tried give reasonable performance, even for small samples. Note that, in contrast to other studies on bias reduction, we use specific data-driven bandwidths, therefore our results are of practical relevance.
In Section 2 we present the estimator and derive its main properties. In Section 3 we develop simple tools to build confidence intervals, such as a variance estimator and a simple method to approximate bootstrap distributions. In Section 4 we obtain normal-based bandwidth selectors for our method as well as for a number of estimators included in the unifying paper of Jones & Signorini (1997) . Section 5 illustrates the simulation study. Finally, some concluding remarks are given in Section 6. Some preliminaries follow.
Given an independent, identically distributed sample X 1 , . . . , X n from some unknown density f , the usual kernel density estimate of f at x iŝ
the function K, measurable and integrating to 1, is the kernel, the positive real number h is the bandwidth.
If f has at least p > 1 derivatives in a neighbourhood of x, a Taylor series expansion gives
where
an estimator has bias of order O(h p ) with p > 2, we refer to it as a small (or also higher-order) bias estimator. K is said to have order p if µ k (K) = 0, 0 < k < p, and 0 < µ p (K) < +∞.
A Geometric Estimator
Our estimator of f at x isf
it was originally motivated by the observation that the expectation of the smoothed bootstrap normalkernel estimator is simplyf (x; 2 1/2 h). Hence, if we suppose thatf (x; 2 1/2 h) is an estimate off (x; h) in the same way thatf (x; h) is an estimate of f (x), we could obtain the additive estimatorf A (x; h) := 2f (x; h) −f (x; 2 1/2 h) or the multiplicative estimatorf M .f A amounts to (1·1) equipped with the fourth order kernel 2K − K * K, i.e. the "twicing" kernel proposed in fixed design regression by Stuetzle & Mittal, (1979) . Althoughf A is simpler to analyze and, to the best of our knowledge, has not been studied, we will concentrate onf M because it cannot take negative values.
As pointed out by Jones & Foster (1993) ,f M is a specific example within a family of special cases of a more general technique. This family has been referred to by them as "generalized jackknifing on the log scale", andf M is thus an example of a multiplicative form, akin to that of Terrell & Scott (1980) .
Although this is a multiplicative estimator, we note that it is distinct from that of Jones et al. (1995) . As it will be seen below, our estimator has a smaller bias thanf , but at the price that it does not integrate to one.
2·1 Moments calculation
To approximate expectation and variance, we use these standard second order approximations
To make both the estimator and the above expansions well defined, we require the various denominators to be strictly positive everywhere in the support. This appears a good reason for using gaussian kernels. Now we calculate the exact expressions of the terms involved in (2·1) and (2·2) in the case of gaussian kernels. For brevity, we use notation which suppresses the dependence on x, and let
We straightforwardly obtain
Moreover, tedious but simple algebra shows that
For both var{f2·2 Mean-squared error Expression (2·1) can be used to obtain an expression for the bias. Firstly note that the variance and the covariance terms have the same magnitude and partially cancel out. Now, assuming that f iv (x) exists, from the above theory and using Equation (1·2) with p = 2, we have
and so, as expected, the bias is higher-order. In particular, if h = O(n −c ), c = 1/5, the bias order is O(h 4 ). In addition, if we use a gaussian kernel then we obtain the bias as
Now consider this large sample expression of expansion (2·2)
If we assume a gaussian kernel, a Taylor series expansion gives the above variance as 0.72×f (x)/(nhπ 1/2 )+ O(h/n), which closely recalls the corresponding bootstrap estimator, i.e. 0.50 ×f (h; x)/(nhπ 1/2 ).
Hence, the asymptotic mean-squared error is
Concerningf A , similar calculations give
Both of these fit into the general form of MSE expressions for small bias estimators in Jones & Signorini (1997) .
Confidence Interval Estimation
To construct a 100(1 − α)% confidence interval, we consider normal (I N ) (also considered by Chaudhuri & Marron, 1999) and bootstrap percentile (I B ) methods:
I B := (F process, follows. By analogy with the estimation of a spectral density (Tukey, 1949) , approximate by a χ 2 distribution:
with a(u), b(u) chosen to match the mean and variance of f * M (u):
, this leads to a third method denoted as I χ 2 .
To get an estimator of the variance off M , we replace f (x) withf (x; h) in each of the moments expressions of Section 2·1, then calculate the resulting convolutions. We obtain:
E{f (x; 2 1/2 h)} =f (x; 3 1/2 h) ;
Finally, we combine the above estimators using formula (2·2). We notice thatv ar{f M } is made of ratios with the same bias order both in the numerator and in the denominator. So the bias ofv ar{f M } is strongly reduced just like the bias off M . We note that, in our simulations with small sample sizes, this estimate of the variance is not always positive in the tails of the distributions.
Normal Reference Bandwidth Selection
A very simple bandwidth selector forf is the normal scale rule. It results from assuming f ∼ N (µ, σ 2 ), then minimizing the asymptotic MISE; this gives h NS = 1.06σn −1/5 . We now give similar rules for many small bias bias estimators. Jones & Signorini (1997) give the approximated AMSE of many O(h 4 )-bias estimators. All of these, together with the corresponding results forf M andf A , can be integrated under the normal assumption, then optimized over h. This leads to bandwidth selectors of the form h AMISE = cσn −1/9 . The coefficients c are summarized in Table 1 .
[ Table 1 about here]
Clearly, if f is not very smooth the above selectors have poor performance. However, very importantly, these selectors appear particularly appropriate for confidence intervals. In fact, differently fromf , these estimators are O(h 4 ) biased, so here undersmoothing (e.g. Hall, 1992) for coverage is less crucial.
Simulations
In all of our experiments the kernels are gaussian; the bandwidths are given by the normal-based plug-in rules specified in Table 1 ; the confidence levels are 1 − α = 0.95, and, finally, the number of bootstrap samples is 1000.
5·1 Interval estimation
As a first case study, we use the setup of Hall (1992) : estimate the standard normal, and a symmetric, bimodal, normal mixture at 0, 0.75 and 1.5; use n = 50 and n = 100. Also Chen (1996) estimates the standard normal density at 0 with n = 50, at predetermined smoothing levels.
Our results -contained in Table 2 -are averages over 100 000 simulations. It can be seen that, although computationally much faster, I N and I χ 2 are not quite as good as I B , but all of them favourably compare with Hall (1992) and Chen (1996) methods. The coverage at x = 1.5 for the bimodal density is poor. The density is at a local minimum here, and so any smoother will have a positive bias. This is compounded by the fact thatf M typically integrates to more than one, so is already positvely biased. Finally, matters are made even worse by the fact that the plug-in rule for h is based on a (unimodal) normal density; a measure based on the interquartile range (rather than s) could ameliorate the problem somewhat.
Of course, if the goal was estimation only at a point, then we could explore more adaptive choices of smoothing parameter as well.
[ Table 2 about here]
The second case study is more general: we estimate models #1 (Gaussian), #2 (Skewed Unimodal) and #6 (Bimodal) of Marron & Wand (1992) The performance indexes are: P := p(x)f (x)dx, W := w(x)f (x)dx, and O := |1 − α − p(x)|w(x)f (x)dx where p is the coverage, and w is the average width. Strictly, narrower intervals are of importance only when the desired coverage is attained, nevertheless practical usefulness is often attained by a convenient coverage/width trade-off. With this objective, we formulated the omnibus index O as a "substantial performance" indicator, not without difficulties. Table 3 gives the results for each of these measures (P, W, O) calculated on 10 000 samples.
[ Table 3 about here]
It can be seen from Table 3 that small bias methods give much better coverage thanf , recalling that the bandwidth is always automatically selected. The results forf A (not shown) were quite similar to those off M , but not quite as good. In order to investigate whyf M seems to outperformf JLN andf FO , we now consider a more typical analysis of performance in point estimation.
5·2 Point estimation
For the same models and estimators as before, we have calculated the usual L 2 integrated discrepancies on [-3,3 ]. For each model 10 000 samples were drawn. Each column of Table 4 gives the ratio of MISE, integrated variance and integrated bias-squared between an element of {f M ,f JLN ,f FO } and those off .
As can be seen from Table 4 ,f M is the best in bias reduction, even though it is not so good at minimizing MISE. Interestingly, it seems more robust to less smooth densities like model #6.
[ Table 4 about here]
Concluding Remarks
It is well known that small bias methods produce estimates that do not integrate to 1, and/or take negative values. A big number of techniques that transform these estimates into densities have been
proposed; see Glad et al. (2003) . Nevertheless, we have preferred to not involve estimate corrections.
This is simply to avoid linking estimators' performances -both absolute and relative -to a subjective choice of the correction method. It would be a subjective choice exactly because the formal properties of these estimators refer to the uncorrected versions. The only fair alternative could have been to select the best correction method for each pair {estimator, model}, but this seems a long way from practical usage. However, we note that the correction subject seems problematic, for example, Glad et al. (2003) show that the simple dividing by the integral of the estimate -inappropriate for correcting higher-order kernel methods -could even deteriorate the performance, depending on the model to estimate, and with no way to know this in advance from the data.
Higher-order bias methods have been much studied in kernel density estimation, but are much less used. In this paper, there seems to be justification for using such methods when the goal is confidence interval estimation rather than point estimation. In this case, it seems that the strength of any method lies mainly in its ability to reduce bias with the availability of a suitable plug-in rule for the smoothing parameter. Further work could extend these methods to nonparametric regression, which could also be incorporated in hypothesis testing, for example, in tools such as SiZer (Chaudhuri & Marron, 1999) .
Finally, we note that our data-based smoothing parameters are chosen to minimize AMISE (under a normal assumption), whereas practical selectors "optimizing" the coverage do not exist at all. However, these AMISE-bandwidth selectors may nevertheless provide a good trade-off between coverage and expected width in many situations. Coefficients of h AMISE = cσn −1/9 for various small bias estimators:f M andf A are given in Section 2;f FO is the fourth-order kernel estimator;f JF is an estimator (explicitly given by (4) in Jones & Signorini, 1997) of Jones & Foster (1993) ;f JLN is that of Jones et al. (1995) ;f HR is an estimator from Hössjer & Ruppert (1995) , andf TS indicates the variable bandwidth estimator of Terrell & Scott (1992 (4) 
