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Notations
N : the set of all integers greater than 0
Z : the set of all integers
Q : the set of all rational numbers
R : the set of all real numbers
C : the set of all complex numbers
card (X) : the cardinality of a set X




)1/p where x = (x1, . . . , xd) ∈ Rd
∥x∥ : the ℓ2 norm
∥x∥∞ : the uniform norm ∥x∥∞ = max{|x1| , . . . , |xd|}
idX : the identity map on a set X
Id : the d× d identity matrix
IE : the indicator function on a set E





Topological data analysis (TDA) is a research field utilizing topological properties in data anal-
ysis, and one of the key mathematical tools is persistent homology, which was first intro-
duced in [Edelsbrunner et al., 2002] to describe robust features in complicated geometrical data.
There are a lot of successful applications in various research fields; for example, mate-
rial science [Nakamura et al., 2015, Hiraoka et al., 2016, Saadatfar et al., 2017], information science
[de Silva and Ghrist, 2007, Hiraoka and Kusano, 2016], fluid dynamics [Kramár et al., 2016], biochem-
istry [Gameiro et al., 2015, Cang et al., 2015], computer vision [Skraba et al., 2010], and so on. For ex-
ample of an application to material science, it is known that some properties of materials are related to
their geometric structures (e.g., crystal structures), and the persistent homology gives new perspectives to
the research field. In this thesis, we study theoretical properties of persistent homology for its statistical
analysis.
Persistent Homology
First of all, in order to explain persistent homology intuitively, we focus on a point set as an input
data for the persistent homology. This situation appears in many applications in TDA. For example,
by representing each atom in some material as its 3-dimensional coordinates, the atomic configuration
of the material is represented as a point set in R3. As another example, let µ be a probability measure
on a measurable space M , then observations x1, . . . ,xn drawn from µ are also expressed as a point set
{x1, . . . ,xn} ⊂M . However, computing the homology group of a point set is meaningless because there
is no topological information except for that of connected components. In order to make inference on
the topology of the underlying space from finite data points, we consider to fatten the point sets. To
be precise, let X be a point set in Rd, B(x; a) = {z ∈ Rd | ∥x− z∥ ≤ a} denote the ball with radius
a ≥ 0, and B(X; a) :=
∪
x∈X B(x; a) denote the union of balls centered at each point in X with radius
a ≥ 0. We assume that X is a point set coming from some unknown underlying space M ⊂ Rd, and
X is the observable data. If a nice radius a is selected, we can infer some properties of the underlying
space M from the point set X. In fact, the paper [Niyogi et al., 2008] examines conditions for the tuple
(X,M, a), where the homology group of B(X; a) is isomorphic to that of M . However, a point set X
obtained from an experiment may not satisfy the conditions, and there may not exist a radius a which
holds the isomorphism (Figure 1.1).
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Figure 1.1: From left to right, an underlying space M , a point set X distributed around M , and the
union of balls centered at each point in X with radius a. The homology group of M is isomorphic to
that of B(X; a). However, for another point set X ′ distributed around M , the homology group of M is
not isomorphic to that of B(X ′; a) for any a ≥ 0.
An idea of persistent homology is to examine the homology group Hq(B(X; a)) with field coefficient
over all radii. Let uba : Hq(B(X; a)) → Hq(B(X; b)) (a ≤ b) denote the linear map induced from the
inclusion B(X; a) ↪→ B(X; b). The persistent homology of the union of balls centered at each point in X in
dimension q is defined by the family of the homology groups {Hq(B(X; a))}a≥0 and the family of the in-
duced maps {uba}b≥a≥0 and denoted by Hq(B(X)), where B(X) := {B(X; a)}a≥0 is the family of unions of
balls. Here, we assume a nonzero homology class α ∈ Hq(X; a) represents a q-dimensional topological hole
in B(X; a) and call it a generator of the persistent homology. If uba(α) ∈ Hq(B(X; b)) is not zero, then it is
interpreted that the generator α ∈ Hq(X; a) exists at radius a and still persists at radius b. Here, the max-
imum and minimum of a radius a at which the generator α ∈ Hq(B(X; a)) persists are called the birth and
the death, respectively. The rigorous definitions of the birth and death are given by the algebraic frame-
work of persistent homology [Zomorodian and Carlsson, 2005]. Further algebraic research about persis-
tent homology have been developed using category theory [Bubenik and Scott, 2014, Bubenik et al., 2015]
and the theory of quiver representations [Carlsson and de Silva, 2010, Escolar and Hiraoka, 2016].
Persistence Diagram
As homology group defines the Betti number which is an integer valued topological summary, persistent
homology also has a compact expression, which is called a persistence diagram. A persistence diagram is
a collection of pairs of birth and death of generators (Figure 1.2). Since several generators can have the
same birth-death pairs, a persistence diagram is a multiset of points in R2. Let Dq(B(X)) denote the
persistence diagram of the persistent homology Hq(B(X)). For a birth-death pair x = (b, d) ∈ Dq(B(X)),
its lifetime d− b is called the persistence of x and denoted by pers(x) := d− b. As Figure 1.2, a generator
with large (resp. small) persistence is interpreted to represent a large (resp. small) topological hole.
Hence, in many applications, generators with large persistence are viewed as important features in the
input data, and generators with small persistence are treated as topological noise. To sum up, for a point
set X, we form unions of balls B(X; a) for all a ≥ 0, compute the persistent homology Hq(B(X)), and
express it as a persistence diagram Dq(B(X)).
Up to here, we focused on a union of balls to compute the persistent homology, but we can also
use other topological models as input to persistent homology. For example, the Čech complex, the
Vietoris-Rips complex, and the sublevel set of a function are well used in TDA. More generally, an
input to persistent homology is an increasing sequence of input data, which is called a filtration, and
the topological models mentioned as above form filtrations. For any filtration, the persistence diagram
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Figure 1.2: Unions of balls centered at each point in X (left) and the persistence diagram D1(B(X))
(right). The persistence diagram encodes the birth and death of each generator.
can be treated as a multiset of points in the region above the diagonal R2ad := {(b, d) ∈ R2 | b ≤ d}.
In order to discuss persistence diagrams in a general framework, we define a generalized persistence
diagram as a countable multiset D of points in R2ad. Then, it is known that there exist distances between
two persistence diagrams (e.g., the bottleneck distance and the p-Wasserstein distance for persistence
diagrams), and a set of generalized persistence diagrams can be viewed as a metric space.
Stability
One of the most important properties of a persistence diagram is its stability, which was first studied by
[Cohen-Steiner et al., 2007]. Let X and X ′ be point sets. We assume X is the ground-truth data but
cannot be observed, only X ′ is observable, and X and X ′ are close to each other. For a fixed a ≥ 0,
the homology groups or the Betti numbers of B(X; a) and B(X ′; a) can be quite different. On the other
hand, the map from a point set to the persistence diagram is shown to be Lipschitz continuous under an
appropriate condition. In other words, we can extract much of the information of the true persistence
diagram Dq(B(X)) from the observed persistence diagram Dq(B(X ′)) (Figure 1.3).
Figure 1.3: A point set X, a union of balls B(X; a), and the persistence diagram D1(B(X)) (left) and
those ofX ′ (right). AlthoughH1(B(X; a)) andH1(B(X
′; a)) are not isomorphic, the persistence diagrams
D1(B(X)) and D1(B(X ′)) are similar.
Statistical Analysis
In applying a persistence diagram to various problems, it is desirable to analyze many persistence diagrams
statistically. However, the definition of a persistence diagram as a countable multiset of points in R2ad
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is inappropriate for directly considering its statistical properties. While standard statistical methods
assume that the input data lies in a space with an inner product structure, a natural inner product
for the space of persistence diagrams is not proposed. This gap is an obstacle to developing statistical
methods for persistence diagrams. In fact, the research [Mileyko et al., 2011, Turner et al., 2014] define
an expectation in the space of a persistence diagram using the concept of the Fréchet mean, but there is
a problem with the lack of uniqueness of the expectation.
The research [Bubenik, 2015] starts statistical approaches to persistence diagrams by defining an
L2(N×R) function made from a persistence diagram, which is called a persistence landscape. In this situ-
ation, let us consider that input data is drawn from some probability distribution. Then, the persistence
landscape can be viewed as a random variable taking values in the Hilbert space L2(N×R) in an appro-
priate condition, and the expectation is uniquely well-defined. The paper [Bubenik, 2015] also proposes
the strong law of large numbers and the central limit theorem for persistence landscapes. In addition to
a persistence landscape, there are relevant works on statistical approaches to persistence diagrams: the
persistence scale-space kernel [Reininghaus et al., 2015], the persistence image [Adams et al., 2017], the
Sliced Wasserstein kernel [Carrière et al., 2017], the size function [Donatini et al., 1998], the persistent ho-
mology rank function [Robins and Turner, 2016], the molecular topological fingerprint [Cang et al., 2015],
and so on.
1.2 Contributions
We have remarked that the persistence of a generator measures the size of a corresponding topological
hole. Although this measure according to the persistence works well in many cases, generators with small
persistence may encode important features in some dataset.1 Several statistical methods for persistence
diagrams, including persistence landscapes, always give a large (resp. small) value for a generator with
large (resp. small) persistence. In light of the possible importance of small generators, it is desirable to
measure the importance of generators flexibly. Then, we generalize the persistence by a weight function
w : R2 → R to measure the size of a generator depending on the dataset. For a persistence diagram
D and a birth-death pair x = (b, d) ∈ D, the persistence of x is one example of a weight function, i.e.,
w(x) = pers(x).
In addition, as the persistence landscape takes values in the Hilbert space L2(N×R), by applying the
kernel method, we transform a persistence diagram to an element in a Hilbert space which is appropriate
to statistical analysis. The kernel method is a popular machine learning method, and the theoretical
idea is to transform any type of data to an element in a Hilbert space by a positive definite kernel
k : R2 × R2 → R, which is a generalization of an inner product. While a one-variable function k(·, x) :
R2 → R, z 7→ k(z, x) (x ∈ R2) is in a functional space on R2, it is shown from the property of a positive
definite kernel that k(·, x) is an element in a Hilbert space, which is called the reproducing kernel Hilbert
space of k.
Here, we transform a persistence diagram D = {xi ∈ R2 | i ∈ I} to a weighted sum V k,w(D) :=∑
x∈D w(x)k(·, x) where k and w satisfy some appropriate conditions so as to make V k,w(D) belong to
the reproducing kernel Hilbert space. Since V k,w(D) is an element in a Hilbert space, we call it the
persistence weighted kernel vector (PWK vector) [Kusano et al., 2016, Kusano et al., 2018].2 In addition
1For example of Figure 2 in [Hiraoka et al., 2016] and Figure 6 in [Saadatfar et al., 2017], some important generators
are located close to the diagonal set {(a, a) | a ∈ R} in a persistence diagram, i.e., the important generators have small
persistences.
2This was originally called the persistence weighted Gaussian kernel in [Kusano et al., 2016, Kusano et al., 2018] because
we mainly focused on the Gaussian kernel k(x, y) = exp(−∥x− y∥2 /2σ2) (σ > 0) as the positive definite kernel, but the
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to constructing a vector representation of a persistence diagram via the weight factor, contributions in
this thesis are listed as follows:
(1) Stability of the PWK vector
As mentioned above, the map from a point set X to the persistence diagram Dq(B(X)) is shown to
be Lipschitz continuous and this property is called the stability of persistence diagrams. If the map
from a persistence diagram D to the PWK vector V k,w(D) is continuous, the composition X 7→
V k,w(Dq(B(X))) is also continuous. This implies that statistical analysis by using the PWK vector
is stable under noise on the input data. We will prove the Lipschitz continuity of D 7→ V k,w(D)
and discuss classes of positive definite kernels k and weight functions w that satisfy the stability
property (Theorem 4.2.4).
Among many choices of positive definite kernels and weight functions, we propose to use the
Gaussian kernel kG(x, y) = e
− ∥x−y∥
2
2σ2 (σ > 0) and the arctangent type weight function warc(x) =
arctan(Carcpers(x)
parc) (Carc > 0, parc ∈ N) in data analysis because there exists a fast approxima-
tion algorithm for kG, the parameters in warc are useful to explicitly control the effect of persistence
in machine learning tasks, and the pair (kG, warc) holds Theorem 4.2.4 in a reasonable setting.
(2) Limit theorems
Similar to the persistence landscape, the PWK vector V k,w(D) also can be viewed as a random
variable taking values in the reproducing kernel Hilbert space. Thus, the expectation E[V k,w(D)]
is well-defined. In order to understand probabilistic properties of the PWK vector, we prove the
strong law of large numbers (Theorem 5.1.1) and the central limit theorem (Theorem 5.1.2) for
PWK vectors.
(3) Confidence interval
From the strong law of large numbers for PWK vectors, for n persistence diagramsD1, . . . , Dn drawn





E[V k,w(D)] as n goes to ∞. In practice, the number of samples n is finite. Then, we are interested
in how the sample mean n−1
∑n
i=1 V
k,w(Di) for the fixed number n is close to the expectation
E[V k,w(D)]. We formalize this question in a context of a confidence interval. A confidence in-
terval for a parameter θ ∈ R is an interval which contains the parameter θ with high probability.
From the construction, the PWK vector is also a real-valued function V k,w(D) : R2 → R, z 7→∑
x∈D w(x)k(z, x). By regarding E[V k,w(D)] as a real-valued function on R2, we will construct the
confidence interval for E[V k,w(D)] (Theorem 5.2.3).
(4) Stability of the expectation of a PWK vector
When the sample mean n−1
∑n
i=1 V
k,w(Di) is viewed as the expectation of the empirical distribution
of D1, . . . , Dn, the difference between two expectations of a (true) distribution and its empirical
distribution is estimated to be small from the strong law of large numbers. Then, these distributions
are considered to be close with an appropriate distance on probability distributions when n is large.
We will generalize this by showing that the map from a probability distribution of persistence
diagrams to the expectation of a PWK vector is Lipschitz continuous (Theorem 5.3.5).
(5) Theoretical and numerical comparison to other statistical methods
In numerical experiments, we compare the PWK vector and other statistical methods for persistence
diagrams: the persistence landscape, the persistence scale-space kernel [Reininghaus et al., 2015],
framework can be generalized to other positive definite kernels. Hence, we drop the word “Gaussian” here.
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the persistence image [Adams et al., 2017], and the Sliced Wasserstein kernel [Carrière et al., 2017].
From a theoretical point of view, we have confirmed that the PWK vector can be viewed as a gener-
alization of the persistence scale-space kernel and the persistence image although the constructions
are different. In addition, we can select k and w flexibly to show better performance of the PWK
vector than the persistence landscape and the Sliced Wasserstein kernel, which are parameter-free
statistical methods. For example of a classification task by using the support vector machine (Sec-
tion 6.1), by utilizing the weight function in the PWK vector, we have observed that the PWK
vector showed higher classification accuracies than the other methods. We also compare two prob-
ability distributions which generate a point set by the confidence intervals for the expectation of
a PWK vector (Section 6.2). As time series analysis for persistence diagrams, we try the kernel
principal component analysis and the kernel Fisher discriminant analysis (Section 6.3). As a merit
of the kernel method, all numerical experiments in this thesis can be implemented, while the PWK
vectors are most likely in an infinite dimensional Hilbert space. Source codes about the PWK vector
are available at https://github.com/genki-kusano/thesis.
Organization
This thesis is organized as follows:
In Chapter 2, we review the basics of homology groups (Section 2.1), probability theory (Section 2.2),
confidence intervals (Section 2.3), and the kernel method (Section 2.4).
In Chapter 3, we review the basics of persistent homology (Section 3.1), persistence diagrams (Section
3.2), several filtrations (Section 3.3), and the stability of persistence diagrams (Section 3.4).
In Chapter 4, we introduce the PWK vector (Section 4.1), study its stability properties (Section 4.2),
discuss some computation problems (Section 4.3), and compare the PWK vector with other statistical
methods for persistence diagrams (Section 4.4).
In Chapter 5, we analyze statistical properties of the PWK vector in the viewpoints of the strong
law of large numbers and the central limit theorem (Section 5.1), confidence intervals for the expectation
(Section 5.2), and the stability of the expectation (Section 5.3).
In Chapter 6, we show numerical results by using the PWK vector and compare performances with
other statistical methods for persistence diagrams.
The contents of Chapter 4 are based on the published papers [Kusano et al., 2016,
Kusano et al., 2018], which are both joint work with Yasuaki Hiraoka and Kenji Fukumizu. In
[Kusano et al., 2016], we first proposed a prototype of the PWK vector, but it was restricted to one
specific positive definite kernel and one specific weight function. The paper [Kusano et al., 2018] is the
extended version of [Kusano et al., 2016], and we generalized the framework of the PWK vector to wider
classes of positive definite kernels and weight functions. The contents of Chapter 5 are based on the





In this section, we will briefly review the basics of simplicial homology and singular homology. Throughout
this section, we fix a commutative ring R with unity 1 as a coefficient of homology group. We refer the
reader to [Hatcher, 2002] as an introduction of homology theory in algebraic topology.
2.1.1 Simplicial homology
Definition 2.1.1. Let V be a finite set. A family of subsets Σ ⊂ 2V is called an abstract simplicial
complex if it satisfies the following conditions:
(1) {v} ∈ Σ for any element v ∈ V ,
(2) any subset of σ ∈ Σ belongs to Σ.
Then, an element σ = {vi0 , . . . , viq} ∈ Σ composed of (q + 1) vertices is called a q-simplex.
Let Σ be an abstract simplicial complex and q ∈ N ∪ {0}. For (q + 1) vertices vi0 , . . . , viq composing
a q-simplex σ = {vi0 , . . . , viq} ∈ Σ, we define an equivalence relation
(vj0 · · · vjq ) ∼ (vk0 · · · vkq )
between orderings of the vertices, which is called an orientation, when there exists an even permutation
transforming one ordering to the other. Then, the equivalence class of σ is denoted by ⟨σ⟩ = ⟨vi0 · · · viq ⟩.
For an oriented q-simplex ⟨σ⟩ = ⟨vi0 · · · viq ⟩, the equivalence class for the ordering obtained from an odd
permutation of (i0 · · · iq) is denoted by −⟨σ⟩.
Let σq1, . . . , σ
q




j ⟩ is called the
q-th chain group of Σ. For an oriented (q + 1)-simplex ⟨σ⟩ = ⟨vi0 · · · viq+1⟩ ∈ Cq+1(Σ;R), the oriented
q-simplex obtained by removing the vertex vij from σ is denoted by ⟨vi0 · · · v̂ij · · · viq+1⟩, and then the




(−1)j⟨vi0 · · · v̂ij · · · viq+1⟩ ∈ Cq(Σ;R). (2.1)
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aj⟨σq+1j ⟩ ∈ Cq+1(Σ;R)
is called the boundary operator. For convenience, C−1(Σ;R) is defined by the zero module. It can
be checked that ∂q ◦ ∂q+1 = 0 for any q ∈ N ∪ {0}, and also im ∂q+1 is a submodule of ker ∂q. The
quotient module ker ∂q/ im ∂q+1 is called the q-th homology group of Σ with coefficient R and denoted by
Hq(Σ;R) := ker ∂q/ im ∂q+1.
Next, we will explain a Euclidean simplicial complex. For (q+ 1) points v0, . . . , vq ∈ Rd, if the vectors
v1 − v0, v2 − v0, . . . , vq − v0 are linear independent, the points v0, . . . , vq ∈ Rd are said to be in general
position. When v0, . . . , vq ∈ Rd are in general position, the convex hull










is called a Euclidean q-simplex. For a subset {vi0 , . . . , viℓ} of {v0, . . . , vq} composing a Euclidean q-simplex
|v0 · · · vq|, a Euclidean ℓ-simplex |vi0 · · · viℓ | is called a face of |v0 · · · vq|.
Definition 2.1.2. Let V be a finite point set in Rd. A collection K of Euclidean simplices is called
a Euclidean simplicial complex if it satisfies the following conditions:
(1) any face of σ ∈ K belongs to K,
(2) if σ, σ′ ∈ K, σ ∩ σ′ = ∅ or σ ∩ σ′ is a face of σ and σ′.
A Euclidean simplicial complex K defines an abstract simplicial complex by
ΣK :=
{
{vi0 , . . . , viq}
∣∣ ∣∣vi0 · · · viq ∣∣ ∈ K} ,
and the homology group Hq(K;R) of the Euclidean simplicial complex K is defined by Hq(K;R) :=
Hq(ΣK ;R). For a Euclidean simplicial complex K, the union of Euclidean simplices is called the polyhe-






Let ej = (0, . . . , 0, 1, 0, . . . , 0)
T ∈ Rq+1 denote an element whose (j + 1) component is 1 and the other
components are 0. A Euclidean simplex |e0 · · · eq| is called a standard q-simplex and denoted by ∆q.
Let X be a topological space. A continuous map σ : ∆q → X is called a singular q-simplex of X, and
the free R-module generated by all singular q-simplices is called the q-th singular chain group of X and
denoted by Sq(X;R) :=
⊕
σ:∆q→X Rσ. For a convex subset U ⊂ R
d and a0, . . . , aq ∈ U , a continuous
map [a0 · · · aq] : ∆q → U which is defined by










is called an affine q-simplex. For a singular (q+ 1)-simplex σ of X, the composition σ ◦ [e0 · · · êj · · · eq+1]




(−1)jσ ◦ [e0 · · · êj · · · eq+1], (2.2)
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and we define the boundary operator ∂q+1 : Sq+1(X;R) → Sq(X;R) by a linear extension of Equation
(2.2). Similar to a simplicial complex, we define the q-th singular homology group of a topological space
X with coefficient R by Hq(X;R) := ker ∂q/ im ∂q+1.
Let X,Y be topological spaces and f0, f1 : X → Y be continuous maps. If there exists a continuous
map F : X × [0, 1] → Y satisfying F (x, 0) = f0(x) and F (x, 1) = f1(x) for any x ∈ X, f0 and f1 are said
to be homotopic and denoted by f0 ≃ f1. If there exists continuous maps f : X → Y and g : Y → X such
that g ◦ f ≃ idX and f ◦ g ≃ idY , X and Y are said to be homotopy equivalent and denoted by X ≃ Y .
Proposition 2.1.3 (Corollary 2.11 in [Hatcher, 2002]). Let X and Y be topological spaces. If X ≃ Y ,
then Hq(X;R) ∼= Hq(Y ;R) for any dimension q ∈ N ∪ {0}.
When a topological space X is homeomorphic to a polyhedron |K| of some Euclidean simplicial
complex K, X is said to be triangulable. Then, we have Hq(X;R) ∼= Hq(K;R) from Proposition 2.1.3
and the following proposition:
Proposition 2.1.4 (Theorem 2.27 in [Hatcher, 2002]). For a Euclidean simplicial complex K, we
have Hq(K;R) ∼= Hq(|K| ;R) for any dimension q ∈ N ∪ {0}.
Let Σ be an abstract simplicial complex with vertex set V = {v0, . . . , vn}. Then, by the mapping
vi 7→ ei ∈ Rn+1,
KΣ := {
∣∣ei0 · · · eiq ∣∣ | {vi0 , . . . , viq} ∈ Σ}
is a Euclidean simplicial complex, and then Hq(Σ;R) ∼= Hq(KΣ;R). We call the polyhedron |KΣ| the
geometric realization of Σ.
2.2 Probability theory
In this section, we will briefly review the basics of probability theory. In Chapter 4, we will view a
persistence diagram as a random variable taking values in some metric space and the PWK vector as
a random variable taking values in some Hilbert space. Hence, we also review the basics of stochastic
convergences in a metric space in Section 2.2.2 and probability in a Banach space in Section 2.2.4.
Throughout this section, we fix a probability space as (Ω,A,Pr), i.e., (Ω,A) is a measurable space and
Pr is a measure on Ω such that Pr(Ω) = 1.
2.2.1 Basics of probability
When (X ,BX ) is a measurable space, a measurable map X : (Ω,A) → (X ,BX ) is said to be an X -valued
random element. The value of the random element X(ω) ∈ X for some ω ∈ Ω is called a realization
of X. If X is a topological space and BX is defined by the Borel sets of X , an X -valued random
element X is called a Borel random element. An X -valued random element X induces a probability
measure PX from Pr as PX(A) := Pr(X
−1(A)) (A ∈ BX ), and the probability measure PX is called
the probability distribution of X. Then, we say that X is drawn from PX and write X ∼ PX . When
X -valued random elements X1, . . . , Xn are drawn from the same probability distribution P and are
independent, we say that X1, . . . , Xn are independent and identically distributed from P and this is
denoted by X1, . . . , Xn, i.i.d. ∼ P .
Let X be an X -valued random element and φ : X → R be a measurable map, then the integral∫
Ω
φ(X(ω))dPr(ω) is called the expectation of φ(X) and denoted by E[φ(X)]. When we emphasize the
probability distribution P of X, the expectation E[φ(X)] is also denoted by EX∼P [φ(X)].
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An R-valued random element is simply called a random variable. For a random variable X, the
function F : R → R defined by F (t) := Pr(X ≤ t) (t ∈ R) is called the distribution function of X. If
the distribution function F of X has a function f : R → R satisfying F (t) =
∫ t
−∞ f(x)dx (t ∈ R), X is
said to have the probability density function f . For α ∈ (0, 1), the generalized inverse of F is defined by
F−1(α) := inf{t | F (t) ≥ α}, and F−1(1 − α) is called the upper α-quantile of X.
Proposition 2.2.1 (Lemma 21.2 in [Van der Vaart, 1998]). Let {Fn}n∈N be a sequence of distribution
functions and F be a distribution function. Then, limn→∞ Fn(t) = F (t) at every t where t 7→ F (t) is
continuous if and only if limn→∞ F
−1
n (p) = F
−1(p) at every p where p 7→ F−1(p) is continuous.
Next, we introduce famous probability distributions which will be used in this thesis.
Definition 2.2.2 (Uniform distribution). Let a < b ∈ R. If a probability density function of a
random variable X is given by
f(x) =
 1b−a (x ∈ [a, b])0 (otherwise) ,
then the corresponding probability distribution is called the uniform distribution on the interval [a, b] and
denoted by Unif([a, b]).
Definition 2.2.3 (Normal distribution). Let µ ∈ R and σ > 0. If a probability density function of a











then the corresponding probability distribution is called the normal distribution with mean µ and variance
σ2 and denoted by N (µ, σ2).
For random variables X1, . . . , Xd, if there exists a function f : Rd → R such that
Pr ((X1, . . . , Xd) ∈ C) =
∫
C
f(x1, . . . , xd)dx1 · · · dxd
for any C in the Borel sets of Rd, then f is called the joint probability density function of (X1, . . . , Xd).
Definition 2.2.4 (Multivariate normal distribution). Let d ∈ N, µ ∈ Rd, and Σ be a d× d positive















then the corresponding probability distribution is called the multivariate normal distribution with mean
µ and covariance matrix Σ and denoted by Nd(µ,Σ).
2.2.2 Stochastic convergences in a metric space
We will consider an expectation of a map, which is not a random variable, and introduce an outer
expectation for the map here. For a map X : Ω → R, a random variable X# : Ω → R is called the minimal
measurable majorant of X if it satisfies (1) X#(ω) ≥ X(ω) for all ω ∈ Ω and (2) Pr(Y ≥ X#) = 1 for
all random variables Y satisfying Y (ω) ≥ X(ω) for all ω ∈ Ω. If X is a random variable, then X# = X.
The outer expectation of a map X : Ω → R is defined by
E∗[X] := inf {E[Y ] | Y is a random variable, Y (ω) ≥ X(ω) for all ω ∈ Ω, E[Y ] exists, allowing ±∞} .
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Then, we have E∗[X] = E[X#] if |E∗[X]| <∞.
Let (X , d) be a metric space, {Xn : Ω → X}n∈N be a sequence of maps, and X be an X -valued
random element. Then, definitions of standard convergences for random variables are generalized to ones
for maps taking values in a metric space as follows:
Definition 2.2.5. Let {∆n}n∈N be a sequence of random variables satisfying d(Xn(ω), X(ω)) ≤
∆n(ω) for all ω ∈ Ω and n ∈ N. If Pr(limn→∞ ∆n = 0) = 1, then {Xn}n∈N is said to converge to X
almost surely and this is denoted by Xn
a.s.−−→ X.
Definition 2.2.6. If limn→∞ Pr(d(Xn, X)
# > ε) = 0 for any ε > 0, then {Xn}n∈N is said to converge
in probability to X and this is denoted by Xn →p X.
Definition 2.2.7. If limn→∞ E∗[φ(Xn)] = E[φ(X)] for all bounded continuous function φ : X → R,
then {Xn}n∈N is said to converge in distribution to X and this is denoted by Xn →d X.
Several famous properties of random variables are also generalized as follows:
Proposition 2.2.8 (Portmanteau lemma, Lemma 2.2, Proposition 18.9 in [Van der Vaart, 1998]).
Let {Xn : Ω → X}n∈N be a sequence of maps and X be an X -valued random element. Then, the following
are equivalent:
(1) Xn →d X.
(2) limn→∞ E∗[φ(Xn)] = E[φ(X)] for all bounded Lipschitz function φ : X → R.
(3) limn→∞ E∗[φ(Xn)] = E[φ(X)] for all 1-Lipschitz function φ : X → R.
(4) limn→∞ Pr(X
#
n ∈ A) = Pr(X ∈ A) for all A in the Borel sets of X such that Pr(X ∈ δA) = 0
where δA is the boundary of A.1
When X = R, the following is also equivalent to (1)–(4):
(5) limn→∞ Pr(X
#
n ≤ t) = Pr(X ≤ t) for all continuous points of t 7→ Pr(X ≤ t).
Proposition 2.2.9 (Theorem 18.10 in [Van der Vaart, 1998]). Let {Xn : Ω → X}n∈N be a sequence
of maps and X be an X -valued random element. Then, the following are satisfied:
(1) If Xn
a.s.−−→ X, then Xn →p X.
(2) If Xn →p X, then Xn →d X.
(3) If Xn →d c where c ∈ X is a constant, then Xn →p c.
Proposition 2.2.10 (Continuous mapping theorem, Theorem 18.11 in [Van der Vaart, 1998]). Let
{Xn : Ω → X}n∈N be a sequence of maps, X be an X -valued random element, and g : X → Y be a
continuous map where Y is a metric space. Then, the following are satisfied:
(1) If Xn →d X, then g(Xn) →d g(X).
(2) If Xn →p X, then g(Xn) →p g(X).
(3) If Xn
a.s.−−→ X, then g(Xn)
a.s.−−→ g(X).
1The boundary of A in a topological space is A \ IntA where A is the closure of A and IntA is the interior of A.
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Proposition 2.2.11 (Slutsly’s lemma, Lemma 2.8 in [Van der Vaart, 1998]). Let {Xn}n∈N and
{Yn}n∈N be sequences of random variables, X be a random variable, and c ∈ R be a constant. If Xn →d X
and Yn →d c, then the following are satisfied:
(1) Xn + Yn →d X + c.
(2) XnYn →d cX.
(3) If c ̸= 0, then Xn/Yn →d X/c.
2.2.3 Integrals on a Banach space
Before discussing probabilistic properties of a Banach space (Section 2.2.4), we review two integrals on a
Banach space: the Bochner integral and the Pettis integral. In this section, we fix a finite measure space
(Ω,A, µ) (i.e., 0 ≤ µ(Ω) <∞) and a Banach space (B, ∥·∥B).
Bochner integral
A map s : Ω → B is called a simple function if there exist b1, . . . , bN ∈ B and E1, . . . , EN ∈ A such that
s(ω) =
∑N
i=1 biIEi(ω), where IE : Ω → {0, 1} is the indicator function on E ⊂ Ω. For a simple function
s =
∑N






A map V : Ω → B is said to be strongly µ-measurable if there exists a sequence of simple functions
{Vn}n∈N such that limn→∞ Vn = V µ-almost everywhere.2 Since each simple function Vn is measurable3
from the construction, if limn→∞ Vn exists, limn→∞ Vn is measurable. Since limn→∞ Vn exists µ-almost
everywhere as V = limn→∞ Vn, we conclude that a strongly µ-measurable map V is measurable µ-
almost everywhere.4 We also remark that the maps ∥V ∥B , ∥V − Vn∥B : Ω → R are measurable µ-almost
everywhere, and hence the integrals of ∥V ∥B and ∥V − Vn∥B can be defined by the Lebesgue integral.
Definition 2.2.12. A strongly µ-measurable map V : Ω → B is said to be µ-Bochner integrable if





∥V (ω) − Vn(ω)∥B dµ(ω) = 0. (2.3)
Then, the integral of V is defined by∫
Ω





and called the µ-Bochner integral (or strong integral) of V .
Proposition 2.2.13 (Theorem 2 of Section II.2 in [Diestel and Uhl, 1977]). Let V : Ω → B be strongly
µ-measurable. Then, V is µ-Bochner integrable if and only if
∫
Ω
∥V (ω)∥B dµ(ω) <∞.
2For two maps U, V : Ω → B, we say U = V µ-almost everywhere if there exists N ∈ A such that µ(N) = 0 and{
ω ∈ Ω | ∥U(ω)− V (ω)∥B ̸= 0
}
⊂ N .
3This definition of “measurable” is defined in a standard sense, i.e., for any E′ in the Borel sets of B, the inverse image
V −1(E′) is in A.




Let B∗ be the dual space of B, i.e., B∗ is the set of all continuous linear real-valued functions f : B → R.
A map V : Ω → B is said to be weakly µ-measurable if f(V ) : Ω → R is measurable for any f ∈ B∗.




f(V (ω))dµ(ω) = f(W ) for any f ∈ B∗, the element W is called the µ-Pettis integral (or




Proposition 2.2.15 (Section 2.1 in [Ledoux and Talagrand, 2013]). If V : Ω → B is µ-Bochner














Remark on the expectation of a Radon random element
Let (Ω,A,Pr) be a probability space and V : Ω → B be a B-valued Borel random element. A B-valued
Borel random element V is called a Radon random element if, for any ε > 0, there exists a compact
subset K of B such that Pr(V ∈ K) ≥ 1 − ε. If V is Radon, then it is shown from Section 2.1 in
[Ledoux and Talagrand, 2013] that V is strongly Pr-measurable. For a B-valued Radon random element
V , we can consider the Bochner integral of V but it is only defined when
∫
Ω
∥V (ω)∥B dPr(ω) < ∞ from
Proposition 2.2.13. Since the Pettis integral of V can be defined even if
∫
Ω
∥V (ω)∥B dPr(ω) = ∞, we will
use the Pettis integral as an integral of V .
In addition, we remark that a probability distribution of a Radon random element is a Radon proba-
bility distribution. Let µ be a measure on a Borel measurable space (X ,BX ). If it satisfies (1) µ(K) <∞
for any compact subset K of X , and (2) µ(E) = sup{µ(K) | K ⊂ E, K: compact} for any E ∈ BX , then
µ is called a Radon measure on X . Let V be a B-valued Borel random element and P be the probability
distribution of V . Then, it is also shown from Section 2.1 in [Ledoux and Talagrand, 2013] that V is
a Radon random element if and only if P is Radon probability measure. Therefore, if P is a Radon
probability measure on B, V ∼ P is a B-valued Radon random element and the Pettis integral of V can
be defined.
2.2.4 Probability in a Banach space
Let (B, ∥·∥B) be a Banach space and V : Ω → B be a B-valued Radon random element. Here, the Pettis
integral of V is denoted by E[V ] and called the expectation of V . A B-valued Radon random element
G is a centered Gaussian random element if f(G) is a real valued Gaussian random variable with mean
zero for any f ∈ B∗. A centered Gaussian random element G is determined by its covariance structure
CG : B
∗ ×B∗ → R which is defined by CG(f, g) := E[f(G)g(G)] (f, g ∈ B∗).
For B-valued random elements V1, . . . , Vn, the sum is denoted by Sn :=
∑n
i=1 Vi. The strong law of
large numbers and the central limit theorem are stated as follows:
Theorem 2.2.16 (Strong law of large numbers, Corollary 7.10 in [Ledoux and Talagrand, 2013]). Let
B be a separable Banach space, P be a Radon probability measure on B, and V, V1, . . . , Vn, i.i.d. ∼ P .
Then, E[V ] = 0 and E[∥V ∥B ] <∞ if and only if n−1Sn
a.s.−−→ 0.
The next theorem uses the concept of type 2 whose definition will be given just after the next statement.
Theorem 2.2.17 (Central limit theorem, Corollary 10.9 in [Ledoux and Talagrand, 2013]). Let B be
a separable Banach space of type 2, P be a Radon probability measure on B, and V, V1, . . . , Vn, i.i.d. ∼ P .
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If E[V ] = 0 and E[∥V ∥2B ] < ∞, then n−1/2Sn →d G where G is a centered Gaussian random variable
with the same covariance structure as V .
In the rest of this section, we give the definition of type 2. However, we remark that a Hilbert space
is of type 2 and the Banach spaces which will be used in Chapter 4 are Hilbert spaces. Thus, the type 2
condition is always satisfied in this thesis.
Let ε : Ω → R be a random variable taking −1 or 1 with probability 1/2. A sequence {εn}n∈N of
independent random variables distributed as ε is called a Rademacher sequence.
Definition 2.2.18. A Banach space B is said to be of (Rademacher) type 2 if there exists a constant











Here, we see that a Hilbert space (H, ⟨·, ·⟩H) is a Banach space of type 2. For any finite sequence {vi}




































H . Thus, Equation (2.4) holds with C = 1, which means H is of type 2. A
generalized result for type 2 is stated as Theorem 9.10 in [Ledoux and Talagrand, 2013].
2.3 Confidence interval
In Section 5.2, we will estimate the expectation of a PWK vector in terms of a confidence interval. Thus,
we review the basics of confidence intervals here.
Let (Ω,A,Pr) be a probability space, (X ,BX ) be a measurable space, X : Ω → X be an X -valued
random element, P be the probability distribution of X, and θ be a real valued parameter attached to P .
When θ is unknown, we try to estimate it by using a statistic made from samples X1, . . . , Xn, i.i.d. ∼ P .
For simplicity, the collection of X -valued random elements X1, . . . , Xn is denoted by Xn := (X1, . . . , Xn).
Definition 2.3.1. A random variable θ̂ of random elements which does not have any parameter
is called a statistic. To be precise, for a sequence of measurable functions {tn : Xn → R}n∈N and a
sequence of X -valued random elements {Xn}n∈N, we define a random variable θ̂(Xn) : Ω → R, ω 7→
tn(X1(ω), . . . , Xn(ω)). For simplicity, a value of the statistic θ̂ at a realization xn = (x1, . . . , xn) ∈ Xn
of Xn is denoted by θ̂(xn) = tn(x1, . . . , xn) ∈ R.
An attempt to estimate the parameter θ by a single realization of some statistic θ̂ is called a point
estimation. The following is an example of a point estimation for the normal distribution:
Example 2.3.2. Let X1, . . . , Xn, i.i.d. ∼ N (µ, σ20) where µ is unknown. Then, the statistic µ̂(Xn) :=
n−1
∑n
i=1Xi converges to µ almost surely from the strong law of large numbers. Furthermore, it satisfies
E[µ̂(Xn)] = µ, which is known that µ̂ is the unbiased estimator of µ.
Even though a statistic θ̂ is the unbiased estimator of θ, θ and a realization of θ̂ are seldom the same
because θ̂ distributes around θ. Instead of estimating θ by a single realization of θ̂, we construct an
interval which contains θ with high probability. This procedure is called an interval estimation, and such
interval is formalized as follows:
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Definition 2.3.3. Let X1, . . . , Xn, i.i.d. ∼ P and α ∈ (0, 1). For two statistics L(Xn) and U(Xn)
satisfying L(Xn(ω)) ≤ U(Xn(ω)) for all ω ∈ Ω, an interval [L(Xn), U(Xn)] is called a confidence interval
for θ at level 1 − α if it satisfies
Pr({ω ∈ Ω | θ ∈ [L(Xn(ω)), U(Xn(ω))]}) ≥ 1 − α.
Example 2.3.4. Let X1, . . . , Xn, i.i.d. ∼ N (µ, σ20) where µ is unknown and σ20 is known, then
we will construct a confidence interval for µ at level 1 − α. We first remark that the distribution
of η̂(Xn) :=
√
n(X − µ)/σ0, where X = n−1
∑n
i=1Xi, is the standard normal distribution N (0, 1).




2/2)dz. For cn,α := (σ0/
√
n) ξα/2, the confidence interval for µ at 1 − α is





















) − Φ(ξ1−α2 ) = 1 − α.
Fortunately, the quantile ξα satisfying Pr (η̂(Xn) ≤ ξα) = 1 − α in Example 2.3.4 is numerically
computable from the property of the standard normal distribution. However, for a general statistic η̂, its
distribution of η̂(Xn) may be unknown or the quantile may be hard to compute. For such a case, the
bootstrap method is a powerful tool to estimate the quantile.
2.3.1 Standard bootstrap method
Let X1, . . . , Xn, i.i.d. ∼ P and η̂ be a statistic. The goal of this section is to obtain the upper α-
quantile ξ̂n,α of η̂(Xn) satisfying Pr(η̂(Xn) ≤ ξ̂n,α) = 1 − α. If there are plenty of n-realizations
xn,1, . . . ,xn,m ∈ Xn, we can approximate the quantile of η̂(Xn) by the histogram made from {η̂(xn,ℓ)}mℓ=1.
In numerical experiments, however, we only observe a single n-observation xn. The idea of the
bootstrap method is to reproduce new samples x∗1,ℓ, . . . , x
∗
n,ℓ (ℓ = 1, . . . , b) by resampling n-points
from the given observation {x1, . . . , xn} with repetition and estimate the upper α-quantile ξ̂n,α as
ξ̃∗n,α,b := inf{c | b−1
∑b




1,ℓ, . . . , x
∗
n,ℓ) (Figure 2.1). In this
section, we give the precise formulation and theoretical properties for this procedure.
Figure 2.1: A given n-observation xn = (x1, . . . , xn) and the realization of the statistic η̂(xn) (left), the
bootstrap samples x∗n,ℓ and η̂(x
∗
n,ℓ) (center), and the histogram made from {η̂(x∗n,ℓ)}bℓ=1 and an estimated
upper α-quantile ξ̃∗n,α,b (right).
Let ω0 ∈ Ω be an arbitrary element. Then, we define a probability measure Pn(ω0) on X by Pn(ω0) :=
n−1
∑n
i=1 δXi(ω0). The random probability measure Pn = n−1
∑n
i=1 δXi is called the empirical distribution
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of X1, . . . , Xn. Let X
∗ be a map which transforms ω ∈ Ω to an X -valued random element. If X∗(ω) ∼
Pn(ω) for any ω ∈ Ω, X∗ is called a bootstrap sample drawn from Pn and denoted by X∗ ∼ Pn. Since
X∗(ω0) is still an X -valued random element, a function η̂(X∗n)(ω0) : Ω → R defined by (η̂(X∗n)(ω0))(ζ) :=
η̂(X∗1 (ω0)(ζ), . . . , X
∗
n(ω0)(ζ)) (ζ ∈ Ω) is a random variable and η̂(X∗n) is a map which transforms ω ∈ Ω
to a random variable η̂(X∗n)(ω).
In order to define the convergence in distribution for η̂(X∗n), we define the conditional convergence
in distribution. Let {Yn ∼ Pn}n∈N be a sequence of bootstrap samples. If the sequence of random
elements {Yn(ω0)} converges in distribution to an X -valued random element T for some ω0 ∈ Ω,
limn→∞ E[φ(Yn(ω0))] = E[φ(T )] is satisfied for all 1-Lipschitz function φ : X → R from Proposition
2.2.8. Thus, in a similar way, the convergence in distribution for {Yn ∼ Pn}n∈N is defined as follows:
Definition 2.3.5. Let Pn be the empirical distribution of X1, . . . , Xn, i.i.d. ∼ P and T be an X -valued
random element. A sequence {Yn ∼ Pn}n∈N of bootstrap samples is said to converge in distribution to T
conditionally on X1, . . . , Xn if a function Hn : Ω → R defined by
Hn(ω) := sup
φ∈BL1(X )
|E[φ(Yn(ω))] − E[φ(T )]| ,
where BL1(X ) is the set of all 1-Lipschitz functions φ : X → R, satisfies Hn
a.s.−−→ 0.5 Then, the conditional
convergence is denoted by Yn | Xn →d T .
Since η̂(X∗n)(ω) is a random variable for any ω ∈ Ω, the upper α-quantile ξ̂∗n,α(ω) exists. Now, we view
ξ̂∗n,α as a real-valued function on Ω and abuse the notation Pr(η̂(Xn) ≤ ξ̂∗n,α) by Pr((η̂(Xn)−ξ̂∗n,α)# ≤ 0).6
Then, the following theorem is obtained by modifying the proof of Lemma 23.3 in [Van der Vaart, 1998]:
Theorem 2.3.6. Let X1, . . . , Xn, i.i.d. ∼ P and T be a random variable with continuous distribution







= 1 − α, (2.5)
where ξ̂∗n,α(ω) is the upper α-quantile of η̂(X
∗
n)(ω) for ω ∈ Ω.
Proof. Let α ∈ (0, 1) be a continuous point of 1−α 7→ F−1(1−α). Since η̂(X∗n) | Xn →d T , we have
ξ̂∗n,α →d F−1(1−α) from Proposition 2.2.1. Since η̂(Xn) →d T , we have η̂(Xn)− ξ̂∗n,α →d T −F−1(1−α)









T ≤ F−1(1 − α)
)
= 1 − α
from the Portmanteau lemma (Proposition 2.2.8). Since F is continuous and monotonically increasing,
the cardinality of discontinuous points of 1 − α 7→ F−1(1 − α) is at most countable and the statement is
proven for almost all α ∈ (0, 1).
Since the upper α-quantile ξ̂n,α of η̂(Xn) is defined by Pr(η̂(Xn) ≤ ξ̂n,α) = 1−α, Theorem 2.3.6 ensures
that ξ̂∗n,α in Equation (2.5) approximates ξ̂n,α in an asymptotic sense. An approximation algorithm to
obtain a realization of ξ̂∗n,α is given as follows:
5We remark that E[φ(Yn(ω))] = n−1
∑n
i=1 φ(Xi(ω)) because Yn(ω) ∼ Pn(ω) = n−1
∑n
i=1 δXi(ω).
6# is the symbol of the minimal measurable majorant.
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Algorithm 1 The bootstrap method for the upper α-quantile of η̂(Xn)
Require: α ∈ (0, 1). b ∈ N. x1, . . . , xn: realizations of X1, . . . , Xn, i.i.d. ∼ P .
1: for ℓ = 1, . . . , b do
2: Resample n points x∗1,ℓ, . . . , x
∗
n,ℓ from {x1, . . . , xn} with repetition.
3: Compute η̂∗n,ℓ := η̂(x
∗











6: return ξ̃∗n,α,b := inf{c | F̃n,b(c) ≥ 1 − α}
2.3.2 Bootstrap method for empirical processes
Let F := {f : X → R} be a family of real-valued measurable functions on X and Pf :=
∫
X f(x)dP (x)
denote the expectation of f ∈ F . The goal of this section is to construct a confidence interval for
{Pf}f∈F . One motivation why we consider the above situation is the following:
Example 2.3.7. Let P be a probability measure on R and X,X1, . . . , Xn, i.i.d. ∼ P be random
variables. Then, the expectation of the indicator function I[X≤t] is the distribution function of X, i.e.,
P I[X≤t] = F (t), and Fn(t) := n−1
∑n
i=1 I[Xi≤t] is the empirical distribution function of X. For a fixed t ∈
R, since I[X≤t] is a random variable distributed from the Bernoulli distribution with mean F (t), nFn(t) =∑n
i=1 I[Xi≤t] is drawn from the binomial distribution with trial n and mean nF (t). Then, for any t ∈ R,
we have Fn(t)
a.s.−−→ F (t) from the strong law of large numbers and
√
n (Fn(t) − F (t)) →d N (0, F (t)(1 −
F (t))) from the central limit theorem. Furthermore, the Gilvenko-Cantelli theorem (Theorem 19.1 in
[Van der Vaart, 1998]) shows the uniform convergence: supt∈R |Fn(t) − F (t)|
a.s.−−→ 0. If there exists a





|Fn(t) − F (t)| ≤ cn,α
)
≥ 1 − α,
then the interval [0, cn,α] is a confidence interval for |Fn(t) − F (t)| at level 1 − α for any t ∈ R. In other
words, F (t) is contained in the interval [Fn(t) − cn,α,Fn(t) + cn,α] with probability 1 − α for any t ∈ R.
Since cn,α is independent of t, the interval [Fn(t) − cn,α,Fn(t) + cn,α] is called the uniform confidence
band for F (t).
Going back to the original situation, we address to construct a uniform confidence band for {Pf}f∈F





|Pnf − Pf | ≤ cn,α
)
≥ 1 − α,
where Pnf = n−1
∑n
i=1 f(Xi) is the empirical mean of f over X1, . . . , Xn, i.i.d. ∼ P . Since {Pnf−Pf}f∈F
is a stochastic process over F , we will apply the bootstrap method for stochastic processes to compute
the uniform confidence band. Before explaining the bootstrap method for stochastic processes, we review
stochastic processes.
Let T be a set. A family X = {X(t) : Ω → R}t∈T of random variables is called a stochastic process
indexed by T . A stochastic process G = {G(t)}t∈T indexed by T is called the Gaussian process if, for
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any finite subset Td := {t1, . . . , td} ⊂ T , the distribution of the multivariate vector (G(t1), . . . ,G(td))T
is the d-dimensional normal distribution Nd(0,ΣTd) where the covariance matrix is given by (ΣTd)i,j =
E[G(ti)G(tj)] for i, j = 1, . . . , d.













indexed by F is called the empirical process of X1, . . . , Xn. In Example 2.3.7, for any t ∈ R, each element
of the empirical process Gn = {GnI[X≤t]}t∈R is shown to converge in distribution to a normal distribution,
i.e., GnI[X≤t] =
√
n (Fn(t) − F (t)) →d N (0, F (t)(1 − F (t))). In order to define a convergence of Gn, we
define a space ℓ∞(F) of bounded functions on F by
ℓ∞(F) :=
{
H : F → R
∣∣∣∣∣ ∥H∥∞ := supf∈F |Hf | <∞
}
and use a metric derived from the uniform norm ∥H∥∞ as a metric on ℓ∞(F). A useful class for F is
introduced by the convergence of Gn as follows:
Definition 2.3.8. Let (X ,BX ) be a measurable space and P be a probability measure on X . A
family F of real-valued measurable functions on X is said to be P -Donsker if the empirical process Gn
indexed by F converges in distribution to the Gaussian process G where the covariance structure of G is
given by E[GfGg] = Pfg − PfPg (f, g ∈ F).
For bootstrap samples X∗1 , . . . , X
∗
n, i.i.d. ∼ Pn, we define the bootstrap empirical distribution as P∗n =
n−1
∑n
i=1 δX∗i . Recall again that, even though we fix ω0 ∈ Ω, X
∗
i (ω0) ∼ Pn(ω0) is an X -valued random
element and P∗n(ω0) = n−1
∑n







i (ω)) is a random variable for any ω ∈ Ω. If G∗n(ω) := {
√
n(P∗n(ω)f − Pn(ω)f)}f∈F is a
stochastic process for any ω ∈ Ω, we call G∗n the bootstrap empirical process ofX1, . . . , Xn. The conditional
convergence G∗n | Xn →d G is characterized by the P -Donsker condition and the boundedness condition
for an envelope function E : X → R of F , which is defined by a function satisfying |f(x)| ≤ E(x) < ∞
for any f ∈ F and x ∈ X .
Proposition 2.3.9 (Theorem 23.7 in [Van der Vaart, 1998], Theorem 2.7 in [Kosorok, 2008]). Let F
be a family of real-valued measurable functions on X with envelope function E. If F is P -Donsker and
E∗X∼P [E(X)2] <∞, then G∗n | Xn →d G in ℓ∞(F).
Let φ : ℓ∞(F) → R be a continuous function and F satisfy the assumption of Proposition 2.3.9, then
we have φ(Gn) →d φ(G) and φ(G∗n) | Xn →d φ(G) from the continuous mapping theorem (Proposition
2.2.10) and the continuity of φ. As a continuous function on ℓ∞(F), we will use ψ : ℓ∞(F) → R which
is defined by H 7→ ψ(H) = supf∈F |Hf |. Indeed, for any H,H′ ∈ ℓ∞(F), we have
|ψ(H) − ψ(H′)| =
∣∣∣∣∣supf∈F |Hf | − supf∈F |H′f |
∣∣∣∣∣ ≤ supf∈F |Hf −H′f | = ∥H−H′∥∞ ,
which means ψ is 1-Lipschitz continuous. Since the distribution of Gf is a normal distribution for each
f ∈ F , ψ(G) has a continuous distribution. From Theorem 2.3.6, we have limn→∞ Pr(ψ(Gn) ≤ ξ̂∗n,α) =
1 − α where ξ̂∗n,α(ω) is the upper α-quantile of ψ(G∗n)(ω) = supf∈F |G∗n(ω)f |. Then, the probability
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for any f ∈ F
)
.
To sum up, the uniform confidence band for {Pf}f∈F is obtained as follows:
Theorem 2.3.10. Let X1, . . . , Xn, i.i.d. ∼ P and F be a family of real-valued measurable functions
on X . If F is P -Donsker and the envelope function E of F satisfies E∗X∼P [E(X)2] < ∞, for almost all














for any f ∈ F
)
= 1 − α,
where ξ̂∗n,α(ω) is the upper α-quantile of supf∈F |G∗n(ω)f | for ω ∈ Ω.
In the rest of this section, we introduce a sufficient condition for F to be P -Donsker. Let ε > 0,
G be a family of real-valued measurable functions on X , and Q be a probability measure on X . For





dQ(x))1/2, then G is said to cover F by L2(Q)-balls with radius ε. A covering
number N(ε,F , L2(Q)) of F by L2(Q)-balls with radius ε is defined by the minimum number to cover F :
N(ε,F , L2(Q)) := min{card (G) | G covers F by L2(Q)-balls with radius ε}.
If there exists a countable subset G ⊂ F such that, for every f ∈ F , there exists a sequence {gn}n∈N ⊂ G
such that limn→∞ gn(x) = f(x) for all x ∈ X , F is said to be pointwise measurable.
Proposition 2.3.11 (Theorem 19.14 in [Van der Vaart, 1998], Theorem 2.5, Theorem 8.19 in






N(ε ∥E∥L2(Q) ,F , L2(Q))dε <∞,
where E is an envelope function of F and Q is taken over all probability measures such that ∥E∥L2(Q) > 0.
If E∗X∼P [E(X)2] <∞, then F is P -Donsker.
2.4 Kernel method
Let X be a set, which is assumed to be an underlying space of input data. If X = Rd, we can study
statistical properties of x1, . . . , xn ∈ X by a standard multivariate analysis. However, such X is not always
Euclidean. Here, we prepare an inner product space (H, ⟨·, ·⟩H) and a map ϕ : X → H, where H is called
a feature space and ϕ is called a feature map. Through the feature map ϕ, we can consider statistical
analysis for X on the feature space H; for example, a sample mean of x1, . . . , xn ∈ X is computable
in H as n−1
∑n
i=1 ϕ(xi) ∈ H. While the concept of a feature map and a feature space is theoretically
useful, it is often difficult to represent a feature vector ϕ(x) ∈ H on computer because H can be infinite
dimensional. In fact, however, it is known that many statistical algorithms do not need an explicit form
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of the feature vector ϕ(x) but a value of the inner product ⟨ϕ(x), ϕ(y)⟩H .7 For this reason, it is important
to be able to calculate inner products to discuss statistical analysis for X . One of the generalized concepts
of an inner product is a positive definite kernel, and its related statistical methods are called the kernel
methods. We refer to [Bishop, 2006, Berlinet and Thomas-Agnan, 2011] as an introduction to the kernel
method.
2.4.1 Positive definite kernel
Definition 2.4.1. Let X be a set. A function k : X × X → C is called a positive definite kernel on
X if it satisfies
(1) k(x, y) = k(y, x) for any x, y ∈ X ,8
(2) the matrix (k(xi, xj))i,j=1,...,n is a nonnegative definite matrix for any finite number of x1, . . . , xn ∈




j=1 aiajk(xi, xj) ≥ 0 for any a1, . . . , an ∈ C.
We call the matrix (k(xi, xj))i,j=1,...,n the Gram matrix of k on x1, . . . , xn ∈ X .
As mentioned above, we first show that the inner product is a positive definite kernel.
Proposition 2.4.2. Let X be a set, (H, ⟨·, ·⟩H) be an inner product space, and ϕ : X → H be a map.
Then, k(x, y) := ⟨ϕ(x), ϕ(y)⟩H is a positive definite kernel on X .
Proof. For any x, y ∈ X , we have k(x, y) = ⟨ϕ(x), ϕ(y)⟩H = ⟨ϕ(y), ϕ(x)⟩H = k(y, x) from the
































⟨v, v⟩H is the norm induced from the inner product.
The positive definite kernel defined by the inner product (Proposition 2.4.2) is called the linear kernel.
It is known that a combination of several positive definite kernels is also a positive definite kernel:
Proposition 2.4.3. Let k, k1, k2, . . . be positive definite kernels on X . Then, the following are satis-
fied:
(1) For any a, b ≥ 0, the nonnegative combination ak1 + bk2 is a positive definite kernel.
(2) The product k1k2(x, y) := k1(x, y)k2(x, y) is a positive definite kernel.
(3) If there exists limn→∞ kn(x, y) for any x, y ∈ X , the limit limn→∞ kn is a positive definite kernel.
(4) For any c ≥ 0, the constant function k(x, y) ≡ c is a positive definite kernel.
(5) For any function f : X → C, k̃(x, y) := f(x)f(y)k(x, y) is a positive definite kernel.
7This is also known as the kernel trick. See also Chapter 6 and Appendix A.
8For a ∈ C, a denotes the complex conjugate of a.
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In the case of X = Rd, kG(x, y;σ) := e−
1
2σ2
∥x−y∥2 (σ > 0) is a positive definite kernel on Rd, which




(⟨x, y⟩)n (β > 0, n ∈ N)
is a positive definite kernel on Rd because kL(x, y) = ⟨x, y⟩ is a positive definite kernel on Rd by Propo-
sition 2.4.2 and (βn/n!) (kL(x, y))
n
is a positive definite kernel by Proposition 2.4.3 (1) and (2). Then,



































is a positive definite kernel on Rd from Proposition 2.4.3 (3) and (5). As other examples of positive definite
kernels on Rd, the polynomial kernel (⟨x, y⟩+ c)p (c ≥ 0, p ∈ N), the exponential kernel eα⟨x,y⟩ (α > 0),
and the Laplacian kernel e−α∥x−y∥1 (α > 0) are known.
2.4.2 Reproducing kernel Hilbert space
When we define a positive definite kernel k on X , a function k(·, x) : X → C is in a functional space
on X . Although the functional space on X needs not be an inner product space, the transformed vector
k(·, x) is always in a Hilbert space, which is called a reproducing kernel Hilbert space.
Definition 2.4.4. Let X be a set. A Hilbert space H composed of complex-valued functions on X is
a reproducing kernel Hilbert space on X if, for any x ∈ X , there exists an element kx ∈ H satisfying
⟨f, kx⟩H = f(x) (2.7)
for any f ∈ H. The Equation (2.7) is called the reproducing property of H.
It is known that a reproducing kernel Hilbert space uniquely defines a positive definite kernel.
Proposition 2.4.5. Let X be a set and H be a reproducing kernel Hilbert space on X . For x ∈ X
and kx ∈ H satisfying Equation (2.7), we define a function k : X × X → C by k(x, y) := kx(y). Then, k
is a positive definite kernel on X . Furthermore, k is unique satisfying this property.
Conversely, a positive definite kernel also uniquely defines a reproducing kernel Hilbert space.
Theorem 2.4.6 (Moore-Aronszajn, Theorem 2.14 in [Paulsen and Raghupathi, 2016]). Let X be a
set and k be a positive definite kernel on X . Then, there uniquely exists a reproducing kernel Hilbert
space Hk satisfying the following:
(1) k(·, x) ∈ Hk for any x ∈ X ,
(2) Span {k(·, x) | x ∈ X} is dense in Hk,
(3) ⟨f, k(·, x)⟩Hk = f(x) for any x ∈ X and any f ∈ Hk.
9The Gaussian kernel is also called the Gaussian radial basis function kernel or the Gaussian RBF kernel.
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We remark that the inner product of k(·, x) and k(·, y) is calculated as ⟨k(·, y), k(·, x)⟩Hk = k(x, y)
from the reproducing property of Hk, and then the norm of k(·, x) is given by ∥k(·, x)∥Hk =
√
k(x, x).
For later use, we remark that the following inequality holds for any f, g ∈ Hk:





|⟨f − g, k(·, z)⟩Hk |
≤ sup
z∈X




k(z, z) ∥f − g∥Hk (2.8)
2.4.3 Kernel embedding
Let X be a measurable space, X be an X -valued random variable, k be a positive definite kernel on X ,
and ϕ : X → Hk be a feature map defined by ϕ(x) = k(·, x) ∈ Hk. If the feature map ϕ is measurable,
ϕ(X) = k(·, X) is an Hk-valued random variable. Then, the expectation of k(·, X) can be defined by
using an integral on a Banach space (Section 2.2.3), and it is called the kernel mean. In this section, more
generally, we review an integral of k(·, X) over a (non probability) measure, which is called the kernel
embedding [Smola et al., 2007, Sriperumbudur et al., 2011].
Let X be a locally compact Hausdorff space, Mb(X ) be the set of all finite signed Radon measures
on X , and k be a measurable positive definite kernel on X . From the remarks in Section 2.2.3, the Borel
measurable map ϕ : X → Hk, x 7→ k(·, x) is strongly µ-measurable if µ is a Radon measure on X . We
call k bounded if there exists a constant Bdd(k) > 0 such that
sup
x,y∈X
|k(x, y)| ≤ Bdd(k). (2.9)
For a measurable bounded positive definite kernel k on X and a finite signed Radon measure µ ∈ Mb(X ),
we have ∫
X




k(x, x)d |µ| (x) ≤
√
Bdd(k) |µ| (X ) <∞. 10
Then, from Proposition 2.2.13, the Bochner integral
∫
X k(·, x)dµ(x) ∈ Hk is well-defined.
Definition 2.4.7. Let X be a locally compact Hausdorff space and k be a measurable bounded
positive definite kernel on X . Then, the map Ek : Mb(X ) → Hk, which is defined by




is called the kernel embedding of µ by k
Example 2.4.8. Here is an example which will be used in Chapter 4 to define a kernel embedding
of a persistence diagram. Let D ⊂ R2 be a countable subset and w : R2 → R be a function satisfying∑
x∈D |w(x)| < ∞. Then, the weighted measure
∑
x∈D w(x)δx is a finite signed Radon measure on R2,










9|µ| denotes the variation of µ, i.e., |µ| = µ++µ− where µ+ and µ− are the positive and negative part of µ, respectively.
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Next, we will introduce a class of real-valued positive definite kernels such that the kernel embedding
is injective. A function f : X → R is said to vanish at infinity if, for any ε > 0, there exists a compact
subset K ⊂ X such that supx∈Kc |f(x)| < ε. The space of continuous functions vanishing at infinity is
denoted by C0(X ). A real-valued positive definite kernel k on X is said to be C0-kernel if k is bounded
and k(·, x) ∈ C0(X ) for any x ∈ X . A C0-kernel k is called C0-universal if Hk is dense in C0(X ) with
the uniform norm. It is known from [Sriperumbudur et al., 2011] that the Gaussian kernel and Laplacian
kernel are C0-universal.
Proposition 2.4.9 (Proposition 2 in [Sriperumbudur et al., 2011]). Let X be a locally compact Haus-
dorff space and k be a measurable bounded real-valued positive definite kernel on X . If k is C0-universal
on X , the kernel embedding Ek : Mb(X ) → Hk is injective, and thus,
dk(µ, ν) = ∥Ek(µ) − Ek(ν)∥Hk
defines a metric on Mb(X ).
2.4.4 Random Fourier features
In experiments, it often takes a long time to compute the Gram matrix (k(xi, xj))i,j=1,...,n. One efficient
approximation approach is proposed by [Rahimi and Recht, 2007], which is called the random Fourier
features. This method is applicable to a shift-invariant positive definite kernel.
Definition 2.4.10. A positive definite kernel k on Rd is said to be shift-invariant if there exists a
function ψ : Rd → C such that k(x, y) = ψ(x− y) (x, y ∈ Rd). Conversely, a function ψ : Rd → C is said
to be positive definite if the function k defined by k(x, y) = ψ(x − y) (x, y ∈ Rd) is a positive definite
kernel on Rd.
Theorem 2.4.11 (Bochner, Theorem 20 in [Berlinet and Thomas-Agnan, 2011], Theorem 6.10 in
[Fukumizu, 2010]). Let ψ : Rd → C be a continuous function. Then, ψ is positive definite if and only if





more, such Λ is unique.
By Theorem 2.4.11, for a shift-invariant positive definite kernel k on Rd, there exists a non-negative




−1⟨a,x−y⟩dΛ(a). Here, by decomposing Λ = Ckλ where λ is a
probability measure and Ck =
∫
Rd dΛ(a) is the normalized constant, we have





































2 cos(⟨a, x⟩ + b) cos(⟨a, y⟩ + b)db
= 2CkEb∼Unif([0,2π]) [cos(⟨a, x⟩ + b) cos(⟨a, y⟩ + b)] ,
10Since cosA + cosB = 2 cos((A + B)/2) cos((A − B)/2), we have cos(⟨a, x + y⟩ + 2b) + cos(⟨a, x − y⟩) = 2 cos(⟨a, x⟩ +
b) cos(⟨a, y⟩+ b).
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we have
k(x, y) = Ea∼λEb∼Unif([0,2π]) [ξa,b(x)ξa,b(y)] ,
where ξa,b(x) =
√




(ξa1,b1(x), . . . , ξaN ,bN (x))
T ∈ RN , (2.11)
then the inner product ⟨zN (x), zN (y)⟩ can be viewed as an approximation of k(x, y) and it is justified as
follows:
Theorem 2.4.12 (Claim 1 in [Rahimi and Recht, 2007]). Let k be a real-valued shift-invariant positive
definite kernel on Rd and M be a compact subset of Rd with diameter diam(M) := maxx,y∈M ∥x− y∥.



















where zN : Rd → RN is the map defined in Equation (2.11) and σ2λ := Ea∼λ[∥a∥
2
]. Furthermore, for any
α ∈ (0, 1), we have supx,y∈M |⟨zN (x), zN (y)⟩ − k(x, y)| ≤ ε with probability 1 − α if the number of i.i.d.
samples N satisfies






+ 8 log 2 − logα
)
. (2.12)

















that is, the probability measure and the normalized constant in Equation (2.10) are given by λ =
Nd(0, σ−2Id) and Ck = 1. Then, we have σ2λ = dσ−2. For later use in Section 4.3.2, we show the
approximation theorem by the random Fourier features for the Gaussian kernel on R2:
Corollary 2.4.13. Let M be a compact subset of R2, σ > 0, a1, . . . , aN , i.i.d. ∼ N2(0, σ−2I2), and






cos(⟨as, x⟩ + bs) cos(⟨as, y⟩ + bs) − kG(x, y;σ)
∣∣∣∣∣ ≤ ε















Throughout this thesis, we fix a field k and use it as the coefficient ring of homology groups, i.e., all
homology groups are k-vector spaces. As for the reason why we use field coefficients, we remark at the
end of this section. While a homology group is computed from single input data (e.g., one simplicial
complex or one topological space), a persistent homology is from a filtration which has a nested structure
of input data.
3.1.1 Definition
Definition 3.1.1. Let Filt = {Fa}a∈R be a family of topological spaces. If Fa is a subspace of Fb for
any a ≤ b ∈ R, Filt is said to be a filtration of topological spaces.
A filtration of simplicial complexes is also defined in a similar way, i.e., Fa is a simplicial complex
and Fa is a subcomplex of Fb for any a ≤ b ∈ R. When we simply say a filtration Filt, it means Filt is a
filtration of either topological spaces or simplicial complexes.
For a filtration Filt = {Fa}a∈R, a family of the q-th homology groups {Hq(Fa)}a∈R is a family of
k-vector spaces.1 Each inclusion Fa ⊂ Fb (a ≤ b ∈ R) induces a k-linear map ϕba : Hq(Fa) → Hq(Fb).
Then, the collection of {Hq(Fa)}a∈R and {ϕba}a≤b∈R is called the q-th persistent homology of Filt and
denoted by Hq(Filt) := {{Hq(Fa)}a∈R, {ϕba}a≤b∈R}. A persistent homology is generalized to a persistence
module.
Definition 3.1.2. Let {Ua}a∈R be a family of k-vector spaces and {uba : Ua → Ub}a≤b∈R be a family




b ◦ uba for any a ≤ b ≤ c ∈ R, the collection
U = {{Ua}a∈R, {uba}a≤b∈R} of k-vector spaces and k-linear maps is called a persistence module.
Let U = {{Ua}a∈R, {uba}a≤b∈R} and V = {{Va}a∈R, {vba}a≤b∈R} be persistence modules. The k-linear
maps wba : Ua ⊕ Va → Ub ⊕ Vb (a ≤ b ∈ R) defined by




a(y)) (x ∈ Ua, y ∈ Va)
induces a persistence module W = {{Ua⊕Va}a∈R, {wba}a≤b∈R}, which is called the direct sum of U and V
and denoted by W = U⊕V. A family Φ := {ϕa : Ua → Va}a∈R of k-linear maps is called a homomorphism
1From now on, Hq(Fa) denotes the homology group Hq(Fa;k) with coefficient k for short.
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from U to V, denoted by Φ : U → V, if it satisfies ϕb ◦ uba = vba ◦ ϕa for any a ≤ b ∈ R. If there exists a
homomorphism Φ : U → V such that every ϕa ∈ Φ is an isomorphism, U and V are said to be isomorphic
and we write U ∼= V.
We remark that the above definitions can be interpreted in terms of category theory. Let (R,≤) be a
poset category of R and Vectk be a category of k-vector spaces. Then, the functor category Vect(R,≤)k is
the category of persistence modules. In fact, direct sums, homomorphisms, and isomorphisms, as defined
above, are the same ones as in the functor category Vect
(R,≤)
k [Bubenik and Scott, 2014].
3.1.2 Interleaving distance
We will show that an extended pseudometric is defined for persistence modules. Recall that a metric is
defined as follows:
Definition 3.1.3. Let M be a set. A function d : M ×M → [0,∞) is said to be a metric on M if,
for any x, y, z ∈M , it satisfies the following:
(1) x = y if and only if d(x, y) = 0 (identity of indiscernibles),
(2) d(x, y) = d(y, x) (symmetry),
(3) d(x, y) ≤ d(x, z) + d(z, y) (triangle inequality).
If a function d : M × M → [0,∞) satisfies (2), (3), and “x = y implies d(x, y) = 0”, we call d a
pseudometric on M . If a function d : M × M → [0,∞], which is allowed to take ∞, satisfies the
conditions of a metric (resp. pseudometric), we call d an extended metric (resp. extended pseudometric)
on M
Definition 3.1.4. Let U = {{Ua}a∈R, {uba}a≤b∈R} and V = {{Va}a∈R, {vba}a≤b∈R} be persistence
modules and ε ≥ 0. We say that U and V are ε-interleaved if there exist collections of k-linear maps
{ϕa : Ua → Va+ε}a∈R and {ψa : Va → Va+ε}a∈R such that the following four diagrams commute for any












































==zzzzzzzz va+2εa // Va+2ε.
If such {ϕa}a∈R and {ψa}a∈R do not exist for any ε ≥ 0, we say that U and V are ∞-interleaved. For
two persistence modules U and V, we define
dI(U,V) := inf {ε ∈ [0,∞] | U and V are ε-interleaved} .
Then, dI is an extended pseudometric
2 on a set of persistence modules and called the interleaving distance.
2Even if U ∼= V and U ̸= V, we still have dI(U,V) = 0, which implies the identity of indiscernibles does not hold.
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3.1.3 Interval decomposition
It is known that an appropriate persistence module is decomposed to the direct sum of interval persistence
modules. Here, we review the definition of an interval persistence module and the decomposable condition.
A subset I ⊂ R is said to be an interval if, for any a, c ∈ I, any b ∈ R satisfying a < b < c is in I. A
persistence module II := {{Ua}a∈R, {uba}a≤b∈R} is called an interval persistence module over an interval
I ⊂ R if Ua = k for a ∈ I and Ua = 0 otherwise, and uba is an identity map for any a ≤ b ∈ I and uba
is a zero map otherwise. A persistence module U is said to be interval decomposable if there exists an
isomorphism U ∼=
⊕
i∈I IIi where I is an index set and each Ii is an interval of R. If a persistence module
is interval decomposable, it is unique up to isomorphism.
Theorem 3.1.5 (Krull-Remak-Schimidt-Azumaya, Theorem 2.7 in [Chazal et al., 2016]). Let U be an




j∈J IJj . Then,
there exists a bijection σ : I → J such that Ii = Jσ(i) for all i ∈ I.
A value r ∈ R is called a regular value of U if there exists some open interval I ⊂ R such that r ∈ I
and uba is an isomorphism for any a ≤ b ∈ I. A value which is not a regular value of U is called a critical
value of U.3 We say that U is tame if U has a finite number of critical values. As another property
for a persistence module, a persistence module U is called pointwise finite dimensional if Ua is a finite
dimensional k-vector space for any a ∈ R. The following theorem characterizes the conditions of an
interval decomposable persistence module:
Theorem 3.1.6 (Gabriel, Theorem 2.8 in [Chazal et al., 2016]). If a persistence module U is tame or
pointwise finite dimensional, then U is interval decomposable.4
Remark on field coefficients for homology groups
The research [Zomorodian and Carlsson, 2005] first proposed an algebraic framework for a persistent
homology by regarding it as a graded module over a polynomial ring k[t]. In fact, for a countable
filtration Filt = {Fi}∞i=0, the direct sum
⊕∞
i=0Hq(Fi;R) of homology groups with coefficient ring R is
also a graded module over R[t] whose action by t is defined by
t · (α0, α1, . . .) := (0, u10(α0), u21(α1), . . .) (αi ∈ Hq(Fi;R))
where ui+1i : Hq(Fi;R) → Hq(Fi+1;R) is the R-homomorphism induced by the inclusion Fi ⊂ Fi+1. If
the coefficient ring R[t] is a principal ideal domain and the direct sum
⊕∞
i=0Hq(Fi;R) is finitely gener-
ated, we can apply the structure theorem for finitely generated modules over a principal ideal domain
and obtain the decomposition of the graded module
⊕∞
i=0Hq(Fi;R) [Zomorodian and Carlsson, 2005].
In order to make R[t] a principal ideal domain, we select a field R = k as a coefficient ring of a ho-
mology group. As another reason, a persistence module can be viewed as a representation of a quiver
[Carlsson and de Silva, 2010]. A representation of a quiver is written in terms of k-vector spaces and
k-linear maps, and Theorem 3.1.5 and Theorem 3.1.6 for a tame persistence module were shown by using
the representation theory of quivers. Therefore, we select a field as a coefficient ring of a persistent
homology.
3The notion of a critical value was originally proposed in [Cohen-Steiner et al., 2007], and the definition was developed
by [Bubenik and Scott, 2014], which is used in this thesis.
4Theorem 3.1.6 was originally shown by [Zomorodian and Carlsson, 2005] in the setting of a polynomial ring, and after-
wards, developed for a tame persistence module by [Carlsson and de Silva, 2010, Bubenik and Scott, 2014] and a pointwise




For an interval I ⊂ R, we define the birth and death of I by the endpoints b(I) := inf{b | b ∈ I} and
d(I) := sup{d | d ∈ I}, allowing b(I) = −∞ and d(I) = ∞, respectively. Then, the endpoints are
interpreted as elements of the extended real line R := R ∪ {−∞,∞}.
Definition 3.2.1. Let U ∼=
⊕
i∈I IIi be an interval decomposable persistence module. The persistence
diagram of U is the multiset5 composed of all birth-death pairs in U and denoted by
D(U) = {(b(Ii), d(Ii)) | i ∈ I} .
When the persistent homology Hq(Filt) of a filtration Filt is interval decomposable, the persistence
diagram D(Hq(Filt)) is denoted by Dq(Filt) for short. We remark that a persistence diagram is uniquely
defined from Theorem 3.1.5. Since each death is greater than or equal to the corresponding birth, all
birth-death pairs in D(U) lie on the region above the diagonal {(b, d) | b ≤ d ∈ R} of the extended real
plane R2.
Example 3.2.2. We formalize the example used in Introduction (Chapter 1). Let (M,dM ) be a
metric space and X = {x1, . . . ,xn} be a finite point set in M . For a ≥ 0 and a point x ∈ M , we
define an a-ball by B(x; a) = {z ∈ M | dM (x, z) ≤ a} and the union of balls centered at each point
in X by B(X; a) :=
∪n
i=1B(xi; a). For convenience, let B(X; a) := ∅ for a < 0. Then, the family
B(X) := {B(X; a)}a∈R is a filtration of topological spaces and we call it the ball model filtration of X.
In this thesis, we assume that all birth-death pairs are bounded, that is, all births and deaths in a
persistence diagram take neither ∞ nor −∞. This assumption is satisfied if a persistence diagram is
given by the ball model filtration of a finite point set in Rd. Let X be a finite point set in Rd. Then,
all birth-death pairs in the persistence diagram Dq(B(X)) of the ball model filtration of X are bounded
except for dimension q = 0 because B(X;−∞) = ∅ and B(X;∞) = Rd. There is only one element in
D0(B(X)) whose death is ∞, which corresponds the connected component of Rd. In other words, the
unbounded birth-death pair always corresponds to the connected component of Rd. Then, by ignoring
this unbounded birth-death pair or considering reduced homology for the persistent homology, we can
make all birth-death pairs bounded. In addition, in this thesis, we treat not only the ball model filtration
but also other filtrations, which will be explained in Section 3.3, to compute a persistence diagram. Thus,
in order to treat persistence diagrams in a general framework, we define a generalized persistence diagram
as follows:
Definition 3.2.3. A generalized persistence diagram is a countable multiset of points in the region
above the diagonal R2ad := {(b, d) ∈ R2 | b ≤ d}. The set of all generalized persistence diagrams is denoted
by Dg.
3.2.2 Wasserstein distance and bottleneck distance
Here, we will introduce two famous distances between two persistence diagrams D and E: the Wasserstein
distance and the bottleneck distance. Now, we consider the diagonal set ∆ = {(a, a) | a ∈ R2} as a multiset
with all points having infinite multiplicity and write the set of multi-bijections from D ∪ ∆ to E ∪ ∆
5A multiset is a set with multiplicity of each element. Note that the collection of birth-death pairs should be a multiset
because an interval decomposition of U can contain several intervals with the same birth-death pairs.
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as T (D,E) := {γ : D ∪ ∆ → E ∪ ∆ is a multi-bijection}. This set T (D,E) is non-empty because there
always exists a multi-bijection γ : D ∪∆ → E ∪∆ by considering infinite multiplicity of the diagonal set
∆.
Definition 3.2.4. Let 1 ≤ p <∞. The p-Wasserstein distance dWp between two persistence diagrams
















Figure 3.1: For two persistence diagrams D and E, we (1) consider all multi-bijections γ between D ∪∆
and E ∪∆, (2) take the supremum of {∥x− γ(x)∥∞ | x ∈ D∪∆} for each multi-bijection γ, and (3) take
the infimum of the suprema. Then, the infimum is the bottleneck distance dW∞(D,E).
We define the space of persistence diagrams by
Dp := {D ∈ Dg | dWp(D,∆) <∞}
for 1 ≤ p ≤ ∞. For a birth-death pair x = (b, d) in a persistence diagram, the lifetime d− b is called the




p for 1 ≤ p <∞ and Pers∞(D) := supx∈D pers(x). Since 2 infz∈∆ ∥x− z∥∞ =
pers(x), we have 2dWp(D,∆)
p = Persp(D) for 1 ≤ p < ∞ and 2dW∞(D,∆) = Pers∞(D). Then, Dp can
be equivalently defined as Dp = {D ∈ Dg | Persp(D) <∞}.
Proposition 3.2.6. For any 1 ≤ p ≤ ∞, (Dp, dWp) is a pseudometric space.
Proof. Let D,E, F ∈ Dp be persistence diagrams.
6The bottleneck distance is also called the ∞-Wasserstein distance.
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∥y − η(y)∥∞ (take γ = η
−1).
By taking the infimum over η ∈ T (E,D), we have dW∞(D,E) ≤ dW∞(E,D). We can show the converse
dW∞(E,D) ≤ dW∞(D,E) in the same way, and hence dW∞(D,E) = dW∞(E,D). The statement for
1 ≤ p <∞ is also proven in a similar way.





































By taking the infimum over γ1 and γ2, we obtain the triangle inequality dWp(D,E) + dWp(E,F ) ≥
dWp(D,F ) for 1 ≤ p < ∞. For p = ∞, we show the triangle inequality by changing the Minkowski’s
inequality to the triangle inequality of the uniform norm:
sup
x∈D∪∆





∥x− γ1(x)∥∞ + sup
x∈D∪∆
∥γ1(x) − γ2 ◦ γ1(x)∥∞
≥ sup
x∈D∪∆
(∥x− γ1(x)∥∞ + ∥γ1(x) − γ2 ◦ γ1(x)∥∞)
≥ sup
x∈D∪∆
∥x− γ1(x) + γ1(x) − γ2 ◦ γ1(x)∥∞ (Triangle inequality of ∥·∥∞)
= sup
x∈D∪∆
∥x− γ2 ◦ γ1(x)∥∞
≥ dW∞(D,F ).
D = E implies dWp(D,E) = 0: The identity map idD∪∆ is in T (D,D), and thus it satisfies dWp(D,D) =
0. However, there is an counterexample that dWp does not satisfy the identity of indiscernibles; for
D = {(c, c)} (c ∈ R) and E = ∅, dWp(D,E) = 0 but D ̸= E.
However, differences between two persistence diagrams D and E such that dWp(D,E) = 0 are only
on the diagonal set ∆.
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Lemma 3.2.7. Let 1 ≤ p ≤ ∞ and D,E ∈ Dp be persistence diagrams such that dWp(D,E) = 0, then
we have D \ ∆ = E \ ∆.
Proof. We assume that there exists x ∈ D \ ∆ but x ̸∈ E \ ∆. Since dWp(D,E) = 0, there exists
a sequence {γn}∞n=1 ⊂ T (D,E) such that limn→∞ ∥x− γn(x)∥∞ = 0. Since {γn(x)}∞n=1 ⊂ E ∪ ∆ and
limn→∞ γn(x) = x ̸∈ E \ ∆, we have limn→∞ γn(x) ∈ ∆. This is a contradiction to the assumption that
x ̸∈ ∆.
For persistence diagrams D and E, we define an equivalence D ∼ E if dWp(D,E) = 0. From Lemma
3.2.7, the difference in the equivalence class is only on the diagonal set, which can be ignored in data
analysis. Thus, we abuse the notation and let (Dp, dWp) also denote the metric space of equivalence
classes under ∼. Then, it is shown from Theorem 8 and Theorem 12 in [Mileyko et al., 2011] that the
metric space (Dp, dWp) (1 ≤ p < ∞) is complete and separable, i.e., a Polish space. We will discuss on
the metric space (Dp, dWp) in more details later.
Remark on the Wasserstein distance for probability measures
The Wasserstein distance was historically proposed for probability measures. The Wasserstein distance
dWp for persistence diagrams is not the same as the one for probability measures, but the definition of dWp
is motivated from the original Wasserstein distance. Here, we will give the definition of the Wasserstein
distance for probability measures and remark the relationships between two Wasserstein distances.
Let (M,dM ) be a metric space and µ, ν be Borel probability measures on M . A probability measure
π on M ×M is said to be a coupling between µ and ν if, for a natural projection pi(x1, x2) = xi (i =
1, 2, xi ∈ M), their induced measures satisfy (p1)∗π = µ and (p2)∗π = ν. Then, for 1 ≤ p < ∞, the
p-Wasserstein distance for probability measures is defined by









where Π(µ, ν) is the set of couplings between µ and ν. In order to emphasize the difference between the
two Wasserstein distances, we use the notation Wp[dM ] for the Wasserstein distance between probability
measures on a metric space (M,dM ).
Let D′ = {xi}ni=1 and E′ = {yi}ni=1 be finite multisets of points in R2 with the same cardinalities,
then dWp(D
′, E′) is well-defined. Now, we represent the multisets as empirical probability measures
µD′ = n
−1∑n
i=1 δxi and µE′ = n
−1∑n
i=1 δyi , respectively. Then, Wp[∥·∥∞](µD′ , µE′) is also well-defined,
but dWp(D
′, E′) ̸= Wp[∥·∥∞](µD′ , µE′). Since there always exists a multi-bijection γ : D′ → E′, the
product map (idD′ , γ) : M → M ×M,x 7→ (x, γ(x)) induces a coupling πγ := (idD′ , γ)∗µD between µD
and µE . Then, we have ∫
R2






The left hand side is related to Wp[∥·∥∞](D′, E′) and the right hand side is related to dWp(D′, E′). If
the cardinalities of D′ and E′ are not the same, this analogy does not hold. Although two persistence
diagrams D and E do not have the same cardinalities in general, the definition of dWp avoids this problem
by adding the diagonal set with infinite multiplicity to regard D∪∆ and E∪∆ having the same cardinality.
3.3 Filtrations
We have already introduced the ball model filtration B(X) in Chapter 1 and Example 3.2.2. In this
section, we will introduce other filtrations: the Čech complex filtration, the Rips complex filtration, and
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the sublevel set filtration.
3.3.1 Čech complex filtration
Let (M,dM ) be a metric space and X be a subset of M .
Definition 3.3.1. For a fixed a ≥ 0, we define a q-simplex {xi0 , . . . ,xiq} ⊂ X if there exists x̄ ∈M
such that dM (xij , x̄) ≤ a for all j = 0, . . . , q. The set of these simplices forms an abstract simplicial
complex called the ambient Čech complex of X with parameter a, denoted by ČechM (X; a). For a < 0,
we define ČechM (X; a) = ∅.
A family ČechM (X) = {ČechM (X; a)}a∈R of ambient Čech complexes is a filtration of simplicial com-
plexes. If X is a finite point set in M ⊂ Rd, the persistence module Hq(ČechM (X)) is tame and pointwise
finite dimensional, and thus the persistence diagram Dq(ČechM (X)) is well-defined from Theorem 3.1.6.
Note that {xi0 , . . . ,xiq} is a q-simplex of ČechM (X; a) if and only if
∩q
j=0B(xij ; a) ̸= ∅. By regarding X
as a subspace of M , ČechX(X; a) is also a simplicial complex and it is called the intrinsic Čech complex
of X with parameter a.
A generalized idea of the Čech complex is the nerve. Let S be a topological space and U = {Ui ⊂ S |
i ∈ I} be a covering of S, i.e.,
∪
i∈I Ui = S. The family N(U) := {I ′ ⊂ I |
∩
i∈I′ Ui ̸= ∅} of index sets is
called the nerve of U and is an abstract simplicial complex. For a point set X in a metric space M , the
family B(X; a) := {B(x; a) | x ∈ X} of balls with radius a is a covering of the union of balls B(X; a).
Obviously, the nerve of B(X; a) is the same as the ambient Čech complex ČechM (X; a). The following
theorem shows the topological space S and the geometric realization of the nerve N(U) of the covering
of S are homotopy equivalent.
Lemma 3.3.2 (Nerve Lemma, Theorem 10.7 in [Björner, 1995], Corollary 4G.3 in [Hatcher, 2002]).




′ ⊂ I) is contractible, the geometric realization of the nerve N(U) is
homotopy equivalent to S.
When M is a triangulable subspace of Rd and X = {xi | i ∈ I} is a finite point set in M , since any
non-empty intersection
∩
i∈I′ B(xi; a) (I
′ ⊂ I) is contractible, the geometric realization of ČechM (X; a) is
homotopy equivalent to B(X; a) from the nerve lemma, and hence we have Dq(ČechM (X)) = Dq(B(X)).
3.3.2 Rips complex filtration
Let (M,dM ) be a metric space and X be a subset of M .
Definition 3.3.3. For a fixed a ≥ 0, we define a q-simplex {xi0 · · ·xiq} ⊂ X if dM (xij ,xik) ≤ 2a
for all j, k = 0, . . . , q. The set of these simplices forms an abstract simplicial complex called the Rips
complex of X with parameter a, denoted by Rips(X; a). For a < 0, we define Rips(X; a) = ∅.
Although Hq(Rips(X; a)) is not isomorphic to Hq(ČechM (X; a)) in general (Figure 3.2), there is a
relationship between the ambient Čech complex and the Rips complex by inclusions.
Proposition 3.3.4 (Theorem 2.5 in [de Silva and Ghrist, 2007]). If X be a finite point set in Rd,
then we have








In particular, for any d ∈ N and a ∈ R, we have Rips(X; a/
√
2) ⊂ ČechRd(X; a) ⊂ Rips(X; a).
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Figure 3.2: From left to right, a point set X in a metric space M , the union of balls B(X; a), the ambient
Čech complex ČechM (X; a), and the Rips complex Rips(X; a). A geometric realization of ČechM (X; a)
and B(X; a) are homotopy equivalent, but Rips(X; a) has different topology.
3.3.3 Sublevel set filtration
Let M be a topological space and f : M → R be a function. Then, we define a sublevel set of f by
Sub(f ; a) := f−1((−∞, a]) for a ∈ R. Since Sub(f ; a) ⊂ Sub(f ; b) for any a ≤ b, Sub(f) := {Sub(f ; a) |
a ∈ R} is a filtration of topological spaces. We say that f is tame if the persistence module Hq(Sub(f))
is tame.
Let (M,dM ) be a metric space and X = {x1, . . . ,xn} be a finite point set in M . We define the
distance function from X by
distX : M → R, x 7→ min
xi∈X
dM (x,xi).
Since Sub(distX ; a) = B(X; a) for any a ∈ R, we have Dq(B(X)) = Dq(Sub(distX)), which implies the
ball model filtration is a special case of the sublevel set filtration.
3.4 Stability
3.4.1 Algebraic stability
A persistence diagram is obtained through the two stages: (1) a filtration is transformed to a persistent
homology and (2) the persistent homology is expressed to the persistence diagram. We will discuss the
continuity of (1) later. The continuity of (2) is known as the algebraic stability.
Theorem 3.4.1 (Isometry Theorem, Theorem 3.5 in [Bauer and Lesnick, 2014]). Let U and V be
pointwise finite dimensional persistence modules. Then, we have
dW∞(D(U), D(V)) = dI(U,V).
Research of stability was historically started for some specific class of real-valued tame functions f, g
in [Cohen-Steiner et al., 2007] by showing dW∞(Dq(Sub(f)), Dq(Sub(g))) ≤ dI(Hq(Sub(f)),Hq(Sub(g)))
(Theorem 3.4.2). Afterward, the research [Chazal et al., 2009] showed dW∞(D(U), D(V)) ≤ dI(U,V) for
pointwise finite dimensional persistence modules U,V and the research [Bauer and Lesnick, 2014] showed
the converse.
3.4.2 Bottleneck distance stability
From Theorem 3.4.1, the interleaving distance between two persistence modules is the same as the
bottleneck distance between the persistence diagrams. Thus, if the interleaving distance is estimated by
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some value computed from input data, the bottleneck distance is also estimated by the same value. First
of all, we introduce the stability result for the sublevel set filtration.
Theorem 3.4.2 (Main theorem in [Cohen-Steiner et al., 2007], Theorem 5.1 in
[Bubenik and Scott, 2014]). Let M be a topological space and f, g : M → R be tame functions.
Then, we have
dI(Hq(Sub(f),Hq(Sub(g))) ≤ ∥f − g∥∞ .
The research [Cohen-Steiner et al., 2007] originally assumed that M is a triangulable space and
f, g : M → R are tame Lipschitz continuous functions, but [Bubenik and Scott, 2014] showed that these
assumptions are not needed. Indeed, it is easy to show the diagrams
Sub(f ; a)








// Sub(f ; a+ 2ε)
Sub(g; a+ ε) // Sub(g; b+ ε), Sub(g; a+ ε)
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,
where ε := ∥f − g∥∞ and all arrows are inclusions, are commutative for any a ≤ b ∈ R. By replacing
with f and g in the above statement and taking homology groups, we have
dI(Hq(Sub(f),Hq(Sub(g))) ≤ ∥f − g∥∞ .
Next, we show a stability result for the ball model filtration as a corollary of Theorem 3.4.2. Now, we
use the Hausdorff distance to measure the distance between two subsets of a metric space.
Definition 3.4.3. Let (M,dM ) be a metric space and X,Y be subsets of M . The Hausdorff distance
between X and Y is defined by













Lemma 3.4.4. Let (M,dM ) be a metric space and X,Y be compact subsets of M . Then, we have
∥distX − distY ∥∞ = dH(X,Y ).
Proof. Let z ∈ M be an arbitrary element. Since Y is compact, there exists yz ∈ Y such that
dM (yz, z) = infy∈Y dM (y, z). Then, we have
distX(z) − distY (z) = inf
x∈X





dM (x,yz) + dM (yz, z) − inf
y∈Y









Since the above inequality holds for any z ∈ M , we have ∥distX − distY ∥∞ ≤ dH(X,Y ). Conversely, we
have
∥distX − distY ∥∞ = sup
z∈M
|distX(z) − distY (z)|
≥ sup
y∈Y










and hence we obtain ∥distX − distY ∥∞ = dH(X,Y ).
If X is a finite point set, Hq(Sub(distX)) is tame and pointwise finite dimensional. Applying Lemma
3.4.4 to Theorem 3.4.1 and Theorem 3.4.2, we have the bottleneck distance stability for the ball model
filtration:
Theorem 3.4.5. For any two finite point sets X and Y in a metric space M , we have
dW∞(Dq(B(X), Dq(B(Y ))) ≤ dH(X,Y ).
Stabilities of the intrinsic/ambient Čech complex and the Rips complex are studied in
[Chazal et al., 2014a]. In the paper, the Gromov-Hausdorff distance is used to show generalized sta-
bility results.
Definition 3.4.6. Let (X, dX) and (Y, dY ) be metric spaces. The Gromov-Hausdorff distance between
X and Y is defined by




∣∣∣∣∣ X ′, Y ′ ⊂ Z : subspaces, Z : metric space,X ′ and Y ′ are isometric to X and Y , respectively
}
.
Proposition 3.4.7 (Lemma 4.3, Lemma 4.4 in [Chazal et al., 2014a]). Let (X, dX) and (Y, dY ) be
metric spaces. Then, we have7
dI(Hq(ČechX(X),Hq(ČechY (Y ))) ≤ 2dGH(X,Y ),
dI(Hq(Rips(X),Hq(Rips(Y ))) ≤ dGH(X,Y ).
Proposition 3.4.8 (Corollary 4.10 in [Chazal et al., 2014a]). Let (M,dM ) be a metric space and X,Y
be finite point sets in M . Then, we have
dI(Hq(ČechM (X),Hq(ČechM (Y ))) ≤ dH(X,Y ).
Theorem 3.4.5 for a triangulable subspace M ⊂ Rd is also obtained from Proposition 3.4.8 and the
Nerve lemma (Lemma 3.3.2).
3.4.3 Wasserstein distance stability
A relationship between the bottleneck distance and the p-Wasserstein distance is known as follows:8
Proposition 3.4.9 (Wasserstein distance stability in [Cohen-Steiner et al., 2010]). Let 1 ≤ p′ ≤ p <











Combining Proposition 3.4.9 and Theorem 3.4.1, for pointwise finite dimensional persistence modules










7We remark that the Rips complex which is used in [Chazal et al., 2014a] is defined by not dM (xij ,xik ) ≤ 2a (in
Definition 3.3.3) but dM (xij ,xik ) ≤ a. Thus, although the original statement seen in Lemma 4.3 of [Chazal et al., 2014a]
is dI(Hq(Rips(X), Hq(Rips(Y ))) ≤ 2dGH(X,Y ), the meaning of Theorem 3.4.7 for the Rips complex is the same.
8The original Wasserstein distance stability was shown for the sublevel set filtration. Here, we slightly modified it for
generalized persistence diagrams in Proposition 3.4.9.
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where 1 ≤ p′ ≤ p < ∞. However, it is inappropriate to say that Proposition 3.4.9 is a stability theorem
because the coefficient of the right hand side in Equation (3.3) depends on total persistences. From now
on, we will discuss a boundedness condition for the total persistence of a persistence diagram of the ball
model filtration.
Let (M,dM ) be a triangulable compact metric space and K be a triangulation of M by a homeo-
morphism ϑ : |K| → M . The diameter of a simplex σ ∈ K and the mesh of the triangulation K are
defined by diam(σ) = maxu,v∈σ dM (ϑ(u), ϑ(v)) and mesh(K) = maxσ∈K diam(σ), respectively. Here, the
minimum cardinality of a simplicial complex which gives a triangulation of M and whose mesh is less
than or equal to r > 0 is denoted by
N(r;M) := min{card (K) | K is a triangulation of M, mesh(K) ≤ r},






Then, the degree-p total persistence over t for a sublevel set is bounded from above as follows:
Proposition 3.4.10 (Moment Lemma in [Cohen-Steiner et al., 2010]). Let M be a triangulable com-
pact metric space and f : M → R be a tame Lipschitz function. Then, we have
















where Lip(f) is the Lipschitz constant of f and Amp(f) := maxx∈M f(x)−minx∈M f(x) is the amplitude
of f .
For a triangulable compact subspace M of Rd, the diameter diam(M) := maxx,y∈M dM (x,y) is
bounded. Then, the number of d-cubes with length r > 0 covering M is bounded from above by
(1+diamM/r)d, and hence there exists some constant CM > 0 depending only on M such that N(r;M) ≤
CMr























dAmp(f)p−d (0 ≤ t < Amp(f)).
Then, the upper bound of the total persistence Persp(Dq(Sub(f))) = limt→0 Persp(Dq(Sub(f)), t) is given
as follows:
Lemma 3.4.11. Let M be a triangulable compact subspace of Rd and d < p < ∞. For any tame






where CM > 0 is a constant depending only on M .
As a corollary of Theorem 3.4.2, Equation (3.4), and Lemma 3.4.11, we have the following:
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Corollary 3.4.12. Let M be a triangulable compact subspace of Rd and d < p′ ≤ p < ∞. For any
















where CM > 0 is a constant depending only on M .
In the case of a persistence diagram of the ball model filtration, we have the following upper bound:
Lemma 3.4.13 (Lemma 4 in [Kusano et al., 2018]). Let M be a triangulable compact subspace of Rd,






where CM > 0 is a constant depending only on M .
Proof. The Lipschitz constant of distX is 1, because, for any x,y ∈M ,
distX(x) − distX(y) = min
xi∈X









Moreover, Amp(distX) ≤ diam(M) because minx∈M distX(x) = 0 and maxx∈M distX(x) ≤ diam(M).











Applying Lemma 3.4.13 to Equation (3.4), the Wasserstein stability for the ball model filtration is
obtained as follows:
Corollary 3.4.14 (Corollary 5 in [Kusano et al., 2018]). Let M be a triangulable compact subspace
of Rd, X and Y be finite point sets in M , and d < p′ ≤ p <∞. Then, we have

















Recall that a persistence diagram D is defined as a countable multiset of points in the region above
the diagonal R2ad = {(b, d) ∈ R2 | b ≤ d} (Definition 3.2.3), and that the coordinates of x ∈ D hold
topological information about the birth and death of x. As mentioned in Chapter 1, we will quantify
the “importance” of a generator x ∈ D by a function w : R2 → R. Here, we regard D as the counting
measures µD :=
∑




x∈D w(x)δx. In order to develop
statistical analysis for persistence diagrams, we transform the weighted measure µwD to an element in a
reproducing kernel Hilbert space by the kernel embedding.
Before defining the kernel embedding for the weighted measure, we remark that we will mainly focus
not on the set Dg of all persistence diagrams but its subset of Dg. When we analyze finite point sets in
a metric space M and compute their persistence diagrams via the ball model filtration, all persistence
diagrams are in the subset
D(B(M)) := {Dq(B(X)) | X is a finite point set in M, q ∈ N ∪ {0}} ⊂ Dg.
Then, it is shown from Lemma 3.4.13 that all total persistences of persistence diagrams in D(B(M))
are bounded uniformly. In this way, a restriction to a class of persistence diagrams is useful to discuss
properties of persistence diagrams. From now on, D denotes a subset of Dg.
Definition 4.1.1. A function w : R2 → R is said to be a weight function for D if it satisfies w(x) = 0
for any x ∈ ∆ and there exists a constant Bdd(w;D) > 0 such that supD∈D
∑
x∈D |w(x)| ≤ Bdd(w;D).
The assumption w(x) = 0 for any x ∈ ∆ is natural because each point on the diagonal set has zero
persistence, and it is desirable that a generator with zero persistence does not affect on the data analysis.
The constant Bdd(w;D) for w and D is needed to apply the kernel embedding to the weighted measure
µwD of a persistence diagram (see also Example 2.4.8). We give two examples of weight functions here:
Example 4.1.2. We define the p-persistence weight function by
wp(x) = pers(x)
p (p ∈ N).
Since
∑
x∈D |wp(x)| = Persp(D), if there exists a constant B > 0 such that supD∈D Persp(D) ≤ B, wp is
a weight function for D.
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Example 4.1.3. We define the unweighted function by
w0(x) =
1 (x ∈ R2 \ ∆)0 (x ∈ ∆) .
Since
∑
x∈D |w0(x)| ≤ card (D), if there exists a constant B > 0 such that supD∈D card (D) ≤ B, w0 is
a weight function for D.
Definition 4.1.4. Let k be a measurable bounded positive definite kernel on R2, w be a weight
function for D, and D ∈ D. The kernel embedding of the weighted measure µwD by k is called the
persistence weighted kernel vector (PWK vector) of D by k and w, and it is denoted by





w(x)k(·, x) ∈ Hk.




























≤ Bdd(k) Bdd(w;D)2, (4.1)
and thus the norm of the PWK vector is always finite. With respect to the injectivity of the PWK vector,
from Proposition 2.4.9, we have the following:
Corollary 4.1.5. Let D be a set of persistence diagrams which do not contain any points in the
diagonal set, k be a measurable bounded positive definite kernel on R2, and w be a weight function for D.
If k is C0-universal and w(x) ̸= 0 for any x ∈ R2, the map
V k,w : D → Hk, D 7→ V k,w(D)
is injective, and hence d(D,E) :=
∥∥V k,w(D) − V k,w(E)∥∥Hk defines a metric on D.
A persistence diagram D is represented in the reproducing kernel Hilbert space Hk via the PWK
vector V k,w(D), and then we can apply any kernel methods to those vectors by defining a positive
definite kernel on Hk. Following the analogy of the linear kernel and the Gaussian kernel on Rd, we
define the (k,w)-linear kernel KL and (k,w)-Gaussian kernel KG on D as follows:





w(x)w(y)k(x, y) (D,E ∈ D), (4.2)




∥∥V k,w(D) − V k,w(E)∥∥2Hk
)
(τ > 0, D,E ∈ D). (4.3)
As will be seen in Appendix A, many algorithms based on the kernel method require the Gram matrix
of a positive definite kernel as an input of the algorithm. Given n persistence diagrams D1, . . . , Dn, the
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Gram matrix KL of the (k,w)-linear kernel is given by (KL)i,j := KL(Di, Dj ; k,w) (i, j = 1, . . . , n). We





{(KL)i,i + (KL)j,j − 2(KL)i,j}
)
(i, j = 1, . . . , n).
4.2 Stability
There is a single natural metric on Hk which is induced metric from the norm ∥·∥Hk . On the other hand,
there are several options for a metric on D: the bottleneck distance and the p-Wasserstein distance. In
this section, we will discuss the Lipschitz continuity of D ∈ D 7→ V k,w(D) ∈ Hk with respect to the
bottleneck distance and the 1-Wasserstein distance.
First of all, we define the Lipschitz continuity of a positive definite kernel.
Definition 4.2.1. A positive definite kernel k on R2 is called Lipschitz continuous if there exists a
constant Lip(k) > 0 such that
∥k(·, x) − k(·, y)∥Hk ≤ Lip(k) ∥x− y∥∞ for any x, y ∈ R
2. (4.4)
Recall that a positive definite kernel should be measurable and bounded to define the PWK vector.




k: measurable positive definite kernel on R2
∣∣∣∣∣ ∃ Bdd(k) > 0 satisfying Equation (2.9), 1∃ Lip(k) > 0 satisfying Equation (4.4)
}
.
Proposition 4.2.2. The Gaussian kernel kG(x, y;σ) = e
− ∥x−y∥
2
2σ2 (σ > 0) is in Kc.
Proof. For any x, y ∈ R2, we have
∥kG(·, x;σ) − kG(·, y;σ)∥2HkG = kG(x, x;σ) + kG(y, y;σ) − 2kG(x, y;σ)















2 ≤ 2 ∥x∥2∞ for any x ∈ R
2),
and thus Lip(kG) is given by
√
2/σ. Since |kG(x, y;σ)| ≤ 1 for any x, y ∈ R2, Bdd(kG) is given by 1.
For any k, k′ ∈ Kc and a, b ≥ 0, the nonnegative combination k′′ := ak + bk′ is also in Kc with
Bdd(k′′) ≤ aBdd(k)+ bBdd(k′) and Lip(k′′) ≤ aLip(k)+ bLip(k′). For example, a linear combination of
the Gaussian kernels k(x, y) :=
∑n
i=1 aikG(x, y;σi) (ai, σi > 0) is in Kc. However, the linear kernel is not
bounded while it is Lipschitz continuous, and the Laplacian kernel k(x, y) = e−α∥x−y∥1 is not Lipschitz
continuous while it is bounded.2
1If there exists a constant Bdd(k) > 0 such that supx,y∈R2 |k(x, y)| ≤ Bdd(k), k is said to be bounded in Equation (2.9)
2By a similar computation to the Gaussian kernel, the Laplacian kernel k(x, y;α) = e−α∥x−y∥1 (α > 0) satisfies the
“1/2-Hölder continuity”: ∥k(·, x;α)− k(·, y;α)∥Hk ≤ 2
√
α ∥x− y∥1/2∞ for any x, y ∈ R2.
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We remark that, for a Lipschitz continuous positive definite kernel k, Span{k(·, x) | x ∈ R2} is
separable because R2 is separable and the map x ∈ R2 7→ k(·, x) ∈ Hk is Lipschitz continuous. Thus,
Hk is also separable because Span{k(·, x) | x ∈ R2} is dense in Hk from Theorem 2.4.6. The following
proposition is not used in this section but will be used in Section 5.1.3
Proposition 4.2.3. A reproducing kernel Hilbert space of a Lipschitz continuous positive definite
kernel is separable.
4.2.1 Bottleneck distance stability
In order to show the bottleneck distance stability for the PWK vector, we restrict a class of weight
functions. Let w be a weight function for D. The class of weight functions such that there exists a
constant L∞(w;D) > 0 satisfying∑
x∈D∪∆
|w(x) − w(γ(x))| ≤ L∞(w;D) sup
x∈D∪∆
∥x− γ(x)∥∞ (4.5)
for any D,E ∈ D and any multi-bijection γ : D ∪ ∆ → E ∪ ∆ is denoted by
W∞(D) := {w : weight function for D | ∃L∞(w;D) > 0 satisfying Equation (4.5)}
We first show the bottleneck distance stability and afterward introduce examples of weight functions in
W∞(D).
Theorem 4.2.4 (Proposition 8 in [Kusano et al., 2018]). Let k ∈ Kc and w ∈ W∞(D). Then, for any
persistence diagrams D,E ∈ D, we have∥∥V k,w(D) − V k,w(E)∥∥Hk ≤ {Lip(k) Bdd(w;D) +√Bdd(k)L∞(w;D)} dW∞(D,E).
Proof. Let γ : D ∪∆ → E ∪∆ be any multi-bijection. Here, we divide D (resp. ∆) into D1 and D2
(resp. ∆1 and ∆2) such that
γ(D1) ⊂ R2ad \ ∆, γ(D2) ⊂ ∆, γ(∆1) ⊂ R2ad \ ∆, γ(∆2) ⊂ ∆.
Then, D1 ∪ ∆1 and E \ ∆ are multi-bijective under γ. The norm of the difference between the PWK
3This is also shown as a corollary of Lemma 2.1 in [Owhadi and Scovel, 2017]
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w(x)k(·, x) − w(γ(x))k(·, γ(x))
)∥∥∥∥∥
Hk




















|w(x)| ∥k(·, x) − k(·, γ(x))∥Hk +
∑
x∈D∪∆1









|w(x) − w(γ(x))| (4.6)
















Since this inequality holds for any multi-bijection γ, the statement is proven.
Next, we will show that the p-persistence weight function wp(x) = pers(x)
p (p ∈ N) is in W∞(D) for
some specific class D of persistence diagrams. Before discussing whether wp ∈ W∞(D), we prepare the
following lemmas:
Lemma 4.2.5. For any x, y ∈ R2 and p ∈ N, we have
|wp(x) − wp(y)| ≤ 2pmax{pers(x)p−1,pers(y)p−1} ∥x− y∥∞ .
Proof. We have
sp − tp = (s− t)(sp−1 + sp−2t+ · · · + tp−1) ≤ (s− t)pmax{sp−1, tp−1} (4.7)
for any s, t ≥ 0, and
|pers(x) − pers(y)| = |(x2 − x1) − (y2 − y1)| ≤ |x2 − y2| + |x1 − y1| ≤ 2 ∥x− y∥∞ (4.8)
where x = (x1, x2), y = (y1, y2) ∈ R2. Then, we have
|wp(x) − wp(y)| ≤ |pers(x) − pers(y)| pmax{pers(x)p−1,pers(y)p−1} (Equation (4.7))
≤ 2pmax{pers(x)p−1,pers(y)p−1} ∥x− y∥∞ (Equation (4.8)).
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Let D,E ∈ D and γ : D ∪ ∆ → E ∪ ∆ be any multi-bijection, then we have∑
x∈D
|wp(x)| = Persp(D) (4.9)
and∑
x∈D∪∆
|wp(x) − wp(γ(x))| ≤ 2p
∑
x∈D∪∆
max{pers(x)p−1,pers(γ(x))p−1} ∥x− γ(x)∥∞ (Lemma 4.2.5)
≤ 2p (Persp−1(D ∪ ∆) + Persp−1(γ(D ∪ ∆))) sup
x∈D∪∆
∥x− γ(x)∥∞
= 2p (Persp−1(D) + Persp−1(E)) sup
x∈D∪∆
∥x− γ(x)∥∞ . (4.10)
Thus, if both p- and (p−1)- total persistences of any persistence diagrams in D are bounded from above,
then wp is in W∞(D).
Proposition 4.2.6. Let M be a triangulable compact subspace of Rd. If p > d + 1, then wp is in
W∞(D(B(M))).4
Proof. From Lemma 3.4.13, for p− 1 > d and any finite point set X in M , there exists a constant








p− 1 − d
CM diam(M)
p−1−d.








p− 1 − d
CM diam(M)
p−1−d,
which are independent of any persistence diagrams.
Next, we show that we can produce many weight functions in W∞(D) through a Lipschitz function.
Proposition 4.2.7. Let f : R → R be a Lipschitz function such that f(0) = 0. If a weight function
w is in W∞(D), then the composition f ◦ w is also in W∞(D).
Proof. Let Lip(f) > 0 be the Lipschitz constant of f , then note that |f(s)| ≤ Lip(f) |s| for any s ∈ R
because f(0) = 0. Let D,E ∈ D and γ : D ∪ ∆ → E ∪ ∆ be a multi-bijection. If x ∈ ∆, f(w(x)) = 0





|w(x)| ≤ Lip(f) Bdd(w;D),
the constant Bdd(f ◦ w;D) is bounded from above by Lip(f) Bdd(w;D). Since∑
x∈D∪∆
|f(w(x)) − f(w(γ(x)))| ≤
∑
x∈D∪∆




the constant L∞(f ◦ w;D) is bounded from above by Lip(f)L∞(w;D).
4Recall that the set of persistence diagrams of finite point sets in a metric space M via the ball model filtration is
denoted by D(B(M)).
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Among many choices of positive definite kernels and weight functions, we propose to use the Gaussian
kernel kG(x, y;σ) = e
− ∥x−y∥
2
2σ2 (σ > 0) as a positive definite kernel and the arctangent type weight function
warc(x) = arctan(Carcpers(x)
parc) (Carc > 0, parc ∈ N) (4.11)
as a weight function. The positive definite kernel kG is in Kc, and there exists a fast approximation
algorithm for kG, which will be seen in Section 4.3.2. Regarding a weight function, we remark that
warc = farc ◦wparc where farc(s) = arctan(Carcs) is a Lipschitz function with Lipchitz constant Carc. The
merits of warc are as follows: (1) warc is bounded from above by π/2 while wp is unbounded, (2) we can
control the parameter Carc independently of the parameter σ of kG,
5 (3) warc is in W∞(D(B(M))) for
a triangulable compact subspace M of Rd if parc > d + 1 from Proposition 4.2.6 and Proposition 4.2.7.
Hence, the pair (kG, warc) holds the bottleneck distance stability:
Theorem 4.2.8 (Theorem 9 in [Kusano et al., 2018]). Let M be a triangulable compact subspace in
Rd and parc > d+ 1. Then, for any finite subsets X,Y ⊂M and any dimension q ∈ N ∪ {0}, we have∥∥V kG,warc(Dq(B(X))) − V kG,warc(Dq(B(Y )))∥∥HkG ≤ LdW∞(Dq(B(X)), Dq(B(Y )))
≤ LdH(X,Y ),
where L > 0 is a constant independent of X and Y .


























parc−d + 1 · 4parc(parc − 1)















where CM > 0 is a constant dependent on M .
4.2.2 1-Wasserstein distance stability
Here, we will see the PWK vector also satisfies the 1-Wasserstein distance stability. Now, we consider
the class W1(D) of Lipschitz continuous weight functions which is defined by
W1(D) :=
{
w: weight function for D
∣∣∣∣∣ There exists a constant Lip(w) > 0 satisfying|w(x) − w(y)| ≤ Lip(w) ∥x− y∥∞ for any x, y ∈ R2.
}
.
In a similar discussion of Proposition 4.2.7, if f : R → R is a Lipschitz function such that f(0) = 0 and
w is in W1(D), the composition f ◦ w is also in W1(D).
5We will discuss this usefulness of the parameter Carc in Chapter 6.
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Proposition 4.2.9 (Proposition 10 in [Kusano et al., 2018]). Let k ∈ Kc and w ∈ W1(D). Then, for
any persistence diagrams D,E ∈ D, we have∥∥V k,w(D) − V k,w(E)∥∥Hk ≤ {Lip(k) Bdd(w;D) +√Bdd(k) Lip(w)} dW1(D,E).
Proof. Let γ : D ∪ ∆ → E ∪ ∆ be any multi-bijection. From Equation (4.6), we have∥∥V k,w(D) − V k,w(E)∥∥Hk ≤ Lip(k) ∑
x∈D















Since this inequality holds for any multi-bijection γ, the statement is proven.
In proving Proposition 4.2.9, we refer to the proof of the stability theorem for the persistence scale-
space kernel [Reininghaus et al., 2015] (the statement is also seen in Theorem 4.4.3 in this thesis). Other
statistical methods for persistence diagrams (e.g., the persistence image [Adams et al., 2017] and the
Sliced Wasserstein kernel [Carrière et al., 2017]) also show the 1-Wasserstein distance stability. However,
the 1-Wasserstein distance stability is not useful for analyzing point sets in Rd because perturbation on
a persistence diagram of a point set is only estimated by the bottleneck distance (Theorem 3.4.5) or the
p-Wasserstein distance for p > d+ 1 ≥ 2 (Corollary 3.4.14).
4.3 Computational problems
In this section, we fix a collection of persistence diagrams as D(n) = {Dℓ}nℓ=1. When we apply kernel
methods to the PWK vector, there are two problems to be addressed:
(1) We have to select a positive definite kernel k and a weight function w appropriately. Although
we have proposed to use the Gaussian kernel kG(x, y;σ) and the arctangent type weight function
warc(x) = arctan(Carcpers(x)
parc) for the sake of its stability, there still exists the problem of
selecting the parameters σ,Carc, parc appropriately. In Section 4.3.1, we will propose one heuristic
to determine these parameters depending on D(n).
(2) If persistence diagrams in D(n) contain at most m birth-death pairs, each element of the Gram
matrix KL = (KL(Di, Dj ; k,w))i,j=1,...,n of the (k,w)-linear kernel needs at most m
2 evaluations of
k(x, y), and the computational cost of KL is O(m
2n2). In many practical applications, the number
of generators in a persistence diagram can be large, while n is often relatively small. Hence,
reducing the computational cost of KL with respect to m is an important issue, and we discuss a
fast approximation technique for the PWK vector in Section 4.3.2.
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4.3.1 Parameter selection
For a persistence diagram D and a collection D(n) = {Dℓ}nℓ=1 of persistence diagrams, we introduce
several statistical summaries as follows:
med.sigma(D) = median{∥xi − xj∥ | xi, xj ∈ D, i < j},
med.sigma(D(n)) = median{med.sigma(Dℓ) | ℓ = 1, . . . , n},
med.pers(D) = median{pers(xi) | xi ∈ D},
med.pers(D(n)) = median{med.pers(Dℓ) | ℓ = 1, . . . , n},
max.pers(D) = max{pers(xi) | xi ∈ D},
max.pers(D(n)) = max{max.pers(Dℓ) | ℓ = 1, . . . , n}.
We remark that the Gaussian kernel kG(x, y;σ) = e
− ∥x−y∥
2
2σ2 is close to 0 or 1 if the parameter σ is
largely deviated from ∥x− y∥. Hence, if we choose inappropriate σ, the linear kernel KL(D,E; kG, w)




y∈E w(x)w(y), which does not reflect any merits of the Gaussian
kernel. In order to extract meaningful values, we follow the heuristics proposed in [Gretton et al., 2007b]
and set σ = med.sigma(D(n)) so that σ takes a close value to many ∥x− y∥. For the parameter Carc in
warc, by a similar reason, we set Carc = med.pers(D(n))−parc . Since all point sets which will be used in
numerical experiments (Chapter 6) are in R3 and parc is desirable to be larger than 3 + 1 from Theorem
4.2.8, we set parc = 5.
After we obtain the Gram matrix KL of (k,w)-linear kernel, we set the parameter τ in the (k,w)-
Gaussian kernel (Equation (4.3)) as
τ2 : = median
{∥∥V k,w(Di) − V k,w(Dj)∥∥2Hk ∣∣∣ 1 ≤ i < j ≤ n}
= median
{
(KL)i,i + (KL)j,j − 2 (KL)i,j
∣∣∣ 1 ≤ i < j ≤ n} . (4.12)
4.3.2 Approximation
From Corollary 2.4.13, for any σ > 0, a1, . . . , aN , i.i.d. ∼ N2(0, σ−2I2), and b1, . . . , bN , i.i.d. ∼
Unif([0, 2π]), (2/N)
∑N
s=1 cos(⟨as, x⟩ + bs) cos(⟨as, y⟩ + bs) approximates kG(x, y;σ). Then, the approxi-
mation of the (kG, w)-linear kernel for D,E ∈ D is given by





























2w(x) cos(⟨as, x⟩ + bs). Since the computational cost of each Bs(D) is O(m),
the total cost over {Bs(Dℓ) | s = 1, . . . , N, ℓ = 1, . . . , n} is O(mnN). Therefore, the approximated Gram
matrix (N−1
∑N
s=1Bs(Di)Bs(Dj))i,j=1,...,n is obtained in O(mnN + n
2N), which is linear with respect
to m and much faster than O(m2n2) of the direct computation when m is large.
Now, we assume that all points in persistence diagrams Dℓ for ℓ = 1, . . . , n are in some compact
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+ 8 log 2 − logα
)
. (4.15)






∣∣∣∣ i, j = 1, . . . , n}
where Wℓ :=
∑
x∈Dℓ w(x). As such a compact subset M ⊂ R
2, we consider M := [b∗, d∗]× [b∗, d∗], where
b∗ := min{min{bi | xi = (bi, di) ∈ Dℓ} | ℓ = 1, . . . , n}, d∗ := b∗ + max.pers(D(n)),
then all points in any persistence diagrams in D(n) are in M. Since diam(M) = max.pers(D(n)), the












+ 8 log 2 − logα
)
. (4.16)
In the rest of this section, we report the approximation result for real-world data of material science
whose persistence diagrams are used in [Hiraoka et al., 2016] with m ≈ 30000 and n = 80. In this
case, each component (KL)i,j is computable by a direct computation with 2 ∼ 4 hours on computer
(MacBook Pro, 2.6 GHz Intel Core i5, 8 GB 1600 MHz DDR3). However, the Gram matrix KL is
composed of {(KL)i,j | 1 ≤ i ≤ j ≤ n}, which implies it is estimated to obtain KL in several months. For
randomly selected several indexes (i, j), we directly computed (KL)i,j and observed WiWj/ (KL)i,j ≈ 2.5.
Here, we assume WiWj/ (KL)i,j ≤ 4 for any i, j = 1, . . . , n from the observations. It is also observed










+ 8 log 2 − logα
)
.
When we fix δ = 0.05 and α = 0.05 (i.e., the approximated Gram matrix allows 5% relative error with
probability 0.95), then Ñ ≈ 6 × 104 ≤ 105. To the end, the approximated Gram matrix with N = 105
for the data [Hiraoka et al., 2016] was obtained within 5 minutes, which is much faster than the direct
computation.
4.4 Comparison to other statistical methods for persistence di-
agrams
Let D be a persistence diagram, (H, ⟨·, ·⟩H) be a Hilbert space, and V : D → H be a map. Then, in a
similar manner in Equation (4.2) and Equation (4.3), positive define kernels for the vector representation
V (D) ∈ H of a persistence diagram D are defined as follows:
KL(D,E;V ) := ⟨V (D), V (E)⟩H (D,E ∈ D),
KG(D,E;V ) := exp
(
−
∥V (D) − V (E)∥2H
2τ2
)
(τ > 0, D,E ∈ D).
In this section, we will introduce other statistical methods for persistence diagrams.
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4.4.1 Persistence landscape
A persistence landscape [Bubenik, 2015] is the first proposed approach to transform a persistence diagram
to an element of a Hilbert space in terms of statistical topological data analysis.
Definition 4.4.1. For a persistence diagram D = {(bi, di) | i ∈ I}, the persistence landscape V PL(D)
is defined by
V PL(D)(k, t) = k-th largest value of max{min{t− bi, di − t}, 0}.
As seen in Figure 4.1, a generator with large (resp. small) persistence has a large (resp. small) peak,
which implies that a generator with small persistence is discounted according to its persistence.
Figure 4.1: A persistence diagram D = {xi | i ∈ I} (left), the point set {f(xi) | i ∈ I} by the map
f(b, d) = ((b+ d)/2, (d− b)/2) (middle), and the persistence landscape V PL(D) (right). The set of peaks
in the persistence landscape is {f(xi) | i ∈ I}, and the height of the peak f(xi) is pers(xi)/2.
A persistence landscape of a finite persistence diagram D is always in Lp(N×R) for any 1 ≤ p ≤ ∞,






Lp(R) (1 ≤ p <∞),
∥∥V PL(D)∥∥∞ = sup
t∈R
∣∣V PL(1, t)∣∣ .
Stability properties for the persistence landscape are shown as follows:
Theorem 4.4.2 (Theorem 13, Theorem 14 in [Bubenik, 2015]). For any 1 ≤ p < ∞ and D,E ∈ D,
















The linear kernel of the persistence landscape is calculated by the inner product of L2(N× R) as





V PL(D)(k, t)V PL(E)(k, t)dt. (4.17)
Since a persistence landscape does not have any parameters, we do not need to consider any parame-
ter tuning. However, the integral operation requires much computational time. Let D(n) = {Dℓ}nℓ=1
be a collection of persistence diagrams which contain at most m points. Since V PL(Di)(k, t) ≡ 0
for any k > m and t ∈ R, calculating {V PL(Di)(k, t) | k = 1, . . . ,m}, which needs sorting, is in
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in O(nm logm + n2m) for a fixed t ∈ R and the Gram matrix (KPL(Di, Dj))i,j=1,··· ,n in
O(Mint(nm logm + n
2m)), where Mint is the number of partitions in the integral interval. This im-
plies that it takes more computational time with respect to m to calculate the Gram matrix of the
persistence landscape than that of the PWK vector by the random Fourier features.
4.4.2 Persistence scale-space kernel
A relevant method to the PWK vector is the persistence scale-space kernel [Reininghaus et al., 2015].
For a finite persistence diagram D, the authors see its counting measure µD :=
∑
x∈D δx as an initial
state in the sense of distribution of the following heat equation whose solution is uD : R2ad × [0,∞) →
R, (z, t) 7→ uD(z, t):
∆zuD = ∂tuD in R2ad × (0,∞),




δx on R2ad × {0}.




















where x̄ = (d, b) ∈ R2 for x = (b, d) ∈ R2ad. For t > 0, we define a function V PSSt (D) : R2ad → R, z 7→
uD(z, t) and regard V
PSS
t : D → L2(R2ad), D 7→ V PSSt (D) as a vectorization of a persistence diagram.
The stability of the vectorization is shown as follows:
Theorem 4.4.3 (Theorem 2 in [Reininghaus et al., 2015]). For any t > 0 and D,E ∈ D, we have∥∥V PSSt (D) − V PSSt (E)∥∥L2(R2ad) ≤ 12t√πdW1(D,E).
The linear kernel KPSS(D,E; t) := KL(D,E;V
PSS
t ) is called the persistence scale-space kernel (PSSK),
and it is given as follows:






















In fact, we can verify that the (k,w)-linear kernel contains the PSSK. Let D∗ := D ∪ D̄ where
D̄ = {x̄ = (d, b) ∈ R2 | x = (b, d) ∈ D}. Then, V PSSt (D) can also be expressed as







2t) where wPSS(x) =

1 (x ∈ R2ad \ ∆)
0 (x ∈ ∆)
−1 (x ∈ R2 \ R2ad)
,
which means 4πtV PSSt (D) = V
kG,wPSS(D∗). Furthermore, the inner product of V kG,wPSS is given by
KL(D














6For more details, please see Appendix. B in [Reininghaus et al., 2014].
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By scaling the parameter t and multiplying by an appropriate scalar to Equation (4.19), Equation (4.18)
becomes the same as Equation (4.19). Therefore, the PSSK can also be approximated by the random
Fourier features introduced in Section 4.3.2. When we select the parameter t in the PSSK by heuristics,
we set σ∗ = median{med.pers(D∗ℓ ) | ℓ = 1, . . . , n} and t = (σ∗)2/4.
While the PSSK is viewed as one example of the (k,w)-linear kernel, the PWK vector has the following
advantages over the PSSK:
(1) The PWK vector V kG,w can control the effect of the persistence by a weight function w indepen-
dently of the parameter σ in kG, while the PSSK cannot adjust the parameter in the Gaussian
kernel and the effect of persistence independently because it has only one parameter t .
(2) The PSSK does not satisfy the stability with respect to the bottleneck distance. More precisely,
the unstable property is shown as follows:
Proposition 4.4.4 (Theorem 3 in [Reininghaus et al., 2015]). For any t > 0, 1 < p ≤ ∞, and
D,E ∈ D, there is no constant L > 0 such that∥∥V PSSt (D) − V PSSt (E)∥∥L2(R2ad) ≤ LdWp(D,E).
As a modification of the PSSK to improve treatments of probability distributions on D, the universal
persistence scale-space kernel (u-PSSK) [Kwitt et al., 2015] is proposed as follows:
KPSSu (D,E; t) := exp
(∥∥V PSSt (D) − V PSSt (E)∥∥2L2(R2ad)) .
4.4.3 Persistence image
A persistence image [Adams et al., 2017] is proposed as a finite dimensional vector representation of a
persistence diagram. First, we prepare a probability density function ϕx : R2 → R with mean x ∈ R2 and






Then, for fixed points a0 < · · · < aN (ai ∈ R), the persistence image7 MPI(D;ϕ,w) is defined by the















In this thesis, we call this the persistence image vector.
7Originally, the paper [Adams et al., 2017] use a persistence diagram in birth-persistence coordinates as follows. Using
the linear transformation T : R2 → R2, (b, d) 7→ (b, d−b), a persistence diagram D is transformed to T (D), and a persistence
image is defined for T (D). In this paper, in order to compare with the persistence image and the PWK vector, we use
birth-death coordinates.
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For any differentiable function f : R2 → R, we define the size of the gradient by











Then, the 1-Wasserstein distance stability for persistence surfaces is shown as follows:
Theorem 4.4.5 (Theorem 4, Theorem 9 in [Adams et al., 2017]). Let D and E be persistence dia-
grams, ϕx be a differentiable probability density function on R2 with mean x ∈ R2 and w : R2 → R be
differentiable. Then, we have∥∥∥ρϕ,wD − ρϕ,wE ∥∥∥∞ ≤ √10 (∥w∥∞ |∇ϕx| + ∥ϕx∥∞ |∇w|) dW1(D,E).
In particular, in the case of the 2-dimensional Gaussian distribution ϕx(z) = (2πσ
2)−1kG(x, z;σ), the














Here, we define a positive definite kernel of the persistence image vector as the linear kernel on RN2 :















We remark that, if a real-valued positive definite kernel k(x, z) on R2 satisfies
∫
R2 k(x, z)dz = 1 for
any x ∈ R2, the PWK vector V k,w(D) is the same as the persistence surface ρϕ,wD with ϕx(z) = k(x, z).
Thus, it is expected that the persistence image and the PWK vector show similar performances in data
analysis. However, there are several differences between the persistence image and the PWK vector:
(1) The underlying inner product spaces are different. The PWK vector V k,w(D) is in the reproducing
kernel Hilbert space Hk and the persistence surface ρϕ,wD is in L2(R2) with appropriate conditions.
Hence, the inner product structures are different. Since the persistence image vector V PI(D;ϕ,w) is
a discretization of ρϕ,wD , the inner product of Equation (4.22) can be also viewed as a discretization












Furthermore, by choosing the normal distribution ϕx(z) = (2πσ
2)−1kG(x, z;σ) as proposed in




















KPI(D,E;ϕ,w) can be viewed as a discretization of KL(D,E; kG, w) by scaling the parameter σ in
kG. However, this is a special case and is not always true for any positive definite kernel.
(2) It is also shown that the persistence surface does not satisfy the bottleneck distance stability (Re-
mark 6 in [Adams et al., 2017]) by a similar proof in Proposition 4.4.4. Although the persistence
surface and the PWK vector are the same in the viewpoint of functions on R2, this instability is
caused by the difference between Lp(R2) space and the reproducing kernel Hilbert space Hk.
7For any A > 0 and r ∈ Rd, we have
∫
Rd exp(−A ∥z − r∥
2)dz = (π/A)d/2.
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(3) The costs of computing a persistence image does not depend on the number of generators in a per-
sistence diagram, but instead depends on the number of pixels N2. To be precise, the Gram matrix
(KPI(Di, Dj ;ϕ,w))i,j=1,··· ,n can be calculated in O(n
2N2). We can reduce the computational time
of the persistence image by choosing a small mesh size N . However, some situations need a fine
mesh (i.e., large N), and thus, we have to be careful with the choice of mesh size. In Chapter 6, we
will discuss the effect of the mesh size on the classification performance of the persistence image.
4.4.4 Sliced Wasserstein kernel
Another positive definite kernel for persistence diagrams uses an idea of the sliced Wasserstein distance.
For θ ∈ [0, π], L(θ) denotes the line {λ(cos θ, sin θ) | θ ∈ R} ⊂ R2 and πθ : R2 → L(θ) denotes the
orthogonal projection on the line L(θ). Let p∆ : R2 → ∆ be an orthogonal projection on the diagonal
set. Here, for finite measures µ and ν on R with the same mass, i.e., µ(R) = ν(R), the generalized
1-Wasserstein distance is defined by




|x− y| dπ(x, y),
where m = µ(R), µ′ = µ/m, and ν′ = ν/m.
Definition 4.4.6. Let D and E be finite persistence diagrams. Then, the Sliced Wasserstein distance




















A stability result for the Sliced Wasserstein distance is shown for a set DN of persistence diagrams
whose cardinality is bounded from above by a fixed positive integer N .
Theorem 4.4.7 (Theorem 3.3 in [Carrière et al., 2017]). Let N be a positive integer and D,E ∈ DN
be persistence diagrams. Then, we have
1
2(1 + 2N(2N − 1))
dW1(D,E) ≤ SW(D,E) ≤ dW1(D,E).
Theorem 4.4.7 shows not only the stability but the equivalence between SW and dW1 . In addition,
the Sliced Wasserstein distance is a negative definite kernel9 (Lemma 3.2 in [Carrière et al., 2017]), while
dW1 is not negative definite (Appendix A in [Reininghaus et al., 2014]). The induced positive definite






(τ > 0, D,E ∈ DN )
is called the Sliced Wasserstein kernel [Carrière et al., 2017]. The kernel KSW only has one parameter
τ . When we fix the parameter τ for given persistence diagrams D1, . . . , Dn, in a similar way of Equation
(4.12), τ2 is given by median {SW(Di, Dj) | 1 ≤ i < j ≤ n}.
9Let X be a set and ψ : X × X → C be a function. We call ψ a negative definite kernel if it satisfies (1) ψ(x, y) =
ψ(y, x) for any x, y ∈ X and (2) for any finite numbers of x1, . . . , xn ∈ X and a1, . . . , an ∈ C such that
∑n
i=1 ai = 0,∑n
i,j=1 aiajψ(xi, xj) ≤ 0. It is shown from the Schoenberg theorem that ψ : X ×X → C is a negative definite kernel if and
only if e−tψ is a positive definite kernel for any t > 0.
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Chapter 5
Statistical Properties of the
Persistence Weighted Kernel
5.1 Limit theorems
Let (Ω,A,Pr) be a probability space, D be a subspace of Dg with arbitrary metric, and BD be the Borel
sets of D. Then, a D-valued Radon random element
D : (Ω,A,Pr) → (D,BD), ω 7→ D(ω)
can be viewed as a (random) persistence diagram. In addition, if V k,w : D → Hk is continuous, the PWK
vector V k,w(D) of a D-valued Radon random element D is an Hk-valued Radon random element, which
is defined by
V k,w(D) : (Ω,A,Pr) → (Hk,BHk), ω 7→ V k,w(D(ω)).
Then, the expectation E[V k,w(D)] of the PWK vector is defined in the reproducing kernel Hilbert space
Hk by the Pettis integral. From now on, we assume that a positive definite kernel k and a weight function
w are selected to make V k,w : D → Hk continuous. Indeed, the stability theorems shown in Section 4.2
ensure that there exist k and w such that V k,w : D → Hk is continuous.
Let k be a Lipschitz continuous positive definite kernel on R2, then the corresponding reproducing
kernel Hilbert space Hk is separable from Proposition 4.2.3. Since a Hilbert space is of type 2 as seen
in Section 2.2.4, Hk is a separable Banach space of type 2, which satisfies the assumptions in the strong
law of large numbers and the central limit theorem for a Banach space (Theorem 2.2.16 and Theorem
2.2.17).
Let P be Radon probability measure on D, D,D1, . . . , Dn, i.i.d. ∼ P , and Sk,wn denote the sum∑n
i=1 V
k,w(Di). Applying Theorem 2.2.16 and Theorem 2.2.17 to V
k,w(D) directly, we have
(LNN) E[V k,w(D)] = 0 and E[∥V k,w(D)∥Hk ] <∞ if and only if n−1Sk,wn
a.s.−−→ 0,
(CLT) if E[V k,w(D)] = 0 and E[∥V k,w(D)∥2Hk ] < ∞, n
−1/2Sk,wn →d Gk,w(D) where Gk,w(D) is a
centered Gaussian random element with the same covariance structure as V k,w(D).
For any measurable bounded positive definite kernel k and a weight function w for D, which are
needed to define a PWK vector, we have confirmed in Equation (4.1) that the norm ∥V k,w(D)∥Hk is
always bounded from above independent of D. For this reason, the assumptions E[∥V k,w(D)∥Hk ] < ∞
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and E[∥V k,w(D)∥2Hk ] < ∞ are always satisfied. In order to reduce the assumption E[V
k,w(D)] = 0, we
subtract E[V k,w(D)] from each V k,w(Di) and set V
k,w
(Di) := V
k,w(Di) − E[V k,w(D)]. The expectation
of the norm of V
k,w
(Di) is also bounded from above because∥∥∥V k,w(Di)∥∥∥
Hk
≤
∥∥V k,w(Di)∥∥Hk + ∥∥E[V k,w(D)]∥∥Hk (Triangle inequality)
≤
∥∥V k,w(Di)∥∥Hk + E[∥∥V k,w(D)∥∥Hk ] (Proposition 2.2.15)
<∞.
Since E[V k,w(D)] = 0, E[∥V k,w(D)∥Hk ] < ∞, and E[∥V
k,w










(Di) →d Gk,w(D) from (CLT). Note that
the covariance structure of V k,w(D) is the same as V
k,w
(D). To sum up, without further assumptions
for k and w, we obtain the limit theorems for the PWK vector as follows:
Theorem 5.1.1 (Strong law of large numbers for the PWK vector). Let k ∈ Kc, w be a weight







Theorem 5.1.2 (Central limit theorem for the PWK vector). Let k ∈ Kc, w be a weight function for






V k,w(Di) − E[V k,w(D)]
)
→d Gk,w(D),
where Gk,w(D) is the centered Gaussian random element with the same covariance structure as V k,w(D).
Previous work on a persistence landscape
The strong law of large numbers and the central limit theorem for the persistence landscape (Section
4.4.1) have been studied in [Bubenik, 2015].
Theorem 5.1.3 (Theorem 9 in [Bubenik, 2015]). Let 1 ≤ p < ∞, P be a Radon probability measure







Theorem 5.1.4 (Theorem 10 in [Bubenik, 2015]). Let 2 ≤ p <∞,1 P be a Radon probability measure







V PL(Di) − E[V PL(D)]
)
→d GPL(D),
where GPL(D) is a centered Gaussian random variable with the same covariance structure as V PL(D).
In both limit theorems, there are assumptions about the boundedness with respect to the expec-
tation of the norm of the persistence landscape. It is known from Proposition 5 in [Bubenik, 2015]
that ∥V PL(D)∥L1(N×R) = Pers2(D)/4 and ∥V PL(D)∥L∞(N×R) = Pers∞(D)/2. While the boundedness
1Lp(N× R) is shown to be of type 2 for 2 ≤ p <∞.
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of ∥V PL(D)∥Lp(N×R) is not studied for 1 < p < ∞, it is expected to be related to the total persistence
of a persistence diagram.2 In order to reduce the boundedness assumption in the limit theorems for the
persistence landscape, we have to restrict D to a class of specific persistence diagrams; for example, D
is a set of persistence diagrams whose total persistences are bounded from above by some fixed positive
constant. On the other hand, the limit theorems for the PWK vector allow any class D of persistence
diagrams by selecting an appropriate weight function.
5.2 Confidence interval
In this section, we fix a real-valued positive definite kernel k on R2 and a Radon probability measure P
on D. Since the reproducing kernel Hilbert space Hk is a subspace of the real-valued functional space on
R2, the PWK vector V k,w(D) ∈ Hk is a real-valued function on R2 by
z ∈ R2 7→ V k,w(D)(z) =
∑
x∈D
w(x)k(z, x) ∈ R.
Let z ∈ R2 and fz : Hk → R, h 7→ h(z) be a map, then fz ∈ H∗k for any z ∈ R2. Indeed, fz is linear from
the construction and Lipschitz continuous from Equation (2.8), i.e.,
|fz(h) − fz(h′)| ≤ ∥h− h′∥∞ ≤
√
Bdd(k) ∥h− h′∥Hk
for any h, h′ ∈ Hk. Then, from the definition of the Pettis integral, we have




Here, fz(ED∼P [V k,w(D)]) is denoted by ED∼P [V k,w(D)](z) for short. From the strong law of large
numbers for the PWK vector (Thereom 5.1.1), we have confirmed that∥∥∥∥∥ 1n
n∑
i=1










V k,w(Di)(z) − E[V k,w(D)](z)
∣∣∣∣∣ a.s.−−→ 0
follows from Equation (2.8). In this section, we construct an uniform confidence band for








V k,w(Di)(z) − E[V k,w(D)](z)
∣∣∣∣∣ ≤ cn,α
)
≥ 1 − α.
By replacing variables in V k,w(D)(z), we define a new function on D by
fk,wz : D → R, D 7→ V k,w(D)(z).




3 Here, we restrict the
domain of a point z ∈ R2 to a region A ⊂ R2, and the family of PWK vectors on A is denoted by
Fk,wA := {fk,wz : D → R | z ∈ A}. As a corollary of Theorem 2.3.10, we obtain the following:
2At least, if a persistence diagram D = {(bi, di) | i = 1, . . . ,m} has m points and L = maxi di − mini bi is finite, we
have ∥V PL(D)∥Lp(N×R) ≥ (mL)−1/q∥V PL(D)∥L1(N×R) = (mL)−1/qPers2(D)/4 (p−1 + q−1 = 1, 1 ≤ p, q ≤ ∞) from the
Hölder’s inequality.
3The notations Pn,P∗n,Gn,G∗n mean ones which are defined in Section 2.3.
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Corollary 5.2.1. Let k be a measurable bounded positive definite kernel on R2, w be a weight
function for D, P be a Radon probability measure on D, D1, . . . , Dn, i.i.d. ∼ P , and A be a subset of R2.
If Fk,wA is P -Donsker and the envelope function E of F
k,w
A satisfies E∗D∼P [E(D)2] <∞, then for almost














for any z ∈ A
)
= 1 − α,
where ξ̂∗n,α,A(ω) is the upper α-quantile of supz∈A
∣∣G∗n(ω)fk,wz ∣∣ for ω ∈ Ω.
The assumption for Fk,wA in Corollary 5.2.1 is satisfied by a Lipschitz continuous positive definite
kernel and a bounded, dense-in-itself subset4 of R2.
Proposition 5.2.2. Let k ∈ Kc, w be a weight function for D, P be a Radon probability measure
on D, and A is a bounded, dense-in-itself subset of R2. Then, Fk,wA is P -Donsker and there exists an
envelope function E of Fk,wA satisfying E∗D∼P [E(D)2] <∞.





∣∣∣∣∣ ≤ Bdd(w;D) Bdd(k) = E(D) <∞
for any z ∈ A and D ∈ D. Then, the outer expectation of E2 is bounded from above: E∗D∼P [E(D)2] ≡
(Bdd(w;D) Bdd(k))2 <∞.
For any y, z ∈ R2, D ∈ D, and probability measure Q on D, since











|w(x)| |k(y, x) − k(z, x)|
≤ Bdd(w;D) ∥k(y, ·) − k(z, ·)∥∞
≤ Bdd(w;D)
√
Bdd(k) ∥k(y, ·) − k(z, ·)∥Hk (Equation (2.8))
≤ Bdd(w;D)
√
Bdd(k) Lip(k) ∥y − z∥∞ , (5.1)
we have ∥∥fk,wy − fk,wz ∥∥L2(Q) ≤ Bdd(w;D) Lip(k)√Bdd(k) ∥y − z∥∞ . (5.2)
With respect to the bounded region A, there exist a = (a1, a2) ∈ R2 and T > 0 such that Ã = [a1, a1 +
T ]× [a2, a2 +T ] contains A. For any δ > 0, we assume that N := T/δ is a positive integer without loss of
generality. Let pi,j := (a1 + (i− 1)δ, a2 + (j − 1)δ) (i, j = 1, . . . , N) be a grid point of Ã. For any z ∈ A
and any probability measure Q on D, there exists a grid point pi,j of Ã such that ∥z − pi,j∥∞ ≤ δ, and




Bdd(k) ∥z − pi,j∥∞ ≤ Bdd(w;D) Lip(k)
√
Bdd(k)δ
4For a topological space (S,O), its subset A ⊂ S is said to be dense-in-itself if A contains no isolated points. A point
z ∈ A is called an isolated point of A if there exists an open neighborhood U ∈ O of z which does not contain any point of
A except for z. For example, [0, 1] ∩ Q is dense-in-itself in R.
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from Equation (5.2). Let ε > 0 and δ = Lip(k)−1 Bdd(k)1/2ε. Since Fk,w{pi,j}Ni,j=1 covers F
k,w
A by L2(Q)-balls
with radius ε ∥E∥L2(Q) = Bdd(w;D) Lip(k)
√
Bdd(k)δ, the covering number N(ε ∥E∥L2(Q) ,F
k,w
A , L2(Q))






























− log εdε 5
<∞.
Let z ∈ A be any position and {zn ∈ A ∩ Q2}n∈N be a sequence satisfying limn→∞ zn = z. Since
A is dense-in-itself in R2, the sequence is not empty. Since the restriction Fk,wA∩Q2 is countable and
limn→∞ f
k,w
zn (D) = f
k,w
z (D) for any D ∈ D from Equation (5.1), F
k,w
A is pointwise measurable. Therefore,
by Proposition 2.3.11, Fk,wA is shown to be P -Donsker.
To sum up, the uniform confidence band for {Pfk,wz }z∈A is obtained as follows:
Theorem 5.2.3. Let k ∈ Kc, w be a weight function for D, P be a Radon probability measure on D,















for any z ∈ A
)
= 1 − α,
where ξ̂∗n,α,A(ω) is the upper α-quantile of supz∈A
∣∣G∗n(ω)fk,wz ∣∣ for ω ∈ Ω.
For the computation of the upper α-quantile ξ̂∗n,α,A(ω) in Theorem 5.2.3, we refer to Algorithm 1 and
modify it as follows:
4Without loss of generality, we can make log(T Lip(k) Bdd(k)−1/2) > 0 by retaking larger T or Lip(k) if necessary.




− log εdε <∞.
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Algorithm 2 The bootstrap algorithm for the expectation of a PWK vector
Require: k ∈ Kc. w: a weight function for D. A: a bounded, dense-in-itself subset of R2.
α ∈ (0, 1). b ∈ N. D1, . . . , Dn: realizations of i.i.d. samples drawn from P .




2: for ℓ = 1, . . . , b do
3: Resample n persistence diagrams D∗1,ℓ, . . . , D
∗
n,ℓ from {D1, . . . , Dn}.




5: Compute η̂∗n,A,ℓ = supz∈A
∣∣∣√n(P∗n,ℓfk,wz − Pnfk,wz )∣∣∣.
6: end for







8: return ξ̃n,α,A,b := inf
{
c
∣∣∣ F̃n,A,b(c) ≥ 1 − α}.
Previous work on a persistence landscape
In [Chazal et al., 2013, Chazal et al., 2014b], a function on D of a persistence landscape defined by
fPLt : D → R, D 7→ V PL(D)(1, t).
is used to construct a uniform confidence band for the expectation of a persistence landscape. In proving
Theorem 5.2.3, we have used the proofs in [Chazal et al., 2013] as a reference. Similar to the PWK vector,
the family {fPLt }t∈[−T,T ] of persistence landscapes is shown to be P -Donsker as follows:
Theorem 5.2.4 (Theorem 2.4, Theorem 2.5 in [Chazal et al., 2013]). Let T > 0 be a constant, P
be a Radon probability measure on D, and D1, . . . , Dn, i.i.d. ∼ P . Then, the family {fPLt }t∈[−T,T ] of














for any t ∈ [−T, T ]
)
= 1 − α,
where ξ̂∗n,α,T (ω) is the upper α-quantile of sup−T≤t≤T
∣∣G∗n(ω)fPLt ∣∣ for ω ∈ Ω.
5.3 Stability of the expectation of a PWK vector
Let m ∈ N, (M,dM ) be a metric space, and Mm = M × · · · ×M be the product metric space with the
Hausdorff distance. By regarding Mm as a measurable space by its Borel σ-set, we can define a probability
measure Pm on Mm and draw a sample X ∼ Pm. While a realization of the sample X = (x1, . . . , xm) is
an element of Mm, we can also view X as an m-points set in M . For another probability measure Qm
on Mm and a sample Y ∼ Qm, it is shown from Theorem 3.4.5 that
dW∞(Dq(B(X(ω))), Dq(B(Y (ω))) ≤ dH(X(ω), Y (ω)) (5.3)
for any ω ∈ Ω. However, even if Pm = Qm, there can exist ω ∈ Ω such that dH(X(ω), Y (ω)) takes a large
value. In such a situation, the research [Chazal et al., 2015] estimates Equation (5.3) by the Wasserstein
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distance for probability measures.6 Let F(M) denote the set of finite point sets in M , then the map
ϕ : (F(M), dH) → (D(B(M)), dW∞), X 7→ Dq(B(X)) is Lipchitz continuous from Theorem 3.4.5. Then,
the stability theorem for point sets is generalized as follows:
Proposition 5.3.1 (Lemma 16 in the Supplementary Material of [Chazal et al., 2015]). Let (M,dM )
be a metric space, Pm and Qm be probability measures on Mm, and 1 ≤ p <∞. Then, we have
Wp[dW∞ ](ϕ∗Pm, ϕ∗Qm) ≤Wp[dH](Pm,Qm). 7 (5.4)
In addition, the right hand side in Equation (5.4) is already estimated for a specific class of probability
measures on Mm. Let µ and ν be probability measures on M . Then, the product measures µ⊗m and
ν⊗m are probability measures on Mm and a sample X = (x1, . . . , xm) ∼ µ⊗m can be viewed as a set
composed of samples x1, . . . , xm, i.i.d. ∼ µ.
Proposition 5.3.2 (Lemma 15 in the Supplementary Material of [Chazal et al., 2015]). Let (M,dM )
be a metric space, µ and ν be probability measures on M , and 1 ≤ p <∞. Then, we have
Wp[dH](µ
⊗m, ν⊗m) ≤ m
1
pWp[dM ](µ, ν).
In Chapter 6, we will apply the PWK vector to a perturbed lattice system. Then, the class of a
product measure composed of a single probability measure, like µ⊗m, will turn out to be not suitable to
analyze perturbed lattices.
Example 5.3.3. Let L := {(i, j) ∈ R2 | i, j = 1, . . . ,m} be a 2-dimensional square lattice with finite
size m and µ be a probability measure on R2 with mean zero. A perturbed lattice of L by µ is defined by
Lµ := {x + ex | x ∈ L} where {ex}x∈L is the set of i.i.d. samples drawn from µ. Then, the perturbed
lattice Lµ is a sample drawn from ⊗x∈Lµx where µx = (sx)∗µ is the induced measure of µ by a translation
sx : R2 → R2, z 7→ z + x.
For a probability measure which is not composed of a single probability measure, like ⊗x∈Lµx in
Example 5.3.3, we will show a generalized stability theorem. Let {µi}mi=1 be a family of probability
measures on M . Then, the product measure ⊗mi=1µi is a probability measure on Mm, and a sample
X ∼ ⊗mi=1µi is interpreted as a point set X = {x1, . . . , xm} composed of samples xi ∼ µi for i = 1, . . . ,m.
Proposition 5.3.4. Let (M,dM ) be a metric space, {µi}mi=1 and {νi}mi=1 be families of probability





























6Recall again that we use different notations for the Wasserstein distance for persistence diagrams by dWp and for the
Wasserstein distance for probability measures on a metric space (M,dM ) by Wp[dM ] (see also Equation (3.1) and Equation
(3.2)).
7ϕ∗Pm denotes the induced measure of Pm by ϕ : (F(M), dH) → (D(B(M)), dW∞ ).
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pdπi(xi, yi) (Equation (5.5)).






Obviously, Proposition 5.3.2 is contained in Proposition 5.3.4 by setting µi ≡ µ and νi ≡ ν for all
i = 1, . . . ,m. From Theorem 4.2.4, the map V k,w : D → Hk is shown to be Lipschitz continuous. The
following theorem is its generalization to probability measures:
Theorem 5.3.5. Let P and Q be Radon probability measures on D, 1 ≤ p < ∞, k ∈ Kc, and
























































Combining Proposition 5.3.1, Proposition 5.3.4, and Theorem 5.3.5, the difference between two ex-
pectations of PWK vectors is estimated by the differences between probability measures on M .
Corollary 5.3.6. Let (M,dM ) be a metric space, {µi}mi=1 and {νi}mi=1 be families of Radon probability













Previous work on a persistence landscape
Here, we view a persistence landscape of a persistence diagram D as a one-variable function λ(D) : R → R
by λ(D)(t) := V PL(D)(1, t). Then, its stability property for the expectation is shown as follows:
Proposition 5.3.7 (Lemma 17 in the Supplementary Material of [Chazal et al., 2015]). Let P and
Q be Radon probability measures on D and 1 ≤ p <∞. Then, we have
∥ED∼P [λ(D)] − EE∼Q[λ(E)]∥∞ ≤Wp[dW∞ ](P,Q).
Combining Proposition 5.3.2 and Proposition 5.3.7, the authors also show the following:
Corollary 5.3.8 (Theorem 5 in [Chazal et al., 2015]). Let (M,dM ) be a metric space, µ and ν be
Radon probability measures on M , and 1 ≤ p <∞. Then, we have∥∥EX∼µ⊗m [λ(Dq(B(X)))] − EY∼ν⊗m [λ(Dq(B(Y )))]∥∥∞ ≤ m 1pWp[dM ](µ, ν).
As mentioned above, Proposition 5.3.4 is a generalized result of Proposition 5.3.2. Thus, Corollary
5.3.8, which is stated in [Chazal et al., 2015], can be generalized as







for families {µi}mi=1 and {νi}mi=1 of Radon probability measures on M by applying Proposition 5.3.7.
We remark that, as the norm for persistence landscapes, the uniform norm is used to show the stability
for the expectation (Proposition 5.3.7), and Lp(N × R)-norm (2 ≤ p < ∞) is used to show the central
limit theorem (Theorem 5.1.4). This is not consistent, while the corresponding properties for the PWK




In this Chapter, we apply the PWK vector and other statistical methods for persistence diagrams, which
are explained in Section 4.4, to statistical and machine learning tasks. All persistence diagrams, which
will be used here, are obtained from the ball model filtration, and the dimension of persistence diagrams
is 1. We use the software HomCloud1 to compute a persistence diagram from a point set, and source codes
about the PWK vector are available at https://github.com/genki-kusano/thesis.
In Section 6.1, we consider a classification problem of persistence diagrams and compare the perfor-
mances among statistical methods for persistence diagrams by the classification accuracies. In Section
6.2, we analyze probability distributions on the space of persistence diagrams and construct uniform
confidence intervals. In Section 6.3, we apply the dimensionality reduction and the change point analysis
to persistence diagrams.
6.1 Classification
Let D1, . . . , Dn be persistence diagrams with labels t1, . . . , tn ∈ {1,−1} and D be an unlabeled persistence
diagram. Then, we consider to estimate the label of D from the datasets {(Di, ti)}ni=1. This problem is
called the binary classification, and we will solve it by the support vector machine (SVM). A well-used
approach to the binary classification is to construct a map f : D → R satisfying ti = sgn(f(Di)), where
sgn : R → {1,−1} is the sign function defined by x 7→ 1 (x > 0) and x 7→ −1 (x ≤ 0), and decide the




a∗i tiK(D,Di) + b
∗,
where K is a positive definite kernel on D and a∗1, . . . , a∗n, b∗ ∈ R are solutions of some optimization
problem whose variables are given by the Gram matrix (K(Di, Dj))i,j=1,...,n (for more details, please see
Appendix A.1). We remark that the classifier depends on the positive definite kernel K and the dataset
{(Di, ti)}ni=1.
In experiment, we prepare a labeled dataset {(Di, ti)}n+mi=1 , divide it to two datasets {(Di, ti)}ni=1 and
{(Dn+i, tn+i)}mi=1, construct a classifier f from the former dataset {(Di, ti)}ni=1, and estimate the labels of
the later dataset {Dn+i}mi=1 as {sgn(f(Dn+i))}mi=1. Since we already know the true labels of the dataset
1http://www.wpi-aimr.tohoku.ac.jp/hiraoka_labo/homcloud/index.en.html
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|sgn(f(Dn+i)) − tn+i| .
Since the classification accuracy depends on a positive definite kernel K on D, we compare positive
definite kernels, introduced in Section 4.4, by the classification accuracies. In this experiment, we design
datasets so that generators with small persistence must be taken into account to solve the classification
problem correctly.
Let S1(x, y, r,N) ⊂ R2 be a point set composed of N points sampled with equal distance from a circle
with radius r > 0 centered at (x, y) ∈ R2. In order to add randomness on S1(x, y, r,N), we extend it
into R3 and change S1(x, y, r,N) to S1z (x, y, r,N) and S̃1z (x, y, r,N) as follows:
S1z (x, y, r,N) := {(z1, z2, z3) | (z1, z2) ∈ S1(x, y, r,N), z3 ∼ Unif([0, 0.01])},




x , y +W
2
y , r +W
2
r , ⌈N + 2WN⌉),
where Wx,Wy ∼ N (0, 2), Wr,WN ∼ N (0, 1), and ⌈c⌉ is the smallest integer greater than or equal to c.
Then, we add S2 := S
1
z (x2, y2, r2, N2) to S1 := S̃
1
z (x1, y1, r1, N1) with probability 0.5 and use it as the
synthesized data Xsvm.
Here, we choose parameters by
r1 = 1 + 8W








and set (x2, y2, r2, N2) as (0, 0, 0.2, 10) (Figure 6.1).
Figure 6.1: Examples of synthesized data Xsvm. There is no S2 (left), and S2 exists (right). Due to
randomness on S1, the radius of S1 changes.
For the binary classification, we introduce the following labels z1, z2 ∈ {1,−1}:
z1 = 1 if there exists a birth-death pair (b, d) in the persistence diagram D1(B(Xsvm))
such that b ≤ 1 and d ≥ 4.
z2 = 1 if S2 exists in X
svm.
Then, the class label t of the persistence diagram D1(B(Xsvm)) is given by the exclusive or t = z1z2 ∈
{1,−1}. By this construction, we should focus on an area in the persistence diagram with relatively large
persistence to classify z1 and that of relatively small persistence to classify z2 simultaneously.
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SVMs are trained from 100-persistence diagrams {(D1(B(Xsvmi )), ti)}100i=1, and evaluated with other
100-persistence diagrams {(D1(B(Xsvmi+100)), ti+100)}100i=1. As a positive definite kernel k in the PWK vector,
we select the Gaussian kernel kG(x, y;σ) = e
− ∥x−y∥
2
2σ2 and the linear kernel kL(x, y) := ⟨x, y⟩R2 . For a
weight function w, we select the unweighted function w0(x) ≡ 1, the linear weight function w1(x) =
pers(x), and the arctangent type weight function warc(x) = arctan(Carcpers(x)
5).2 The hyper-parameters
(σ,Carc) in the PWK vector and t in the PSSK are chosen by the 10-fold cross-validation.
3 For KPL and
KPSS, while they originally consider only the inner product, we also apply the Gaussian kernels on the
Hilbert space L2(N×R) and L2(R2ad), following Equation (4.3). In order to check whether the persistence




w0 50.4 ± 5.28 68.4 ± 4.96
kG w1 52.8 ± 4.12 49.2 ± 5.46
warc 78.0 ± 2.83 94.8 ± 1.60 (□)
w0 48.8 ± 2.99 48.4 ± 5.28
kL w1 50.4 ± 3.44 51.2 ± 3.71
warc 49.6 ± 4.63 51.2 ± 5.46
Persistence landscape 44.0 ± 3.79 (KPL) 47.2 ± 3.25
PSSK 73.2 ± 4.49 (KPSS) 61.2 ± 3.49
Universal PSSK 76.8 ± 5.00 (KPSSu )
Sliced Wasserstein 57.2 ± 5.31 (KSW)
Persistence image
M = 10 w1 50.8 ± 3.49 48.8 ± 6.01
M = 10 warc 45.2 ± 2.04 51.2 ± 4.49 (□10)
M = 80 w1 48.8 ± 3.71 (KPI) 50.0 ± 3.35
M = 80 warc 65.2 ± 5.74 94.4 ± 1.50 (□80)
Table 6.1: Results of SVMs with the PWK vector, the persistence landscape, the PSSK, the universal
PSSK, the Sliced Wasserstein kernel, and the persistence image. Classification accuracies (%) and their
standard deviations are shown.
In Table 6.1, the (kG, warc)-Gaussian kernel □ and the Gaussian kernel on the persistence image
with warc and large mesh size □80 show higher classification accuracies (95%) than the other methods
(KPL : 44%, KPSS : 73%, KPSSu : 77%, K
SW : 57%, KPI : 49%). Although the (kG, w1)-Gaussian
kernel discounts noisy generators, the classification accuracy is close to 50%. This unfavorable result is
considered to be caused by the difficulty in handling the birth-death pairs with large and small persistences
simultaneously. While the result of the persistence image with a large mesh size is similar to that of the
(kG, warc)-Gaussian kernel (□ and □80), a small mesh size gives bad approximation results (e.g., □ and
□10). One reason is considered that a small mesh size makes rough pixels, and S2 itself and noisy
generators are treated in some rough pixel. On the other hand, we remark that a large mesh size M
2We set parc = 5 because the assumption in Theorem 4.2.8 is parc > d + 1 where Rd is the underlying space of point
sets, and all data points which will be used in this section are obtained from R3.
3The cross-validation is one of the parameter selection techniques to estimate parameters which are stable under noise.
For more details, please see Section 1.3 in [Bishop, 2006].
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needs much computational time.
In application to the real-world data, we have applied the PWK vector to protein classifica-
tion problems and showed higher classification accuracies than the molecular topological fingerprint
[Cang et al., 2015], which is another statistical method for persistence diagrams specialized to protein
data (for more details, please see Section 4.5 in [Kusano et al., 2018]).
6.2 Two sample problem
Let D1, . . . , Dn be persistence diagrams with some property (A) and E1, . . . , En be persistence dia-
grams with some property (B). Then, we consider to decide whether the properties (A) and (B) are
the same or not from the datasets {Di}ni=1 and {Ei}ni=1. This problem is called the two sample prob-
lem and we formalize this problem in terms of the hypothesis testing as follows (for more details,
please see Appendix A.2): Let P and Q be probability measures on D, D1, . . . , Dn, i.i.d. ∼ P , and
E1, . . . , En, i.i.d. ∼ Q. Then, we define a null hypothesis by H0 : P = Q and the alternative hypoth-
esis by H1 : P ̸= Q. If P = Q, it is expected from Theorem 5.1.1 and Theorem 5.3.5 that the norm∥∥n−1∑ni=1 V k,w(Di) − n−1∑ni=1 V k,w(Ei)∥∥Hk is small. However, there still exists a problem how small
threshold determines whether the null hypothesis H0 is accepted or rejected. To solve this, we apply
the kernel method to the two sample problem [Gretton et al., 2007a, Gretton et al., 2012] for persistence
diagrams. In order to measure the performance of the hypothesis testing procedure, we compute the type
I and type II errors for the testing, where the type I error is defined by the probability that H0 is rejected
when H0 is true, and the type II error is defined by the probability that H0 is accepted when H1 is true.
If a hypothesis testing procedure decides that any null hypothesis is accepted, then the type I error is 0
but the type II error is 1. Hence, it is desirable that both type I and type II errors of a hypothesis testing
procedure are small.


























and an algorithm to compute the type I error is given as follows (see also Appendix A.2):
Algorithm 3 The algorithm for the type I error by the kernel method for persistence diagrams
Require: α ∈ (0, 1). m,N ∈ N. D1, . . . , Dn: i.i.d. samples drawn from P . E1, . . . , En: i.i.d.
samples drawn from Q. K: a positive definite kernel for persistence diagrams.
1: Compute the upper α-quantile ξ̂n,α of nMMDu(Dn,En;K)
2 by the bootstrap method.
2: for ℓ = 1, . . . , N do
3: Resample m samples D1,ℓ, . . . , Dm,ℓ from {D1, . . . , Dn}.
4: Resample m samples E1,ℓ, . . . , Em,ℓ from {E1, . . . , En}.
5: Compute mMMDu(Dm,ℓ,Em,ℓ;K) where Dm,ℓ = (D1,ℓ, . . . , Dm,ℓ) and Em,ℓ =
(E1,ℓ, . . . , Em,ℓ).
6: end for
7: Compute p̂ := N−1
∑N
ℓ=1 I(−∞,ξ̂n,α](mMMDu(Dm,ℓ,Em,ℓ;K)).
8: return 1 − p̂.
4Dn denotes a collection of D1, . . . , Dn.
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The output of Algorithm 3 is the type I error under H0. With respect to the type II error, we consider
another null distribution H∗0 : P ̸= Q, obtain the output 1− p̂ of Algorithm 3 under H∗0 , and set p̂ as the
type II error under H0.
When we apply Algorithm 3 to X1, . . . , Xn, i.i.d. ∼ P and Y1, . . . , Yn, i.i.d. ∼ Q where P and Q are
probability measures on the set F(Rd) of finite point sets in Rd, the null hypothesis H0 : ϕ∗P = ϕ∗Q,
where ϕ : F(Rd) → D, X 7→ D1(B(X)), is also denoted by H0 : P = Q in this section for short.
In addition to try the two sample problem, in order to focus on differences between the two distri-
butions P and Q, we will compare confidence intervals for the expectations of a PWK vector. Here,
for i.i.d. samples D1, . . . , Dn drawn from ϕ∗P, the empirical mean n−1
∑n
i=1 V
k,w(Di) at z ∈ R2 is
denoted by mk,wn,z (P) = n−1
∑n
i=1 V
k,w(Di)(z). When we apply Algorithm 2 to obtain a uniform con-
fidence band for ED∼ϕ∗P [V k,w(D)](z), we fix the parameters as α = 0.01, b = 104 and A ⊂ R2 as












as a confidence interval for ED∼ϕ∗P [V k,w(D)](z) at level 1−α where ξ̂
k,w
n,A(P) is the output of Algorithm 2.
If Ik,wn,A(P, z) and I
k,w
n,A(Q, z) has no intersections, it is expected that two expectations ED∼ϕ∗P [V k,w(D)]
and EE∼ϕ∗Q[V k,w(E)] are different at z ∈ A, which implies topological features whose birth-death pair
locate around z describe differences between P and Q. In experiments, for a grid point pi,j := (x1 +
r(i/10− 1), x2 + r(j/10− 1)) (i, j = 1, . . . , 20) of Box(x, r), we compute a 20× 20-matrix Mk,wn,A(P) which
is defined by Mk,wn,A(P)i,j := mk,wn,pi,j (P) (i, j = 1, . . . , 20). In order to visualize whether the intervals have
an intersection or not, we define a 20 × 20 matrix Mk,wn,A(P,Q) by
Mk,wn,A(P,Q)i,j =
1,
(∣∣∣Mk,wn,A(P)i,j −Mk,wn,A(Q)i,j∣∣∣ > ξ̂k,wn,A(P)+ξ̂k,wn,A(Q)√n )
0, (otherwise)
. (6.2)
because Mk,wn,A(P,Q)i,j = 1 if and only if I
k,w
n,A(P, pi,j) ∩ I
k,w
n,A(Q, pi,j) = ∅.
6.2.1 Perturbed lattice
We begin with the kernel two sample test for persistence diagrams of synthesized data coming from
the perturbed lattice system. Let L := {(i, j) | i, j = 1, . . . ,mL} be a 2-dimensional square lattice
with size mL ∈ N. Here, we consider two probability measures Pr :=
⊗
x∈L Unif(Box(x, r)) and Qr =⊗
x∈LN2(x, r2I2) with parameter r > 0, which generate a point set representing a perturbed lattice as
mentioned in Example 5.3.3. In our experiment, we consider the two sample problem where the null
hypothesis is Hr0 : Pr = Q0.1 and the alternative hypothesis is Hr1 : Pr ̸= Q0.1. Since Pr and Q0.1 are
not the same for any r > 0, the null hypothesis Hr0 should be rejected. However, distinguishing P0.1
√
3
and Q0.1 is considered to be difficult because Unif(Box(x, 0.1
√
3)) and N2(x, (0.1)2I2) have the same
mean and covariance matrix.5
We use the 2-dimensional square lattice L with size mL = 20, take n = 80 samples from each
distribution Pr and Q0.1, and fix the parameters in Algorithm 3 by α = 0.01,m = 70, N = 103.6 From
5For U1, U2, i.i.d. ∼ Unif([−r, r]) (r > 0), we have (U1, U2) ∼ Unif(Box(0, r)) and the covariance matrix of (U1, U2) is
given by (r2/3)I2 because the variance of the uniform distribution on [a, b] ⊂ R is (b − a)2/12. Thus, for any x ∈ R2,
Unif(Box(x, r)) and N2(x, s2I2) have the same mean and covariance matrix when r2 = 3s2.
6α is the significance level. m is the sampling number to compute the type I error. N is the number of trials to compute
the type I error.
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the results in Section 6.1, we focus on the (kG, w)-Gaussian kernels by w0, w1, warc, K
PSS, KPSSu , K
PL,
KSW, and fix the parameters σ,Carc, τ, t in these positive definite kernels by the heuristics explained in
Section 4.3.1.





w0 0.00/0.00 0.00/0.00 0.00/0.00
PWK w1 0.00/0.00 0.00/0.00 0.00/0.00
warc 0.00/0.00 0.00/0.00 0.00/0.00
PSSK 0.00/0.00 0.00/0.00 0.00/0.00
Universal PSSK 0.00/0.00 0.00/0.00 0.00/0.00
Persistence landscape 0.00/0.00 0.00/0.08 0.00/0.03
Sliced Wasserstein 0.00/0.00 0.00/0.00 0.00/0.00
Table 6.2: Each value in this table is the type I error (left) and the type II error (right).
Table 6.2 shows the type I and type II errors of the kernel two sample test under the null hypothesis
Hr0 , and all methods correctly show low error rates except for the persistence landscape. In order to
focus on differences between the two distributions P0.1
√
3 and Q0.1, we will compare confidence intervals
Ik,wn,A(P0.1
√
3; z) and Ik,wn,A(Q0.1; z), where I
k,w
n,A(P; z) is defined by (6.1). To run Algorithm 2, we fix the
parameters as α = 0.01 and b = 104. Since all birth-death pairs of persistence diagrams in dimension
1 of the 2-dimensional square lattice L appear at 1/2 and disappear
√
2/2,7 we fix the region A ⊂ R2
for Algorithm 2 as Box((1/2,
√
2/2); 0.2) so as to contain many birth-death pairs around (1/2,
√
2/2).
Now, for the Gaussian kernel kG and three weight functions w0, w1, warc, we compare the two intervals
Ik,wn,A(P0.1
√




3,Q0.1), which is defined
by Equation (6.2).
7For X = {(0, 0), (1, 0), (0, 1), (1, 1)}, please check that the union of balls B(X; a) is homotopy equivalent to a circle for




Figure 6.2: A persistence diagram of a sample drawn from P0.1
√
3 and the red point corresponds to
(1/2,
√
2/2) (top left), its restricted region to A = Box((1/2,
√
2/2); 0.2) (bottom left), visualized matrices
Mk,wn,A(P0.1
√
3,Q0.1) for w0, w1, warc where white is 1 (i.e., two intervals has no intersections) and black is
0 (bottom right), and their intervals Ik,wn,A(P0.1
√
3; z) and Ik,wn,A(Q0.1; z) at z = (1/2,
√
2/2) (top right).
Figure 6.2 shows that the PWK vector with w0 could not classify the two expectations of P0.1
√
3 and
Q0.1 because all intervals over A have intersections. On the other hand, the intervals of the PWK vectors
with w1 and warc have no intersections around z ∈ (1/2,
√
2/2). These results imply that topological
features whose birth-death pair locate around (1/2,
√
2/2) show differences between the P0.1
√
3 and Q0.1.
6.2.2 Matérn hard-core point process
The Matérn hard-core point process [Matérn, 1960] generates a random point set, which is related to
a mathematical model in material science [Månsson and Rudemo, 2002]. When N is drawn from the
Poisson distribution with intensity λ > 0, the random point set
{(ai, bi) | i = 1, . . . , N, a1, . . . , aN , b1, . . . , bN , i.i.d. ∼ Unif([0, 1])}
is denoted by Xλ0 and the underlying probability distribution of X
λ
0 is denoted by Pλ0 .8 Since Xλ0 is
randomly scattered in [0, 1]2, the pairwise distance of some two points in Xλ0 may be less than some value
R > 0. For the random point set, the author [Matérn, 1960] proposes two thinning rules, called the Type
I way and the Type II way, so that all pairwise distances of any remaining two points are greater than
or equal to R.
In the Type I way, a point xi ∈ Xλ0 is removed if there exists another point xj ∈ Xλ0 such that
∥xi − xj∥ < R. Then, the resulting point set is denoted by
Xλ,R1 := {xi ∈ Xλ0 | ∥xi − xj∥ ≥ R for any j ̸= i},
and the corresponding probability distribution is denoted by Pλ,R1 .
8The random point set is known as the homogeneous Poisson point process in [0, 1]2 with intensity λ. In this case, Xλ0
is an F([0, 1]2)-random element where F([0, 1]2) is the set of finite point sets in [0, 1]2.
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In the Type II way, for w1, . . . , wN , i.i.d. ∼ Unif([0, 1]), we use wi as a label of xi ∈ Xλ0 . While the
Type I way always removes xi if the R-ball centered at xi contains another xj , the Type II way does not
remove xi if the label wi is greater than the other label wj of xj which is contained in the R-ball centered
at xi. Then, the resulting point set is denoted by
Xλ,R2 := {xi ∈ Xλ0 | If there exists xj such that ∥xi − xj∥ < R,wi > wj},
and the corresponding probability distribution is denoted by Pλ,R2 . If Xλ0 = {x1, x2 | ∥x1 − x2∥ < R}
and w1 > w2, we have x1 ∈ Xλ,R2 and x2 ̸∈ X
λ,R
2 , while neither x1 nor x2 is in X
λ,R
1 . Thus, the Type II
way remains more points than the Type I way.




2 (top) and the corresponding persistence diagrams in
dimension 1 (bottom). In a red encircled region in the point sets, for two points whose pairwise distance
is less than R, we can see that the Type I way removes both two points and the Type II way remains at
least one points.
In Figure 6.3, we can see that the Type I way removes many small clusters of points in Xλ0 and the
Type II way remains at least one point from these clusters in Xλ0 , which implies that blank regions (large
topological features) in Xλ0 and X
λ,R




2 are seen in
small clusters of points (small topological features). We fix λ = 200 and R = 0.03, take n = 80 samples




2 , and fix the parameters in Algorithm 3 by α = 0.01,m = 70, N =
103. Similar to Section 6.2.1, we solve the two sample problems (Table 6.3) and calculate confidence




The null hypothesis Pλ0 = P
λ,R







w0 0.00/0.00 0.00/0.00 0.00/0.00
PWK w1 0.00/0.00 0.00/0.07 0.00/0.00
warc 0.00/0.00 0.00/0.002 0.00/0.00
PSSK 0.00/0.00 0.00/0.001 0.00/0.00
Universal PSSK 0.00/0.00 0.00/0.33 0.00/0.00
Persistence landscape 0.00/0.00 0.00/0.99 0.00/0.01
Sliced Wasserstein 0.00/0.00 0.00/0.20 0.00/0.00
Table 6.3: Each value in this table is the type I error (left) and the type II error (right). The PWK
vectors with w0 and warc and the PSSK show low error rates.
Figure 6.4: A persistence diagram of a sample drawn from Pλ0 (top left), its restricted region to A =
Box((0.05, 0.05); 0.05) and the red point corresponds to (0.025, 0.03) (bottom left), visualized matrices
Mk,wn,A(Pλ0 ,P
λ,R
2 ) for w0, w1, warc (bottom right), and their intervals I
k,w




2 ; z) at
z = (0.025, 0.03) (top right).
Unlike the results in Section 6.2.1, the PWK vector with w0 only shows the difference between the
confidence intervals of Pλ0 and P
λ,R
2 , and the differences in the persistence diagrams are seen close to the
diagonal set. This result implies a topological feature whose persistence is relatively small describes the
difference between Pλ0 and P
λ,R
2 . In fact, the Type II way remains relatively large topological features
and changes relatively small topological features by its thinning rule (Figure 6.3), and thus the difference
between two persistence diagrams of Pλ0 and P
λ,R
2 are considered to be seen in generators with small
persistence. This is an interesting result because w0 treats all generators equivalently, while most of the
research in statistical TDA (and also the weight functions w1 and warc) regard a generator with large
persistence as an important feature and a generator with small persistence as a noisy feature, which is a
common view on a persistence diagram in TDA community.
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6.3 Dimensionality reduction
Up to here, we have vectorized a persistence diagram in a higher dimensional space for the statistical
data analysis. On the other hand, in order to understand relationships among persistence diagrams
D1, . . . , Dn intuitively, it is useful to express the persistence diagrams in a lower dimensional Euclidean
space with preserving their information as much as possible. This process is called the dimensionality
reduction, and the principal component analysis (PCA) is a well-used approach to express the dataset in
a lower dimensional Euclidean space.
We briefly explain an idea of the PCA. Let H be an inner product space, V : D → H be a map,
D1, . . . , Dn be persistence diagrams, H0 denote the subspace of H spanned by {V (Di)}ni=1. For a basis






i ∈ R). Then, for some fixed p ∈
{1, . . . , n}, a persistence diagrams Di can be expressed in a p-dimensional Euclidean space as (a1i , . . . , a
p
i ).
In the kernel PCA, the projection is obtained as follows: Let K be a real-valued positive definite kernel
on D, K = (K(Di, Dj))i,j=1,...,n be the Gram matrix on D1, . . . , Dn, and K̃ be the centered Gram matrix
of K defined by

















Ka,b (i, j = 1, . . . , n).
Now, we solve the eigenvalue problem9
K̃ = UTdiag (λ1, . . . , λn)U,
where U is an orthogonal matrix and λ1 ≥ · · · ≥ λn are the eigenvalues of K̃. Then, the p-dimensional












where U = (u1, . . . , un) and uji is the i-th component of u
j ∈ Rn, and the persistence diagram Di








i ) ∈ Rp (for more details, please see Appendix A.3). In order














i )}ni=1 preserves 95% information of the dataset {Di}ni=1.
Here, we consider an example of a space deforming from a sphere to a torus. For R > r > 0, a point
(x, y, z) ∈ R3 in a torus is represented as
x(θ, η) = R cos θ + r cos η cos θ
y(θ, η) = R sin θ + r cos η sin θ
z(η) = r sin η
where θ ∈ [−π, π] and η ∈ [−π, π]. For R, r > 0, we consider the following space:
TR,r :=
{
(x(θ, η), y(θ, η), z(η))
∣∣∣∣∣ θ ∈ [−π, π],η ∈ [−π + arccos(min{1, R/r}), π − arccos(min{1, R/r})]
}
If R > r, the space TR,r is a torus. On the other hand, if R < r, then the space TR,r is homotopy
equivalent to a sphere, that is, topological properties of TR,r change before and after R = r (Figure 6.5).
We will characterize this topological change by the kernel PCA for the persistence diagrams.
9Since K̃ is a real symmetric semi-positive definite matrix, there always exists an orthogonal decomposition and all
eigenvalues are nonnegative.
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Figure 6.5: Point sets sampled from TR,r and their persistence diagrams for R < r (left), R = r (middle),
and R > r (right). Since the homology group of a torus in dimension 1 has 2 generators, the birth-death
pairs which have the 1st and 2nd largest persistences are considered to be important in this dataset.
Let Rℓ := r(1/2 + ℓ/40) (ℓ = 1, . . . , 40) and Xℓ denote a 1000-points set of the uniform sampling from
TRℓ,r. Then, a topological change of {Xℓ}40ℓ=1 is considered to happen at ℓ = 20. Here, we regard the
dataset {D1(B(Xℓ))}40ℓ=1 as a time series data and estimate its change point numerically. In the kernel
method, the kernel Fisher discriminant ratio [Harchaoui et al., 2008], which is a statistical quantity for
the change point detection, is used to estimate a change point ℓ∗ in a time series data and is also computed
only from the Gram matrix (K(D1(B(Xi), D1(B(Xj)))i,j=1,...,n (for more details, please see Appendix
A.4).
Now, we compute the kernel PCA projection and the kernel Fisher discriminant ratio of
{D1(B(Xℓ))}40ℓ=1 with different positive definite kernels. As seen in Figure 6.5, the medium of persis-
tences for a persistence diagram is considered to be small because most of the birth-death pairs are close
to the diagonal set and the number of important features is at most 2. Thus, we also set a parameter Carc
in warc as C
∗
arc := (max.pers({D1(B(Xℓ))}40ℓ=1)/2)−5,10 and w∗arc denotes w∗arc(x) = arctan(C∗arcpers(x)5).
Then, we have observed that the (kG, w
∗
arc)-Gaussian kernel, the (kG, w1)-Gaussian kernel, the persis-
tence landscape, the PSSK, and the universal-PSSK correctly detect the change point as ℓ∗ = 20, and
other methods fail to detect the true change point (the (kG, warc)-Gaussian kernel: ℓ
∗ = 36, the (kG, w0)-
Gaussian kernel: ℓ∗ = 34, the Sliced Wasserstein kernel: ℓ∗ = 18). It also can be seen in the PCA
projection of the (kG, w
∗
arc)-Gaussian kernel (Figure 6.6) that there are two clusters of a sphere and a
torus.
10In Section 4.3.1, max.pers({Dℓ}nℓ=1) is defined by max{max{pers(xi) | xi ∈ Dℓ} | ℓ = 1, . . . , n}.
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Figure 6.6: The 2-dimensional PCA projections by positive definite kernels. Each blue cross (resp. red
circle) corresponds to D1(B(Xℓ)) for ℓ = 1, . . . , ℓ∗ (resp. ℓ = ℓ∗ + 1, . . . , 40), where ℓ∗ is the change point
estimated by the kernel Fisher discriminant ratio. A value below each figure is the percentage of the
contribution rate γ2 of the 2-dimensional PCA projection.
In application to real-world data, we have applied the PWK vector to datasets coming from material
science, visualized the topological changes in the datasets by the kernel PCA, and succeeded to detect
meaningful change points by the kernel Fisher discriminant ratio (for more details, please see Section 4.3,




In order to develop statistical topological data analysis, in this thesis, we have proposed the persistence
weighted kernel (PWK), which transforms a persistence diagram to an element of a reproducing kernel
Hilbert space. From its kernel method based construction, the vector representation can be applied to
statistical methods and machine learning algorithms. Our statistical framework can treat small gener-
ators, which are usually viewed as a noisy topological feature, as significant ones by a weight function,
while most of the other statistical methods for persistence diagrams always view small generators as noisy
ones.
One of the main theoretical results for the PWK vector is the bottleneck distance stability (Theorem
4.2.4), and it enables us to infer the topological features of unobservable data from the PWK vectors
of given observation. To the best of our knowledge, the bottleneck distance for persistence diagrams
only estimates topological affects of the perturbation of input data, and other related statistical methods
do not satisfy the bottleneck distance stability, which is one of the theoretical advantages of the PWK
vector.
In applying statistical analysis to persistence diagrams, it is elementary to examine its expectation,
and we have characterized the properties of the PWK vector by the strong law of large numbers, the
central limit theorem, a uniform confidence band, and the stability of the expectation. In particular,
the uniform confidence band for the expectation of a PWK vector is successfully applied to understand
topological differences between two probability distributions.
As a future work, we are interested in designing a weight function for statistical topological data
analysis. In experiments, we have checked the arctangent type weight function warc achieved the best
performance in the classification problem (Section 6.1) and the unweight function w0 achieved the best
performance in the two sample problem (Section 6.2.2). However, there is no systematic way to determine
the best weight function for each problem. Since the current choice of weight functions does not depend




Algorithms in Kernel Methods
A.1 Support vector machine
In this section, we briefly review the support vector machine following Section 7.1 in [Bishop, 2006]
Let X be a set, x1, . . . , xn ∈ X , ti ∈ {1,−1} be a label of xi (i = 1, . . . , n), and k be a real-valued
positive definite kernel on X . Then, for an unlabeled data x ∈ X , we consider to estimate a label t of x.
For the problem, we will (1) construct a map f : X → R satisfying f(xi) > 0 if ti = 1 and f(xi) ≤ 0 if
ti = −1, (2) apply the unlabeled data x to f , and (3) determine the label of x as 1 if f(x) > 0 or −1 if
f(x) ≤ 0 (Figure A.1). Then, the zero set {x ∈ X | f(x) = 0} is called the decision surface of f . Here,
we consider that f is given as
f(x) = ⟨w, k(·, x)⟩Hk + b
where w ∈ Hk and b ∈ R.
f(x) = 0
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margin
Figure A.1: Each red circle (resp. blue star) corresponds to k(·, xi) with label ti = 1 (resp. ti = −1).
Then, we will maximize the margin, which is the distance to the decision surface from each k(·, xi).
Now, we assume all input data are correctly classified, that is, there exist w and b such that tif(xi) > 0





t(⟨w, k(·, x)⟩Hk + b)
∥w∥Hk
. (A.1)
Under a criterion which regards the maximizer of Equation (A.1) as the best parameters w and b, which
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ti(⟨w, k(·, xi)⟩Hk + b)
)
. (A.2)
Since Equation (A.1) is stable under the rescalings w 7→ κw and b 7→ κb for any κ > 0, we can assume
tc(⟨w, k(·, xc)⟩Hk + b) = 1
where xc is the closest point to the decision surface. The closest point xc is called a support vector. Since






∥w∥2Hk subject to ti(⟨w, k(·, xi)⟩Hk + b) ≥ 1 (i = 1, . . . , n). (A.3)
Let w∗ and b∗ be the minimizer of Equation (A.3), then the classifier is given by f(x) = ⟨w∗, k(·, x)⟩Hk+b∗.
This type of machine learning model is called a hard-margin support vector machine (hard-margin SVM).
In the hard-margin SVM, we have assumed that “all” input data are correctly classified by the linear
model f(x) = ⟨w, k(·, x)⟩Hk +b. However, this assumption is not always ensured to be satisfied. In such a
situation, we relax the assumption to that “many” input data are correctly classified by the linear model.
In order to reformulate the optimization problem (A.3), we introduce a dummy variable, which is called
a slack variable, to satisfy
ti(⟨w, k(·, xi)⟩Hk + b) ≥ 1 − ξi, ξi ≥ 0 (i = 1, . . . , n). (A.4)
If all ξi are zero, it is the same as the hard-margin SVM. If some ξi is greater than 1, xi is possibly
misclassified because the sign of f(xi) and ti might be opposite. Therefore, in order to control the









subject to ti(⟨w, k(·, xi)⟩Hk + b) ≥ 1 − ξi, ξi ≥ 0 (i = 1, . . . , n). (A.5)
If C → ∞, to minimize Equation (A.5), we have to set all ξi = 0, which is the same as the hard-margin
SVM. In other words, the parameter C controls the trade-off of the soft margin. In fact, it is known that














aiti = 0, 0 ≤ ai ≤ C (i = 1, . . . , n). (A.6)













1This is derived from an idea of the dual problem by the Lagrangian multiplier for (A.5).
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a∗i tik(x, xi) + b
∗.
In experiments, we have used an open source library Scikit-learn2 [Pedregosa et al., 2011] to compute
the classifier of the soft-margin SVM.
A.2 Kernel two sample test
In this section, we briefly review the kernel method for two sample problem following
[Gretton et al., 2007a, Gretton et al., 2012].
General framework of the two sample test
Let (X ,BX ) be a measurable space, P and Q be Radon probability measures on X , X1, . . . , Xm, i.i.d. ∼ P ,
Y1, . . . , Yn, i.i.d. ∼ Q, and θ(Xm,Yn) be a function of X1, . . . , Xm, Y1, . . . , Yn.3 Then, we define a null
hypothesis by H0 : P = Q and the alternative hypothesis by H1 : P ̸= Q. If H0 is true, θ(Xm,Yn)
depends only on P because Y1, . . . , Yn, i.i.d. ∼ Q = P . Here, we assume that the upper α-quantile ξ̂m,n,α
which satisfies Pr(θ(Xm,Yn) ≤ ξ̂m,n,α) = 1−α is computable. When α ∈ (0, 1/2) is set as a small value,
if a pair of realizations (xm,yn) of (Xm,Yn) satisfies ξ̂m,n,1−α/2 ≤ θ(xm,yn) ≤ ξ̂m,n,α/2, we conclude
that the hypothesis H0 is accepted under the observations (xm,yn). Otherwise, we conclude that H0 is
rejected. The threshold α is called the significance level and α = 0.01 or 0.05 is often used.
Example A.2.1. Let X1, . . . , Xm, i.i.d. ∼ N (µ1, σ20) and Y1, . . . , Yn, i.i.d. ∼ N (µ2, σ20) where µ1 and
µ2 are unknown and σ0 is known. Since Xi−µ1 ∼ N (0, σ20) (i = 1, . . . ,m), we have m−1
∑m
i=1Xi−µ1 ∼


































 ∼ N (0, 1)
Now, the upper α-quantile ξ̂m,n,α of θ(Xm,Yn) is computable from the distribution function of the stan-
dard normal distribution Φ(c) := (2π)−1/2
∫ c
−∞ exp(−z
2/2)dz as Φ−1(1 − α). Therefore, if |θ(xm,yn)| >
Φ−1(1 − α/2), the null hypothesis H0 is rejected with significance level α.
An algorithm to compute the type I error for the testing is given as follows:
2https://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC.html
3Xm denotes a collection of the random elements Xm := (X1, . . . , Xm). See also Definition 2.3.1.
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Algorithm 4 The algorithm for the type I error
Require: α ∈ (0, 1). s, t,N ∈ N. x1, . . . , xm: realizations of X1, . . . , Xm, i.i.d. ∼ P .
y1, . . . , yn: realizations of Y1, . . . , Yn, i.i.d. ∼ Q.
1: Compute the upper α-quantile ξ̂m,n,α of θ(Xm,Yn).
2: for ℓ = 1, . . . , N do
3: Resample x1,ℓ, . . . , xs,ℓ from {x1, . . . , xm}.
4: Resample y1,ℓ, . . . , yt,ℓ from {y1, . . . , yn}.
5: Compute θ(xs,ℓ,yt,ℓ) where xs,ℓ = (x1,ℓ, . . . , xs,ℓ) and yt,ℓ = (y1,ℓ, . . . , yt,ℓ).
6: end for
7: Compute p̂ := N−1
∑N
ℓ=1 I[ξ̂m,n,1−α/2,ξ̂m,n,α/2](θ(xs,ℓ,yt,ℓ)).
8: return 1 − p̂.
Since the output p̂ of Algorithm 4 is the acceptance ratio of H0, 1− p̂ is the type I error when H0 is true.
The remaining task is to define θ whose distribution is computable.
Kernel method for the two sample problem






By the way of the kernel embedding (Section 2.4.3), a probability measure P is transformed to an element
in the reproducing kernel Hilbert space by P 7→ Ek(P ) =
∫
X k(·, x)dP (x) ∈ Hk. If k is C0-universal,
from Proposition 2.4.9, the norm of difference between Ek(P ) and Ek(Q) defines a distance between the
















































If the null hypothesis H0 : P = Q is true, MMD(Xn,Yn; k)
2 should be small. The next question is how
small MMD(Xn,Yn; k) accepts H0. In order to solve this question, the distribution of MMD is useful (see


























is given as follows:
Theorem A.2.2 (Theorem 8 in [Gretton et al., 2007a], Theorem 12 in [Gretton et al., 2012]). Un-





i − 2) where z1, . . . , zn, i.i.d. ∼
N (0, 2), {λi}∞i=1 are the solutions to the eigenvalue equation∫
X
k̃(x, x′)ψi(x)dP (x) = λiψi(x
′), (A.8)
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and k̃(xi, xj) = k(xi, xj) −
∫
X k(xi, x)dP (x) −
∫










i − 2) numerically, we approximate the eigenvalues
{λi}∞i=1 in Equation (A.8). Let k̃ denote the centered Gram matrix of {x1, . . . , xn} and {µ̂i}ni=1 be the set







i − 2) where λ̂i = n−1µ̂i. Therefore, the upper α-quantile of nMMDu(Xn,Yn)2 is numerically




i − 2). Since the current null hypothesis is
P = Q, we have Yi ∼ P and can approximate the eigenvalues on the aggregated data, that is, the





i − 2). To sum up, the algorithm of the kernel two sample test is given as follows:
Algorithm 5 The algorithm for the type I error by the kernel method
Require: α ∈ (0, 1). m,N ∈ N. x1, . . . , xn: realizations of X1, . . . , Xn, i.i.d. ∼ P . y1, . . . , yn:
realizations of Y1, . . . , Yn, i.i.d. ∼ Q. k: a real-valued measurable positive definite kernel
on X .
1: Compute the upper α-quantile ξ̂n,α of nMMDu(Xn,Yn; k)
2 by the bootstrap method on
the aggregated data.
2: for ℓ = 1, . . . , N do
3: Resample x1,ℓ, . . . , xm,ℓ from {x1, . . . , xn}.
4: Resample y1,ℓ, . . . , ym,ℓ from {y1, . . . , yn}.
5: end for




7: return 1 − p̂.
A.3 Kernel principal component analysis
In this section, we briefly review the principal component analysis following [Schölkopf et al., 1998] and
Section 12,3 in [Bishop, 2006].
Let X be a set, x1, . . . , xn ∈ X , and k be a positive definite kernel on X . In the kernel method, to make
the feature vectors k(·, x1), . . . , k(·, xn) hold all information of the dataset {x1, . . . , xn}, the reproducing
kernel Hilbert space Hk is desirable to be higher dimensional. On the other hand, it is also natural to
consider that the feature vectors locate on a lower dimensional subspace of Hk. Indeed, the dimension
of the subspace spanned by {k(·, xi)}ni=1 is at most n. Here, we consider projections of {k(·, xi)}ni=1 to a
more lower dimensional space with preserving their information as much as possible.
In the example of Figure A.2, the variance of {⟨f, k(·, xi)⟩Hk}ni=1 is greater than that of another
projection f ′. In other words, the 1-dimensional projection by f is considered to be more informative








⟨f, k̃(·, xi)⟩2Hk , (A.9)
where k̃(·, x) := k(·, x) − n−1
∑n
j=1 k(·, xj) is the normalized feature vector. In a similar procedure, the







⟨f, k̃(·, xi)⟩2Hk .
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Figure A.2: Each red circle is k(·, xi), and each red point is the projected point ⟨f, k(·, xi)⟩Hk by f ∈ Hk.
It is shown that the solution f∗ of Equation (A.9) is in Span{k̃(·, xi) | i = 1, . . . , n},4 and thus,
for some vector a = (a1, . . . , an)
T ∈ Rn, f∗ is decomposable as f∗ =
∑n
i=1 aik̃(·, xi). Then, we have
n−1
∑n
i=1⟨f∗, k̃(·, xi)⟩2Hk = a
T k̃2a and ∥f∗∥2Hk = a
T k̃a, where k̃ is the centered Gram matrix of k.
Hence, the optimization problem (A.9) can be rewritten by the following optimization problem:
argmax
a∈Rn
aT k̃2a subject to aT k̃a = 1. (A.10)
In fact, the solution of the problem (A.10) is numerically obtained from the a diagonalization of an
orthogonal matrix
k̃ = UTdiag (λ1, . . . , λn)U,
where U is an orthogonal matrix and λ1 ≥ · · · ≥ λn are the eigenvalues of k̃.5 Then, the p-th principal








up of U = (u1, . . . , un).
















A.4 Kernel Fisher discriminant ratio
In this section, we briefly review the kernel Fisher discriminant ratio following [Harchaoui et al., 2009].
Let X be a set, x1, . . . , xn ∈ X , and k be a real-valued positive definite kernel on X . We view
X (n) = {k(·, xi)}ni=1 as a time series data in Hk and consider which index i is a change point of this time
series. By using the idea of Fisher’s discriminant analysis (Section 4.1.4 in [Bishop, 2006]), we evaluate
the difference between two means of Cℓ1 := {k(·, xi)}ℓi=1 and Cℓ2 := {k(·, xi)}ni=ℓ+1 by f ∈ Hk as
⟨f,mℓ1 −mℓ2⟩Hk (A.11)





k(·, x), n1 = ℓ, and n2 = n − ℓ. In addition to maximize Equation (A.11), we






⟨f, k(·, x)⟩Hk − ⟨f,mℓi⟩Hk
}2
4This is know as a corollary of the representer theorem (Theorem 8.7 in [Paulsen and Raghupathi, 2016])
5Since k̃ is a real symmetric semi-positive definite matrix, there always exists an orthogonal decomposition and all
eigenvalues are nonnegative.
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(please see also Figure 4.6 in [Bishop, 2006]). Then, in the Fisher’s discriminant criterion, the maximizer







is estimated as the best projection to divide X (n) into two classes Cℓ1 and Cℓ2.
Furthermore, it is known from [Harchaoui et al., 2008] that the maximizer of Equation (A.12) is













: Hk → Hk,


















be the empirical within-class covariance estimator.6 From the discussion of Section 4.1.4 in [Bishop, 2006]
and the representer theorem (Theorem 8.7 in [Paulsen and Raghupathi, 2016]), if the inverse (Σ̂ℓW)
−1
exists, the maximizer of Equation (A.12) is given as f∗ = c(nΣ̂ℓW)
−1(m2 − m1) where c > 0 is a
constant. Then, we have
nJℓ(f∗) =
∥∥∥∥(Σ̂ℓW)− 12 (mℓ2 −mℓ1)∥∥∥∥2
Hk
.
In the case that (Σ̂ℓW)
−1 does not exist, we introduce a parameter γ > 0 such that (Σ̂ℓW +γI)
−1 exists
where I : Hk → Hk is the identity operator. As a statistical quantity to describe a change point in X (n),
the kernel Fisher discriminant ratio [Harchaoui et al., 2009] is proposed as follows:
KFDR(ℓ;X (n), γ) = n1n2
n
∥∥∥∥(Σ̂ℓW + γI)− 12 (mℓ2 −mℓ1)∥∥∥∥2
Hk
, (A.13)
where γ > 0 is a regularization parameter (in this thesis, we set γ = 10−3). Equation (A.13) can be
numerically obtained from the Gram matrix k of k on x1, . . . , xn as follows: Let
v1ℓ = (1, . . . , 1︸ ︷︷ ︸
ℓ
, 0, . . . , 0)T ,





























k(In −Q) + γIn
}−1
kη. (A.14)
The maximizer ℓ∗ = argmaxℓ=1,...,n−1 KFDR(ℓ;X (n), γ) is the estimated change point of X (n).
6Note that sℓ1(f)
2 + sℓ2(f)
2 = ⟨f, nΣ̂ℓWf⟩Hk .
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