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Abstract
This note studies a first order impulsive boundary value problem and establishes a new maximum principle. A mistake in a
recent paper also is corrected.
c© 2006 Elsevier Ltd. All rights reserved.
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It is well known that the maximum principles play an important role in the theory of differential equations. For
example, the maximum principles together with the monotone iterative techniques have often been used in the study
of the existence of solutions of differential equations. On the other hand, the theory of impulsive differential equations
is a new, important branch of differential equations [1]. In a recent paper [2], one of the authors of this work studied
the maximum principles of the first order impulsive boundary value problem

x ′(t) + λx(t) = q(t), t = tk, t ∈ J = [0, T ],
x(0) = x(T ) + µ,
x(t+k ) = Lk(x(tk)), k = 1, . . . , m,
(1)
where 0 = t0 < t1 < · · · < tm < tm+1 = T, λ, µ ∈ R = (−∞,∞), Lk ∈ C(R, R) and q : J → R is such that
q |(tk ,tk+1] is continuous, and the limit limh→0+ q(tk + h) = q(t+k ) exists for each k = 1, 2, . . . , m.
One of the main results in [2] is the following Theorem A.
Theorem A ([2, Theorem 2.1]). Let x(t) be a solution of the problem (1). Then: (a) If Lk(x) ≥ 0 for x ≥ 0 and
Lk(x) ≤ ck x for x < 0; λ > 0, µ ≥ 0, q(t) ≥ 0, t ∈ J , and ck > 1, k = 1, . . . , m, then x(t) ≥ 0 for t ∈ J .
(b) If Lk(x) ≤ 0 for x ≤ 0 and Lk(x) ≥ ck x for x > 0; λ > 0, µ ≤ 0, q(t) ≤ 0, t ∈ J , and ck > 1, k = 1, . . . , m,
then x(t) ≤ 0 for t ∈ J .
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After carefully checking the proof of Theorem 2.1 in [2], we find that the case s = t+k is overlooked in this proof,
thus leading to a mistake. The following is an illustrative example.
Example. In (1), let λ = 1, µ < 0, q(t) = −e−t , Lk(x) = 20x , and consider the problem

x ′(t) + x(t) = −e−t , t ∈ [0, 2], t = t1 = 1,
x(0) = x(2) + µ,
x(t+k ) = 20x(tk), k = 1,
with the initial value x(0) = 2. For t ∈ [0, 1], we have x(t)et − x(0) = −t ; hence x(t) = (2 − t)e−t for t ∈ [0, 1].
Let t = t1; we get
x(t1) = x(1) = e−1, x(t+1 ) = 20e−1.
For t ∈ (1, 2], we have x(t)et − x(1+)e = 1 − t , which implies x(t) = (21 − t)e−t . In particular, x(2) = 19e−2 >
x(0) = 2 and x(0) = x(2) + µ whenever µ = 2 − 19e−2. The solution x(t) is given by
x(t) =
{
(2 − t)e−t , t ∈ [0, 1],
(21 − t)e−t , t ∈ (1, 2].
Thus we have x(t) > 0 in [0, 2]. This example shows that the conclusion (b) in Theorem A is not correct.
In the following we revise Theorem A as follows.
Theorem. Let x(t) be a solution of the problem (1). Then:
(a) If Lk(x) ≥ 0 for x ≥ 0 and c˜k x ≤ Lk(x) ≤ ck x for x < 0; λ > 0, µ ≥ 0, q(t) ≥ 0, t ∈ J, c˜k ≥ ck ≥ 1, k =
1, . . . , m, and
∏m
k=1 c˜k < eλT , then x(t) ≥ 0 for t ∈ J .
(b) If Lk(x) ≤ 0 for x ≤ 0 and ck x ≤ Lk(x) ≤ c˜k x for x > 0; λ > 0, µ ≤ 0, q(t) ≤ 0, t ∈ J, c˜k ≥ ck > 1, k =
1, . . . , m, and
∏m
k=1 c˜k < eλT , then x(t) ≤ 0 for t ∈ J .
Proof. (a) Let s ∈ J be such that x(s) = mint∈J x(t). Suppose x(s) < 0. If s = 0, s = T , or s ∈ int(J ), we can
obtain a contradiction as in the proof of (a) of Theorem 2.1 in [2].
If s = t+j for some j , we consider the following two possible cases.
Case 1. x(0) ≥ 0. Since x ′(t) + λx(t) = q(t) ≥ 0, we have(
x(t)eλt
)′ ≥ 0. (2)
Integrating (2) from 0 to t1, we have x(t1)eλt1 ≥ x(0) ≥ 0; hence x(t1) ≥ 0 and x(t+1 ) = L1(x(t1)) ≥ 0. Integrating
(2) from t+1 to t2 we get
x(t2)eλt2 ≥ x(t+1 )eλt1 ≥ 0.
By simple induction, we can prove that x(t j ) ≥ 0 and hence x(t+j ) = L j (x(t j )) ≥ 0. This contradicts x(t+j ) < 0.
Case 2. x(0) < 0. In this case it is clear that x(T ) < 0. There exist the following two possible subcases.
Subcase 2.1. There exists s1 ∈ (0, T ) such that x(s1) ≥ 0; without loss of generality, we let s1 ∈ (ti−1, ti ] for
some i . If s1 = ti , by considering the interval [s1, T ], in a similar way to in the proof of the case 1, we can obtain a
contradiction to x(T ) < 0. If s1 = ti , then x(t+i ) = Li (x(ti )) > 0. By considering the interval [ti , T ], we can get a
contradiction analogously.
Subcase 2.2. x(t) < 0 for all t ∈ (0, T ). From (2) we get x(t1) ≥ x(0)e−λt1 . Since x(t1) < 0, it follows that
x(t+1 ) = L1(x(t1)) ≥ c˜1x(t1) ≥ c˜1x(0)e−λt1.
Similarly, we can get x(t2)eλt2 ≥ x(t+1 )eλt1 ≥ c˜1x(0). Hence
x(t+2 ) = L2(x(t2)) ≥ c˜2x(t2) ≥ c˜1c˜2x(0)e−λt2 .
By simple induction, we can get
x(t+m ) ≥ x(0)
m∏
k=1
c˜ke
−λtm . (3)
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Integrating (2) from t+m to T , we find
x(T )eλT − x(t+m )eλtm ≥ 0.
This and (3) imply
x(T ) ≥ x(0)
m∏
k=1
c˜ke
−λT .
Hence
0 > x(0) ≥ x(T ) ≥ x(0)
m∏
k=1
c˜ke
−λT ,
which yields a contradiction since
∏m
k=1 c˜k < eλT .
Combining the above cases we see that x(t) ≥ 0 must hold for t ∈ J .
Next we will prove conclusion (b). Let s ∈ J be such that x(s) = maxt∈J x(t). Suppose x(s) > 0. If s = 0, s = T ,
or s ∈ int(J ), we can obtain a contradiction as in the proof of (b) of Theorem 2.1 in [2].
If s = t+j for some j , then we consider the following two possible cases.
Case 1. x(0) ≤ 0. From x ′(t) + λx(t) = q(t) ≤ 0, we have
(x(t)eλt)′ ≤ 0. (4)
Integrating (4) from 0 to t1, we have x(t1)eλt1 ≤ x(0) ≤ 0; hence x(t1) ≤ 0 and x(t+1 ) = L1(x(t1)) ≤ 0. Similarly,
we can prove that x(t j ) ≤ 0 and hence x(t+j ) = L j (x(t j )) ≤ 0. This contradicts x(t+j ) > 0.
Case 2. x(0) > 0. In this case it is clear that x(T ) > 0. There exist the following two possible subcases.
Subcase 2.1. There exists s1 ∈ (0, T ) such that x(s1) ≤ 0; we let s1 ∈ (ti−1, ti ] for some i . If s1 = ti , by considering
the interval [s1, T ], in a similar way to in the proof of case 1, we can obtain a contradiction to x(T ) > 0. If s1 = ti ,
then x(t+i ) = Li (x(ti )) ≤ 0. By considering the interval [ti , T ], we can get a contradiction analogously.
Subcase 2.2. x(t) > 0 for all t ∈ (0, T ). In a similar way to in the proof of conclusion (a), we can obtain
x(0) ≤ x(T ) ≤ x(0)
m∏
k=1
c˜ke
−λT ,
which yields a contradiction to
∏m
k=1 c˜k < eλT .
Combining the above cases we see that x(t) ≤ 0 must hold for t ∈ J . The proof is complete. 
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