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Abstract
An unconstrained Hamiltonian formulation of the SU(3) Yang-Mills quantum mechanics of spatially
constant fields is given using the method of minimal embedding of SU(2) into SU(3) by Kihlberg and
Marnelius. Using a canonical transformation of the gluon fields to a new set of adapted coordinates (a
non-standard type polar decomposition), which Abelianizes the Non-Abelian Gauss law constraints to be
implemented, the corresponding unconstrained Hamiltonian and total angular momentum are derived. This
reduces the colored spin-1 gluons to unconstrained colorless spin-0, spin-1, spin-2 and spin-3 glueball fields.
The obtained unconstrained Hamiltonian is then rewritten into a form, which separates the rotational from
the scalar degrees of freedom. It is shown that the chromomagnetic potential has classical zero-energy valleys
for two arbitrarily large classical glueball fields, which are the unconstrained analogs of the well-known
”constant Abelian fields”. On the quantum level, practically all glueball excitation energy is expected to go
into the increase of the strengths of these two fields. Finally, as an outlook, the straightforward generalization
to low energy SU(3) Yang-Mills quantum theory in analogy to the SU(2) case is indicated, leading to an
expansion in the number of spatial derivatives, equivalent to a strong coupling expansion, with the SU(3)
Yang-Mills quantum mechanics constituting the leading order.
Keywords: Yang-Mills theory, Hamiltonian formulation, gauge invariance, strong coupling expansion, glueball
spectrum
PACS numbers: 11.10.Ef, 11.15.Me, 11.15.Tk, 03.65.-w
1 Introduction
For a complete and detailed understanding of the low-energy hadronic properties from QCD, such as color con-
finement, chiral symmetry breaking, the formation of condensates and flux-tubes, and the spectra and strong
interactions of hadrons, it might be advantageous to first reformulate QCD in terms of gauge invariant dynam-
ical variables, before any approximation schemes are applied (see e.g.[1]). Using a canonical transformation
of the dynamical variables, which Abelianizes the Non-Abelian Gauss-law constraints, such a reformulation
has been acchieved for pure SU(2) Yang-Mills theory on the classical [2, 3, 4] and on the quantum level [5].
The resulting unconstrained SU(2) Yang-Mills Hamiltonian admits a systematic strong-coupling expansion in
powers of λ = g−2/3, equivalent to an expansion in the number of spatial derivatives. The leading order term in
this expansion constitutes the unconstrained Hamiltonian of SU(2) Yang-Mills quantum mechanics of spatially
constant gluon fields [6]-[13], for which the low-energy spectra can be calculated with high accuracy. In recent
work [14] is its generalization to the case of SU(2) Dirac-Yang-Mills quantum mechanics of quark and gluon
fields has been carried out. Subject of the present work is its generalization to the case of SU(3).
The so-called Yang-Mills mechanics originates from Yang-Mills field theory under the supposition of the
spatial homogeneity of the gauge fields. In this case the Lagrangian of pure SU(3) Yang-Mills theory reduces
to 1
L =
1
2
(
A˙ai − g fabcAb0Aci
)2 − 1
2
B2ai(A) , (1)
1Everywhere in the paper we put the spatial volume V = 1. As result the coupling constant g becomes dimensionful with g2/3
having the dimension of energy. The volume dependence can be restored in the final results by replacing g2 with g2/V .
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with the magnetic field Bai(A) = (g/2)fabcǫijkAbjAck. The local SU(3) gauge invariance and the rotational
invariance of the original Yang-Mills action reduces to the symmetry under the adjoined transformations (8-
parameter subgroup of the complete 28-parameter SO(8)) local in time
Aωa0(t) = O(ω(t))abAb0(t)−
1
2g
fabc
(
O(ω(t))O˙(ω(t))
)
bc
,
Aωai(t) = O(ω(t))abAbi(t) , (2)
and the global spatial SO(3) rotations Aχai = R(χ)ijAaj .
The canonical Hamiltonian obtained from (1) via Legendre-transformation reads
HC =
1
2
ΠaiΠai +
1
2
B2ai(A) + gAa0 (fabcAbiΠci) , (3)
where Πai are the momenta canonical conjugate to the spatial components Aai. In the constrained Hamiltonian
formulation (see e.g.[1]) the time dependence of the gauge transformations (2) is exploited to put the Weyl
gauge Aa0 = 0 , a=1,..,8 and the physical states Ψ have to satisfy both the Schro¨dinger equation and the three
Gauss law constraints
HΨ =
1
2
∑
a,i
[(
∂
∂Aai
)2
+B2ai(A)
]
Ψ = EΨ , (4)
GaΨ = −ifabcAbi ∂
∂Aci
Ψ = 0 , a = 1, ..., 8 . (5)
The Ga are the generators of the residual time independent gauge transformations, satisfying [Ga,H] = 0 and
[Ga, Gb] = iǫabcGc. Furthermore H commutes with the angular momentum operators
Ji = −iǫijkAaj∂/∂Aak , i = 1, 2, 3. (6)
The matrix element of an operator O is given in the Cartesian form
〈Ψ′|O|Ψ〉 ∝
∫
dA Ψ′∗(A)OΨ(A) . (7)
In the context of a weak coupling expansion, the lowest energy eigenstates of SU(3) quantum mechanics
have been obtained in [15] systematically constructing a gauge invariant basis of low energy trial states in a
variational approach. In order to find its eigenstates in an effective way with high accuracy at least for the lowest
states, also in view of the above mentioned strong coupling expansion, it is desirable to have a corresponding
unconstrained Schro¨dinger equation. First steps on the classical level have been done in [16] (and on the light-
cone in [17]). The basic ideas of such an unconstrained approach to SU(3) Yang-Mills quantum mechanics will
be presented in the following. In the conclusions its straightforward generalization to low energy field-theory
is indicated.
2 Unconstrained Hamiltonian
2.1 Minimal embedding of SU(2) into SU(3)
We follow the idea of Kihlberg and Marnelius [18] and define generators {τa} of the Lie algebra su(3) such that
the first three basis elements represent the so-called minimal embedding of the subalgebra su(2) in su(3) (see
e.g. [19, 20, 16])
τ1 := λ7 =
 0 0 00 0 −i
0 i 0
 τ2 := −λ5 =
 0 0 i0 0 0
−i 0 0
 τ3 := λ2 =
 0 −i 0i 0 0
0 0 0

τ4 := λ6 =
 0 0 00 0 1
0 1 0
 τ5 := λ4 =
 0 0 10 0 0
1 0 0
 τ6 := λ1 =
 0 1 01 0 0
0 0 0

τ7 := λ3 =
 1 0 00 −1 0
0 0 0
 τ8 := λ8 = 1√
3
 1 0 00 1 0
0 0 −2
 , (8)
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where λa are the well-known Gell-Mann matrices. The antisymmetric matrices (τ1, τ2, τ3) form the cyclic triplet
of spin-1 matrices, and the traceless symmetric matrices (τ4, τ5, τ6, τ7, τ8) represent a basis of spin-2 matrices
consisting of a cyclic triplet (τ4, τ5, τ6) and the diagonal doublet (τ7, τ8). The corresponding non-trivial non-
vanishing structure constants cabc
[
τa
2
,
τb
2
] = icabc
τc
2
, (9)
are listed in Tab. 2.
2.2 Cartan decomposition and Euler representation of SU(3)
In order to construct a corresponding Euler representation of the SU(3) group, we note that the choice (8) leads
to the following Cartan decomposition2 of the su(3)-algebra into the direct sum of a vector space K spanned
by (τ1, τ2, τ3) and a vector space P spanned by (τ4, τ5, τ6, τ7, τ8),
su(3) = K ⊕P , (10)
such that
[K,K] ⊂ K , [K,P] ⊂ P , [P,P] ⊂ K . (11)
This induces the corresponding Cartan decomposition on the group SU(3)
[SU(3)] = [SU(2)]exp(P) . (12)
The second factor exp(P) can be represented as a product of one parameter subgroups by sandwiching an
element between two different copies of SU(2),
exp(P) = [SU(2)′] exp(−i(θτ7 + φτ8)) [SU(2)′′] , (13)
arriving at
[SU(3)] = [SU(2)′] exp(−iθτ7)exp(−iφτ8) [SU(2)] . (14)
By choosing the Euler representation of an element of SU(2),
R(α, β, γ) = exp(−iατ3) exp(−iβτ1) exp(−iγτ3) , (15)
we obtain the generalized Euler representation of an element U ∈ SU(3)
U = R(α′, β′, γ′) exp(−iφτ7)exp(−iητ8) R(α, β, γ) . (16)
2Note that in [21, 22, 23] a Euler representation of the SU(3) group is constructed, which in difference to ours, is based on
the trivial su(2) subalgebra spanned by (λ1, λ2, λ3), leading to the Cartan decomposition into K spanned by (λ1, λ2, λ3, λ8) and a
vector space P spanned by (λ4, λ5, λ6, λ7).
Table 1: Non-vanishing structure constants cabc w.r.t. the basis {τa}.
a b c cabc
1 2 3 12
1 4 7 12
1 4 8 −12
√
3
1 5 6 −12
2 4 6 12
2 5 7 12
2 5 8 12
√
3
3 4 5 −12
3 6 7 −1
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For the adjoined representation O = Ad(U) we therefore obtain the Euler representation
O(α′, β′, γ′, φ, η, α, β, γ) = R(ad)(α′, β′, γ′) O′(φ, η) R(ad)(α, β, γ) , (17)
with the 8× 8 matrices
R(ad)(α, β, γ) = exp (−iαAd(τ3)) exp (−iβAd(τ1)) exp (−iγAd(τ3)) =
(
R(α, β, γ) 0
0 D(2)(α, β, γ)
)
, (18)
representing the adjoint of R(α, β, γ) in (15), and
O′(φ, η) :=
 diag (cos(φ− η), cos(φ+ η), cos(2φ)) diag (− sin(φ− η),− sin(φ+ η), sin(2φ)) 0diag (sin(φ− η), sin(φ+ η),− sin(2φ)) diag (cos(φ− η), cos(φ+ η), cos(2φ)) 0
0 0 12
 . (19)
2.3 Matrix decomposition into ”symmetric” and ”antisymmetric” parts
Since no element of su(3) commutes with all three (τ1, τ2, τ3), the 8× (8×3) matrix cbai of the SU(3) structure
constants has maximum rank and one can use it to decompose any rectangle 8×3 matrix Aai into a ”symmetric”
and an ”antisymmetric” part
Aai = Âai +
8∑
b=1
caibAb ,
8∑
a=1
3∑
i=1
cbaiÂai = 0 , b = 1, ..., 8 , (20)
with the ”symmetric” part
Âai =

A11
1√
2
A3 1√2A2
1√
2
A3 A22 1√2A1
1√
2
A2 1√2A1 A33
1√
3
AW0
1√
2
AX3 +
1√
3
AW3
1√
2
AX2 − 1√3AW2
1√
2
AX3 − 1√3AW3
1√
3
AW0
1√
2
AX1 +
1√
3
AW1
1√
2
AX2 +
1√
3
AW2
1√
2
AX1 − 1√3AW1
1√
3
AW0
−
√
3
2 AY1 +
1
2
√
3
AW1
√
3
2 AY2 +
1
2
√
3
AW2 − 1√3AW3
−12AY1 − 12AW1 −12AY2 + 12AW2 AY3

, (21)
in terms of the 5 cyclic triplets (Aii),(Ai),(AXi),(AYi), and (AWi), (i=1,2,3) and the singlet AW0 , and the
”antisymmetric” part
8∑
b=1
caibAb =

0 A3/2 −A2/2
−A3/2 0 A1/2
A2/2 −A1/2 0
−(A7 −
√
3A8)/2 −A6/2 A5/2
A6/2 −(A7 +
√
3A8)/2 −A4/2
−A5/2 A4/2 A7
A4/2 A5/2 −A6
−√3A4/2
√
3A5/2 0

, (22)
in terms of the triplets (A1, A2, A3) and (A4, A5, A6) and the doublet (A7, A8).
8∑
a=1
3∑
i=1
(Aai)
2 =
[(
A211 +A21 +A2X1 +A2Y1 +A2W1
)
+ cycl.perm.+A2W0
]
+
[
1
2
3∑
a=1
A2a +
3
2
8∑
a=4
A2a
]
. (23)
The representation of Â chosen in (21) is the unique one, which satisfies both the ”symmetry” condition
cabiÂbi = 0 in (20) and the diagonality requirement, that the sum of the squares
∑
ai Â
2
ai (the first square
bracket on the right hand side of (23)) is the sum of the squares of the new elements with unit coefficient. Due
to the choice of the minimal embedding (8) we have additionally symmetry under cyclic permutation of the
indices 1,2,3.
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2.4 Hamiltonian reduction and the symmetric gauge for SU(3)
The local symmetry transformation (2) of the gauge potentials Aai prompts us with the set of coordinates in
terms of which the separation of the gauge degrees of freedom occurs. Carrying out the following coordinate
transformation from the 24 elements of the 8× 3 matrix Aai to 24 new coordinates, the 8 angles q1, ..q8 of an
orthogonal 8 × 8 matrix O(q1, .., q8) representing the adjoint representation of SU(3), e.g. given by the Euler
angles in (17), and 16 elements collected into the ”symmetric” 8 × 3 matrix Ŝ of the form (21), satisfying
cabiŜbi = 0, via
Aak
(
q, Ŝ
)
= Oaaˆ (q1, .., q8) Ŝaˆk , (24)
where the matrix Ŝ is given by
Ŝaˆk ≡
(
Sik
SAk
)
=

S11
1√
2
S3 1√2S2
1√
2
S3 S22 1√2S1
1√
2
S2 1√2S1 S33
1√
3
W0
1√
2
X3 +
1√
3
W3
1√
2
X2 − 1√3W2
1√
2
X3 − 1√3W3
1√
3
W0
1√
2
X1 +
1√
3
W1
1√
2
X2 +
1√
3
W2
1√
2
X1 − 1√3W1
1√
3
W0
−
√
3
2 Y1 +
1
2
√
3
W1
√
3
2 Y2 +
1
2
√
3
W2 − 1√3W3
−12Y1 − 12W1 −12Y2 + 12W2 Y3

(25)
with the positive definite, symmetric 3× 3 matrix S, and the 5× 3 matrix S which is a function of ten fields,
the triplets (X1,X2,X3), (Y1, Y2, Y3), and (W1,W2,W3) and the singlet W0. Note that, as for the SU(2) case,
the symmetric tensor field S can be decomposed into the spin-0 and spin-2 components3
Sik = C
2A
1i 1k S
(2)
A +
1√
3
δik S
(0) (26)
with
S(0) =
1√
3
(S11 + S22 + S33)
S(2) = (S
(2)
1+, S
(2)
1−, S
(2)
2−, S
(2)
2+, S
(2)
0 ) =
(
S1,S2,S3, 1√
2
(S11 − S22),
√
2
3
(S33 − 1
2
S11 − 1
2
S22)
)
(27)
In a similar way, the 5× 3 matrix S can be decomposed into spin-1 and spin-3 fields,(
Xi
Yi
)
≡
( √
3/5
√
2/5
−√2/5 √3/5
)(
V
(1)
i
W i
)
, i = 1, 2, 3 , (28)
with the cyclic triplet of 3 Cartesian components V
(1)
i , i = 1, 2, 3, of a vector-field and the 7 Hermitian compo-
nentsW
(3)
M of a spin-3 field, written in the form of a cylic singletW0 :=W
(3)
2− , and the cyclic triplet combinations(
W 1
W1
)
≡
( √
3/8 −√5/8√
5/8
√
3/8
)(
W
(3)
1−
W
(3)
3−
)
,
(
W 2
W2
)
≡
( √
3/8
√
5/8
−√5/8 √3/8
)(
W
(3)
1+
W
(3)
3+
)
,
(
W 3
W3
)
≡
(
W
(3)
0
W
(3)
2+
)
. (29)
The decomposition (24) can be seen as imposing the ”symmetric gauge”
χa(A) =
8∑
b=1
3∑
i=1
cabiAbi = 0 , a = 1, ..., 8 . (30)
For an investigation of the existence and uniqueness of the non-standard polar decomposition (24), let us
consider the 6 components of the symmetric sik := AaiAak = ŜaˆiŜaˆk = S
2
ik + S
T
iASAk and the 10 components
3We use the Hermitean combinations S
(J)
|M|+
:= −i|M|(S(J)
+|M|
+S
(J)
−|M|
)/
√
2 and S
(J)
|M|−
:= −i|M|+1(S(J)
+|M|
−S(J)
−|M|
)/
√
2 for |M | > 0.
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of the totally symmetric sijk := dabcAaiAbjAck = daˆbˆcˆŜaˆiŜbˆj Ŝcˆk = dlmASliSmjSAk + dABCSAiSBjSCk, with the
totally symmetric SU(3) coefficients dabc written in the minimal embedding basis (8). It follows directly that
the 3× 3 submatrix S can be chosen positive definite, as for the SU(2) case. The algebraic task, to prove the
existence and uniqueness of Ŝ, by expressing it in terms of s and s, goes beyond the scope of this work. We
only point out here, that the totally symmetric 3× 3× 3 matrix s can be written in the form of a 5× 3 matrix
S
′
as in (25), with X ′1 :=
1√
2
(s122 + s133), Y
′
1 := s111, W
′
1 :=
1√
2
(−s122 + s133), and their cyclic permutations,
and W ′0 := s123.
The corresponding momenta Πai are found in terms of the new coordinates (qaˆ, Ŝα) and momenta (paˆ, P̂α) as
Πak = Oaaˆ (q)
(
P̂aˆk − caˆkbˆγ−1bˆcˆ
(
Tcˆ − Ω−1cˆdˆ (q)pdˆ
))
, (31)
where the 8× 3 matrix P̂ is of the same form as Ŝ with the elements Ŝα := ({Sii}, {Si}, {Xi}, {Yi}, {Wi},W0)
replaced with the canonical momenta P̂α := −i∂/∂Ŝα. The Faddeev-Popov(FP) matrix γ and the operators T
are defined as
γaˆbˆ := −caˆcˆicbˆcˆdˆŜdˆi , (32)
Taˆ := caˆbˆcˆŜbˆiP̂cˆi , (33)
and Ωab(q) := (1/2)tr
[(
U−1∂U/∂qa
)
τb
]
, where U in the fundamental representation is related to O via Oab(q) =
(1/2)tr
[
U(q)τbU
−1(q)τb
]
. Explicitly, γ is
γ(Ŝ) =
1
4

S − 13 trS 2S[−32V,W ]T
2S[−32V,W ]
3
(
S − 7913 trS
) −3S1/√2 −√3/2S1
3S2/
√
2 −√3/2S2
0
√
6S3
−3S1/
√
2 3S2/
√
2 0
−√3/2S1 −√3/2S2 √6S3 −(S11 + S22 + 4S33)
√
3(S11 − S22)√
3(S11 − S22) −3(S11 + S22)

.
(34)
The magnetic field finally becomes
Bak(A) = Oaaˆ (q)
(
B̂aˆk(Ŝ) + caˆkbˆBbˆ(Ŝ)
)
, (35)
where the 8 × 3 matrix B̂ is of the same form as Ŝ with the elements Ŝα replaced by the corresponding B̂α,
and the antisymmetric components are Baˆ ≡ (B(1)i , B(2)A ), with the vector part B(1)i = 0 as for the SU(2) case.
The Jacobian of the transformation (24) is the product of the Haar measure |Ω| and the FP determinant |γ|
|∂A/∂(q, Ŝ)| ∝ |Ω| |γ| . (36)
The range of the variables has to be chosen such that γ(Ŝ) is invertible and hence the transformation (24)
well-defined.
2.5 Unconstrained Hamiltonian and angular momentum
The variables Ŝα make no contribution to the Gauss law operators Ga = −iOaaˆ(q)Ω−1bˆcˆ(q)∂/∂qcˆ. Hence,
assuming the invertibility of the matrix Ω, the non-Abelian Gauss laws (5) are equivalent to the set of Abelian
constraints
GaΦ = 0 ∀ a = 1, ..., 8 ⇔ ∂Φ/∂qaˆ = 0 ∀ aˆ = 1, ..., 8. (Abelianization) (37)
and the physical Hamiltonian of SU(3) Yang-Mills quantum mechanics reads
H = −1
2
|γ|−1
∑
α
∂
∂Ŝα
|γ| ∂
∂Ŝα
+
1
4
|γ|−1
8∑
aˆ,bˆ=1
Taˆ|γ|
(
γ−1aˆi γ
−1
ibˆ
+ 3γ−1aˆAγ
−1
Abˆ
)
Tbˆ +
1
2
(∑
α
B̂2α +
3
2
∑
A
B
(2)2
A
)
, (38)
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and the matrix element of a physical operator O is given by
〈Ψ′|O|Ψ〉 ∝
∫ ∏
α
dŜα |γ| Ψ′∗(Ŝ) O Ψ(Ŝ) . (39)
The dependence on the pure gauge degrees of freedom q has completely disappeared from both the Hamiltonian
(38) and the matrix elements (39). Furthermore, the physical angular momenta are obtained as
Ji = ǫijkŜaˆj
[
P̂aˆk − caˆkcˆ(γ−1cˆbˆ Tbˆ)
]
= ǫijkŜaˆjP̂aˆk + 2Ti = J
(V )
i + J
(S)
i + J
(W )
i , i = 1, 2, 3 , (40)
with the spin-1,spin-2, and spin-3 parts
J
(V )
i = −iǫijkV (1)j
∂
∂V
(1)
k
, J
(S)
i = −2iǫijkSlj
∂
∂Slk
, J
(W )
i = −2
√
7iC1i3M 3NW
(3)
M
∂
∂W
(3)
N
, (41)
in terms of the physical variables. Hence the physical fields S(0), V
(1)
i , S
(2)
A , and W
(3)
M , indeed transform as
spin-0, spin-1,spin-2, and spin-3 fields under spatial rotations
S(0)′ = S(0) , V (1)′i′ = R(χ)i′iV
(1)
i , S
(2)′
A′ = D
(2)
A′A(χ)S
(2)
A , W
(3)′
M ′ = D
(3)
M ′M (χ) W
(3)
M , (42)
which is equivalent to the transformation
Ŝ′aˆ′k′ ≡
(
S′i′k′
S
′
A′k′
)
=
(
Ri′i(χ) 0
0 D
(2)
A′A(χ)
)(
Sik
SAk
)
RTkk′(χ) ≡ R(ad)aˆ′aˆ (χ)Rk′k(χ)Ŝaˆk , (43)
with the SO(3) rotation matrix R(χ) of (15) and the corresponding adjoined SO(8) matrix R(ad)(χ) of (18),
parametrized by the 3 Euler angles χ. The FP matrix γ in (71) and the T in (33) are found to transform as
γ′
aˆ′ bˆ′
= R
(ad)
aˆ′aˆ (χ)R
(ad)
bˆ′ bˆ
(χ) γaˆbˆ , T
′
aˆ′ = R
(ad)
aˆ′aˆ (χ) Taˆ . (44)
The indices i, j, k, .. are therefore spin-1 indices and A,B,C, .. spin-2 indices. The Taˆ = (T
(1)
i , T
(2)
A ) read
T
(1)
i =
3
4
J
(V )
i +
1
4
J
(S)
i +
1
3
J
(W )
i =
1
4
[
Ji − 2J (V )i −
1
3
J
(W )
i
]
, i = 1, 2, 3 , (45)
and expressions for T
(2)
A not shown here. The magnetic fields B̂ and B
(2)
A in (35) transform like Ŝ and T
(2)
A .
3 Unconstrained Hamiltonian in terms of rotational and scalar degrees of freedom
A more transparent form for the unconstrained Yang-Mills Hamiltonian (38), maximally separating the rota-
tional from the rotation invariant degrees of freedom, can be obtained using the transformation properties (42)
of the canonical fields S,V and W under spatial rotations generated by the unconstrained angular momentum
(40). We shall perform a principal-axes transformation of the positive definite symmetric matrix S, which is
the upper submatrix of Ŝ, and shall use as new coordinates the 3 Euler angles describing the orientation of
the intrinsic system of S, and 13 rotation invariants, the 3 eigenvalues of S and the 10 spin-1 and spin-3 fields
transformed to the intrinsic system of S.
3.1 Transformation to angular and rotation invariant variables
We limit ourselves in this work to the case of principle orbit configurations of non-coinciding eigenvalues
φ1, φ2, φ3 > 0 of the positive definite symmetric matrix S, which without loss of generality can be taken as
0 < φ1 < φ2 < φ3 <∞ , (46)
(not considering singular orbits where two or more eigenvalues coincide) and perform a principal-axes trans-
formation on the symmetric tensor field part S
S =: R(α, β, γ) diag (φ1, φ2, φ3) R
T (α, β, γ) , (47)
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with the 3 Euler angles χ = (α, β, γ) describing the orientation of the intrinsic system of the symmetric tensor
field S. Since S is the upper 3× 3 part of the 8× 8 matrix Ŝ, which transforms under spatial rotations as (43),
the principal-axes transformation (47) induces the transformation
Ŝ(S(0), S(2), V (1),W (3)) =: R(ad)(α, β, γ) Ŝintr(φ1, φ2, φ3, v
(1), w(3)) RT (α, β, γ) , (48)
that is explicitly(
S(S(0), S(2))
S(V (1),W (3))
)
=:
(
R(α, β, γ) 0
0 D(2)(α, β, γ)
)(
diag(φ1, φ2, φ3)
S(v(1), w(3))
)
RT (α, β, γ) , (49)
from the original 16 unconstrained fields (S(0), S(2), V (1),W (3)) to the 3 Euler angles (α, β, γ) and the 13
rotation invariant fields (φ1, φ2, φ3, v
(1), w(3)) defined with respect to the intrinsic system of the 3×3 symmetric
submatrix S. The 5× 3 submatrix S is the same functional of the intrinsic (v(1), w(3)) as for the original spin-1
and spin-3 fields (V (1),W (3)), and the spin-1 and spin-3 fields v(1) and w(3) relative to the intrinsic system of
S, are defined by the lower line of (49), which is equivalent to
V
(1)
i =: R(α, β, γ)ii′v
(1)
i′ , W
(3)
M =: D
(3)
MM ′(α, β, γ) w
(3)
M ′ . (50)
Defining finally the intrinsic variables ({xi}, {yi}, {wi}, w0) to be the same functions of the intrinsic (v(1), w(3))
as the original capital ({Xi}, {Yi}, {Wi},W0) are defined in terms of the capital (V (1),W (3)) in (28) and (29),
we can write the coordinate transformation (48) also in the form
Ŝα = ({Sii}, {Si}, {Xi}, {Yi}, {Wi},W0) −→ χ = (α, β, γ) ∪ Ŝintrα = ({φi}, {xi}, {yi}, {wi}, w0). (51)
According to (27) and (47), the unconstrained spin-0 and spin-2 gluon fields can be written in the form
S(0) = (φ1 + φ2 + φ3) /
√
3 , S
(2)
A =
√
2
3
[(
φ3 − 1
2
(φ1 + φ2)
)
D
(2)
A0(χ) +
√
3
2
(φ1 − φ2)D(2)A2+(χ)
]
, (52)
in terms of the principle-axes variables, and the corresponding canonically conjugate momenta are found as
−i ∂
∂S(0)
= −i
(
∂
∂φ1
+
∂
∂φ2
+
∂
∂φ3
)
/
√
3 ,
−i ∂
∂S
(2)
A
=
√
2
3
[
−i
(
∂
∂φ3
− 1
2
(
∂
∂φ1
+
∂
∂φ2
))
D
(2)
A0(χ)−
√
3
2
i
(
∂
∂φ1
− ∂
∂φ2
)
D
(2)
A2+(χ)
]
+
1√
2
[
D
(2)
A1+(χ)
ξ1 − J˜ (v)1 − J˜ (w)1
φ2 − φ3 +D
(2)
A1−(χ)
ξ2 − J˜ (v)2 − J˜ (w)2
φ3 − φ1 +D
(2)
A2−(χ)
ξ3 − J˜ (v)3 − J˜ (w)3
φ1 − φ2
]
,(53)
using the intrinsic angular momenta4
ξi := −iM−1ij
∂
∂χi
, Mij := −1
2
ǫjst
(
RT
∂R
∂χi
)
st
, [ξi, ξj ] = −iǫijkξk . (54)
The intrinsic momenta J˜
(v)
i and J˜
(w)
i of the spin-1 and spin-3 fields v
(1) and w(3), given by
J
(V )
i = R(χ)ii′ J˜
(v)
i′ J
(W )
i = R(χ)ii′ J˜
(w)
i′ (55)
appear in (53) in order to ensure [∂/∂S
(2)
A , ∂/∂V
(1)
i ] = [∂/∂S
(2)
A , ∂/∂W
(3)
M ] = 0.
Using the expressions (53), the total unconstrained angular momentum (40) takes the form
Ji = Rii′(χ)ξi′ . (56)
The Jacobian of the coordinate transformation (49),
|∂Ŝ/∂(χ, φ, v(1), w(3))| ∝ sin β
∏
i<j
(φi − φj) , (57)
is independent of the intrinsic spin-1 and spin-3 fields, and hence the same as for the SU(2) case.
4For the case of Euler angles χ = (α, β, γ) we have M−1 =
(
sin γ − cos γ/ sin β cos γ cot β
cos γ sin γ/ sin β − sin γ cot β
0 0 1
)
.
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3.2 Unconstrained Hamiltonian in terms of angular and rotation invariant variables
Transforming also the Faddeev-Popov matrix γ in (34) and the T in (45) into the intrinsic system in accordance
with (44)
γaˆbˆ = R
(ad)
aˆaˆ′ (χ)R
(ad)
bˆbˆ′
(χ) γ˜aˆ′ bˆ′ Taˆ = R
(ad)
aˆaˆ′ (χ)T˜aˆ′ (58)
we obtain the physical Hamiltonian (38) in terms of the rotational and rotation invariant variables (51) as
H = −1
2
J−1
∑
α
∂
∂Ŝintrα
J ∂
∂Ŝintrα
+
1
4
|γ˜|−1
cyclic∑
i,j,k
ξi − J˜ (v)i − J˜ (w)i
φj − φk
|γ˜|ξi − J˜
(v)
i − J˜ (w)i
φj − φk
+
1
4
J −1
8∑
aˆ,bˆ=1
T˜aˆ
(
Ŝintrα ,
∂
∂Ŝintrα
, ξ
)
J
(
γ˜−1aˆi γ˜
−1
ibˆ
+ 3γ˜−1aˆA γ˜
−1
Abˆ
)
T˜bˆ
(
Ŝintrα ,
∂
∂Ŝintrα
, ξ
)
+ Vmagn(Ŝ
intr),(59)
with the total Jacobian J := |γ˜|∏i<j(φi − φj) and the explicit form of the 8 components T˜aˆ shown in the
Appendix. All dependence on the rotational variables (α, β, γ) in (59) is collected in the intrinsic angular
momenta ξi such that the vanishing of the commutator of (59) with the total spin (56), [H,Ji] = 0, is trivially
fulfilled due to [Ji, ξj ] = 0.
The matrix elements of a physical operator O given as
〈Ψ′|O|Ψ〉∝
∫
dα sin βdβdγ
∫
0<φ1<φ2<φ3
[cyclic∏
dφi(φj − φk)
] ∫ [ ∏
1,2,3
dxidyidwi
]
dw0 |γ˜| Ψ′∗OΨ. (60)
The explicit form of the intrinsic γ˜,
γ˜ =−1
4

φ2 + φ3 0 0
0 φ3 + φ1 0
0 0 φ1 + φ2
−2ST
(
−32v,w
)
−2S
(
−32v,w
) 4φ1 + φ2 + φ3 0 0 0 00 φ1 + 4φ2 + φ3 0 0 0
0 0 φ1 + φ2 + 4φ3 0 0
0 0 0 φ1 + φ2 + 4φ3 −
√
3(φ1 − φ2)
0 0 0 −√3(φ1 − φ2) 3(φ1 + φ2)

,(61)
shows that, in contrast to the SU(2) case, transition to the intrinsic system does not completely diagonalize
γ. The determinant |γ˜| and the inverse γ˜−1, appearing in the Hamiltonian (59) and the measure (60), are still
complicated. In Section 3.4 we shall indicate, how this difficulty could be overcome using a further algebraic
transformation, in analogy to the SU(2) case.
By inspection of the magnetic potential
Vmagn(Ŝ
intr) =
g2
2
[∑
α
(
B̂intrα (Ŝ
intr)
)2
+
∑
i
(
Bintri (v,w)
)2
+
3
2
∑
A
(
B˜
(2)
A (Ŝ
intr)
)2]
, (62)
with the ”symmetric” components B̂intrα and Bintri
Bintrφ1 =
1
2
φ2φ3 +
1
4
x21 −
1
6
(w20 + w
2
1 + w
2
2 + w
2
3) +
1
2
(
w2
(
1√
6
x2 + y2
)
−w3
(
1√
6
x3 + y3
))
− 1
2
√
3
2
(x2y2 + x3y3) ,
Bintrx1 =
1
2
φ1x1 − 1
2
√
3
2
(φ2 + φ3)y1 − 1
2
√
6
(φ2 − φ3)w1, Bintry1 = −
1
2
√
3
2
(φ2 + φ3)x1 − 1
2
(φ2 − φ3)w1,
Bintrw1 = −
1
2
(φ2 − φ3)
(
1√
6
x1 + y1
)
− 1
3
(φ1 + φ2 + φ3)w1, B
intr
w0 = −
1
3
(φ1 + φ2 + φ3)w0,
Bintr1 = −
1
2
√
2
x2x3 − 1
2
√
3
(x2w3 − x3w2)− 1√
2
w2w3 +
1√
2
w0
(
1√
6
x1 + y1
)
, (63)
9
(and the corresponding cyclic permutations) and the non-vanishing ”antisymmetric” parts B˜
(2)
A′
B˜
(2)
1+ = −
1
3
√
2
(φ2 − φ3)
(
x1 −
√
3
2
y1
)
+
1
3
√
3
(
φ1 − 1
2
φ2 − 1
2
φ3
)
w1 , B˜
(2)
1− , B˜
(2)
2− cycl. perm.
B˜
(2)
2+ =
1
3
√
3
(
φ3 − 1
2
φ1 − 1
2
φ2
)
w0 , B˜
(2)
0 =
1
6
(φ1 − φ2)w0 , (64)
one finds that the magnetic potential has the zero-energy valleys(
ŜintrB2=0(φ3, y3) : φ3 and y3 arbitrary ∧ all others zero
)
. (65)
Its cyclic permutations are also zero-energy valleys but are excluded by the ordering of the eigenvalues (46).
They corresponding valleys AB2=0 in [6] are related to (65) via the special (24) transformation
AB2=0(φ3, y3) ≡ φ3
τ7
2
+ y3
τ8
2
= R(ad)(0, 0, π/4) O′(π/4, 0) ŜintrB2=0(φ3, y3) , (66)
using the SU(3) Euler representation (17). These classical zero-energy valleys of the chromomagnetic potential
have very important consequences for the quantum level. Since the valleys are narrowing down with increasing
fields, they lead to a discrete quantum spectrum [6, 15], although classically they extend to arbitrarily large
field values. Furthermore, analogous to the SU(2) case of one large field [13], as a relict of the infinite length
of the valleys, all excitation energy is expected to go into the increase of the expectation values of these two
fields, whereas the expectation values of all the other fields should remain at there vacuum values required to
satisfy the uncertainty relations.
3.3 Symmetries of the unconstrained Hamiltonian
As a relic of the rotational invariance of the initial gauge field theory the Hamiltonian (59) possesses the
symmetry
[H,Jk] = 0 , (67)
with the total angular momentum operators Ji = Rijξj in (56), satisfying [Ji, Jj ] = iǫijkJk and [Ji, ξj ] = 0 .
Hence the eigenstates of H can be characterized by the quantum numbers J andM . FurthermoreH is invariant
under arbitrary permutations σij of any two of the three indices 1, 2, 3, time reflections T, and parity reflections
P : φi → −φi ∧ S → −S, and charge conjugation C : φi → φi ∧ S → −S
[H,σij ] = 0 , [H,T ] = 0 , [H,P ] = 0 , [H,C] = 0 . (68)
As a consequence, the energy eigenfunctions can be chosen real, and invariance of a functional under P and C
implies that it contains an even number of factors ∈ {φi} and an even number of factors ∈ {xi, yi, wi, w0} .
3.4 Virial theorem
Writing H = 12
(
E2 +B2
)
and denoting the eigenstates of H by |n〉, with energies En, one obtains the virial
theorem
〈n|E2|n〉 = 2〈n|B2|n〉 , (69)
a very useful tool to judge the quality of the approximate eigenstates obtained using the variational approach.
3.5 Outlook: Towards a calculation of the low-energy eigensystem
As in the SU(2) case, a variational calculation should be carried out, under full consideration of all symmetries
(67) and (68) and the Virial theorem (69), with basis functions from the corresponding harmonic oscillator
problem, replacing the magnetic potential by higher dimensional harmonic oscillator potential. In the first
place the spin-0 sector J2 = ξ2 = 0 of the Hamiltonian (59) should be investigated, where the eigenstates are
cyclic singlets. We point out that the SU(3) energy spectrum of the original constrained system (5) has already
been studied in [15] using the variational approach. Numerically constructing step by step a low-energy basis
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of gauge- and rotation-invariant polynomials up to a certain degree (10), a rather good value for the ground
state and less accurate values for the lowest excitations have been obtained.
The unconstrained approach presented in this work, where gauge invariance is already manifest after the
implementation of the Gauss laws, should reproduce these results in a very effective and accurate way. The
main obstacle towards a calculation of the eigensystem of the Hamiltonian (59) is, that the FP determinant
|γ˜| is rather complicated. In contrast to the SU(2) case, through the transition to intrinsic coordinates,
the FP matrix is not completely diagonalized for the SU(3) case. To make progress, a further algebraic
transformation has to be carried out, similar to the transition from {φ1, φ2, φ3} to the corresponding elementary
symmetric polynomials in the SU(2) case [13], which cancels the non-trivial Jacobian. Since such an algebraic
transformation is equivalent to a transition to the spin-0 combinations {S(0), (SS)(0), (SSS)(0)} using the
spin-0 and spin-2 components of the symmetric tensor field S, we have to look here for the corresponding
transformation to spin-0 combinations of spin-0, spin-1, spin-2, and spin-3. In particular the FP determinant
has to be expressed in terms of the new algebraic variables, in order to find its zeros, to limit the range of
integration of the field variables. Preliminary investigations, including only 6 degrees of freedom, the S and the
vector field V (1), a bijective transformation from {φ1, φ2, φ3, v(1)1 , v(1)2 , v(1)3 } to the set of spin-0 combinations
{S(0), (SS)(0), (SSS)(0), (V V )(0), (SV V )(0), (SSV V )(0)} can be constructed. The generalization to include also
the spin-3 field W (3) is more difficult and under current investigation.
4 Conclusions
It has been shown in this work how an unconstrained Hamiltonian formulation of SU(3) Yang-Mills quantum
mechanics of spatially constant fields can be obtained using the method of minimal embedding of SU(2) into
SU(3) by Kihlberg and Marnelius [18]. This has lead us to a novel polar decomposition (24) of the spatial
components of the gauge fields, in terms of which the non-Abelian Gauss laws can be Abelianized and be
implemented exactly, to obtain an cyclic symmetric unconstrained Hamiltonian of colorless spin-0,spin-1,spin-
2, and spin-3 dynamical glueball degrees of freedom. Furthermore, a transformation of the 16 physical variables
to 3 rotational degrees of freedom and 13 invariants under spatial rotations has been carried out. It has been
shown that the chromomagnetic potential has classical zero-energy valleys for two arbitrarily large classical
glueball fields, which are the unconstrained analogs of the well-known constant Abelian fields. On the quantum
level, all glueball excitation energy is expected [13] to go into the increase of strengths of these two fields.
Finally, an outview has been given, how the eigensytem of the obtained unconstrained SU(3) Hamiltonian
could be obtained in a similarly effective and accurate way as for the SU(2) case [13], as an alternative to the
already existing SU(3) calculation by Weisz and Zimann [15]. The main problem in the unconstrained approach
proposed in the present work is, that the FP determinant, even after transition to the intrinsic system, is still
quite complicated. This has to be overcome by using a further algebraic transformation to new variables in
generalization of the transition to elementary symmetric polynomials used for the SU(2) case.
We mention, that in the work by Dahmen and Raabe [16] almost 20 years ago, considering the classical
SU(3) Yang-Mills mechanics for total spin-0, the minimal embedding of SU(2) into SU(3) has already been
used to implement a condition similar to the symmetric gauge condition (30). The present work goes well
beyond their work in several respects: Firstly, we have carried out a separation of the gauge and rotational
degrees of freedom and have obtained the unconstrained Hamiltonian for arbitrary total spin. Using the novel
polar decomposition (24), we have first carried out an exact gauge reduction and only afterwards we have
applied another coordinate transformation of the unconstrained system to rotational and rotation invariant
variables. Secondly, the unconstrained Hamiltonian obtained here, has explicit cyclic symmetry in the indices
1,2,3, apart from rotational symmetry, parity, and charge conjugation symmetry. Thirdly, the reduction is
carried out on the quantum level and will allow for a comparison with existing investigations on the quantum
level, such as that by Weisz and Zimann [15] .
The generalization of the approach to field theory is straightforward along the lines of the SU(2) case in
[3, 5], extending the coordinate transformation (24) to
Aak
(
q, Ŝ
)
= Oaaˆ (q) Ŝaˆk − 1
2g
cabc
(
O (q) ∂kO
T (q)
)
bc
. (70)
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The FP operator of the symmetric gauge (30),
∗Daˆbˆ(Ŝ) ≡ caˆcˆiDi(Ŝ)bˆcˆ = caˆcˆi
(
δbˆcˆ∂i − gcbˆcˆdˆŜdˆi
)
= gγaˆbˆ + caˆbˆi∂i = gγaˆaˆ′
(
δaˆ′ bˆ + γ
−1
aˆaˆ′caˆ′ bˆi
1
g
∂i
)
, (71)
and hence the corresponding unconstrained Hamiltonian of SU(3) Yang-Mills theory, can be expanded in the
number of spatial derivatives in the low energy region, equivalent to a strong coupling expansion, with the
Yang-Mills quantum mechanics of spatially constant fields constituting the leading order.
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Appendix: Explicit form of the the intrinsic T˜
The spin-1 components T˜
(1)
i and the spin-2 components T˜
(2)
A of the intrinsic T˜ read
T˜
(1)
i =
1
4
[
ξi − 2J˜ (v)i −
1
3
J˜
(w)
i
]
, i = 1, 2, 3
T˜
(2)
1+ = −
i
2
√
2
[
x1
(
∂
∂φ2
− ∂
∂φ3
)
− (φ2 − φ3) ∂
∂x1
]
− i√
3
[
w1
(
∂
∂φ1
− 1
2
(
∂
∂φ2
+
∂
∂φ3
))
−
(
φ1 − 1
2
(φ2 + φ3)
)
∂
∂w1
]
−1
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[(
x2 −
√
3
2
y2
)
P˜3 −
(
x3 −
√
3
2
y3
)
P˜2
]
, T˜
(2)
1− , T˜
(2)
2− cycl. perm.
T˜
(2)
2+ = −
i√
3
[
w0
(
∂
∂φ3
− 1
2
(
∂
∂φ1
+
∂
∂φ2
))
−
(
φ3− 1
2
(φ1+φ2)
)
∂
∂w0
]
− 1
2
(
x3P˜3 − 1
2
(x1P˜1+x2P˜2)
)
− 1
2
√
3
2
(
w1P˜1−w2P˜2
)
,
T˜
(2)
0 = −
i
2
[
w0
(
∂
∂φ1
− ∂
∂φ2
)
− (φ1 − φ2) ∂
∂w0
]
−
√
3
4
(
x1P˜1− x2P˜2
)
+
1√
2
(
w3P˜3− 1
2
w1P˜1− 1
2
w2P˜2
)
.
using the abbreviation P˜1 :=
(
ξ1 − J˜ (v)1 − J˜ (w)1
)
/
(√
2(φ2 − φ3)
)
and its cyclic permutations.
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